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Preface
This thesis presents an account of the research carried out at the Institute for
Gravitational Research at the University of Glasgow between October 2008
and September 2012. This research specifically investigated charging noise in
future gravitational wave detectors.
Chapter 1 discusses some of the important aspects of general relativity
that differentiate it from classical Newtonian gravity. The idea of gravita-
tional waves is introduced and the impact their observation would have on
astronomy is highlighted. This chapter also discusses the status of current and
future generation gravitational wave detectors and some of the advanced inter-
ferometric techniques that have been, or will be, used to allow these detectors
to reach incredibly high sensitivities.
In Chapter 2 a brief overview of the current understanding of contact elec-
trification is given. It is then shown that surface charges on insulators give rise
to time varying forces which could create excess noise in future gravitational
wave detectors. A detailed description of the method that the author used to
model charging noise in a future gravitational wave detector, such as advanced
LIGO, is discussed. A review of different scenarios that are believed to lead to
excess detector noise caused by surface charges and possible charge mitigation
strategies are given. Modeled estimates of the charging noise expected from
some of these different scenarios are presented.
A description of the Kelvin probe experimental set up used for measuring
surface charge densities in the investigations presented in this thesis is given
in Chapter 3. The LabVIEW Kelvin probe scanning program was initially
xxv
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written by the author with further improvements made by Mr. N. Hurst. It is
shown that the Kelvin probe output signal can be accurately modeled. Models
of the expected Kelvin probe signal are included for two scenarios: one where
the probe-sample distance is increased and one where oscillation amplitude is
increased. These models were created by the author at the suggestion of Dr.
G. D. Hammond. The ANSYS models needed for determining the capacitance
between the Kelvin probe tip and a reference surface were created by Dr. L.
Cunningham and the analysis was carried out by the author for different ge-
ometries. The Kelvin probe had to be calibrated in order to obtain meaningful
surface charge density measurements. A detailed description of the calibration
process followed by the author is given.
In Chapter 4 an investigation into a charge mitigation process which uses
a Proportional-Integral-Derivative (PID) controlled AC glow discharge is pre-
sented. This process was developed by the author at the suggestion of Dr.
G. D. Hammond and Prof. S. Rowan. The experimental set up of the glow
discharge charge mitigation process was created by the author through fruitful
discussions with Dr. G. D. Hammond. The PID controller was programmed in
LabVIEW by the author and the surface charge density measurements taken
with the Kelvin probe were made by the author. The transmission of the sam-
ples used in this investigation was measured using an ellipsometer. These mea-
surements were made by the author with assistance from Dr. L. Cunningham.
The data from the transmission measurements was analysed using Student’s
t-test and the Kolmogorov-Smirnov test which was carried out by the author.
The Kolmogorov-Smirnov test was carried out at the suggestion of Prof. M.
Hendry. The chapter concludes with a discussion of suggested improvements
to the glow discharge process. These improvements were determined through
discussions with Dr. L. Cunningham.
In Chapter 5 an investigation into mitigating charge during the cleaning
procedure of future gravitational wave detectors is presented. The work in
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this chapter was carried out at the suggestion of Dr. G. D. Hammond and
Prof. S. Rowan. The samples of First ContactTM with different concentrations
of carbon nano-tubes mixed in them were provided by Prof. J. Hamilton of
Photonic Cleaning Technologies. The resistivity measurements of the different
types of First ContactTM were made by the author. The circuit used to measure
the DC resistivity was designed by the author through stimulating discussions
with Mr. S. O’Shea and Mr. A. Grant. The PCB circuit was fabricated at the
department of electrical engineering at the University of Glasgow. Kelvin probe
measurements of a silica sample cleaned with both ordinary First ContactTM
and First ContactTM mixed with carbon nano-tubes were made by the author
to ascertain whether the inclusion of carbon nano-tubes affected the amount
of surface charge deposited on the silica sample. The procedure for mitigating
surface charge using a corona discharge was created by the author through
discussions with Mr. J. Patterson of Static Clean International and Dr. G.
D. Hammond. The surface charge density measurements and the transmission
measurements of the samples were made by the author. The analysis of the
transmission data was carried out by the author and was the same analysis as
carried out in Chapter 4.
Chapter 6 details the construction of a torsion balance apparatus that was
used to directly measure charging noise. The work in this chapter was car-
ried out at the suggestion of Dr. G. D. Hammond and Prof. S. Rowan. The
experimental set up was created by the author with assistance from Dr. G.
D. Hammond. The torsion bob and sensors/actuators were designed by the
author. The author acknowledges the assistance of Mr. R. Jones and Mr. M.
Perreur-Lloyd for stimulating discussions and suggestions in the design process
of the torsion balance Mark I and II. The author also gratefully acknowledges
the staff in the mechanical workshop in the physics department at the Uni-
versity of Glasgow for machining the parts of the torsion balance Mark I and
II. The capacitive sensor used to sense the position of the torsion balance was
xxvii
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constructed by Mr. I. McCrindle and designed by Dr. G. D. Hammond. The
original LabVIEW program used to control and read data from the torsion
balance was created by the author with later amendments made by both the
author and Dr. G. D. Hammond. The measurements presented in this chapter
were made by both the author and Dr. G. D. Hammond, and the analysis of
the data was carried out by the author.
A torsion balance measurement of charging noise, made with the Mark
I instrument, is presented in Chapter 7. The method of calibration of the
torsion balance was suggested by Dr. G. D. Hammond and carried out by the
author. The charging noise measurement presented in this chapter was taken
and analysed by the author. The author acknowledges the help of Dr. G.
D. Hammond, Dr. B. W. Barr and Dr. I. S. Heng for useful discussions on
the the calibration of the torsion balance under servo control and the analysis
of the charging noise measurement. The theoretical charging noise estimates
presented in this chapter were calculated by the author.
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Summary
Investigations of Charging Noise in Future Gravitational Wave De-
tectors
Some of the biggest discoveries in astronomy have come from probing new
regions of the electromagnetic spectrum. Penzias and Wilson famously de-
tected faint whispers from the creation of the Universe using the Holmdel horn
antenna at Bell telephone laboratories. The microwave signals that they de-
tected strongly supported the big bang theory of the creation of the Universe.
Radio wave observations have provided the first glimpses of rapidly rotating
neutron stars, X-ray astronomy gave the first evidence for the existence of
black holes and infrared images gave the first clear indication for the exis-
tence of brown dwarfs. If gravitational waves could be detected directly, and
regularly, they would no doubt provide many spectacular discoveries. They
would provide an entirely new window through which to observe the cosmos
and further our understanding of the Universe.
Gravitational waves are a result of Einstein’s theory of general relativ-
ity which postulates that these waves, created by asymmetrically accelerating
masses, propagate through the Universe as ripples in the curvature of space-
time at the speed of light. The only sources of gravitational waves that are
considered detectable are astronomical ones. These sources include: asymmet-
rically rotating neutron stars, coalescing compact object binary systems and
supernovae.
Detections of gravitational waves have been attempted for nearly 50 years
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and there has still been no confirmed observation. This is because the force
of gravity is extremely weak compared to the other fundamental forces of na-
ture. This poses an extremely difficult challenge to experimental physicists for
measuring strains in space-time caused by passing gravitational waves that are
predicted to be of the order 10−21 and smaller. Kilometer scale interferometers
are used to try and measure the strains in space-time created by gravitational
waves. There is a world wide network of detectors that are currently being,
or have already been, upgraded to an advanced detector status. In order to
get these detectors to a sensitivity high enough to stand a chance of detecting
gravitational waves, researchers around the world have been developing inno-
vative and novel technologies, and investigating high quality, low mechanical
loss materials, to reduce the limiting noise sources of these instruments. A
brief overview of gravitational wave detection and the nature of gravitational
waves will be given in Chapter 1.
One noise source that may become more conspicuous as gravitational wave
detectors become more sensitive is noise due to the movement of electrical
charges on the detector optics. Charge can be transferred to the detector optics
through various processes such as; dust abrasion on the surface of the optics
as the vacuum chamber is being pumped out, contact with nearby structures
such as earthquake stops, cleaning of the optics and cosmic rays. In some
instances the charge density transferred can be as high as 10−7 C/m2 which
would cause the sensitivity of advanced detectors to be significantly reduced
at some frequencies. Once charge is deposited on a silica test mass, it slowly
redistributes itself across the surface of the optic due to a very small amount
of surface conductivity. This creates a fluctuating electric field, and therefore
a fluctuating force, which acts on the test mass causing displacement noise
in the detector. Chapter 2 will briefly discuss the physics of why electrical
charge is transferred between materials during contact. Charging noise is then
discussed, with a detailed description of how it is modeled throughout this
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thesis, and some examples of different charging noise scenarios are given. It is
shown that if the correct measures are not taken, charging noise could easily
limit the sensitivity of future gravitational wave detectors.
For the investigations presented in this thesis the surface charge on fused
silica samples had to be measured. A useful instrument for measuring surface
charge on the surface of insulators is the Kelvin probe. Chapter 3 will explain
how the Kelvin probe works and show that the Kelvin probe signal can be
accurately modeled. There is also a detailed explanation of how the Kelvin
probe signal was calibrated, as this was a very important process for making
measurements in terms of surface charge density.
To minimise down time during science runs, future gravitational wave de-
tectors should accommodate at least one charge mitigation procedure. There
have been many different procedures that have been developed by institu-
tions in the LIGO Scientific Collaboration, each of which is unique in its own
way. The most promising method of mitigating surface charge on gravitational
wave detector optics looks like it will be through the use of an ionised inert
gas. Chapter 4 presents a study on the use of ionised argon gas, created by
a PID controlled AC glow discharge, for mitigating excess surface charge on
gravitational wave detector optics. It is shown that ionised argon gas cre-
ated by a glow discharge successfully reduces excess charge on bare fused silica
and silica with a TiO2 doped Ta2O5/SiO2 multi-layer coating. TiO2 doped
Ta2O5/SiO2 is the type of coating that will be used in the second generation
detector, advanced LIGO. Kelvin probe measurements of the silica samples
before and after the charge mitigation procedure are used to estimate the level
of charging noise that would be expected in a gravitational wave detector. The
glow discharge method detailed in Chapter 4 reduces surface charge to a level
that would not limit a second generation gravitational wave detector such as
advanced LIGO. It is a concern that some of the charge mitigation processes
proposed for future detectors may damage the multi-layer reflective coating on
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the detector optics. The transmission of the coated silica sample used in this
investigation is measured and compared to a reference sample that was not
exposed to the glow discharge to show that it does not cause an observable
change to the transmission of a TiO2 doped Ta2O5/SiO2 multi-layer coating,
within the experimental limits of the instrument.
It is very likely that the optics of gravitational wave detectors will be-
come charged during the cleaning process of the mirrors before they are placed
under vacuum in the detector. Chapter 5 discusses different ideas of reduc-
ing charging during the cleaning of gravitational wave detector optics. It is
likely that the optics of advanced LIGO will be cleaned with a cleaning and
protecting product called First ContactTM. Unfortunately, First ContactTM
is known to deposit a substantial amount of charge on the surface of silica.
It has been suggested that mixing carbon nano-tubes in the First ContactTM
solution could reduce its resistivity and therefore might deposit less charge
on the optics. The resistivity of First ContactTM with varying amounts of
carbon nano-tubes is measured, using both an AC and DC method, to ascer-
tain whether the carbon nano-tubes have any effect on the resistivity of First
ContactTM. Unfortunately, due to several problems with the experiment, the
resistivity measurements made are inconclusive as to whether carbon nano-
tubes have a significant effect on the resistivity of First ContactTM. However,
it is shown through surface charge density measurements that carbon nano-
tubes do not reduce the amount of surface charge that is deposited on the
surface of silica by First ContactTM. A method of reducing the surface charge
deposited by First ContactTM by ionising nitrogen gas with a commercially
available corona discharge bar is detailed in Chapter 5. This method is shown
to reduce the surface charge on bare fused silica and fused silica with a TiO2
doped Ta2O5/SiO2 multi-layer coating to a level that would not create excess
noise in a future gravitational wave detector such as advanced LIGO. Using the
same analysis as described in Chapter 4, it is also shown that this charge mit-
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igation method does not effect the transmission of a TiO2 doped Ta2O5/SiO2
multi-layer coating, within the experimental limits of the instrument.
A direct measurement of charging noise has still to be made, so it is still un-
confirmed whether the assumptions made about the Weiss theory of charging
noise are in fact true. Chapter 6 outlines the development of a servo controlled
torsion balance experiment for measuring charging noise on a fused silica disc.
This chapter discusses the design of the torsion balance and presents initial
measurements of surface and polarisation charges on a fused silica disc. The
calibration of the instrument in free running mode, i.e. with no servo control,
is discussed. This was an important process for expressing the measurements
made in terms of a torque noise. The limiting noise sources of the instrument
are addressed and it is shown that by making some minor changes to the exper-
imental set up the sensitivity of the instrument can be significantly increased.
The improved sensitivity of the instrument is within an order of magnitude of
the thermal noise limit at 0.1 mHz, this was deemed adequate sensitivity to
begin measurements of charging noise. This chapter also discusses the develop-
ment of a Mark II version of the torsion balance which should be easier to use
and should achieve greater sensitivity than the Mark I instrument. Due to time
constraints the performance of the Mark II torsion balance is not presented in
this thesis.
The charging noise measurement made with the Mark I torsion balance
is presented and discussed in Chapter 7. As well as this measurement, the
method of calibrating the instrument while under servo control is detailed.
This calibration method is much different from the one described in Chapter 6
because it required measuring the closed loop gain of the torsion balance set up.
It is shown that placing a charged silica disc in the vacuum chamber decreases
the sensitivity of the instrument significantly. Using the measured offset torque
of the torsion bob and the time constant of the surface charge on the silica
disc, measured with a Kelvin probe, the level of charging noise that should be
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expected is estimated. It is shown that the theoretical estimate of the charging
noise and the observed noise level agree quite well. Thus confirming that the
assumptions made about charging noise are suitable for predicting charging
noise in gravitational wave detectors.
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Chapter 1
The Nature and Detection of
Gravitational Waves
1.1 Introduction
Gravitational waves still remain one of the most mysterious and elusive phe-
nomena in physics. Einstein postulated that gravitational waves should man-
ifest themselves as ripples in space-time emitted by asymmetrically accelerat-
ing mass in his theory of general relativity [1]. The only detectable sources of
gravitational waves are astronomical ones; these include compact object binary
systems, supernovae and pulsars. It is also thought that there is a stochastic
gravitational wave background that was generated in the very early universe.
These waves may have been created by quantum fluctuations in the early uni-
verse and then amplified during the inflationary period of the universe. If
gravitational waves were detected they may provide more insight into exotic
objects such as black holes or even give direct information from the very early
universe.
A worldwide network of six interferometric detectors has been set up to
detect differential strains in space-time caused by passing gravitational waves
generated by astrophysical events. There are three detectors in the US (two
with arm lengths of 4 km and one with an arm length of 2 km) that form
1
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the LIGO network [2], one detector located in Italy, Virgo [3], one detector in
Germany, GEO600 [4] and one detector in Japan, TAMA 300 [5]. In recent
years there has been a worldwide effort to improve the sensitivity of these
instruments and upgrade some of them to an advanced detector status [6–8].
This will greatly improve chances of detection. To get the detectors to this
improved sensitivity a significant amount of research has gone into investigating
how to lower the main limiting noise sources of the detectors, which are laser
noise, thermal noise and seismic noise, and other technical noise sources such
as charging noise.
It’s no wonder that the detection of gravitational waves remains such a tan-
talising prospect for both physicists and astronomers. Their detection would
be a great test of general relativity and open up a new window through which
to observe the universe that will no doubt provide some spectacular new dis-
coveries.
This chapter will briefly describe the nature of gravitational waves and how
they arise in general relativity. There will also be some discussion of the main
astronomical sources of gravitational waves. The remainder of the chapter will
focus on the working principles of interferometric detectors which will cover
advanced techniques that help improve the sensitivity of the instrument and
the detector’s main limiting noise sources.
1.2 The Nature of Gravitational Waves
In 1916 Albert Einstein published his revolutionary paper on general relativity
[1] which challenged Newton’s law of universal gravitation [9]. Einstein’s gen-
eral theory of relativity describes gravity as a consequence of the distortion of
the geometry of space-time, whereas Newton described gravity as an instanta-
neous force. One of the consequences of Einstein’s theory is that accelerating
asymmetric masses should produce gravitational waves which carry gravita-
tional information and energy away from the source at the speed of light. It is
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this key feature of general relativity that presents a solution to the problem of
the instantaneous gravitational force described in Newton’s theory of gravity.
One of the most important elements of general relativity are Einstein’s field
equations, which describe the curvature of space produced by matter or energy
and can be expressed in the form [10],
Gµν = Rµν − 1
2
gµνR =
8piG
c4
Tµν , (1.1)
where Gµν is the Einstein tensor that describes the curvature of space, gµν is the
metric tensor which encapsulates all the information about the region of space-
time of interest, R is scalar curvature, Rµν is the Ricci tensor which represents
curved space, G is the Newtonian constant of gravitation, c is the speed of
light in a vacuum and Tµν is the stress energy tensor that describes the density
and flux of energy and momentum in space-time. If a small perturbation is
introduced, hµν where | hµν | 1, in a flat area of space-time, assuming a weak
gravitational field, the metric becomes,
gµν = ηµν + hµν , (1.2)
where ηµν is the Minkowski metric which represents flat space-time. With the
new value of gµν substituted into Equation (1.1) it is possible to derive a wave
equation that describes the motion of the perturbation hµν . The field equations
can be simplified by careful selection of the form of hµν and by assuming
Tµν = 0, since we are only concerned with an area of almost flat space-time in
the absence of any other energy or mass. Einstein’s field equations simplify to
a wave equation of the form [10],(
∇2 − 1
c2
∂2
∂t2
)
hµν = 0. (1.3)
This is an important result as it shows that the metric perturbation of space-
time, hµν , has the same mathematical form as a wave that is traveling at the
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speed of light in a vacuum. A full and detailed derivation of the gravitational
wave equation can be found in the work of C. W. Misner, K. S. Thorne and J.
A. Wheeler [10].
The simplest form of hµν can be obtained by making an appropriate gauge
transformation where the 16 components of hµν can be reduced to just 2 inde-
pendent components [10]. This simplified form of hµν is called the transverse-
traceless gauge and can be expressed as,
hµν =

0 0 0 0
0 hxx hxy 0
0 hxy −hxx 0
0 0 0 0
 , (1.4)
for a wave propagating in the z direction. This gauge is said to be both
transverse and traceless because the perturbation caused by the wave acts
perpendicular to the motion of the wave, see Figures 1.1 and 1.2, and because
the trace of the tensor, given in Equation (1.4), is hxx − hxx = 0. The two
remaining components, hxx and hxy, represent the two polarisation states of
a gravitational wave, which are referred to as the “plus” and “cross” states,
where h+ = hxx and h× = hxy. Although it may not be initially obvious, the
two polarisation states of a gravitational wave are orthogonal to each other.
Figure 1.2 highlights the orthogonality of the wave perturbation for the plus
and cross polarisation states.
If a gravitational wave with h+ or h× were to pass through a ring of free
particles in the z direction it would cause the ring to be stretched and squeezed
as shown in Figure 1.1. This effect produces a strain as the test particles are
extended and compressed by a distance ∆L. It is the strain produced by
gravitational waves that interferometric gravitational wave detectors try to
detect. There are currently several long base line interferometers that have
been built for the very purpose of measuring the small strains produced by
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Figure 1.1: An illustration of the effect of the two polarisation states of a gravitational
wave on a ring of free particles. When hxx 6= 0 and hxy = 0 the wave has plus
polarisation and when hxy 6= 0 and hxx = 0 the wave has cross polarisation. The
phase of the wave is shown along the bottom of the figure.
 
Figure 1.2: This diagram highlights the orthogonality of the plus (left) and cross
(right) polarisation states of a gravitational wave.
gravitational waves. The total amplitude of the strain that would be observed
by a detector can be expressed as,
h =
2∆L
L
, (1.5)
where L is the arm length of the detector and ∆L is the fractional change in
the arm length of the detector. These detectors will be discussed later in this
chapter.
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1.3 Sources of Gravitational Waves
It can be easily shown from Einstein’s field equations, Equation (1.1), that
space-time is in fact very stiff. The constant in Equation (1.1), 8piG/c4 ≈
2 × 10−43 m−1kg−1s2, is a very small number, therefore, it would take a huge
energy density to cause a very small distortion of space-time. This means the
only sources of gravitational waves that could be considered detectable have
to involve an incredibly large amount of mass or energy to create ripples in
space-time, and the only sources that are capable of this are astronomical ones.
The three main astrophysical sources of gravitational waves will be discussed
here. Only a few examples of each source type are given and this is in no way
intended to be a comprehensive list of sources. More detailed descriptions on
the various types of gravitational wave sources can be found in the references
that are cited in the following sections and also in [11].
1.3.1 Burst Sources
If a source emits a short burst of gravitational waves for a duration of about
a second or less it is classified as a burst source [2]. Some examples of burst
sources that are thought to lie within the detection band of ground-based
detectors are coalescing compact object binary systems and supernovae [12].
When a compact object, such as a neutron star or a black hole, is in a
binary orbit with another compact object the system will lose energy due to
the emission of gravitational radiation. As a result of this the two stars will
spiral in towards each other. As the stars pass their last stable orbit they will
rapidly begin to fall towards each other and merge. The result of this event is
a burst of gravitational radiation which is estimated by Schutz [13] to create
a strain of,
h = 1× 10−23
(
100 Mpc
r
)(
Mb
1.2M
) 5
3
(
f
200 Hz
) 2
3
, (1.6)
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where r is the distance of the source from Earth, Mb =
(M1M2)
3
5
(M1+M2)
1
5
is the mass
parameter of the binary system and M1 and M2 are the masses of the two
compact objects, M is solar mass and f is the frequency of the wave.
The explosive death of a star, called a supernova, is one of the most violent
astronomical events. When a star can no longer sustain nuclear fusion there is
no pressure being generated from within the star to halt gravitational collapse.
The result of this collapse is an extremely powerful explosion that releases a
tremendous amount of energy that could emit gravitational waves if the mass
distribution of the supernova is asymmetric. Sathyaprakash and Schutz [14]
estimate that for a supernova in the Milky Way at a distance of 10 kpc from
Earth, emitting the energy equivalent of 10−7M, at a frequency of 1 kHz, and
lasting for 1 ms, the gravitational wave strain amplitude would be,
h ∼ 6× 10−21
(
E
10−7M
) 1
2
(
1 ms
T
) 1
2
(
1 kHz
f
)(
10 kpc
r
)
, (1.7)
where E is the energy of the wave and T is the duration of the gravitational
wave burst.
1.3.2 Continuous Sources
As the title of this group suggests, an astronomical source that continuously
emits gravitational waves at roughly a fixed amplitude and frequency for at
least a few weeks is classified as a continuous source [15]. Some examples of
continuous sources that are thought to be within the detection band of ground-
based detectors are neutron stars in X-ray binary systems and isolated neutron
star systems such as pulsars [12].
An X-ray binary system consists of a neutron star which is accreting mass
from a neighboring star. As matter is accreted it releases a huge amount
of gravitational potential energy in the form of X-rays. Asymmetries in the
accretion could lead to the radiation of gravitational waves. It is thought [16]
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that X-ray binaries should produce gravitational waves with a strain of,
h ∼ 8.5× 10−27
(
r
10 kpc
)−1(
f
1 kHz
)− 1
2
(
M˙
10−8M yr−1
) 1
2
, (1.8)
where r is the distance of the source from Earth, f is the gravitational wave
frequency and M˙ is the accretion rate.
Pulsars are rapidly rotating, highly magnetised neutron stars. Pulsars can
emit gravitational waves if they have a mass asymmetry about their axis of
rotation. The gravitational waves produced by this type of pulsar will be
emitted at twice the rotation frequency of the pulsar because the star spins
about its net center of mass, so it effectively has mass excesses on both sides
of the star [14]. An estimate for the strain created by such a pulsar can be
calculated in the following way [17],
h ∼ 6× 10−25
(
frot
500 Hz
)2(
1 kpc
r
)( 
10−6
)
, (1.9)
where frot is the rotation frequency of the pulsar and  is the ellipticity.
It was a binary pulsar system, far from coalescence, that provided the first
indirect evidence for gravitational waves [18, 19]. Russell Hulse and Joseph
Taylor observed the binary system (PSR B1913+16) in 1974 using the Arecibo
radio observatory and won the Nobel Prize in Physics for their discovery in
1993. The data from PSR B1913+16 is shown below in Figure 1.3. The
predicted orbital phase shift calculated from general relativity matches the
experimental values to within ∼ 1% [20].
1.3.3 Stochastic Sources
As well as the two classes of sources mentioned previously, there is believed to
be a stochastic background of gravitational waves. This is somewhat analogous
to the cosmic microwave background and is the result of the superpositions
of many gravitational wave sources of astrophysical and cosmological origins
1.3 Sources of Gravitational Waves 9
Figure 1.3: A plot of the change in the orbital phase in the binary pulsar system
PSR B1913+16 as a function of time. The plot is reproduced from [21].
which cannot be resolved [22]. The stochastic gravitational wave background
is predicted [2] to have a strain noise power spectrum of the form,
h = 4× 10−22
√
ΩGW
(
100 Hz
f
) 3
2
Hz−
1
2 , (1.10)
where ΩGW is the gravitational wave energy density per unit logarithmic fre-
quency, divided by the critical energy density needed to close the universe.
One of the major goals in gravitational wave detection would be to detect
the stochastic gravitational wave background. Its detection could possibly
give some insight into the structure of the Universe in its very early stages of
creation and allow the laws of physics to be examined at energies higher than
that achievable in a laboratory.
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1.4 Gravitational Wave Detection
The first attempts at detecting gravitational waves began in the 1960s when
Joseph Weber pioneered the first gravitational wave detector [23]. Weber’s
detector consisted of a high Q1 aluminium bar which would resonate if a grav-
itational wave of an appropriate amplitude and frequency passed through it.
Weber made several claims of coincident detections between the bar detectors
that he operated [24, 25], but other bar detector experiments failed to verify
these detections [26–29]. Even though bar detectors have improved in sensitiv-
ity since Weber’s initial efforts they are still limited to narrow detection bands
and are still not as sensitive as current interferometric detectors [30].
Modern gravitational wave detectors use interferometry to search for gravi-
tational waves. The idea of interferometric detectors was proposed by Gartsen-
shtein and Pustovit in 1962 [31], however, the construction of the first kilometre
scale interferometric detector did not begin until 1994 [32]. Interferometry has
several advantages over bar detectors such as a broader detection frequency
band and much higher sensitivity. These detectors are designed to detect low
frequency gravitational waves in the range of tens of Hz to several kHz. The
basic working principles of interferometry and advanced interferometric tech-
niques are discussed in this section.
1.4.1 Laser Interferometry
Interferometers function by splitting a beam of monochromatic laser light along
the two arms of the instrument, which are orthogonal to each other, as shown
in Figure 1.4. After the light is split at the beam splitter it traverses the
length of the arms and reflects off mirrors, labeled Mirror 1 and Mirror 2 in
Figure 1.4, at the ends of the arms. The beams of light then travel back to the
1The mechanical quality factor, or Q, is a dimensionless quantity related to the dissipation
of an oscillator at a resonant frequency. Q can be defined as the ratio of the stored energy
of the oscillating system to the energy dissipated per radian of the oscillation.
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beam splitter where they recombine and produce an interference pattern at the
instruments output port, which is usually monitored using a photodetector.
Mirror 1 
 
Mirror 2 
Laser 
Beam Splitter 
Photodetector 
Figure 1.4: A schematic of a basic interferometer set up.
Using the simplified example given by Saulson [20] it is possible to show how
a gravitational wave can effect the output power of an interferometric detector.
Lets consider the situation where a gravitational wave with plus polarisation
passes through an interferometer like the one shown in Figure 1.5. The wave
is traveling in the z-direction, into the page in Figure 1.5, and has a strain
amplitude of h+. As the gravitational wave travels through the interferometer,
the arms, of length L, of the detector are stretched and squeezed, increasing
or decreasing the amount of time it takes the light to traverse the arms of the
instrument. If the detector arm that lies along the x axis is considered first,
it is possible to show from special relativity that the space-time interval, ds,
between two space-time events linked by a light beam is,
ds2 = (1 + h+) dx
2 − c2dt2 = 0, (1.11)
where dx is the change in displacement along the x axis and dt is the change in
travel time of the laser. This equation can be rearranged to give an expression
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Figure 1.5: An illustration of the effect of a gravitational wave with plus polarisation
traveling through a gravitational wave interferometer. The phase of the wave is
shown along the bottom of the figure.
for dt,
dt =
√
1 + h+
c
dx. (1.12)
The change in travel time of the laser light between the beam splitter and the
end mirror can be determined by integrating Equation (1.12). This expression
can then be simplified by using binomial expansion which gives,∫ τ1
0
dt =
1
c
∫ L
0
√
1 + h+ dx ≈ 1
c
∫ L
0
(
1 +
1
2
h+
)
dx, (1.13)
assuming that higher order terms resulting from the expansion are negligible.
τ1 in Equation (1.13) is the time is takes the laser beam to travel from the
beam splitter to the end mirror. A similar expression can be found for the
change in travel time of the laser as the light travels back to the beam splitter.
The only difference is that the right hand side of the equation becomes negative
due to the change in direction,∫ τ2
τ1
dt ≈ −1
c
∫ 0
L
(
1 +
1
2
h+
)
dx, (1.14)
where τ2 is the time it takes the laser beam to travel from the end mirror back
to the beam splitter. Normally the light in each arm of the interferometer would
take a time of τ = 2L/c to travel from the beam splitter to the end test mass
and back to the beam splitter in the absence of gravitational waves. Taking
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into account the disturbance caused by the gravitational wave, τ becomes,
τ =
2L
c
+
1
2c
∫ L
0
h+dx− 1
2c
∫ 0
L
h+dx =
2L
c
+ h+
L
c
. (1.15)
The gravitational wave will make equal but opposite perturbations in each
arm, therefore, the time it takes for the light to traverse each arm is,
τx =
2L
c
+ h+
L
c
(1.16)
τy =
2L
c
− h+L
c
. (1.17)
The total difference in travel time, ∆τ for the light in each arm is then,
∆τ = h+
2L
c
. (1.18)
The result of this change in travel time is a change in relative phase of the
light in both arms of the detector which is measured at the output port as a
change in output power of the interferometer. The phase of the wave, φ, can
be expressed as,
φ = 2pifτ, (1.19)
where f is the frequency of the laser light. The phase difference can be ex-
pressed simply as,
∆φ = ∆τ
2pic
λ
, (1.20)
which then becomes,
∆φ = h+τ
2pic
λ
. (1.21)
The output power of the interferometer can be expressed as,
Pout = Pincos
2(∆φ), (1.22)
where Pin is the input power of the interferometer. As the gravitational wave
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passes through the interferometer the light phase builds up in the interferom-
eter and reaches a maximum for τ = 0.5λ. If the light stays in the arms of the
detector for longer than τ = 0.5λ then the effect of the gravitational wave will
start to cancel itself out.
It should be noted that gravitational wave detectors are obviously far more
advanced than the description given above for a basic interferometer. In grav-
itational wave detectors the end mirrors, or test masses as they are commonly
referred to, hang from sophisticated suspension systems [33, 34] in order to
damp any seismic vibrations and so that they act as freely suspended objects
in the presence of a gravitational wave. The suspension system is also con-
nected to a servo control system [35–37] which allows the test masses to be
controlled in all degrees of freedom. The test masses are locked in a position
that allows a dark fringe to fall on the photodetector, also referred to as a dark
port, which is located at the output port of the instrument. In gravitational
wave detection it is important that a dark fringe falls on the photodetector2.
The signal that would be produced by a passing gravitational wave is very
small and this very small signal would be impossible to pick out of an already
high signal that is randomly fluctuating if a bright fringe were falling on the
photodetector. There are also many additional advanced optical configurations
employed in real detectors, such as Fabry-Pe´rot cavities and power recycling
mirrors, that are used to increase their sensitivity. Some of these advanced
interferometric techniques will be discussed in the following sections.
1.4.2 Fabry-Pe´rot Cavities
Fabry-Pe´rot cavities [38] effectively allow the arm lengths of an interferometer
to be increased without increasing their physical size and are used in the LIGO,
Virgo and TAMA detectors. This would therefore increase the relative optical
2This is not the case in all gravitational wave detectors. Advanced LIGO will use a DC
readout which operates at a small power output.
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Figure 1.6: A schematic of an interferometer with additional optics that form Fabry-
Pe´rot cavities in each arm of the instrument. The implementation of Fabry-Pe´rot
cavities effectively increases the arm lengths of the detector and therefore increases
its sensitivity.
phase shift that would result from a change in displacement of the interferome-
ter test masses. In a Fabry-Pe´rot cavity the mirrors nearest the beam splitter,
see Figure 1.6, are partially reflective and the end mirrors are fully reflective.
When the light enters the cavity through the partially reflecting mirror the
light becomes trapped in the cavity, this allows light to build up inside the
arm cavities. The light then traverses the cavity many times before leaving
the cavity through the partially reflecting mirror to the detector output. Since
the laser beam has to travel through the partially reflecting mirror, the mirror
must be of high optical quality to reduce scattering of the laser beam.
1.4.3 Delay Line Interferometry
Delay line interferometry [39] is another method of increasing the optical path
of the laser light in the detector. A delay line in an interferometer consists of
two curved mirrors. The mirror closest to the beam splitter has an aperture
in it to allow the laser beam in and out of the delay line. Once the laser
beam enters the delay line through the aperture it bounces back and forth a
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Figure 1.7: Illustrations of two configuration types of delay line interferometer. Con-
figuration (a) is used in the GEO600 detector where the arms are “folded” to increase
the optical path length. Set up (b) shows a delay line where the light is reflected be-
tween the two mirrors in each arm cavity many times to increase the optical path
length.
predetermined number of times before exiting, thus increasing the optical path
of the laser light. A variation of the delay line interferometer is a configuration
where the arms are said to be “folded”. In a folded interferometer set up the
mirror closest to the beam splitter does not have an aperture in it and the laser
light only circulates between the two mirrors once, rather than multiple times.
This is the interferometric configuration utilised by the GEO600 detector [4].
Figure 1.7 illustrates the two different delay line configurations.
1.4.4 Power Recycling
Due to the small signals created by gravitational waves, wasted photons in
the detector could be used to increase the overall laser power circulating in
the arms detector and therefore increase the power of the detected signal.
Advanced interferometric techniques such as power recycling [40] allow the
majority of the laser light, that would otherwise be wasted, to be effectively
recycled. When a gravitational wave signal is detected, some of the light exits
through the dark port of the instrument, however, the majority of the light
exits through the input port. Even during normal operating conditions, where
no gravitational wave perturbations are present, all the laser light exits the
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Figure 1.8: A schematic of an interferometer with a power recycling mirror before
the beam splitter. The power recycling mirror “recycles” any light that may be exiting
the instrument through the input port.
interferometer through the input port. An extra partially transmitting cavity
mirror placed between the laser input and the beam splitter is needed in the
interferometer set up for power recycling, as shown in Figure 1.8. This extra
mirror reflects light, that would be exiting the instrument along the input port,
back into the arm cavities in such a way that it is added coherently with the
fresh laser light being injected into the detector. This increases the overall
laser power in the the interferometer arm cavities and therefore enhances the
gravitational wave signal. The power recycling mirror in LIGO increased the
overall input laser power by a factor of about 40 [41].
1.4.5 Signal Recycling
Signal recycling [40] is somewhat analogous to the power recycling method
described previously. A partially reflecting mirror is placed between the dark
port and the beam splitter that reflects light back into the interferometer, as
shown in Figure 1.9. As mentioned in an earlier section, when a gravitational
wave passes through an interferometer there is a resulting phase change in
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Figure 1.9: A schematic of an interferometer with a signal recycling mirror before
the photodetector. The signal recycling mirror can be tuned to increase the detector’s
sensitivity at a particular frequency.
the light that is circulating in the interferometer. In frequency space the phase
change is represented by sidebands on the carrier signal, which in this case is the
laser signal. The main carrier signal is resonant with the Fabry-Pe´rot cavities,
therefore, it remains in the arms of the detector. The sidebands created by
a gravitational wave signal are non-resonant with the Fabry-Pe´rot cavities
and so they exit the interferometer through the output port. By including
the signal recycling mirror in the interferometer set up an additional resonant
cavity is created which keeps the gravitational wave signal circulating in the
detector. This can greatly enhance the gravitational wave signal. The position
of the signal recycling mirror can be adjusted to improve the sensitivity of the
instrument at different frequencies of interest.
1.4.6 Current Detectors
As mentioned in the introduction to this chapter, there is a worldwide network
of gravitational wave detectors. The largest of these detectors are the Laser
Interferometer Gravitational-wave Observatory (LIGO) detectors in the U.S..
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There are two LIGO facilities, one is located near Hanford in Washington
state which houses one 2 km and one 4 km detector and the other is located
in Livingston, Louisiana, which houses just one 4 km detector. The three
LIGO interferometers utilised Fabry-Pe´rot cavities and power recycling and
reached a peak sensitivity of 2 × 10−23 Hz− 12 during LIGO’s fifth science run
[30]. LIGO underwent a partial upgrade, to enhanced LIGO, from 2007 to
2009 as a preliminary test of some of the technologies that would be employed
in the second generation detectors: advanced LIGO (aLIGO). The upgrades
will be discussed briefly in Section 1.4.7.
There are two detectors located in Europe, one is located near Hannover in
Germany which has 600 m arms and is a German-British collaborative effort
called GEO600. GEO600 does not have Fabry-Pe´rot cavities in its interferom-
eter set up, however, it was the first kilometre scale interferometric detector
to utilise monolithic suspensions [4] and dual recycling [42], which consists of
both power and signal recycling. GEO600 also has folded interferometer arms
so that it has an effective arm length of 1.2 km. GEO600 has already been
upgraded to its second generation status, GEO-HF, and will be discussed in
Section 1.4.7.
There is a detector near Pisa in Italy called Virgo which has 3 km arm
lengths; this is an Italian-French collaboration. The Virgo interferometer has
a similar set up to the LIGO interferometers as it also has Fabry-Pe´rot cav-
ities and power recycling. One of the unique features of Virgo is its seismic
isolation system, called the super attenuator [33], which gives Virgo superior
low frequency performance. Virgo is undergoing a partial upgrade, to Virgo+,
to test the technologies that will be implemented in advanced Virgo.
There is one detector in Japan, TAMA300, which is in Tokyo and is the
smallest of this network of detectors with arm lengths of 300m. TAMA300 is
also the least sensitive of the current network of detectors, most likely because
it is located in a highly populated area. Like LIGO and Virgo, TAMA300
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Figure 1.10: Photographs of some of the first generation gravitational wave detector
sites. Starting from the top left image and going clockwise the LIGO Livingston,
Virgo, TAMA and GEO600 sites are shown. The arms of the TAMA detector are
highlighted in red as they are difficult to see.
uses Fabry-Pe´rot cavities and power recycling in its interferometer set up.
TAMA300 will not be upgraded to a second generation status like the other
detectors discussed in this section, however, the work conducted at TAMA300
will be used in the construction of the Large-scale Cryogenic Gravitational-
wave Telescope (LCGT).
The world wide network of detectors, shown in Figure 1.10, has taken
part in many collaborative science runs where the results obtained from each
detector were compared in order to rule out local noise sources. The advantage
of having a worldwide network of detectors is that if a gravitational wave is
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detected the signal from each detector can be used to triangulate the position of
the source [20]. This information can then be passed on to other observatories
that detect electromagnetic radiation to confirm the source of the gravitational
waves [43].
Even though the first generation detectors did not have any confirmed
detections of gravitational waves, a significant amount of useful astronomy was
obtained from the science runs. The data from these science runs were used to
publish many articles on the upper limits of the strength of gravitational waves
created by individual sources and the gravitational wave background [22, 44].
It also gave scientists the opportunity to better understand the limitations of
the instruments. This enabled the gravitational wave community to improve
upon certain aspects of the detectors in order to design advanced detectors, or
the second generation of gravitational wave detectors.
1.4.7 Second Generation Detectors
The second generation of gravitational wave detectors will mainly consist of
first generation detectors which have undergone an upgrade to improve their
sensitivity. The LIGO, Virgo and GEO600 detectors will all be upgraded to an
advanced detector status and there will be a brand new detector site located
in the Kamioka mines in Japan that will house LCGT. These detectors should
have a very good chance of detecting gravitational waves as the detection
rate of the instruments should increase from less than 1 per year to several
detections per year [45].
The upgraded LIGO detectors, aLIGO, will see their sensitivity increase
by at least a factor of 10 which will increase the volume of space that the de-
tectors can probe by at least 1000 [6]. The main features of aLIGO, which will
be critical for the detector reaching its improved sensitivity, include improved
seismic isolation, fused silica monolithic suspensions, improved optical coat-
ings, increased laser power and signal recycling. The aLIGO upgrade is due to
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be complete in 2015 and first observations will be taken [46]. The detector is
expected to reach its design sensitivity in 2019 [46].
The key features of the upgrade to Virgo, advanced Virgo [7], are similar
to aLIGO. Advanced Virgo will make use of fused silica suspensions, signal
recycling and higher laser power to improve the sensitivity of the detector. The
advanced Virgo upgrade should also be completed in 2014 so that advanced
detector science runs can begin.
The main focus of the upgraded GEO600 detector, GEO-HF [8], was to
reduce high frequency noise sources such as shot noise. In order to reduce shot
noise GEO-HF has a higher power laser and injects squeezed light, discussed
in Section 1.5, into the output port of the detector. Once the reduction in
shot noise is taken into account, the limiting noise source of GEO-HF at high
frequencies is thermal noise from the optical coatings [8]. GEO-HF has the
very important task of continuing observations while LIGO and Virgo are being
upgraded and will be used as a test bench for novel technologies that are being
developed for third generation detectors.
LCGT [47], also known as KAGRA, will be the first kilometre scale base
line interferometer to use cryogenics to cool the test masses and suspensions
in order to lower the thermal noise of the detector. LCGT will also be the first
large scale gravitational wave detector to be located underground. The optical
design of the detector consists of a Fabry-Pe´rot-Michelson interferometer that
will also use power recycling techniques. The cooled test masses will be made
of sapphire since the thermal properties of sapphire are superior to that of
silica at low temperatures. LCGT will draw on the experience gained from
TAMA300 and the Cryogenic Laser Interferometer Observatory (CLIO) test
facility. Construction of LCGT is expected to take place between 2010 and
2016 and observations are expected to start in 2018 [47].
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1.4.8 Third Generation and Future Detectors
Third generation and future gravitational wave detectors will really push the
materials research, interferometric design and data analysis techniques of grav-
itational wave detectors to their limits. The third generation ground based
detector that is currently being planned is the Einstein Telescope (ET) and,
further in the future, there are plans to put a detector in space called the
Laser Interferometer Space Antenna (LISA). An artist’s impression of what
these detectors may look like are shown in Figure 1.11.
        
LISA
ET10 km
Figure 1.11: Artists’ impressions of what ET (left) and LISA (right) could look like.
ET [15] will be a ground based detector that will aim to have a sensitivity
at least an order of magnitude better than the advanced detectors discussed
in Section 1.4.7. Based on the technology available now, ET will utilise the
best features from current and advanced detectors in order to reach the highest
possible sensitivity. For example, a similar seismic isolation system to Virgo’s
super attenuator will probably be used to provide isolation at lower frequen-
cies and squeezed light methods used in GEO-HF may also be used to lower
shot noise at high frequencies in ET. One of the most unique features of ET
will be its xylophone interferometer configuration, if it is chosen as the final
interferometer configuration. This essentially means that ET will consist of
two interferometers. One interferometer will have very good high frequency
performance, by utilising high laser power and squeezed light to reduce quan-
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tum noise at high frequencies. The other detector will have very good low
frequency performance, by taking advantage of cryogenics to cool the test
masses and suspensions to lower thermal noise, and the detectors proposed
underground location to reduce gravity gradient noise. A plot of the estimated
ET strain sensitivity, along with other first and second generation detectors,
is shown in Figure 1.12.Beyond the Second Generation of Laser-Interferometric Gravitational Wave Observatories2
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Figure 1. Sensitivity curves for past, present and future GW observatories. The
first generation of GW detectors is shown in blueish colours, second generation
in reddish colours and third generation in green. All traces originate from [20],
apart from the traces labeled ALIGO-upgrade (which is the potential sensitivity
of an Advanced LIGO upgrade) [21] and the Einstein Telescope [73].
addition some experimental challenges, especially associated with the fundamental
noise limitations, are discussed.
2. Paths for the reduction of fundamental noise sources
In order to understand how we can proceed beyond the second generation of laser-
interferometric gravitational wave (GW) detectors, we have to understand by which
noise sources instruments like Advanced LIGO will be limited. The left plot of
Figure 2 shows the contributions of fundamental noise sources (coloured traces) to
the advanced LIGO sensitivity (black trace) [23, 24]. Here the term fundamental
noise source refers to instrument-inherent noise sources, characterised by the actual
technical implementation of the GW detector (such as the thermal noise of the mirror
coatings or the seismic noise on the test masses). In contrast to fundamental noise
sources, the term technical noise source is applied to noise sources, such as beam
jitter or laser frequency noise, which can in principle be reduced by implementing an
improved performance of the corresponding subsystem. The advanced LIGO design
sensitivity is limited over nearly the entire detection band, i.e., for all frequencies above
12Hz, by quantum noise [25] which consists of photon shot noise at high frequencies
and photon radiation pressure noise at low frequencies. In the range from about 50–
100Hz coating Brownian noise [26] is close to limiting the Advanced LIGO sensitivity,
while at the low-frequency end of the detection band the limit is a mixture of thermal
noise in the fused silica suspension fibres [30], gravity gradient noise [27, 28, 29] and
seismic noise. The remaining three noise traces included in the left hand plot of Figure
2, Brownian thermal noise of the mirror substrates, coating thermo-optic noise [31] and
excess noise from residual gas inside the vacuum systems [32] only play a secondary
Figure 1.12: A plot showing the increase in strain sensitivity of ground-based detec-
tors with each new generation of detectors. It should be noted that AURIGA [48] is
a bar detector, not an interferometric detector. This plot is reproduced from [49].
LISA [50] is planned to be the first space based gravitational wave detector.
The main advantage of putting a detector in space is that it is much more
sensitive to low frequency sources, such as black hole-black hole binaries, due
to the fact that gravity gradient noise and seismic noise are not an issue in
space. The arm lengths of terrestrial detectors are hindered by infrastructure
costs and the curvature of the Earth, whereas LISA will have arm lengths of
an astounding 5× 109 m. It is thought [50] that LISA may be able to measure
strains in space-time as low as 10−24Hz−
1
2 . Much of the technology that will be
used in LISA will be tested in the LISA pathfinder mission which is scheduled
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for launch in 2015.
It should be noted that at the time of writing this thesis LISA had changed
from being a joint NASA and ESA mission to just an ESA mission due to pro-
grammatic and budgetary reasons. This means that there will be some redesign
of LISA in order to account for the reduced funding available. Amaro-Seoane
et al. [51] describe the major changes from the original LISA mission to the
new evolved LISA (eLISA)/New Gravitational Wave Observatory (NGO) mis-
sion. eLISA will still reach very good sensitivity at low frequencies, however,
it will not be as sensitive as the original LISA design due to reduced arm
lengths. Three spacecraft will still be used to form the detector but interfer-
ometric measurements will only be made along two arms, and not three arms
as shown in the image of LISA in Figure 1.11, to reduce cost and save weight
for the launch.
1.5 Limiting Noise Sources of Ground Based
Detectors
There are numerous noise sources that restrict the sensitivity of gravitational
wave detectors, but the three most limiting noise sources are seismic noise
(which comprises of both terrestrial seismic noise and gravity gradient noise),
thermal noise and quantum noise (which includes shot noise and radiation
pressure noise). Seismic noise arises due to low frequency vibrations caused
by ground motion and changes in the local gravitational field. Thermal noise
occurs due to the fact that the atoms in the detector optics and suspensions
have a thermal energy of kBT/2 per degree of freedom and therefore are never
truly completely at rest. Quantum noise is comprised of both the statistical
fluctuation of photons at the photodetector and the noise created by photons
imparting momentum to the detector mirrors. A plot of the main noise sources
in aLIGO are shown in Figure 1.13 to show the combined impact of these
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limiting noise sources on a gravitational wave detector.
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Figure 1.13: A plot of the estimated advanced LIGO sensitivity curve based on cal-
culations of the limiting noise sources. This plot was created using the Gravitational
Wave Interferometer Noise Calculator (GWINC) [52].
1.5.1 Gravity Gradient Noise
Gravity gradient noise is the only noise source that cannot be suppressed by
making changes, or improving, the interferometer set up. This means that
gravity gradients set a limit on the low frequency range (tens of Hz) of ground
based detectors. The fact that the density of the ground and air around the
detector site is time dependant means that there will be fluctuations in the
local gravitational field which can translate into a displacement noise in the
detectors. In some cases even the motion of vehicles and people near the
detector can induce detectable changes in the local gravitational field [53].
Fluctuations in the density of the ground arise due to seismic waves, which
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are always present, in the upper layers of the Earth’s crust. The only way to
minimise gravity gradient noise is to locate a detector a few hundred metres
underground and chose a sight that has low seismic activity [15, 54]; this is what
is planned for ET. Locating a detector in space, like the LISA detector, would
completely remove gravity gradient noise and would allow for the detection of
sources in the frequency range 0.1 mHz− 1 Hz [50].
1.5.2 Seismic Noise
At frequencies between 1 Hz and 10 Hz the interferometer noise is dominated
by seismic noise. Seismic noise is more unpredictable than other noise sources
as it can arise due to earthquakes, stormy weather and human activity such
as people walking at the detector site or heavy traffic on a nearby road. It
is therefore very important that the interferometer optics are suspended from
sophisticated vibration isolation stacks and multiple pendulum suspension sys-
tems to damp any seismic motion.
If a gravitational wave detector is to be effectively isolated from seismic
disturbances it must have both horizontal and vertical isolation. Horizontal
motion is damped through the use of multiple stage pendulum suspensions.
Saulson shows [20] that the transfer function of a single pendulum suspension
of mass m and resonant frequency f0 that is connected to the ground through
its suspension will have the form,
x
xg
≈
(
f0
f
)2
, (1.23)
assuming damping is negligible. In Equation (1.23), x is the displacement of
the mass, xg is the ground motion and f is the frequency of interest. This is
for the case where f  f0. If there are now N cascaded pendulum stages the
transfer function becomes,
x
xg
≈
(
f0
f
)2N
. (1.24)
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This shows that increasing the number of pendulum stages in a suspension
system can increase the attenuation of horizontal seismic motion. Vertical
motion is damped using multiple stages of maraging (precipitation hardened)
steel blade springs [33, 55, 56]. Attenuation of the vertical motion can also be
increased by the use of multiple stages [20].
1.5.3 Thermal Noise
Thermal noise is the most dominant noise source in the frequency range of tens
of Hz to a few hundred Hz, which is the detector’s most sensitive frequency
range. Thermal noise is associated with the thermal excitation of the atoms
that make up the mirrors and suspensions, and from internal friction that
occurs within the material of the mirrors, coatings and suspensions [57]. The
atoms that make up the mirrors and suspensions are never truly at rest and
always have a thermal energy of kBT/2 per degree of freedom associated with
them. The thermal motion of the atoms can excite resonant modes of the test
masses which results in a significant displacement noise in the detector.
In order to reduce thermal noise in gravitational wave detectors, ultra high
quality materials such as fused silica are used as the test mass material and, in
some cases, as the suspension material [58, 59]. This means that most of the
energy of the thermally excited internal resonant modes will be stored near
the resonances of the mirrors and suspensions, thus the energy associated with
thermal excitations far from the resonance modes, where the operation band
of the detector is situated, will be greatly reduced.
With the use of such high quality materials for the test masses and suspen-
sions the main source of thermal noise arises from the highly reflective optical
coatings on the test masses. The coating thermal noise can be reduced by
doping the coatings with certain materials. For example, thin film multi-layer
tantalum pentoxide/silica coatings, which were used in all first generation de-
tectors, have been found to have lower mechanical loss if they are doped with
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titania [60]. It is still not well understood why doping the mirror coatings with
certain materials has an effect on the mechanical loss of the coating, however,
the answer is thought to lie in the effect that the doping material has on the
microstructure of the coating [61].
The thermal noise can be reduced further by cooling the mirrors with cryo-
genics, this is what it planned for LCGT and ET. However, new materials have
to be investigated for use in these detectors since mechanical loss can change
significantly with temperature [62].
1.5.4 Photon Shot Noise
As described earlier in this chapter, a gravitational wave detector can detect
a signal from a passing gravitational wave by measuring changes in the power
of the laser light exiting the interferometer at the output port. However, there
is a limit to how small a change in optical power can be observed due to the
statistical fluctuation of photons at the photodetector of the interferometer.
Poisson statistics dictates that if N discrete independent events are counted,
such as photons being counted at a photodetector, there will be an error of
√
N attributed to the measurement.
The strain noise created by photon shot noise can be described by [63],
hshot (f) =
1
L
√
hcλ
pi2Pin
, (1.25)
where L is the detector arm length, h is Planck’s constant, c is the speed of
light, λ is the wavelength of the laser light and Pin is the power of the laser
light entering the interferometer. Equation (1.25) shows that by increasing the
input laser power it is possible to reduce shot noise. This is why it is of such
great importance to utilise advanced interferometric techniques, such as power
recycling, and use higher powered lasers to increase Pin. Photon shot noise is
the dominant detector noise source at frequencies greater than several hundred
Hz.
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1.5.5 Radiation Pressure Noise
One must be careful when increasing the input laser power of an interferometer
as this will increase another component of quantum noise: radiation pressure
noise. Radiation pressure noise arises due to the fact that as photons bounce
off the mirrors of the interferometer they will impart momentum to the mirrors
causing them to be displaced. If the input laser power is increased there will
be more photons circulating in the interferometer arm cavities and, therefore,
the displacement noise due to radiation pressure will increase. The strain noise
created by radiation pressure noise can be described by [20],
hrp (f) =
N
mf 2L
√
~Pin
2pi3cλ
, (1.26)
where N is the number of times a photon travels a distance of 2L in the
interferometer arm cavities, L being the length of the interferometer arms,
and m is the mass of the interferometer mirrors.
1.5.6 The Standard Quantum Limit
The Standard Quantum Limit (SQL) of a gravitational wave detector is defined
as the point where the laser power circulating within the detector is such that
it optimally minimises both photon shot noise and radiation pressure noise, or
the regime where hshot = hrp. First generation detectors did not reach the SQL
as many of them lacked the sensitivity required to reach this limit, however,
it is believed that some second generation detectors may be sensitive enough
to reach the SQL. This would place a fundamental limit on the sensitivity of
future detectors, however, research has shown that the SQL may be able to
beaten by using squeezed light techniques [64].
Sections 1.5.4 and 1.5.5 discussed the quantum noise of gravitational wave
detectors, however, this was a very general overview of these noise sources.
A more complete picture of how these noise sources actually arise will be
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briefly discussed here. Shot noise and radiation pressure noise occur due to
vacuum fluctuations [65], which is when photons are randomly created and
destroyed in the vacuum field. As vacuum fluctuations enter the interferometer
at the output port, fluctuations in the phase quadrature, or the imaginary part
of the detected signal, are responsible for shot noise and fluctuations in the
amplitude quadrature, or the real part of the detected signal, are responsible
for radiation pressure noise. Due to these random fluctuations the phase and
amplitude of light in the arm cavities of the detector can’t both be measured
with absolute accuracy. This is like Heisenburg’s uncertainty principle but
applied to electromagnetic fields and, just like in the uncertainty principle, it
is only possible to reduce the uncertainty of one component while increasing
the uncertainty of the other.
It is possible to create what is known as squeezed light that has the un-
certainty in one quadrature reduced at the expense of the other quadrature,
see Figure 1.14. This means that, depending on the frequency of interest, the
phase or amplitude uncertainty can be reduced in order to reduce the relevant
noise source below its expected noise level without changing the laser power
in the detector. Implementation of squeezed light techniques have been suc-
cessfully demonstrated at the GEO600 detector for the frequency range 10 Hz
to 10 kHz [66]. As a result of this work, squeezed light is being considered for
future gravitational wave detectors such as aLIGO [6] and ET [15] in order to
beat the SQL.
1.6 Conclusions
When gravitational waves are regularly detected at the various gravitational
wave observatories around the world they will not only yield some fascinating
new physics, but also prove to be a very useful astronomical tool. The first
generation of detectors did not directly observe gravitational waves although
detection was never guaranteed with these detectors due to low event rates.
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Figure 1.14: A diagram of the uncertainty that arises in (a) a normal coherent state
compared with states where squeezing is applied to (b) the amplitude quadrature and
(c) the phase quadrature. The plots on the left hand side show the uncertainty in
the phase and amplitude of an electromagnetic wave and the plots on the right hand
side shows the phasor diagrams of the waves on the left hand side. The uncertainty
is represented by the blue shaded region on the plots. As stated in the uncertainty
principle, the total error, or total area of the blue shaded region, remains the same
even though the error of each component changes.
The second generation detectors stand a very good chance of making the first
detections of gravitational waves and should reach sensitivities that will allow
regular detections to be made. This will begin a new era of gravitational wave
astronomy.
In order for future detectors to reach sensitivities capable of making ob-
servations of gravitational waves a significant amount of current research is
focused on suppressing the limiting noise sources of the detectors. Innova-
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tive new technologies that have been investigated and developed should allow
future detectors to overcome the limitations of their predecessors.
The research contained within this thesis focuses on investigations of charg-
ing noise. Charging noise was not mentioned in Section 1.5 as it is not con-
sidered one of the limiting fundamental noise sources in current ground based
detectors, however, it will become apparent in Chapter 2 that, if the correct
precautions are not taken, charging noise could become a limiting noise source
in future detectors. The following chapters will discuss methods of mitigating
charge from the detector optics, methods of cleaning the test masses that will
minimise the amount of charge transferred to the optic during cleaning and,
most importantly, measuring this noise so that the nature of charging noise
can be fully understood.
Chapter 2
Charging Noise in Gravitational
Wave Detectors
2.1 Introduction
One noise source that is believed to become more prominent in future gravita-
tional wave detectors is noise due to excess electrostatic charges on the detector
optics. Although the detector mirrors are made of silica, which is an insulator,
the surface will have a very small amount of conductivity, therefore, charge
on the surface of the mirrors will redistribute itself across the mirror’s surface,
albeit very slowly. As the charge moves around on the detector optics it creates
fluctuating electric fields which gives rise to time varying forces which act on
the detector optics causing them to be displaced. It is thought that noise due
to excess charge could potentially limit the sensitivity of future detectors at
frequencies less than 100 Hz. For example, the sensitivity of aLIGO could po-
tentially be reduced by over an order of magnitude at 20 Hz if the test masses
came into contact with Viton (see Section 2.5).
A confirmed observation of charging noise in a gravitational wave detector
has still to be made, however, other problems due to excess surface charges
on the detector optics have been encountered in one of the first generation
detectors. An incident at the GEO600 detector [67], where a test mass made
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contact with a high voltage connection to an electrostatic drive (ESD) on a
reaction mass, showed that the positional control of the detector mirrors can
also be jeopardised by excess surface charge.
Some observations [68] even suggest that it is possible that the mechanical
Q of the detector mirrors could be significantly affected by surface charge. This
could therefore increase the thermal noise level in the detector. An investiga-
tion carried out by Mortonson et al. [69] showed that the charge itself did not
have an effect on the mechanical Q of their fused silica samples, however, it is
likely that Coulomb damping from the charge attracting dust to the surface
of the samples was the reason for the lower Q observed in the study. Another
danger of dust, and other particles, being attracted to the surface of the mir-
rors by electrostatic charges is that this would reduce reflectance and increase
absorption and scattering of laser light. With laser light of such high power
circulating in the arm cavities of the detector it is likely that the mirrors would
be damaged if dust on them absorbed some of the laser light.
Charge can be transferred onto the detector optics by contact electrification
from numerous sources [70]; dust abrasion on the surface of the optics as the
vacuum chamber is being pumped out, contact with nearby structures such
as earthquake stops and cleaning of the optics. Another potential source of
charging is due to cosmic rays hitting the vacuum chamber walls and showering
the test masses in electrons. An account of the aforementioned sources of
charging will be discussed in this chapter.
The potential of excess surface charge to create noise, and other problems,
in future gravitational wave detectors has led to much research into different
in situ charge mitigation methods. These methods include using UV radiation
[71], combined electron and ion beams [72], conductive coatings [73], ionising
nitrogen gas using an electron gun [74] and ionising boil off gas from liquid
nitrogen using corona pins [75]. A summary of these methods will be given
in this chapter and a detailed discussion of mitigating charge using glow and
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corona discharges [76] will be given in chapters 4 and 5.
2.2 Contact Electrification Between Different
Materials
The transfer of charge between two different materials is a phenomenon that
has been recognised for thousands of years [77]. For a phenomenon that is
so well known it may seem surprising that physicists are still unclear about
exactly how, or why, two materials actually transfer electrical charges when
they are brought into contact. This section will give a brief overview of the
physical mechanisms that are involved in the transfer of charge during contact
electrification between two metals, a metal and an insulator and two insulators.
2.2.1 Contact Electrification Between Metals
The way in which charge transfers between two metals is a well understood
process. The theory of contact electrification between two metals is based on
the premise that the transfer of charge is such as to bring the two metals into
thermodynamic equilibrium [78, 79]. This essentially means that as the two
metals come into thermodynamic equilibrium their Fermi levels equalise.
When two metals are brought into contact electrons flow from the metal
with the lower work function of the two metals to the metal with the higher
work function. Electrons flow to the metal with the higher work function in
order to occupy electron states which are at a lower energy than the electron
states that they currently occupy. As the metal with the higher work function
gains electrons its potential rises above the potential of the other metal. The
difference between the work functions of the two metals is proportional to the
potential difference that arises between them, while they are in contact, which
is called the contact potential difference, Vc, and can be expressed as,
Vc =
(φ2 − φ1)
e
, (2.1)
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where φ1 and φ2 are the work functions of metals 1 and 2, which are shown in
Figure 2.1, and e is the charge of an electron.
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Figure 2.1: A diagram showing how a contact potential arises between two metals in
physical contact. The shaded regions are the filled electron states of the metals and
the top of these filled states, indicated with dashed red lines, are the Fermi levels of
the metals. Diagram (a) shows the metals before contact and diagram (b) shows the
metals during contact.
As the two metals are separated the capacitance between them will decrease
and therefore the potential difference between them will increase. As the po-
tential difference between the two metals increases away from Vc electrons will
tunnel between the metals to try and maintain thermodynamic equilibrium
while the separation distance is appropriately small. This highlights that the
contact electrification process is not completed until both the metals are sep-
arated to a sufficiently large distance at which point electrons can no longer
tunnel between the metals.
The residual charge, Q, left on the metals after separation can be calculated,
to a good approximation, from Vc and a constant, C0, which depends only on
the shape of the contacting metals [79],
Q =
(φ1 − φ2)
e
C0. (2.2)
2.2 Contact Electrification Between Different Materials 38
2.2.2 Contact Electrification Between Metals and Insu-
lators
In the electronic band structure of metals and insulators they both have a
valence band, which consists of mainly filled electron states from the valence
electrons of the atoms in the material, and a conduction band, which consists
of mainly empty electron states which can be occupied by electrons if they have
sufficiently high enough energy or all other states below the conduction band
are filled. The valence and conduction bands of an insulator are separated
by a band gap. Ideally electrons would not occupy the band gap due to the
fact that there are no states available there to occupy, however, it is possible
for some localised electron states to reside in the band gap. This is shown in
Figure 2.2. These states are thought to arise due to impurities or defects in
the insulating material. It is these states in the band gap that are thought to
be what makes contact charging involving insulators possible [78, 80]. These
states are distributed over a range of energies with states of lower energy
generally filled and states of higher energy generally empty. In this model it
is also assumed that an electron occupying a given state cannot transfer to
another energy state even if it is thermodynamically favorable [80]. This is
due to the fact that these energy states are localised in such a way that the
wavefunctions of neighboring states do not overlap.
As with metal-metal contact electrification, metal-insulator contact electri-
fication has also been observed to be correlated with the work function of the
metal involved in the process [78]. Evidence suggests that the charge trans-
ferred between a metal and an insulator depends on the work function of the
metal and some energy level, E0, that is characteristic of the insulator. This
energy level can be thought of as the Fermi level of the insulator [78, 79]. Like
the charge transfer between two metals, if a metal and an insulator are brought
into contact electrons will, generally, flow from the material with the higher
Fermi level to the one with the lower Fermi level, as shown in Figure 2.3.
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Figure 2.2: A diagram showing the localised states that arise in the band gap of an
insulator. A filled state is represented by a circle with a dash through it and an
empty state is indicated with a dash.
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Figure 2.3: A diagram showing the charge transfer between a metal and an insulator.
Energy states are indicated with a dash and electrons are indicated with a black circle.
Diagram (a) shows the materials before contact and diagram (b) shows the materials
after contact.
In a review article by Lowell and Rose-Innes [78] they mention many inves-
tigations that show the charge transfer between some insulators and metals to
have a linear relationship with the work function of the contacting metal, much
like the case for metal-metal contacts. However, they also highlight that there
are some cases where different relationships have been observed. The different
results that have arisen from different investigations show that there are added
complications due to the involvement of insulators. This is due to the fact that
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with insulators there may be more charging mechanisms, other than electron
transfer, playing a part in the total charge transfer between the two materials.
These other charging mechanisms will be discussed in Section 2.2.4.
2.2.3 Contact Electrification Between Insulators
The primary mechanism that dictates how charge is transferred between two
insulators is still not well understood. If electrons are the primary charge
carriers in the charging process then the charging mechanism described in
Section 2.2.2, where localised electron states in the band gap of the insulator are
responsible for the transfer of charge, is valid for charging between insulators.
For this case the charge transferred is proportional to the difference of the
effective Fermi levels of the two contacting insulators. The charge transfer
between two insulators is shown in Figure 2.4.
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Figure 2.4: A diagram showing the charge transfer between two insulators. Electrons
will flow from the insulator with the higher effective Fermi level (E01) to the insulator
with the lower effective Fermi level (E02). Diagram (a) shows the insulators before
contact and diagram (b) shows the insulators after contact.
If this is indeed the case then it would seem reasonable to assume that
materials can be definitively ranked in order of the charge they acquire after
being brought into contact with another material. Such a table is often called
a triboelectric series, where a material near the top of the series will always
acquire a positive charge if it is rubbed with a material lower down in the series.
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An example of a triboelectric series is given in Table 2.1 which is adapted from
other series given in [81] and [78].
Table 2.1: An example of a triboelectric series.
Positive
Rabbit’s Fur
Glass
Wool
Nylon
Silk
Paper
Wood
Amber
Nickel
Copper
Silver
Gold
Polystrene
Acrylic
Polyethylene
Polypropylene
Teflon
Negative
The difficulty in verifying whether materials can be ranked in this manner
lies in creating reproducible measurements. Differences in the type of contact
(rubbing, sliding, etc), surface contamination, material transfer and sample
roughness are all crucial factors that could lead to two samples of the same
material occupying different places in the series. At least one investigation has
shown that triboelectric “rings” rather than a series can be formed with some
materials [82]. According to Shaw and Jex [82] silk was observed to charge
glass negatively, and glass deposited negative charge on zinc, however, zinc
charged silk negatively.
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2.2.4 Complications of Contact Electrification
There is much discrepancy between different studies on contact electrification
because there are so many factors to take into account during the process. In
some cases ions, rather than electrons, are believed to be the primary charge
carrier due to loosely bound ions on the surface of some insulators. Material
transfer, type of contact and many other subtle factors have to be taken into
consideration during contact electrification experiments.
2.2.4.1 Ion Transfer
One of the biggest unanswered questions in contact electrification research is
whether it is electrons or ions that are transferred in the contact electrification
process. Harper [79] came to the conclusion that electrons should never be
transferred between two materials if those materials are strictly insulators,
however, Lowell and Rose-Innes [78] come to the conclusion that it is more
likely that electrons are transferred in the contact electrification of insulators.
Both works are well respected reviews of contact electrification and even though
Harper’s work was written nearly 50 years ago, researchers are still no closer
to understanding whether electrons or ions are the primary charge carriers in
the contact electrification of insulators.
In some situations it has been known for ions to be the charged particles
that are transferred during contact electrification instead of electrons [83]. In
some insulators there are strongly bound surface ions that are counter balanced
by lightly bound surface ions of opposite charge. When the two materials are
brought into physical contact the potential wells of the two surfaces merge into
one and the lightly bound ions redistribute themselves by diffusion, as shown
in Figure 2.5 (a). As the two surfaces are separated a hump arises, shown in
Figure 2.5 (b), in the potential well that halts the transfer of charge between
the surfaces when the hump is large enough that ions cannot over come it
by thermal excitation. Finally, when the surfaces are at a sufficiently large
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distance away the lightly bound ions are trapped in the potential wells of the
sample surfaces, Figure 2.5 (c).
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Figure 2.5: A diagram showing how ions are transferred in the contact electrification
process. The green dots represent negatively charged ions and the red dots represent
positively charged ions. The blue line shows the merged surface potentials of the
surfaces. (a) shows the two surfaces in close contact allowing the potential wells to
merge and the surface ions of both surfaces to redistribute. (b) shows a hump in the
potential well as the surfaces are separated. At this point ions could still overcome
the hump by thermal excitation. (c) shows the surfaces at a sufficiently large distance
apart that halts charge transfer.
2.2.4.2 Material Transfer
It is possible that as two insulators are brought into contact, material from each
of the specimens involved is transferred during the contact process. Other par-
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ticles that are foreign to both the specimens, such as dust and other impurities,
could also adhere to the surfaces of the samples during the contact process.
When material is transferred from one sample to another bonds must be bro-
ken to allow this transfer and, therefore, the material being transferred will
have charge. Lowell and Rose-Innes [78] state that although there is evidence
for the transfer of material during the contact electrification process, the data
obtained in investigations of contact electrification is still too reproducible for
such a fortuitous mechanism, such as material transfer, to be considered to
play a primary role in contact electrification. Material transfer would only be-
come an important factor if there was a large amount of material transferred so
that the charge of the transferred material is comparable to the surface charge
that is transferred in the process.
2.2.4.3 Other Contributing Factors
Up until this point the most significant mechanisms of charge transfer have
been discussed, however, to add even more complexity to the situation there
are other contributing factors. It is out of the scope of this thesis to discuss
each additional factor in detail but they will be briefly mentioned here for
completeness. More detailed information on these additional factors can be
found in the works of Harper [79] and Lowell and Rose-Innes [78].
The type of contact (rubbing, sliding, etc) between the two surfaces can
have an effect on the charge transferred between the two surfaces. Harder
contact can put stress on the material which can lead to surface bonds being
broken to produce a negative and positive ion pair which would contribute to
the contact electrification process.
Water in the atmosphere can be deposited in a thin layer on the surface of
materials. As well as adding a conductive layer onto the surface of a material
that may be an insulator, the water will contain H+ and OH− ions that could
contribute to charge transferred between the two surfaces.
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Surface impurities could mean that there are loose bonds present on the
surfaces of the contacting surfaces. Loose bonds could contain either electrons
or ions that would play a part in the transfer of charge between the two samples.
These added complicating factors make it even more difficult for researchers
to come up with a general law for contact electrification.
2.3 Charging Noise
Charge on the surface of insulators does not remain at rest because, in a real
life situation, an insulator does not have an infinite resistance. Insulators will
always have a very small amount of conductivity and therefore any electrical
charge on the surface of the insulator will redistribute across the insulator’s
surface. When the charge redistributes across the surface of an insulating
material the moving charges create a fluctuating electric field. In the situation
of a charged gravitational wave detector optic, the fluctuating electric field
gives rise to time varying forces that act on the optic creating noise in the
detector. If a large enough force is present the sensitivity and control of the
instrument could be compromised.
In 1995 Rainer Weiss formulated a theory that describes the behaviour of
charging noise [84]. In Weiss’s theory it is assumed that the fluctuating forces
associated with charging noise can be treated as a Markov process with a single
correlation time, τ0. A Markov process is a random process in which the future
state of a system, Xn, is determined only by the systems most recent previous
state, Xn−1. The correlation time of the process is the time it takes the system
to change from one state to another, i.e. the time for the system to change
from state Xn to Xn+1. The fluctuating force exerted on the test mass by the
moving electrical charges produces a power spectrum, F 2x (f), given by,
F 2x (f) ≈
2〈F 2〉
piτ0
(
1
τ20
+ (2pif)2
) , (2.3)
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where f is frequency and 〈F 〉 is the average Coulomb force exerted on the
test mass. A full derivation of Equation (2.3) is given in Appendix A. Using
Newton’s second law of motion and Equation (2.3) it is possible to derive an
equation for the displacement noise that arises from surface charging,
x(f) =
1
m (2pif)2
√√√√ 2〈F 2〉
piτ0
(
1
τ20
+ (2pif)2
) , (2.4)
where m is the mass of the optic. If an aLIGO optic, which has a mass of 40kg,
had 4 × 10−7 C/m2 of charge deposited on its surface by a Viton earthquake
stop the displacement noise observed would be ∼ 1× 10−18 m/√Hz at 20 Hz.
This example uses a τ0 value of 2.9× 107 s.
Equations (2.3) and (2.4) show that not only does the displacement noise
created by moving surface charge depend on the magnitude of the charge
present on the optic but it also depends on τ0. It has been shown [70] that τ0
depends strongly on the cleanliness of the optic. This is likely because surface
contamination will introduce a slightly conductive layer to the optic through
loose bonds. For a “dirty” optic the value of τ0 will be small and x(f) will have
a frequency dependence of f−2. For a relatively clean optic the value of τ0 will
be large and x(f) will have a frequency dependence of f−3. The highest τ0
value measured on a clean silica optic was found to be over 8000 hours [85]
and is assumed to be a good estimate of the τ0 value of a clean aLIGO optic.
From measurements of τ0 [70, 85] the charging noise that one might ex-
pect in a gravitational wave detector was estimated and it was found that the
noise level caused by charging sits well below the aLIGO noise budget [86].
It is these estimates that have led to the conclusion that charging noise need
not be strictly considered a limiting noise source of future gravitational wave
detectors, however, it has been shown that if the correct precautions are not
taken charging noise could limit aLIGO at frequencies less than 100 Hz.
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2.4 Modeling Charging Noise
In order to estimate the level of charging noise that could arise in a gravitational
wave detector, for a given surface charge density and correlation time, a simple
model based on a technical note written by Lantz [87] was used. In this model
the displacement noise contributions from electric charges moving across the
surface of the optic and from the time varying force exerted on the optic by a
moving earthquake stop are considered. The code which executes the model
was written in Matlab.
2.4.1 Defining Surfaces for the Model
The model used to estimate charging noise in chapters 4 and 5 assumes that
surface charge on the gravitational wave detector optic is interacting with the
earthquake stops of the detector. Earthquake stops sit approximately 1 mm
from the surface of the optic in order to limit the excess motion of the mirror
during an earthquake. The surface of the optic and the earthquake stop are
initially defined in the Matlab model. The tip of an earthquake stop that will be
used in aLIGO will be approximately 3.54mm in diameter and have an area of
9.84 mm2. For simplicity, the area of the earthquake stop tip is approximated
to that of a square with sides of length 3.14 mm. The earthquake stop surface
is assumed to interact with a 10 mm by 10 mm square area on the optic. Any
interaction between the surface of the optic and the earthquake stop outside
this range will most likely be minimal due to the inverse square nature of the
Coulomb force.
The earthquake stop surface and the optic surface have their own coordinate
systems. The transverse directions on the earthquake stop are defined as yy
and zz and the transverse directions on the optic are defined as aa and bb. The
origin of each coordinate system lies at the center of each surface. The axis
orthogonal to each of the surfaces will be defined as the x direction for both of
the surfaces, or what would be the beam direction in a detector. A diagram
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of this set up is shown in Figure 2.6 for clarity.
Optic Surface 
aa 
 
zz 
yy 
bb 
x 
Earthquake 
Stop Surface 
Figure 2.6: A diagram of the surfaces of the optic and the earthquake stop defined
in the model.
2.4.2 Calculating Noise due to the Movement of Charge
on the Optic Surface
Calculating the noise due to the movement of surface charge is fairly straight
forward. The total Coulomb force is calculated by integrating it over the
surface of the optic. This is done by dividing the surfaces of the optic and
the earthquake stop into N smaller square segments. The individual forces
exerted by each segment on the earthquake stop are summed to give the total
force exerted by the earthquake stop on each individual segment on the optic.
The surface charge is assumed to be uniform across both of the surfaces in
this model, therefore, the surface charge is divided equally into each of the N
segments across the surfaces. The surface charge in each segment of the optic
and the earthquake stop is treated as if it were a point charge, for simplicity.
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The summed Coulomb force interaction of each point charge in each segment,
j, on the optic surface with all the point charges on the earthquake stop tip is
calculated using,
Fj =
N∑
i=1
QjQi
4piε0r2ij
d0
rij
, (2.5)
where Qi is the point charge on each segment i of the earthquake stop tip, Qj
is the point charge on each segment j of the optic, ε0 is the permittivity of free
space, d0 is the separation distance of optic and the earthquake stop at the
origin of the two coordinate systems and rij is the distance between segment i
on the earthquake stop surface and segment j on the optic. rij is expressed as,
rij =
√
(yyi − aaj)2 + (zzi − bbj)2 + d20, (2.6)
where yyi is the i
th segment along the yy axis on the earthquake stop, zzi is the
ith segment along the zz axis on the earthquake stop, aaj is the j
th segment
along the aa axis on the optic and bbj is the j
th segment along the bb axis on
the optic.
The average Coulomb force acting on the optic is used to calculate the force
noise acting on the optic for a range of frequencies using Equation (2.3), but
with an added multiplicative factor of
√
nstops. Where nstops is the number of
earthquake stops interacting with the charged optic. For the models presented
in this thesis it will always be assumed that the force noise due to charge
hopping interacts with all eight earthquake stops on the front and back face
of the optic.
It should be noted that for this model only the x component of the force
is considered. This is because any displacement noise that is picked up in a
detector is due to the displacement of the optics in the beam direction. Any
force contributions from the y and z components should be minimal.
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2.4.3 Calculating Force Noise from a Moving, Charged,
Earthquake Stop
In aLIGO the test mass has eight earthquake stops that face the two flat end
surfaces of the optic, four of which face towards the highly reflective surface
of the mirror and another four that face towards the opposite surface on the
mirror. The four earthquake stops that face the reflecting surface of the mirror
are attached to the suspension frame which surrounds the test mass. The
suspension frame is affected by seismic motion and therefore the position of
the earthquake stops attached to it varies with time. If there is charge on the
earthquake stops this will produce a time varying electric field at the surface
of the optic which will result in displacement noise. The other four earthquake
stops are attached to the reaction mass chain which sits behind the test mass.
The reaction mass is seismically isolated in the same way as the test mass,
therefore, these earthquake stops should not move significantly in relation to
the test mass and will be ignored for this part of the model.
The electric field produced by a uniformly charged earthquake stop at the
surface of the optic is calculated by integrating the electric field over the surface
of the optic. This is done in the same manner as for calculating the Coulomb
force across the surface of the optic, except Gauss’s Law, Equation (2.7), is
used to calculate the electric field contribution from each segment, i, on the
earthquake stop. These contributions are then summed to give the total electric
field acting on segment j of the optic,
Ej =
N∑
i=1
Qi
4piε0r2ij
d0
rij
, (2.7)
where Qi is the point charge on segment i of the tip of the earthquake stop.
Once the electric field acting on each segment, j, on the surface of the optic has
been evaluated, the average field acting on the optic surface, Ex, is calculated
and used to determine the field gradient.
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As mentioned previously, if a charged earthquake stop, which is attached
to the suspension frame around the test masses moves, the electric field acting
on the surface of the optic will change with time. A simple system will be
considered for this part of the model where the surface of the earthquake stop
moves from d0 = 1 mm to d0 = 1.01 mm
1. The field at the two values of d0
are calculated in order to determine the field gradient at the surface of the
optic. This is done by taking the difference of Ex at d0 and d0 + 1× 10−2 mm
and dividing by the distance between the two positions of the earthquake stop.
The field gradient is then divided by the surface charge on the earthquake stop
to give the field gradient per Coulomb.
The force noise created by the moving, charged, earthquake stop can be
expressed as [87],
Fstops = σ1 σ2AopticAstop
∂Ex
∂xQ1
xstops
√
nstops, (2.8)
where σ1 is the average surface charge density across the earthquake stop, σ2
is the average surface charge density across the optic, Aoptic is the area of the
optic surface, Astop is the area of the earthquake stop tip, Q1 is the total charge
on the earthquake stop and xstops is the amplitude spectral density (ASD) of
the displacement of the aLIGO suspension frame due to seismic motion. For
this model the ASD of the aLIGO suspension frame motion between 1 and
40 Hz was taken as a f−1 noise spectrum based on a presentation given by
Kissel [88].
Using the same example used to calculate an estimate of the displacement
noise of the detector in Section 2.3, the force noise created by a moving earth-
quake stop can be estimated to be ∼ 6 × 10−16 N/√Hz. This is small in
comparison to the force noise created by the moving surface charge which is
∼ 6× 10−13 N/√Hz.
1It should be noted that this is purely to calculate the electric field gradient. The suspen-
sion frame would not normally move such a large distance unless an earthquake was taking
place.
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2.4.4 Calculating the Total Charging Noise
For the final part of the model the noise created by charge hopping and the
movement of the earthquake stops are combined to give the total noise due to
charging effects. The force noise due to the moving earthquake stops is added,
in quadrature, to the force noise due to charge hopping,
F 2total = F
2
stops + F
2
hopping. (2.9)
Once this is known it is possible to calculate the total strain noise using
Newton’s second law, as discussed in Section 2.3. The total strain noise, htotal,
due to charging is therefore,
htotal =
1
L
Ftotal
m (2pif)2
, (2.10)
where m is the mass of the optic, which is 40 kg for an aLIGO test mass, f
is frequency, Ftotal is the total combined noise due to charging and L is the
arm length of the detector. For the final strain noise spectrum htotal has to
be multiplied by two because it will be assumed that the noise is occurring
incoherently in all four test masses of the detector.
Following from the examples of the displacement noise and force noise cal-
culations in the previous sections, an estimate of the strain noise that could
be observed in aLIGO if the optics came into contact with a Viton earthquake
stop is ∼ 3× 10−22 1/√Hz. It should be noted that for this example the noise
is slightly less than what is plotted in Section 2.5 because multiple earthquake
stops were not considered in this simple calculation.
With any type of finite element analysis, the correct number of mesh el-
ements must be used in order to obtain a realistic model. As the number of
elements is increased the model will start to converge. For this analysis it was
found that 22.5×103, or 1502, elements would give a good estimate of the true
charging noise being modeled. To obtain this element value, the model was
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executed for different numbers of mesh elements and the strain noise level at
100 Hz was noted. Running the analysis for this many elements takes about 1
hour and 20 mins. A plot of the results from this convergence test is shown in
Figure 2.7.
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Figure 2.7: A plot of the convergence test data for the charging noise model.
2.4.5 An Example of Modeled Charging Noise
To give an indication of how charging noise compares to the other limiting
noise sources of aLIGO, the charging noise from a silica test mass and eight
silica tipped earthquake stops, that have just been cleaned with acetone and
a clean room cloth, was modeled. A one inch silica disc was cleaned with
acetone and a clean room cloth and then placed under vacuum. The charge on
a 10 mm× 10 mm area on the surface of the sample was then measured using
a Kelvin probe (see Chapter 3 for more information on the Kelvin probe). A
map of the surface charge density on the scanned area of the sample is shown
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in Figure 2.8.
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Figure 2.8: A surface charge density map of a one inch silica disc after it was cleaned
with acetone and a clean room cloth. The map was constructed from measurements
using a Kelvin probe which will be discussed in Chapter 3
The average surface charge density across the surface of the silica sample
was found to be 5.36 × 10−9 C/m2 and this value was taken as the surface
charge density across both the modeled silica optic and the silica earthquake
stops. A τ0 value of 1.5× 107 s was used for this example. This was the value
measured by Ugolini [70] for an optic that has been dry-wiped.
Figure 2.9 shows that, purely from a charging noise perspective, a silica
optic and eight silica tipped earthquake stops that have been cleaned with
acetone and a clean room cloth will not pose any threat to the sensitivity of
aLIGO. However, it will be shown in Section 2.5 that this noise level could eas-
ily increase and compromise the sensitivity of aLIGO if the correct precautions
are not taken.
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Figure 2.9: A plot of charging noise compared to the total aLIGO noise budget and
the main limiting noise sources of the detector. The surface charge density on the
surfaces of the optic and the earthquake stops is taken to be 5 .36 × 10−9 C/m2 and
τ0 is taken to be 1 .5 × 10 7 seconds
2.5 Sources of Charging in Gravitational Wave
Detectors
2.5.1 Evacuation of the Vacuum Chamber
One mechanism that can deposit charge on gravitational wave detector optics
is dust abrasion on the surface of the optics [70]. This occurs when the vacuum
chamber that houses the optics is pumped out. Pumping air out of the chamber
causes dust to be stirred up and can drag across the surface of the optic
depositing charge.
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2.5.2 Contact with Earthquake Stops
In initial LIGO the tips of the earthquake stops were made of Viton. This
choice in material was very bad from a charging perspective as silica and rubb-
ber transfer substantial amounts of charge between each other when the two
are brought into contact. Figures 2.10 and 2.11 show the surface charge den-
sity on a silica sample before and after contact with Viton. The average charge
density on the sample increases by over two orders of magnitude after coming
into contact with a piece of Viton.
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Figure 2.10: Kelvin probe data of the
surface charge density across a silica
disc before contact with Viton. The
average surface charge density across
the scanned area before contact is
3 .64 × 10−10 C/m2.
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Figure 2.11: Kelvin probe data of the
surface charge density across a silica
disc after contact with Viton. The
average surface charge density across
the scanned surface after contact is
6 .56 × 10−8 C/m2.
In 2006 one of the LIGO test masses became stuck against an earthquake
stop after some adjustments were made to the LIGO seismic isolation system
[89]. Although it was unconfirmed, it was suspected that this was caused by
the test mass and the earthquake stop becoming charged after making contact
each other. The reason that it is thought that charging had caused the problem
is because the test mass became unstuck after air was released back into the
chamber. It is possible that the air rushing into the chamber carried excess
charge away from the surfaces of the test mass and earthquake stop. Another
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reason that it is thought that it is possible that the excess noise was due to
charging was because the observed noise had the same frequency dependence
as would be expected from charging noise. For a clean optic it is expected that
charging noise should have a f−3 frequency dependence.
For aLIGO the tips of the earthquake stops will be made of silica since
two like materials should transfer minimal charge. There have been investiga-
tions into different earthquake stop materials and it was found that silica did
transfer the least amount of charge [90]. Silica tipped earthquake stops were
incorporated into the set up for enhanced LIGO and were found to be very
effective [91]. Using data taken by Ugolini [90], a plot of the charging noise
after contact with Viton tipped earthquake stops and silica tipped earthquake
stops was made. This is shown in Figure 2.12.
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Figure 2.12: A plot of the expected charging noise after an aLIGO test mass has come
into contact with a Viton tipped earthquake stop (blue) and a silica tipped earthquake
stop (red).
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From Figure 2.12 it can be seen that the charging noise has increased
significantly from the noise level shown in Figure 2.9. If Viton was to be used
in aLIGO as an earthquake stop material the sensitivity of the instrument
could be limited at frequencies below 100 Hz. The noise due to contact with
the silica earthquake stops is well below the aLIGO noise budget and should
not cause any problems in aLIGO.
2.5.3 Cleaning Procedure
It is planned that the aLIGO optics will be cleaned with a product called First
ContactTM. First ContactTM is a cleaning and protecting product which is
manufactured by Photonic Cleaning Technologies [92]. First ContactTM con-
sists of a polymer which is dissolved in an acetone/ethanol solution. The poly-
mer solution is applied to the surface of the optic and, as the acetone/ethanol
solution evaporates, it lifts small particles on the optic into the polymer. When
the solution fully evaporates the polymer is left on the optic which dries to form
a robust rubbery film. When the polymer film is peeled off it removes excess
dirt and dust from the detector mirrors, however, it has been found to deposit a
large amount of charge on the mirrors as it is peeled off. The charge deposited
can then attract dust and impurities to the surface of the test mass.
A silica sample was cleaned using First ContactTM to demonstrate the in-
crease in surface charge density across the sample. Approximately 0.5 ml was
deposited on the surface of the one inch silica disc and spread over the surface
using a clean room cloth. Once the sample had dried the First ContactTM
was removed from the sample and the sample was then placed under vacuum
in order to take a Kelvin probe measurement. This scenario mimics cleaning
the aLIGO mirrors with First ContactTM and then pumping out the vac-
uum chamber containing the optics. Figures 2.13 and 2.14 show the surface
charge density across the silica sample before and after being cleaned with
First ContactTM. More results of surface charge deposited by different types
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of First ContactTM on silica will be presented in Chapter 5.
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Figure 2.13: Kelvin probe data of
the charge on the surface of a sil-
ica disc before being cleaned with First
ContactTM. The average surface charge
density across the scanned area before
contact is 8 .88 × 10−10 C/m2.
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Figure 2.14: Kelvin probe data of
the charge on the surface of a sil-
ica disc after being cleaned with First
ContactTM. The average surface charge
density across the scanned surface after
contact is −6 .00 × 10−8 C/m2.
Using the measured surface charge density after cleaning the silica disc, the
charging noise that would be expected in aLIGO was modeled and is shown in
Figure 2.15. From Figure 2.15 it would appear that First ContactTM would
not limit aLIGO. However, it should be noted that other measurements have
shown First ContactTM to deposit at least a magnitude more charge on the
surface of silica [93] which would result in an increase in the force noise of two
orders of magnitude.
2.5.4 Cosmic Rays
Another possible source of charging is due to cosmic rays hitting off the walls of
the vacuum tank and showering the test mass in electrons, as well as causing
ionisation of surface atoms on the fused silica test mass [94]. Experiments
conducted at Moscow State University showed that a silica mass suspended
in vacuum acquired a negative charge at a rate of 105 e−/cm2/month [95].
The charge was observed to increase in random steps rather than steadily
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Figure 2.15: Plot of charging noise after the removal of First ContactTM compared
to the total aLIGO noise budget.
increase over the course of the experiment. These workers also conducted an
experiment where they constructed a scintillation detector around the vacuum
tank containing their suspended silica mass to see if cosmic ray detections
from the scintillator were synchronous with jumps in surface charge on the
silica mass [96]. They concluded that there were no statistically significant
coincidences between the signals from the cosmic ray detector and the changes
in surface charge, however, they point out that there were a few large jumps
in surface charge that did coincide with cosmic ray detections which cannot be
ignored. This is clearly an interesting area of research which is worth further,
more detailed, investigation.
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2.6 Possible Surface Charge Mitigation Tech-
niques
2.6.1 UV Illumination
One of the first methods of mitigating surface charge was using UV light since
it had been well researched for LISA and LISA Pathfinder [97, 98]. Although
this method had been shown to mitigate surface charge effectively on an aLIGO
style optic [71], and the method itself would not compromise the pressure in
the vacuum chamber, it was found to increase the absorption of the multi-layer
reflective coating on the optic [99].
The aLIGO optics have a very strict absorption threshold of less than 1ppm.
A low coating absorption is important because if the coatings were to absorb a
significant amount of laser light the optics could either be damaged or generate
a significant thermal lens [100] which could cause the optical cavity to become
unstable.
Further investigation showed that the absorption level could be recovered
by annealing the optics [99], however, the optics could not reach the absorption
level they had before being illuminated with UV light. It should be noted that
in this study the coatings were subjected to far more UV than would ever be
used for discharging the optics during a science run.
UV is still under consideration for aLIGO and the most recent development
has been to place UV LEDs in the earthquake stops of the detector so that the
whole optic isn’t exposed to the UV [101]. This would allow the area that has
made contact with the earthquake stop to be discharged without illuminating
the rest of the mirrors surface with UV.
2.6.2 Conductive Coatings
Conductive coatings could be used to redistribute charge evenly over the mir-
rors through a thin conductive film on the surface of the mirrors and suspen-
sions [73]. This would provide a passive, in-situ method of charge mitigation.
2.6 Possible Surface Charge Mitigation Techniques 62
If the whole of the optic was coated in a thin layer of tin (II) oxide any excess
charge would be dissipated quickly through the conductive layer and evenly
redistributed over the entire mirror. This method would mean that couplings
between localised high density surface charge and nearby grounded surfaces
would be greatly reduced. Unfortunately this method would still leave lo-
calised charge on the mirrored surface of the optic because the conductive
layer would have to sit underneath the highly reflective multi-layer coating.
The coating would also have to be of very high quality so as not to increase
the thermal noise in the detector. This method of charge mitigation is still
under investigation.
2.6.3 Alternating Low-Energy Electron and Ion Beams
A method described by Buchman et al. [72] uses alternating ion and electron
beams to neutralise charge on the detector optics. The ion and electron beams
would be created by ionising residual gas in the vacuum chamber and would
therefore not compromise the vacuum of the detector by introducing more gas
into the system. There are a wide variety of technologies available for use as
an ion or electron source, however, the investigation undertaken by Buchman
et al. [72] suggests that field emission cathodes would be the most suitable
for this particular application. Unlike some of the other charge management
techniques described in this chapter, the ion and electron beams would be
continuously discharging the optics with alternating pulses of the duration
of 1 second in order to keep the surfaces of the test masses approximately
neutrally charged at all times.
2.6.4 Ionised Gas
Recently there has been a lot of work on discharging silica using ionised gas.
One method developed at Trinity University uses an electron gun to ionise
a flow of nitrogen gas [74]. The ionised nitrogen then flows over the silica
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sample and reduces the charge on the surface of the optic. This method has
been shown to reduce surface charge on silica effectively and does not damage
the multi-layer reflective coating. The only disadvantage of this method is
that the filament of the electron gun only has a finite lifetime. There is the
possibility that the filament may break if it is being regularly exposed to gas
while hot and may need to be replaced frequently.
A method being developed at MIT uses corona discharge pins to ionise
nitrogen gas [75]. The gas is ionised in a high pressure region, by the high
electric field generated by the corona pins, and then passes through a small
aperture to a lower pressure region where the charged optics are contained.
This method has been shown to effectively reduce surface charge on silica and
has been tested at the LIGO test facility at MIT, the LIGO Advanced System
Test Interferometer (LASTI). This method has also shown that the ionised gas
did not effect an aLIGO style multi-layer optical coating at a sensitivity level
of 0.2 ppm.
The investigations described in this thesis use a glow discharge to ionise
argon gas and a corona discharge to ionise argon and nitrogen gas [76]. The
former method would be used in a situation where the detector mirrors have
become charged under vacuum, while the latter method would be intended to
be used during the cleaning process of the mirrors. These methods will be
described in detail in chapters 4 and 5.
The methods described above have been shown to effectively reduce surface
charge and have not yet been shown to cause damage to the multi-layer reflec-
tive coating on the aLIGO mirrors. There are some concerns that the impact
of the charged particles hitting the surface of the mirrors could do some dam-
age, however, this has still to be investigated. The only other disadvantage
of these methods is that it would require injecting a small amount of gas into
the aLIGO vacuum chambers which would result in some detector down time
during a science run.
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2.7 Conclusion
A complete theory of how two contacting materials transfer charge between
each other is still far from being found. This makes it difficult to determine
exactly how much charge may be transferred during contact electrification be-
tween a gravitational wave detector optic and an earthquake stop, or during
the cleaning procedure of the test masses. However, by taking many measure-
ments of charge transfer between silica and other materials it is possible obtain
a good statistical estimate of what charge would typically be transferred.
To determine the level of charging noise one might expect in a gravitational
wave detector, a theory of charging noise, formulated by Rainer Weiss, is used.
This theory has never been experimentally verified, however, there have been
some, unconfirmed, observations of what is believed to be charging noise in
initial LIGO. From analysis of the sensitivity curves of these charging inci-
dents the frequency dependence of the noise observed matched well with what
would be expected from Weiss’s theory of charging. It is still very important
that this theory is experimentally verified so that it is known that the theory
is well understood. This will give greater confidence to any charging noise
estimates made for aLIGO and future gravitational wave detectors. One pos-
sible way of verifying charging noise is by using an instrument called a torsion
balance. A torsion balance experiment designed to measure charging noise will
be discussed in detail in Chapter 6 and the results of this experiment will be
discussed in Chapter 7.
There are many methods of charge mitigation under investigation for aLIGO.
At this point it is hard to determine which would be the best method to use as
each method has their own distinct advantages and disadvantages. The method
chosen for implementation in aLIGO will most likely be the one that poses no
risk to the reflective coating on the mirrors and creates minimal detector down
time when it is used. The possibility of incorporating multiple charge mitiga-
tion methods into aLIGO, and future gravitational wave detectors, should not
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be ruled out either.
If the correct precautions are taken, charging noise shouldn’t pose too much
of a threat to the sensitivity of second generation gravitational wave detectors
such as aLIGO. However, these detectors will eventually undergo incremental
upgrades which will possibly increase the sensitivity of the detectors by a factor
of five, and third generation detectors should expect a sensitivity increase of at
least an order of magnitude greater than second generation detectors. At this
level, charging noise will likely become a significant limiting noise source. This
highlights the importance of investigating and understanding charging noise.
Chapter 3
The Kelvin Probe
3.1 Introduction
The Kelvin probe is a non-contact capacitive device that is widely used to
investigate the surface properties of materials. The Kelvin probe is primarily
used to measure the work function of metals [102, 103], although it can be
used to measure the surface charge on insulators [104, 105]. The idea was
first conceived by Lord Kelvin in 1898 [106] and was developed further by W.
A. Zisman in 1932 [107] to create the widely used Kelvin-Zisman method of
measuring the work function of metals. This method shows that by continu-
ously vibrating a probe electrode near the surface of a metal sample that is
in electrical contact with the tip of the probe, and applying a bias voltage to
null the measured probe signal, one can obtain the contact potential differ-
ence between the probe tip and the metal sample. The work function of the
metal under examination can then be calculated from the measured contact
potential difference and the known work function of the Kelvin probe tip. This
method is still used today, however, developments in atomic force microscopy
(AFM) technology in the early 1990s saw the introduction of Kelvin probe
force microscopy [108, 109]. With Kelvin probe force microscopy it is possible
to measure variations in the work function of materials on an atomic scale.
For the purposes of the investigations presented in this thesis a Kelvin
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probe was used to measure the surface charge density on bare fused silica and
titania (TiO2) doped tantala (Ta2O5)/silica (SiO2) multi-layer coated fused
silica. TiO2 doped Ta2O5/SiO2 is the reflective coating that will be used on
the optics of aLIGO [6]. This chapter discusses the working principles of the
instrument and details an accurate model of the Kelvin probe output voltage
signal. The process of calibrating the Kelvin probe for surface charge density
measurements is discussed in detail as this was an important step in estimating
the amount of surface charge on the measured samples.
3.2 Experimental Set Up
For the purposes of the experiments described in this thesis a Kelvin probe
was used to measure the surface charge density on samples of bare fused silica
and fused silica with a doped multilayer reflective coating. The Kelvin probe
used in this work was a commercially available Besocke Delta Phi [110] Kelvin
probe S which is shown in Figure 3.1. The probe consists of a small circular
gold tip, that is 2.5mm in diameter, connected to one end of a thin metal reed.
On the other end of the reed, furthest from the probe tip, there is a piezo. As
the piezo vibrates, the reed is excited and acts as a vibrating cantilever; this
makes the Kelvin probe tip oscillate. A Besocke Delta Phi Kelvin probe 07
control unit was used to apply a high voltage square wave signal to the piezo
and to control the oscillation frequency of the piezo, which in turn controls
the oscillation amplitude of the Kelvin probe tip. The piezo only oscillates
over a very narrow frequency range of 182 − 187 Hz. This is close to the
resonant frequency of the metal reed, which is approximately 180 Hz. As the
oscillation frequency of the piezo gets closer to the resonant frequency of the
metal reed the amplitude of the oscillations of the Kelvin probe tip become
larger and the Kelvin probe signal will increase. The AC voltage measured by
the Kelvin probe control unit was demodulated to give a DC signal using a
Stanford Research Systems SR830 lock-in amplifier. The lock-in amplifier will
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also be referred to as a phase sensitive detector throughout this thesis.
 
Figure 3.1: A photograph of a Kelvin probe similar to the one used for the investi-
gations presented in this thesis. This picture was reproduced from [110]
The Kelvin probe was situated in a vacuum tank, shown in Figures 3.2 and
3.3, that can achieve pressures less than 1× 10−5 Torr using a Varian SH-110
dry scroll pump and Varian Turbo-V 301 navigator pump. Inside the vacuum
chamber is an inner structure that houses the Kelvin probe and sample stage
motors. The sample stage is attached to a set of Thorlabs NST100 nanostep
cross roller bearing stage motors, in an x, y, z configuration, which allows the
sample to be moved remotely. The motorised stages each have a dynamic
range of 100 mm. To monitor the pressure inside the vacuum chamber a
Varian ConvecTorr gauge was used for pressures down to 1 × 10−3 Torr and
a Varian IMG-100 inverted magnetron gauge was used for pressures less than
1× 10−3 Torr.
An automated sample scanning program was developed using LabVIEW
so that the Kelvin probe could take a predefined number of scans of a sample
automatically. The program is capable of taking scans of an area on a sample’s
surface or monitoring a single point on a sample’s surface for a defined period
of time. The first version of this program was developed by the author of
this thesis. The program would allow the Kelvin probe to scan across samples
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Chamber 
Main Chamber 
Loading Fork 
Figure 3.2: A photograph of the vacuum
tank where the Kelvin probe is situated.
 
Copper Plate 
Silica Disc 
Figure 3.3: A photograph of the Kelvin
Probe and silica sample inside the vac-
uum tank. The purpose of the copper
plate above the probe will be discussed
in Section 3.5.2
from left to right, in the x direction, before taking one step upward, in the
y direction, and returning back to the left hand side of the sample to start
scanning again. However, this was soon found to be a very inefficient way of
scanning a sample. One of the stepper motors, the x direction motor, had
to be replaced because it had become damaged from being overused during
the scanning process. This was most likely caused by overheating while the
motor was operating under vacuum. A student, called Noah Hurst, changed
the program during the summer of 2009 so that the sample is scanned in a
spiral pattern. This meant that the x and y motors were used equally and,
therefore, shouldn’t become damaged while they are scanning. The previous
and current scanning patterns are shown in Figure 3.4.
An example of a surface charge density map created from data obtained
from Kelvin probe measurements of a silica sample can be seen in Figure 2.11.
An example of one point on the charged silica disc being monitored over time
can be seen in Figure 3.5.
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(a)  (b) 
x  Silica Samples
y 
Figure 3.4: A diagram showing the previous (a) and current (b) methods of scanning
the surfaces of samples using the Kelvin probe. The area enclosed by the red dashed
line represents the scanned area, the blue lines show how the Kelvin probe scanned
across the surface of the sample and the black lines on diagram (a) show the addi-
tional movement that the x direction motor had to perform in order to get back into
position for scanning across the sample again.
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Figure 3.5: A plot of the surface charge density on a silica sample changing over
time. The Kelvin probe was programmed to take a single measurement every hour
for 1000 hours at a point near the centre of the sample.
3.3 Working Principles of the Kelvin Probe 71
3.3 Working Principles of the Kelvin Probe
When a sample is brought near the Kelvin probe tip the charge on the sample
attracts opposite charge to the tip of the probe, making the probe and the
sample act like a pair of capacitor plates. The probe tip oscillates causing a
changing capacitance which creates an alternating current that is proportional
to the surface potential of the sample. The AC signal is converted to a voltage
signal in the Kelvin probe control unit circuitry which is converted into a DC
signal using an external phase sensitive detector. A schematic of this process
is shown in Figure 3.6.
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Figure 3.6: A schematic diagram of the Kelvin probe set up. The drive circuit
activates the piezo which causes the tip of the Kelvin probe to oscillate. The changing
capacitance induces a current which passes through the Kelvin probe preamplifier and
the output voltage of the preamplifier is measured by a phase sensitive detector.
If it is assumed that the probe tip and sample are perfect parallel capacitor
plates, where the area of the sample being measured by the Kelvin probe is the
same area as the probe area, it is easy to show that a time varying capacitance
will produce a current, I, that is proportional to the surface voltage of the
sample, Vs:
dQ
dt
=
dC
dt
Vs, (3.1)
I(t) =
dC
dt
Vs, (3.2)
where Q is the charge on the probe tip and the surface of the sample, C is the
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capacitance between the probe tip and the surface of the sample and t is time.
The capacitance in Equation (3.2) can be substituted for an expression
that depends on the area of the probe tip, A, and the distance between the
probe tip and the surface of the sample, d0. A minor complication is that the
distance between the probe and the sample is constantly changing since the
probe oscillates by a distance d1 about the mean probe-sample separation, d0.
This is easily compensated for by adding a modulation factor of d1 sin ωt to
the probe-sample separation distance.
C =
ε0A
d0
=
ε0A
d0
(
1 + d1
d0
sin ωt
) , (3.3)
where ε0 is the permittivity of free space and ω is the angular frequency of the
probe oscillation.
Substituting Equation (3.3) into Equation (3.2) gives an expression for the
Kelvin probe current which is related to easily measured geometrical quantities,
the probe oscillation frequency and the sample potential,
I(t) = −ωε0AVs
d0
d1
d0
cos ωt(
1 + d1
d0
sin ωt
)2 . (3.4)
Since the model assumes a parallel plate configuration with plates of equal
size, which is clearly not the case, the effective area of the plates in the model
must be determined for this model to work well. To do this, the capacitance
between a circular disc, with the same dimensions as the Kelvin probe tip, and
a rectangular sheet of copper, with dimensions much larger than that of the
Kelvin probe tip, was modeled in the finite element analysis program ANSYS.
Using ANSYS it is possible to calculate the capacitance of the set up purely
from the geometries of the two plates. This will also take into account fringing
fields. If fringing fields were not taken into account the total capacitance could
be significantly underestimated [111]. The values of the capacitances between
the probe tip and the copper sheet, as well as the effective parallel plate radii,
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at different probe-sample separation distances are given in Table 3.1.
Table 3.1: Values of the capacitances and effective radii of the Kelvin probe and
copper sheet for different probe-sample separation distances
Probe-Sample Distance Capacitance Calculated Effective Radius
(mm) Using ANSYS (fF) (mm)
1 145 2.28
5 93.5 4.10
10 80.5 5.38
15 68.5 6.08
20 63.7 6.77
25 56.1 7.10
30 50.9 7.42
A relation was found between the probe-sample separation distance and
the effective radius of the probe by plotting the effective radius against the
probe-sample distance on a log-log scale. The function for calculating the
effective radius for any probe sample separation was found from the best fit
straight line through the data. This plot is shown in Figure 3.7. It can be
seen on Figure 3.7 that the data start going non-linear at large probe-sample
separations. This non-linearity is ignored because the the linear fit should be
adequate for the range of probe-sample separation distances considered here.
The final unknown quantity in Equation (3.4) is d1. In order to observe
how the modulation distance of the Kelvin probe changed with oscillation
frequency, the tip of the Kelvin probe was recorded using a high speed camera
while the probe was running. A Casio EX-FH20 digital camera was used to
record high speed videos of the Kelvin probe at 1000 frames per second. The
videos were imported into Matlab movie player where each pixel could be more
easily defined using the Pixel Region tool. A 1 mm slip gauge was imaged at
the same time as the oscillating Kelvin probe so that once the Pixel Region
tool had been used it was possible to assign a distance to each pixel. An image
of a single movie frame of the probe tip and slip gauge is shown in Figure 3.8,
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Figure 3.7: A plot of the effective radius versus probe-sample separation distance.
The effective radii of the parallel plates can be calculated for any probe-sample sep-
aration from the best fit line through the data.
while Figure 3.9 shows the same frame but after each pixel has been defined
with the Pixel Region tool. The slip gauge was 5 pixels across which means
that each pixel was 0.2 mm square.
Slip Gauge
Kelvin Probe Tip
Figure 3.8: A screen shot of a high speed
movie of the Kelvin probe oscillating.
The probe tip can be seen on the left
hand side of the image and the 1 mm
slip gauge can be seen on the right hand
side of the image
Figure 3.9: A screen shot of a high speed
Kelvin probe movie that has each pixel
more easily defined. This was done us-
ing the Pixel Region tool in Matlab.
3.3 Working Principles of the Kelvin Probe 75
Matlab movie player allows the user to skip through the movie frame by
frame. This was done until the probe tip reached the maximum point of its
oscillation. The pixel row which corresponded to the middle of the probe tip
was noted and then the movie was forwarded until the probe tip reached the
minimum of its oscillation. The pixels between the maximum and minimum
were then counted to determine the oscillation amplitude of the probe tip at
different oscillation frequencies. Figures 3.10 and 3.11 show the measurement
of the probe oscillation at a frequency of 183 Hz and a table of the results are
shown in Table 3.2. The error on the oscillation amplitude is taken as ± half
a pixel or ±0.1 mm.
Figure 3.10: A zoomed in image of the
Kelvin probe tip at the maximum point
of oscillation.
~ 0.8mm
Mid−point of Probe
at Max Oscillation
Mid−point of Probe
at Min Oscillation
Figure 3.11: A zoomed in image of the
Kelvin probe tip at the minimum point
of oscillation. The distance between the
maximum and minimum point of oscil-
lation in this instance was found to be
0 .8 mm.
Equation (3.4) gives the Kelvin probe current signal, however, it is voltage
that is actually measured by the phase sensitive detector, therefore the gain of
the current-to-voltage conversion that occurs in the Kelvin probe control unit
must be calculated. For obvious reasons the company from which the Kelvin
probe equipment was bought did not wish to divulge any detailed information
about the Kelvin probe circuitry, so a measurement of the gain was made by
applying a known AC current from the output of the lock-in amplifier to the
input of the control unit. The AC output voltage from the control unit was
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Table 3.2: Measured Kelvin probe oscillation amplitudes from the high frame rate
movies
Kelvin Probe Oscillation Kelvin Probe Oscillation
Frequency (Hz) Amplitude (mm)
182 0.55
183 0.4
184 0.3
185 0.2
186 0.1
187 0.05
then measured with the lock-in amplifier so that the demodulated DC voltage
could be ascertained. A plot of Kelvin probe output voltage versus Kelvin
probe input current is shown below in Figure 3.12.
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Figure 3.12: Plot of the Kelvin probe output voltage versus probe input current. The
gradient of the best fit line through the data points gives the gain of the current-to-
voltage converter of the Kelvin probe control unit circuitry.
The gain of the Kelvin probe control unit circuitry can be deduced from
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the gradient of the best fit line through the data points. The total gain of the
Kelvin probe circuitry, on the probe’s lowest sensitivity setting, was found to
be 2.1 × 108 V/A. The gain of each of the three probe sensitivity settings is
available in the manual that came with the Kelvin probe, therefore, it would
be easy to change the total gain of the model if another sensitivity setting was
being used. This was not confirmed through measurement because the lowest
sensitivity setting was the only setting used for the measurements presented
in this work.
Using Equation (3.4) it was now possible to accurately predict the change in
output probe voltage as the distance between the probe and the surface of the
sample was changed. The change in output probe voltage as the oscillation
frequency of the probe was altered was also modeled. These two modeled
scenarios are shown in Figure 3.13 and Figure 3.14.
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Figure 3.13: A plot of the probe output voltage against the probe-sample distance.
The measurements made with the Kelvin probe are represented by the red markers
and the predicted probe output voltage calculated from the model is represented by
the blue markers.
The data shown in Figures 3.13 and 3.14 was taken with the Kelvin probe
measuring a large sheet of copper held at a potential of 30 V. The error on
the modeled data results from uncertainty in the measurements of the probe-
sample separation distance and the oscillation amplitude which was ∼ 10%. In
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Figure 3.14: A plot of the probe output voltage against oscillation frequency. The
measurements made with the Kelvin probe are represented by the red markers and
the predicted probe output voltage calculated from the model is represented by the
blue markers.
Figure 3.13 the measured data and the model start to deviate at large probe-
sample separation distances. This is likely due to stray capacitance from other
surfaces that may be closer to the probe tip than the copper sheet.
The residuals of both the modeled scenarios are shown below the data
plots in Figures 3.13 and 3.14. The residual plots show that the probe signal
is always greater than the model. This is likely because of stray capacitances
being picked up by the probe as previously mentioned. The residuals in Fig-
ure 3.13 highlight the theory that stray capacitance could be a factor at large
probe-to-sample distances since the residuals level off to a constant value.
3.4 Method of Calibration
The Kelvin probe has to be calibrated before meaningful surface charge mea-
surements can be obtained. The method of calibration used was the same
method that was first used by D. K. Davies in 1967 for electrometers [104].
Davies shows that if the Kelvin probe set up is simply represented as a circuit
of capacitors, as shown in Figure 3.15, an equation can be derived that allows
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the surface charge density on an insulating surface to be calculated from a
given Kelvin probe signal.                              
S
C   PS
C  
C  
S
V  
probe
V   
 
To the Kelvin probe 
control unit 
Figure 3.15: A schematic of the Kelvin probe set up represented in a circuit diagram.
The probe, sample and ground surfaces can be thought of as the plates of capacitors
where Cs is the sample-to-ground capacitance, Cps is the probe-to-sample capacitance
and C is the probe-to-ground capacitance.
Using Figure 3.15 it is possible to derive an expression for the measured
probe voltage, Vprobe, that is related to the potential on the surface of a sample,
Vs:
Vs = I (Zps + Z) , (3.5)
Vprobe = IZ, (3.6)
Vprobe = Vs
Z
Zps + Z
, (3.7)
where I is the current in the circuit, Z is the probe-to-ground impedance and
Zps is the probe-to-sample impedance.
Expressions for the impedances in terms of capacitance are then substituted
into Equation (3.7). The gain of the Kelvin probe amplifier, g, is also included
as a multiplicative factor to give,
Vprobe = gVs
(
1
1 + C
Cps
)
, (3.8)
where C is the probe-to-ground capacitance and Cps is the probe-to-sample
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capacitance.
It is now possible to derive an equation that gives the calibration coefficient
of the Kelvin probe. This is achieved by substituting in a new expression for
Cps that gives the capacitance in terms of the capacitor plate area and the
distance between the plates, given in Equation (3.9), into Equation (3.8).
Cps =
ε0A
′
h
(3.9)
C
A′
=
ε0
h
(
g
Vs
Vprobe
− 1
)
(3.10)
where ε0 is the permittivity of free space, h is the distance between the probe
and the surface of the sample, A′ is the effective area of the probe and C
A′ is
the calibration coefficient of the Kelvin probe.
The calibration coefficient was calculated by measuring a copper plate held
at different known potentials, Vs, with the Kelvin probe. This allowed a
straight line plot of Vprobe against Vs to be created and the calibration co-
effcient was calculated from the gradient of the best fit line through the data.
An aluminium plate, a stainless steel plate and a polished copper plate were
also measured to ascertain whether there were any large discrepancies between
the values of C
A′ for different metals. The results obtained from these measure-
ments are presented in Figure 3.16. The standard deviation in the values of
the gradients from each data set was less than 10 %, therefore, the error on
the mean value of the gradient will be taken as negligible compared to other
larger sources of error in this calibration. The value of C
A′ calculated from the
mean gradient was 6.56× 10−7 F/m2.
The standard definition of capacitance can be used to relate Vs to the
surface charge density on the sample being measured, σ,
Vs =
σA′
CT
, (3.11)
where CT is the combined parallel capacitance of C, Cps and Cs. The probe-
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Figure 3.16: Plots of Vprobe against Vs for each of the four scenarios measured. Four
values of CA′ were calculated from the gradients of the straight lines and the average
value of the four was used in the calibration.
to-ground capacitance, C, is assumed to be negligible [104], therefore, CT can
be expressed simply as,
CT = Cps + Cs, (3.12)
which can be expanded to give,
CT =
ε0A
′
h
+
ε0εrA
′
t
=
ε0A
′
h
(
1 +
εrh
t
)
, (3.13)
where εr is the relative permittivity of the sample material and t is the thickness
of the sample. Substituting for CT in Equation (3.11) gives,
Vs =
σh
ε0
(
1 +
εrh
t
)
. (3.14)
Equation (3.14) is then substituted into Equation (3.10) and rearranged to
give an expression for calculating the surface charge density on a sample from
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the measured probe voltage,
σ =
(
C
A′
h
ε0
+ 1
)(
1 + εr
h
t
)
Vprobeε0
gh
. (3.15)
Since the term Ch/A′ε0 is much larger than 1, Equation (3.15) can be simplified
further to give,
σ =
C
A′
(
1 + εr
h
t
)
Vprobe
g
. (3.16)
A calibration plot of σ against Vprobe was created in order to convert the
Kelvin probe signal into a surface charge density. This was done by measuring a
10mm×10mm area on a fused silica sample, after charge had been deposited on
the sample, and then converting the average Kelvin probe signal measured over
the 10 mm × 10 mm into a surface charge density using Equation (3.16). This
measurement was repeated several times for different values of σ. Each time
a set of measurements were taken a background measurement was taken with
the sample removed from the vacuum chamber. The background measurement
was subtracted from the sample measurements because the background signal
level is likely due to stray capacitances, this will be discussed in Section 3.5.1.
With the background level subtracted the best fit line on the surface charge
density calibration plot passes through the origin of the graph. An example of
a surface charge density calibration plot is shown in Figure 3.17.
It would appear that the calibration plot could be used to calculate the
surface charge density for any material just by changing the appropriate values
in Equation (3.16). To test this, a sapphire sample was measured in the same
way as the fused silica sample so that a calibration plot for sapphire could be
created. This is also shown on Figure 3.17. The plot of the sapphire data was
then compared to a plot that was created by taking the Kelvin probe data of the
silica sample and simply changing the values of εr and t from those used in the
fused silica measurements to those that would be appropriate for the sapphire
sample. The value of h was kept the same for both sets of measurements.
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Figure 3.17: A Kelvin probe calibration curve that allows the surface charge density
of the sample to be estimated from the Kelvin probe signal. A calibration was carried
out for both sapphire and fused silica.
The value of εr was changed from 3.8, used for silica [112], to 9.3 for sapphire
[113] and the sample thickness was changed from 5 mm to 8 mm. It was found
that both the plots agreed exactly, confirming that our calibration plots can
be altered for any material without having to take new measurements.
The biggest source of error in the calibration was due to the fact that the
Kelvin probe oscillates and this puts a significant error on h of 50% since
the probe tip was 1 mm from the surface of the sample and the oscillation
amplitude was 0.5 mm.
3.5 Noise Sources
3.5.1 Stray Capacitance
One of the most dominant noise sources in Kelvin probe measurements is the
effect of stray capacitance [114–116]. This is due to the fact that the Kelvin
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probe is not an isolated system and can be coupled to grounded surfaces in the
chamber or nearby wires. If the contribution that these stray surfaces make to
the total charge, Q, detected by the probe is considered, it can be shown that
the total charge on the probe is given by [114],
Q = C12V12 +
∑
j≥3
C1jV1j, (3.17)
where C12 is the capacitance between the probe (surface 1) and the sample
surface (surface 2), V12 is the potential difference between the probe and the
sample surface and C1j and V1j are the capacitance and voltage between the
probe and the jth stray surface.
In order to reduce the effects of stray capacitance all wires and electrical
connections are kept out of the way of the probe, all surrounding surfaces were
grounded, and all electrical connections to the Kelvin probe were shielded.
It is unlikely that the measurements presented in this thesis are affected by
stray capacitance because the Kelvin probe output voltage can be modeled ac-
curately without taking stray capacitance into account (see Figures 3.13 and
3.14). The only time stray capacitance might be a factor is at probe-to-sample
separations greater than a few millimeters, however, the probe-to-sample dis-
tance was kept to 1 mm for the majority of the measurements presented here.
The only measurements that used a probe-to-sample distance greater than
1 mm are the surface charge density measurements of First ContactTM with
and without carbon nano-tubes presented in Chapter 5.
Even though it was thought that the effects of stray capacitance were un-
likely to significantly affect the measurements presented in this theses, a quick
test for stray capacitance effects was carried out. This test was similar to
that of the measurements carried out by D’Arcy and Surplice [114]. A copper
plate held at a potential of 10 V was moved around the inside of the vacuum
chamber near the walls of the chamber. This was to simulate a high potential
difference between the vacuum tank walls and the probe tip to see if there was
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a detectable signal from the Kelvin probe. It was possible that the signal did
increase by 0.1 mV, or 2.9× 10−12 C/m2, however, at this level, it was difficult
to determine whether this voltage change was due to the copper plate or just
electronic noise. The only precaution that was taken in the experiments pre-
sented here was that a background measurement was taken regularly, without
a sample in the vacuum chamber, and this value was subtracted from the mea-
surements. This background signal was likely due to stray capacitance from
other surfaces, such as wires and the motorised stages, in the vacuum cham-
ber. The background level was typically less than 1 mV which corresponds to
a surface charge density of 2.9× 10−11 C/m2.
3.5.2 Leakage Current
It was noticed that while taking the surface charge measurements after the
discharge procedure discussed in Chapter 4, the Kelvin probe signal had a ten-
dency to drift quickly over short timescales, see Figure 3.18. These timescales
were too short, typically hundreds of seconds, to be the correlation time of
the charging noise and were thought to be from charge on the surface of the
sample leaking to the grounded sample stage, perhaps though some monolayer
of water on the sample. Due to the electric field which will exist between the
surface of the sample and the grounded stage plate, it is possible that a small
amount of charge could flow to ground, or be sourced up from ground. To
rectify the problem another grounded plate was attached to the Kelvin probe
support above the sample [117]. Adding an extra grounded plate nulls the
electric field at the surface of the sample so that the surface charge stays on
the sample. The copper plate can be seen in the picture of the Kelvin probe
shown in Figure 3.3. It can be seen from Figure 3.18 that the additional
grounded plate above the probe was very effective at eliminating drift of the
surface charge on short timescales.
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Figure 3.18: A plot of the surface charge on a silica sample changing over timescales
that are much quicker than what would be expected from the correlation time of the
movement of the surface charge. When an additional grounded plate is positioned
above the probe, at the correct height, the drift stops.
3.6 Conclusion
The Kelvin probe is an extremely useful and well established surface analysis
instrument. In this chapter it was shown that the signal that is obtained
using the Kelvin probe set up can be modeled accurately when compared to
measurements. The model does not take into account external noise sources,
such as stray capacitance, therefore, this shows that the measurements taken
with this Kelvin probe set up are not greatly affected by spurious noise sources.
Using a calibration method devised by Davies [104] it was possible to con-
vert a measured probe voltage into a surface charge density. This calibration
was vital in producing a meaningful result from the Kelvin probe, since a sur-
face charge density can be used to estimate the charging noise that would be
expected from a given measurement.
Chapter 4
Mitigating Surface Charge
Using an AC Glow Discharge
The potential for excess noise due to surface charge on gravitational wave
detector optics has led to promising research into different in situ charge mit-
igation processes. A brief overview of these methods was given in Chapter 2,
but in this chapter a method that utilises an AC glow discharge to reduce
excess surface charge on bare fused silica and fused silica with a TiO2 doped
Ta2O5/SiO2 multi-layer coating will be discussed.
Glow discharge processes have a wide variety of industrial applications such
as fluorescent lighting [118], plasma reactors [118], deposition of thin films
[119], and static elimination [120]. The advantage of using a glow discharge
for static elimination is that both positive ions and free electrons are produced
in the process, therefore, it would be possible to neutralise both polarities of
surface charge using just one procedure instead of two, hence why it was chosen
for this investigation. The flow of the charged particles is controlled using
a Proportional-Integral-Derivative (PID) controller. This allows an almost
neutral flow of particles to be maintained to ensure the charge on the surface
of the sample under test is reduced to a minimum for both polarities of surface
charge.
The experimental set up of the glow discharge apparatus will be discussed
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in this chapter. This will include a description of how a glow discharge is
generated and a description of how the PID controller functions. The results
presented include surface charge density measurements of silica samples, taken
with the Kelvin probe described in Chapter 3, before and after the glow dis-
charge procedure. The charging noise that would be expected, based on the
Kelvin probe measurements, will be modeled to show that the surface charge
density on the silica samples is reduced to a level that will not limit a future
gravitational wave detector like aLIGO. To show that this charge mitigation
procedure does not cause a significant amount of damage to the TiO2 doped
Ta2O5/SiO2 multi-layer coating, an analysis on the transmittance of the coated
samples after the charge mitigation process is also presented in this chapter.
4.1 Electric Glow Discharges
4.1.1 Introduction to Gas Discharges
Ionised gas, or plasma, can be created by an electrical gas discharge. A classical
gas discharge can be created using an evacuated vacuum vessel containing two
separated parallel plate electrodes. The vessel is generally filled with a noble
gas, with argon being a common choice, at a pressure between 0.1 and 10Torr.
A diagram of the vacuum vessel described above is shown in Figure 4.1.
 
Vacuum Vessel Filled 
with a Noble Gas 
Cathode Anode 
Figure 4.1: A diagram of a classical gas discharge tube. The tube is typically made
of glass and usually contains a noble gas at a low pressure.
When a potential difference is applied between the two electrodes an electric
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discharge can be created. The type of electrical discharge created depends on
the voltage and discharge current characteristics of the set up. A graph of the
different gas discharge regimes that can arise is shown in Figure 4.2.
Introduction to plasma theory and reactor types 30
3.1. The region of interest for the processes which are to be considered later
in this c apter is the glow discharge regime. However, a b ief desription of
the other regions will be included for completeness.
Figure 3.1: The dierent regimes through which a DC discharge progresses
as the ion current increases [22].
A: Dark discharge
The dark discharge region is so called because it gives o no light except
for some of the more energetic corona discharges. This is the section of
the current-voltage curve below the glow region. As the applied voltage
is increased the current measured in the discharge tube changes through a
number of stages. These are:
Background ionisation
Ionisation caused by cosmic rays etc. means that there will always be a
nite amount of free charge within a gas. Applying a low potential begins to
slowly sweep this charge toward the anode and cathode for electrons/ ions
respectively. The current, I, generated in this region increases with applied
Figure 4.2: Voltage and discharge current characteristics of electrical gas discharges.
The axes on the plot show breakdown voltage on the y-axis and discharge current
along the x-axis. The plot shows that electrical gas discharges go through many
different forms as the voltage and current are changed. The letters A-J mark the
boundaries of each of the regimes shown on the plot. This plot is reproduced from
[118].
As can be seen from Figure 4.2, there are three broad regions of low pressure
DC electric discharges; dark, glow and arc discharges. The types of discharge
that are of int rest to the work presented in this thesis are the glow discharge
regime, which will be discussed further in this chapter, and the corona discharge
regime which will be discussed in Chapter 5.
4.1.2 The Glow Discharge Region
A glow discharge can be created by applying a potential, typically at a few
hundred volts, across a volume of gas. As electrons are accelerated from the
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cathode they will collide with neutral gas atoms creating ions and free electrons.
If the electron energy and electron number density are high enough visible
light will be produced by excitation collisions, hence the plasma is called a
glow discharge. The newly created positive ions will be driven towards the
cathode and the newly created free electrons, and negative ions, will accelerate
towards the anode. This new population of charged particles will collide with
more neutral gas atoms creating a self-sustaining discharge as this process is
continually repeated.
A glow discharge contained within a classic discharge tube, as described
earlier, has a distinctive structure. The structure of a typical glow discharge
is shown in Figure 4.3 and the different regions of the glow discharge will be
discussed briefly here.
 
 
 
 
     
Cathode Anode 
Aston Dark 
Space 
Cathode 
Glow 
Negative 
Glow 
Faraday 
Dark Space 
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Anode Glow
Anode Dark 
SpaceCathode 
Dark Space
Figure 4.3: A diagram showing the structure of a glow discharge. Glow discharges
can have several distinctive dark and luminous regions that arise along the axial
length of the discharge.
4.1.2.1 Aston Dark Space
The Aston dark space is a region of the glow discharge with a high electric field
and a negative space charge1 as it is mainly filled with electrons that are in the
process of being driven away from the cathode. These electrons have not yet
1Rather than treating each region of the glow discharge as being filled with distinct point-
like charges it is more common to treat the region as a charge distributed over a volume of
space called a space charge.
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been accelerated to energies that are capable of creating excitation collisions
with the neutral gas atoms in the discharge tube, therefore, this area remains
dark. The Aston dark space is sometimes difficult to see in a glow discharge
as it is often obscured by the cathode glow.
4.1.2.2 Cathode Glow
The cathode glow is a region of high ion density. This is due to the large
number of positive ions moving towards the cathode. Some of these positive
ions will be excited due to collisions with free electrons moving away from the
cathode and will emit a photon which gives rise to the luminosity in this region.
The length of the cathode glow changes depending on the type of discharge
gas and the pressure of the gas.
4.1.2.3 Cathode Dark Space
The cathode dark space is a dark region that follows the cathode glow. No
excitation collisions take place in this region because the electrons being driven
from the cathode will have lost energy during the collisions that occurred in
the cathode glow region. The moderate electric field in this region is able to
accelerate these electrons to a point where excitation collisions can occur in
the next section of the glow discharge, the negative glow region. This, again,
is an area of high ion density.
4.1.2.4 Negative Glow
The negative glow region is where the most intense ionisation and excitation
takes place. Consequently, this is where the luminosity of the glow discharge
is most intense. The electron number density is high in this region as this is
where most of the electron current is carried.
4.1.2.5 Faraday Dark Space
After the negative glow region the electrons are slowed down sufficiently enough
to halt any ionisation by excitation. As a result, the region after the negative
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glow region has very little light emission and is called the Faraday dark space.
In this region the electron number density tends to decrease as the electrons
recombine with ions in this region.
4.1.2.6 Positive Column
The region after the Faraday dark space is the positive column which is the
region that most resembles a classical description of a plasma due to the fact
that it is quasi-neutral. The electric field in the positive column is just large
enough to maintain the level of ionisation necessary to continually generate
this quasi-neutral state. Since the positive column is almost neutral it has a
very uniform glow.
4.1.2.7 Anode Glow
At the end of the positive column there is a slightly brighter region called the
anode glow. The anode glow is a boundary of positive space charge between
the positive column and the anode dark space. This arises due to the fact
that the region immediately in front of the anode, the anode dark space, has
a negative space charge. The anode glow helps draw electron current from the
positive column to the anode.
4.1.2.8 Anode Dark Space
The anode dark space is often referred to as the anode sheath. A plasma sheath
arises when an excess of a particular polarity of charge on the surface of an
electrode attracts particles of the opposite polarity from the plasma. Since the
plasma is quasi-neutral this layer of charges attracted to the electrode acts as
a barrier between the plasma and the electrode and is often referred to as a
sheath. The anode attracts electrons from the positive column and, therefore,
there is a negative space charge in this region creating a sheath around the
anode.
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4.1.3 Paschen’s Law
In the late 1800s Friedrich Paschen discovered that the breakdown voltage of
a gas, Vb, between two parallel plate electrodes is a function of the product
of the gas pressure, p, and the electrode distance, d, [121]. Paschen’s work
also shows that the breakdown voltage decreases with the product dp up to
a point where it reaches a minimum value called the Paschen minimum. If
dp is decreased further, beyond the Paschen minimum, the breakdown voltage
starts to rise again. The breakdown voltage can be calculated using Paschen’s
Law [121, 122],
Vb =
Bpd
ln (Apd)− ln
(
ln
(
1 + 1
γ
)) , (4.1)
where A and B are the Paschen coefficients for the particular gas used and γ
is the electron emission coefficient. The electron emission coefficient is simply
the number of electrons emitted from the cathode per incident ion or pho-
ton. Paschen curves for air (nitrogen) and argon that were calculated using
Paschen’s law are shown in Figure 4.4.
In a glow discharge, the area that encompasses the region from the surface
of the cathode electrode to the negative glow is often referred to as the cathode
region. At low pressures, the cathode region will adjust its axial length, dc, in
order to establish a minimum value of the product dcp where,
dcp ≈ (dp)min . (4.2)
The product (dp)min corresponds to the minimum breakdown voltage of the
gas, or the Paschen minimum. At the Paschen minimum the glow discharge
maintains itself under conditions of a minimum cathode fall voltage and power
dissipation. The cathode fall voltage will be approximately equal to the mini-
mum breakdown voltage of the gas under this condition.
For this investigation a nobel gas should, ideally, be used as the discharge
gas. This is because noble gases are unreactive and therefore shouldn’t damage
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Figure 4.4: Paschen curves for air and argon gas. The Paschen coefficients and the
electron emission coefficient required for these plots were taken from [123].
the multi-layer reflective coating on the coated samples. Argon was chosen as
the discharge gas because it is used in the deposition process of the reflective
coating [124], therefore, it is very unlikely that ionised argon would damage
the coating. Argon is also a sensible choice in terms of trying to minimise the
energy of the electrons and ions created from the glow discharge as it has quite
a low Paschen minimum compared to other noble gases that were considered,
such as nitrogen. Since argon breaks down more easily, the driven electrode
voltage can be kept as low as possible and, therefore, reduce the possibility of
damaging the sensitive multi-layer coating through the emission of UV light.
4.1.4 AC Glow Discharges
In the set up that will be described in Section 4.2 an AC glow discharge was
used. The reason this was used instead of a DC glow discharge was because it
was found that when the glow discharge was operated with a DC power supply
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there was always a residual charge on the silica samples after the discharge was
turned off. This residual charge was of the same polarity as the voltage that
was being applied to the driven electrode, with the second electrode remain-
ing grounded. The explanation for this is likely that the plasma potential is
slightly negative when a negative potential is applied to the driven electrode
and slightly positive when the applied voltage is positive. Figure 4.5 shows
how the potential may vary between the two electrodes with a square wave
signal of amplitude V0 applied to the driven electrode.
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Figure 4.5: Diagram (a) shows how the potential across the glow discharge may vary
during the negative cycle of the square wave signal and diagram (b) shows how the
potential across the discharge may change during the positive cycle of the square
wave signal. V0 is the amplitude of the square wave signal applied to the driven
electrode.
Using an AC square wave signal reduced the residual charge on the silica
samples. However, it was extremely difficult to ensure that the plasma voltage
was the same magnitude, but opposite in sign, for both positive and negative
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cycles of the square wave signal. To get the glow discharge as close to neutral
as possible a DC offset was applied to the square wave. Using the DC offset
allowed the flow of charges arriving at the sample to be finely tuned so that the
flow was almost neutral. Pictures of the glow discharge electrodes used for this
investigation can be seen in Figures 4.6 and 4.7. Figure 4.6 shows the glow
discharge plates while the glow discharge is not in operation and Figure 4.7
shows the glow discharge plates in use.
Figure 4.6: Glow discharge electrodes po-
sitioned inside the vacuum tank.
Figure 4.7: Glow discharge electrodes
during operation.
4.2 Experimental Set Up
For the charge mitigation experiment discussed in this chapter, the vacuum
tank that housed the Kelvin probe described in Chapter 3 was used. Two
aluminium plates were bolted to the inner structure of the vacuum chamber
to make up the parallel plate electrode arrangement that produced the glow
discharge. This geometry was chosen for simplicity. Each plate was 50 mm×
50 mm × 5 mm and they were spaced approximately 30 mm apart. One
electrode was earthed while the other plate, the driven electrode, was connected
to a Matsusada Precision Inc. AMT-1.5B40 high voltage amplifier. The high
voltage amplifier had a Hewlett Packard 33120A waveform generator connected
4.2 Experimental Set Up 97
to its input that supplied a 1 kHz square wave signal to the amplifier. This
is a similar set up to that used by A. Ohsawa [120] for making a precisely
balanced ioniser, however, a much simpler electrode geometry is used here and
the pressure at which the discharge is generated is considerably lower in this
investigation.
It was observed that the high voltage amplifier had a noticeable decay
time when it was turned off, probably caused by discharging capacitors in the
amplifier, that would cause an undesired residual charge to be deposited on
the surface of the sample. This problem was solved by using a Panasonic
AQV254 solid state switch to disconnect the voltage to the driven electrode
immediately when required. The solid state switch uses back-to-back MOS-
FETs which allow the AC current to flow through the device when activated.
Unlike mechanical switches, this solid state switch uses optical coupling to
turn the switch on/off. An LED is activated by an externally applied control
voltage, of 5 V, which illuminates a photodiode. The current produced by the
photodiode opens the gates on the MOSFETs so that current can flow through
the device. When the switch required to be closed the supply current to the
LED was grounded, thus closing the gates of the two MOSFETs.
In order to maintain an almost neutral flow of both positive and negative
charge carriers, a Proportional-Integral-Derivative (PID) servo controller was
implemented using LabVIEW. A Faraday cup [125], whose output was read by
a Keithley 2000 multimeter and connected to the PID controller, was used to
monitor the current of the charged particles flowing from the glow discharge.
The Faraday cup was placed at a similar distance from the glow discharge as
the silica sample in order to measure an identical current from charged particles
arriving at the silica sample from the discharge. The current arriving at the
Faraday cup was too small to measure with appreciable accuracy, therefore,
a current-to-voltage converter was used to change the current into a voltage
that could be measured more easily. A circuit diagram of the current-to-voltage
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converter used in this experiment is shown in Figure 4.8.
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INOUT IV
510=
 
Figure 4.8: A circuit diagram of the current-to-voltage converter used to convert the
current measured by the Faraday cup into a voltage that could be measured with the
Keithley multimeter.
If the voltage measured by the Keithley multimeter deviated from zero the
PID controller changed the DC offset of the signal produced by the waveform
generator to keep the flow of charged particles almost neutral. The algorithm
used by the PID controller to calculate the change in the DC offset required
will be discussed in Section 4.2.1.
It was noticed that the voltage signal from the unshielded Kelvin probe
fluctuated wildly while the glow discharge was in operation. After the glow
discharge was turned off the probe signal took a few hours to settle back to a
steady value, so a box was constructed from a thin sheet of stainless steel to
shield the probe. The box was cut into two sections, a small section that was
bolted to an aluminium plate above the Kelvin probe and a larger section that
was bolted next to the sample on the sample stage. To shield the probe, the
stage was moved so that the large section was positioned underneath the probe
and then the stage was moved up, in the z direction, until the small section
slotted inside the larger section. This completely shielded the Kelvin probe
from the glow discharge. Figure 4.9 shows the Kelvin probe shielded in the steel
box. The Faraday cup and a silica disc sample can also be seen in Figure 4.9.
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Figure 4.10 shows the unshielded Kelvin probe taking a measurement of the
silica disc. A schematic diagram of the entire glow discharge set up is shown
in Figure 4.11.
 
Silica Disc 
Faraday Cup
Kelvin Probe 
Shield 
Figure 4.9: A photograph of the sam-
ple stage set up for the glow discharge
procedure. The Kelvin probe is shielded
inside a stainless steel box and the Fara-
day cup monitors the current produced
by the glow discharge near the sample.
Figure 4.10: A photograph of the Kelvin
probe unshielded and in position to take
a measurement of the surface charge
density on the fused silica disc.
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Figure 4.11: A schematic, aerial view, diagram showing the glow discharge experi-
mental set up.
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4.2.1 PID Servo Control System
A PID control system is possibly the most common type of feedback control.
It is a common choice of controller due to its simplicity, intuitiveness and wide
application range [126]. A PID controller changes one of the process variables
of a system in order to obtain the desired response from the system. For this
experiment a closed-loop PID controller was used to maintain a neutral flow of
charged particles from the glow discharge. A PID controller was also used for
the torsion balance experiment discussed in chapters 6 and 7, however, a full
explanation of the general PID control algorithm used for both experiments
will be given here.
Initially, the controller calculates the difference between the measured out-
put of the system, M , and the desired output of the system, N , in order to
evaluate the deviation from the desired system output. The desired system
output is set by the user and is hereafter referred to as the set point. The
deviation from the set point is called the error, e, where,
e = M −N. (4.3)
Once the error is calculated, the controller can then calculate the appropriate
P, I and D action to apply to the process of the system by using a basic PID
algorithm.
4.2.1.1 The P, I and D Action
The proportional term affects the instantaneous error of the system and is used
to shorten the system response time. The proportional term applies control
action, up, that is proportional to the error of the system at a given instant.
Thus, the proportional term is just a constant, called the proportional gain,
Kp, multiplied by the error at time, t, where,
up(t) = Kpe(t). (4.4)
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A controller that only uses a proportional control term is adequate for
systems that only encounter small deviations from the desired set point [126],
however, this type of controller will usually generate a steady offset. In order to
remove this offset an integral term can be added to the controller to create a PI
controller. The integral term corrects for the summation of the instantaneous
error over a time, τ , by applying control action, ui,
ui(t) = Ki
∫ t
0
e(τ)dτ, (4.5)
where Ki is the integral gain.
A PI controller is also adequate for some situations, however, it is often
useful to include a derivative action for fuller control of the system. The
derivative action of a PID controller helps account for predicted future changes
of a system by determining the rate of change of the error. This helps to
reduce overshoot caused by the integral term. The derivative action, ud, can
be determined from multiplying the rate of change of the error by the derivative
gain, Kd,
ud(t) = Kd
de(t)
dt
. (4.6)
When the different types of action have been evaluated they are simply
summed to give the complete control action, u, where,
u(t) = Kpe(t) +Ki
∫ t
0
e(τ)dτ +Kd
de(t)
dt
, (4.7)
in the time domain or,
u(s) = Kp +
Ki
s
+Kds, (4.8)
in the Laplace domain. The complete PID process is shown in the form of a
schematic in Figure 4.12.
It was found that for the charge mitigation work the derivative action could
be set to zero because the controller worked well enough without it. A plot of
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Figure 4.12: A schematic diagram showing the PID feedback controller process.
the voltage read by the Keithley multimeter during the glow discharge process
is shown in Figure 4.13. During this time the PID controller changes the DC
offset of the waveform generator in order to achieve the set point desired.
It can be seen that in Figure 4.13 there are some spikes that arise in the
Faraday cup data. These spikes are mainly due to the waveform generator
automatically changing its current limiter settings during the glow discharge
process. As the current limiter changes, there is an audible click from the
waveform generator and the driven electrode receives a small current surge.
This caused a burst of extra charged particles to be created in the glow dis-
charge which resulted in a spike in the current measured with the Faraday cup.
Changes in gas pressure also led to occasional discharges between the driven
electrode and other nearby grounded surfaces which also caused spikes in the
Faraday cup measurements.
4.3 Results
For this investigation a one inch fused silica disc and a silica sample with a
TiO2 doped Ta2O5/SiO2 multi-layer reflective coating were used in the glow
discharge procedure. The silica disc was used in order to show that the glow
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Figure 4.13: An example plot of the voltage read by the Keithley multimeter from the
current-to-voltage converter during the glow discharge process. The PID controller
changes the offset of the square wave voltage signal being applied to the driven elec-
trode. This changes the current that flows from the glow discharge. The set point
was −1 .32 mV because this was the offset of the current-to-voltage converter when
the glow discharge was turned off.
discharge could reliably reduce the surface charge density on silica and the
coated sample was used to show that the glow discharge would not damage
the multi-layer reflective coating. These samples are shown in Figure 4.14.
It is also possible that the rear face of the test mass could become charged by
touching the ESD on the reaction mass. A reliable charge mitigation procedure
would have to work in the small gap between the test mass and the reaction
mass to reduce the surface charge density on the optic. The aLIGO test masses
are wedged, and so the distance between them and the reaction masses varies
slightly. The smallest distance between the reaction masses and the test masses
is 5 mm, therefore, the glow discharge process was tested for this separation
distance. To simulate this scenario, a scale model of this set up was created
using two three inch fused silica discs spaced approximately 1.1 mm apart.
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Charge mitigation using glow and corona discharges 4
used in this work was a commercial Besocke Delta Phi‖ Kelvin probe S and a Kelvin
probe 07 control unit was used to amplify the probe signal. This signal was then
read into a peripheral component interconnect (PCI) 6229 ADC on a PC running a
LabVIEW control program.
The Kelvin probe is situated in a vacuum tank that can achieve pressures of
< 1 × 10−5Torr using a Varian SH-110 dry scroll pump and Varian Turbo-V 301
navigator pump. Inside the vacuum chamber is an inner structure that has the
Kelvin probe and sample stage motors secured to it. The sample stage is attached
to a set of Thorlabs NST100 nanostep cross roller bearing stage motors, in an x,
y, z configuration, which allows the sample to be moved remotely. To monitor
the pressure inside the vacuum chamber a Varian ConvecTorr gauge was used for
pressures down to 1 × 10−3Torr and a Varian IMG-100 inverted magnetron gauge
was used for pressures less than 1× 10−3Torr.
Figure 2. A view of the
Kelvin probe and a silica
sample. The steel box, on the
left hand side of the sample,
was attached to the sample
stage and therefore could be
moved to completely cover the
Kelvin probe during a glow
discharge.
Figure 3. A picture of a
silica disk (left) and a silica
sample with a TiO2 doped
SiO2/Ta2O5 multi-layer coat-
ing (right).
2.1.1. Kelvin probe calibration The Kelvin probe was calibrated using the method
of D. K. Davies [17] for calibrating electrometers. The surface charge density, σ, on
‖ http://www.besocke-delta-phi.de/
Figure 4.14: A photograph of a silica disc (left) and a silica sample with a TiO2
doped Ta2O5/SiO2 multi-layer coating (right).
This set up is shown in Figure 4.15.
Figure 4.15: A photograph of the set up required to show that the glow discharge
procedure was capable of mitigating charge between two closely spaced optics.
4.3.1 Surface Charge Measurements
In this section the surface charge density measurements of the one inch silica
disc sample and the coated sample will be considered first. The samples were
charged negatively by rubbing them with a section from a rubber o-ring or
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charged positively by rubbing them with a small, soft bristled, paint brush
and then placed under vacuum (∼ 10−4 Torr). A 10 mm× 10 mm scan of the
disc sample was then taken with the Kelvin probe, while a 6 mm × 6 mm
scan was taken for the coated sample due to smaller sample size, so that the
charge on the surface of the sample before the discharge process could be
estimated. Once this had been completed the Kelvin probe was shielded with
the grounded steel box to prevent it being affected by the glow discharge. The
turbo pump was then turned off and a small flow of argon gas was released
into the chamber using a needle valve. Once the chamber had reached a steady
pressure of approximately 10 mTorr the glow discharge was turned on. Whilst
the glow discharge was on, the graphical output of the PID controller was
monitored to identify when the servo effort had reached a constant value. The
set point in this case was the voltage measured by the Keithley multimeter
when there was no glow discharge active in the chamber. When a stable set
point had been achieved the solid state switch was deactivated to cut the power
supply to the driven electrode, the gas flow was turned off and the turbo pump
was re-started. Once the turbo pump was at full pumping speed the Kelvin
probe was unshielded and another scan of the sample was taken. Examples
of Kelvin probe scans of the coated silica sample before and after the charge
mitigation process are shown in Figures 4.16 and 4.17.
The total time for setting up the process was 20-30 mins, however, the
actual discharging part of the process only took around 2 mins on average.
This procedure was repeated ten times for the silica sample and twenty times
for the coated sample. The magnitude of the average surface charge density,
¯|σ|, before and after the charge mitigation process, the standard deviation
between each Kelvin probe scan and the systematic error from the Kelvin
probe calibration are presented in Table 4.1.
To put these results into context an estimate of the resultant charging noise
in aLIGO was predicted using the method described in Chapter 2. A plot of
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Figure 4.16: Kelvin probe scan of
the surface charge density across the
coated silica sample before the glow dis-
charge procedure. The average surface
charge density across the scanned area
is 2 .42 × 10−8 C/m2.
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Figure 4.17: Kelvin probe scan of the
surface charge density across the coated
silica sample after the glow discharge
procedure. The average surface charge
density across the scanned surface is
−9 .55 × 10−10 C/m2.
Table 4.1: Results of the Kelvin probe measurements of the silica samples before
and after the glow discharge procedure.
Sample ¯|σ|abefore ¯|σ|after Stand. Dev. Systematic Error(
C/m2
) (
C/m2
) (
C/m2
) (
C/m2
)
Silica > 5.8× 10−8 9.45× 10−10 3.03× 10−10 8.22× 10−10
Coated Silica > 5.8× 10−8 1.68× 10−9 2.72× 10−10 1.46× 10−9
a Only a lower limit is given for ¯|σ|before because the Kelvin probe signal was saturated on
most of the measurements
the total aLIGO noise budget, the charging noise after the glow discharge pro-
cedure and the charging noise before the glow discharge procedure are shown in
Figure 4.18. Only a lower limit estimate of the charging noise predicted before
the charge mitigation procedure could be given since the Kelvin probe signal
had saturated during these measurements. As can be seen in Figure 4.18, the
resulting charging noise from the glow discharge procedure investigated here
would not limit the low frequency performance of aLIGO.
The results of mitigating excess surface charge between the two three inch
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Figure 4.18: Resulting charging noise after the glow discharge process, red line,
compared to the aLIGO noise budget, black line. A lower limit estimate of the
charging noise before the charge mitigation procedure is also shown, green dashed
line.
silica discs will now be discussed. The smallest spacing between the aLIGO
test masses and the reaction masses is just 5 mm, therefore, an in situ charge
mitigation procedure for advanced detectors would have to be able to reduce
the charge in this gap. In order to show that the glow discharge procedure
investigated here was capable of this, a scale model of this set up was created
using two three inch silica discs. The test masses and reaction masses of aLIGO
are 340 mm in diameter, therefore, the set up used in this investigation was
approximately 4.5 times smaller than the real aLIGO set up. This meant that
the gap between the two three inch discs was set to 1.1 mm.
The silica disc attached to the sample stage was charged by rubbing it with
a section of a rubber o-ring while no excess charge was deposited on the second
disc. A 28mm×28mm scan of the sample was taken before and after the glow
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discharge process with the Kelvin probe. Unfortunately, due to obstructions
in the vacuum tank, this was the largest scan size that was possible. To get as
large a scan of the surface as possible, the scan was also offset from the centre
of the disc. Kelvin probe scans of the charged silica disc before and after the
discharge process are shown in Figures 4.19 and 4.20.
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Figure 4.19: Kelvin probe scan of the
surface charge density across the three
inch silica sample before the glow dis-
charge procedure. The average surface
charge density across the scanned area
is 7 .25 × 10−8 C/m2.
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Figure 4.20: Kelvin probe scan of the
surface charge density across the three
inch silica sample after the glow dis-
charge procedure. The average surface
charge density across the scanned sur-
face is −3 .59 × 10−9 C/m2.
The same procedure, described earlier in this section, was followed for the
two three inch silica disc samples except the glow discharge was left on for
30 mins. The reason for this was because it was found that the surface charge
density on the charged silica disc did not diminish as quickly using discharge
times of a few minutes.
By comparing Figures 4.19 and 4.20 it can be seen that this charge mit-
igation procedure does reduce charge between the two silica discs. It should
also be noted that there are high patches of localised positive and negative
charge before the charge mitigation procedure, but after, the charge distribu-
tion across the scanned area is a lot more uniform. This is highlighted by
looking at the highest peak and lowest trough values in Figures 4.19 and 4.20.
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The highest peak in Figure 4.19 deviates from the mean by 3.95× 10−8 C/m2
and the lowest trough deviates from the mean by 9.10×10−8C/m2. However, in
Figure 4.20 the highest peak only deviates from the mean by 1.03×10−8 C/m2
and the lowest trough only deviates from the mean by 1.32× 10−8 C/m2. The
fact that the maximum deviations from the mean have decreased after the glow
discharge procedure, and that the maximum deviations are closer to being the
same value, shows that the surface of the silica sample is more uniform than
it was before the discharge procedure. Figure 4.21 shows a rescaled Kelvin
probe scan of the silica disc after the glow discharge procedure. This shows
that even on the higher resolution scale the surface charge density is a lot more
uniform across the surface of the optic. This part of the investigation was not
as extensive as the previous part because this was purely to show that it was
possible to discharge in a gap between two silica masses.
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Figure 4.21: A rescaled plot of the Kelvin probe scan of the surface charge density
across the three inch silica sample after the glow discharge procedure. On a higher
resolution it can be seen that the surface charge across the surface of the disc is still
reasonably uniform.
These results show that the glow discharge charge mitigation process pre-
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sented in this chapter is a consistent and reproducible way of reducing the
surface charge density on fused silica and fused silica with a TiO2 doped
Ta2O5/SiO2 multi-layer coating. The method is also robust since the parts
that actually create the discharge only consist of two aluminium plates, so it
is highly unlikely that the apparatus should fail. This is a distinct advantage
over other methods of charge mitigation that use electron and ion guns as an
ioniser since they contain filaments that could break under vacuum and would
have to be replaced.
4.3.2 Transmission Measurements
When creating a process to discharge the detector optics it was of critical
importance that the process did not damage the reflective coating in any way.
To ascertain whether the glow discharge did affect the transmission of the
optical coating the transmission of each sample was measured to see if any
significant change could be observed. The transmission of a coated sample
that had undergone the glow discharge process 20 times was compared to
the transmission of a coated sample that had not been exposed to the glow
discharge.
The transmission measurements were taken using a Sentech SE800-PV
spectroscopic ellipsometer, shown in Figure 4.22. The ellipsometer shines light
of varying wavelengths between a light source and a detector in order to mea-
sure the intensity, and polarisation, of the light over a range of wavelengths.
The transmission of a sample is then measured from the ratio of the intensi-
ties of the light detected when a sample is not between the light source and
the detector and when a sample is placed between the light source and the
detector.
The wavelength range scanned was 850− 1200 nm with 1064 nm being the
wavelength of interest since this is the wavelength of the laser that will be
used in aLIGO. For a TiO2 doped Ta2O5/SiO2 coating the reflectivity should
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Light Source  Detector
 Figure 4.22: A photograph of the ellipsometer used to measure the transmission of
the coated silica samples used in this investigation. The arm which contains the light
source and the arm which contains the detector are highlighted in the picture.
be approximately 99.9 % at 1064 nm, therefore, if the sample is undamaged
by the discharge process a transmission of about 0.1 % should be measured.
The transmittance of the two samples were measured 40 times each in order to
obtain two adequately sized data sets to analyse. A transmission measurement
of a coated sample is shown in Figure 4.23 and the full results of the transmis-
sion measurements are shown in Table 4.2. These results include: the average
transmission of the samples at 1064 nm, the standard deviation and the error
on the mean transmission values. All the data taken for these measurements
are represented in the histograms shown in Figure 4.24.
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Figure 4.23: An example of the transmission data taken using the ellipsometer. The
plot on the left shows the transmission data for the full wavelength range measured.
The plot on the right shows the data for a smaller wavelength range so that the
transmission at 1064 nm can be more easily seen. The transmittance of a coated
silica sample at 1064 nm is almost zero, as expected.
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Figure 4.24: A histogram of all the transmission measurements of the glow discharge
sample and the reference sample. The histogram on the left fits well to a Gaussian
distribution, however, the histogram on the right does not fit as well to a Gaussian
distribution. It is likely that some more data points would help increase the R2
of the fit as the transmission data of the reference sample taken for the corona
measurements (see Chapter 5) gives a good fit to a Gaussian distribution.
Table 4.2: Results of the transmission measurements of the reference sample and
the glow discharge sample.
Sample Average Transmission Standard Deviation Error on Mean
(%)
Reference 1.23× 10−1 5.27× 10−2 8.34× 10−3
Glow 1.36× 10−1 5.46× 10−2 8.63× 10−3
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4.3.2.1 Student’s t-test
The transmission data in Table 4.2 was analysed using Student’s t-test [127].
Student’s t-test is a standard statistical test for comparing the means of two
independent samples, in order to test the null hypothesis that there is no
significant difference between the means of the populations from which the
two samples were drawn.
Under the null hypothesis, and the assumption that the two populations
are each well characterised by a normal distribution, the t-test statistic allows
the computation of a confidence interval and a p-value for the difference of the
population means. The confidence interval indicates the interval in which the
difference of the population means should lie. Ideally the confidence interval
should contain zero for the measurements presented here as this would indicate
that the means of the two data sets are the same. A p-value which measures
the probability, given that the null hypothesis were true, that we would obtain
a difference in the sample means as large or larger than that obtained with
the actual data is also acquired from Student’s t-test. The test is carried out
at a confidence level of 95%, thus, a p-value less than 0.05 would indicate
poor support for the null hypothesis while a p-value greater than 0.05 would
indicate that the data were consistent with being drawn from populations with
the same mean value.
For this analysis the Student’s t-test function in Matlab was used to com-
pare the mean transmissions of the coated sample which had undergone the
charge mitigation procedure, the Glow data set, and the coated sample which
had not been exposed to the glow discharge, the Reference data set. The
results of this analysis are presented in Table 4.3.
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Table 4.3: Results from the Student’s t-test analysis carried out on the transmission
data of the reference sample and the glow discharge sample.
Samples p-value Confidence Intervals
Reference and Glow 0.39 −3.40× 10−2, 1.33× 10−2
From the results presented in Table 4.3 it can be seen that a fairly high
p-value was obtained when the means of the Glow and Reference data sets
were compared, thus indicating that the samples are consistent with being
drawn from populations with the same mean value. Consequently, we also
see that the confidence interval for the difference of means includes the value
zero. This also suggests that the samples are consistent with being drawn from
populations with the same mean value. This analysis strongly suggests that
the glow discharge process did not cause an observable change in the optical
properties of the multi-layer coating.
4.3.2.2 Kolmogorov-Smirnov test
To serve as a check to the Student’s t-test analysis a Kolmogorov-Smirnov
test (K-S test) [128] was also carried out on the data. The reason for this is
that the K-S test does not make any assumptions about the distribution of
the data sets whereas Student’s t-test assumes that the data sets are normally
distributed.
The K-S test is a statistical test for comparing the empirical cumulative
distribution functions of two samples in order to test the null hypothesis that
there is no significant difference between the populations from which the two
data sets were drawn. The cumulative distribution function of a data set
describes the probability that we would obtain a measurement less than or
equal to that already obtained with the actual data.
As well as calculating a p-value, the K-S test calculates a test statistic,
the K-S test statistic, which quantifies a distance between the empirical cu-
mulative distribution function of the coated sample used in the glow discharge
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experiment and the empirical cumulative distribution function of the reference
sample. If a large value for the K-S test statistic is obtained then it is unlikely
that the two data sets are drawn from the same data population and, there-
fore, a low p-value will be calculated. As with Student’s t-test, the K-S test
was carried out at a confidence level of 95%, hence p-values greater than 0.05
would indicate that the test has failed to reject the null hypothesis that the
reference sample data and glow discharge sample data are drawn from data
populations with the same mean value.
Table 4.4: Results from the Kolmogorov-Smirnov test analysis carried out on the
transmission data of the reference sample and the glow discharge sample.
Samples p-value K-S Statisitc
Reference and Glow 0.724 0.15
From the results presented in Table 4.4 it can be seen that, again, a high
p-value was obtained when the Glow and Reference data sets were compared,
thus reinforcing the hypothesis that the samples are consistent with being
drawn from the same population. This is a strong indication that the glow
discharge procedure did not cause substantial observable damage to the TiO2
doped Ta2O5/SiO2 multi-layer reflective coating. To give a clearer indication
of how similar the two data sets are, a plot of the empirical cumulative distri-
bution functions of the Reference and Glow data is shown in Figure 4.25.
It should be noted that these measurements were taken only to check for
large changes in the transmission of the coated sample. With these measure-
ments the analyses could only detect changes in transmission of approximately
200ppm. The sensitivity of approximately 200 ppm was calculated by creating
mock data sets that had a similar standard deviation to the real data but a
different mean value. The analyses were performed with the mock data and
the reference sample data and a detectable difference was registered by the
rejection of the null hypothesis. The empirical cumulative distribution func-
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Figure 4.25: A plot of the empirical cumulative distribution functions of the trans-
mission data obtained from transmission measurements of the reference sample, blue,
and the glow discharge sample, red. The mock data, black, shows a cumulative dis-
tribution function that would cause the K-S test to reject the null hypothesis. The
plot shows the probability, F (x), of obtaining a transmission less than or equal to
the data already obtained, x.
tion of the mock data is shown in Figure 4.25. The aLIGO mirrors require an
absorption level of less than 1 ppm and with these measurements it was not
possible to achieve this level of sensitivity. Therefore, the effect of this charge
mitigation procedure will have to be investigated further in order to confirm
whether it would be appropriate for use in future detectors.
4.4 Discussion
The results presented in this chapter show that, in principle, a glow discharge
using argon gas could be used to effectively reduce electrostatic charge on the
test masses of a future gravitational wave detector like aLIGO. However, there
are some concerns that must be addressed before this procedure can be deemed
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appropriate for use in aLIGO.
The largest source of error in this procedure is getting the discharge gas
to a steady pressure in the vacuum chamber. If the pressure fluctuates then
it is much harder to get a steady glow discharge. This problem could possibly
be solved by having the discharge gas flow into the vacuum chamber through
a flow regulator. In this investigation the gas was released into the vacuum
chamber through a needle valve which made it difficult to maintain a constant
pressure in the vacuum tank.
With a glow discharge there is the possibility that UV could be produced
which, as mentioned earlier, can cause damage to the multi-layer coating. How-
ever, the voltage on the driven electrode is kept as low as possible in order to
reduce this possibility. Improvements to this procedure were also considered
which would eliminate the possibility of UV emission. If the glow discharge
could be contained in some way that prevented any UV light illuminating the
test mass, and yet still allow the ionised gas to flow to the surface of the test
mass, the threat of UV would be eliminated. To give an idea of what such a de-
vice may look like, a photograph of an ioniser designed by Dr. L. Cunningham
is shown in Figure 4.26. This ioniser was initially designed to create ionised gas
using a corona discharge between two closely spaced plate electrodes contained
within a white teflon cup. The electrodes had small holes drilled in them so
that neutral gas could flow into the cup at one end and ionised gas could flow
out of the cup at the other end. A similar device could be made where a glow
discharge ionises the discharge gas inside the cup and the resulting ionised gas
flows out of the device to mitigate charge on the detector mirrors. This would
also give some directional control to where the discharge gas should flow rather
than filling the whole chamber with ionised gas. This idea was not pursued
due to time constraints.
Another problem that could be encountered in a gravitational wave detector
is that the driven electrode can also begin to create a discharge between other
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Figure 4.26: A photograph of a corona discharge gas ioniser designed by Dr. L.
Cunningham.
grounded surfaces inside the vacuum chamber. This, again, makes it more
difficult to obtain a stable glow discharge. The contained glow discharge idea
could solve this problem or at least help reduce it.
One concern that had been raised by a few members of the LIGO scientific
collaboration is the use of argon as the discharge gas. Argon can be harder
to pump out of a vacuum system compared to some other gases [129] and
could increase the down time of a detector. For example, the pumping speed
for a Varian Turbo V3K-G vacuum pump is 2050 litres/second for argon and
2200 litres/second for nitrogen below 1× 10−6 mbar. This is why other charge
mitigation procedures being investigated elsewhere, that use ionised gas, use
nitrogen as it is easier to pump out of a vacuum system. Nitrogen was not tried
in this investigation because it has a higher Paschen minimum than argon, see
Figure 4.4, therefore, using nitrogen would mean using larger voltages on the
driven electrode and increasing the likelihood of producing UV. Again, if the
contained glow discharge method described previously was used, nitrogen gas
could be used as the discharge gas since the UV would not escape the ioniser
device.
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4.5 Conclusion
The charge mitigation processes investigated in this chapter was shown to
reduce the surface charge density on a bare fused silica disc and a fused silica
sample with a TiO2 doped Ta2O5/SiO2 multi-layer reflective coating to a level
that would not limit a future gravitational wave detector such as aLIGO. It
was also shown that it would be possible to mitigate charge between the test
mass and reaction mass of a gravitational wave detector in the event that the
test mass had touched the ESD on the reaction mass.
Using a glow discharge has the distinct advantage that it eliminates the
use of filaments which could break in the vacuum chamber and would have to
be replaced. If anything goes wrong with the glow discharge process it is most
likely that a problem has occurred with the equipment outside the tank which
means the vacuum of the detector wouldn’t need to be broken. The parts and
instruments needed for this procedure are also relatively easy and inexpensive
to set up.
Even though the method with which the transmission of the coated sam-
ples was measured was only able to detect differences in transmittance at a
level of 200 ppm, the results show that the glow discharge procedure did not
cause damage to the TiO2 doped Ta2O5/SiO2 coating. One possible method
of measuring differences in transmission at much higher levels of sensitivity is
photothermal common-path interferometry (PCI) [130]. This method has been
used to determine the increase in absorption caused by exposure of coated op-
tics to UV radiation [131] and could be used to determine whether the charge
mitigation method presented here causes an increase in absorption in TiO2
doped Ta2O5/SiO2 coatings at levels below 200 ppm.
The work in this chapter could be furthered by developing a device that
constrains the glow discharge to eliminate the possible danger of illuminating
the test masses with UV. This would also allow nitrogen gas to be used which is
easier to pump out of a vacuum system. A great test of this discharging process
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would be to try it at LASTI to see how it performs with optics, and a complete
set up, similar to that of aLIGO. This would really show how appropriate the
method is for an advanced gravitational wave detector. This research could
also be continued by investigating charge mitigation on materials that will be
used in third generation detectors such as silicon and sapphire. Some future
detectors plan to cool the optics of the detector to cryogenic temperatures, so
there is the need to investigate charging and charge mitigation at cryogenic
temperatures as well.
Chapter 5
Reducing Surface Charge
During the Cleaning of Future
Gravitational Wave Detector
Test Masses
5.1 Introduction
As mentioned earlier in Chapter 2, First ContactTM (FC) may be used to clean
and protect the aLIGO test masses. If FC is going to be used, a procedure must
be investigated that removes the excess charge that it deposits on the detector
optics and can be easily incorporated into the cleaning process. A group of
researchers at Caltech have had success reducing excess surface charge using
a N2 ioniser gun [132], however, there has been no formal publication of this
work. The ioniser gun is used to blow nitrogen ions, created using a corona
discharge, over the mirror’s surface as FC is removed. Another possibility that
has been considered is to make FC more conductive by mixing carbon nano-
tubes (CNT) into the FC solution. The reasoning behind this idea is that
the CNT may increase the conductivity of the FC and therefore some of the
deposited charge may be carried away in the FC film as it is removed.
In this chapter it will be determined whether FC mixed with CNT would be
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appropriate to use on future gravitational wave detector optics. It is possible
that the FC mixed with CNT will deposit carbon on the surface the optics
which would increase absorption. Scanning electron microscope (SEM) images
of a silica sample before and after FC with CNT is applied are taken to deduce
whether any carbon is deposited.
Measurements of the resistivity of FC with varying concentrations of CNT
will be attempted, using AC [133, 134] and DC [135] methods, to determine
whether the CNT actually have an affect on the resistivity. The AC method
uses a lock-in amplifier to measure the impedance of the FC samples and the
DC method uses a custom made printed circuit board (PCB), composed of a
chain of low noise op-amps, to measure the resistivity of the samples.
Even if the CNT affect the resistivity of the FC, it does not guarantee that
this will actually reduce the surface charge deposited on fused silica. Kelvin
probe measurements of a one inch silica disc after being cleaned with an FC
solution with no CNT and an FC solution with a high concentration of CNT
will be presented. A comparison between the two sets of measurements will be
made to determine whether FC mixed with CNT actually affects the surface
charge density deposited on fused silica.
Measurements of the surface charge density after coated and bare fused
silica samples had been exposed to a corona discharge in nitrogen gas are
also presented in this chapter [76]. These measurements are then used to
calculate the resulting charging noise that would be expected to be observed
in aLIGO to show that the charge has been reduced to a level that would
not limit aLIGO. Transmissivity measurements of a fused silica sample with
a TiO2 doped Ta2O5/SiO2 multi-layer reflective coating, that had undergone
20 exposures of the corona discharge, were taken using the ellipsometer set
up described in Chapter 4. These measurements were then compared to a
reference sample that had not been exposed to the corona discharge to show
that there was no measurable change in transmission after exposure to the
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corona discharge. The analysis carried out on the samples was the same as the
analysis carried out in Chapter 4 for the glow discharge procedure.
5.2 SEM Images of Silica Discs After Being
Cleaned with First Contact
It is a concern that the FC that is mixed with CNT may deposit carbon on
the surface of the silica optics. This could increase the absorption of the mir-
rors which could lead to the optical coatings being damaged or cause thermal
lensing problems. SEM images of the surfaces of two silica discs were taken,
using a Hitachi TM-1000 Tabletop SEM, before and after being cleaned with
different types of FC. FC with multi-walled CNT mixed in the FC solution
was used on one disc while ordinary FC, with no CNT, was used on the other
disc. Both discs were deliberately scratched at the edge so that the same area
could be imaged before and after. Images were taken in an area approximately
5 mm× 5 mm on both of the discs.
Figures 5.1 and 5.2 show the surface of a silica disc before and after it had
been cleaned with ordinary FC at a magnification of 800. The debris from the
scratch made on the sample is clearly visible in Figure 5.1, however, there is
no debris shown in Figure 5.2 because all of the loose silica particles have been
removed by the FC. It can be clearly seen from Figure 5.2 that the FC has left
the surface of the sample very clean.
Figures 5.3 and 5.4 show images of the surface of a silica disc before and
after it had been cleaned with FC mixed with CNT, also at a magnification of
800. The concentration of CNT is given in percentage of the overall mass of
the solution. The mass percentage of the solution used here was 4.02×10−2 %.
The images show that, once again, the FC has removed the loose silica particles
from the surface of the sample and left it very clean. It was noticed that a lot of
carbon was trapped in the FC film that was peeled off the sample. These specs
of carbon were visible to the naked eye which suggests the CNT might have a
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Figure 5.1: An SEM image of a sil-
ica disc before ordinary FC was applied.
The disc was scratched so that there
would be some debris present on the sur-
face of the disc and also so that the same
location on the disc could be imaged af-
ter removing the FC.
Figure 5.2: An SEM image of a silica
disc after ordinary FC has been removed
from its surface. The debris has been
removed by peeling off the film of FC
deposited on the surface of the disc.
tendency to clump together. From these SEM images there certainly doesn’t
seem to be any large deposits of carbon left on the surface of the silica sample,
however, whether individual strands of CNT are deposited on the surface of
the sample will need to be investigated further. Since clumps of carbon can
be seen randomly scattered through the FC, it can be assumed that the CNT
are not distributed evenly throughout the FC. It is possible that in the small
area where the images were taken, no CNT have been observed because there
wasn’t a very high density of CNT at that particular place on the sample. For
more concrete confirmation, more images should be taken all over the sample
to ensure that patches of carbon are not found. These images should be at a
higher magnification since individual CNT usually have diameters which are
nanometers in scale but have lengths that are microns in scale. This was not
carried out for this investigation due to time constraints. The other SEM
images taken for this investigation can be seen in Appendix B.
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Figure 5.3: An SEM image of a silica
disc before FC with multi-walled CNT
was applied.
Figure 5.4: An SEM image of a sil-
ica disc after FC with multi-walled
CNT has been removed from its surface.
The debris has been removed and there
doesn’t appear to be any CNT deposited
on the surface of the disc.
5.3 Resistivity Measurements of Different Types
of First Contact
The resistivity of FC solutions with varying concentrations of CNT were mea-
sured to ascertain whether mixing CNT in the FC solutions has any effect on
the conductivity of the FC. The resistivity was measured using both an AC
and a DC method to check that the results were consistent.
5.3.1 The First Contact Samples
In order to measure the resistivity of the different types of FC, a sample was
made by taking a piece of blank Veroboard, approximately 50 mm × 50 mm,
and scoring a line down the middle of the board. This created a board with
two copper pads, that were electrically isolated from each other, that could be
used to solder wires. The FC was poured across the gap in the board and left
to dry so that an electrical connection was made between the two copper pads
through the FC. When the FC sample was dry, a potential difference could
then be applied across the sample creating a current which could be measured.
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Four types of FC were used in the measurements presented in this chapter; FC
with a CNT mass percentage of 4.02×10−2 %, FC with a CNT mass percentage
of 1.11 × 10−2 %, FC with a CNT mass percentage of 2.67 × 10−3 % and FC
with no CNT. A picture of a sample is shown in Figure 5.5.
 
First Contact Sample 
Figure 5.5: A photograph of one of the FC samples used in the resistivity measure-
ments.
As well as the measured resistance of the sample, R, the resistivity, ρ, of
the FC sample is determined by the gap between the two copper pads, l, and
the area of the electrodes at each end of the sample, A,
ρ = R
A
l
. (5.1)
It will be assumed that the copper electrodes are parallel and have an area
equal to the thickness of the copper layer multiplied by the length of the FC
sample. To measure the gap between the copper pads for each sample an
instrument called Form Talysurf 50 was used. The Talysurf instrument is
primarily used for measuring the surface roughness of objects, however, it can
be easily used to measure the gap distance between the copper pads in the
samples used here. The Talysurf drags a probe along the surface of the object
being measured and determines changes in height along the sample’s surface
from the force acting on the probe. An example scan of one of the FC samples
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is shown in Figure 5.6.
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Figure 5.6: An example of a Talysurf scan of a Veroboard sample used in the resis-
tivity measurements of FC.
To determine the thickness of the copper layer, a piece of Veroboard was
measured that had tracks of copper wet etched. This measurement is shown in
Figure 5.7. The copper layer was measured to be approximately 30 µm thick.
The length of the FC strip was measured using digital calipers. Table 5.1
shows the gap distance measurements and FC strip measurements for each of
the FC samples.
To estimate an error on the Talsurf measurements the thickness of a 1 mm
slip gauge was measured. The thickness of the slip gauge should be very ac-
curate so any deviation from the true thickness of the slip gauge will give the
error of the Talysurf instrument. Several measurements of the slip gauge gave
values between ∼ 0.9 mm and ∼ 1.1 mm, therefore, an error of ±10% will be
assigned to the Talysurf measurements. It will be assumed that the uncer-
tainty in the length of the FC sample is negligible compared to the Talysurf
measurements.
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Figure 5.7: A Talysurf scan of the surface of a PCB board with two tracks of copper
etched off. The thickness of the copper layer was taken to be approximately 30µm
Table 5.1: Measured gap distances between the copper pads of each First ContactTM
sample and the length of each First ContactTM sample
Mass Percentage of Gap Distance FC Sample Length
CNT (%) (mm) (mm)
4.02× 10−2 0.237 13.9
1.11× 10−2 0.373 11.8
2.67× 10−3 0.220 13.4
0 0.245 12.0
5.3.2 DC Resistivity Measurements
To measure the DC resistivity of the FC solutions a high voltage was applied
across the FC sample to produce a DC current. However, the FC is so resis-
tive that the current produced was very small even though a high potential
difference was used. The current had to be converted into a voltage, using a
high impedance amplifier, and then amplified, using a custom made PCB, so
that a measurable signal could be produced.
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5.3.2.1 Experimental Set Up
Due to the small currents produced, a PCB had to be created, which was
designed using Eagle PCB design software, that minimised noise from leakage
currents. A method of reducing leakage currents is to create a ground ring
[136], or guard ring, around the tracks of the circuit. Using this method means
that any external currents will flow to ground rather than into the circuit.
The circuit has three stages of signal amplification. The first is a current-
to-voltage converter which, as well as amplifying the detected signal, converts
the current to a voltage using a TC7652 chopper stabilised op-amp. The chop-
per amplifier has minimal drift due to temperature changes, therefore, any
drift in the signal should only be due to the resistivity of the sample changing
with temperature. The voltage signal is then amplified further at two low gain
stages in the circuit using OPA37 op-amps. Both of these stages each has a
gain of 100. This amplified the signal enough so that it could be measured
using a Keithley 2000 multimeter which was connected to a PC, through a
general purpose interface bus (GPIB) connection, to record measurements us-
ing LabVIEW. A circuit diagram is shown in Figure 5.8 and a photograph of
the PCB is shown in Figure 5.9.
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Figure 5.8: A schematic of the circuit used to measure the DC resistance of different
types of FC.
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Figure 5.9: A photograph of the complete PCB used to measure the DC resistance
of different types of FC.
Since resistivity is dependant on temperature, the temperature was mon-
itored during measurements using a PT-100 temperature sensor. The sensor
was also monitored using the Keithley multimeter mentioned previously. A
Matsusada Precision Inc. AMT-1.5B40 high voltage amplifier was used in the
experimental set up to apply a voltage across the samples.
The circuit was tested by measuring the resistance of two 5 GΩ thin film
resistors connected in series. The test measurement was left running overnight
to see if the signal had a significant drift. The average resistivity over the course
of the measurement was 9.87 GΩ. The average temperature over the course
of the measurement was 21.6 ◦C. The resistivity value measured is slightly
outside the 1 % error quoted on the resistors and there is some drift in the
data. This could indicate that there is some leakage current in the set up since
the resistivity seems to decrease over time. Figure 5.10 shows the resistance
measured over the course of the measurement and Figure 5.11 shows a plot of
the temperature against resistance. There does not appear to be an obvious
temperature correlation from Figure 5.11.
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Figure 5.10: A plot of the measured resistance of two 5 GΩ thin film resistors,
connected in series, over time. The average resistance measured is 9 .87 GΩ.
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Figure 5.11: A plot of the measured temperature over the course of the test measure-
ment against the DC resistance measured over the course of the measurement. There
is not a clear correlation between temperature fluctuations and changes in resistance
at this level.
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5.3.2.2 Results
The resistivity of four different types of FC were measured for this investi-
gation. Three of these had CNT mixed in the FC solution and the fourth
did not contain any CNT. For each measurement, the sample was placed in a
metal box which was then sealed air tight as well as possible. The box had a
gas hose attached so that dry nitrogen could be released into the box. This
was to reduce any surface moisture that could be present on the samples and
also to reduce the humidity of the atmosphere inside the box. The nitrogen
flow was turned off after 15 mins and 75 V was applied across the sample.
The sample was left for about half an hour while the output voltage from the
PCB circuit was monitored. The results of the resistance values measured are
shown in Table 5.2. Any measurements in Table 5.2 that are labeled Null are
measurements where the measured signal decayed to zero before the end of
the measurement. For one of the samples a plot of the resistance measured is
shown in Figure 5.12 and a plot of temperature against resistance is shown in
Figure 5.13.
Table 5.2: Measured resistivities of First ContactTM with varying concentrations of
CNT using DC method
Mass Percentage of Resistance Resistivity Ave. Temperature
CNT (%) (GΩ) (GΩ m) (◦C)
4.02× 10−2 513 0.90 22.50
1.11× 10−2 Null Null 22.69
2.67× 10−3 Null Null 22.76
0 262 0.39 22.44
From the DC resistivity measurements it would appear that the resistivity
of the ordinary FC is less than the type mixed with CNT. Seeing as the re-
sistance changed so much during the experiment, the measurements can only
really be taken as an order of magnitude estimate of the resistivity. It could be
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Figure 5.12: A plot of the measured resistance of the FC sample with a CNT mass
concentration of 4 .02 × 10−2 %.
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Figure 5.13: A plot of temperature against resistance during the measurement of the
FC sample with a CNT mass concentration of 4 .02 × 10−2 %. The plot seems to
indicate that the changing resistivity observed could be due to changes in temperature.
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that with a smaller current being measured the resistance is genuinely chang-
ing with temperature. However, since the test measurement did not show such
an obvious correlation with temperature, it is possible that this is just a coin-
cidence. It is also likely that there is significant error in the resistivity values
calculated due to the assumptions made in this experiment, for example the
electrode area is likely not to be as perfect as assumed. As shown in Figure 5.6,
the thickness of the board appears to increase towards the edge of the gap,
although it is unknown if the extra material is in fact copper or other debris.
The inclusion of CNT to the FC solution would have to have a significant effect
on the resistivity of FC to be considered in aLIGO. From these measurements
it can only assumed that CNT have little to no effect on the resistivity of FC.
5.3.3 AC Resistivity Measurements
The resistivity of the different types of FC were also measured using an AC
method to check that the measurements were consistent. For these measure-
ments an AC voltage signal was applied across the FC sample and the resulting
current was measured using a lock-in amplifier. If it is assumed that the FC
sample consists of a resistor and a capacitor in parallel then the impedance,
Z, of the set up can be expressed as,
Z =
R
ω2R2C2 + 1
− jωR
2C
ω2R2C2 + 1
, (5.2)
where R is the resistance of the FC sample, C is the capacitance of the FC
sample and ω is the angular frequency of the applied voltage signal. As the
frequency tends to zero, the impedance should be equal to the resistance of
the FC sample.
5.3.3.1 Experimental Set Up
To create a high voltage AC signal a Hewlett Packard 33120A waveform gener-
ator was connected to the high voltage amplifier mentioned in Section 5.3.2.1.
5.3 Resistivity Measurements of Different Types of First Contact 135
A program was written in LabVIEW that swept through different frequencies
on the waveform generator and recorded the resulting current measured by
the lock-in amplifier. The temperature was monitored in the same way as
described in Section 5.3.2.1.
As with the DC measurements, a test of this method was carried out on
circuit components with known values. A 5 GΩ thin film resistor was con-
nected in parallel with a 22 pF capacitor and the impedance of the circuit was
measured for the frequency range 1 − 30 Hz. As the frequency decreases the
impedance of the circuit becomes more dominated by the resistor. Therefore,
as the frequency tends to zero the impedance should level out at the resistance
of the resistor in the circuit. A plot of the impedance measured for this set
up and the theoretical impedance, calculated using Equation 5.2, is shown in
Figure 5.14.
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Figure 5.14: A plot of the measured impedance of a 5 GΩ resistor and a 22 pF
capacitor connected in parallel, red, and the theoretical impedance, blue, over a range
of frequencies. The impedance at 1 Hz is measured to be 4 .13 GΩ.
Figure 5.14 shows that the resistance starts to level off to the value of the
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resistor in the circuit as expected. The value of the impedance at 1 Hz is
measured to be 4.13 GΩ which is significantly less than the true value of the
resistor. The resistor is quoted as only having a 1 % error in its resistance value.
There could be other capacitances in the set up that haven’t been considered
that could be affecting the measurements slightly, for example the capacitance
of the coaxial cables used. Based on this test measurement it will be assumed
that the uncertainty in the measurements of the resistance using this method
could be as high as 20 %.
5.3.3.2 Results
The same four FC samples used for the DC measurements were used here. The
method of preparing the samples with dry nitrogen for measurements was the
same as described in Section 5.3.2.2. A sine wave voltage was applied across the
sample with an amplitude of 90 V (63.6 Vrms) and the frequency range swept
through was from 30 Hz down to 1 Hz. The results of these measurements are
shown in Table 5.3 and a plot of the data for one of the FC samples is shown
in Figure 5.15.
Table 5.3: Measured resistivities of First ContactTM with varying concentrations of
CNT using AC method
Mass Percentage of Resistance Resistivity Ave. Temperature
CNT (%) (GΩ) (GΩ m) (◦C)
4.02× 10−2 34.2 0.058 22.16
1.11× 10−2 61.2 0.059 22.46
2.67× 10−3 48.7 0.089 22.37
0 33.5 0.049 22.40
From the results presented in Table 5.3 it appears as if the ordinary FC
is still the least resistive FC sample. However, when comparing just the FC
samples mixed with CNT, the sample with the highest mass percentage of
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Figure 5.15: A plot of the measured impedance of the FC sample with a CNT
mass concentration of 4 .02 × 10−2 %. The impedance at 1 Hz was measured to
be 34 .2 GΩ. The faint red lines on the plot show the region of uncertainty.
CNT is the least resistive.
Clearly there needs to be a lot of improvement in this resistivity experi-
ment to achieve consistent results. It is slightly concerning that the data from
the two measurements do not compare well and it is unknown why there is
such a deviation in the results. It is very difficult to measure the impedance in
this instance since it does not appear from Figure 5.15 that the measurement
starts to level off at low frequency. This would indicate that it is very likely
that the value taken as the impedance for the samples underestimates the true
impedance of the samples. Measurements were not taken below 1 Hz because
it was found that measurements at these frequencies were generally very noisy.
It is likely that poor sample preparation may have been the biggest problem
with this experiment as both methods seemed to agree well when measuring
known circuit components. Just taking the data of each measurement method
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individually, it appears as if CNT does not have a significant effect on the resis-
tivity of FC. However, seeing as the measurements of the AC and DC method
differ so greatly when compared, all that can be said from these measurements
is that they are inconclusive.
The statistical tests used in the previous chapter were not used here because
there was not enough data to carry out the tests successfully and the quality
of the measurements were not as good as they could have been. If there was
more time available it is possible that better measurements could have been
taken to allow thorough analysis.
5.3.4 Surface Charge Density Measurements
Since the resistivity measurements did not give a clear indication of the effect
of mixing CNT in FC, Kelvin probe measurements were taken of a one inch
fused silica disc after it had been cleaned with FC with and without CNT.
Even if the CNT does affect the resistivity of the FC polymer, the important
point for aLIGO is that the CNT actually causes a significant decrease in the
deposition of surface charge.
A one inch silica disc was cleaned with ordinary FC solution and a FC
solution mixed with multi-walled CNT. The mass percentage of the CNT was
4.02× 10−2 %. A 0.5 ml volume of FC solution was deposited on the surface of
the silica disc and spread over the surface of the optic with a cotton bud. Care
was taken not to touch the surface of the optic with the cotton bud. Once
the surface of the silica disc was evenly covered with FC solution it was left
for 24 hours to dry. Once the FC film was completely dry, a scalpel blade
was run along the edge of the disc to remove any FC that may have dripped
over the edge of the sample face and onto the barrel of the disc. A piece of
Kapton tape was placed on the FC film and used to peel off the FC film. The
sample was then moved under the Kelvin probe for a measurement. It should
be noted that all these measurements were conducted at atmospheric pressure
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since this would mimic a more realistic cleaning scenario for aLIGO rather than
performing the measurements under vacuum. This measurement was repeated
10 times for both types of FC. The results are shown in Figure 5.16.
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Figure 5.16: A plot of the Kelvin probe measurements of the charge deposited by FC
with and without CNT. The charge deposited by FC with and without CNT peeled
off a silica disc was measured ten times for each FC type.
The Kelvin probe voltage was not turned into a surface charge density
because the probe-sample separation distance had to be increased from 1 mm
to 6 mm to avoid the probe signal being saturated for every measurement.
At this probe-sample separation distance some of the assumptions made to
obtain Equation (3.16) do not hold up and the values calculated would likely
be inaccurate. Converting the Kelvin probe signal into a surface charge density
is not essential for these measurements and a relative measurement is sufficient.
All the measurements of the surface charge on the FC mixed with CNT
caused the Kelvin probe signal to saturate. Only a couple of the ordinary FC
Kelvin probe measurements saturated. The measurements in Figure 5.16 show
that lower Kelvin probe voltages, and therefore lower surface charges, tended
to be measured from FC without CNT. Thus indicating that there is no benefit
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from adding CNT to FC.
There are no errors shown on the plot because the uncertainty in the Kelvin
probe voltage is likely small (< 10 %) and the effects of stray capacitance on
the Kelvin probe signal, as shown in Chapter 3, are most likely negligible as
well.
5.4 Mitigating Surface Charge Using an AC
Corona Discharge
Another proposed method of reducing surface charge during the cleaning pro-
cedure of the aLIGO optics is to use ionised gas. As mentioned previously, re-
searchers have already had success removing excess charge using an N2 ioniser
gun. Ioniser guns use a sharp point, or emitter, to ionise whatever gas is flow-
ing over it. The flowing gas carries the ions out of the device and they are
drawn towards the charged surface to be neutralised. In this section it will be
shown that a commercially available anti-static corona bar could be used to
mitigate charge during the cleaning procedure of a gravitational wave detector
optic. The physical mechanism that ionises the gas in the anti-static bar is the
same as for the ioniser gun, therefore, the results of the investigation presented
here should be a good indication of the performance of an ioniser gun.
5.4.1 A Corona Discharge
In Chapter 4 it was mentioned that there are several types of electric gas
discharge that can be created. In Chapter 4 the focus was on glow discharges,
but in this chapter a corona discharge will be discussed. A corona discharge
is created in areas of high electric fields, usually near sharp edges and corners,
in electrically stressed gases preceding electrical breakdown of the gas. The
corona discharge is classified as a dark discharge because the currents used for
this type of discharge are very low, however, if higher currents are used then
a slight glow can be seen around the discharge electrodes.
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The reason that such high electric fields are generated at sharp points and
edges is because the electric field increases with decreasing surface area. If
Gauss’s law is considered, given in Equation (5.3), it is clear that as the radius
of curvature, r, of a sharp point decreases, the electric field, E, will increase
as the inverse square of r. ∫
E dA =
Q
ε0
(5.3)
E =
Q
2piε0r2
(5.4)
In the equations above ε0 is the permittivity of free space, Q is charge and it
is assumed that the sharp point has the surface area of a half sphere (2pir2).
Corona discharges are widely used in many different types of industries,
however, they are primarily used for static elimination [118]. In the manufac-
turing industry where there is significant contact in the production process,
for example between sheets of paper and rollers during paper printing, there
will be some form of corona anti-static system present to neutralise items on
the production line. In industries that use plastic injection molding or print-
ing, failure to reduce excess charge can lead to machines on the production
line being damaged, or extremely high voltages can build up on the produc-
tion machines or the products themselves. Therefore, since corona anti-static
bars are so common, it was decided that for this investigation an off the shelf
anti-static device would be used.
5.4.2 Experimental Set Up
The anti-static bar consists of a row of equally spaced sharpened pins that
have a high voltage AC signal applied to them. This creates a very high
electric field which can effectively ionise the gas which surrounds the pins.
The anti-static bar that was used for this investigation was a Static Clean
International [137] BR2200 rectangular static eliminator bar with an additional
gas feed attachment. The gas feed attachment was for directing a flow of either
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nitrogen or argon gas to the pin electrodes so that the air around them was
displaced. A Static Clean TSN75 AC power supply was also used to supply the
pin electrodes with 7.5 kV. For this procedure the samples were discharged at
atmospheric pressure on the lab bench. The static bar was secured to a clamp
stand so that the bar could be moved across the sample at a fixed height of
approximately one inch above the sample surface.
 
Gas Flow
Gas feed attachment 
Figure 5.17: The corona discharge experi-
mental set up.
Figure 5.18: A close up of one of
the pins that creates the corona dis-
charge.
5.4.3 Results
5.4.3.1 Surface Charge Measurements
For this investigation the same two sample types were used as in Chapter 4;
a one inch bare fused silica disc and a fused silica sample with a TiO2 doped
Ta2O5/SiO2 multi-layer reflective coating. The silica disc was used to show
that the corona discharge could consistently reduce the surface charge density
on silica and the coated sample was used to show that the corona discharge
would not damage the sensitive multi-layer reflective coating.
The bare silica sample was charged positively or negatively as described in
Chapter 4, while the coated sample was charged using FC. The recommended
method of cleaning the aLIGO test masses with FC, as specified by the LIGO
Scientific Collaboration [138], was followed as closely as possible. A scan of
the sample was taken with the Kelvin probe, using the same scan sizes as
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stated in the previous chapter, so that the charge on the surface of the sample
before the discharge process could be calculated. Once this had been done, the
sample was moved under the corona bar. The gas flow was turned on for a few
seconds before the static bar was turned on in order to displace any air at the
pin electrodes. The bar was then turned on and moved across the sample in
a single sweeping motion. The surface charge density of the sample was then
measured again. Examples of Kelvin probe scans of the coated silica sample
before and after the charge mitigation process are shown in Figures 5.19 and
5.20.
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Figure 5.19: Kelvin probe scan of the
surface charge density across the coated
silica sample before the corona dis-
charge procedure. The average surface
charge density across the scanned area
is greater than −5 .80 × 10−8 C/m2 .
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Figure 5.20: Kelvin probe scan of the
surface charge density across the coated
silica sample after the corona discharge
procedure. The average surface charge
density across the scanned surface is
3 .33 × 10−9 C/m2 .
This discharge process only takes a few minutes to complete and is easily
incorporated into the LIGO Scientific Collaboration’s aLIGO test mass clean-
ing procedure. This charge mitigation procedure was repeated ten times for
the bare silica sample, using both argon and nitrogen, and twenty times for
the coated sample using nitrogen. The coated sample was discharged with
nitrogen because it was found to be the more effective discharge gas from the
silica disc measurements. The results obtained are presented in Table 5.4.
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Table 5.4: Results from the corona discharge investigation using argon and nitrogen
gas.
Sample ¯|σ|abefore ¯|σ|after Stand. Dev. Sys. Error(
C/m2
) (
C/m2
) (
C/m2
) (
C/m2
)
Silica (Ar) > 2.8× 10−8 1.60× 10−9 9.30× 10−10 ±1.39× 10−9
Silica (N2) > 2.8× 10−8 5.65× 10−10 5.62× 10−10 ±4.92× 10−10
Coated Silica > 5.8× 10−8 3.59× 10−9 3.66× 10−9 ±3.13× 10−9
a Only a lower limit is given for ¯|σ|before because the Kelvin probe signal had saturated
As in Chapter 4, a plot of the charging noise that could be expected in
aLIGO is plotted using the surface charge density measurements obtained. A
plot of the total aLIGO noise budget, the charging noise after the corona dis-
charge procedure and the charging noise before the corona discharge procedure
are shown in Figure 5.21. Only a lower limit estimate of the charging noise pre-
dicted before the charge mitigation procedure could be given since the Kelvin
probe signal had saturated during these measurements. As can be seen in
Figure 5.21, the resulting charging noise from the corona discharge procedure
investigated here would not limit the low frequency performance of aLIGO.
The two flat circular faces of the aLIGO test masses could be coated in FC
in order to take preliminary test mass positioning tests. This means that there
would be a lot of charge deposited on the surface of the test mass which faces
the reaction mass. As discussed in Chapter 4, in order to effectively reduce
surface charge on the non-reflecting face of the aLIGO test masses, the ionised
gas will have to pass through the small gap between the test mass and reaction
mass. To simulate this scenario, a scale model of this set up was created using
two three inch fused silica discs spaced approximately 1.1 mm apart. This was
the same set up as described in the previous chapter. The corona bar was held
approximately 10mm from the edge of the two discs and left running for about
20 mins. This was carried out on a lab bench at atmospheric pressure like the
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Figure 5.21: Resulting charging noise after the corona discharge process, blue, com-
pared to the aLIGO noise budget, black. A lower limit estimate of the charging noise
before the charge mitigation procedure is also shown, green.
corona discharge process carried out on the one inch silica disc sample and the
coated silica sample. Scans of the charged three inch fused silica sample before
and after the corona discharge procedure are shown in Figures 5.22 and 5.23.
It can be seen that most of the surface charge is reduced in the two silica
disc set up. It is possible that leaving the corona bar running longer will
reduce the charge completely across the whole sample surface, however, it was
not possible to optimise the procedure for this particular set up due to time
constraints. If it is not possible to reduce charge between the optics in this
manner, it is likely that the reaction mass/test mass chain will be separated
to allow the FC to be removed, and the charge to be mitigated, more easily.
The results show that the corona discharge charge mitigation process de-
scribed is a consistent and reproducible way of reducing surface charge on bare
fused silica and fused silica with a TiO2 doped Ta2O5/SiO2 multi-layer coating.
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Figure 5.22: Kelvin probe scan of the
surface charge density across the three
inch silica sample before excess sur-
face charge is reduced using the corona
bar. The probe signal had saturated,
so the average surface charge density
across the scanned area is greater than
1 × 10−7 C/m2 .
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Figure 5.23: Kelvin probe scan of the
surface charge density across the three
inch silica sample after using the corona
bar to mitigate excess charge. The
average surface charge density across
the scanned surface is probably slightly
higher than 3 .1 × 10−8 C/m2 because
the probe signal was still saturated at
some points on the sample.
The procedure is also very simple and should not be difficult to include in the
cleaning process of the aLIGO optics. Inconsistencies between each run of the
process probably arise from the fluctuating gas flow around the pin electrodes
and from sweeping the bar across the sample at different speeds on each run.
Further investigation will be required in order to optimise the process for
mitigating surface charge between the test mass and the reaction mass of future
gravitational wave detectors. Here, the anti-static bar was left at one position
for 20mins, however, the charge might be reduced more effectively if the bar is
slowly moved around the optics over a longer period. It is hard to recreate this
situation in a lab environment with such a rudimentary set up as used here.
In a real detector it might not be easy, or possible, to move an anti-static
bar around a fully suspended optic. The ioniser gun might be more effective
for this procedure since both the emitter electrode and the gas flow will be
pointing in the same direction. When using the corona bar, the gas flow is
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dissected across the pins and therefore it is difficult to direct the gas between
the two optics.
5.4.3.2 Transmission Measurements
To make sure that the corona discharge did not cause a significant amount of
damage to the TiO2 doped Ta2O5/SiO2 multi-layer coating, the same trans-
mission measurements that were made in the previous chapter were made for
the coated sample used in the corona discharge investigation. As before, the
transmission of the coated sample that had undergone the charge mitigation
procedure 20 times was compared to the transmission of a coated sample that
had not been exposed to the corona discharge to determine whether any sta-
tistically significant changes had occurred. The reflectivity of the TiO2 doped
Ta2O5/SiO2 coating should be approximately 99.9 % at 1064 nm, therefore, if
the sample is undamaged by the discharge process the transmission should be
0.1 %. The transmittance of the two samples were measured 40 times each in
order to obtain two adequately sized data sets to analyse. The results of these
measurements are shown in Table 5.5 and all the data are represented in the
histograms in Figure 5.24.
Table 5.5: Results of the transmission measurements of the coated silica sample after
the corona discharge procedure and a reference sample.
Sample Average Transmission Standard Deviation Error on Mean
(%)
Reference 1.23× 10−1 5.27× 10−2 8.34× 10−3
Corona 1.18× 10−1 7.40× 10−2 1.17× 10−2
The same Student’s t-test and K-S test analyses used in the previous chap-
ter were carried out on the transmission data. The results of the Student’s
t-test analysis can be seen in Table 5.6. This analysis shows that a high p-
value was obtained which indicates that there is no statistically significant
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Figure 5.24: A histogram of all the transmission measurements of the corona dis-
charge sample and the reference sample. The R2 values of both the above histograms
show that they fit well to a Gaussian distribution.
difference between the sample that was used for the corona discharge inves-
tigation and the reference sample which had not been exposed to the corona
discharge. This suggests that the corona discharge procedure did not cause
observable damage to the multi-layer reflective coating.
Table 5.6: Results from the Student’s t-test analysis carried out on the transmission
data of the reference sample and the corona discharge sample.
Samples p-value Confidence Intervals
Reference and Corona 0.65 −2.69× 10−2, 4.25× 10−2
The results of the K-S test are shown in Table 5.7. A high p-value was also
obtained in this analysis when the transmission of the Corona sample and the
Reference sample data sets are compared. This result is consistent with the one
obtained from the Student’s t-test analysis that the corona discharge procedure
did not cause substantial observable damage to the TiO2 doped Ta2O5/SiO2
multi-layer reflective coating. A plot of the empirical cumulative distribution
functions of the Reference and Corona data is shown in Figure 5.25.
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Table 5.7: Results from the Kolmogorov-Smirnov test analysis carried out on the
transmission data of the reference sample and the corona discharge sample.
Samples p-value K-S Statisitc
Reference and Corona 0.983 0.10
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Figure 5.25: A plot of the empirical cumulative distribution functions of the trans-
mission data obtained from measurements of the reference sample and the sample
used during the corona discharge investigation. The y axis of the plot is the empirical
cumulative distribution function, F, of the Corona and Reference data sets, x.
As stated in Chapter 4, these measurements were taken only to check for
large changes in the transmission of the coated sample. The aLIGO mirrors
require an absorption level less than 1 ppm, however, the measurements made
in this investigation were only sensitive to changes in transmission of approxi-
mately 200 ppm.
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5.5 Discussion
From the results presented in this chapter, it seems that CNT do not have a
significant effect on reducing the amount of charge deposited by FC. For FC
mixed with CNT to be considered for aLIGO, or any other future gravitational
wave detector, it would have to deposit significantly less charge on silica than
ordinary FC, which doesn’t seem to be the case.
It is likely that the largest source of error in the resistivity measurements
is from the design of the sample. A few other types of sample were tried but
didn’t work effectively. For example, some FC sandwiched between two copper
plate electrodes was attempted but the FC would not dry properly even after
being left for weeks. The FC requires a large surface area to be exposed so that
the solvents in the FC evaporate and this is why the FC did not dry properly.
Electrode plating techniques and silver paint were also used to try and deposit
electrodes on the FC once it had dried, however, since FC is designed to be
very unreactive it was found impossible to deposit electrodes on the surface
of the FC film. Four point probe measurements were also attempted using
facilities available in the particle physics group at the University of Glasgow.
Unfortunately this set up is designed for measuring resistivities much lower
than those expected in the work presented here. As a result, the measurements
obtained from the four point probe were often inconsistent. The question of
whether CNT effects the resistivity of FC was not answered in this work,
however, it was clearly shown that CNT mixed in FC do not have an effect on
the amount of surface charge that is deposited on silica.
It seems like the most sensible solution to mitigating charge deposited by
FC is to use an ionised gas. It has been shown that ionised nitrogen, created
from a corona discharge, effectively reduces excess surface charge on silica.
Measurements of the transmissivity of a fused silica sample with a TiO2 doped
Ta2O5/SiO2 multi-layer reflective coating showed that there was no observable
change in the transmittance of the coating at a sensitivity of 200 ppm. Thus
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indicating that no significant damage was caused to the coating. There is also
other work that indicates that nitrogen gas ionised by corona discharge does
not effect an aLIGO style coating [75]. The only part of the procedure that
needs more optimisation is mitigating charge between a detector test mass and
reaction mass.
5.6 Conclusion
Unfortunately it was not possible to show whether CNT reduces the resistivity
of FC. This is likely due to poor samples and the fact that it is very difficult
to measure highly resistive materials. However, the point of adding CNT to
FC was to see if it reduced the amount of surface charge deposited on silica. It
was shown through Kelvin probe measurements that mixing CNT in FC does
not decrease the amount of surface charge deposited on silica.
In this chapter is was shown that a procedure that utilises a device called
an anti-static bar could be used to mitigate charge on gravitational wave de-
tector optics. The method effectively reduces the surface charge density on
fused silica with a TiO2 doped Ta2O5/SiO2 multi-layer reflective coating to
a level that would not effect the low frequency performance of an advanced
gravitational wave detector such as aLIGO. The method also partly reduced
the surface charge between two three inch silica samples, however, this part of
the procedure would have to be optimised for a real detector.
It was also shown that the corona discharge procedure does not cause any
observable change to the transmission of a TiO2 doped Ta2O5/SiO2 multi-
layer coating at a level of 200 ppm. As discussed in Chapter 4, there are other
techniques that can measure changes in the absorption of optical coatings to
a much higher sensitivity, however, it has already been shown in other work
[75] that nitrogen ionised by corona discharge does not damage a TiO2 doped
Ta2O5/SiO2 multi-layer coating at a sensitivity level of less than 1 ppm.
Chapter 6
Developing a Torsion Balance
for Measuring Charging Noise
6.1 Introduction
In order to make accurate estimates of the charging noise that could be ex-
pected in future gravitational wave detectors, a confirmed observation of it
must be made. Charging noise is believed to have been detected during an
incident at one of the LIGO detectors [139]. It was thought that the test mass
of one of the detectors may have come into contact with a rubber earthquake
stop when adjustments were being made to one of the vibration isolation sys-
tems. The resulting noise had the same frequency dependence as would be
expected of charging noise and seemed to disappear once the vacuum chamber
was brought back up to atmospheric pressure. However, since there was no
measurement of the charge deposited on the test mass there was no way to
accurately model the noise to see if it coincided with the level observed.
This chapter will detail the development of a torsion balance apparatus
designed for measuring charging noise. A torsion balance is an instrument
capable of measuring very weak forces, and so, should be capable of measuring
the small electromagnetic fluctuations caused by surface charge moving around
on the surface of a silica disc. With the incorporation of a Kelvin probe into
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the torsion balance set up it will be possible to measure the surface charge
density on a silica sample and, therefore, estimate the level of charging noise
that would be expected to be observed.
In this chapter a description of the experimental set up will be given, which
will include the design of the torsion bob, capacitive sensor circuit and the PID
controller, and some initial measurements of surface and polarisation charge on
a fused silica disc. The different noise sources which affect the low frequency
sensitivity of the instrument will also be discussed and the method used to
remove these noise sources from the raw data will be described. There will
also be a discussion of some changes that were made to the initial set up
in order to increase the sensitivity of the torsion balance. The chapter will
conclude with a discussion of the design of a Mark II version of the instrument
which should achieve greater sensitivity than the Mark I instrument.
6.2 The Torsion Balance
Torsion balances have been used in physics to measure extremely weak forces
for over 200 years [140]. Torsion balances have classically been used to mea-
sure the force of gravity between masses in order to accurately calculate the
Newtonian constant of gravitation [141, 142], however, some have been used
to measure electrical phenomena [143], detect neutrinos [144] and to measure
the expected residual acceleration of the LISA test masses [145].
Even though many different designs of the torsion balance have been doc-
umented, nearly all of them share some common design features. A typical
torsion pendulum consists of a long thin fibre of tungsten, or a high Q mate-
rial such as fused silica, which supports the bob of the pendulum. The bob is
typically a dumbell or cross like shape made of a light metal such as aluminium.
Attached to the ends of the arms of the bob are test masses. When an external
mass, which has a much larger mass compared to the bob, is placed near one of
the test masses on the torsion balance, the bob will rotate as the gravitational
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attraction pulls the test mass towards the larger external mass. The torsion
balance has not been restricted to the conventional design described above.
There are many modern torsion balance designs that use magnets [143] and
even superconducting materials [146] to suspend the torsion balance bob.
The torsion balance’s motion can be described as a damped oscillator which
follows the equation,
I
d2θ
dt2
+ b
dθ
dt
+ κθ = Γ, (6.1)
where I is the moment of inertia of the bob, θ is the angle through which the
bob is displaced, t is time, b is the damping constant, κ is the stiffness of the
fibre and Γ is the applied torque. The external torque acting on the test mass
causes the bob to be rotated to a point where it is cancelled by the restoring
torque of the suspending fibre. The fibre acts like a spring and therefore should
have a small spring constant, or restoring torque, which is represented by κ
in Equation (6.1). The external force being applied to the test mass can be
calculated from the angle that the torsion balance rotates through since it is
proportional to the applied external force. A schematic of the basic torsion
balance set up described above is shown in Figure 6.1.
Tungsten Fiber 
Bob
 
Γ
Test Masses  Test Masses 
Figure 6.1: A schematic of a classic torsion balance set up. The torsion bob is
suspended by a thin fibre and when an external torque, Γ, is applied to the test
masses, the bob rotates.
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6.3 Experimental Set Up
6.3.1 The Vacuum Tank and Inner Structure
The torsion balance used for the work presented in this thesis is housed in
a vacuum chamber, shown in Figure 6.2, that can achieve pressures of less
than 5 × 10−5 Torr using a BOC Edwards XDS-10 dry scroll pump and a
Varian Turbo-V 301 navigator pump. A Varian ConvecTorr gauge was used
to monitor the pressure inside the vacuum tank down to 1 × 10−3 Torr and
a Varian IMG-100 inverted magnetron gauge was used for pressures less than
1× 10−3 Torr.
 
Rotation 
Stage 
Eddy Current 
Damper 
Translation 
Stages 
Torsion Bob 
Figure 6.2: A photograph of the vacuum tank and inner structure. Also labeled in the
photograph are the torsion balance translation and rotation stages, the eddy current
damper and the torsion bob. These will be described in the following sections.
Inside the vacuum chamber there is an inner structure from which the bob is
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suspended. The position of the bob can be adjusted using two Thorlabs PT1/M
translation stages, in an x-y configuration, and a Thorlabs CR1/M continuous
rotation stage1. The translation stages allow a 25 mm range of motion and the
rotation stage can be continuously rotated. The translation stages have to be
positioned correctly before the air is pumped out of the chamber, however, the
rotation stage can be controlled using a stepper motor attached to the rotation
stage’s adjusting arm whilst under vacuum. The stepper motor is controlled
using a Saia-Burgess Samotronic 101 stepper motor driver which is connected
to a PC through a peripheral component interconnect (PCI) 6229 ADC so that
it can be programmed using LabVIEW. A picture of the stepper motor set up
can be seen in Figure 6.3.
 
Stepper Motor  Gear Box
Rotation Stage
Figure 6.3: A photograph of the stepper motor set up.
Each step of the stepper motor is 1.8◦, but in order to obtain a finer res-
olution of the rotational position of the torsion balance, a gear box is used to
reduce each motor step by a factor of 100. The gear box is connected to the
adjusting arm of the rotation stage via a universal joint. If the rotation stage
1The rotation stage shown in Figure 6.2 is a Thorlabs PR01 high precision rotation
stage. This was replaced with the CR1/M stage because the PR01 could not be rotated
continuously.
6.3 Experimental Set Up 157
adjusting arm is rotated 1◦ the resulting rotation of the stage is 0.042◦. In
order to rotate the adjusting arm of the stage by 1◦ the stepper motor must
take approximately 56 steps, therefore, one step of the stepper motor results
in a 7.5× 10−4 ◦, or 13.1 µrad, rotation of the stage.
There is a fixed platform near the bottom of the tank onto which two
Thorlabs MTS50-Z8E motorised translation stages, in an x-y configuration,
are attached. The motorised translation stages are used to move charged silica
samples near the bob of the torsion balance in order to make a measurement.
Both of these stages have a range of 50 mm. For the measurements made in
this chapter a small copper rod was fixed to the motorised translation stages
instead of a silica sample. The copper rod was connected to an analogue
output channel so that sinusoidal voltage signals could be applied to the rod
using LabVIEW. These motors can be seen in Figure 6.4.
Also attached to the fixed platform are two columns. One column has two
sensor plates attached to it and the other has two actuator plates attached to
it, shown in Figure 6.4. The sensor plates are used to determine the position
of the bob and the actuator plates are used to apply electrostatic servo control
to the bob. The position sensing and servo control of the torsion balance will
be discussed in detail in later sections.
6.3.2 Torsion Balance Design
The torsion balance used for the work presented in this thesis consists of a
light bob, shown in Figure 6.4, made of aluminium, a tungsten fibre, an eddy
current damper, a thicker tungsten wire and a clamping block which is bolted
to the rotation stage.
The torsion bob is made up of a small clamping block for the tungsten
fibre and four arms. There are two copper plates attached to the ends of
two opposite arms which are used for position sensing and applying servo
control. There are two silica discs on the other arms that are used for charge
measurements.
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Figure 6.4: A photograph of the torsion balance bob.
The bob is suspended by a tungsten fibre 50 µm in diameter and ∼ 0.41 m
in length. The restoring torque of the fibre is proportional to the fourth power
of the fibre’s diameter, therefore, the sensitivity of the instrument increases
significantly if the diameter of the fibre is kept to a minimum [143]. The
minimum radius, r, of tungsten wire needed to support the bob was deduced
from the yield tensile stress, σ, and the mass, m, supported by the fibre,
r =
√
mg
piσ
. (6.2)
The yield tensile strength of drawn tungsten wire is taken as 450 MPa [147].
The radius of the fibre should be greater than 15 µm to avoid breaking the
fibre or deforming it.
The tungsten fibre was attached to the bottom of a copper damper disc,
used to damp the simple pendulum mode of the torsion balance, which itself
was suspended from the main clamping block, at the rotation stage, by a thicker
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tungsten fibre 100µm in diameter and ∼ 0.13m in length. The reason for using
the shorter, stiffer, wire is because a torsionally stiffer wire should have a simple
pendulum mode, and torsional mode, that are higher in frequency than the
longer, less stiff, wire used to support the bob. This means that the pendulum
and torsional modes of the thicker wire won’t couple with the pendulum and
torsional modes of the thinner fibre causing unwanted oscillation.
An eddy current damper [148], positioned near the top of the pendulum,
is used to damp the pendulum mode of the torsion balance. The eddy current
damper is composed of a copper damper disc which has fibre clamps on the top
and bottom. The copper disc is enclosed in a housing made of iron which has
two neodynium iron rare earth magnets positioned directly above and below
the damper disc. As the pendulum mode of the torsion balance is excited, eddy
currents are generated in the copper disc which damps the pendulum motion
of the bob while the torsional motion of the bob remains unaffected due to the
symmetry of the damping disc. A photograph of the eddy current damper is
shown in Figure 6.5 and a cross sectional diagram is shown in Figure 6.6.
 
Copper Damper
Iron Housing 
Figure 6.5: A photograph of the eddy
current damper.
Neodynium 
Iron Magnets 
Copper 
Damper 
Split Iron 
Housing 
 
Figure 6.6: A cross sectional diagram of
the eddy current damper.
6.3.3 Capacitive Sensor Design
The angular position of the bob is measured using a capacitive sensor which
was designed by Dr. G. D. Hammond and built by Mr. I. McCrindle.
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The copper plates that are used for position sensing and applying actua-
tion, located on the bob, sit between two other fixed copper plates, shown in
Figure 6.4. On one side of the bob, the two fixed copper plates are for capac-
itively sensing the position of the bob. The two fixed plates on the opposite
side are for applying servo control. The pair of sensing plates create what is
commonly known as a capacitive bridge.
An AC drive signal is applied down the fibre of the torsion balance, using
a Stanford SR830 lock in amplifier, in order to provide a signal that can be
used for capacitive sensing. This voltage signal has an amplitude of 1 V and
a frequency of 100 kHz, which is much greater than the resonant torsional
frequency of the bob.
The AC drive signal flows through a 1:1:-1 transformer that consists of
two secondary coils and one primary coil. The positive terminal of the first
secondary coil is attached to one sensor plate and the negative terminal of the
other secondary coil is attached to the other sensor plate. The drive signal
being applied down the fibre of the torsion balance allows current to flow
through the two secondary coils of the transformer, this is defined by the
capacitance between the bob and the sensor plates. The position of the bob
can be deduced from the difference of these currents, the result of which is an
induced EMF in the primary coil. The voltage induced in the primary coil is
amplified by two low noise inverting op-amps, an OPA37 and an AD797, and
the amplified voltage signal is read into a Stanford SR830 lock-in amplifier
where it is demodulated into a DC signal. A schematic of the capacitive sensor
circuit is shown in Figure 6.7.
The benefit of this capacitive sensor design is that the impedance to ground,
through the primary transformer windings, is much less than that due to stray
capacitance. If it is estimated that the stray capacitance for a 1 m length of
wire is 10 pF then it can be shown that the impedance to ground should be,
1
ωC
=
1
2pi 100 kHz 10 pF
≈ 160 kΩ. (6.3)
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Figure 6.7: A schematic of the capacitive sensor circuit.
However, the impedance to ground through the primary coil is estimated to
be,
ωL = 2pi 100 kHz 560µH ≈ 350 Ω, (6.4)
given a measured primary inductance of 560µH. Thus the majority of the cur-
rent flows through the windings. The noise of the capacitive sensor, connected
to the torsion balance but with no drive signal, at 1mHz is 1.62×10−4 V/√Hz
which translates into a torque noise of 6.02× 10−14 Nm/√Hz.
6.3.4 PID Servo Control System
A PID servo control is used to control the position of the torsion balance. In
physical terms, proportional control shortens the natural period of the torsion
balance, integral control ensures that the torsion balance maintains the set-
point and derivative control damps out oscillations of the torsion balance.
The AC voltage signal from the capacitive sensor is demodulated by the
phase sensitive detector and read onto a PC running a custom PID controller
program, written in LabVIEW, using a PCI 6229 ADC. The program samples
a predetermined number of data points from the voltage signal at a selected
frequency and fits a straight line to those data points [149, 150]. The center
point of the fit gives the most probable angular position of the torsion balance,
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which is used in the proportional and integral part of the control program.
The gradient of the fit gives the angular velocity of the torsion balance which
is used in the derivative part of the control program.
In order to calculate the y intercept, a, and the gradient, b, of the sampled
data, an ordinary least squares fit analysis [151] is used. If it is assumed that
for each measured data point, i, the sensor voltage, V , can be related to time,
t, using,
Vi = a+ bti + i, (6.5)
where i is the residual of the i
th data point, the constants a and b can be
calculated from minimising the sum of the squares of the residuals, S, where
S =
n∑
i=1
(Vi − (a+ bti))2 . (6.6)
Equation (6.6) is minimised when ∂S
∂a
= 0 and ∂S
∂b
= 0. By solving the
two partial differential equations, it is possibly to obtain the best fit values
of the constants a and b, which will be denoted with a subscript “LS”. The
expressions used for calculating aLS and bLS are given below.
aLS =
∑
Vi
∑
t2i −
∑
Viti
∑
ti
n
∑
t2i − (
∑
ti)
2 , (6.7)
bLS =
n
∑
Viti −
∑
Vi
∑
ti
n
∑
t2i − (
∑
ti)
2 . (6.8)
After the least squares fit has been performed on the sampled data, the
correct output voltages that should be applied to the actuator plates in order
to hold the torsion balance at its set point are calculated. The servo control
voltage, Vservo, is given by,
Vservo = α (aLS − Vset) + βΣ (aLS − Vset) ∆t+ γbLS, (6.9)
where α, β and γ are the gains of the P, I and D control respectively and Vset is
a programmable set point. A bias voltage is applied to each actuator plate and
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Vservo is added to the bias voltage of one actuator plate while it is subtracted
from the bias voltage of the other actuator plate. This creates the appropriate
potential difference needed to hold the torsion balance at its set point.
6.4 Calibrating the Capacitive Sensor
The torsion balance must be calibrated in order to accurately determine the
torques acting on it. To do this, the bob was rotated through a known angle
and the resulting change in output voltage from the capacitive sensor was
measured. The torsion balance was moved in steps of ∼ 890 µrad and the
change in the output voltage of the capacitive sensor was measured. This was
repeated for both clockwise and anti-clockwise directions until the bob had
been rotated through ∼ 1780 µrad in both directions. A plot of measured
sensor voltage against rotation angle is shown in Figure 6.8. The gradient of
the best fit line through the data gives a value of 96.1±7.0µV/µrad. Dividing
the measured capacitive sensor data by this calibration coefficient allows the
sensor voltage to be converted into an angle.
The largest source of error in the calibration process is likely from the
stepper motor taking more, or less, steps than intended. If it is assumed that
the error in counting the stepper motor steps is a simple Poisson error then the
uncertainty can be estimated as the square root of the number of steps taken.
This is likely to over estimate the uncertainty as during operations it was found
that the stepper motor was generally quite accurate. However, there was not
enough time to do a significant number of calibrations to get a more accurate
estimate of what the uncertainty in the calibration actually was. Therefore,
the Poisson error will be used in this instance. The standard deviation of the
capacitive sensor data is only 140 µV which is negligible.
Once the sensor voltage is changed into an angle, it has to be converted
from an angle into a torque. In order to do this, the data must be divided by
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Figure 6.8: A plot of capacitive sensor output voltage against rotation angle. The
gradient of the best fit line through the data points was used to calibrate the torsion
balance in terms of an angle. The error on the gradient is 7 .3 %.
the response function of the torsion balance [152],
r(f) =
1
κ
((
1− f2
f20
)
+ i
Q
) , (6.10)
where κ is the stiffness of the fibre, f is frequency, f0 is the resonant frequency
of the torsion balance and Q is the quality factor of the torsion balance.
The stiffness of the fibre can be determined from the shear modulus of the
suspending fibre, G, the radius of the suspending fibre, r, and the length of
the suspending fibre, L,
κ =
Gpir4
2L
. (6.11)
The stiffness of the tungsten fibre was calculated to be 1.6×10−7Nm/rad when
taking the value of G to be 156 GPa [147].
The quality factor of the torsion balance was determined to be 1449 from
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the decay in the amplitude of the oscillations of the torsion balance after it had
been excited. The amplitude of the oscillations, A, follow that of a decaying
exponential of the form,
A = A0e
−t/τ , (6.12)
where A0 is the initial amplitude, t is time and τ is the characteristic time of
the ring down. The mechanical Q factor can be related to τ using,
Q = pif0τ. (6.13)
A typical ring down of the torsion balance is shown in Figure 6.9.
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Figure 6.9: A plot of the decaying oscillations of the torsion balance after it had
been excited. The Q factor of the torsion balance was determined from fitting an
exponential decay, shown in red, to the data.
The resonant frequency, f0, was found through calculation of the natural
period, T , of the torsion bob,
T = 2pi
√
I
κ
. (6.14)
The inertia of the bob was calculated using the computer aided design software,
6.5 Initial Results 166
SolidWorks, in which the parts of the torsion balance were designed. When
an assembly of an object is constructed in SolidWorks, the software is able to
calculate the moment of inertia from the material properties assigned to parts
in the assembly. The moment of inertia of the bob from SolidWorks was given
to be 8.27 × 10−5 kg m2. This gives a natural period of 142.8 seconds which
compares well to the observed natural period of 143 seconds. The observed
natural period was determined from looking at the FFT of the torsion balance
data.
It should be noted that this calibration was purely for the capacitive sensor,
therefore, it could only be applied to measurements that were made with the
torsion balance in free running mode or, in other words, with no servo control.
A method of calibrating the torsion balance while under servo control will be
discussed in Chapter 7.
6.5 Initial Results
6.5.1 Detecting Surface and Polarisation Charges on a
Silica Disc
The torsion balance was set up such that a small copper rod was positioned near
one of the silica discs on one arm of the torsion balance. The rod was orientated
so that one of its flat circular ends was facing one of the flat circular surfaces of
the silica disc. The copper rod had an AC voltage signal of amplitude 1 V and
a frequency of 1 mHz applied to it. Most of the surface charge was mitigated
from the silica disc using the static eliminator bar used in the experiments
described in Chapter 5, however, some residual charge still remained on the
disc which interacted with the copper rod.
Figure 6.10 shows an FFT of the time series data from the capacitive sensor.
The peaks at 1 mHz and 2 mHz are the 1ω and 2ω components of the drive
signal respectively, while the signal at 7 mHz is the resonant frequency of
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the torsion bob. Two peaks arise because the force acting on the torsion
balance consists of two contributions. The first is due to the force between the
residual surface charge on the silica disc, Qsurface, and the charge on the copper
rod, Qcopper, and the second is due to the force interaction between Qcopper
and polarisation charges, Qpol. Using Gauss’s law it is possible to obtain an
approximation for Qcopper that is related to the voltage applied to the rod, V ,
Qcopper =
V pir2ε0
d
cos ωt, (6.15)
where r is the radius of the copper rod, d is the distance between the surface
of the silica disc and the rod, ω is the angular frequency of the 1 mHz voltage
signal and t is time. Equation (6.15) is then substituted into Coulombs law to
obtain an expression for the force exerted on the torsion balance,
F =
(Qsurface +Qpol)Qcopper
4piε0d2
. (6.16)
If it is assumed that Qpol = αQcopper, where α represents a ratio related to the
relative permittivity of silica and ε0, Equation (6.16) becomes,
F =
QsurfaceV r
2 cos ωt
4d3
+
αV 2pir4ε0 cos
2 ωt
4d4
. (6.17)
The two terms in Equation (6.17) represent the 1ω and 2ω components that
were observed in Figure 6.10. The first term is obviously the 1ω part of the
signal as it contains a cos ωt. The cos2 ωt in the second term can be rearranged
to give 0.5 + 0.5 cos 2ωt which is the 2ω part of the signal.
If it is assumed that Qpol is small compared to Qsurface an estimate of the
surface charge on the silica disc can be made. Using the value for F calculated
from the output voltage of the capacitive sensor a value of ∼ 5×10−14 C, which
gives an estimated surface charge density of approximatetly 1 × 10−10 C/m2,
was obtained. This value agrees well with Kelvin probe measurements, made
in Chapter 5, of residual charge on fused silica after being discharged with a
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corona bar.
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Figure 6.10: Amplitude spectral density of the capacitive sensor output voltage show-
ing a signal due to surface charge interaction at 1 mHz and a signal due to polarisa-
tion charge interaction at 2 mHz. The third peak at 7 mHz is the resonant frequency
of the torsion bob.
Unfortunately, the Kelvin probe was not incorporated into the experimental
set up for this measurement, therefore, the actual surface charge density on
the silica disc could not be confirmed. Since the copper rod was attached to
the sample stage there wasn’t enough room to fix the Kelvin probe to the
stage. Even though the surface charge density could not be confirmed through
Kelvin probe measurement, this was still a good preliminary test of the torsion
balance.
6.6 Improving the Sensitivity of the Torsion
Balance and Locating Noise Sources
To make an observation of charging noise with the torsion balance the sensi-
tivity of the instrument had to be increased. After working with the set up
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for several months, and reading through the appropriate literature, the main
limiting noise sources of the instrument soon became clear. In this section the
main noise sources of the instrument will be discussed as well as changes that
were made to the set up in order to increase the sensitivity of the torsion bal-
ance. There will also be a description of the multiple regression least squares
fit analysis that was used to remove some of the low frequency noise from the
capacitive sensor data.
6.6.1 Decreasing the Fibre Diameter
The 50 µm tungsten fibre was replaced with a 40 µm tungsten fibre. As men-
tioned earlier in this chapter, decreasing the diameter of the fibre can in-
crease the sensitivity of the instrument significantly. With the fibre diameter
decreased, the stiffness of the fibre also decreases while the natural period
of the torsion balance increases. The new calculated stiffness of the fibre is
6.5 × 10−8 Nm/rad and the new natural period of the torsion balance is 178
seconds, or 5.62 mHz. Suspending the bob by a fibre 25 µm in diameter was
also attempted, however, the bob was notably more difficult to control, and to
set up, due to the longer period of the bob.
6.6.2 Changing the Sensor/Acuator Configuration
The sensor/actuator set up was changed so that on each of the columns, on
which the sensor and actuator plates are mounted, there is a sensor and an
actuator plate instead of two sensors on one column and two actuators on
the other. In this configuration the capacitive sensor rejects simple pendulum
motion (common mode) of the bob but remains sensitive to differential rotation
of the bob. A diagram of this set up is shown in Figure 6.11.
6.6.3 Shielding the Bob and Sensor Plates
It was thought that the exposed sensor plates could be picking up stray ca-
pacitance from exposed wires or even from surface charge on the insulating
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Figure 6.11: A diagram of the new sensor and actuator configuration of the torsion
balance set up. This set up rejects the first order pendulum mode of the torsion
balance in the x and y directions but is still sensitive to the rotational motion of the
bob. This is because the transformer is 1:1:-1 and the pendulum motion is common
mode, whereas the torsional motion is differential.
coating on the coaxial wires inside the vacuum tank. A shield was fabricated
to cover the top half of the columns on which the sensor and actuator plates
were mounted, and almost the entirety of the bob. The shield was made out of
a thin sheet of copper which was 20µm thick. The copper was easily bent, cut
and soldered into the necessary shape to create the shield. Screening the sen-
sor plates and the torsion bob from dielectric surfaces increased the sensitivity
of the torsion balance significantly. A plot of the torque noise of the torsion
balance before and after the shield was put in place is shown in Figure 6.12.
6.6.4 Contact Potentials
As discussed in Chapter 2, contact potential differences can arise between two
metals with different work functions when they are brought into contact. The
torsion balance is composed of different metals which could create various
contact potentials. These contact potentials can change with temperature
which would give rise to a fluctuating voltage acting on the torsion balance
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Figure 6.12: A plot showing the increase in sensitivity after the bob and sensor plates
were shielded.
[152]. Contact potentials can also cause problems when trying to maintain
servo control of the torsion balance. Sometimes when the bob was under servo
control it would appear as if the servo actuation was having little or no effect.
This is due to the fact that in order for the servo control to have any effect,
it must first cancel out the contact potential. To get around this problem the
servo voltages had to be kept above the contact potential difference between
the torsion balance and the actuator plates. This was achieved by having the
bias voltage of the actuator plates, discussed in Section 6.3.4, set appropriately
high.
The contact potential between the bob and the servo plates was measured
by rotating the bob through a known number of steps, while the bob was under
servo control, and monitoring the the change in the servo voltages. The torque
being applied to the bob by each actuator plate, Γ, can be calculated using,
Γ =
1
2
dC
dθ
(V − Vcp)2 + Γ0, (6.18)
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where dC
dθ
is the capacitance gradient between the servo plate and the bob, V
is the applied DC bias, Vcp is the contact potential and Γ0 is the initial offset
torque. When Γ is plotted against V the data follow a parabola where the
voltage at the minimum of the parabola, or maximum depending on the sign
of the torque, is equivalent to the contact potential. The parabola follows the
form,
Γ =
1
2
dC
dθ
V 2 − dC
dθ
V Vcp +
(
1
2
dC
dθ
V 2cp + Γ0
)
. (6.19)
Plots of the torque, calculated from the rotation of the bob and the stiffness
of the torsion fibre, against applied bias voltage for each of the actuator plates
are shown in Figure 6.13 for each of the servo plates. The values of the contact
potentials measured were 1.56V and 1.40V and the average capacitive gradient
value was calculated to be 1.2 × 10−11 F/rad. As stated previously, the error
in the rotation of the bob is estimated to be the square root of the number of
stepper motor steps. The error on the number of stepper motor steps taken is
√
8. If
√
8 steps is converted into an uncertainty in the angular displacement
of the bob we get ±3.7× 10−4 rad which gives a torque uncertainty of ±2.4×
10−12 Nm.
No precautions were taken in order to reduce any excess noise caused by
contact potentials. There was some discussion of getting parts of the bob, the
servo plates and the actuator plates coated in gold, using a thermal evaporation
process, to try and reduce this noise. Gold has a very uniform work function
and therefore should minimise any adverse effects of contact potentials. Unfor-
tunately the thermal evaporation apparatus available was not suited to coating
large pieces, such as the bob. Most of the bob is made of aluminium which is
also very difficult to coat due to the oxide layer which is present on its surface.
If parts of the bob were to be coated in gold, they would, most likely, have to
be sent to an external company which would be costly and time consuming.
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Figure 6.13: Plots showing the torque applied to the bob by the actuator plates against
servo voltage. The data points follow a parabola and the contact potential differences
between the bob and the actuator plates can be deduced from the parabolic fit.
6.6.5 Natural Unwinding of the Fibre
When the torsion balance is in free running mode, the signal measured from
the capacitive sensor tends to drift over time. Part of this drift is due to the
fibre naturally unwinding under the load of the bob. This unwinding is a
result of the method used to wind the tungsten wire onto a spool during the
manufacturing process. If the bob is suspended by a new fibre, it has to be left
for a few days until the fibre settles. This drift is also noticeable for at least a
day after pumping out the vacuum tank, even with a fibre that has been used
for several weeks. The fibre will also drift due to its anelasticity. This is when
the fibre slowly relaxes back to its original state [153]. There are methods of
annealing the fibre in the literature [154] that claim to remove, or reduce, the
drift from the fibre, however, after annealing one fibre is was found that there
was not a significant reduction in the drift.
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6.6.6 Temperature Drift
The main culprit of low frequency drift in the torsion balance data is due to
changes in temperature. As the temperature in and around the tank changes,
the tungsten fibre and metal structure expands or contracts causing the bob to
change position. Three PT-100 platinum resistance thermometers were used
to measure the temperature inside and outside the vacuum tank. One was
located outside the tank near the capacitive sensor circuitry and the other two
were located inside the tank; one at the top of the inner structure and one
near the bottom of the inner structure. The room in which the torsion balance
apparatus was located did not have any temperature control. The temperature
variation typically observed is shown in Figure 6.14.
From Figure 6.14 it can be seen that the temperature variation outside the
vacuum tank is greater than the temperature variation inside the tank. This
is likely due to gusts of air entering the laboratory from the lift shaft that is
immediately outside. The vacuum tank filters the temperature variations and
makes them appear a lot smoother inside the tank.
Using two power resistors, one located at the top of the set up and another
near the bottom, it was possible to change the temperature inside the tank.
Using the power resistor attached to the top of the set up, the temperature
was increased by a small amount and then left to decay back to equilibrium.
A linear correlation was found between changes in the output voltage of the
capacitive sensor and the changing temperature in the vacuum tank. This
correlation is shown in Figure 6.15.
Torsion balance facilities that achieve very high sensitivities often have their
instrument contained within a room where the temperature is monitored and
maintained at a constant temperature [155]. This helps to reduce thermally
induced drift in the fibre. Unfortunately, there was not enough time, or funds,
to develop such a sophisticated set up for this experiment. In order to reduce
the low frequency noise created by changing temperature, the thermal fibre
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Figure 6.14: Three plots showing the typical temperature variations measured by
the three thermometers used in the experimental set up. The top plot shows the
temperature outside the vacuum tank and the other two show the temperature inside
the vacuum tank.
drift was fitted out of the data using a multiple regression least squares fit
program. The fit program will be discussed in more detail in a later section.
6.6.7 Tilt
Ground tilt is another major noise source that plagues some torsion balance
experiments [156]. If the main clamping block at the top of the set up tilts
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Figure 6.15: A plot showing the linear correlation between changes in temperature
and changes in the capacitive sensor voltage.
relative to the ideal position of the torsion bob, this motion can couple into the
torsional motion of the bob [143]. If the apparatus tilts it will also change the
position of the torsion balance, which always hangs along the vertical axis of
the set up, relative to the sensor and actuator plates. This can lead to pseudo
torques being detected in the torsion balance data.
An Applied Geomechanics Inc. 755 miniature tilt sensor was used to mon-
itor ground tilt. Figure 6.16 shows the tilt of the vacuum tank in the x and
y directions over approximately 42 hours. It was found that tilt variations of
the vacuum tank were less than a few µrad, therefore, it is unlikely that the
torsion balance is limited by noise due to tilt. The tilt data is used to fit out
any low frequency noise created by tilt, however, this will likely be a very small
effect.
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Figure 6.16: A plot of the x and y tilt of the vacuum tank.
6.6.8 Magnetic Field Fluctuations
An AD22151 magnetic field sensor was used to monitor changes in the back-
ground magnetic field that might occur in the laboratory. When the torsion
balance was first set up there were some problems with magnetic fields and
magnetic materials. The bob was initially bolted together using stainless steel
bolts, and it was found that by moving a strong neodynium iron rare earth
magnet near the bob it would rotate significantly. The stainless steel bolts
were then replaced with titanium ones so that now the bob does not obviously
appear to be influenced by magnetic fields. Figure 6.17 shows the background
magnetic field over the course of a few days in the lab were the torsion balance
is located. There is no obvious correlation between the torque noise and the
magnetic field sensor output and therefore shouldn’t be a limiting noise source.
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Figure 6.17: A plot of the magnetic field recorded over a weekend in the room which
contains the torsion balance. The average field is ∼ 0 .29 G
6.7 Using Multiple Regression Fitting to Re-
move Known Noise Sources
A multiple regression fitting program, that uses the least squares criterion, was
used to fit out some of the noise sources, discussed in previous sections, from
the torsion balance data. Fibre drift, thermal effects and tilt were fitted out of
the raw capacitive sensor data. It has been shown in Section 6.6.6 that small
temperature changes will cause a linear change in the bob position. Therefore
it was assumed that the tilt and fibre drift effects also had a linear correlation
with changes in the bob position if these effects are small.
A multiple regression fitting program taken from “Numerical Methods Us-
ing Matlab” by Lindfield and Penny [157] was used for this analysis. This
method is much like the linear least squares fit analysis described in Sec-
tion 6.3.4 because it uses least squares criterion. This means that the best
fit parameters will be determined from minimising the sum of the square of
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the residuals of the equation below,
Vi = a0 + a1 ti + a2TIN (ti) + a3TOUT (ti) + a4tiltx (ti) + a5tilty (ti) , (6.20)
where Vi is the measured capacitive sensor voltage of the i
th data point, ti
is the time at which the ith data point was taken, a0 is the DC offset of
the capacitive sensor measurements from zero, TIN is the normalised average
temperature inside the tank, TOUT is the normalised temperature outside the
tank, tiltx is the normalised tilt in the x direction and tilty is the normalised
tilt in the y direction. The parameters a1 to a5 are unknown coefficients.
The fit program finds an estimate, bk, of the unknown coefficients in Equa-
tion (6.20) using initial parameters determined by the user. This gives the
equation of the fitted function as,
Vˆi = b0 + b1 ti + b2TIN (ti) + b3TOUT (ti) + b4tiltx (ti) + b5tiltx (ti) , (6.21)
where Vˆi is the fit value of the i
th data point. Once Vˆi has been calculated for
all i data points the error, e, of the fit can be determined from,
ei = Vi − Vˆi. (6.22)
As before, this error is used to calculated the sum of the square of the errors, S,
which, once minimised, will give the best fit values of the unknown coefficients
in Equation (6.20).
S =
n∑
i=1
e2i =
n∑
i=1
(
Vi − Vˆi
)2
. (6.23)
A full, and detailed, description of this method can be found in [157].
Once the best fit form of Vˆi has been found, it is subtracted from the raw
capacitive sensor data. This should remove any drift or noise associated with
the noise sources that are taken into account in the fitting process. The top
plot in Figure 6.18 shows the raw time series capacitive sensor data, in blue,
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before noise has been removed and the calculated least squares fit based on the
function given in Equation (6.20), shown in red. The second plot shows the
time series data of the capacitive sensor after the best fit has been subtracted.
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Figure 6.18: The top plot shows the raw capacitive sensor data, in blue, before
the least squares fit data, in red, is subtracted from it. The bottom plot shows the
capacitive sensor data after the fit has been subtracted, leaving the residual noise.
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6.8 Sensitivity of the Torsion Balance After
Improving the Set up
In order to increase the sensitivity of the instrument further, the sensor and
actuator plates were placed a few millimeters closer to the torsion bob2. Once
all of the mentioned improvements to the set up had been made, and the
multiple regression analysis was able to successfully remove known excess low
frequency noise, the torsion balance was calibrated again. The new calibration
constant was calculated to be 243 µV/µrad using the same method described in
Section 6.4. This shows a definite improvement from the calibration discussed
in Section 6.4. A measurement of the best sensitivity of the torsion balance
was made in late August 2011. The noise level for this measurement is shown
in Figure 6.19. At this noise level the torsion balance is sensitive to torques of
4.43× 10−15 Nm at 1 mHz.
This measurement was taken while the torsion balance was in free running
mode and without a charged sample in the vacuum chamber. The sensitivity
of the instrument would be expected to decrease slightly when taking a mea-
surement of a charged silica disc. This is because the shield around one of the
bob arms would have to be removed in order to make the measurement.
The thermal noise limit shown in Figure 6.19 was calculated using [158,
159],
Sτ (f) =
√
4kBTκ
2piQf
. (6.24)
where kB is the Boltzmann constant, T is temperature, κ is the stiffness of
the suspending fibre, Q is the quality factor of the torsion balance and f is
the frequency. The instrument is within a factor of 10 of the thermal noise
at 0.1 mHz which is expected due to the lack of temperature and tilt control.
This was a sufficient sensitivity to begin measurements of charging noise.
2The sensor and actuator plates were initially placed as far as possible from the bob so
that the torsion balance was easier to control.
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Figure 6.19: A plot showing the highest sensitivity reached by the torsion balance.
The torsion balance noise is shown in blue, the capacitive sensor noise is shown in
black and the thermal noise limit is shown in red.
6.9 Torsion Balance - Mark II
As with all experimental work, it was found that the design of the torsion
balance could be improved after the limitations of the instrument were deter-
mined. A Mark II version of the instrument was designed that should reach
higher sensitivities than the previous version of the instrument. Two designs
were considered for the Mark II instrument, one which consisted of a thin
plate for the bob, much like the University of Washington Eo¨t-Wash instru-
ment [160], and one which consisted of a four armed cross with cube test
masses on the ends of the arms, much like the instrument used at the Univer-
sity of Trento [161]. The latter design was chosen as the design of the Mark II
instrument.
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6.9.1 The Torsion Bob
The bob of the Mark II instrument, shown in Figure 6.20, has four isolated
cube masses attached to the ends of each of its four arms instead of plates.
There is also a small copper plate bolted to the center of the bob with a
300µm hole drilled in the center of it. The center hole in the copper plate
is for a copper tube, with an outer diameter of 250µm and inner diameter of
50µm, to be inserted. The torsion fibre will then be threaded into the tube and
the tube will be crimped to hold the fibre in place. This will allow the torsion
fibre to be better centered during the set up process rather than using a fibre
clamp. The fibre clamp of the Mark I instrument had quite a large margin for
error and often the fibre would have to be re-clamped several times before it
was reasonably centered. The reason the copper plate was made separate to
the rest of the bob is so that if the fibre breaks and needs to be replaced, the
plate is easily removed.
Figure 6.20: A photograph of the Mark II torsion bob. The cube masses are iso-
lated from the rest of the bob so that the sensing signal can be applied to the cubes
capacitively while keeping the rest of the bob grounded.
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In the Mark I version of the instrument the sensing signal was applied at
the top fibre clamp and down the fibre to the bob. When the signal is applied
down a thin exposed fibre it is sensitive to stray capacitance. This method of
applying the sensing signal also leaves the whole bob floating at approximately
1 V. Ideally, it would be preferred if the bob was grounded so it is at the same
potential as its surroundings. The Mark II instrument will apply the sensing
signal capacitively onto two of the cube masses using an electrode in the top
plate of the sensor housing, discussed in Section 6.9.2. Since the cubes are
electrically isolated from the rest of the bob, the bob and fibre can remain
grounded while the cubes are left floating. An optical position sensing method
may also be developed for the Mark II instrument. This would also leave the
bob grounded and avoid the use of electrostatics during measurements.
Another benefit of not connecting the sensor signal at the main fibre clamp
is that the bob can now be continuously rotated. With the sensor signal wire
connected to the fibre clamp, the bob can only be rotated so far until the wire
starts to wrap around the eddy current damper. This would be very useful
when making measurements of charging noise as the DC force from the surface
charge is usually very large. The bob could be rotated through a very large
angle until the majority of the DC force is canceled out.
6.9.2 The Sensor Housing
One of the major problems with the Mark I instrument was that the sensor
plates were left exposed to dielectric surfaces inside the vacuum tank. This
created a significant amount of noise which was reduced by shielding the sensor
plates and the bob. This is why, for the Mark II instrument, it was decided that
the sensor and actuator plates would be housed in an enclosure. The housing
is made of aluminium and has three copper electrodes which can be fixed into
the top plate and two of the side plates of the housing. The electrode in the
top plate is for applying the drive signal to the cube mass, one of the electrodes
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in one of the side plates is for applying servo control and the other electrode in
the opposite side plate is for capacitive sensing. The fully constructed sensor
housing is shown in Figure 6.21 and a view of the sensor housing with the top
plate raised is shown in Figure 6.22. There is also an “exploded” view of the
top half of the sensor housing shown in Figure 6.23.
 
Electrical Connections to 
Electrodes within the Housing 
Figure 6.21: A photograph of the sensor
housing for the Mark II torsion balance.
 
Top Plate 
Side Plates 
Figure 6.22: The electrode in the roof
of the housing is for applying the drive
signal to the cube mass of the torsion
balance.
6.10 Conclusion
A torsion balance apparatus has been developed that is of sufficient sensitivity
to begin studies of charging noise. A direct measurement of charging noise has
not been made yet and thus a measurement will allow us to determine whether
the Weiss theory of charging noise is the most appropriate description.
Initial measurements have shown that it is possible to measure both the
polarisation charge and surface charge present on a silica disc. With the in-
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Figure 6.23: A photograph showing an exploded view of the inside of the Mark II
sensor housing. The sensor, actuator and drive electrodes are highlighted in the
photograph.
clusion of a Kelvin probe in the experimental set up it should be possible to
make accurate measurements of the surface charge on samples of silica and the
time constant of the charging noise. This will allow accurate estimates of the
signal expected from charging noise.
The limiting noise sources of the instrument have been investigated and the
sensitivity of the instrument has been greatly improved to the stage where it
should be possible to make a successful measurement of charging noise. This
measurement will provide greater understanding of charging noise and allow
accurate predictions of charging noise in advanced gravitational wave detectors.
A Mark II torsion balance instrument has also been designed and built.
The design of the Mark II torsion balance addressed some of the problems
with the design of the Mark I instrument. The improved design should make
the instrument easier to work with and should improve the sensitivity. Due to
lack of time, the performance of the Mark II instrument has not been included
in this thesis.
Chapter 7
Measuring Charging Noise with
a Torsion Balance
7.1 Introduction
With the torsion balance at a sufficient sensitivity, measurements of charging
noise could now be attempted. This chapter presents a measurement of the
torsion balance sensitivity with a charged fused silica disc near the bob. There
will be a detailed discussion on how the torsion balance was calibrated for this
measurement as it is very different from the method described in the previous
chapter. This is because for a measurement of charging noise the bob had to
be under servo control, therefore, the closed loop gain of the servo control had
to be taken into account. There will also be a detailed explanation of how
the torque noise due to moving surface charges was estimated. This involved
estimating the average torque acting on the torsion balance and determining
the correlation time of the surface charge from a Kelvin probe measurement.
The chapter will conclude with a discussion of the results and any disparity
between the theoretical predications and the measurement.
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7.2 Experimental Set Up
The experimental set up for the measurements presented in this chapter is
virtually the same as described in the previous chapter. However, there are a
few minor changes.
The initial plan for this experiment was to charge a silica disc fixed to the
sample stage and a silica disc attached to the bob. The fixed sample would
then be moved into position using the stage motors so that the two charged
surfaces would be facing each other and a measurement could be made. It was
found that the bob was far too difficult to control using this method, therefore,
the silica disc on the bob was substituted for an aluminium plate. This way it
is only the silica disc fixed to the sample stage that has to be charged. To keep
the bob balanced, the copper plates attached to the bob that were used for
capacitive sensing and servo control were also substituted for the aluminium
plates. The aluminium plates are slightly larger than the original copper plates
so as to increase the area which interacts with the surface charge on the silica
sample. A photograph of the bob with the aluminium plates attached is shown
in Figure 7.1.
To charge the sample, a large rectangular rubber pad was made from a
Viton o-ring and then covered with a thin sheet of copper. This was at-
tached to the fixed platform, near the bottom of the vacuum chamber, using
an aluminium post and was positioned near the bob. The copper was electri-
cally isolated from the grounded fixed platform and connected to an electrical
feedthrough so that voltages could be applied to it. This allowed the pad to
be grounded during measurements, preventing unwanted excess noise. The
sample could be easily charged in vacuum by moving it away from the bob
and pressing it against the pad using the motorised stages. The copper had a
voltage of 10 V applied to it when the silica disc was pressed against it. The
copper pad can be seen in both Figure 7.1 and Figure 7.2.
In order to make measurements of charging noise, the bob of the torsion
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Copper Pad 
Torsion Bob 
Kelvin Probe 
Figure 7.1: A photograph of the torsion bob with new aluminium plates attached to
the ends of each of its four arms. The Kelvin probe, silica sample and copper pad,
used for charging the sample, can also be seen in the photograph.
balance would have to be under servo control due to the large DC torque
exerted on it by the surface charge on the silica sample. The servo voltages
were originally applied to the actuator plates using a National Instruments PCI
6229 ADC. This could only supply a maximum of 10 V to the actuator plates
which would not be enough to keep the bob under servo control while a charged
sample was present in the vacuum chamber. A Trek 603 dual channel power
amplifier, that could supply 50 V, was briefly used but it was found to be too
noisy for this experiment. One channel of the Trek power amplifier was also
improperly calibrated and always had an offset of a few volts. Eventually two
high voltage OPA445 op-amps were used to supply the servo plates with 40 V.
This provided adequate servo control for the purposes of this experiment. Both
of the OPA445 op-amps were set up in a standard non-inverting configuration,
as shown in Figure 7.3.
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Figure 7.2: A photograph of the silica sample positioned near the torsion bob to make
a measurement of charging noise. The decaying surface charge on the silica disc,
which is monitored with the Kelvin probe, exerts a decaying torque on the torsion
balance plate. The disc was charged by pressing it against the copper pad whilst the
pad had a voltage applied to it.
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Figure 7.3: A schematic of the non-inverting op-amp circuit used to provide a servo
control voltage to the actuator plates.
A Kelvin probe, which can be seen in Figures 7.1 and 7.2, was added to
the torsion balance set up so that the charge on the fused silica disc sample
could be monitored. Since the charged face of the silica disc has to be facing
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the bob, it was not possible to directly measure this surface charge density.
Instead, the Kelvin probe was positioned at the opposite face. This meant that
it was probably a polarisation charge induced in the opposite face that was
being measured. Since it was a polarisation charge that was being measured,
the calibration for the Kelvin probe would be different from that described
in Chapter 3. Unfortunately an alternative calibration method could not be
developed in time. However, a measurement of the surface charge density
on the silica disc is not essential for the charging noise measurement as the
average torque acting on the bob, needed for estimating the level of charging
noise expected, can be calculated from the rotation of the bob and the stiffness
of the torsion fibre. The Kelvin probe was still used to measure the correlation
time of the charge.
It should also be noted that the method of computationally removing known
noise sources from the torsion balance data was not used for the results pre-
sented in this chapter. Since the decay of the surface charge has a very long
time constant, it can appear as if there is a large linear drift in the data. The
multiple regression fit program would fit to the charging noise signal and re-
move it. Therefore, the data presented in this chapter is the raw, unedited,
torsion balance data that was recorded during the measurements. The drift in
the signal due to changes in temperature and tilt are also insignificant com-
pared to the strong signal of the charging noise and should not greatly affect
the data anyway.
7.3 Calibrating the Servo Control
The measurements made in Chapter 6 were taken when the torsion bob was
in free running mode. This means that the servo control was only used to
damp down the oscillations of the torsion bob and then the servo control was
turned off for the duration of the measurements while the bob was allowed to
naturally oscillate. To make a measurement of charging noise servo control
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must be used. This is because the servo control will have to cancel out the
large DC torque exerted on the bob by the surface charge on the silica sample.
Calibrating the torsion balance while under servo control is slightly more
complex than calibrating it in free running mode. Figure 7.4 shows a schematic
of the gains of the torsion balance set up that will have to be considered. The
gain of the PID controller, G, and the capacitance gradients, C, between the
bob and each of the servo plates must be taken into account, as well as the
response function of the bob, T . Transfer functions T and G can be defined
in the Laplace domain as
T =
1
Is2 + bs+ κ
(7.1)
and
G = α +
β
s
+ γs (7.2)
where I is the moment of inertia of the bob, b is the damping constant, κ is
the stiffness of the torsion fibre and α, β and γ are the gains of the P, I and D
controls respectively. C is a constant and was measured to be 1.2×10−11F/rad,
as stated in Chapter 6. By applying a known torque, ΓIN , on the bob while it
is under servo control, it should be possible to calculate the gain required to
generate the feedback torque, ΓF , needed from the servo voltage, VM , to keep
the torsion balance at its set point. The gain which will be calculated is the
closed loop gain of the system.
An expression must be found that relates ΓIN to the measured servo volt-
age, VM , so that the servo voltages can be converted into a torque. Using
control system theory, and with the aid of Figure 7.4, it is possible to derive
the relation between ΓIN and VM . First, it is possible to relate ΓF to the
capacitive sensor output, VOUT , using,
ΓF = CGVOUT . (7.3)
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Figure 7.4: A schematic of the gains that have to be taken into account in the torsion
balance set up. For a torque acting on the bob, ΓIN , the torsion balance will rotate
and VOUT will be measured by the capacitive sensor. VOUT is also used to calculate
the servo voltage, VM . VM applies a negative feedback torque, ΓF , to the bob to
counteract the bob’s motion and keep it at its set point.
It is also possible to relate VOUT to ΓIN and ΓF using,
VOUT = T (ΓIN − ΓF ) . (7.4)
The expression above essentially states that if the correct ΓF is applied to keep
the bob at its set point then no change in VOUT should be observed. Rearrang-
ing Equation (7.3) for VOUT and substituting into Equation (7.4) gives,
ΓF
GC
= T (ΓIN − ΓF ) . (7.5)
Equation (7.5) can be rearranged for ΓF to obtain the expression,
ΓF =
GTC ΓIN
(1 +GTC)
. (7.6)
A new expression for ΓF can be substituted into Equation (7.6) to relate ΓIN
to VM . From Figure 7.4 it can be seen that ΓF can be expressed as,
ΓF = CVM , (7.7)
7.3 Calibrating the Servo Control 194
therefore, Equation (7.6) becomes,
ΓIN =
VM (1 +GTC)
GT
, (7.8)
where the constant term in the equation, (1 +GTC) /GT , is the closed loop
gain of the system.
With Equation (7.8) derived, it is now possible to calculate the gain of
the control loop at different frequencies. To do this, the stepper motor that
controls the rotation stage, shown in Figure 6.3, was programmed to move in a
sine wave at selected frequencies with an amplitude of 100 steps, or 1310µrad.
When the torsion balance oscillates in this manner the servo voltages will also
oscillate as they try and apply enough feedback torque to keep the bob at its
set point. ΓIN can be calculated from the amplitude of the rotation, and the
stiffness of the fibre, and the amplitude of VM can be determined from fitting a
sine wave to the servo voltage data using the multiple regression fitting analysis
described in Chapter 6. A plot of the stepper motor motion, the servo effort
and the fit to the servo data is shown in Figure 7.5.
The gain in Equation (7.8) can be calculated simply by dividing the ampli-
tude of ΓIN by the amplitude of VM . The gain measurement was carried out
for a range of frequencies and the results are shown in Figure 7.6. It can be
seen from Figure 7.6 that the measured gain starts to level off at low frequen-
cies. This is because at low frequencies the movement of the rotation stage
essentially seems like a very slow drift from the set point. The integrator of the
PID controller dominates at this point in order to keep the bob at its set point.
This is also the reason why the servo effort and the stepper motor motion are
out of phase with each other in Figure 7.5.
The error in Figure 7.6 comes from the uncertainty in the angular displace-
ment in the estimate of the torque being applied to the torsion balance. As
discussed in Chapter 6, this error is taken as the square root of the number of
stepper motor steps. For this case the uncertainty in angular displacement will
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Figure 7.5: A plot showing the change in servo effort, blue, as the torsion balance is
moved in a sine wave motion, green. The fit to the servo data is also shown, in red.
The servo action is out of phase with the stepper motor motion because the integral
action is dominant at low frequencies.
be ±131 µrad which gives an uncertainty in the torque of ±8.52 × 10−12 Nm.
As stated previously, this is likely to be an overestimate of the uncertainty
but as there was not sufficient time to carry out repeated measurements of the
calibration this is the best estimate of the uncertainty.
So that the gain could be calculated for any frequency, a best fit line was
plotted through the data points in Figure 7.6. It was found that the function
that fitted the data best [162] was,
Gain =
1
A0 −Bf exp
(
f
f0
) , (7.9)
where f is frequency and A0, B and f0 are constants. The best fit of this
function was found using fit tools in Matlab and is represented by a red dashed
line in Figure 7.6. The measured servo voltage could then be converted into
a torque by multiplying it by the appropriate gain value calculated using the
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Figure 7.6: A plot of the closed loop gain of the torsion balance PID system measured
at different frequencies. The expression given in Equation (7.9) was used to fit to
the data points so that the gain could be calculated for any frequency.
best fit line to the gain data.
This calibration was initially carried out with no charged sample in the
vacuum chamber. This was to compare the torque noise of the torsion balance
under servo control with the torque noise of the torsion balance in free running
mode, as both of these noise levels should be approximately the same. It should
be noted that even though the torsion balance was in free running mode there
were fixed servo voltages applied to the servo plates for this measurement. The
reason for this was incase the presence of voltage on the servo plates created
additional noise through coupling via electrostatic stiffness. For an accurate
comparison, the noise would have to be present in both noise measurements.
Figure 7.7 shows plots of the torque sensitivity of the torsion balance measured
while it was in free running mode, red, and while it was under servo control,
black. It can be seen from Figure 7.7 that the torque sensitivities of the torsion
balance in these two modes of operation compare well. Thus confirming that
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the calibration method is accurate and reliable. The increase in sensitivity
around 5/6 mHz in the fixed servo data is due to the resonant frequency of the
torsion balance in free running mode.
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Figure 7.7: A plot of the torque sensitivity of the torsion balance while in free running
mode, red, and while under servo control, black.
The gain measurements for the PID set up during the charging noise mea-
surement were slightly trickier. The closed loop gain was measured in the
same way as described previously except that the PID values were changed to
those used during the charging noise measurement. Once the charging noise
measurement had been made, the sample was moved away from the bob and
some air was released into the chamber to remove the excess charge from the
silica disc. In order to keep the bob in place during the charging noise mea-
surement the proportional gain had to be very high, which can cause the PID
control to become unstable. Unfortunately without the surface charge the high
proportional gain made the torsion balance uncontrollable. This meant that
the control loop gain could not be measured with exactly the same propor-
tional gain as used during the charging noise measurement. It was found that
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the highest proportional gain that could be used, without the charged sam-
ple present, to keep the torsion balance reliably controlled was half the value
used for the charging noise measurement. The amplitude of the servo voltage
oscillation was measured at 0.5 mHz for different proportional gain values to
see if the amplitude of the servo voltage oscillation for the proportional gain
used for the charging noise measurement could be extrapolated from the data.
These measurements are shown in Figure 7.8. From Figure 7.8 it appears as if
changing the proportional gain does not have a significant effect on the overall
control loop gain, therefore, it will be assumed that the closed loop gain for
the proportional gain used during the charging noise measurement will be ap-
proximately the same as for a proportional gain of half that value. The error
in the estimation of the servo amplitude is negligible as the servo voltages can
be measured to high accuracy. It was not known how reproducible the calibra-
tion process was as there was not enough time to gather sufficient statistics.
Therefore, it is unknown whether the outlying data point, for the proportional
gain value of 0.25, is truly an outlying data point or within in the standard
deviation that one might expect from repeating this measurement.
A plot of the stepper motor motion, the servo effort and the fit to the servo
data is shown in Figure 7.9 and the control loop gain as a function of frequency
for the new PID values is shown Figure 7.10. For these measurements the servo
control appears more in phase than in Figure 7.5. This is likely because, with
such a high proportional gain, the proportional term is the most dominant in
this circumstance.
The gain measurements were taken between 0.25 and 2 mHz. Measure-
ments were not taken below 0.25 mHz because it would have taken too long
and measurements were not taken above 2 mHz because there would not have
been enough time to remove backlash in the stepper motor. If the motor di-
rection needed to be changed the backlash in the motor had to be removed.
The number of steps needed to remove backlash in the motor used here was
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Figure 7.8: A plot of the amplitude of the servo voltage oscillation measured for dif-
ferent values of proportional gain. It does not appear as if changing the proportional
gain has a significant effect on the overall control loop gain. The proportional gain
used for the charging noise measurement was 0.7.
75. During the sine wave motion of the rotation stage the motor had to stop
at the peaks and troughs of the wave and remove the backlash. This is why
the peaks and troughs of the servo voltage shown in Figure 7.9 appear slightly
flattened. It is unknown whether the gain measurements at 1.75 mHz and
2 mHz are dropping off as the frequency increases or if they fall within the
expected standard deviation of the measurement. Therefore, the data that
will be analysed will be below 1.25 mHz because the data definitely appear to
level off at these frequencies. The average gain of these data points was found
to be 1.98× 10−9 Nm/V. This value will be used to convert the servo voltages
recorded during the charging noise measurement into a torque. The error in
the estimation of the servo amplitude will be taken as 8 %, as this was the
standard deviation of the data points in Figure 7.8, and it was assumed that
they were approximately the same value during the charging noise measure-
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Figure 7.9: A plot showing the change in servo voltage, blue, the fit to the servo
voltage data, red, and the torsion balance sine wave motion, green, for the PID
values used during the charging noise measurement.
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Figure 7.10: A plot of the closed loop gain measured at different frequencies for the
PID values used during the charging noise measurement.
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ment. As mentioned previously, there was not sufficient time to obtain good
statistics on the standard deviation of repeated gain measurements. There is
also an error in the estimate of the torque exerted on the torsion bob from the
sinusoidal rotation of the rotation stage as mentioned previously. This value
was estimated to be 10 % and will be added in quadrature to the 8 % error in
the servo voltage amplitude to give a combined error of 12.8 % on the torque
noise.
7.4 Results
A silica disc was charged under vacuum by pushing it against the copper pad,
shown in Figure 7.2, held at a potential of 10 V. The disc was pushed against
the pad multiple times until the disc had acquired a sufficient amount of charge.
The sample was then moved into position using the motorised stages so that
the charged surface of the silica sample was facing one of the plates at the
ends of the arms of the torsion bob. The silica disc was spaced approximately
18 mm from the plate of the torsion balance. Initially, the bob could not be
servo controlled due to the large DC torque exerted on the bob by the charge.
The bob had to be rotated through an angle of 0.55 rad, or 31.5 ◦, so that
the restoring torque of the fibre would help cancel out the DC torque from the
surface charge. Once the bob had been rotated, servo control was achieved and
the torsion balance was left for several days to take a measurement. The servo
voltages that were measured are shown in Figure 7.11. Typical servo voltages
measured without a charged sample in the vacuum chamber are shown in
Figure 7.12.
When the charged sample is in the vacuum chamber the change in the
servo voltages is far greater than when the sample is removed from the set up.
This is due to the fact that the surface charge is decaying and therefore the
DC torque being exerted on the bob is decaying. The decaying DC torque of
the surface charge is significantly larger than any of the other noise sources of
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Figure 7.11: Plots of the applied servo voltages during the charging noise measure-
ment.
the instrument that were discussed in the previous chapter. This is why the
change in servo voltage without the charged sample in the chamber is of the
order of tens of millivolts and the servo voltage in the presence of the charged
sample changes by several volts.
Figure 7.13 shows the ASD of the time series servo voltage data measured
during the charging noise measurement and the ASD of servo voltage data
measured without the charged sample in the vacuum tank. When comparing
the noise of the instrument with and without the charged sample in the vacuum
chamber it can be seen that the noise clearly increases significantly when the
charged sample is present.
The servo voltages shown in Figure 7.11 are also strongly correlated with
the Kelvin probe signal, further indicating that the increased noise observed in
Figure 7.13 is most likely due to the decay of the surface charge on the silica
sample rather than just the presence of the charge. Figure 7.14 shows a plot of
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Figure 7.12: Plots of the typical servo voltages applied to the servo actuators when
a charged sample is not present in the vacuum chamber.
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Figure 7.13: A plot of the torque sensitivity of the torsion balance with a charged
sample near the bob, red, and without a charged sample near the bob, black.
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the linear correlation between one of the servo voltages and the Kelvin probe
signal during the charging noise measurement.
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Figure 7.14: A plot of the Kelvin probe voltage against the servo voltage being applied
to one of the actuator plates during the charging measurement. Clearly there is a
strong linear correlation between the two data sets.
7.4.1 Estimating the Expected Charging Noise Level
The level of charging noise expected from this measurement must be calculated
to determine whether the noise observed is consistent with the Weiss theory of
charging noise. Charging noise is dependent on the average Coulomb force, or
torque in this instance, exerted on the torsion bob and the correlation time of
the charge. So, to determine the charging noise signal that should be expected
from this measurement the average DC torque acting on the bob and the
correlation time of the charge must be estimated.
7.4 Results 205
7.4.1.1 Estimating the DC Torque Exerted on the Torsion Bob
The DC Coulomb torque was estimated from the restoring torque acting on
the torsion bob. The restoring torque and the Coulomb torque from the sur-
face charge should be equal, but opposite, when the bob is perfectly centered
between the sensor and actuator plates. The restoring torque comprises of two
components: the restoring torque of the fibre and the torque applied by the
servo actuators. The magnitude of the restoring torque of the fibre, Γ1, can
be calculated from the angle through which the bob was rotated, φ, and the
stiffness of the fibre, κ,
Γ1 = κφ. (7.10)
From Chapter 6 it was found that κ was 6.5× 10−8 Nm/rad and it was men-
tioned previously in this chapter that φ was 0.55 rad. This gives Γ1 a value of
3.58× 10−8 Nm.
The servo torque that is exerted on the bob by the servo actuators can be
calculated using,
Γ2 =
1
2
dC
dθ
(V1 − V2)2 , (7.11)
where dC
dθ
is the average capacitance gradient between the bob and the two
servo plates, V1 is the average servo voltage applied to servo actuator 1 over
the course of the measurement and V2 is the average servo voltage applied to
servo actuator 2 over the course of the measurement. The average capacitance
gradient was calculated to be 1.2 × 10−11 F/rad from measurements made in
Chapter 6, the average voltage applied to servo actuator 1 was 11.26 V and
the average voltage applied to servo actuator 2 was 14.96 V. This gives the
value of Γ2 to be −8.21× 10−11 Nm, therefore, the combined restoring torque
is 3.57× 10−8 Nm.
7.4.1.2 Estimating the Charging Noise Correlation Time
The surface charge on the silica sample was monitored throughout the torsion
balance measurement with a Kelvin probe. As mentioned in Section 7.2, the
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probe wasn’t directly measuring the charged surface of the silica sample be-
cause this surface had to face the bob. The Kelvin probe was located at the
surface opposite the one that had charge on it and was measuring a polarisa-
tion charge. This should still give an accurate measurement of the correlation
time because as the charge on the surface facing the bob decreases so should
the induced charge being measured by the Kelvin probe. Figure 7.15 shows
the decaying Kelvin probe signal that was measured. The correlation time, τ0,
of the charge can be obtained from the inverse of the time coefficient in the
exponential term of the exponential fit to the data, also shown in Figure 7.15.
τ0 was measured to be 3.01× 106 s or approximately 35 days.
7.4.1.3 Modeling Torque Noise Due to Charging
Once τ0 and the average torque, 〈Γ〉, had been determined it was possible to
calculate the level of charging noise that should be expected in the experiment
using the Weiss theory of charging noise. The torque noise power spectrum
was calculated using,
Γ2x1(f) =
2〈Γ2〉
piτ0
(
1
τ20
+ (2pif)2
) , (7.12)
as stated in Chapter 2, except that force noise has now become torque noise.
It was not necessary to use the finite element analysis that was described in
Chapter 2 because the average torque was determined from the measurement.
Therefore, it was just a simple case of calculating the torque noise for a range
of frequencies using Equation (7.12).
It is noted in Appendix A that if the time series of charging noise can be de-
scribed simply as a decaying exponential then charging noise should follow the
fourier transform of a decaying exponential. When taking Fourier transforms
the normalisation constant 1/
√
2pi is often used. This would give charging
7.4 Results 207
0 5 10 15 20 25 30 35 40
0.31
0.315
0.32
0.325
0.33
Time (Hours)
K
el
vi
n
P
ro
be
V
ol
ta
ge
(V
)
 
 
Kelvin Probe Data
Best Fit
K
el
vi
n
P
ro
be
V
ol
ta
ge
(V
)
0 5 10 15 20 25 30 35 40
−4
−2
0
2
4
x 10−4
Time (Hours)
R
es
id
ua
ls
(V
)
R
es
id
ua
ls
(V
)
y = 0.3256*exp(−3.324e−7*x)
τ0 = 3.01 x 10
6
 seconds
Figure 7.15: Plots of the decaying Kelvin probe signal measured during the charging
noise measurement (top) and the residuals of the fit to the data (bottom). The
correlation time of the charge was calculated to be 3 .01 × 10 6 s from the exponential
fit to the data, shown in red (top).
noise the form,
Γ2x2(f) =
〈Γ2〉
2piτ0
(
1
τ20
+ (2pif)2
) . (7.13)
Both Equations (7.12) and (7.13) are essentially the same in principle, how-
ever, it is unknown to the author how the constant of 2/pi appears in Equa-
tion (7.12). An estimate of the torque noise created by moving surface charge
was calculated using both Equations (7.12) and (7.13). Both of these estimates
are shown in Figure 7.16 along with the observed noise spectrum of the torsion
balance measured during the charging noise measurement.
The most important part of this result is that the slope of the torsion
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Figure 7.16: A plot of the torque sensitivity of the torsion balance with a charged
silica disc present in the vacuum chamber (red) and estimates of the charging noise
expected using the two different methods described in the text (blue and green). The
region of uncertainty on the torsion balance measurement is between the two faint
red lines. The error on the theoretical estimates are less than 1 %.
balance measurement matches the slope of the theoretical estimate. This would
show that the charging noise has the frequency dependence expected. To show
how well the slopes match, the ratio of the torsion balance measurement and
one of the theoretical charging noise estimates (the blue line in Figure 7.16)
are presented in Figure 7.17. The plot shows that the ratio of the two lines
has a flat response which indicates that the slopes agree well.
From the measurements presented here it would appear that the torsion
balance was indeed measuring noise created by the fluctuating forces from
charges decaying on the surface of the silica disc. Equation (7.13), which uses
a different normalisation constant to Equation (7.12), seems to give a better
estimate of the increased noise level observed than Equation (7.12), which
overestimates the noise level by nearly a factor of 2.5.
In conclusion this experiment successfully measured excess noise due to
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Figure 7.17: A plot of the ratio of the torsion balance measurement and the theoretical
estimate of charging noise against frequency. The flat response indicates that the two
lines have the same gradient.
fluctuating electric charges on a dielectric surface. It was shown that charging
noise (see Figure 7.18) has the frequency dependence as predicted by the Weiss
theory of charging noise. This means that accurate estimates of charging noise
can be made for advanced and future gravitational wave detectors which will
be extremely useful when planning their construction.
7.5 Discussion
From the torsion balance measurement presented in this chapter it would ap-
pear that a direct measurement of charging noise has been made. Depositing
surface charge on the surface of a silica disc and positioning it near the tor-
sion balance significantly increased the noise level of the instrument. It is very
unlikely that this increase in noise could have been the result of anything else
other than the charge decaying on the silica disc due to the good correlation
between the servo voltage signal and the Kelvin probe signal.
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Figure 7.18: A plot of the total aLIGO noise and charging noise.
Equation (7.12) overestimated the level of noise expected by almost a factor
of 2.5 and Equation (7.13) overestimated the level of noise expected by approx-
imately 18 %. It is not entirely clear why the charging noise level observed is
not as high as what is predicted by theory. As mentioned in this chapter, the
most significant sources of error in the measurement are due to uncertainty
in the torque estimate, which is used in both the gain measurements and the
estimation of the theoretical charging noise level, and the calculation of the
amplitude of the servo voltage oscillation during the calibration process. The
uncertainty in the torque estimate should not really be more than stated be-
cause after the torsion bob is moved in a sine wave motion, with an amplitude
of 100 stepper motor steps, the servo voltages generally settle on the values
that they had before the bob was moved. It can be seen in Figures 7.5 and 7.9
that there is not an obvious drift in the signal, thus indicating that the bob
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has not taken too few or too many steps in a particular direction.
It is entirely possible that a larger error exists in the estimation of the
average torque used in the theoretical estimates of the charging noise. This is
because the bob had to be rotated through quite a large angle, which required
almost 42,000 stepper motor steps, and this was done over a period of weeks.
It is possible that some stepper motor steps were miscounted. However, it is
doubtful that this additional error is on the scale of the deviation observed
here.
It could be that the uncertainty in the estimate of the servo amplitude is
greater than expected. As mentioned, it was unknown whether two of the gain
data points in Figure 7.10 were in fact dropping off as the frequency increased
or if there was just a larger error in those data points. Repeated measurements
should be taken of the servo gain at a particular frequency in order to calculate
the standard deviation observed for a greater data population.
7.6 Conclusion and Future Work
In this chapter it was shown that moving surface charges do create a fluctuat-
ing force noise that can increase the noise level of sensitive instruments. When
the Weiss theory of charging noise was used to estimate the level of charging
noise expected during the measurement, it was found that it overestimated the
noise level observed. Equation (7.12), the charging noise equation as stated
in Weiss’s technical paper, and Equation (7.13), essentially Equation (7.12)
but with a different normalisation constant, were both used to estimate the
charging noise expected. It was found that Equation (7.12) overestimated the
level of charging noise by almost a factor of 2.5 and Equation (7.13) overesti-
mated the level of charging noise by approximately 18 %. It is believed that
the errors considered in this experiment are accurate, however, it is entirely
possible that there is some source of error that has been unaccounted for, or
that one of the sources of error has been slightly underestimated, and this is
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why there is some disparity between measurement and theory. Even with the
slight constant offset between measurement and theory, the most important
part of the measurement was that the frequency dependence of the measured
and predicted charging noise agreed very well. Thus confirming that the theo-
retical prediction of charging noise discussed in this thesis should provide good
estimates of charging noise for future gravitational wave detectors.
The torsion balance is a highly sensitive instrument that is extremely useful
for measuring very weak forces. As shown in this experiment, it is possible to
construct a torsion balance experiment of reasonable sensitivity without having
an overly complicated set up. At the end of Chapter 6 there was a discussion
on the development of a Mark II version of the torsion balance. With the
improved sensitivity of the Mark II instrument over the one that was used for
the measurements in this chapter, it should be possible to improve upon the
measurement of charging noise presented in this thesis. This will then lead to
measurements of the more subtle aspects of charging noise, such as the role
played by polarisation charges and the additional forces generated by a charged
moving earthquake stop. This new set up could also be used for the study of
charging on materials that will be used for third generation detectors.
Chapter 8
Conclusions
Kilometer scale gravitational wave detectors have conducted several collabo-
rative science runs in an attempt to directly detect gravitational waves. Even
though there has not been a direct detection yet there are several astronomical
sources that provide indirect evidence for the existence of gravitational waves.
Within the next decade second generation detectors will be taking part in col-
laborative science runs that will no doubt detect the first gravitational waves.
These detectors aim to have an improved sensitivity of at least a factor of
ten greater than their predecessors. Improvements in the detectors sensitivity
comes from years of collaborative work from researchers around the globe who
have created new and innovative methods of reducing the main limiting noise
sources of gravitational wave detectors.
As the sensitivity of gravitational wave detectors increase they could be
more prone to noise created by the movement of excess electrical charges on
the surface of the detector optics. If electrical charge is deposited on the optics
of a gravitational wave detector it can compromise its control and sensitivity.
It is thought that enough precautions have been taken for charging noise not
to be a significant problem in second generation detectors, however, research of
charging issues must continue to ensure that it will not be a problem in third
generation detectors. It is likely that materials such as sapphire and silicon
will be used in these detectors and it is unknown what level of charging noise
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these materials could create if they became charged whilst under vacuum. It is
also unknown whether the charge mitigation measures being taken for second
generation detectors would be appropriate for third, and future, generation
detectors.
For future gravitational wave detectors it is imperative that they have at
least one in situ charge mitigation procedure. This procedure should effectively
reduce excess surface charge on the detector optics, not cause damage to the
reflective coating on the optics and minimise detector down time. It has been
shown in this thesis that the use of argon, ionised by an AC glow discharge,
as a means of reducing excess charge would be very effective in a gravitational
wave detector such as aLIGO. There are also other studies that have shown that
reducing excess surface charge can be accomplished by using ionised nitrogen.
A study carried out by Weiss also showed that ionised nitrogen did not damage
the TiO2 doped Ta2O5/SiO2 multi-layer reflective coating that will be used for
aLIGO. It is unlikely that the ionised argon will cause significant damage to the
aLIGO coating either, as it is used in the deposition process of the reflective
coating. However, the main issue that has to be resolved for the process
presented in this thesis is eliminating the possibility of UV being exposed to
the TiO2 doped Ta2O5/SiO2 coating. As discussed here, this shouldn’t be a
significant problem. Although it is untested, this thesis presented a device
which contained the glow discharge so that ionised argon can flow out of the
device while leaving the UV trapped inside. This would also allow nitrogen
gas to be used which is easier to pump out the vacuum chamber than argon.
If this could be shown to work in practice it would provide a charge mitigation
procedure to future detectors that is safe, easily set up and reproducible.
The moment when gravitational wave detector optics are at the highest
risk of becoming charged is during the cleaning of the optics. It is still un-
known whether mixing carbon nano-tubes (CNT) into the First ContactTM
(FC) solution significantly decreases the resistivity of the FC when it dries to
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leave a polymer film. However, as shown in this thesis, mixing high concen-
trations of CNT into FC will not deposit significantly less surface charge on
the detector optics than ordinary FC. Therefore, the most promising method
of reducing excess surface charge on the detector optics during the cleaning
procedure is, again, through the use of ionised gas. Ionising nitrogen using
a commercially available anti-static bar is a very easy method of significantly
reducing the amount of charge deposited on the detector optics. This method
did encounter some problems when trying to mitigate charge from between
two closely spaced silica samples, but it is very difficult to recreate the kind
of set up one would encounter in a real detector. It was still shown that this
method should reduce surface charge to a level that will not limit aLIGO.
Some additional work may have to be carried out at LASTI, or at the detec-
tors themselves, in order to optimise this process for mitigating charge between
the test mass and the reaction mass. Mitigating charge on insulators through
use of ionised gas created by a corona discharge is a process that has been
well researched and is used in many different types of industries and should be
suitable for use in future gravitational wave detectors.
Possibly the most important measurement presented in this thesis is the
direct measurement of charging noise with a servo controlled torsion balance.
This result shows that charge deposited on the surface of an insulator does
decay exponentially and produces a power spectrum of the form described by
Weiss. The theoretical estimate of the level of charging noise expected agreed
well with the noise level observed. This indicates that the Weiss theory of
charging should give a good estimate of the charging noise one might expect in
a gravitational wave detector. The charging noise measurement presented in
this thesis was made with the Mark I instrument, however, there was discussion
of the development of a Mark II instrument. This instrument should not only
be easier to use, but should also provide greater sensitivity than the Mark I.
This could provide more accurate measurements of charging noise and provide
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additional insight into more subtle aspects of charging noise. The role of
polarisation charges created in the silica test masses is an issue that has been
becoming more of a concern in recent years. The Mark II version of the torsion
balance could be used to see if these polarisation charges create additional noise
that perhaps doesn’t follow the same Markov assumption of the charging noise
discussed here.
This is truly an exciting time in the gravitational wave community as we
approach the beginning of a new era of second generation detectors. When
these detectors can make routine detections of gravitational waves they will
no doubt provide a wealth of new physics and astronomy. The Weiss the-
ory of charging noise should allow accurate predictions of charging noise in
gravitational wave detectors. This will be incredibly important in the design
of third and future generation detectors. Charge mitigation procedures have
been well researched for second generation detectors, however, there has been
little discussion of how excess charge on the optics of third generation detec-
tors will be handled. It is entirely possible that the methods discussed for
second generation detectors can be directly applied to third and future gen-
eration detectors. However, with the possibility of new materials and optical
coatings being used for the test masses of these detectors, it is unknown what
effect the charge mitigation procedures already developed will have on these
materials and coatings. Additional research should be conducted in order to
ensure that future gravitational wave detectors do not risk having their low
frequency sensitivity limited by charging noise.
Appendix A
Derivation of the Charging
Noise Equation for an
Exponentially Decaying Surface
Charge
If it is assumed that surface charge decays exponentially across the surface of
an optic, with a single correlation time τ0, it will create a fluctuating force, Fx,
which acts on the detector optic,
Fx = 〈F0〉 exp
(
− t
τ0
)
, (A.1)
where 〈F0〉 is the average Coulomb force acting on the optic and t is time.
To convert this time series into a frequency spectrum a Fourier transform of
Equation (A.1) must be taken and can be expressed as,
Fx(ω) =
〈F0〉√
2pi
∫ ∞
−∞
exp
(
− t
τ0
)
exp (iωt) dt, (A.2)
where ω is angular frequency. For this exponential signal it will be assumed
that,
Fx =
 〈F0〉 exp
(
− t
τ0
)
for t > 0
0 for t < 0
(A.3)
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Therefore, the limits of the integral in Equation (A.2) are changed to give,
Fx(ω) =
〈F0〉√
2pi
∫ ∞
0
exp
(
−
(
1
τ0
− iω
)
t
)
dt. (A.4)
Integrating Equation (A.4) gives,
Fx(ω) =
〈F0〉√
2pi
(
1
τ0
− iω
) exp(−( 1
τ0
− iω
)
t
)∣∣∣∣∣∣
∞
0
, (A.5)
Fx(ω) =
〈F0〉√
2pi
(
1
τ0
− iω
) . (A.6)
To remove the complex term in Equation (A.6) it is multiplied by its complex
conjugate,
F 2x (ω) =
〈F 20 〉
2pi
(
1
τ0
− iω
)(
1
τ0
+ iω
) , (A.7)
which gives,
F 2x (f) =
〈F 20 〉
2pi
(
1
τ20
+ (2pif)2
) . (A.8)
In order to have the correct units of Nm/
√
Hz, Equation (A.8) has to be divided
by the bandwidth of the signal being measured. In this instance the bandwidth
will be taken as the correlation time, τ0, to give the expression,
F 2x (f) =
〈F 20 〉
2piτ0
(
1
τ20
+ (2pif)2
) . (A.9)
This is slightly different from Equation (2.3) quoted in Chapter 2. It is possible
that the author of the paper from which Equation (2.3) is quoted used a
different normalisation constant in the Fourier transform of the exponential
function. However, Equation (2.3) are Equation (A.9) are essentially the same
in principle.
Appendix B
Additional SEM Images
There are more SEM images of the surface of a silica disc cleaned with FC
mixed with multi-walled CNT, discussed in Chapter 5, shown below. The
SEM images in Figures B.1 to B.10 are taken at a magnification of 300 and
the SEM images in Figures B.11 to B.18 are taken at a magnification of 800.
From these images it does not appear as if any carbon is deposited on the silica
samples from the FC.
Figure B.1: An SEM image of a sil-
ica disc before FC with CNT is applied.
This image was taken at the edge of the
sample.
Figure B.2: An SEM image of a silica
disc after FC with CNT has been re-
moved from its surface. This image was
taken at the edge of the sample.
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Figure B.3: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 1 mm from the edge of the sam-
ple.
Figure B.4: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 1 mm from the
edge of the sample.
Figure B.5: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 2 mm from the edge of the sam-
ple.
Figure B.6: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 2 mm from the
edge of the sample.
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Figure B.7: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 3 mm from the edge of the sam-
ple.
Figure B.8: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 3 mm from the
edge of the sample.
Figure B.9: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 4 mm from the edge of the sam-
ple.
Figure B.10: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 4 mm from the
edge of the sample.
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Figure B.11: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 1 mm from the edge of the sam-
ple.
Figure B.12: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 1 mm from the
edge of the sample.
Figure B.13: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 2 mm from the edge of the sam-
ple.
Figure B.14: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 2 mm from the
edge of the sample.
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Figure B.15: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 3 mm from the edge of the sam-
ple.
Figure B.16: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 3 mm from the
edge of the sample.
Figure B.17: An SEM image of a sil-
ica disc before FC with CNT is ap-
plied. This image was taken approxi-
mately 4 mm from the edge of the sam-
ple.
Figure B.18: An SEM image of a sil-
ica disc after FC with CNT has been
removed from its surface. This image
was taken approximately 4 mm from the
edge of the sample.
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