Abstract-We introduce problems of decentralized control with delayed communication, where delays are either unbounded or bounded by a given constant . In the -bounded-delay model, between the transmission of a message and its reception, the plant can execute at most events. In the unbounded-delay model, the plant can execute any number of events between transmission and reception. We show that our framework yields an infinite hierarchy of control problems,
assumption that controllers can exchange information with zero delay, in other words, that the plant cannot perform any action between the transmission and reception of a message among controllers. This assumption, while simplifying the study of what the communication policy should be (for example, how can transmissions be reduced so that only absolutely necessary information is communicated), is often unrealistic in practice, where controllers must function in a network with delays.
In this paper, we study problems of decentralized control with communication, where the communication delays are explicitly modeled and taken into account. In particular, we distinguish two communication models, namely, where delays are either bounded by a given constant , or unbounded. In the -bounded-delay model, between the transmission of a message and its reception, the plant can execute at most events. In the unbounded-delay model, the plant can execute any number of events between transmission and reception.
We make a number of assumptions. First, we assume that communication is lossless, that is, all messages are eventually delivered within a finite (possibly unbounded) delay. Second, we assume that communication is first-input-first-output (FIFO), that is, if message is sent before message , then will be delivered before . Third, we fix the communication policy to the following simple policy: each controller transmits the events it observes in the exact order it observes them, and nothing else. Fourth, we consider a simple model of specifications, in terms of responsiveness properties, of the form "event is always followed by event ." Finally, we consider for simplicity the case of only two controllers (this is not an essential assumption). Our framework is described in Section III. The hierarchy is presented in Section IV.
The results we obtain are as follows. First, we show that our modeling framework results in the (infinite) hierarchy of control problems expressed by (1) (containments are strict) (1) denotes the class of control problems that can be solved with a central controller.
denotes the class of control problems that can be solved with two controllers with -bounded-delay communication. denotes the class of control problems that can be solved with two controllers with 0018-9286/04$20.00 © 2004 IEEE unbounded-delay communication.
denotes the class of control problems that can be solved with two controllers without communication.
means that every problem that can be solved with a single controller can also be solved with two controllers communicating with zero-delay, and vice versa (recall that we assume the "transmit everything you observe" policy).
means that every problem that can be solved with -bounded-delay communication can also be solved with -bounded-delay communication, in fact, using the same controllers. The other inclusions are similar. The fact that the inclusions are strict means that there are problems which can be solved in a -bounded-delay network, but cannot be solved in a -bounded-delay network, for , and that there are problems which can be solved with unbounded-delay communication, but cannot be solved without any communication.
We follow the framework of supervisory control for discrete-event systems (e.g., see [4] and [18] ) except that we use responsiveness properties to express requirements. Usually, in discrete-event systems, a legal regular language is given, and the objective is to find controllers such that the language generated by the closed-loop system is contained in the legal language. To avoid trivial solutions (e.g., the language of the closed-loop system being empty) an extra requirement is added, namely, nonblockingness, which informally states that it is always possible in the closed-loop system to reach an accepting (or marked) state. In Section V, we argue that nonblockingness is meaningless in a setting with communication, since it fails to satisfy a natural property. Indeed, controllers may be nonblocking in a -bounded delay network, but blocking in a -bounded delay network. The reason is that nonblockingness cannot distinguish between "cooperative" nondeterminism (of the plant) and "adversarial" nondeterminism (induced by the network). This is explained in Section V.
We also provide a set of undecidability and decidability results. Some versions of the decentralized control problem are known to be decidable [17] , [18] while others have recently been shown to be undecidable [8] , [19] . In particular, checking the existence of (and constructing, if they exist) nonblocking controllers [3] , [13] such that (respectively, ), is shown to be decidable in [18] , where and are given regular languages, is a (finitestate) plant, and are the controllers, is the conjunctively [23] controlled system without communication, is the unmarked (i.e., prefix-closed) language of , and is the marked (or accepted) language of . In [8] , it was shown that checking the existence of decentralized deadlock-free controllers in an -regular language setting is undecidable. In [19] , it was shown that checking the existence of nonblocking controllers, such that , is undecidable. 1 In this paper, we extend the results of [19] and show that it is undecidable to check the existence of two controllers such that a set of responsiveness properties is satisfied, in both cases 1 It is also worth noting that the setting of [17] , [18] is slightly more general than the one considered in [19] , in the sense that [17] and [18] allow controllers to have their own acceptance conditions (accepting states), whereas in [19] it is assumed that all states of the controllers are accepting.
of: 1) unbounded-delay communication, and 2) no communication. We believe that the decentralized control problem with bounded-delay communication is decidable. Toward such a result, we prove decidability of joint observability with boundeddelay communication. The latter is a modification of the joint observability notion of [19] , to take into account the fact that the observers communicate to each other their observations, and these observations are delivered with bounded delay.
Related work: Reference [1] studied a related centralized control problem, namely, the problem of synthesizing a single controller when there are delays in the input/output interaction between plant and controller (i.e., an event generated by the plant is not immediately observed by the controller, and similarly with controller outputs), and provided necessary and sufficient conditions for the existence of a controller, in the restricted case of plants generating a so-called memoryless language.
[14] studied a related problem of decentralized diagnosis with communication. Their model of communication appears to be similar to our unbounded-delay model.
The problem of decentralized control has been also considered in different settings, as in the setting of reactive modules [7] , [10] , [11] . There, the communication policy is not fixed, however, the entire system executes synchronously, thus, the communication delay is zero.
II. PRELIMINARIES
will denote the set of natural numbers. Let be a finite alphabet.
denotes the set of all finite strings over , denotes the empty string, and . denotes the set of all infinite strings over . Given two strings and , such that is finite, or is the concatenation of and . Given a (finite or infinite) string , a prefix of is a finite string such that , for some . Given a set of strings , the prefix-closure of (i.e., the set of all prefixes of all strings in ) is denoted by . Let be a (finite or infinite) string over . Given , we define the projection of to , . If is nonempty, we say that is generated by . Given an infinite string , we say that is generated by if every finite prefix of is generated by . A string generated by is maximal if, either is infinite, or is finite and for some , is a deadlock. is the set of all (finite or infinite) maximal strings generated by .
An automaton as above can be equipped with a set of marked states . Given such an automaton, its unmarked language is defined to be , and its marked language is defined to be . A deterministic automaton over with outputs in , where is an alphabet (not necessarily related to ), is a tuple , where is a deterministic automaton over , and is the output function (total).
III. CENTRALIZED AND DECENTRALIZED CONTROL PROBLEMS
We now define four control problems, namely, centralized control, decentralized control without communication, decentralized control with unbounded-delay communication and decentralized control with bounded-delay communication. We fix an alphabet , to be used through the whole section. In all cases, the plant will be modeled as a finite-state deterministic automaton over ,
. The controllers will be modeled as receptive deterministic automata with outputs.
A. Centralized Control (CC)
Let , . models the set of events of the plant that are observable by the controller and models the set of controllable events. The latter can be "disabled" by the controller. The centralized control architecture is depicted in Fig. 1 .
The controller is a receptive deterministic automaton over with outputs in . The intended meaning is that, when is in state , it disables all events in . Notice that we do not require to be finite-state a priori.
The controlled system, denoted , is defined to be the deterministic automaton , where , , and is defined as follows. . In case some event , that is, is controllable by both controllers, the conjunctive decision policy is assumed, that is, the event is enabled iff both controllers enable it. The conjunctive decentralized control architecture without communication is depicted in Fig. 2 
C. Queues of Bounded or Unbounded Delay
Before defining the decentralized control problems with communication, we introduce the useful notion of a FIFO queue with delays (queue, for short). A queue over some alphabet is an ordered list of pairs of the form , where and . The index is called the time-to-live field and models the remaining time steps until the message is delivered. 2 We require that if is before in a queue, then . For example, is a queue with two elements. It models a network where messages and have been sent, and has been sent before . Thus, by the FIFO property of the network that we assume, will also be delivered before . Moreover, the time-to-live field of is 2, meaning that will be delivered after two time steps. We will see later how time is counted in our discrete-event model. The empty queue is denoted .
The The operation models the network delivering a message. The operation models time elapse and the corresponding "aging" of messages in the network. The operations model 2 In fact, we use the term "time-to-live" in a slightly different way than its standard meaning. In computer networks, "time-to-live" is a counter which is decremented at specific points (e.g., every time the message goes through a switch). When the counter reaches zero, the message is discarded, as it is considered too "old." In our case, when the time-to-live field reaches zero, the message is ready to be delivered and must be delivered before time can elapse. the network scheduling a message to be delivered later on: since it is not known exactly after how many steps the message will be delivered, both and are nondeterministic. In an unbounded-delay network, will be used, since a message may be delivered after an arbitrary (though finite) number of steps. On the other hand, in a network where a message is guaranteed to be delivered after at most steps, will be used. Notice that, by the FIFO property of the queue (which models the FIFO assumption we make on the network), a message cannot be delivered unless all previous messages in the queue are delivered. For example, models the fact that is sent after in an unbounded delay network. Since will be delivered after one time unit, cannot be delivered earlier. On the other hand, can be delivered (much) later, after time units, where is unknown. In a bounded-delay network, a known bound exists for .
The following properties follow easily from the definitions. Lemma 3: For any queue over some alphabet , for any , and for any , (1) , and (2) for any , for any element of , .
D. Decentralized Control With Unbounded-Delay Communication (DCUC)
Given an event in some alphabet , denotes another event, called the message version of ( will model the message sent by a controller that observes ). Given an alphabet , we define . Given , , denotes the string . Let , , , and . Controller will observe its own observable events, , plus the message events it receives from , . In order not to create confusion, we will assume that and are disjoint: this can be achieved by renaming if necessary. However, note that if (i.e., is observable by both and ) then will observe directly (the moment it occurs) and will later receive (the message sent by ). The situation is symmetric for .
Let be the set of all possible queues over , for , ,2,
. A queue will hold the messages sent from to , and will hold the messages sent from to . Let and . For ,2, controller is a receptive deterministic automaton over with outputs in . Let be a new event, and define . The conjunctive decentralized control architecture with communication is depicted in Fig. 3 . Note that, since we fix the communication policy to "transmit everything you observe," we do not need to model communication actions of the controllers explicitly. Instead, every event observed by one controller is automatically transmitted to the other controller.
The conjunctively controlled system with unbounded-delay communication, denoted , is defined to be the nondeterministic automaton , where , , and is defined as follows. Given states and , contains the following types of transitions. 
1) (Delivery of a message):
: : if there is no such that clause 2a) is satisfied, and some queue is nonempty, in which case, , and , for 1, 2. Clause 1 corresponds to the case where a message is delivered from one of the queues: this happens as soon as a queue is ready. Clause 2a) corresponds to the case where the plant moves: Every such move is assumed to take one time step, so that it results in the aging of both queues by one step; moreover, if the plant executes , then, for each controller , if is observable by , then moves according to , and is sent to the other controller . Clause 2b) corresponds to time elapse, without any move of the network or the plant: this happens when the plant is blocked and there is at least one queue which is not ready and nonempty. In this case, time elapses, the queue eventually becomes ready and delivers the message. The special event models one time step.
Definition 4 (DCUC Problem): Given a finite-state deterministic automaton over , a specification over , and , , , , do there exist receptive deterministic automata over with outputs in , for , 1, 2, , such that .
E. Decentralized Control With Bounded-Delay Communication (DCC)
Let , , and be as in Section III-D. In addition, we are given a natural constant . The conjunctive decentralized control architecture with bounded-delay communication is the same as the one shown in Fig. 3 . The difference is that delays in this case are bounded by .
The conjunctively controlled system with -bounded-delay communication, denoted , is defined in the same way as , except that is replaced by , in the definition of the transition function .
Definition 5 (DCC Problem):
Given , a finite-state deterministic automaton over , a specification over , and , , , and , do there exist receptive deterministic automata over with outputs in , for , 1, 2, , such that .
IV. HIERARCHY OF CENTRALIZED AND DECENTRALIZED CONTROL PROBLEMS
We will represent a decentralized control problem by a tuple . To be able to compare, we will also represent a centralized control problem by the same type of tuple, with the convention that and .
will denote the class of all control problems for which there exists a centralized solution, that is, a controller over with outputs in , such that . Classes , and are defined similarly, w.r.t. the DCC, DCUC, and DC problems. We first observe that decentralized control with zero delay is equivalent to centralized control.
Proposition 6: . Indeed, zero delay means that, each time the plant generates an observable event , say, , message is delivered to before the plant has time to generate another event. However, this is equivalent to directly observing . Thus, both controllers have same observation capabilities, equivalent to a single controller observing . Next, we show that every decentralized control problem that can be solved with communication of unbounded delay or delay at most can also be solved if the delay is at most , using the same controllers. This is to be expected, since a network of delay at most is more deterministic (i.e., has less behaviors) than a network of at most delay, or a network of unbounded delay.
However, as we shall see in Section V, this natural property is violated in the framework of nonblockingness. Corollary 10: For all , and . We next observe that every decentralized control problem that can be solved without any communication, can also be solved with unbounded-delay communication. Indeed, any controllers that work without exchanging any information, will also work on any network, simply by ignoring all messages they receive.
Proposition 11:
Putting together all the previous results, we get the inclusions of (1).
Proposition 12: For all , . Proof: We will use the plant depicted in Fig. 4 . Assume that are uncontrollable and unobservable events, while , are controllable by controller and is observable by controller . The specification is . In other words, we want to keep initially enabled, in case occurs, but disable it if occurs. We can build correct controllers in a -bounded-delay network. Controller will do nothing, except transmit to , if occurs. Controller will initially enable both and . If it receives , it will disable . It can be seen that these controllers satisfy in a -bounded-delay network, because will be received by at the latest right after occurs, and before the "illegal" can occur. However, in a network where delays can be more than , the illegal may happen before has received . If decides to disable right from the start (i.e., without observing anything), then will be violated if the plant performs .
Corollary 13: For all , . Proof: We use the same example as in the proof of Proposition 12 and the fact that . Proposition 14:
. Proof: We will use the plant depicted in Fig. 5 can initially disable both and and wait, until it receives or . If this ever happens, then knows that either or occurred, and can enable the corresponding response. 3 In a setting without communication, however, cannot possibly know which of , to disable. It cannot disable both, since no response will ever be given, then. It cannot enable both either, since this may result in an incorrect response.
V. CASE OF NONBLOCKINGNESS
In supervisory control theory, specifications are often given by considering a legal language , which must contain the closed-loop system language, and further requiring that the controllers be nonblocking. Informally, nonblockingness states that for any behavior of the closed-loop system, it is possible to extend to a behavior accepted by the plant.
In this section, we show that nonblockingness is not an appropriate requirement in the context of decentralized control with bounded-delay communication. Indeed, in such a setting, it is not true that controllers which are nonblocking in a -bounded delay network are also nonblocking in a -bounded delay network. We consider this problematic, since it does not meet our expectations. If we look at controllers as players in a "game" against the network, then, since a -bounded delay network is a "weaker" player than a -bounded delay network (the former has less choices than the latter), a strategy against the latter should also work against the former. To put it differently, controllers functioning properly in a network where delays are potentially (but not necessarily) large, should also function properly in a network where delays are guaranteed to be small. This property holds in the setting we have considered so far in this paper, as shown by Proposition 9.
Let us begin by defining an alternative decentralized control problem with bounded-delay communication, where requirements are not given as responsiveness properties, but as a legal language plus the requirement of nonblockingness.
The plant will be modeled as a deterministic automaton , equipped with marked states . The controllers will be modeled as in Section III-E. The closed-loop system will be defined as in Section III-E, with the addition that it will now have marked states, in particular, all states in , where is the set of states of controller Fig. 6 . Plant G and two controllers C and C . Fig. 7 . Closed-loop system (G=C^C ) (where G, C , C are as in Fig. 6 ).
, for , 2 (notice that controllers do not have marked states). Let denote the closed-loop system in a network with bounded delay . Recall that and are, respectively, the unmarked and marked languages of .
Definition 15 (DCCNB Problem):
Given , a finitestate deterministic automaton over , equipped with a set of marked states, a regular language , and , , , and , do there exist receptive deterministic automata over with outputs in , for , 1, 2, , such that 1) (legal language requirement); 2) (nonblockingness requirement).
Theorem 16:
There exists a plant and controllers , such that is nonblocking, whereas is blocking.
Proof: We will use the plant and the controllers shown in Fig. 6 is depicted in Fig. 7 . At each state, we show the local state of the plant, the local state of controller and the contents of the nonempty queues. The local state of controller is always the same, thus it is omitted. We do not explicitly identify the two queues: their contents suffice to identify them. For example, at state (0, 3, ), is at state 0, is at state 3, and there is a message in the receiving queue of with time-to-live field 1. The marked state of the closed-loop system automaton is state (2, 7) .
It can be verified that is nonblocking. Indeed, from every state of the automaton, the marked state (2, 7) can be reached (this is a sufficient condition for nonblockingness).
is obtained from by removing all states (and corresponding transitions) where some element in some queue has a nonzero time-to-live field. Doing so, we obtain a reachable state-space, which is a subset of the one for . In particular, contains a single cycle, namely, . Thus, . On the other hand, , since the marked state is unreachable in . Thus, is blocking.
VI. UNDECIDABILITY RESULTS
In this section, we show that checking existence of controllers in both cases of unbounded-delay communication and no communication are undecidable problems. The proofs are by reduction of an undecidable decentralized observation problem, namely, checking joint observability [19] . We first recall the definition of joint observability and state its properties of interest, without proof.
Definition 17 (Joint Observability): Given regular languages over some finite alphabet , and , , is said to be jointly observable with respect to and , , if there exists a total function , such that
The following lemma comes from [19] and gives necessary and sufficient conditions for joint observability.
Lemma 18: is jointly observable with respect to and , iff
The following theorem comes from [19] . Theorem 19: Checking joint observability is undecidable. Based on the previous result, we now show undecidability of decentralized control with unbounded-delay communication or without communication. The undecidability result for decentralized control without communication is similar to the result proven in [19] . However, the setting in [19] is slightly different: requirements are expressed by legal languages and nonblockingness. Also, the proofs here use directly the undecidability of joint observability, reducing the latter problem to each of the two control problems. is the automaton shown in Fig. 8 . initially generates strings in . At some point, may decide to stop generating strings in . Let be the generated string at that point. If , executes , otherwise, it executes . After that, executes and waits for controller 1 to enable either or . Let be . That is, if generates a string in , then we want to be enabled, and if generates a string in , then we want to be enabled. In other words, we are "asking" the controllers to decide whether the initially generated string was in or not.
We claim that iff is jointly observable with respect to , , and .
Suppose is jointly observable with respect to , , and . Then, there exists a function , such that for any , iff . Controllers , can be constructed as follows. 4 will do nothing, except transmit its observations to .
will initially disable both and and wait until it receives . At that point, and supposing that generated , "knows" both (from its own observations) and (from what it received from ). If , then will enable , otherwise it will enable . To see that the aforementioned construction yields correct controllers, observe the following. First, every infinite behavior in cannot contain neither , nor , thus, is trivially satisfied. Second, if ever occurs, then will also occur (by maximality, and the fact that is uncontrollable), thus, will eventually be received by both controllers (even though this will happen after an unbounded number of steps). Then, will be enabled and the specification will be satisfied. The situation is similar if occurs. Now, suppose is not jointly observable with respect to , , , that is, by Lemma 18, there exist , , such that , for 1, 2. Assume that controllers satisfying exist. Suppose that initially performs : This can happen, since all events in are uncontrollable. Also, suppose that all events sent by to are received by after observes : this can happen, since the network delay can be greater than the length of . Since must be satisfied, must be enabled after . Moreover, cannot be enabled at all after , otherwise the specification can be violated. Suppose enables for the first time (after ) when it observes , where is a prefix of , that is, . Then, is a maximal behavior of . We claim that the string is also a maximal behavior of . To see this, note that, having observed , is in some state and . Suppose performs , and all events sent by to are received by after it observes . Then, produces the same observations as , the sequence observed by is again . Since is receptive and deterministic, it reaches state and enables . Thus, is also a maximal behavior of . However, this violates the property . Thus, correct controllers cannot exist. Theorem 21: The decentralized control problem without communication is undecidable.
Proof: The proof is similar to the one of Theorem 20, except that a slightly different plant is used, shown in Fig. 9 . This plant offers the possibility to controller to transmit its observations to controller , by enabling and disabling controllable events . That is, communication between the two controllers is "simulated" by the plant.
We use the notation of the proof of Theorem 20. Assuming , let be a set of new events, and define . Let and . Finally, let and . The new plant is over . The initial behavior of (up to ) is as the initial behavior of in the proof of Theorem 20. After , waits for to transmit its observation to . can do this by enabling a sequence , which corresponds to the message "I have observed ." 5 Finally, must enable either or . The property is defined to be . We claim that iff is jointly observable with respect to , , . The first direction, where we assume jointly observable and construct the controllers, is almost identical to the previous proof, with two differences: first, explicitly transmits what it observed to , using the sequence of 's followed by ; second, waits for instead of , before it decides. In the other direction, suppose is not jointly observable with respect to , , . Then, there exist , , such that , for 1, 2. Assume that controllers satisfying exist. Suppose performs and at this point, for 1, 2, controller has observed and is in state . Now, we claim that transmits some sequence .
cannot transmit an infinite sequence, because will never take place and will not be satisfied. Notice that may enable both and some at the same time, and it is possible that the plant chooses instead of . If this happens,
observes and decides what to do next. In any case, must eventually disable all events and enable : otherwise, it is possible to have an infinite transmission and will never occur. Still, we can see that the sequence is not unique. This is not a problem, because for each such sequence transmitted to and must make the correct decision. Therefore, we assume that is one of the possible sequences transmitted to . enables for the first time after , once it observes some prefix of . Now, suppose performs . Since and yield the same observations to both and , and the controllers are deterministic and receptive, will transmit the same sequence(s) to as when occurred.
will also behave in exactly the same manner and, after observing , will enable , violating the specification. Thus, correct controllers cannot exist.
VII. DECIDABILITY OF A DECENTRALIZED OBSERVATION PROBLEM WITH BOUNDED-DELAY COMMUNICATION
We believe that the decentralized control problem with bounded-delay communication is decidable. Toward such a result, we show decidability of a decentralized observation problem with bounded-delay communication. The latter problem is a modification of the joint observability problem, with bounded-delay communication added between the observers.
A. Joint Observability With Bounded-Delay Communication
Given regular language over , subalphabets , , and , we construct a regular language . The latter models the observation of by two observers which communicate in a -bounded delay network, as illustrated in Fig. 10 . Observer observes all events in immediately when they occur, and receives all events in within a delay of at most , for , 1, 2,
. We use the notation introduced in Section III and assume that and are disjoint (this can be achieved by renaming, if necessary).
Let be a deterministic finite-state automaton equipped with marked states , which accepts (i.e., whose marked language is ). String corresponds to all messages being delivered immediately (zero delay). String is the same as , up to the transmission of the last , which is delayed by two steps. Notice that since operation of the plant ends with the last , the event modeling time elapse is necessary to decrement the time-to-live field of pending message and allow the message to be delivered. In string , the first is delayed by two steps and the other two 's by one step; the first and third 's are delayed by one step and the second by two steps; is not transmitted, since it is not observable by any observer.
On the other hand, the following strings do not belong in :
is not valid since a message cannot be received before it is transmitted.
is not valid since the first is delayed by three steps whereas the maximum allowed delay is two.
Although the set of all potential states of is infinite, its set of reachable states is finite, as shown later. Thus, the language is regular.
Lemma 22 (Queue Invariant):
In any reachable state of , a queue can contain at most elements. Moreover, if a queue contains elements, then the time-to-live of the head of this queue is at most . Proof: We prove the second part of the lemma, by induction on . It holds for , by definition of . Assuming it holds for some , we can prove that it holds for by looking at the definition of the transition relation . Indeed, every time an element is added to the queue using the operator, the time-to-live field of all elements already in the queue is decremented by one. When the queue contains elements, the head of the queue has time-to-live . Thus, by definition of , no more push operations are allowed, until the head is popped. The following lemma gives necessary and sufficient conditions for bounded-delay joint observability.
Lemma 25: is jointly observable with bounded-delay with respect to and , iff
Proof: Assume the negation of Condition (2) 
B. Decidability
Theorem 26: Checking joint observability with boundeddelay is decidable, for any . In the rest of the section, we prove the theorem. Define and . Also, , as defined previously.
The algorithm for checking bounded-delay joint observability is to build an automaton and check that the marked language of is empty. is constructed as a special product of two finite automata, and . generates and generates , so that and contradict (2) . To ensure that , is defined to be the automaton generating the language . To ensure that , is defined to be the automaton generating the language . Regular languages are closed under intersection, complementation and inverse projection. Thus, both and are regular and , are finite automata. Let , for , 2.
To ensure that the projections of and on are the same, the two automata synchronize on all transitions labeled by an event in . To ensure that the projections of and on are the same, the product automaton is equipped with a FIFO queue storing events in . This queue is simpler than the one defined in Section III-C, namely, it is just a finite string of events, without time-to-live field. To avoid confusion, we call this queue a buffer.
To understand the usage of the buffer, assume for the moment that and are disjoint (this is not necessarily the case, since and are not necessarily disjoint). Initially the buffer is empty. The first automaton among and that generates an event in , say, , inserts it in the buffer. From this point on, every time generates an event in , it appends it at the end of the buffer, and this until the buffer becomes empty again. We say that is the leader. Every time generates an event in , this event must be the same as the event in the head of the buffer. If this condition is satisfied, generates the event and removes it from the head of the buffer. Otherwise, cannot generate the event. We say that is the follower. The operation continues in the same way until the buffer becomes empty. The next time some automaton generates an event in , this automaton becomes the leader and the other automaton the follower.
For the general case where and are not disjoint, the same rules hold, with the additional condition that the buffer must be empty whenever an event in is generated. This ensures that the follower "catches up" with the leader whenever some event in occurs. The operation must end with the buffer being empty. This ensures that the follower "catches up" with the leader at the end, thus, the projections of and on are identical. Formally, is defined to be the automaton , where , , . A state of is a tuple , consisting of the local states and of and , the contents of the buffer , and the index of the leader . When the buffer is empty the value of is unimportant. The transition relation is defined later. To simplify its definition, we introduce the predicate (respectively, ) as a short notation for (respectively, ). contains the following types of transitions.
1) , such that and and . 2) , such that and and . 3) , Recall that the buffer stores events in (from the fact that and are disjoint). We will show that every event inserted in the buffer by some automaton will be removed after this automaton has performed at most steps, where a step corresponds to an event in . This suffices to prove that the size of the buffer never grows above , since in steps, at most events in can occur. Indeed, every event in counts as a step and every event in is generated by an event in occurring at most steps earlier and also counting as a step.
In what follows, we prove the aforementioned claim. We assume, without loss of generality, that the event is inserted in the buffer by . This means that is the leader at this point and will remain the leader until the buffer becomes empty. We distinguish two cases, illustrated in Fig. 11 .
Case 1): The event is some . At most steps before inserts , must have generated . At that point, synchronized with , which also generated . must generate at most steps after generating . Since is the follower, it can generate only after does so. Upon generating the event, removes from the head of the buffer. adding "self-loop" transitions which "cover" the missing letters, thus, does not change the number of states of an automaton.
is generated by automaton which, by Corollary 23, has at most states. Thus, is bounded by and is . Putting it all together, along with the fact that and , we get that the number of states of is
VIII. SUMMARY AND PERSPECTIVES
We have introduced a framework of decentralized control for discrete-event systems with various types of communication: bounded-delay, unbounded-delay, or no communication at all. We have shown that, for a fixed, simple communication policy ("transmit everything you observe") a natural hierarchy of control problems arises, where the smaller the network delays are, the more the problems that admit a solution. We have also shown that checking the existence of controllers in the cases of unbounded-delay or no communication are undecidable problems. We conjectured that the problem becomes decidable in the case of bounded-delay communication. Toward such a result, we showed decidability of a related bounded-delay decentralized observation problem.
Apart from proving the conjecture, other perspectives include removing some of the assumptions of our model, namely, the lossless and FIFO properties of the network. We believe that removing these assumptions should not affect the hierarchy or (un)decidability results. The algorithm we presented for checking bounded-delay joint observability has a high complexity, exponential in the delay bound . It would be interesting to examine whether more efficient algorithms exist. Another direction is to study the synthesis of the communication policy itself.
The decentralized control problems formulated in this paper ask whether controllers exist, not excluding infinite-state controllers. Indeed, as shown in [12] and [24] , there are problems which can be solved with infinite-state controllers but not with finite-state controllers. It is an interesting open problem to examine the decidability of decentralized control problems where controllers are required to be finite-state.
