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GRAPHS WITH THREE EIGENVALUES AND
SECOND LARGEST EIGENVALUE AT MOST 1
XI-MING CHENG, GARY R. W. GREAVES†, AND JACK H. KOOLEN‡
Abstract. We classify the connected graphs with precisely three distinct
eigenvalues and second largest eigenvalue at most 1.
1. Introduction
Let Γ be a connected graph with adjacency matrix A. The eigenvalues of Γ are
defined as the eigenvalues of A. Suppose that Γ has r distinct eigenvalues then,
since they are real, we can arrange them as θ0 > θ1 > · · · > θr−1. By the famous
Perron-Frobenius theorem, the multiplicity of the largest eigenvalue θ0 is always
one. Therefore θ1 is the second largest eigenvalue of Γ. In this paper we classify
all connected graphs with precisely three distinct eigenvalues and second largest
eigenvalue at most 1.
This work then lies at the interface of two branches of research; the study of
graphs with second largest eigenvalue at most 1 and the study of graphs with three
distinct eigenvalues. The problem of characterising graphs with second largest
eigenvalue at most 1 was posed by A. J. Hoffman [5] and since the early 80s there
has been sporadic progress on the problem. We refer the reader to [12] and the
references therein for background of the problem. In 1995 W. Haemers [13] posed
the problem of studying graphs with three eigenvalues and this problem has also
received some intermittent attention [4, 6, 13].
For both of these problems regular graphs provide a convenient starting point.
Indeed, a regular graph with second largest eigenvalue at most 1 is the complement
of a regular graph with smallest eigenvalue at least −2. Graphs with smallest
eigenvalue at least−2 have been extensively studied since the beautiful classification
theorem of P. J. Cameron et al. [3]. On the other hand, a regular graph with three
distinct eigenvalues is well-known [10, Lemma 10.2.1] to be a strongly regular graph
and such graphs have also received a great deal of attention. Hence it is easy to see
that regular graphs with three distinct eigenvalues and second largest eigenvalue at
most 1 are strongly regular graphs whose complements have smallest eigenvalue at
least −2.
Among nonregular graphs with three distinct eigenvalues and second largest
eigenvalue at most 1, some examples immediately occur to us. First the complete
bipartite graphs Ka,b (with a > b > 1) which have eigenvalues
√
ab > 0 > −
√
ab.
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We also have two sporadic examples which we call the Petersen cone and the
Fano graph (see Figure 1). For details of their construction see [6].
Fano graphPetersen cone
Figure 1. The Petersen cone and the Fano graph.
We will see that the complete bipartite graphs, the Petersen cone, and the Fano
graph are in fact the only nonregular graphs with three distinct eigenvalues and
second largest eigenvalue at most 1. This is our main contribution.
Theorem 1.1. Let Γ be a connected nonregular graph with three distinct eigen-
values and second largest eigenvalue at most 1. Then Γ is one of the following
graphs.
(a) A complete bipartite graph;
(b) The Petersen cone;
(c) The Fano graph.
We remark that this theorem is dual to the classification of nonregular graphs
with precisely three distinct eigenvalues and smallest eigenvalue at least −2 due to
E. R. van Dam [6]. A consequence of our main theorem is a partial answer to a
question D. de Caen [7, Problem 9] (also see [9]) who asked if graphs with three
distinct eigenvalues have at most three distinct valencies. In fact it follows from our
theorem that if a graph with three distinct eigenvalues has more than two distinct
valencies then it must have second largest eigenvalue greater than one.
We call a graph biregular if it has precisely two distinct valencies. Recently,
the following specialisation of Theorem 1.1 to biregular graphs was established.
Proposition 1.2 ([4, Proposition 3.11]). Let Γ be a connected biregular graph with
three distinct eigenvalues and second largest eigenvalue at most 1.
(a) A complete bipartite graph;
(b) The Petersen cone;
(c) The Fano graph.
Observe that our main theorem (Theorem 1.1) is a relaxation of the hypothesis
of Proposition 1.2. Using well-known results, we can also incorporate the regular
case. Indeed, J. J. Seidel found the following classification.
Theorem 1.3 ([14, Theorem 14]). Let Γ be a connected strongly regular graph
with smallest eigenvalue at least −2. Then Γ is either a triangular graph T (m) for
m > 5; an (m×m)-grid for m > 3; the Petersen graph; the Shrikhande graph; the
Clebsch graph; the Schla¨fli graph; or one of the three Chang graphs.
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As we observed above, regular graphs with three distinct eigenvalues and sec-
ond largest eigenvalue at most 1 are strongly regular graphs, whose complements
have smallest eigenvalue at least −2. From Theorem 1.3 we know all coconnected
strongly regular graphs whose complements have smallest eigenvalue at least −2.
The non-coconnected strongly regular graphs are complete multipartite graphs,
which have second largest eigenvalue 0. Consequently we have the following.
Corollary 1.4. Let Γ be a connected graph with three distinct eigenvalues and
second largest eigenvalue at most 1. Then Γ is one of the following graphs.
(a) A complete bipartite graph;
(b) The Petersen cone;
(c) The Fano graph;
(d) A complete multipartite regular graph;
(e) The complement of one of the graphs in Theorem 1.3.
The paper is organised as follows. In Section 2 we develop some basic theory
for graphs with three eigenvalues and state some preliminary results. In Section 3
we prove Theorem 1.1 for cones (see Section 3 for the definition of a cone). We
reduce the proof of Theorem 1.1 to a finite search in Section 4, and in Section 5 we
describe the algorithm that we used to perform the finite search.
2. Graphs with three distinct eigenvalues
In this section we develop some basic properties of graphs that have three distinct
eigenvalues. For fixed θ0 > θ1 > θ2, define the set G(θ0, θ1, θ2) of connected graphs
having precisely three distinct eigenvalues θ0, θ1, and θ2. Let Γ be a graph in
G(θ0, θ1, θ2) and let A denote its adjacency matrix. By Perron-Frobenius theory,
θ0 is a simple eigenvalue whose eigenvectors have all entries of the same sign. We
denote by α the eigenvector for θ0 satisfying the equation
(1) (A− θ1I)(A − θ2I) = αα⊤.
Let x and y be vertices of Γ. We denote by νx,y the number of common neighbours
of x and y. By Equation (1), we can see that the degree dx of x is given by
dx = α
2
x − θ1θ2 and that νx,y is given by
(2) νx,y = (θ1 + θ2)Ax,y + αxαy.
Moreover, multiplying Equation (1) by A reveals the following equation.
(3) A3 = (θ21 + θ
2
2 + θ1θ2)A− (θ1 + θ2)θ1θ2I + (θ0 + θ1 + θ2)αα⊤.
If Γ is a graph with three distinct eigenvalues and second largest eigenvalue at
most 1 then the spectrum of Γ is very restricted. Indeed, below we will first show
that, excepting complete bipartite graphs, the eigenvalues must be integers.
Van Dam deduced spectral properties of graphs with three eigenvalues that do
not have an integral spectrum.
Lemma 2.1 ([6, Proposition 3]). Let G be a non-bipartite graph in G(θ0, θ1, θ2)
with one of θ0, θ1, or θ2 not integral. Then θ1, θ2 = (−1 ±
√
b)/2 for some b ≡ 1
mod 4.
Using this result we can show that graph in G(θ0, θ1, θ2) with an irrational second
largest eigenvalue must have smallest eigenvalue greater than −2.
Corollary 2.2. Let G be a graph in G(θ0, θ1, θ2) with θ1 ∈ (0, 1). Then θ2 > −2.
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Note that we do not need the non-bipartite condition because we assume that
θ1 > 0. Indeed, since their spectrum is symmetric about zero, if a graph in
G(θ0, θ1, θ2) is bipartite then θ1 = 0.
Proof. By Lemma 2.1, since θ1 is nonintegral, θ1, θ2 = (−1±
√
b)/2 for some b ≡ 1
mod 4. Moreover, since θ1 ∈ (0, 1), we have that b = 5. Therefore we have
θ2 = (−1−
√
5)/2 > −2. 
Graphs with smallest eigenvalue at least −2 are well understood. In particular,
for graphs with three eigenvalues, we have the following result.
Theorem 2.3 ([6],[14]). Let G be a graph in G(θ0, θ1, θ2) with θ2 > −2. Then G
is one of the following graphs:
(1) a graph from Theorem 1.3;
(2) a graph from Theorem 7 in [6].
By checking the spectra of the graphs Theorem 7 in [6], we obtain the following
corollary.
Corollary 2.4. Let Γ ∈ G(θ0, θ1, θ2) be nonbipartite and nonregular with θ1 6 1.
Then θ1 = 1 and both θ0 and θ2 are integers.
Conversely, it also follows from Lemma 2.1 that if there is a graph in G(θ0, 1, θ2)
then θ0 and θ2 must be integers. Using Equation (2) we can obtain the next
corollary.
Corollary 2.5. Let Γ be a graph in G(θ0, 1, θ2). Then there exists some ω ∈ N
such that each vertex v has αv = βv
√
ω for some βv ∈ N.
It is well-known [15] that complete multipartite graphs are characterised by the
property that their second largest eigenvalue is at most 0. In particular, G(θ0, 0, θ2)
consists exclusively of complete multipartite graphs. Furthermore, every regular
graph in G(θ0, θ1, θ2) is strongly regular. Therefore, with a view towards classifi-
cation, we need only consider nonregular graphs in G(θ0, 1, θ2). Hence we define
the set H(s, t) to consist of the nonregular graphs in G(s, 1,−t). In view of Corol-
lary 2.5, for a graph Γ ∈ H(s, t) and a vertex v ∈ V (Γ), we write ω(Γ) to denote
the squarefree part of α2v. Moreover, we write δ(Γ) and ∆(Γ) respectively to denote
the smallest and largest valency of Γ.
Van Dam and Kooij [8] showed that the number n of vertices of a connected
graph Γ with diameter 2 with spectral radius ρ satisfies n 6 ρ2 + 1 with equality if
and only if Γ is a Moore graph of diameter 2 or Γ is K1,n−1. Since Moore graphs
are regular we have the following lemma.
Lemma 2.6. Let Γ be an n-vertex graph in H(s, t). Then δ(Γ) < s < ∆(Γ) and
n 6 s2 + 1 with equality if and only if Γ is K1,n−1.
Bell and Rowlinson exhibited an upper bound for the number of vertices in terms
of the multiplicity of one of its eigenvalues.
Theorem 2.7 ([1, Theorem 2.3]). Let Γ be an n-vertex graph with an eigenvalue
θ with multiplicity n − l for some positive integer l. Then either θ ∈ {0,−1} or
n 6 l(l+1)2 .
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Let Γ be a graph in H(s, t) and suppose Γ has r distinct valencies k1 < · · · < kr.
We define Vi := {v ∈ V (Γ) | dv = ki} and we say that each ki has multiplicity
ni := |Vi| for i ∈ {1, . . . , r}. We will refer to the ni as the valency multiplicities
(see Section 5). The subsets Vi form what we call the valency partition of Γ.
Let pi = {pi1, . . . , pir} be a partition of the vertices of Γ. For each vertex x
in pii, write d
(x)
ij for the number of neighbours of x in pij . Then we write bij =
1/|pii|
∑
x∈pii d
(x)
ij for the average number of neighbours in pij of vertices in pii. The
matrix Bpi := (bij) is called the quotient matrix of pi and pi is called equitable if
for all i and j, we have d
(x)
ij = bij for each x ∈ pii. We will use repeatedly properties
of the quotient matrices of partitions of the vertex set of a graph and we refer the
reader to Godsil and Royles’ book [10, Chapter 9] for the necessary background on
equitable partitions and interlacing.
In the case when Γ has at most three valencies we can use the following result.
Lemma 2.8 (See [6]). Let Γ be a graph in H(s, t) that has at most three distinct
valencies. Then the valency partition of Γ is equitable.
In the remainder of the paper our graphs Γ will always be connected. Moreover,
we will reserve the letter A to denote the adjacency matrix of Γ, n to denote the
number of vertices of Γ, α to denote the Perron-Frobenius eigenvector as defined
by Equation (1), and m to denote the multiplicity of the smallest eigenvalue of Γ.
In particular, for a graph Γ ∈ G(θ0, θ1, θ2), since the trace of A is 0 we have
(4) m = (θ0 − (n− 1)θ1)/(θ1 − θ2).
3. Cones
A graph Γ (with n vertices) is called a cone if it has a vertex v with degree
dv = n− 1. In this section we consider the case when Γ ∈ H(s, t) is a cone.
By Proposition 1.2, we need only consider cones with at least three distinct
valencies. In fact, by the following result of Van Dam, we need only consider cones
with precisely three valencies.
Theorem 3.1 (See [6], [4, Corollary 2.4]). Let Γ be a cone in H(s, t). Then Γ has
at most three distinct valencies.
Now we give a technical result about cones with three valencies.
Lemma 3.2. Let Γ be cone in G(θ0, θ1, θ2) with three valencies. Set A := −θ1θ2
and B := −θ1 − θ2 − 1. Then
(a) 5A+ 4B + 1 < n 6 (A+B + 1)2 +A+ 1;
(b) if B > 0 then n 6 (A+B)2/B + 3(A+B) + 1;
(c) θ20 − (n− 2−A−B)θ0 − (n− 1)(1−A−B) = 0.
(d) n > 3(A+B) +
√
8(A+B)(A+B − 1).
Proof. Let k0 = n − 1, k1, and k2 with k1 > k2 be the three valencies of Γ and
define Vi = {v ∈ V (Γ) | dv = ki} and ni = |Vi|.
Let x be a vertex with dx = n − 1 and let v be a vertex in V1 ∪ V2. Then
νv,x = dv − 1 and hence we have (αx −αv)αv = −(θ1 + 1)(θ2 +1). Therefore there
are two possible values for αv, which sum to αx. Note that, since θ2 6= −1, the
entry αv cannot be equal to αx. Thus we must have n0 = 1.
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Let y ∈ V1 and z ∈ V2 such that y 6∼ z. (Such vertices exist since the complement
of Γ has two connected components [4, Theorem 2.2: Claim 3].) Then we have
αy + αz = αx =
√
n− 1 + θ1θ2;(5)
αyαz = −(θ1 + 1)(θ2 + 1) = A+B.(6)
Since (αy + αz)
2 > 4αyαz , using Equations (5) and (6), we have n − 1 + θ1θ2 >
4(A + B) from which we obtain our first bound n > 5A + 4B + 1. On the other
hand we have
n− 1 + θ1θ2 = (αy + αz)2 = 2αyαz + α2y + α2z = 2(A+B) + α2y + (A+B)2/α2y.
Since αz > 1 and αy > αz , the inequality
√
A+B 6 αy 6 A+B also follows from
Equation (6). Therefore n 6 (A+B + 1)2 +A+ 1 and we have shown Item (a).
Since y 6∼ z, we have νy,z = αyαz 6 dz = α2z−θ1θ2. Hence α2z > B. Furthermore,
if B > 0 then, using Equation (6), we have αy = (A+B)/αz 6 (A+B)/
√
B. This
implies Item (b).
Since α is an eigenvector for θ0, we can write n1αy + n2αz = θ0αx. Combine
this with the equation n = 1 + n1 + n2 to obtain
n1 =
θ0αx − (n− 1)αz
αy − αz ; n2 =
(n− 1)αy − θ0αx
αy − αz .
From the trace of the square of the adjacency matrix of Γ, we have
k0 + n1k1 + n2k2 = θ
2
0 + (n− 1−m)θ21 +mθ22 .
Using Equation (4), the expressions for ni and writing the ki in terms of n, αy, αz,
and θ1θ2, we can deduce Item (c).
Finally, using Item (c), and the fact that θ0 is real, we deduce the discriminant
(n− 2−A−B)2− 4(n− 1)(A+B− 1) is nonnegative. Therefore, (n− 3A− 3B)2 >
8(A+B)(A+B − 1), and Item (d) follows using the lower bound of Item (a). 
Now we can classify the cones in H(s, t).
Theorem 3.3. Let Γ be a cone in H(s, t). Then Γ is the Petersen cone.
Proof. By Theorem 3.1, we know Γ has at most three valencies. If Γ has only two
distinct valencies then the theorem follows from Proposition 1.2. Assume Γ has
three distinct valencies.
Item (a) of Lemma 3.2 gives n < 10t − 5 + 4/(t − 2) On the other hand, Item
(d) of Lemma 3.2 gives n > 6t− 6 +
√
8(4t2 − 10t+ 6). Comparing bounds we see
that t 6 6. It remains to check case by case when t = 3, 4, 5, and 6.
Suppose t = 3. Let x and y be vertices with dy < dx < n − 1. Then αxαy =
2(t − 1) = 4 and hence, by Corollary 2.5, we have (αx, αy) ∈ {(4, 1), (2
√
2,
√
2)}.
Using the proof of Lemma 3.2, we also know that αx + αy =
√
n− 1− t and
s2 − (n− 2t)s− (n− 1)(2t− 3) = 0. It follows that (αx, αy) = (2
√
2,
√
2), n = 22,
and s = 7. Let n1 denote the number vertices v with dv = dx. Then, using the
formula for n1 in the proof of Lemma 3.2, we have n1 =
s
√
n−1−t−(n−1)αy
αx−αy = 0.
Hence, Γ only has two distinct valencies and this is a contradiction. The cases for
t = 4, 5, and 6 follow similarly. 
Henceforth we may assume our graphs are neither cones nor biregular graphs.
We denote by H′(s, t) the set H(s, t) without cones and biregular graphs.
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In the sequel we will take advantage of the following structural characterisation
of cones with three eigenvalues.
Theorem 3.4 ([4, Theorem 2.2]). Let Γ be a graph in H(s, t). Then Γ is a cone if
and only if the complement of Γ is disconnected.
4. Reduction to a finite search
In this section we reduce the proof of Theorem 1.1 to a finite search. The key
results of this section are Lemma 4.7 and Theorem 4.14. We begin by stating a
result from the authors’ previous work on graphs with three eigenvalues [4]. This
result essentially follows from Equation (2).
Lemma 4.1 ([4, Lemma 2.6]). Let Γ be a graph in H(s, t) and let x and y be
vertices having valencies dx > dy. Then we have the following inequalities:
(1) if x ∼ y then αx − 1 6 (αx − αy)αy 6 2(t− 1) and αxαy > t− 1;
(2) if x 6∼ y then αx − 1 6 (αx − αy)αy 6 t.
Lemma 4.1 enables us to bound the size of the valencies of graphs in H′(s, t).
Corollary 4.2. Let Γ be a graph in H′(s, t). Then for all vertices x ∈ V (Γ) we
have αx 6 t+ 1.
Proof. Suppose every vertex with valency d was adjacent to every vertex of valency
not equal to d. Then the complement of Γ would be disconnected and by Theo-
rem 3.4, Γ would be a cone. Since Γ is not a cone it must have two nonadjacent
vertices x 6∼ y with dx > dy . 
The next corollary follows easily from Lemma 4.1 by checking the minima of
negative parabolas with bounded domains.
Corollary 4.3. Let Γ be a graph in H′(s, t) and let x and y be vertices with dx =
∆(Γ) and dx > dy. Then
(a) If x ∼ y and αx > αy + 4 > 8 then αx 6 (t+ 7)/2.
(b) If x 6∼ y and αx > αy + 2 > 4 then αx 6 (t+ 4)/2.
Let Γ be a graph in H′(s, t) and let v be a vertex of Γ. Recall that ω(Γ) denotes
the squarefree part of α2v.
Corollary 4.4. Let Γ be a graph in H′(s, t) and let x be a vertex with dx = ∆(Γ)
where ω(Γ) > 3. Then αx 6 (t+ 3)/
√
3.
Proof. By Theorem 3.4, there must be a vertex y not adjacent to x. Furthermore,
since ω(Γ) > 3, we have
√
3 6 αy 6 αx −
√
3. Using Lemma 4.1, we have
√
3(αx −√
3) 6 (αx − αy)αy 6 t, and the lemma follows. 
The next result is a structural result about graphs with second largest eigenvalue
at most 1. Note that this result does not depend on the fact that Γ has three
eigenvalues.
Lemma 4.5. Let Γ be a graph in H(s, t) with x ∼ y adjacent vertices. Let pi be
a vertex partition with cells C1 = {x, y}, C2 = {z ∈ V (Γ)\C1 | z ∼ x or z ∼ y},
and C3 = {z ∈ V (Γ) | z 6∼ x and z 6∼ y}. Then the induced subgraph on C3 has
maximum degree one.
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Proof. Suppose there is a vertex z ∈ C3 having degree d > 1 in the induced sub-
graph on C3. Define the vertex partition pi
′ to consist of the cells C′1 = {x, y},
C′2 = {z} ∪ {w ∈ C3 | w ∼ z}, and C′3 = V (Γ)\{C′1 ∪ C′2}. Let Γ′ be the subgraph
of Γ induced on C′2. Set d =
∑
v∈V (Γ′) d
′
v/(d + 1), where d
′
v denotes the degree
of the vertex v in Γ′. Note that d > 1 and equality implies that d′v = 1 for all
v ∈ V (Γ′).
Now pi′ has quotient matrix
Q =

 1 0 q10 d q2
q5 q4 q3

 .
By interlacing the second largest eigenvalue θ of Q is at least 1. Moreover, since
the eigenvalues of Q interlace with those of Γ, we see that θ is bounded above by
1. Hence θ = 1, and furthermore d = 1. 
Let Γ be a graph in H(s, t). Recall that m denotes the multiplicity of the
eigenvalue −t.
Lemma 4.6. Let Γ be a graph in H(s, t). Then the independence number of Γ is
at most m.
Proof. Let C be an independent set in Γ. The eigenvalues of the subgraph induced
on C are all zero and they interlace with the eigenvalues of Γ. Hence we have
|C| 6 m. 
Lemma 4.7. Let Γ be a graph in H(s, t) and let x ∼ y be adjacent vertices. Then
dx + dy − νx,y > n− 2m. Moreover, if dx = ∆(Γ) then
n 6
(t+ 1)(α2x − αx + 3t) + 2α2x + 2t− 2
t− 1 ;(7)
(
√
2n− (t+ 1))2 > (t− 1)(t− 2)− 2α2x.(8)
Proof. Let pi be a vertex partition with cells C1 = {x, y}, C2 = {z ∈ V (Γ)\C1 | z ∼
x or z ∼ y}, and C3 = {z ∈ V (Γ) | z 6∼ x and z 6∼ y}. By Lemma 4.5, the
subgraph induced on C3 consists of isolated vertices and disjoint edges. Hence, by
Lemma 4.7, |C3| 6 2m. On the other hand |C3| = n − (dx + dy − νx,y). Thus,
n − 2m 6 dx + dy − νx,y = α2x + 3t − 1 − αy(αx − αy). By Lemma 4.1 we have
n−2m 6 α2x+3t−1−(αx−1). Furthermore, if dx = ∆(Γ) then, using Equation (4)
and Lemma 2.6, we can write m = (n − 1 + s)/(t + 1) 6 (n − 1 + dx)/(t + 1) =
(n− 1 + α2x + t)/(t+ 1). The first two inequalities follow.
Now we show the third inequality. By Theorem 2.7 we have m >
√
2n − 3/2.
Since the sum of the eigenvalues of Γ equal 0 we have m(t+ 1) = n− 1 + s. Hence
(t + 1)(
√
2n − 3/2) < n − 1 + s and again, if dx = ∆(Γ) then, by Lemma 2.6, we
have n− 1+ s 6 n− 1+α2x+ t. Therefore (t+1)(
√
2n− 3/2) < n− 1+α2x+ t. 
We remark that if (t− 1)(t− 2)− 2α2x is nonnegative then we have the following
lower bound for n.
n >
(
t+ 1 +
√
(t− 1)(t− 2)− 2α2x
)2
2
.
Using our general upper bound for αx, note the following upper and lower bounds
for n in terms of t.
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Corollary 4.8. Let Γ be a graph in H′(s, t). Then
1
2
(t− 1
2
)2 < n < t2 + 8t+ 18 + 18/(t− 1).
Proof. Let x be a vertex with dx = ∆(Γ). Then by Corollary 4.2, we have αx 6 t+1.
Using this with Lemma 4.7 gives the upper bound.
For the lower bound we follow the proof of Lemma 4.7 to obtain (t+ 1)(
√
2n−
3/2) < n− 1+ dx. Since Γ is not a cone, dx 6 n− 2. Whence (since we can assume
n > 2), we have n > 12 (t− 12 )2. 
By comparing the upper and lower in Lemma 4.7, one can obtain the following
bounds for t.
Corollary 4.9. Let Γ be a graph in H′(s, t) and let x be a vertex with dx = ∆(Γ).
(a) If αx 6 (t+ 4)/2 then t 6 15.
(b) If αx 6 (t+ 18)/3 then t 6 19.
(c) If αx 6 (t+ 3)/
√
3 then t 6 21.
(d) If αx 6 (t+ 7)/2 then t 6 22.
(e) If αx 6 (t+ 10)/2 then t 6 29.
Next we establish a lower bound for the minimum degree of a graph in H′(s, t)
in terms of t. By Corollary 2.5, we know that the minimum degree is at least t+1.
In the next two results we improve this lower bound when t > 7 and t > 11.
Theorem 4.10. Let Γ be a graph in H′(s, t) with t > 7. Then δ(Γ) > t+ 2.
Proof. Suppose that δ(Γ) = t+1 and that x is a vertex of Γ that has valency t+1.
Since Γ is not a cone, we can apply Lemma 4.1 to find that the maximum degree
∆(Γ) 6 t2 + 3t+ 1. In terms of the Perron-Frobenius eigenvector α, for any vertex
v, we have 1 6 αv 6 t+1. Moreover, since the pairwise products of αis are integers
and αx = 1, we have that αv is an integer for all vertices v.
Let w be a neighbour of x. The number of common neighbours νw,x = 1 − t +
αwαx is at least zero and hence αw > t− 1. Therefore, for all w ∈ NΓ(x), we have
that αw ∈ {t− 1, t, t+ 1}.
Claim 1. There is no vertex w ∈ NΓ(x) with αw = t+ 1.
For a contradiction, assume that y is a neighbour of x with αy = t + 1. If a
vertex w ∈ NΓ(x) had αw = t − 1 then νx,w = 0. But according to Lemma 4.1,
w is adjacent to y, which is a contradiction. Hence, for all w ∈ NΓ(x), we have
αw ∈ {t, t+ 1}.
Next suppose that for all w ∈ NΓ(x) we have αw = t + 1. Since Γ is not
biregular, there must be a vertex z (say) in Γ such that 2 6 αz 6 t. Now, z 6∼ x
and νx,z = αz 6 t. Therefore, there must be some vertex w ∈ NΓ(x) that is
not adjacent to z. By Lemma 4.1, we have (αw − αz)αz 6 t, and hence αz = t.
Thus, z is adjacent to every neighbour of x except for w. On the other hand,
νw,z = t
2 + t = dz , which means that w is also adjacent to every other vertex in
NΓ(x). This gives a contradiction, since νw,x = 2. Therefore at least one neighbour
v (say) of x has αv = t.
The number of common neighbours of x and v is νv,x = 1. Let z be the common
neighbour of x and v.
Case 1.1. αz = t.
In this case v 6∼ y and so νv,y = t2 + t = dv, which means that y is adjacent to
z. But this is impossible since νx,z = 1.
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Case 1.2. αz = t+ 1.
Note that the only common neighbour of v and x is z and the only common
neighbours of x and z are v and y. Let w be another neighbour of x. We cannot
have αw = t + 1 since in this case νv,w = t
2 + t = dv which means w would be
adjacent to z. Therefore the remaining neighbours w of x have αw = t, and hence
each of these neighbours w has precisely one common neighbour w′ (say) with x.
Either w′ is y or w′ is adjacent to y. Since t > 7, the vertex x has at least 8
neighbours including v, y, and z. Therefore x has at least 5 other neighbours w
with αw = t, but the number of common neighbours of x and y is 2. This gives a
contradiction and completes the proof of Claim 1.
Claim 2. There is no vertex w ∈ NΓ(x) with αw = t.
By Claim 1, for all w ∈ NΓ(x), we have that αw ∈ {t − 1, t}. Suppose for a
contradiction, there is a vertex y ∈ NΓ(x) with αy = t. Let pi be the partition of
the vertices of Γ with cells C1 = {x, y}, C2 = {w ∈ V (Γ)\C1 | w ∼ x or w ∼ y},
and C3 = {w ∈ V (Γ) | w 6∼ x and w 6∼ y}. Let w ∈ C3 then αw 6 t otherwise
w would be adjacent to y. Moreover, we have dw = α
2
w + t > νw,x + νw,y − νx,y
from which it follows that αw = 1 or t. Let z ∈ C2\NΓ(x). Similarly we have
dz = α
2
z + t > νx,z + νy,z − νx,y = αz(t + 1) − t. Hence, since t > 7, we have
αz ∈ {1, 2, t− 1, t, t+ 1}.
Case 2.1. αz = 2.
Since t > 7, by Lemma 4.1, z is adjacent to every vertex v with αv = t− 1 or t.
In particular, z is adjacent to every neighbour of x and hence z has t+ 1 common
neighbours with x. But νx,z = 2, which is a contradiction.
Case 2.2. αz = t+ 1.
The number of neighbours of z in C3 is dz − νx,z − νy,z + νx,y = 2t. Let a and
b denote the number of vertices v ∈ C3 having αv = 1 and t respectively. Set
S = C2 ∩ NΓ(x). By counting the common neighbours with x we see that the
number of edges between S and C3 is equal to a+ tb. For each vertex w ∈ S, the
number of neighbours in C3 is at least dw − νw,x− νw,y. The vertex y has precisely
one neighbour in S, hence we find that a + tb 6 2t − 2 + (t − 1)(t − 1) = t2 − 1.
Therefore b 6 t− 1 and consequently z must have a neighbour v ∈ C3 with αv = 1.
But this violates Claim 1.
Thus we know that all vertices v of Γ have αv ∈ {1, t− 1, t}. By Lemma 2.8, the
valency vertex-partition of Γ is equitable. Let Q be the quotient matrix given as
Q =

 0 k12 k13k21 k22 k23
k31 k32 k33

 .
Note that since the number of common neighbours between any two vertices is
nonnegative, no pair of vertices v and w can be adjacent if αv = αw = 1. Since the
vector (1, t− 1, t)⊥ is an eigenvector of Q for the eigenvalue s we have
k12(t− 1) + k13t = s;
k12 + k13 = 1 + t.
Hence s = t2 − 1 + k13. Furthermore we have
k21 + k22(t− 1) + k23t = s(t− 1);(9)
k21 + k22 + k23 = t
2 − t+ 1.(10)
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Therefore, s 6 t(t2 − t+ 1)/(t− 1) < t2 + 2. Since k13 > 2, we must have k13 = 2
and s = t2+1. By Equations (9) and (10), we find that k21(t− 1)+k22 = 1. Hence
k21 = 0, which is impossible.
By Claim 1 and Claim 2, for all w ∈ NΓ(x), we have that αw = t − 1. Note
that the number of triangles containing x is 0 and hence, by Equation (3), we
have s = t2 − 1. Let y ∈ NΓ(x) and, as before, let pi be the partition of the
vertices of Γ with cells C1 = {x, y}, C2 = {w ∈ V (Γ)\C1 | w ∼ x or w ∼ y}, and
C3 = {w ∈ V (Γ) | w 6∼ x and w 6∼ y}. Let w ∈ C3 then αw 6 t − 1 otherwise w
would be have more than one neighbour in C3 which is impossible by Lemma 4.5.
We have dw = α
2
w + t > νw,x + νw,y − νx,y from which it follows that αw = 1
or t − 1. Moreover, by checking common neighbours with x and y, we find that
the subgraph induced on C3 is 1-regular. Similar to above, let a and b denote the
number of vertices v ∈ C3 having αv = 1 and t − 1 respectively. Since no two
vertices v and w with αv = αw = 1 can be adjacent we must have b > a. In the
same way as above, we count the edges between C3 and C2 ∩ NΓ(x) to find that
a+ (t− 1)b = t2. Hence either a = 1 and b = t+ 1 or a = b = t, which correspond
to C3 consisting t + 2 or 2t vertices respectively. On the other hand, since the
maximum degree of Γ is greater than s, there must exist a vertex z ∈ C2 with
αz > t. Thus the number of neighbours of z in C3 is dz − νx,z − νy,z > 2t − 1.
This means we must have a = b = t and z is adjacent to at least one vertex v with
αv = 1. But this contradicts Claim 1 or Claim 2 applied to v. 
Using techniques similar to the ones used in the previous proof, we improve the
lower bound on the minimum valency for t > 11.
Theorem 4.11. Let Γ be a graph in H′(s, t) with t > 11. Then δ(Γ) > t+ 3.
Proof. By Theorem 4.10, the minimum degree is δ(Γ) > t + 2. Suppose for a
contradiction that δ(Γ) = t+ 2 and that x is a vertex of Γ that has valency t+ 2.
Since Γ is not a cone, we can apply Lemma 4.1 to find that the maximum degree
∆(Γ) 6 (t2+6t+4)/2. In terms of the Perron-Frobenius eigenvector, for any vertex
v, we have
√
2 6 αv 6 (t + 2)/
√
2. Moreover, since the pairwise products of αis
are integers and αx =
√
2, we have that αv =
√
2βv where βv is an integer for all
vertices v.
Now we split the proof into two distinct cases depending on the parity of t.
Since these two cases are similar, we will leave the case when t is even to the
reader. Henceforth we assume that t is odd. In this case the bound on αv =
√
2βv
becomes 1 6 βv 6 (t+ 1)/2.
Let w be a neighbour of x. The number of common neighbours νw,x = 1 − t +
αwαx = 1 − t + 2βw is at least zero and hence βw > (t − 1)/2. Therefore, for
w ∈ NΓ(x), we have that βw ∈ {(t− 1)/2, (t+ 1)/2}.
Let y be a neighbour of x and let pi be a partition of the vertices of Γ with cells
C1 = {x, y}, C2 = {w ∈ V (Γ)\C1 | w ∼ x or w ∼ y}, and C3 = {w ∈ V (Γ) | w 6∼
x and w 6∼ y}.
Claim 1. There is no vertex w ∈ NΓ(x) with βw = (t+ 1)/2.
For a contradiction, assume that βy = (t + 1)/2. Let z ∈ C2\NΓ(x). Note
that the number of neighbours of z that are also neighbours of x or y is at least
νx,z + νy,z − νx,y. Therefore dz = 2β2z + t > νx,z + νy,z − νx,y from which we must
have βz ∈ {1, 2, (t − 1)/2, (t + 1)/2}. Similarly, for all vertices w ∈ C3 we have
dw = 2β
2
w + t > νw,x + νw,y − νx,y, and hence we have βw ∈ {1, (t+ 1)/2}.
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Now we show that we cannot have βz = 2. Suppose for a contradiction that
βz = 2. Since t > 11, by Lemma 4.1, z is adjacent to every vertex v with βv =
(t−1)/2 or (t+1)/2. In particular, z is adjacent to every neighbour of x and hence
z has t+ 2 common neighbours with x. But νx,z = 4, which is a contradiction.
Thus we know that all vertices v of Γ have βv ∈ {1, (t − 1)/2, (t + 1)/2}. By
Lemma 2.8, the valency partition of Γ is equitable. Let Q be the quotient matrix
given as
Q =

 0 k12 k13k21 k22 k23
k31 k32 k33

 .
Note that since the number of common neighbours between any two vertices is
nonnegative, no pair of vertices v and w can be adjacent if βv = βw = 1. Since the
vector (2, t− 1, t+ 1)⊥ is an eigenvector of Q for the eigenvalue s we have
(t− 1)k12 + (t+ 1)k13 = 2s;
k12 + k13 = t+ 2.
Hence s = (t+ 2)(t− 1)/2 + k13. Furthermore we have
2k21 + (t− 1)k22 + (t+ 1)k23 = s(t− 1);
k21 + k22 + k23 = (t
2 + 1)/2.
Therefore, s 6 t
2+1
2
t+1
t−1 < (t+1)
2/2+2. Combining this bound with our expression
for s gives k13 < (t+ 7)/2 and hence k12 > (t− 3)/2 > 4.
Let n1, n2, and n3 denote the number of vertices v with βv = 1, βv = (t− 1)/2,
and βv = (t+1)/2 respectively. Since the valency partition of Γ is equitable and k12
and k13 are positive, we have n1(t+2) = n1(k12 + k13) = n2k21 + n3k31 > n2+ n3.
Moreover the number of vertices of Γ is at least dy = (t+ 1)
2/2+ t. It follows that
n1 > 1 and hence there must exist a vertex z ∈ C2 ∪ C3 with βz = 1.
First assume that z ∈ C3. Since k12 > νx,z, there must exist a vertex w ∈
C2\NΓ(x) such that w ∼ z and βw = (t − 1)/2. Let u be a neighbour of x with
βu = (t + 1)/2. We must have that u is adjacent to w. Indeed, if u were not
adjacent to w then νu,w = dw − 1 which implies u has at least νw,x − 1 = t − 2
common neighbours with x. But u has only νu,x = 2 common neighbours with x.
Now, since νu,z = 0, the vertex z cannot be adjacent to any vertex v ∈ NΓ(x) with
βv = (t+ 1)/2. Therefore dz > νx,z + νy,z = 2+ t+ 1 = t+ 3, which is impossible.
Otherwise assume that there are no vertices v ∈ C3 with β = 1. Therefore all
vertices v ∈ C3 have βv = (t+ 1)/2. Take z ∈ C2 with βz = 1. Then z has at least
dz − νx,z − νy,z = t− 2 neighbours in C3. Hence k13 > t which is a contradiction.
By Claim 1 we can assume that for all w ∈ NΓ(x), we have βw = (t− 1)/2. Note
that, since y is adjacent to x and βy = (t−1)/2, we have νx,y = 0. Furthermore the
number of triangles containing x is 0, which means that s = (t2+ t−2)/2. Let w be
a vertex in C3. By Lemma 4.1 we see that βw 6 (t+ 1)/2, and since w is adjacent
neither x nor y we must have βw 6 (t−1)/2. Moreover, since dw > νw,x+νw,y−νx,y,
we have that βw = 1 or (t− 1)/2.
Since ∆(Γ) > s = (t2 + t − 2)/2, there must be a vertex z ∈ C2 that has
βz = (t+1)/2. Therefore z has 2t neighbours in C3. Let a and b denote the number
of vertices v ∈ C3 having βv = 1 and (t−1)/2 respectively. Set S = C2∩NΓ(x). By
counting the common neighbours with x we see that the number of edges between
S and C3 is equal to 2a+(t−1)b. For each vertex w ∈ S, the number of neighbours
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in C3 is given by the formula dw−νw,x−νw,y+νx,y. Therefore 2a+(t−1)b = t2+ t
and so b 6 t+ 2 < 2t. Consequently z must have a neighbour v ∈ C3 with βv = 1.
But this violates Claim 1. 
In the last part of this section we establish bounds for t.
Lemma 4.12. Let Γ be a graph in H′(s, t) and let x be a vertex with valency ∆(Γ).
Suppose Γ has a vertex y with αy 6 αx − 4 Then t 6 29.
Proof. If αy > 4 then it follows from Corollary 4.3 and Corollary 4.9 that t 6 22.
Hence, we assume that αy < 4. We are free to assume that t > 11, in which case,
by Theorem 4.11, we have αy >
√
3. If ω(Γ) > 3 then we can apply Corollary 4.4
together with Corollary 4.9 to obtain t 6 21. Hence we can assume that ω(Γ) = 1
or 2. Therefore, αy is equal to 2, 3, or 2
√
2.
Here we split into two cases for ω(Γ) = 1 or 2. Since the arguments are similar,
we will only consider the case when ω(Γ) = 1.
Let S be the set of vertices v of Γ with αv = 2 or 3 and let T denote V (Γ)\S.
Every vertex w in T has αw > 4, therefore, by the argument above, we can assume
that αw > αx − 3, otherwise we are done. Now, if there is a vertex z ∈ T that is
not adjacent to a vertex y ∈ S then by Lemma 4.1 we have t > (αz − αy)αy >
(αx − 3− αy)αy which gives
αx 6
{
(t+ 18)/3, if αy = 3;
(t+ 10)/2, if αy = 2.
Applying Corollary 4.9 gives t 6 19 and t 6 29 respectively.
Otherwise, suppose y is adjacent to every vertex in T . This means that |T | =
α2y + t. Since we have assumed that t > 11, the subgraph induced on S contains
no edges. Therefore, by interlacing |S| 6 m. Hence, using Equation (4) and
Lemma 2.6, we have |S| 6 n−1+s
t+1 6
n+dx
t+1 6
2n
t+1 . Furthermore, by Corollary 4.8,
we have |S| 6 2t+ 15. Also by Corollary 4.8 we have 12 (t+ 12 )2 < n = |S|+ |T | 6
α2y + 3t+ 15. It follows that t 6 11. 
Let us examine the proof of the previous result. In order to bound t we first
found bounds for αx then applied Corollary 4.9. Since we assumed that t > 11 we
see that in each part of the proof the bound αx 6 (t+ 10)/2 holds.
Lemma 4.13. Let Γ be a graph in H′(s, t) having at least 5 distinct valencies.
Then t 6 29.
Proof. Let x be a vertex with dx = ∆(Γ). Since Γ has at least 5 distinct valen-
cies, there must be a vertex y having αy 6 αx − 4. Then the result follows from
Lemma 4.12. 
The next result is the main result of this section.
Theorem 4.14. Let Γ be a graph in H′(s, t). Then t 6 29.
Proof. By Corollary 4.4 and Corollary 4.9, we can assume that ω(Γ) = 1 or 2.
Hence we split into two cases for ω(Γ) = 1 or 2. Since the two cases are similar, we
will leave the case ω(Γ) = 2 to the reader.
Let x be a vertex with dx = ∆(Γ). If there is a vertex y with αy 6 αx − 4 then
the result follows from Lemma 4.12. We can therefore assume for each vertex v
we have αv ∈ {αx − 3, αx − 2, αx − 1, αx}. Moreover, by Theorem 4.11, we can
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assume αx > 6. Define the sets Si := {v ∈ V (Γ)|αv = αx− i} and set ni = |Si|. By
Corollary 4.3 and Corollary 4.9, we can assume that each vertex in S0 is adjacent to
every vertex in S2 ∪ S3. Observe that, since Γ has at least three distinct valencies,
the set S3 ∪ S2 is nonempty. Hence we take y ∈ S3 if n3 6= 0 otherwise we take
y ∈ S2. Let xi (resp. yi) denote the number of neighbours of x (resp. y) in Si.
Note that y0 = n0, x2 = n2, and x3 = n3.
Using the Perron-Frobenius eigenvector we have the following equations.
n3(αx − 3) + n2(αx − 2) + x1(αx − 1) + x0αx = sαx
n3 + n2 + x1 + x0 = α
2
x + t.
This reduces to
(11) 3n3 + 2n2 + x1 = αx(α
2
x + t− s).
We also have
y3(αx − 3) + y2(αx − 2) + y1(αx − 1) + n0αx = sαy
y3 + y2 + y1 + n0 = α
2
y + t,
which gives
(12) y2 + 2y1 + 3n0 = αy(s− α2y − t).
Now the left hand side of the sum of Equations (11) and (12) is at most 3n. Since
the same is true for the sum of the right hand sides of Equations (11) and (12), we
obtain the bound
n >
{
2α2x − 9αx + 9, if αy = αx − 3;
2α2x − 5αx − 1, if αy = αx − 2.
We continue considering the two cases separately. First suppose αy = αx − 2.
Combining the above with Corollary 4.8, we have 2α2x − 5αx − 1 6 n < t2 +
8t + 18 + 18/(t − 1). Moreover, since αx 6 t + 1, we obtain the bound α2x <
(t2 + 13t + 24)/2 + 9/(t − 1). We can assume that t > 11. And, since α2x is an
integer, we have α2x < (t
2 + 13t+ 26)/2 < (t+ 7)2/2. Therefore αx < (t+ 7)/
√
2.
Applying Lemma 4.7 with αx < (t+ 7)/
√
2 gives
n 6
t2 + (24−√2)t+ 125− 9√2
2
+
168− 16√2
2(t− 1) .
Therefore, again using our lower bound for n, we obtain
2α2x − 5αx − 1 6
t2 + (24−√2)t+ 129− 9√2
2
.
Hence we use the bound αx 6 (t + 13 + 2
√
2)/2. This time, applying Lemma 4.7
and following the same method, we can obtain the bound αx 6 (t + 10)/2. The
lemma then follows from Corollary 4.9.
The case when αy = αx − 3 is similar but is easier since one can begin by using
the bound from Lemma 4.1. That is, 3(αx − 3) = (αx − αy) 6 2(t− 1), and hence
αx 6 (2t+ 7)/3. Then apply Lemma 4.7 and so on. 
Just as we saw in the proof of Lemma 4.12, we also have that if t > 11 then
everywhere in the proof of Theorem 4.14 the bound αx 6 (t + 10)/2 holds. We
record this observation as a corollary.
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Corollary 4.15. Let Γ be a graph in H′(s, t) with t > 11 and let x be a vertex with
dx = ∆(Γ). Then αx 6 (t+ 10)/2.
5. Description of our computation
In this section we describe our computations. In the previous section, we reduced
the proof of Theorem 1.1 to a finite search. Indeed, for an n-vertex graph Γ ∈
H′(s, t), Corollary 4.8 provides us with a quadratic upper bound for the number of
vertices n in terms of the smallest eigenvalue −t. Together with Theorem 4.14, it
follows that there are only finitely many graphs in ∪t,s∈NH′(s, t).
Our method can be described loosely in the following way. First enumerate tu-
ples (n, t, s,m) consisting of values for the number of vertices, smallest eigenvalue,
largest eigenvalue, and eigenvalue multiplicity that satisfy certain spectral condi-
tions. Then for each such tuple we enumerate all possible valencies. Finally we
check for feasible valency multiplicities.
Now we will describe our computation in detail.
5.1. Constraints for the spectrum. Fix t > 3 and let Γ be an n-vertex graph
in H′(s, t). We can bound n in terms of t using Corollary 4.8. Unfortunately, this
bound becomes less practically useful as t gets large. Fortunately, using Corol-
lary 4.15 together with Corollary 4.9, we can obtain a better bound for n when
t > 11. That is, we obtain the following bounds.
Corollary 5.1. Let Γ be an n-vertex graph in H′(s, t). Then
n 6
{
t2 + 8t+ 18 + 18/(t− 1), if 3 6 t 6 10;
t2/4 + 17t/2 + 48 + 116/(t− 1), if 11 6 t 6 29.
As for the other two spectral parameters, s and m, they are linked via the
equation s = 1− n+m(t+ 1); this is Equation (4). We also use the bounds from
Lemma 2.6, Theorem 2.7, and Corollary 4.2. Furthermore, it is well-known that
the sum of the squares of the eigenvalues is equal to two times the number of edges
and the sum of the cubes of the eigenvalues is equal to six times the number of
triangles. The last result we use is that s 6 n− 6 [4, Lemma 2.13].
Putting this altogether we give the following definition.
Definition 1. Fix t ∈ {3, . . . , 29}. We call a triple (n, s,m) a spectral parameter
array if the following conditions hold.
(a) If 3 6 t 6 10 then n 6 t2 + 8t + 18 + 18/(t− 1) otherwise if 11 6 t 6 29
then n 6 t2/4 + 17t/2 + 48 + 116/(t− 1);
(b) (n−m)(n−m+ 1) > 2n and (m+ 1)(m+ 2) > 2n;
(c) n < s2 + 1;
(d) t < s < min{(t+ 1)2 + t, n− 6};
(e) s2 + n− 1−m+mt2 is even and less than ns;
(f) s3 + n− 1−m−mt3 is divisible by 6.
Let S(t) denote the set of spectral parameter arrays for t. The number of spectral
parameter arrays for each t satisfying 3 6 t 6 29 is given in Table 1.
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5.2. Constraints for the valencies. Now we consider the set of possible valencies
for a putative graph Γ with given spectral parameter array (n, s,m) ∈ S(t). Let v
be a vertex of Γ. Then clearly αv > 1 and, by Corollary 4.2, we have αv 6 t + 1.
Using Theorem 4.10 and Theorem 4.11, if t > 7 or t > 11 then αv > 2 or α > 3
respectively. Furthermore, by Corollary 2.5, we have αv ∈
√
ω(Γ)N. By Lemma 2.6
the largest and smallest valencies must be respectively greater than and less than
s. We also use the bounds in Lemma 4.1. In particular, for any two vertices v and
w, if (αv − αw)αw > t then v must be adjacent to w. Hence, for such vertices, we
check Lemma 4.7, that is, dv + dw − νv,w > n − 2m. Moreover, Γ is connected so
there must exist a pair of vertices satisfying that bound. Since Γ is not a cone, for
each vertex there must exist another vertex that is not adjacent to it. Let x be
a vertex with dx = ∆(Γ). Then, in particular, by Theorem 3.4, there must exist
some vertex v such that (αx − αv)αv 6 t. Finally, using Equation (3), we derive
the expression (s− t+1)α2v− (t− 1)t for the number of closed walks of length three
from v. This number must be a nonnegative even integer for all vertices v.
We will use the following bounds for the valency multiplicities.
Lemma 5.2. Let Γ be a graph in H′(s, t) with distinct valencies k1 < k2 < · · · < kr
and corresponding (nonzero) valency multiplicities n1, . . . , nr. Set T = s
2+n− 1−
m+mt2. Then for all 2 6 i 6 r we have
ni 6

T − nk1 − r∑
j=i+1
nj(kj − k1)−
i−1∑
j=1
(kj − k1)

 /(ki − k1);(13)
ni >

T − nki−1 − r∑
j=i+1
nj(kj − ki−1)−
i−1∑
j=1
(kj − ki−1)

 /(ki − ki−1).(14)
Proof. From the trace of the square of the adjacency matrix we have the equality
T =
∑r
j=1 njkj . Hence we can write niki = T −
∑r
j=i+1 njkj −
∑i−1
j=1 njkj . The
upper bound (13) follows since
i−1∑
j=1
njkj >
i−1∑
j=1
njk1 +
i−1∑
j=1
(kj − k1)
= (n− ni)k1 −
r∑
j=i+1
njk1 +
i−1∑
j=1
(kj − k1).
The lower bound (14) follows similarly. 
In particular, by Lemma 5.2, given valencies k1 < k2 < · · · < kr and sum of the
squares of the eigenvalues, T , we have that nr(kr− k1) 6 T −nk1−
∑r−1
i=1 (ki− k1).
Since the valency multiplicities are positive this bound gives us another condition
on the valencies since nr > 1.
Putting these valency conditions together, we give our next definition. For con-
venience we will use the function ct(a, b) :=
√
(a− t)(b − t).
Definition 2. Fix t ∈ {3, . . . , 29} and take some (n, s,m) ∈ S(t). An r-tuple
(k1, . . . , kr) with k1 < · · · < kr and r > 3 is called a (n, s,m)-feasible valency
array if following conditions are satisfied.
(a) For all i ∈ {1, .., r} the squarefree part of (ki − t) is constant.
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(b) kr 6 (t+ 1)
2 + t and
k1 >


t+ 3 if t > 11;
t+ 2 if t > 7;
t+ 1 otherwise.
(c) For each pair i, j ∈ {1, . . . , r} with i > j we have ct(ki, kj)−(kj−t) 6 2t−2.
(d) If ct(ki, kj)− (kj − t) > t then ki + kj − ct(ki, kj) + t− 1 > n− 2m.
(e) For all i ∈ {1, .., r}, the expression (s−t+1)(ki−t)−(t−1)t is a nonnegative
even integer.
(f) There exists i ∈ {1, . . . , r − 1} such that ct(kr , ki)− (ki − t) 6 t.
(g) There exist i, j ∈ {1, . . . , r} such that ki + kj − ct(ki, kj) + t− 1 > n− 2m.
(h) And s2 + n− 1−m+mt2 − nk1 −
∑r
i=2(ki − k1) > kr − k1.
Let K(t) denote the subset of S(t) consisting of those spectral parameter arrays
S such that there exists a S-feasible valency array. The cardinality of K(t) for each
t satisfying 3 6 t 6 29 is given in Table 1.
5.3. Constraints for the valency multiplicities. The final check we need to
do is with the valency multiplicities. Suppose there exists an n-vertex graph Γ
with eigenvalues s, 1, and −t with multiplicities 1, n− 1 −m, and m respectively
and valencies k1 < · · · < kr with multiplicities n1, . . . , nr respectively. Let α be
an eigenvector for s satisfying Equation (1). Then by summing the entries of the
equations Aα = sα and Equation (1) we obtain the equations
r∑
i=1
nikiαi = s
r∑
i=1
niαi;(15)
(
r∑
i=1
niαi
)2
=
r∑
i=1
ni(ki − 1)(ki + t).(16)
Using Equation (1) and Equation (3) we can also obtain the equations
r∑
i=1
niki = s
2 + n− 1−m+mt2;(17)
r∑
i=1
ni ((s− t+ 1)(ki − t)− (t− 1)t) = s3 + n− 1−m−mt3.(18)
Finally we check the independence number. Suppose there exists h ∈ {1, . . . , r}
such that for all i, j ∈ {1, . . . , h} we have ki + kj − ct(ki, kj) + t − 1 < n − 2m.
Every pair of vertices with degrees in {k1, . . . , kh} are not adjacent and hence form
an independent set. Therefore there exists and independent set of size
∑h
i=1 ni.
By Lemma 4.6, the size of this set is at most m. If such an h exists, set h = h,
otherwise set h = 0. By above we have that
∑h
i=1 ni 6 m.
Putting these conditions together we give our final definition.
Definition 3. Fix t ∈ {3, . . . , 29}, S ∈ K(t), and an S-feasible valency array
K = {k1, . . . , kr}. An r-tuple (n1, . . . , nr) is called a (S,K)-feasible multiplicity
array if Equations (15), (16), (17), and (18) are satisfied, Lemma 5.2 is satisfied,
and
∑h
i=1 ni 6 m.
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LetM(t) denote the subset of K(t) consisting of those spectral parameter arrays
S such that there exists a (S,K)-feasible multiplicity array for some S-feasible
valency array K. The cardinality of M(t) for each t satisfying 3 6 t 6 29 is given
in Table 1.
In order to enumerate all possible (S,K)-feasible multiplicity arrays in a reason-
able amount of time, one can use Lemma 5.2 to recursively compute the bounds for
consecutive ni. Indeed, we see that in Lemma 5.2, if nr, . . . , nr−l are fixed for some
l ∈ {0, . . . , r − 2} we can compute the bounds for nr−l−1 and we can bound nr in
terms of t and elements of S and K. We remark that we wrote our computer pro-
gram in MAGMA [2] and our computation will run on a standard personal computer
in a matter of hours. The code is available online [11].
t |S(t)| |K(t)| |M(t)| t |S(t)| |K(t)| |M(t)| t |S(t)| |K(t)| |M(t)|
3 128 58 0 12 497 287 0 21 189 137 0
4 196 116 1 13 455 237 0 22 163 137 0
5 277 113 2 14 409 245 0 23 143 120 0
6 375 173 0 15 377 214 0 24 118 104 0
7 492 159 1 16 340 220 0 25 95 92 0
8 610 225 0 17 311 184 0 26 76 71 0
9 748 233 0 18 273 190 0 27 61 59 0
10 898 297 0 19 248 162 0 28 43 43 0
11 546 272 0 20 220 172 0 29 27 27 0
Table 1. Cardinality of the sets S(t), K(t), and M(t) for each t.
5.4. Surviving parameters. As one can see in Table 1, our computation returned
four spectral parameter arrays that have feasible valency arrays and corresponding
feasible multiplicity arrays. We display these arrays in Table 2.
t (n, s,m) (k1, . . . , kr) (n1, . . . , nr)
4 (31, 15, 9) (5, 8, 13, 20) (5, 10, 5, 11)
5 (36, 19, 9) (7, 13, 23) (6, 12, 18)
5 (45, 28, 12) (6, 9, 21, 30) (6, 3, 3, 33)
7 (45, 20, 8) (11, 16, 23, 32) (6, 27, 6, 6)
Table 2. The surviving parameter arrays.
For each of the parameters in Table 2, we will show why there cannot exist a
corresponding graph.
• There does not exist any graph having spectrum {151, 121, (−4)9}, valencies
(5, 8, 13, 20), and multiplicities (5, 10, 5, 11). Suppose to the contrary. Let
x be a vertex with degree dx = 5. Using Equation (3), we see that there
are 0 closed walks of length three from x. Therefore each neighbour y of x
must have dy 6 13. On the other hand, by Lemma 4.1, we have that each
neighbour y of x must have degree dy > 13. Hence, each vertex of degree 5
is adjacent to each of the 5 vertices of degree 13. Let w be another vertex
of degree 5. Then the number of common neighbours of w and x is 5, but
this is a contradiction since νw,x = 1.
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• There does not exist any graph having spectrum {191, 126, (−5)9}, valencies
(7, 13, 23), and multiplicities (6, 12, 18). Suppose to the contrary. Then, by
Lemma 2.8, the valency partition is equitable and hence each vertex in V1
must be adjacent to k11 vertices in V1, k12 vertices in V2 and k13 vertices
in V3 such that k11 + k12 + k13 = k1. Moreover (see [6, Section 4.3]), we
also have the equations
∑3
j=1 k1j
√
(kj − t) = s
√
(k1 − t) and
3∑
j=1
k1jkj = (1 − t)k1 + t+
√
(k1 − t)
3∑
j=1
nj
√
(kj − t).
Let x and y be vertices with degrees dx = dy = k1 = 7. The vertex x
cannot be adjacent to y. Indeed, if x were adjacent to y then νx,y = −2 but
this number should be nonnegative. Hence k11 = 0 and there is no solution
to the system of equations above.
• There does not exist any graph having spectrum {281, 132, (−5)12}, valen-
cies (6, 9, 21, 30), and multiplicities (6, 3, 3, 33). Suppose to the contrary.
Since the number of common neighbours of any pair of vertices is nonneg-
ative, the only possible neighbours of vertices in V1 are vertices in V3 or
V4. Let x be a vertex with degree dx = 6. Using Equation (3), we know
that there are four closed walks of length 3 from x. Moreover, x has pre-
cisely one common neighbour with each adjacent vertex in V4. Therefore,
x can have at most four neighbours in V4. Hence each vertex has at least
two neighbours in V3. Since each vertex in V1 has precisely one common
neighbour there must be at least as many vertices in V3 as there are in V1.
But |V1| = 6 > 3 = |V3|.
• There does not exist any graph having spectrum {201, 136, (−7)8}, valencies
(11, 16, 23, 32), and multiplicities (6, 27, 6, 6). Suppose to the contrary. This
graph corresponds to the case of equality in the bound in Theorem 2.7. But
the case of equality in the bound in Theorem 2.7 is known [1] to correspond
to an unique graph on 36 vertices.
References
[1] F. K. Bell and P. Rowlinson. On the multiplicities of graph eigenvalues. Bull. London Math.
Soc., 35(3):401–408, 2003.
[2] W. Bosma, J. Cannon, and C. Playoust. The Magma algebra system. I. The user language. J.
Symbolic Comput., 24(3-4):235–265, 1997. Computational algebra and number theory (Lon-
don, 1993).
[3] P. J. Cameron, J. M. Goethals, J. J. Seidel, and E. E. Shult. Line graphs, root systems, and
elliptic geometry. Journal of Algebra, 43(1):305–327, 11 1976.
[4] X.-M. Cheng, A. L. Gavrilyuk, G. R. W. Greaves, and J. H. Koolen. Biregular graphs with
three eigenvalues. arXiv:1412.6971.
[5] D. Cvetkovic´. On graphs whose second largest eigenvalue does not exceed 1. Publ. Inst. Math.
(Beograd) (N.S.), 31(45):15–20, 1982.
[6] E. R. van Dam. Nonregular graphs with three eigenvalues. J. Combin. Theory Ser. B,
73(2):101–118, 1998.
[7] E. R. van Dam. The combinatorics of Dom de Caen. Des. Codes Cryptogr., 34(2-3):137–148,
2005.
[8] E. R. van Dam and R. E. Kooij. The minimal spectral radius of graphs with a given diameter.
Linear Algebra Appl., 423(2-3):408–419, 2007.
[9] E. R. van Dam, J. H. Koolen, and Z.-J. Xia. Graphs with many valencies and few eigenvalues.
Electronic Journal of Linear Algebra, 28(1), 2015.
20 X.-M. CHENG, G. R. W. GREAVES, AND J. H. KOOLEN
[10] C. Godsil and G. Royle. Algebraic graph theory, volume 207 of Graduate Texts in Mathemat-
ics. Springer-Verlag, New York, 2001.
[11] G. R. W. Greaves. http://www.ims.is.tohoku.ac.jp/~grwgrvs/.
[12] S. Li and H. Yang. On tricyclic graphs whose second largest eigenvalue does not exceed 1.
Linear Algebra and its Applications, 434(10):2211 – 2221, 2011.
[13] M. Muzychuk and M. Klin. On graphs with three eigenvalues. Discrete Math., 189(1-3):191–
207, 1998.
[14] J. J. Seidel. Strongly regular graphs with (−1, 1, 0) adjacency matrix having eigenvalue 3.
Linear Algebra and Appl., 1:281–298, 1968.
[15] J. H. Smith. Some properties of the spectrum of a graph. In Combinatorial Structures and
their Applications (Proc. Calgary Internat. Conf., Calgary, Alta., 1969), pages 403–406.
Gordon and Breach, New York, 1970.
School of Mathematical Sciences, University of Science and Technology of China,
Hefei, Anhui, 230026, P.R. China
E-mail address: xmcheng@mail.ustc.edu.cn
Research Center for Pure and Applied Mathematics, Graduate School of Informa-
tion Sciences, Tohoku University, Sendai 980-8579, Japan
E-mail address: grwgrvs@gmail.com
Wen-Tsun Wu Key Laboratory of CAS, School of Mathematical Sciences, University
of Science and Technology of China, Hefei, Anhui, 230026, P.R. China
E-mail address: koolen@ustc.edu.cn
