INTRODUCTION
Some people may think that the process of digital image processing only pay attention to decoration and organization of the image so that the outcome image will be different from the original image, but image processing is too much far from this and it can be said that it rarely pays attention to the above matter. Digital image processing too precisely pay attention to extract feature image and extract various measurements (statistical, geometric), these digital data's can be used and analyzed by computer (AL-Ghrabi 2001) .
Digital images are composed of thousands or millions of small squares which are called element of image (Pixel), when a computer reed an image then divides the screen in to a group of (pixel) and the saved values for digital images in a way which each pixel has its own shade (Gonzalez & Wintz 1992) .
Computer ability for distinguishing region of interest (ROI) in the image is one of the developed techniques which researchers take it in to consideration in this field and in many various experts for featuring images, extracting information and distinguishing patterns in common techniques of digital image field. Generally, approaches of digital image processing are concerned such as: Improvement of Pictorial Information and analyzing it by humans.Analyzing images for feature extraction for the purpose of understanding and interpreting (Gonzalez & Woods 2008) . Here, in this research masses of (FB & FT) have been taken, and features extracting of statistical measurements then using statistical models (binary logistic regression) to distinguish between the masses.
Related Work
Logistic regression was first proposed in the 1970s as alternative technique to overcome limitations of ordinary least squares (OLS) Regression in handling dichotomous outcomes. It became available in statistical packages in the early 1980s. Logistic regression has been widely employed in epidemiological research, where often the outcome variable is presence or absence state (Yarandi & Simpson 1991) . Jiang .Y, et at Doi .K. (1996) To develop a method for differentiating malignant from benign clustered micro calcifications in which image features are both extracted and analyzed by a computer (Jiang, et at Doi 1996) . Bagley, C., White, H. & Golomb, A. (2001) this article examines use and reporting of logistic regression in the medical literature by comprehensively assessing its use in a selected area of medical study. The ratio of the number of outcome events to predictor variables (events per variable) was sufficiently small to call into question the accuracy of the regression model (Bagley, White & Golomb 2001) .
Abdul Razzaq, H. (2004) indicates the existence of calcifications in breast to possibility of breast cancer in women. In mammography image, usually malignant calcification is different from benign calcifications in the field of shape and figure of distribution. Target of This research is to develop a certain method in order to distinguish automatically between malignant calcifications and benign calcifications in mammograms digital images (Abdul Razzaq 2004) .
Al-Naami, B., et at AL malty, A. (2009) in brain cancer, a biopsy as an invasive procedure is needed in order to differentiate between malignant and benign brain tumor. The aim of this study is to investigate a new method in maximizing the probability of brain cancer type detection without actual biopsy procedure. The proposed method combines both image and statistical analysis for tumor type detection. Statistical analysis was based on utilizing the mean, range, box plot, and testing of hypothesis techniques to reach acceptable and accurate results in differentiating between those two types (Al-Naami, et at AL malty 2009).
Yusuff, H., Mohamad, N., Ngah, U., &Yahaya, A. (2012) the diagnosis of breast cancer from mammograms is complemented by using logistic regression. The radiologists can use the results to make a proper judgment as to the presence of breast cancer. Data were obtained from survey questions completed by the radiologist during his observation of the patients. The results using logistic regression cross tabulation was to obtain the significant values between the breast cancer factors (Yusuff, Mohamad, Ngah &Yahaya 2012) . Kadhim, A. (2012) Breast cancer detection images are the standard clinical practice for the diagnosis and prognosis of breast cancer. Digital Mammogram has emerged as the most popular screening technique for early detection of Breast Cancer and other abnormalities. Raw digital mammograms are medical images that are difficult to interpret so it is necessary to develop Computer Aided Diagnosis systems that will improve detection of abnormalities in mammogram images (Kadhim, 2012) . Rajaa, F. (2015) explored ways of using known image processing and machine learning techniques for computer-aided breast cancer detection using mammogram images, with the aim of finding a potentially good method for computer-aided breast cancer detection based on mammogram images, and helped pathologist in decision making. His thesis was distinguished in using a combination of neural networks and logistic regression in breast cancer detection (Rajaa, 2015) .
Background Information
In this section, essential information that is related to this research will be elaborated. It consists of several sub-sections. The first subsection presents Logistic regression model, describes Digital Image Processing Representation, Medical Images, Feature Extraction, in the second sub-section shows the result, Last sub-section shows conclusion.
Logistic regression model
Logistic regression determines the impact of multiple independent variables presented simultaneously to predict membership of one or other of the two dependent variable categories. Since the dependent variable is dichotomous we cannot predict a numerical value for it using logistic regression, so the usual regression least squares deviations criteria for best fit approach of minimizing error around the line of best fit is inappropriate. Instead, logistic regression employs binomial probability theory in which there is only two values to predict: that probability (p) is (1 rather than 0). Logistic regression forms a best fitting equation or function using the maximum likelihood method, which maximizes the probability of classifying the observed data into the appropriate category given the regression coefficients (DAVID, W. & HOSMER 2013) .
In order to simplify notation, we use the quantity to represent the conditional mean of Y given X when the logistic distribution is used. The specific form of the logistic regression model we use is:
……… (1) A transformation of that is central to our study of logistic regression is the logit transformation .this transformation is defined, in terms of , as:
The importance of this transformation is that g(x) has many of the desirable properties of linear regression model. The logistic, g(x), is linear in its parameters ,may be continuous, and may range from depending on the range of x the second important difference between the linear and logistic regression models concerns the conditional distribution of the outcome variable. In the linear regression model we assume that an observation of the outcome variable may be expressed as .The quantity ε is called the error and expresses an observation's deviation from the conditional mean. The most common assumption is that follows a normal distribution with mean zero and some variance that is constant across levels of the independent variable. It follows that the conditional distribution of the outcome variable given x is normal with mean and a variance that is constant. This is not the case with a dichotomous outcome variable. In this situation, we may express the value of the outcome variable given x as . Here the quantity may assume one of two possible values. If y=1 then with probability , and if then with probability . Thus, has a distribution with mean zero and variance equal to . That is, the conditional distribution of the outcome variable follows a binomial distribution with probability given by the conditional means (DAVID, W. & HOSMER 2013).
Digital Image Processing Representation
We shall denote images by twodimensional functions of the form f(x,y). The value of spatial coordinates (x,y) is a positive scalar quantity whose physical meaning is determined by the source of the image, whose values are said to span the gray scale. When an image is generated from a physical process, its values are proportional to energy radiated by a physical source (e.g., electromagnetic waves). As a consequence, f(x,y) must be nonzero and finite; that is Appropriately, these are called the illumination and reflectance components and are denoted by i(x,y) and r(x,y), respectively. The two functions combine as a product to form f(x,y): …… (3) Where and Grey level value at the point of (x,y) is different from another point (x+1,y+1) and we symbolize to the grey level by the (L) symbol.
Assume that an image f(x,y) is sampled so that the resulting digital image has M rows and N columns. The values of the coordinates (x,y) now become discrete quantities. For notational clarity and convenience, we shall use integer values for these discrete coordinates A digital image is a two -dimensional array of pixels. Each pixel has an intensity value (represented by a digital number) and a location address (referenced by its row and column number) Each element of this matrix is called an image element, picture element or pixel.
Medical Images
Medical images are special type of images. Medical image is used for diagnostics of cases of patients. There are several means to get medical images. X-Ray is the most popular one among them due to its simplicity, low cost and small doses of radiation. Medical images play a very important role in disease diagnosis. The image acquisition for diagnostic and planning purposes has become a crucial tool in health care. Magnetic Resonance Imaging (MRI), Computed Tomography (CT) Scan, Ultrasound images (It was used in this research), X-Ray, Mammography and other image modalities are utilized by clinicians in order to accurately diagnose a disease and efficiently plan a treatment. From images formation to the final analysis, medical imaging is still facing challenges (Al-Samaraie and Al-Saiyd 2008)
Fibro adenomas:
These usually arise in the fully developed breast between the ages of 15 and 25 years, although occasionally they occur in much older women. They are usually painless, firm, smooth, rubbery or hard with a well-defined shape and arise from hyperplasia of a single lobule. They are surrounded by a well-marked capsule and can thus be enucleated, Dimensions of fibro adenomas: 1. Small fibro adenomas (≤ 1 cm in size) are considered normal. 
Lipoma (Fatty Mass):
Lipomas are most common benign tumors derived from adipose tissue. Breast lipoma is somewhat difficult to diagnose clinically because of fatty consistency of breast. Breast lipoma measuring more than 10 cm in diameter or weighing more than 1 kg is called giant lipoma of breast which is infrequently observed because of rarity in size and location. A lipoma is a slow-growing, fatty lump that's most often situated between skin and the underlying muscle layer.
And it usually feels doughy and isn't tender, moves readily with slight finger pressure. Lipoma is usually detected in middle age which isn't cancer and usually is harmless. Some people have more than one lipoma. Treatment generally isn't necessary, but if the lipoma is painful or is growing, it is removed (Saritha, et at Rani, H. 2016 , Mayo Clinc 2016 . 
Feature Extraction
The feature is defined as a function of one or more measurements, each of which specifies some quantifiable property of an object, and is computed such that it quantifies some significant characteristics of the object (Krishna & Akansha 2010) .
The goal of feature extraction is to improve the effectiveness and efficiency of analysis and classification. This may be done by:
1. Eliminating redundancy in the image data.
Eliminating variability in the image
data that is of little of no value in classification even discarding entire images if that is appropriate. l) Circularity: The circularity ratio is given by the expression.
m) Solidity:
A ratio of the screen points of the block specific to the convex shape can be calculated according to the following formula: (Gonzales & Woods 2008 , Ferreira & Rasband 2012 .
Result
In this section review of the proposed steps for processing medical Ultrasound image (Fibroid and Fatty) mass of the infected disease mass in the breast, using a set of statistical and geometric measurements for a mass so that it did not use all of them before in previous research and studies to analyze The classification of regions of interest (ROI) of digital images by using binary logistic regression. The following programs were used to analyze digital medical image processing: 1. Image J 1.45r from (National Institutes of Health, USA).
SPSS (V: 23). 3. Microsoft Excel (2010).

The image sample Size
In the field of digital image processing is image data sources are two-dimensional. In this research collected (90) Ultrasound digital image and stored as TIFF type (8bit) (49 image of Fibroid and 41 the image of Fatty) of the infected disease tumors in (maternity hospital in Erbil).
Selection ROI of Masses
The researcher conducted the processing of digital images and then extraction the measurements (variables) including digital image (data) using (Image J1.45r) software and according to the steps outlined below: On applying binary logistic regression, we reached to the following result and interpretation: Step 4
The following predictors are used in the final model (IntDen, Median, Skew, Kurt)  This fitted model says that, holding (Median , Skew, and Kurt) at a fixed value, we will see (0%) increase in the odds of getting into for a one-unit increase in the IntDen since exp (0.000) = 1.000.  The coefficient of Median says that, if we hold (IntDen, Skew, and Kurt) at a fixed value, the odds of getting into for increase by (6%) for a one-unit increase in Median since exp (0.058) = 1. The third member represents the (Wald) statistic, which is for testing significant coefficient, which is the ratio of the square of the regression coefficient to the square of the standard error of the coefficient and is asymptotically distributed as a chi-square distribution.
These independent variables such as, IntDen, Median, Skew and Kurt are more dependent on the measure of Central Tendency and Measure of Dispersion which is supporting to classify the shape of (FT and FB). In table (3) we notice that the value (H-L Statistical = 13.647).Here we accept null hypothesis since (Sig = 0.091 and d.f = 8) which means that model is adequate.
Conclusions
From the results obtained from the applied chapter, we can infer that the most important conclusions reached by the study are: (circularity, … etc.) and found to be ineffective in the process of distinction by the estimated model. 4. Depending on predicted probability, we achieve the result of that the differences between actual group and predicted group are not too much, and improves that the model represents data very well.
