This paper considers the estimation problem of structural models for which empirical restrictions are characterized by a fixed point constraint, such as structural dynamic discrete choice models or models of dynamic games. We analyze the conditions under which the nested pseudo-likelihood (NPL) algorithm achieves convergence and derive its convergence rate. We find that the NPL algorithm may not necessarily converge when the fixed point mapping does not have a local contraction property. To address the issue of non-convergence, we propose alternative sequential estimation procedures that can achieve convergence even when the NPL algorithm does not. Upon convergence, some of our proposed estimation algorithms produce more efficient estimators than the NPL estimator.
Introduction
Empirical implications of economic theory are often characterized by fixed point problems. Upon estimating such models, researchers typically consider a class of extremum estimators with a fixed point constraint P = Ψ(θ, P ) in the space of probability distributions: max θ∈Θ Q n (P ) s.t. P = Ψ(θ, P ).
(1)
, then setting Q n (P ) = n −1 n i=1 ln P (a i |x i ) gives the maximum likelihood estimator, whereas setting Q n (P ) = − n −1 n i=1 g(a i , x i ; P ) W n −1 n i=1 g(a i , x i ; P ) gives the generalized method of moments estimator under the moment condition E[g(a i , x i ; P 0 )] = 0, where W is a weighting matrix and P 0 is the true conditional choice probabilities.
The fixed point constraint P = Ψ(θ, P ) in (1) summarizes the set of structural restrictions of the model that is parametrized by a finite vector θ ∈ Θ. 1 The sample data are generated from a fixed point of the operator Ψ(θ, ·) evaluated at the true parameter θ 0 . Examples of the operator Ψ(θ, ·) include, among others, the policy iteration operator for a single agent dynamic programming model (e.g., Rust, 1987; Hotz and Miller, 1993; Aguirregabiria and Mira, 2002; Kasahara and Shimotsu, 2008a) , the operator defined by the best response function of a game (e.g., Aguirregabiria and Mira, 2007; Pakes, Ostrovsky and Berry, 2007; Pesendorfer and Schmidt-Dengler, 2008) , and the operator to define the fixed point problem for a recursive competitive equilibrium in dynamic macroeconomic models (e.g., Aiyagari, 1994; Krusell and Smith, 1998) .
In principle, we may estimate the parameter θ in (1) by the nested fixed point algorithm (Rust, 1987) , which repeatedly solves the fixed point P θ of P = Ψ(θ, P ) at each parameter value to maximize the objective function Q n (P θ ) with respect to θ. The major practical obstacle of applying such an estimation procedure lies in the computational burden of solving the fixed point problem for a given parameter.
To reduce the computational burden, Hotz and Miller (1993) developed a simpler two-step estimator that does not require solving the fixed point problem for each trial value of the parameter. A number of recent papers in empirical industrial organization build on the idea of Hotz and Miller (1993) to develop two-step estimators for models with multiple agents (e.g., Bajari, Benkard, and Levin, 2007; Pakes, Ostrovsky, and Berry, 2007; Pesendorfer and SchmidtDengler, 2008; Bajari and Hong, 2006) . These two-step estimators may suffer from substantial finite sample bias, however, when the choice probabilities are poorly estimated in the first step.
To address the limitations of two-step estimators, Aguirregabiria and Mira (2002) (2007, henceforth AM07) developed a recursive extension of the two-step method of Hotz and Miller (1993) , called the nested pseudo likelihood (NPL) algorithm. Starting from an initial estimatẽ P 0 , the NPL algorithm iterates the following steps until j = k:
Step 1: GivenP j−1 , update θ byθ j = arg max θ∈Θ n −1 n i=1 ln[Ψ(θ,P j−1 )](a i |x i ).
Step 2: UpdateP j−1 using the obtained estimateθ j :P j = Ψ(θ j ,P j−1 ).
The estimatorθ 1 is a version of Hotz and Miller's two-step estimator, called the pseudo maximum likelihood (PML) estimator. AM07 showed that their recursive method can be applied to models with unobserved heterogeneity in the context of dynamic games, and the limit of a sequence of estimators generated by the NPL algorithm is more efficient than the two-step estimators if convergence is achieved. 2
While the NPL algorithm provides an attractive apparatus for empirical researchers, little is known about its convergence properties. AM07 have obtained convergence in their simulations and illustrate that the limiting estimator performs very well relative to the two-step PML estimator. However, they neither provide the conditions under which the NPL algorithm converges nor analyze how fast the convergence occurs. On the other hand, Pesendorfer and Schmidt-Dengler (2008) provided simulation evidence that the NPL algorithm may not necessarily converge. Collard-Wexler (2006) used the NPL algorithm to estimate a model of entry and exit for the ready-mix concrete industry and found thatP j 's "cycle around several values without converging." In view of this mixed evidence and its practical importance, it is imperative that we understand the convergence properties of the NPL algorithm.
In the first of our two main contributions, this paper derives the condition under which the NPL algorithm converges. We show that a key determinant of the convergence of the NPL algorithm is the contraction property of the mapping Ψ. Intuitively, the faster the operator achieves contraction, the closer the value obtained after one iteration is to the fixed point, and, therefore, we expect that the NPL algorithm works well if the operator has a good contraction property. We show that the NPL algorithm has a good contraction property if the modulus of the dominant eigenvalue of the Jacobian matrix ∂Ψ(θ, P )/∂P evaluated at the fixed point P θ is sufficiently smaller than 1.
As AM07 (p. 19) recognized, the possibility of non-convergence of the NPL algorithm is a concern. Using the dynamic game model of AM07, we find in our simulations that, when the degree of strategic substitutability is high, the smallest eigenvalue of the Jacobian matrix of the policy iteration mapping is less than −1, and the NPL algorithm fails to converge. In such cases, various two-step estimators can be used, but they may suffer from a large finite sample bias.
As our second contribution, we propose alternative sequential algorithms that are implementable even when the original NPL algorithm does not converge. The first estimator replaces the fixed point mapping Ψ(θ, P ) in the NPL algorithm with Λ(θ, P ) = [Ψ(θ, P )] α P 1−α , which shares the same fixed point as Ψ. With an appropriate choice of α and under some conditions on Ψ, the mapping Λ has a better contraction property than Ψ.
The second algorithm requires more computation than the first algorithm but converges under general conditions. It builds upon the idea of the Recursive Projection Method (henceforth 2 Two-step estimators can also be applied to models with unobserved heterogeneity when an initial consistent estimator of the type-specific conditional choice probabilities are available. Shimotsu (2006, 2008b) derived sufficient conditions for nonparametric identification of a finite mixture model of dynamic discrete choices and developed a series logit estimator which can be used as a consistent initial estimator for two-step estimators. Shroff and Keller (1993) . The divergence of the fixed point mapping Ψ is often caused by a small number of eigenvalues of ∂Ψ(θ, P θ )/∂P lying outside the unit circle. The key idea behind the RPM is to find the eigenvectors corresponding to the unstable modes and to decompose the space into the unstable subspace and its orthogonal complement. Then, it modifies the fixed point mapping Ψ by taking a Newton step on the unstable subspace while using the original fixed point iteration on the stable subspace. The modified mapping is contractive.
RPM) of
The third estimator uses a pseudo-likelihood objective function that is defined in terms of multiple iterations of the mapping as opposed to one iteration. Since such a modification increases computational cost substantially, we introduce an approximation method that requires evaluating the mapping and its Jacobian with respect to the parameter θ only once outside of the optimization routine. This algorithm converges faster than the original NPL algorithm and, upon convergence, the proposed estimator is more efficient than the estimator generated by the NPL algorithm.
The fourth algorithm we propose directly approximates a fixed point of the mapping but with additional computational cost. This sequential algorithm has an advantage over others in that it generates a sequence of estimators that approaches the maximum likelihood estimator (henceforth MLE) and, upon convergence, we obtain the MLE which is more efficient than the other proposed estimators.
Recently, Su and Judd (2008) advocate numerically solving a constrained optimization problem for estimating a structural model using a large-scale, state-of-the-art computing facility available via the internet. We do not know, however, how their method performs when it is applied to models with a very large state space, such as the models of dynamic games of AM07.
The rest of the paper is organized as follows. Section 2 introduces a class of models with fixed point constraints. Section 3 establishes the convergence properties of the NPL algorithm.
In Section 4, we develop alternative sequential algorithms. Section 5 reports some simulation results. Section 6 concludes the paper.
Maximum likelihood estimation of models with a fixed point constraint
We consider a class of parametric discrete choice models in which restrictions are characterized by fixed point problems. Let a i ∈ A and x i ∈ X denote the choice variable and the conditioning variable, respectively. Upon estimating such models, researchers may consider the (conditional) MLE with a fixed point constraint:
where P (a i |x i ) denotes the conditional choice probability of the ith observation, P = {P (a|x) :
(a, x) ∈ A × X}, and
is the set of fixed points of Ψ(θ, ·) given the value of θ ∈ Θ ⊂ R K . Here, B P represents the space of conditional choice probabilities while Θ is the set of possible parameter values. The model space-the set of conditional choice probabilities that are consistent with the parametric fixed point restrictions-is then defined as a union of M θ over Θ: M ≡ ∪ θ∈Θ M θ = {P ∈ B P : P = Ψ(θ, P ), θ ∈ Θ}. The data is generated from the population conditional probability, denoted by P 0 , which belongs to the model space M, i.e., P 0 ∈ M.
The fixed point constraint P = Ψ(θ, P ) in (3) summarizes the restrictions of the model that is parametrized with a K-dimensional vector θ. For each θ, the operator Ψ(·, θ) maps the space of conditional choice probabilities into itself. The true conditional choice probability P 0 is a fixed point of the operator Ψ(·, θ) evaluated at the true parameter value θ 0 .
The computation of the MLE in (2) requires repeatedly solving all the fixed points of P = Ψ(θ, P ) at each parameter value to maximize the objective function with respect to θ.
If evaluating the mapping Ψ is costly, the MLE could be extremely computationally intensive.
Further, when there are multiple fixed points, finding all of the fixed points of P = Ψ(θ, P ) may be infeasible. One of the major econometric issues in estimating models with a fixed point constraint is to develop an estimator that is computationally simple and has good finite sample properties as an alternative to the MLE.
3 The nested pseudo likelihood (NPL) algorithm
Asymptotic properties of the NPL estimator
This section briefly reviews the properties of the two-step pseudo maximum likelihood (PML) estimator and the estimator generated by the nested pseudo likelihood (NPL) algorithm as discussed in Mira (2002, 2007) . They are feasible alternatives to the MLE.
We assume that the support of (a i , x i ) is finite, A×X = {a 1 , a 2 , . . . , a |A| }×{x 1 , x 2 , . . . , x |X| }.
Accordingly, P is represented by an L × 1 vector, where L = |A||X|. Given θ, the Jacobian
f denote the sth order derivative of a function f with respect to all of its parameters. Let N denote a closed neighborhood of (θ 0 , P 0 ), and let N θ 0 denote a closed neighborhood of θ 0 .
We collect the assumptions employed in AM07. As in AM07, define Q 0 (θ, P ) ≡ E ln Ψ(θ, P )(a i |x i ), θ 0 (P ) ≡ arg max θ∈Θ Q 0 (θ, P ), and φ 0 (P ) ≡ Ψ(θ 0 (P ), P ). Define the set of population NPL fixed points as Y 0 ≡ {(θ, P ) ∈ Θ × B P : θ =θ 0 (P ) and P = φ 0 (P )}. See AM07 for details.
Assumption 1 (a) The observations {a i , x i : i = 1, . . . , n} are independent and identically distributed, and dF (x) > 0 for any x ∈ X, where F (x) is the distribution function of
There is a unique θ 0 ∈int(Θ) such that P 0 = Ψ(θ 0 , P 0 ). (f ) For any θ = θ 0 and P that solves P = Ψ(θ, P ), it is the case that
is an isolated population NPL fixed point. (h)θ 0 (P ) is a single-valued and continuous function of P in a neighborhood of P 0 . (i) the operator φ 0 (P ) − P has a nonsingular Jacobian matrix at P 0 .
and hence E sup (θ,P )∈Θ×B P ||∇ (2) ln Ψ(θ, P )(a i |x i )|| r < ∞ for any positive integer r. Assumption 1(h) corresponds to assumption (iv) in Proposition 2 of AM07. A sufficient condition for Assumption 1(h), which holds in a class of models that AM07 estimated, is that Q 0 is globally concave in θ in a neighborhood of P 0 and ∇ θθ Q 0 (θ, P 0 ) is a nonsingular matrix.
Define
, whereP 0 is an initial consistent estimator of P 0 . Proposition 1 of AM07 showed that the twostep PML estimator is consistent under Assumption 1, and, whenP 0 satisfies
captures the effect of the first step estimatorP 0 onθ P M L , and the two-step PML estimator may perform poorly whenP 0 is imprecisely estimated.
As discussed in the introduction, Mira (2002, 2007) developed a recursive extension of the two-step PML estimator, called the NPL algorithm. Starting from an initial estimator of P 0 , their algorithm generates a sequence of estimators {θ j ,P j } k j=1 . If this sequence converges, its limit satisfies the following conditions:
Any pair (θ,P ) that satisfies these two conditions in (4) is called an NPL fixed point. The NPL estimator, denoted by (θ N P L ,P N P L ), is defined as the NPL fixed point with the highest value of the pseudo likelihood among all the NPL fixed points.
Proposition 2 of Aguirregabiria and Mira (2007) established the consistency ofθ N P L under Assumption 1 and derived its asymptotic distribution:
does not depend on the initial estimator of P 0 and reduces the finite small sample relative to the PML estimator especially when the initial estimator of P 0 is imprecise.
While AM07 have obtained convergence in their simulations and show that the NPL esti-mator substantially outperforms the PML estimator, they neither provide the conditions under which the NPL algorithm converges nor analyze how fast the convergence occurs. On the other hand, some other studies find potential problems with the convergence of the NPL algorithm (see Pesendorfer and Schmidt-Dengler, 2008; Collard-Wexler, 2006) . To date, little is known about the convergence properties of the NPL algorithm.
Convergence properties of the NPL algorithm
We now analyze the conditions under which the NPL algorithm achieves convergence and derive its convergence rate when the algorithm is started from an initial consistent estimate of P 0 .
First, we state the regularity conditions. For matrix and nonnegative scalar sequences of random variables {X n , n ≥ 1} and {Y n , n ≥ 1}, respectively, we write
CY n for some (all) C > 0 with probability arbitrarily close to one for sufficiently large n.
Assumption 2 Assumption 1 holds. Further,P 0 − P 0 = o p (1), Ψ(θ, P ) is three times continuously differentiable, and Ω θθ is nonsingular.
Define f x (x s ) ≡ Pr(x = x s ) for s = 1, . . . , |X|, and let f x be an L × 1 vector of Pr(x = x s ) whose elements are arranged conformably with
With this notation, we may write Ω θθ = Ψ θ ∆ P Ψ θ and Ω θP = Ψ θ ∆ P Ψ P . The following lemma states the local convergence rate of the NPL algorithm and is one of the main results of this paper.
Lemma 1 Suppose Assumption 2 holds. Then, for j = 1, . . . , k,
where
Write the updating equation ofP
the eigenvalues of M Ψ θ Ψ P are inside the unit circle, then (M Ψ θ Ψ P ) k → 0 as k → ∞, and iterations moveP j towardP N P L . Consequently, by choosing k sufficiently large, (θ k ,P k ) becomes arbitrary close to (θ N P L ,P N P L ). In contrast, if some eigenvalues of M Ψ θ Ψ P are outside the unit circle, then iterations move some elements ofP j further away fromP N P L , and iterations may not converge even when the initial estimateP 0 is in a neighborhood ofP N P L . As we discuss in the next section, the convergence of (M Ψ θ Ψ P ) k is primarily determined by the dominant eigenvalues of Ψ P . If all the eigenvalues of Ψ P are sufficiently smaller than 1 in absolute value,
Remark 1 When Ψ P = 0, the convergence rate is faster than linear: Kasahara and Shimotsu, 2008a) .
Convergence of (M
Define the spectral radius of A as ρ(A) ≡ max{|λ| : λ is an eigenvalue of A}. Then A k → 0 as k → ∞ if and only if ρ(A) < 1 (Horn and Johnson, 1985, Theorem 5.6.12) . Hence, the NPL algorithm converges if and only if ρ(M Ψ θ Ψ P ) < 1. Because Ψ P is often closely related to the property of the economic model, we want to find a bound of ρ(M Ψ θ Ψ P ) in terms of ρ(Ψ P ). 3 In the following, we give two discussions on the relation between ρ(M Ψ θ Ψ P ) and ρ(Ψ P ). 4
Projection by M Ψ θ and eigenvalues of
is the projection matrix that generates the "residuals". Since P Ψ θ is a projection matrix, we may decompose any L−vector x into two:
Suppose y is an eigenvector of Ψ P with non-zero eigenvalue ν so that Ψ P y = νy and ν = 0.
Consider two extreme cases. First, suppose the GLS regression of y on Ψ θ gives no fit. In this case, M Ψ θ Ψ P y = νy, and M Ψ θ Ψ P and Ψ P share the same eigenvector y with eigenvalue ν.
Second, suppose the GLS regression of y on Ψ θ gives a perfect fit. In this case,
and y is an eigenvector of M Ψ θ Ψ P with eigenvalue 0.
Now we place the above discussion in the context of our model. Recall that y is an L × 1 vector and Ψ θ is a K × L matrix, and typically L K because the dimension of the state variable is much larger than the number of parameters. Then, for many y, regressing y on K regressors gives a poor fit, and the eigenvalues of Ψ P and M Ψ θ Ψ P are likely to be close. For some y, we may have a good fit, so the eigenvalue of M Ψ θ Ψ P associated with such a y is close to zero and is not likely to be the dominant eigenvalue. Hence, we expect that the dominant eigenvalues of Ψ P and M Ψ θ Ψ P are close to each other. In our simulation based on a model of a dynamic game with L = 72 and K = 2, we find either one of the above two cases hold for most of the eigenvectors, and the spectral radius of M Ψ θ Ψ P is very similar to the spectral radius of Ψ P (see Table 1 ).
The case when Ψ P is diagonalizable
We can obtain a bound of ρ(M Ψ θ Ψ P ) if we assume Ψ P is diagonalizable, i.e., Ψ P = SDS −1 for a diagonal matrix D. A matrix A is diagonalizable if all the eigenvectors are linearly independent (Horn and Johnson, 1985, Theorem 1.3.7) . A sufficient condition for the diagonalizability of A is that the eigenvalues of A are distinct (Horn and Johnson, 1985, Theorem 1.3.9) . Although 3 The contraction property of Ψ may or may not be related to the stability of equilibria in the economic model. Given a model, there are often multiple ways of formulating a fixed point mapping (e.g., Hotz and Miller, 1993; Arcidiacono and Miller, 2008) and its contraction property depends on which mapping a researcher chooses.
4 The spectral radius is not submultiplicative; i.e., ρ(AB) > ρ(A)ρ(B) is possible.
economic models do not give implications for the diagonalizability of Ψ P , we expect that A is diagonalizable in some, and possibly many, cases.
For a matrix A, let ||A|| s denote its spectral norm:
and
(M Ψ θ Ψ P ) k converges to 0 if Ψ P is diagonalizable and ρ(Ψ P ) is sufficiently smaller than 1.
Alternative sequential likelihood-based estimators
When Ψ(θ, P ) is not a contraction in a neighborhood of (θ 0 , P 0 ), the NPL algorithm has a convergence problem and may not be implemented. This section discusses alternative estimation algorithms that are implementable even when the NPL algorithm encounters a convergence problem. Some of our proposed algorithms produce more efficient estimators than the NPL estimator.
Locally contractive mapping with the relaxation method
Consider a class of mappings that are obtained as a log-linear combination of Ψ(θ, P ) and P :
for all (a, x) ∈ A × X, where α ∈ [0, 1]. This is called the relaxation method in numerical analysis. 5 Since P is a fixed point of Ψ(θ, P ) if and only if it is a fixed point of Λ(θ, P ), the fixed points of Ψ(θ, P ) is obtained by solving the fixed points of Λ(θ, P ).
Denote the largest and the smallest eigenvalues of Ψ P by λ max and λ min , respectively. As discussed in Judd (1998, pp. 78-80) , when λ max < 1, we may choose the value of α so that Λ(θ, P ) becomes locally contractive even when Ψ(θ, P ) is not locally contractive. Define Λ P ≡ ∇ P Λ(θ 0 , P 0 ), and let α * denote the value of α that minimizes the spectral radius of Λ P .
Proposition 1 If λ max ≥ 1 ≥ λ min , then there is no value of α such that ρ(Λ P ) is less than 1.
Consider the NPL algorithm that uses Λ(θ, P ) in place of Ψ(θ, P ). When the condition that λ max < 1 is satisfied, the NPL algorithm with Λ(θ, P ) may converge even if the NPL algorithm with Ψ(θ, P ) does not converge. Since ln Λ(θ, P ) = α ln Ψ(θ, P ) + (1 − α) ln P , the objective function of the NPL estimator with Ψ and that of the NPL estimator with Λ are maximized at the same value of θ for a given P . The NPL estimator with Ψ and the NPL estimator with Λ are, therefore, numerically equivalent. The advantage of this method is its simplicity. Once an appropriate value of α is determined, it achieves convergence under weaker conditions than the original NPL algorithm without adding computational burden. 6
Recursive Projection Method
In this subsection, we construct a mapping that has a better local contraction property than Ψ building upon the Recursive Projection Method (RPM) of Shroff and Keller (1993) (henceforth SK).
First, fix θ. If some eigenvalues of ∇ P Ψ(θ, P θ ) are outside the unit circle, the iteration P j = Ψ(P j−1 , θ) does not converge to P θ . Suppose that a small number, m, of the eigenvalues of ∇ P Ψ(θ, P θ ) are larger than δ ∈ (0, 1) in absolute value:
Define P ⊆ R L as the space spanned by the eigenvectors of ∇ P Ψ(θ, P θ ) associated with {λ k } m k=1 , and let Q ≡ R L − P be the orthogonal complement of P. Let Π θ denote the orthogonal projector from R L on P. We may write Π θ = Z θ Z θ , where Z θ ∈ R L×m is an orthonormal basis of P.
Then, for each P ∈ R L , we have the unique decomposition P = u + v, where u ≡ Π θ P ∈ P and
Now apply Π θ and I − Π θ to P = Ψ(θ, P ), and decompose the system as follows:
For a given P j−1 , decompose it into u j−1 = Π θ P j−1 and v j−1 = (I − Π θ )P j−1 . Since g(u, v, θ) is contractive in v (see Lemma 2.10 of SK), we can update v j−1 by the recursion v j = g(u, v j−1 , θ).
On the other hand, when the dominant eigenvalue of Ψ P is outside the unit circle, the recursion
Instead, the RPM performs a single Newton step on the system u = f (u, v, θ), leading to the following updating procedure:
6 We may estimate α * = 2/(2 − λmax − λmin), by first applying the PML estimator and then evaluating the eigenvalues of ∇ P Ψ(θP M L,P0), whereP0 is an initial consistent estimator. Alternatively, we may simulate a sequence {P j } k j=0 by iterating P j = Ψ(θP M L, P j−1 ) and compute the mean of ||P j+1 − P k ||/||P j − P k || across j = 1, . . . , k − 1, which gives an estimate of the dominant eigenvalue. Repeating this procedure for different values of α, we may estimate α * by the value of α that leads to the smallest value of the mean of
Lemma 3.11 of SK shows that the spectral radius of the Jacobian of the stabilized iteration (7) is no larger than δ, and thus the iteration
is locally converging. In the following, we develop a sequential algorithm building upon the updating procedure (7) by replacing Π θ with its consistent estimator.
Let Π(θ, P ) be the orthogonal projector from R L on the subspace of R L spanned by the eigenvectors of ∇ P Ψ(θ, P ) associated with its m largest (in absolute value) eigenvalues. Define h * (u, v, θ) and g * (u, v, θ) by replacing Π θ in h(u, v, θ) and g(u, v, θ) with Π(θ, P ), and define
P 0 is a fixed point of Γ(θ 0 , ·), i.e., P 0 = Γ(θ 0 , P 0 ), because all the fixed points of Ψ(θ, ·) are also fixed points of Γ(θ, ·). The following proposition shows two important properties of Γ(θ, P ):
local contraction and equivalence of fixed points of Γ(θ, P ) and Ψ(θ, P ).
Proposition 2 (a) Suppose I − Π(θ, P )∇ P Ψ(θ, P )Π(θ, P ) is nonsingular and hence Γ(θ, P ) is well-defined. Then Γ(θ, P ) and Ψ(θ, P ) have the same fixed points; i.e., Γ(θ, P ) = P if and only
, where δ 0 is defined by (6) in terms of the eigenvalues of ∇ P Ψ(θ 0 , P 0 ). Hence, Γ(θ, P ) is locally contractive.
is not unity.
Define an RPM fixed point as any pair (θ,P ) that satisfiesθ = arg max θ∈Θ n −1 n i=1 ln Γ(θ,P )(a i |x i ) andP = Γ(θ,P ). The RPM estimator, denoted by (θ RP M ,P RP M ), is defined as the RPM fixed point with the highest value of the pseudo likelihood among all the RPM fixed points. The RPM estimator is consistent and asymptotically normally distributed under assumptions analogous to Assumption 1, where Ψ(θ, P ) is replaced with Γ(θ, P ). Define the RPM algorithm by the same sequential algorithm as the NPL algorithm except that it uses Γ(θ, P ) in place of Ψ(θ, P ). Since the mapping Γ(θ, ·) is locally contractive, the RPM algorithm will converge.
Assumption 3 (a) Assumption 1 holds, and conditions (b)-(i) of Assumption 1 hold when
Proposition 3 Suppose Assumption 3 holds. Suppose we obtain {θ j ,P j } k j=1 by the RPM algorithm. Then,
We omit the proof of Proposition 3 because it is essentially the same as the proof of Lemma 1.
Note that, from Assumption 3(a), the RPM estimator satisfiesP −P 0 = O p (n −1/2 ) and n −1/2 (θ−
Implementing the RPM algorithm is very costly because it requires evaluating Π(θ, P ) and ∇ P Ψ(θ, P ) for all the trial values of θ. We reduce the computational burden by evaluating Π(θ, P ) and ∇ P Ψ(θ, P ) outside the optimization routine by using a preliminary estimate of θ.
This modification has only a second-order effect on the convergence of the algorithm because the derivatives of Γ(θ, P ) with respect to Π(θ, P ) and ∇ P Ψ(θ, P ) are zero when evaluated at P = Ψ(θ, P ); see the second term in (8). Let η be a preliminary estimate of θ. Replacing θ in Π(θ, P ) and ∇ P Ψ(θ, P ) with η, we define the following mapping
Once Π(η, P ) and ∇ P Ψ(η, P ) are computed, a large part of computational cost of evaluating Γ(θ, P, η) comes from evaluating Ψ(θ, P ), and the computational cost of evaluating Γ(θ, P, η)
across different values of θ would be of a magnitude similar to that of evaluating Ψ(θ, P ).
Let (θ 0 ,P 0 ) be an initial consistent estimator of (θ 0 , P 0 ). For instance,θ 0 can be the PML estimator. The modified RPM algorithm iterates the following steps until j = k:
Step 1: Given (θ j−1 ,P j−1 ), update θ byθ j = arg max θ∈Θ j n −1 n i=1 ln Γ(θ,P j−1 ,θ j−1 )(a i |x i ), whereΘ j ≡ {θ ∈ Θ : Γ(θ,P j−1 ,θ j−1 )(a|x) ∈ [ , 1− ] for all (a, x) ∈ A×X} for an arbitrary small > 0. We impose this restriction in order to avoid computing ln(0). 7
Step 2: Update P using the obtained estimateθ j byP j = Γ(θ j ,P j−1 ,θ j−1 ).
The following proposition shows that the modified RPM algorithm achieves the same convergence rate as the original RPM algorithm in the first order.
Proposition 4 Suppose Assumption 3 holds. Suppose we obtain {θ j ,P j } k j=1 by the modified RPM algorithm. Then, for j = 1, . . . , k,
By choosing m sufficiently large, the dominant eigenvalue of Γ P lies inside the unit circle, and the modified RPM algorithm can converge even when the NPL algorithm does not.
If an alternate preliminary consistent estimator, (θ * , P * ), is used in forming Π(θ, P ) and ∇ P Ψ(θ, P ), it only affects the reminder terms in Proposition 4 as the following corollary shows.
Therefore, if we use a root-n consistent (θ * , P * ) to evaluate Π(θ, P ) and ∇ P Ψ(θ, P ) and keep these estimates unchanged throughout iterations, the resulting sequence of estimators is only O p (n −1 ) away from the corresponding estimators generated by the modified RPM algorithm.
Corollary 1 Suppose Assumption 3 holds. Let (θ * , P * ) be a consistent estimator of (θ 0 , P 0 ), and suppose we obtain {θ j ,P j } k j=1 by the modified RPM algorithm with Π(θ * , P * ) and ∇ P Ψ(θ * , P * ) in place of Π(θ j−1 ,P j−1 ) and
The supplementary appendix discusses how to implement the sequential RPM algorithm in details, including how to reduce the computational burden further by applying Corollary 1.
The q-NPL algorithm
When the spectral radius of Λ P or Ψ P is smaller than but close to 1, the convergence of the NPL algorithm could be very slow, and a sequence generated by the algorithm could behave erratically. 8 Furthermore, in such a case, the efficiency loss of the NPL estimator relative to that of the MLE can be substantial.
To improve the convergence of the NPL algorithm and to obtain a more efficient estimator, consider a q-fold operator of Λ as
We may define Γ q (θ, P ) and Ψ q (θ, P ) analogously. Define the q-NPL (q-RPM) algorithm by using a q-fold operator Λ q , Γ q , and Ψ q in place of Λ, Γ, or Ψ in the original NPL (RPM) algorithm. In the following, we focus on Λ q but the same argument applies to Γ q and Ψ q .
If q-NPL iterations converge, its limit satisfiesθ = arg max θ∈Θ n −1 n i=1 ln Λ q (θ,P )(a i |x i ) andθ = Λ q (θ,P ). Among the pairs (θ,P ) that satisfy these two conditions, the one that maximizes the value of the pseudo likelihood is called the q-NPL estimator and denoted by (θ qN P L ,P qN P L ).
8 As AM07 (pp. 20-21) discussed, if some eigenvalues of ΛP or ΨP are equal to 1, then there could exist a continuum of NPL fixed points at (θ 0 , P 0 ).
Since the result of Lemma 1 also applies here by replacing Ψ with Λ q , the conditions under which the q-NPL algorithm converges is primarily determined by the spectral radius of Λ q P ≡ ∇ P Λ q (θ 0 , P 0 ). When ρ(Λ P ) is less than 1, the q-NPL algorithm converges faster than the NPL algorithm because ρ(Λ q P ) = (ρ(Λ P )) q . Moreover, the variance of the q-NPL estimator approaches that of the MLE at the exponential rate of (ρ(Λ P )) q as q → ∞.
Applying the q-NPL algorithm is computationally intensive because its Step 1 requires evaluating Λ q at many different values of θ, where each evaluation of Λ q is very costly. We reduce the computational burden by introducing a linear approximation of Λ q (θ, P ) around (η, P ), where η is a preliminary estimate of θ:
Given a consistent estimator (θ 0 ,P 0 ), the approximate q-NPL algorithm iterates the following steps until j = k:
Step 1: Given (θ j−1 ,P j−1 ), update θ byθ j = arg max θ∈Θ
Step 2: Given (θ j ,P j−1 ), update P using the obtained estimateθ j byP j = Λ q (θ j ,P j−1 ).
Implementing
Step 1 requires evaluating Λ q (θ j−1 ,P j−1 ) and ∇ θ Λ q (θ j−1 ,P j−1 ) only once outside of the optimization routine for θ and, thus, it involves much fewer evaluations of Λ(θ, P ) across different values of P and θ than the original q-NPL algorithm. 9
To establish the consistency of a sequence of estimators generated by the approximate q-NPL algorithm, we need the following assumptions.
Assumption 4 (a) Assumption 1 holds, and conditions (b)-(i) of Assumption 1 hold when
Assumption 4(d) is an identification condition for the probability limit of our objective function.
It is required because we use an approximation of Λ q (θ, P )(a|x) in the objective function.
Under these assumptions, we establish consistency:
Proposition 5 Suppose that Assumption 4 holds. Suppose we obtainθ k by the approximate q-NPL algorithm. Thenθ j − θ 0 = o p (1) for j = 1, . . . , k.
The following proposition establishes that the approximate q-NPL algorithm has the same convergence property as the original q-NPL algorithm.
9 Using one-sided numerical derivatives, evaluating ∇ θ Λ q (θj,Pj) requires (K + 1)q function evaluations of Ψ(θ, P ).
Assumption 5Λ q (θ, P, η) is three times continuously differentiable in N θ 0 × N .
Proposition 6 Suppose Assumptions 4-5 hold. Suppose we obtain {θ j ,P j } k j=1 by the approximate q-NPL algorithm. Then, for j = 1, . . . , k,
Upon convergence, this approximate algorithm generates the q-NPL estimator,θ qN P L , which is more efficient than the NPL estimator.
Approximate fixed point algorithm
It is possible to apply the idea of the approximate q-NPL algorithm to the fixed point, P θ = Ψ(θ, P θ ), to approximate the MLE. From the Taylor expansion and the relation ∇ θ P θ = (I − ∇ P Ψ(θ, P θ )) −1 ∇ θ Ψ(θ, P θ ), we can approximate P θ as
, where ∇ θ P θ 0 denotes the derivative of P θ evaluated at θ = θ 0 . Therefore, if we have a consistent estimate of θ 0 and P 0 , we may approximate P θ by a linear function of θ with the mappings ∇ P Ψ(θ, P ) and ∇ θ Ψ(θ, P ).
We consider an estimation algorithm, called the Approximate Fixed Point (AFXP) algorithm, based on the following objective function: Q n (θ, P, η) ≡ n −1 n i=1 ln Φ(θ, P, η)(a i |x i ), where
Letθ 0 be an initial estimator of θ 0 , such as the PML estimator. The AFXP algorithm iterates the following steps until j = k:
Step 1: Givenθ j−1 , update P by solving the fixed point:P j = Pθ j−1
. If there are multiple fixed points, choose the one that maximizes the likelihood function:
Step 2: Given (P j ,θ j−1 ), update θ byθ j = arg max θ∈Θ j Q n (θ,P j ,θ j−1 ), where Θ j ≡ {θ ∈ Θ :
To establish the consistency of the sequential estimators generated by the AFXP algorithm, we impose the following assumptions. Assumption 6 is the standard regularity conditions for the consistency of the MLE. Assumption 7 is required for the consistency of the AFXP estimator.
Assumption 6 (a) Θ is compact and, for any θ ∈ Θ, M θ is compact. (b) (a i , x i ) for i = 1, . . . , M , are independently and identically distributed, and Pr(x i = x) > 0 for any x ∈ X.
(c) There is a unique θ 0 ∈int(Θ) and a unique P θ 0 ∈ M θ 0 such that, for any (a,
Assumption 7 (a) For any ν ∈ R K such that ν = 0, ∇ θ P θ 0 (a i |x i )ν = 0 with positive probabil-
Assumption 7(a) is similar to Assumption 4 and is an identification condition for the probability limit of our objective function. Assumption 7(b)(c) are regularity conditions required for the uniform convergence of the objective function.
Under these assumptions, the estimators generated by the AFXP algorithm are consistent:
Proposition 7 Suppose that Assumptions 6-7 hold andθ 0 is consistent. Suppose we obtainθ k by the AFXP algorithm.
If a sequence of estimators generated by the AFXP algorithm converges, it converges to the MLE. To analyze the convergence properties of the AFXP algorithm, we introduce the following additional regularity conditions. Assumption 8(a)-(d) are required for the asymptotic normality of the MLE; see Theorem 3.3 of Newey and McFadden (1994) .
Assumption 8 (a) For θ ∈ N θ 0 , ln P θ is twice continuously differentiable and
Ψ(θ, P ) is twice continuously differentiable in (θ, P ) ∈ N . (f ) Φ(θ, P, η) is three times con-
The following proposition establishes the convergence rate of the AFXP algorithm.
Proposition 8 Suppose that Assumptions 6-8 hold andθ 0 is consistent. Suppose we obtain {θ j ,P j } k j=1 by the AFXP algorithm. Then, for j = 1, . . . , k,
Thus, the estimator generated by the AFXP algorithm is first-order equivalent to the MLE for all k ≥ 1. This algorithm can be used to obtain the MLE because, upon convergence, its limit is identical to the MLE.
Implementing
Step 1 of the AFXP algorithm may be impractical when finding all the fixed points is computationally infeasible. In such cases, we may replace the solution to the fixed point in Step 1 with its consistent estimator. Define the q-AFXP algorithm by the same sequential algorithm as the AFXP algorithm except that, starting from an initial consistent estimate (θ 0 ,P 0 ), Step 1 updates P byP j = Λ q (θ j−1 ,P j−1 ) orP j = Γ q (θ j−1 ,P j−1 ). In the following, we focus on the case in which P is updated using Λ q but a similar argument applies to Γ q .
The following propositions establish the consistency and the convergence properties of the estimators generated by the q-AFXP algorithm. Define a K × L matrix J as
, where I(a i |x i ) is the row of an L × L identity matrix that corresponds to (a i |x i ).
Proposition 9 Suppose that Assumptions 6-7 hold and (θ 0 ,P 0 ) is consistent. Suppose we obtaiñ θ k by the q-AFXP algorithm. Thenθ j − θ 0 = o p (1) for j = 1, . . . , k.
Proposition 10 Suppose that Assumptions 6-8 hold and (θ 0 ,P 0 ) is consistent. Suppose we obtainθ k by the q-AFXP algorithm. Then, for j = 1, . . . , k,
where r nj denotes a reminder term satisfying
Ignoring r nj , arranging the two updating relations into a system of equations, solving forP j − P M LE andθ j −θ M LE , and using Λ
Suppose ρ(Λ P ) < 1. Then, as q increases, (Λ P ) q approaches zero, and all the eigenvalues of Q approach zero. Therefore, all of the eigenvalues of Q are inside the unit circle for sufficiently large q, and iterating the q-AFXP algorithm converges to the MLE.
Monte Carlo experiments
We consider a dynamic game of market entry and exit. The model's setup is identical to that of Section 4 in AM07, and the reader is referred to AM07. The profit of firm i operating in market m in period t is equal to
whereas its profit is imt (0) if the firm is not operating. We assume that { imt (0), imt (1)} follow i.i.d. type I extreme value distribution with zero mean and unit variance, and S mt follows an exogenous first-order Markov process f S (S m,t+1 |S mt ). We set the number of firms N = 3. The state space for the market size S mt is {2, 6, 10}. 10 The discount factor is set to β = 0.96. We normalize θ RS to 1 and fix θ EC to 1. Fixed operating costs are θ F C,1 = 1.0, θ F C,2 = 0.9, and θ F C,3 = 0.8.
The value of parameter θ RN determines the degree of strategic substitutabilities among firms and is the main determinant of the dominant eigenvalue of Ψ P . We therefore vary the value of θ RN to 2 and 4 across experiments and examine the performance of different estimators. As reported in Table 1 , all of the eigenvalues of Ψ P are inside the unit circle for θ RN = 1 and 2 while the smallest eigenvalues are less than -1 for θ RN = 4 and 6. We estimate θ RS and θ RN while the other parameters are not estimated but fixed at the true values.
To generate an observation, we first randomly draw x m = {S m1 , a 1m0 , a 2m0 , a 3m0 } from the steady-state distribution implied by the model, and then draw the choices at t = 1, {a 1m1 , a 2m1 , a 3m1 }, given x m randomly from the equilibrium choice probabilities. For θ RN = 1 and 2, the fixed point of Ψ(θ, P ) is obtained by iterating the mapping Ψ(θ, P ) starting from an initial vector of choice probabilities that are uniformly equal to 0.5. For θ RN = 4 and 6, the fixed point is obtained by iterating the mapping [Λ(θ,
We replicate 500 simulated samples, each of which contains n = 500, 2000, and 8000
observations.
As shown in Table 1 , the absolute value of the dominant eigenvalue of M Ψ θ Ψ P and M Λ θ Λ P is similar to the corresponding eigenvalue of Ψ P and Λ P . Thus, in view of Lemma 1, the convergence rate of the NPL algorithm is primarily determined by the dominant eigenvalue of Ψ P and Λ P . Table 2 compares the bias and the root mean squared error (RMSE) across different estimators for θ RN = 2 or 4. The maximum number of iterations for sequential estimators is set to k = 50. For θ RN = 2, the NPL estimator with Ψ (henceforth Ψ-NPL estimator) substantially improves the performance of the two-step PML estimator across different sample sizes, and the Ψ-and Λ-NPL estimator converge to the same estimate.
For θ RN = 4, however, reflecting its non-convergence, the estimator generated by 50 iterations of the NPL algorithm with Ψ (henceforth Ψ-NPL algorithm) performs substantially worse than the Λ-NPL estimator. With the sample size n = 500, the RMSE of the estimates ofP generated by the Ψ-NPL algorithm is more than thirty times larger than those of the Λ-NPL estimator. Further, as the sample size increases from n = 500 to n = 2000, then to n = 8000, the RMSE of the Λ-NPL estimator decreases approximately at the rate of n 1/2 , but the RMSE of the Ψ-NPL estimator decreases at a much slower rate. For θ RN = 4 and n = 2000 or 8000,
10 The transition probability matrix of Smt is given by the performance of the Ψ-NPL estimator is worse than that of the PML estimator.
The fourth and the fifth rows of each panel of Table 2 report the performance of the estimator generated by the modified RPM algorithm with δ = 0.5 and 0.8, respectively. See the supplementary appendix for our implementation of the modified RPM algorithm. Both estimators perform better than the Ψ-NPL estimator, especially when θ RN = 4, and their performance is comparable to that of the Λ-NPL estimator. Note also that the modified RPM algorithm performs better with δ = 0.5 than with δ = 0.8 as the former achieves faster contraction.
The sixth and the seventh rows of each panel of Table 2 report the performance of the q-NPL estimator with Λ q and the q-AFXP estimator that uses Λ q to update P , respectively, where q is set to 4. For both θ RN = 2 and θ RN = 4, they perform better than the Ψ-and Λ-NPL estimator, suggesting their efficiency gain over the NPL estimator. Table 3 compares the RMSE across the estimators generated by different sequential algorithms after j = 5, 10, . . . , 25 iterations with the sample size n = 8000. For θ RN = 2, the RMSE does not change after j = 5 iterations for any of the algorithms. Thus, they either converge or are close to convergence after 5 iterations. For θ RN = 4, the RMSE of the estimators generated by the NPL algorithm with Ψ increases with the number of iterations, suggesting its divergence.
On the other hand, our proposed alternative algorithms are convergent.
Concluding remarks and extension
This paper analyzes the convergence properties of the NPL algorithm to estimate a class of structural models characterized by a fixed point constraint. We show that, when the fixed point mapping has a local contraction property, the NPL algorithm achieves convergence in a neighborhood of the true value.
In practice, the convergence condition may be violated. In such a case, the NPL algorithm will not converge even when an initial estimate is in a small neighborhood of the true parameter value. We develop alternative sequential estimators that can be used even when the original fixed point mapping is not locally contractive. As our Monte Carlo experiments illustrate, these alternative estimators work well even when the NPL algorithm has a convergence problem, and their performance can be substantially better than that of the two-step estimator.
In the presence of (a finite number of) multiple equilibria, the limit of a sequence of estimators generated by the NPL algorithm is still consistent if the NPL algorithm is locally converging and the initial estimator is asymptotically in a neighborhood of the true equilibrium choice probabilities. We emphasize, however, that our convergence result is local. When there are multiple NPL fixed points and the initial point is far away from the NPL estimator, there is no guarantee that the NPL algorithm converges to the NPL estimator. This is analogous to the situation often encountered by a researcher when using Newton's method to solve the optimization problem with multiple local maxima. When a reliable initial estimate is not available, it is recommended to repeatedly apply the NPL algorithm with different initial values.
In the supplementary appendix, we also show that convergence properties similar to that of the NPL algorithm hold for models with permanent unobserved heterogeneity. Furthermore, we develop a recursive extension of two-step generalized method of moment estimators and derive its convergence properties.
Appendix

Proof of Lemma 1
We suppress the subscript NPL fromP N P L andθ N P L . Define ψ(θ, P ) ≡ n −1 n i=1 ln Ψ(θ, P )(a i |x i ). First, Proposition 1 of AM07 implies thatθ j is consistent ifP j−1 is consistent, and the continuity of Ψ(θ, P ) impliesP j → p P 0 if (θ j ,P j−1 ) → p (θ 0 , P 0 ). Then, sinceP 0 is consistent, the consistency of (θ j ,P j ) for j = 1, . . . , k follows from induction.
We proceed to derive the stated representation ofθ j −θ andP j −P . First,θ j satisfies the first order condition ∇ θ ψ(θ j ,P j−1 ) = 0. Expanding this around (θ,P ) and using ∇ θ ψ(θ,P ) = 0
where (θ,P ) lie between (θ j ,P j−1 ) and (θ,P ). Since ∇ θθ ψ(θ,P ) = −Ω θθ +o p (1) and ∇ θP ψ(θ,P ) =
−Ω θP +o p (1) follow from the consistency of (θ,P ), positive definiteness of Ω θθ allows us to obtaiñ
, giving the first result.
For the second result, note that the second derivatives of Ψ(θ, P ) are uniformly bounded in (θ, P ) ∈ Θ×B P from Assumption 1(c). Hence, expanding the right hand side ofP j = Ψ(θ j ,P j−1 ) twice around (θ,P ) and using Ψ(θ,P ) =P , root-n consistency of (θ,P ), andθ j −θ = O p (||P j−1 − P ||), we obtaiñ
Refine (9) 
Proof of Proposition 1
For any eigenvalue λ of Ψ P , the corresponding eigenvalue of Λ P is αλ + (1 − α) = α(λ − 1) + 1.
Therefore, there is no value of α such that α(λ − 1) + 1 < 1 for both λ = λ max and λ min , giving the first result. Now, assume that λ max < 1. We derive the value of α that minimizes the spectral radius of Λ P . First, such α needs to be positive because α(λ − 1) + 1 ≥ 1 if α ≤ 0.
When α > 0, we have 1 > α(λ max − 1) + 1 ≥ α(λ min − 1) + 1. Therefore, the optimal α satisfies α * (λ max − 1) + 1 = −α * (λ min − 1) − 1, giving α * = 2/(2 − λ max − λ min ).
Proof of Proposition 2
For part (a), write Γ(θ, P ) − P as Γ(θ, P ) − P = A(θ, P )(Ψ(θ, P ) − P ), where A(θ, P ) ≡ (I − Π(θ, P )∇ P Ψ(θ, P )Π(θ, P )) −1 Π(θ, P ) + (I − Π(θ, P )). Let Z(θ, P ) denote an orthonormal basis of the column space of Π(θ, P ), so that Z(θ, P )Z(θ, P ) = Π(θ, P ) and Z(θ, P ) Z(θ, P ) = I m . Suppress (θ, P ) from Π(θ, P ), Z(θ, P ), and ∇ P Ψ(θ, P ). A direct calculation gives (I − For part (b), define Γ P ≡ ∇ P Γ(θ 0 , P 0 ) and Π 0 ≡ Π(θ 0 , P 0 ). Define P with respect to Ψ P ≡ ∇ P Ψ(θ 0 , P 0 ). Computing ∇ P Γ(θ, P ) and noting that Ψ(θ 0 , P 0 ) = P 0 , we find
0, where the last equality follows because Ψ P Π 0 P ∈ P for any P ∈ R L by the definition of
Then, in conjunction with Γ P = Γ P (I − Π 0 ), we obtain (I − Π 0 )Γ P = (I − Π 0 )Ψ P (I − Π 0 ). Since Γ P (I − Π 0 ) has the same eigenvalues as (I − Π 0 )Γ P (see Theorem 1.3.20 of Horn and Johnson, 1985) , we have ρ(
, where the last inequality follows from Lemma 2.10 of SK: P , Q, and F * u in SK correspond to our Π 0 , I − Π 0 , and Ψ P .
Proof of Proposition 4
Write the objective function asγ(θ, P, η) ≡ n −1 n i=1 ln Γ(θ, P, η)(a i |x i ), and define γ(θ, P, η) ≡ E ln Γ(θ, P, η)(a i |x i ). Define Ω Γ θP ≡ E∇ θ ln Γ(θ 0 , P 0 )(a i |x i )∇ P ln Γ(θ 0 , P 0 )(a i |x i ). We use induction. First, we prove the consistency, i.e., (θ j ,P j ) → p (θ 0 , P 0 ) if (θ j−1 ,P j−1 ) → p (θ 0 , P 0 ). To show the consistency ofθ j , we show thatΘ j is compact and
γ(θ, P 0 , θ 0 ) is continuous in θ, and γ(θ, P 0 , θ 0 ) is uniquely maximized at θ 0 .
Then the consistency ofθ j follows from Theorem 2.1 of Newey and McFadden (1994) because (11) in conjunction with the consistency of (θ j−1 ,P j−1 ) and the triangle inequality implies
Θ j is compact becauseΘ j is an intersection of the compact set Θ and |A||X| closed sets. Take N sufficiently small, then it follows from the consistency of (θ j−1 ,P j−1 ) and the continuity of Γ(θ, P, η) that Γ(θ, P, η)(a|x) ∈ [ /2, 1 − /2] for all (a, x) ∈ A × X and (θ, P, η) ∈Θ j × N with probability approaching one (henceforth wpa1). Observe that (i)Θ j × N is compact, (ii) ln Γ(θ, P, η) is continuous in (θ, P, η) ∈Θ j ×N , and (iii) E sup (θ,P,η)∈Θ j ×N | ln Γ(θ, P, η)(a i |x i )| ≤ (| ln( /2)| + | ln(1 − /2)|) < ∞ because of the way we choose N . Therefore, (11) follows from Lemma 2.4 of Newey and McFadden (1994) . Lemma 2.4 of Newey and McFadden (1994) also implies that γ(θ, P, η) is continuous, giving the first part of (12). Finally, the second part of (12) holds because θ 0 is the only parameter such that P 0 = Γ(θ, P 0 , θ 0 ), and we prove the consistency ofθ j . The consistency ofP j then follows from the continuity of Γ(θ, P, η) and the consistency of (θ j ,P j−1 ), and we establish the consistency of (θ j ,P j ).
We proceed to derive the stated representation ofθ j −θ RP M andP j −P RP M . Henceforth, we suppress the subscript RPM fromθ RP M andP RP M .θ j satisfies the first order condition ∇ θγ (θ j ,P j−1 ,θ j−1 ) = 0. Expanding it twice around (θ,P j−1 ,θ j−1 ) gives
We analyze ∇ θγ (θ,P j−1 ,θ j−1 ) on the right of (13) first. Expanding ∇ θγ (θ,P j−1 ,θ j−1 ) twice
. First, the RPM estimator satisfies ∇ θγ (θ,P ,θ) = 0 wpa1 because ∇ θ γ(θ,P ) = 0 from the first order condition, and Proposition 2(a) implies Ψ(θ,P ) =P wpa1 and hence ∇ θ Γ(θ,P ,θ) = ∇ θ Γ(θ,P ) wpa1. Second, the information matrices such as Ω Γ θθ are defined equivalently in terms of either by Γ(θ, P, η) or Γ(θ, P ) because Γ(θ 0 , P 0 , θ 0 ) = Γ(θ 0 , P 0 ), ∇ θ Γ(θ 0 , P 0 , θ 0 ) = ∇ θ Γ(θ 0 , P 0 ), and ∇ P Γ(θ 0 , P 0 , θ 0 ) = ∇ P Γ(θ 0 , P 0 ) from P 0 = Ψ(θ 0 , P 0 ). Third, the information matrix equality and ∇ η Γ(θ 0 , P 0 , θ 0 ) = 0 imply E∇ θη ln Γ(θ 0 , P 0 , θ 0 )(a i |x i ) = 0. Therefore, in conjunction with the root-n consistency of (θ,P ), we have
where r nj denotes a generic reminder term of O p (n −1/2 ||θ j−1 −θ|| + ||θ j−1 −θ|| 2 + n −1/2 ||P j−1 − P || + ||P j−1 −P || 2 ). The stated bound,θ j −θ = O p (||P j−1 −P ||) + r nj , follows from writing the second and third terms on the right of (13) together as (−Ω Γ θθ + o p (1))(θ j −θ) and using the positive definiteness of Ω Γ θθ . For the representation ofP j −P , first we havẽ
by expandingP j = Γ(θ j ,P j−1 ,θ j ) around (θ,P ,θ) and using Γ(θ,P ,θ) =P . Next, refine (13) as 0 = ∇ θγ (θ,P j−1 ,θ j−1 ) − Ω Γ θθ (θ j −θ) + r nj by expanding ∇ θθ γ(θ,P j−1 ,θ j−1 ) in (13) around (θ,P ,θ) to write it as ∇ θθ γ(θ,P j−1 ,θ j−1 ) = −Ω Γ θθ +O p (n −1/2 )+O p (||θ j−1 −θ||)+O p (||P j−1 −P ||) and using the bound ofθ j −θ obtained above. Substituting this into (14) givesθ
The stated result follows from substituting this into (15) in conjunction with (
Proof of Corollary 1
The proof of the consistency of (θ j ,P j ) is the same as the proof of Proposition 4. For the
, and write the objective function in Step 1 asγ(θ,P j−1 , θ * , P * ). Since ∇ Q Γ(θ 0 , P 0 , θ 0 , P 0 ) = 0, the stated result follows from starting from the first order condition ∇ θ γ(θ j ,P j−1 , θ * , P * ) = 0, and following the proof of Proposition 4.
Proof of Proposition 5
We use induction. Assume (θ j−1 ,P j−1 ) → p (θ 0 , P 0 ). Define Q q n (θ, P, η) ≡ n −1 n i=1 lnΛ q (θ, P, η)(a i |x i ) and Q q (θ, P, η) ≡ E lnΛ q (θ, P, η)(a i |x i ). In order to showθ j → p θ 0 , it suffices to show that (11)-(12) in the proof of Proposition 4 hold if we replaceγ(θ, P, η) and γ(θ, P, η) with Q q n (θ, P, η) and (11) and the first result of (12) hold for Q q n (θ, P, η) and Q q (θ, P, η).
We proceed to show that θ 0 uniquely maximizes Q q (θ, P 0 , θ 0 ). Note that
Recall that ln(y + 1) ≤ y for all y > −1 where the inequality is strict if y = 0, and that
with positive probability for all θ = θ 0 . Therefore, the right hand side of (16) is strictly smaller than
Because
all θ = θ 0 , and θ 0 uniquely maximizes Q(θ, P 0 , θ 0 ). Therefore,θ j → p θ 0 . Finally,P j → p P 0 follows from Λ q (θ j ,P j−1 ) → p Λ q (θ 0 , P 0 ) = P 0 .
Proof of Proposition 6
The proof is similar to the proof of the updating formula of Proposition 4. We suppress the subscript qNPL fromθ qN P L andP qN P L . (θ,P ) is root-n consistent from applying the proof of Proposition 2 of Aguirregabiria and Mira (2007) with replacing Ψ(θ, P ) by Λ q (θ, P ).
, which corresponds to (13) in the proof of Proposition 4. Second, note that the q-NPL estimator satisfies ∇ θ Q q n (θ,P ,θ) = 0, and thatΛ q (θ 0 , P 0 , θ 0 ) = Λ q (θ 0 , P 0 ), ∇ θ Λ q (θ 0 , P 0 , θ 0 ) = ∇ θ Λ q (θ 0 , P 0 ), ∇ P Λ q (θ 0 , P 0 , θ 0 ) = ∇ P Λ q (θ 0 , P 0 ), and ∇ η Λ q (θ 0 , P 0 , θ 0 ) = 0. Therefore, expanding ∇ θ Q q n (θ,P j−1 ,θ j−1 ) twice around (θ,P ,θ) and using the root-n consistency of (θ,P ) and the information matrix equality, we obtain ∇ θ Q q n (θ,P j−1 ,θ j−1 ) = −Ω q θP (P j−1 − P ) + r nj , where r nj denotes a reminder term of O p (n −1/2 ||θ j−1 −θ|| + ||θ j−1 −θ|| 2 + n −1/2 ||P j−1 − P || + ||P j−1 −P || 2 ). This corresponds to (14) in the proof of Proposition 4. The stated bound of θ j −θ follows from noting that ∇ θθ Q q n (θ,P j−1 ,θ j−1 ) = −Ω q θθ +o p (1) and repeating the argument of the proof of Proposition 4.
The proof of the representation ofP j −P follows from the proof of Proposition 4, because (i)P j =P + Λ q θ (θ j −θ) + Λ q P (P j−1 −P ) + r nj , which corresponds to (15) in the proof of Proposition 4, from expanding Λ q (θ j ,P j−1 ) twice around (θ,P ) and usingP = Λ q (θ,P ), (ii)
n (θ,P j−1 ,θ j−1 ) around (θ,P ,θ) and using the bound ofθ j −θ obtained above, and (iii) (Ω
Proof of Proposition 7
The proof is essentially the same as the proof of Proposition 5. The argument of the proof of Proposition 5 carries through if we replaceΛ q (θ, P, η) and Λ q (θ 0 , P 0 ) with Φ(θ, P, η) and P θ 0 .
Proof of Proposition 8
We suppress the subscript MLE fromθ M LE andP M LE . First,P j −P = O p (||θ j−1 −θ||) follows easily from Taylor expansion. To show the bound ofθ j −θ, define Φ(θ, η) ≡ Φ(θ, P η , η) =
where the second equality follows from E[∇ θθ Q n (θ 0 , θ 0 )] = −I 0 and the consistency of (θ,θ j−1 ).
Since the MLE satisfies ∇ θ Q n (θ,θ) = 0, expanding
, where the last equality follows from the root-n consistency ofθ because the infor-mation matrix equality implies E[∇ θθ P θ 0 (a i |x i )/P θ 0 (a i |x i )] = 0. Therefore, ∇ θ Q n (θ,θ j−1 ) = O p (n −1/2 ||θ j−1 −θ|| + ||θ j−1 −θ|| 2 ), and the stated bound ofθ j −θ follows from (18).
Proof of Proposition 9
The proof is the same as that of Proposition 7 and is omitted.
Proof of Proposition 10
We suppress the subscript MLE fromθ M LE andP M LE . The updating formula ofP j follows from expandingP j = Λ q (θ j−1 ,P j−1 ) around (θ,P ) and using the root-n consistency of (θ,P ).
For the bound ofθ j −θ, expanding the first order condition ∇ θ Q n (θ j ,P j ,θ j−1 ) = 0 twice around (θ,P j ,θ j−1 ), we have 0 = ∇ θ Q n (θ,P j ,θ j−1 ) + −I 0 + O p n −1/2 + ||P j −P || + ||θ j−1 −θ|| (θ j −θ)
where the second term on the right follows from expanding ∇ θθ Q n (θ,P j ,θ j−1 ) around (θ,P ,θ) and using the root-n consistency of (θ,P ) and the information matrix equality.
Since ∇ θ Q n (θ,P ,θ) = 0 and E ∇ (j) Φ(θ, P, η)(a i |x i )/Φ(θ, P, η)(a i |x i ) evaluated at (θ, P, η) = (θ 0 , P 0 , θ 0 ) is equal to 0 for j ≥ 1, expanding ∇ θ Q n (θ,P j ,θ j−1 ) on the right of (19) twice around (θ,P ,θ) in conjunction with the root-n consistency of (θ,P ) and the information matrix equality gives ∇ θ Q n (θ,P j ,θ j−1 ) = −E[∇ θ ln P θ 0 (a i |x i )I(a i |x i )/P 0 (a i |x i )](P j −P ) + I 0 (θ j−1 −θ) + r nj ,
where I(a i |x i ) is the row of an L × L identity matrix corresponding to (a i |x i ), and r nj is a reminder term of O p (n −1/2 ||θ j−1 −θ|| + ||θ j−1 −θ|| 2 + n −1/2 ||P j −P || + ||P j −P || 2 ). Hence, we haveθ j −θ = O p (||θ j−1 −θ|| + ||P j −P ||) from (19) and (20) . Substituting this bound ofθ j −θ into the O p (||θ j −θ|| 2 ) term in (19) and usingP j −P = O p (||P j−1 −P || + ||θ j−1 −θ||) from the updating formula ofP j , we obtain the stated updating formula ofθ j from (19) and (20). The result is based on 500 simulated samples. The maximum number of iterations is set to 50. For the q-NPL and q-AFXP, we set q = 4. The result is based on 500 simulated samples. The maximum number of iterations is set to 50. For the q-NPL and q-AFXP, we set q = 4.
