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High precision metrology systems based on heterodyne interferometry can measure position and attitude of
objects to accuracies of picometer and nanorad, respectively. A frequently found feature of the general system
design is the subtraction of a reference phase from the phase of the position interferometer, which suppresses
low frequency common mode amplitude and phase fluctuations occurring in volatile optical path sections shared
by both, the position and reference interferometer. Spectral components of the noise at frequencies around or
higher than the heterodyne frequency, however, are generally transmitted into the measurement band and may
limit the measurement accuracy. Detailed analytical calculations complemented with Monte Carlo simulations
show that high frequency noise components may also be entirely suppressed, depending on the relative difference
of measurement and reference phase, which may be exploited by corresponding design provisions. Whilst these
results are applicable to any heterodyne interferometer with certain design characteristics, specific calculations
and related discussions are given for the example of the optical metrology system of the LISA Pathfinder
mission to space.
OCIS codes: 120.3940,120.3180,040.2840,100.5070
1. Introduction
Metrology systems based on heterodyne interferometry
have numerous applications in different areas of mea-
surement technology where high precision coupled with
excellent stability and robust operation are required. For
example, they have recently been used in precise angle
measurements and characterization of beam alignment
[1],[2], measurement of thermal deformation and expan-
sion (dilatometry) [3],[4],[5], in stellar interferometers for
astrometric measurements [6],[7],[8], and in gravitational
wave detectors [9],[10],[11]. Heterodyne interferometry
(dual frequency) offers several distinct advantages over
homodyne (single frequency) interferometry: The phase
is read out from an AC rather than a DC interference
signal, which facilitates and simplifies the detection and
read-out process on the one hand, as well as avoiding
detrimental exposure to low frequency noise on the other
hand. The usage of Acousto-Optic-Modulators (AOMs)
in heterodyne frequency generation[12] has spurred a pe-
riod of continuous improvements in measurement pre-
cision over the past decades [13],[14],[15], reaching the
picometer level for position and the nanorad level for
angular measurements, respectively[4],[11],[10].
Accuracy and stability requirements for space-borne
gravitational wave detectors are exceptionally demand-
ing so that noise sources and performance limiting fac-
tors in the respective interferometers must be well char-
acterized and appropriate mitigating measures taken.
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Whilst many discussions in this paper apply to hetero-
dyne interferometers in general, specific numbers and
design references are given for the example of the Op-
tical Metrology System (OMS) of the LISA Pathfinder
(LPF) space mission[16]. LPF is a technological precur-
sor to the Laser-Interferometer Space Antenna (LISA)
mission which aims to detect gravitational waves with
interferometry[17] and the OMS is the most precise
metrology systems qualified for space as of today[9][10].
As a fundamental feature of its design, the phase of a
reference interferometer is subtracted from the phase of
the actual measurement interferometer so that common
mode noise fluctuations, which arise from unstable com-
ponents and optical path sections shared by both inter-
ferometers, are suppressed to a large extent. However,
this only holds for low frequency fluctuations, whereas
high frequency noise directly couples into the measure-
ment band. Recent experimental tests observed a dis-
tinct variation of measurement performance depending
on the relative phase between the two interferometer
signals. The calculations and simulations performed
in this paper demonstrate that the rejection of high
frequency noise depends on the relative interferometer
phase, which could explain the experimental data. Sim-
ple analytical expressions are found for amplitude and
phase noise rejection which are in excellent agreement
with the results of Monte Carlo simulations.
2. Digital Heterodyne Interferometry
In this section we give a short introduction to digital
heterodyne interferometry and define concepts and pa-
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Fig. 1. (Color online) Schematic of a high-precision hetero-
dyne interferometry scheme consisting of a measurement and
reference interferometer. The laser output is split into beam
1, denoted by the green line on the left, and beam 2, denoted
by the red line on the right, at beam splitter P0. A common
clock signal is shared between the heterodyne source and the
phase-meter.
rameters relevant to the discussions of subsequent sec-
tions.
2.A. Interferometer Schematic
The basic design schematic (greatly simplified) of a high-
precision optical heterodyne interferometer, similar to
the one used in the LISA Pathinder (LPF) mission [9],
is given in Fig.1. In order to facilitate the following dis-
cussion, the values for parameters applying to the opti-
cal metrology system of LPF are given in brackets as a
baseline.
The output of a stable laser source is split into beam
1 and beam 2 at beam splitter P0 before the 2 beams
are shifted by the heterodyne frequency fhet (1 kHz)
relative to another when passing through the respective
Acousto-Optic-Modulators (AOMs). Beams 1 and 2 are
then coupled through optical fibres onto an ultra-stable
optical bench where each beam is split again into sep-
arate components at beam splitters P1 and P2, respec-
tively. The beam components reflected towards the left
form the ”reference interferometer” and are combined to
interfere on the corresponding diode. Those components
continuing along a straight line after the beam splitters
are combined to interfere in the ”position interferome-
ter”, appropriately named with respect to the variable
phase which it aims to measure (represented by a posi-
tion actuator). In a practical system this phase change
could arise due to the expansion of a temperature sen-
sitive component or the scan of an uneven surface [13].
Alternatively, it could originate from the longitudinal
movement of a reflective test-mass as in the basic oper-
ating scheme of the LPF interferometer[9, 10]. Due to
the frequency difference between beam 1 and 2 the inter-
ferometer signals S1(t) and S2(t) display an oscillation
at the heterodyne frequency fhet with a different phase
offset φ and similar amplitude Ain for each interferome-
ter.
S1(t) = Ain [1 + cos (2πfhett− φ)] (1)
The interferometer signals are detected by photo-diodes
and processed by a digital phase-meter which samples
the signals at fsamp (50 kHz) and performs a Discrete
Fourier Transform (DFT) for a single frequency bin cor-
responding to the heterodyne frequency fhet. To this
end, the phase-meter and the heterodyne signal source
mixing into the AOM must share a common clock to
which they are synchronized. Phase-meter data, consist-
ing of the real and imaginary part of a complex phase
vector Ft are output after each DFT period T , corre-
sponding to an update frequency fup = 1/T (100 Hz).
The digital processing steps of the phase-meter to ex-
tract the signal phase are described in Eq.2:
ℜ(Ft) =
N−1∑
k=0
S(k ·∆t) cos
(
2πmk
N
)
ℑ(Ft) =
N−1∑
k=0
S(k ·∆t) sin
(
2πmk
N
)
, (2)
where N =500 is the number of points in the DFT
and the heterodyne frequency corresponds to bin num-
ber m (fhet = m 2π/T ). The vector components are
then transmitted to a computer for further processing
(e.g. calculation of phase and position or angular align-
ment). Note that the analyses and expressions for com-
mon mode noise rejection derived in the succeeding sec-
tions are based on the phase read-out scheme described
by Eq.2 which is found in many digital phase-meters of
heterodyne interferometers.
The computer may also implement digital controllers
for laser frequency, laser power and Optical Path-length
Difference (OPD) stabilization [10], which will not be
discussed further in this paper. OPD stabilization was
found to be necessary in the optical metrology system of
LPF to mitigate the effects of optical sidebands arising
from the cross-coupling of RF-signals going to the AOMs
[18]. The corresponding actuator for the servo-loop is
depicted right after the AOM at the bottom of Fig.1.
32.B. Noise Rejection Characteristics
In order to obtain a highly stable position measure-
ment, the phase ψn of the reference interferometer is sub-
tracted from the phase φn of the position interferometer,
both of which are assumed to be affected by the same
phase and amplitude noise fluctuations n. Through this
processing step the noise contributions of optical path
sections shared by both interferometers are removed en-
tirely from the difference phase φn − ψn. The corre-
sponding path sections in our schematic of Fig.1 are
those between the original beam splitter P0 and the sub-
sequent beam splitters P1 and P2 for beam 1 and beam
2, respectively, including the optical fibres and AOMs.
These components are known to be quite unstable and
sensitive to environmental changes such as temperature
fluctuations so that a removal of the associated phase
and amplitude fluctuations is critical for high perfor-
mance. Phase fluctuations occurring in the other path
sections which are specific to each interferometer may
be neglected as these sections are located on an ultra-
stable optical bench (made from Zerodur) with mini-
mal sensitivity to thermal expansion. The bench only
comprises optical elements made from fused silica which
are hydroxide-catalysis bonded[19] to the Zerodur base-
plate so that a quasi-monolithic structure with superior
stability and negligible sensitivity to thermal expansion
is formed. However, such a noise cancellation scheme
only applies to fluctuations at low frequencies (such as
those induced by temperature swings) well below the
phase-meter output frequency fup (100 Hz). The ques-
tion arises to what extent high frequency amplitude and
phase noise (as often seen in optical fibres) couples into
the measurement band and affects measurement perfor-
mance. This will be discussed in detail for the remainder
of this paper.
3. Amplitude Noise
In the following we shall assume that a sinusoidal input
signal is affected by amplitude noise with uniform linear
spectral density nld [V/
√
Hz]. The corresponding fluctu-
ations for each sampling step represent distinct random
variables which are uncorrelated with each other and are
assumed to have the following basic properties:
〈nk〉 = 0√
〈nknm〉 = δkmnld
√
fsamp
2
. (3)
We shall determine the impact of the input amplitude
noise on the phase error at the phase-meter output af-
ter the signal has been digitized and processed. Quan-
tization noise shall be neglected in the derivations but
is considered in the accompanying Monte Carlo simula-
tions (at the level of the sensor noise described at the
end of section 2). To this end, we make the following
ansatz for the real part (and an analogous one for the
imaginary part) of the complex phase vector:
ℜ(Ft) =
N−1∑
k=0
S(k ·∆t) cos
(
2πmk
N
)
= cos
(
2πmk
N
)N−1∑
k=0
[
Ain cos
(
2πmk
N
− φ
)
+ nk
]
where nk denotes the fluctuations of the amplitude noise
(an) at a given sampling step k and Ain is the amplitude
of the input signal. Applying some trigonometric sim-
plifications and orthogonality relations we obtain after
some algebra for the measured signal phase φan:
tanφan =
ℑ(Ft)
ℜ(Ft) =
sinφ+ 2NAin
∑N−1
k=0 nk sin
(
2pimk
N
)
cosφ+ 2NAin
∑N−1
k=0 nk cos
(
2pimk
N
)
(4)
It is now useful to rewrite Equation 4 in a way that
allows to extract the mean phase φ from the expression:
φan = arg
{
eiφ +
N−1∑
k=0
2nk
NAin
ei2pimk/N
}
= φ+ arg
{
1 +
N−1∑
k=0
2nk
NAin
ei2pimk/N−φ
}
. (5)
The noise fluctuations appearing in the sum of Eq.5 are
tiny compared to 1 (nk ≪ 1) so that the argument of
the complex number in brackets is given by the imagi-
nary components alone. We therefore find for the output
phase-fluctuations
∆φan = φan−φ ≈ 2
NAin
N−1∑
k=0
nk sin
(
2πmk
N
− φ
)
. (6)
and for the mean-square fluctuations
〈∆φ2an〉 =
4〈n2k〉
N2A2in
N−1∑
k=0
sin2
(
2πmk
N
− φ
)
=
2〈n2k〉
NA2in
. (7)
Considering that the number of points N in the FFT
is given by N=fsamp/fup we obtain for the phase-
measurement noise induced by amplitude fluctuations
√
〈∆φ2an〉 =
√
2〈n2k〉
NA2in
=
nld
√
fup
Ain
(8)
and normalizing by the measurement band (fup/2) we
obtain for the uniform linear spectral density of the
phase noise
LSD(∆φan) =
nld
√
2
Ain
(9)
4As an example, in the optical metrology system of the
LISA Pathfinder mission the uniform linear spectral den-
sity of the amplitude noise is given (with power stabi-
lization loops on) by nld/Ain = 10
−6 Hz−1/2 so that
the resulting phase noise is around 1 µrad/
√
Hz. This
is smaller than ADC internal noise which is on the or-
der of 10 µrad/
√
Hz for 12% of dynamic range [10], but
may become appreciable for small signal amplitudes. In
Fig.2a the output phase noise according to Eq.8 is plot-
ted against signal amplitude given as a fraction of the
Full Dynamic Range (FDR) for input amplitude noise
of a fixed magnitude. The red solid line denotes the
predictions of Eq.8 whereas the open triangles give the
results of Monte Carlo simulations, where the standard
deviation was found for 2000 simulation runs per ampli-
tude value. The excellent agreement between the ana-
lytical formula and the simulations confirms the validity
of Eq.8.
3.A. Common Mode Amplitude Noise Rejection
We shall now investigate to what extent common mode
amplitude fluctuations can be rejected between two sig-
nals depending on the relative phase between them and
revert to Eq.6 for that purpose. Assuming that the sec-
ond signal has a phase ψ with respect to the first signal
and, without loss of generality, setting the relative phase
of the first signal with respect to the phase of the phase-
meter clock signal to zero, we obtain for the difference
in fluctuations of the output phase
∆nan = ∆φan −∆ψan
=
N−1∑
k=0
2nk
NAin
[
sin
(
2πmk
N
)
− sin
(
2πmk
N
− ψ
)]
=
N−1∑
k=0
2nk
NAin
[
sin
(
2πmk
N
)
(1− cosψ) + cos
(
2πmk
N
)
sinψ
]
(10)
For the mean-square fluctuations of ∆nan we then obtain
from Eq.10
〈∆n2an〉 =
4
N2A2in
N−1∑
k=0
〈n2k〉 sin2
(
2πmk
N
)
(1− cosψ)2
+
4
N2A2in
N−1∑
k=0
〈n2k〉 cos2
(
2πmk
N
)
sin2 ψ
=
2
NA2in
〈n2k〉2 (1− cosψ) =
2
NA2in
〈n2k〉4 sin2 (ψ/2)
(11)
Without loss of generality we can replace ψ by φ− ψ in
Eq.11. Inserting the previous definition of the uniform
linear spectral density of input noise into this equation
we then obtain for the RMS fluctuations of the differen-
tial phase between signal 1 and signal 2
√
〈∆n2an〉 =
nld
√
fup
Ain
2
∣∣∣∣sin
(
φ− ψ
2
)∣∣∣∣ (12)
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Fig. 2. (Color online) Impact of amplitude noise on output
phase fluctuations: (a) Output phase noise is plotted against
input signal amplitude, given as a fraction of the full dy-
namic range (FDR), according to Eq.8 (red solid line). The
results of Monte Carlo simulations are given by the open tri-
angles. (b) Differential phase noise ∆nan is plotted against
the mean phase difference φ−ψ between signal 1 and signal
2. RMS values of the amplitude noise at each sampling step
are 10−3rad relative to the input amplitude. The predicted
curve (Eq.12) is given by the red solid line, the results from
Monte Carlo simulations are given by the blue triangles.
Comparing with Eq.8 we find that the output phase
noise of the signal difference is increased by a factor of
2 sin[(φ − ψ)/2] with respect to the output phase fluc-
tuations of a single signal. This relationship is depicted
in Fig.2b, where the red solid curve is described by the
analytical formula of Eq.12 and the blue open triangles
correspond to the results of Monte Carlo simulations.
For these simulations the difference angle was varied by
360 degrees in steps of 6 degrees, whilst for each angle
the standard deviation of the measured phase differences
was found from 2000 simulation runs.
We find excellent agreement between the two methods.
Depending on the relative signal phase, the noise in the
phase difference may increase or decrease, reaching a
minimum for both signals in phase and a maximumwhen
the two signals are out of phase by 180 deg, as may in-
tuitively be expected. When the 2 signals are 90 deg out
5of phase, the noise level for the difference signal reaches
a value of
√
2 times the one for a single signal. Note that
this is the same noise level as for the subtraction of two
signals with uncorrelated noise sources.
4. Phase noise
Phase noise on the input signal presents the second ma-
jor source for fluctuations of the output phase. In the
following we shall derive an analytical expression for the
output phase fluctuations after two input signals affected
by phase noise have been processed by the phase-meter
and their phase difference was found. We make again the
following ansatz to describe the phase-meter processing
of one input signal
ℜ(Ft) =
N−1∑
k=0
[
Ain cos
(
2πmk
N
− φ− nk
)]
cos
(
2πmk
N
)
ℑ(Ft) =
N−1∑
k=0
[
Ain cos
(
2πmk
N
− φ− nk
)]
sin
(
2πmk
N
)
,
(13)
where nk denotes the phase fluctuations of the input
phase at each sample step k. As in the case of amplitude
noise, the phase fluctuations are assumed to be uncorre-
lated with properties described by Eq.3. As phase noise
is contained within the argument of the input signal, it
is more difficult to treat mathematically than amplitude
noise and the derivation is somewhat lengthy so that we
restrict ourselves to an overview over the major steps.
The input signal arguments are expanded according to
basic trigonometric relations and sine and cosine terms
containing the phase noise (pn) fluctuations are approx-
imated by the following relations
cos(φ+ nk) = cosφ− nk sinφ
sin(φ+ nk) = sinφ+ nk cosφ
(14)
We then find after some algebra
tanφpn =
ℜ(Ft)
ℑ(Ft) =
sinφ(1 − α) + β cosφ
cosφ(1 + α)− γ sinφ , (15)
where we introduced the following abbreviations
α =
2
N
N−1∑
k=0
cos
(
2πmk
N
)
sin
(
2πmk
N
)
nk
β =
2
N
N−1∑
k=0
sin2
(
2πmk
N
)
nk
γ =
2
N
N−1∑
k=0
cos2
(
2πmk
N
)
nk
(16)
Equation 15 describes the phase-meter output phase for
a signal with given phase noise and is used in the next
step to calculate the common mode noise rejection be-
tween two signals.
4.A. Common Mode Phase Noise Rejection
We are interested in finding the noise rejection in the
phase difference between two signals, one of center fre-
quency φ and the other of center frequency ψ relative
to the phase-meter reference clock. Both signals are af-
fected by the same phase fluctuations and we aim to
determine the noise rejection from the differential phase
φpn−ψpn. The following trigonometric identity is useful
for this purpose
tan(φ− ψ) = 1
cotφ+ tanψ
− 1
tanφ+ cotψ
(17)
Inserting the definition of Eq.15 for tan(φpn) and an
analogous one for tan(ψpn) into Eq.17, and neglecting
terms to second order or higher in the noise fluctuations
nk, we find after some lengthy algebra
tan(φpn − ψpn) =
sin(φ− ψ)
cos(φ − ψ) + 2α cos(φ+ ψ) + (β − γ) sin(φ+ ψ)
(18)
Defining abbreviations for the phase difference x =
φ − ψ and the sum of all the small noise quantities
ǫ = 2α cos(φ + ψ) + (β − γ) sin(φ + ψ) we may rewrite
Eq.18 as follows:
f(x, ǫ) = φpn − ψpn = arctan
(
sinx
cosx+ ǫ
)
≈ x− ǫ sinx, (19)
where for the last step we performed a Taylor expansion
to first order in ǫ of f(x, ǫ). In conclusion, for the mea-
sured phase fluctuations which are induced by the phase
noise affecting both signals common mode we find after
some simplifications:
∆npn = (φpn − ψpn)− (φ− ψ) = −ǫ sin(φ − ψ)
= − 2
N
sin(φ − ψ) cos(φ+ ψ)
N−1∑
k=0
sin
(
4πmk
N
)
nk
+
2
N
sin(φ − ψ) sin(φ+ ψ)
N−1∑
k=0
cos
(
4πmk
N
)
nk
(20)
It is interesting to note that the fluctuations are only
fully suppressed if the differential phase between the two
input signals is exactly zero, i.e. φ − ψ = 0, whilst
the fluctuations are maximal at an amplitude of ǫ when
the two signals are out of phase by π/2. In the next
step we determine the mean-square value of the noise
fluctuations and obtain after discarding the cross-term
〈∆n2pn〉 = sin2(φ− ψ)
4
N2
cos2(φ + ψ)
N−1∑
k=0
sin2
(
4πmk
N
)
〈n2k〉
+sin2(φ− ψ) 4
N2
sin2(φ+ ψ)
N−1∑
k=0
cos2
(
4πmk
N
)
〈n2k〉
=
2
N
〈n2k〉 sin2(φ− ψ) (21)
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Fig. 3. (Color online) The differential output noise ∆n
is plotted against the mean phase difference φ − ψ between
signal 1 and signal 2: (a) Phase noise only is applied to
the input signal with RMS values at each sampling step of
10−3rad. The predicted curve (Eq.22) is given by the red
solid line, the results of Monte Carlo simulations are given
by the blue triangles. (b) Phase noise of RMS 2×10−3rad and
amplitude noise of RMS 10−3 are applied. The open triangles
denote the exact results from Monte Carlo simulations. The
predicted curves if either of the noise sources is applied alone
are given by the red and black dotted lines, respectively.
Defining an input phase noise of uniform linear spectral
density nld in units of rad/
√
Hz] we obtain from Eq.21:√
〈∆n2pn〉 = nld
√
fup |sin(φ − ψ)| (22)
LSD(∆npn) = nld
√
2 |sin(φ− ψ)| (23)
Equation 23 is one major result of this paper. The
analytical results have been verified by comparison
against Monte Carlo simulations, which is depicted
in Fig.3a. Excellent agreement is found between the
analytical prediction of Eq.22 (red solid line) and
the output data from the simulation (blue triangles),
where the standard deviation of 2000 simulation
runs per angle are plotted. The output phase noise
increases according to a sine law and reaches a maxi-
mum at 90 deg phase difference between the two signals.
5. Comparison to experimental observations
The situation becomes more complex if both, amplitude
and phase noise, affect the input signals, which is de-
picted in Fig.3b. In this case, the resulting differen-
tial output noise follows neither the prediction for phase
noise given by Eq.22 nor the one for amplitude noise
given by Eq.12 but exhibits certain characteristic fea-
tures of both. If either source dominates but one does
not know which one, it is easy to distinguish between
the two experimentally due to the different extrema and
periodicity of the output noise as a function of φ − ψ:
The impact of phase noise is minimal for φ−ψ = π and
has a period of π, whereas the impact of amplitude noise
is maximal at φ− ψ = π and has a period of 2π.
During recent test campaigns of the LPF optical metrol-
ogy system seemingly random changes of the measure-
ment noise floor (in certain spectral regions) were ob-
served in between measurements, which upon closer in-
spection seemed to correlate with changes in the relative
phase φ−ψ between measurement and reference interfer-
ometer (see e.g. [10]). As the relative phase depends on
the test-mirror position which is variable, this leads to
a correlation between the measured noise floor and the
mirror position. These observations are in agreement
with the predictions made in this paper for the effect
of high frequency phase noise but more systematic mea-
surements would have to be performed to clearly confirm
such a relationship. It should be pointed out that fre-
quency mixing and nonlinearities due to imperfect sepa-
ration of polarization states may lead to periodic errors
in polarizing heterodyne interferometers [20]. However,
the optical metrology system of LPF is non-polarizing
and such errors can therefore be ruled out as a possible
explanation of the measured effects.
Interestingly, it has also been pointed out that rela-
tions Eq.22 and Eq.12 are similar to equations previ-
ously obtained to describe the impact of optical side-
bands spaced around the center frequency at multiples
of the heterodyne frequency[18]. The detrimental effects
of those were overcome by inclusion of an OPD actua-
tor for phase stabilization, as depicted in the system
schematic of Fig.1.
6. Conclusion
We have derived expressions describing the coupling of
high frequency amplitude and phase noise of an input
signal into phase fluctuations of the digital phase-meter
output of a heterodyne interferometer. In a next step we
calculated the expected common mode noise suppression
between two input signals and found a dependency on
sin(φ−ψ) for phase noise and on sin[(φ−ψ)/2] for am-
plitude noise, where φ−ψ describes the phase difference
between the two input signals. All analytical derivations
were complemented by numerical Monte Carlo simula-
tions which were found to be in excellent agreement and
to validate any approximations which were made. Re-
cent experimental observations of correlations between
measurement phase and noise floor in the optical metrol-
7ogy system of the LISA Pathfinder mission could possi-
bly be ascribed to the effects discussed in this paper.
Acknowledgments
The author would like to thank David Hoyland (Univer-
sity of Birmingham) and Vinzenz Wand (now OHB Sys-
tem) for their help, useful information and stimulating
discussions. He also gratefully acknowledges useful dis-
cussions with Reinhold Flatscher, Nico Brandt, Patrick
Bergner, Tobias Ziegler, Ru¨diger Gerndt and Ulrich Jo-
hann (EADS Astrium), as well as Gerhard Heinzel (Al-
bert Einstein Institute) and Paul McNamara (European
Space Agency).
References
[1] I. Hahn, M. Weilert, X. Wang, and R. Goullioud, “A
heterodyne interferometer for angle metrology,” Review
of Scientific Instruments 81, 045103 –045103–6 (2010).
[2] H. Mu¨ller, S. wey Chiow, Q. Long, C. Vo, and S. Chu,
“Active sub-rayleigh alignment of parallel or antiparallel
laser beams,” Opt. Lett. 30, 3323–3325 (2005).
[3] Y. Niwa, K. Arai, A. Ueda, M. Sakagami, N. Gouda,
Y. Kobayashi, Y. Yamada, and T. Yano, “Long-term
stabilization of a heterodyne metrology interferometer
down to a noise level of 20 pm over an hour,” Appl.
Opt. 48, 6105–6110 (2009).
[4] J. Cordero, T. Heinrich, T. Schuldt, M. Gohlke, S. Lu-
carelli, D. Weise, U. Johann, and C. Braxmaier, “Inter-
ferometry based high-precision dilatometry for dimen-
sional characterization of highly stable materials,” Mea-
surement Science and Technology 20, 095301 (2009).
[5] H.-I. Kim, J.-S. Yoon, H.-B. Kim, and J.-H. Han, “Mea-
surement of the thermal expansion of space structures
using fiber bragg grating sensors and displacement mea-
suring interferometers,” Measurement Science and Tech-
nology 21, 085704 (2010).
[6] P. G. Halverson and R. E. Spero, “Signal process-
ing and testing of displacement metrology gauges with
picometre-scale cyclic nonlinearity,” Journal of Optics
A: Pure and Applied Optics 4, S304 (2002).
[7] R. Goullioud, T.-P. J. Shen, and J. h. Catanzarite, “Sim
narrow- and wide-angle astrometric demonstration on
the mam testbed,” Proc. SPIE 5491, 965–978 (2004).
[8] M. Shao and B. Nemati, “Sub-microarcsecond astrome-
try with sim-lite: A testbed-based performance assess-
ment,” Publications of the Astronomical Society of the
Pacific 121, pp. 41–44 (2009).
[9] G. Heinzel, C. Braxmaier, R. Schilling, A. Ru¨diger,
D. Robertson, M. te Plate, V. Wand, K. Arai, U. Jo-
hann, and K. Danzmann, “Interferometry for the lisa
technology package (ltp) aboard smart-2,” Classical and
Quantum Gravity 20, S153 (2003).
[10] G. Hechenblaikner, V. Wand, M. Kersten, K. Danz-
mann, A. Garcia, G. Heinzel, M. Nofrarias, and
F. Steier, “Digital laser frequency control and phase-
stabilization loops in a high precision space-borne
metrology system,” Quantum Electronics, IEEE Jour-
nal of 47, 651 –660 (2011).
[11] H. Audley, K. Danzmann, A. G. Marn, G. Heinzel,
A. Monsky, M. Nofrarias, F. Steier, D. Gerardi,
R. Gerndt, G. Hechenblaikner, U. Johann, P. Luetzow-
Wentzky, V. Wand, F. Antonucci, M. Armano,
G. Auger, M. Benedetti, P. Binetruy, C. Boatella, J. Bo-
genstahl, D. Bortoluzzi, P. Bosetti, M. Caleno, A. Cav-
alleri, M. Cesa, M. Chmeissani, G. Ciani, A. Conchillo,
G. Congedo, I. Cristofolini, M. Cruise, F. D. Marchi,
M. Diaz-Aguilo, I. Diepholz, G. Dixon, R. Dolesi,
J. Fauste, L. Ferraioli, D. Fertin, W. Fichter, E. Fitzsi-
mons, M. Freschi, C. G. Marirrodriga, L. Gesa, F. Gib-
ert, D. Giardini, C. Grimani, A. Grynagier, B. Guil-
laume, F. Guzmn, I. Harrison, M. Hewitson, D. Holling-
ton, J. Hough, D. Hoyland, M. Hueller, J. Huesler,
O. Jeannin, O. Jennrich, P. Jetzer, B. Johlander, C. Kil-
low, X. Llamas, I. Lloro, A. Lobo, R. Maarschalker-
weerd, S. Madden, D. Mance, I. Mateos, P. W. Mc-
Namara, J. Mendes, E. Mitchell, D. Nicolini, D. Ni-
colodi, F. Pedersen, M. Perreur-Lloyd, A. Perreca,
E. Plagnol, P. Prat, G. D. Racca, B. Rais, J. Ramos-
Castro, J. Reiche, J. A. R. Perez, D. Robertson, H. Roze-
meijer, J. Sanjuan, M. Schulte, D. Shaul, L. Stag-
naro, S. Strandmoe, T. J. Sumner, A. Taylor, D. Tex-
ier, C. Trenkel, D. Tombolato, S. Vitale, G. Wanner,
H. Ward, S. Waschke, P. Wass, W. J. Weber, and
P. Zweifel, “The lisa pathfinder interferometryhardware
and system testing,” Classical and Quantum Gravity 28,
094003 (2011).
[12] M. Tanaka, T. Yamagami, and K. Nakayama, “Lin-
ear interpolation of periodic error in a heterodyne laser
interferometer at subnanometer levels [dimension mea-
surement],” Instrumentation and Measurement, IEEE
Transactions on 38, 552 –554 (1989).
[13] F. Zhao, J. E. Logan, S. B. Shaklan, and M. Shao,
“Common-path multichannel heterodyne laser interfer-
ometer for subnanometer surface metrology,” in “Soci-
ety of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series,” , vol. 3740, I. Yamaguchi, ed. (1999),
vol. 3740, pp. 642–645.
[14] J. Lawall and E. Kessler, “Michelson interferometry with
10 pm accuracy,” Review of Scientific Instruments 71,
2669–2676 (2000).
[15] C. Wu, S. Lin, and J. Fu, “Heterodyne interferome-
ter with two spatial-separated polarization beams for
nanometrology,” Optical and Quantum Electronics 34,
1267–1276 (2002).
[16] S. Vitale, “Space-time metrology for the lisa gravi-
tational wave observatory, and its demonstration on
lisa pathfinder,” Space Science Reviews 148, 441–454
(2009).
[17] T. Bell, “Gravitational astronomy: Hearing the heav-
ens,” Nature News 452, 18–21 (2008).
[18] V. Wand, J. Bogenstahl, C. Braxmaier, K. Danzmann,
A. Garcia, F. Guzmn, G. Heinzel, J. Hough, O. Jen-
nrich, C. Killow, D. Robertson, Z. Sodnik, F. Steier,
and H. Ward, “Noise sources in the ltp heterodyne in-
terferometer,” Classical and Quantum Gravity 23, S159
(2006).
[19] E. J. Elliffe, J. Bogenstahl, A. Deshpande, J. Hough,
C. Killow, S. Reid, D. Robertson, S. Rowan, H. Ward,
and G. Cagnoli, “Hydroxide-catalysis bonding for sta-
ble optical systems for space,” Classical and Quantum
Gravity 22, S257 (2005).
[20] N. Bobroff, “Recent advances in displacement measuring
interferometry,” Measurement Science and Technology
4, 907 (1999).
