Abstract. We consider spatially extended conductance based neuronal models with noise described by a stochastic reaction diffusion equation with additive noise coupled to a control variable with multiplicative noise but no diffusion. We only assume a local Lipschitz condition on the nonlinearities together with a certain physiologically reasonable monotonicity to derive crucial L ∞ -bounds for the solution. These play an essential role in both the proof of existence and uniqueness of solutions as well as the error analysis of the finite difference approximation in space. We derive explicit error estimates, in particular a pathwise convergence rate of 1 /n− and a strong convergence rate of 1 /n in special cases. As applications, the Hodgkin-Huxley and FitzHugh-Nagumo systems with noise are considered.
Introduction
In the 1950ies, Hodgkin and Huxley [14] derived a system of nonlinear equations describing the dynamics of a single neuron in terms of the membrane potential, experimentally verified in the squid's giant axon. In particular, they found a model for the propagation of an action potential along the axon, which is essentially the basis for all subsequent conductance based models for active nerve cells. The system consists of one partial differential equation for the membrane potential U
and three ordinary differential equations for the gating variables X = (n, m, h) -describing the probability of certain ion channels being open -given by
For a more detailed description we refer the reader to [5] or Section 5.1, where we also introduce all coefficients and constants used above. For well-posedness of these equations we refer to [24] .
In this article, we study equations of such type under random fluctuations. For the "The What and Where of Adding Channel Noise to the Hodgkin-Huxley Equations" we refer to [9] . At this point, let us safely assume that the noise under consideration is justified. This procedure eventually leads to a stochastic partial differential equation, in particular a stochastic reaction diffusion equation for the variable U coupled to a possibly vector valued auxiliary variable X. The main mathematical challenge with such equations is that their coefficients do neither satisfy a global Lipschitz condition nor the standard monotonicity and coercivity conditions. Thus the results of this article are twofold, concerning both wellposedness and numerical approximation.
For the question of existence and uniqueness of solutions the standard methods from [4] or [26] , [21] , [22] do not apply. However, in the uncoupled system -with fixed X and U variable, respectively -monotonicity is restored for each equation individually. This allows us to extend the existing results on variational solutions to cover such stochastic nerve axon equations via a fixed point iteration. Here, the key ingredient is a certain L ∞ -bound for the membrane potential U .
Concerning the numerical approximation we consider the well-known finite difference method for the spatial variable only. This method has been studied intensively, e. g. by Gyöngy [10] , Shardlow [28] , Pettersson & Signahl [25] and more recently by the authors [27] applied to the simpler FitzHugh-Nagumo equations. Although the method is heavily used in applied sciences, up to the best of our knowledge none of the existing literature covers a convergence result with explicit rates for such non-globally Lipschitz and non-monotone coefficients. For similar results using different approximation schemes we refer among others to [11] , [12] for some abstract approximation schemes and strong convergence rates, [13] , [23] , [20] , [15] for spectral Galerkin methods also for nonlinearities without a global Lipschitz condition, [3] for Galerkin methods with non-diagonal covariance operator, [18] for optimal error estimates of a finite element discretization with Lipschitz continuous nonlinearities, [1] for weak convergence of such a finite element method and finally a more or less recent overview concerning the numerical approximation of SPDE in [16] . Our proofs are based on Itô's formula for the variational solution, the L ∞ -bound for the membrane potential and some uniform improved regularity estimates of the approximated solution. We deduce explicit error estimates, which a priori do not yield a strong convergence rate but only pathwise convergence with smaller rate 1 /2−. In special cases, e. g. when the drift satisfies a one-sided Lipschitz condition as in [27] , one can improve the result to obtain a strong convergence rate of 1 /n.
The article is structured as follows. In the next section we describe the precise mathematical setting and all assumption on the coefficients. Section 3 is then devoted to the existence and uniqueness Theorem 3.1, while Section 4 introduces the approximation scheme as well as states Theorems 4.1 and 4.3 on convergence and explicit rates. We finish with two examples, on the one hand the Hodgkin-Huxley system mentioned before and also the FitzHugh-Nagumo equations studied in [27] . In particular, we are able to generalize and improve the results obtained there. The appendix contains more or less well-known facts about the stochastic convolution presented here for the reader's convenience.
Mathematical Setting and Assumptions
Let us first fix some notation. By c and C we denote constants which may change from line to line, the letter K is reserved for a numerical constant that may be explicitly calculated. Let O = (0, 1) and define H := L 2 (O) as well as
H and the same notation for other product spaces, too. In this work we consider the following stochastic reaction-diffusion equation on H coupled nonlinearly to a system of d ≥ 1 equations on H d without diffusion.
subject to initial conditions U (0) = u 0 , X(0) = x 0 and driven by d + 1 independent cylindrical Wiener processes W , W i on H with underlying complete, filtered probability space (Ω, F , F t , P) and coefficients to be specified below. Note that we use bold symbols for x ∈ R d vector fields with components x i to discriminate between them and the scalar U variable.
For the linear part of the drift in (2.1) we assume (Au)(x) := ∂ xx u(x) equipped with homogeneous Neumann boundary conditions ∂ x u(0) = 0 and ∂ x u(1) = 0, hence a linear operator (A, D(A)) on H. It is well known that A is non-negative and self-adjoint with corresponding closed, symmetric form
V and thus can be uniquely extended to an operator A : V → V * . Here, V * denotes the dual space of V . In order to study (2.1) in the framework of variational solutions we introduce the Gelfand triple V ֒→ H ֒→ V * with continuous and dense embeddings. Denote by V * ·, · V the dualization between V and V * , then it follows that
Remark. From the modeling perspective the homogeneous Neumann boundary conditions are called sealed ends, meaning no currents can pass the boundary. It is reasonable to assume that an input signal is received via an injected current at one end (in our case x = 0) thus we should replace ∂ x u(0) = I(t), where
is the input signal. However, it is standard to transform such a problem to a homogeneous boundary with modified right hand side. In particular, the drift f then depends on time t and space variable x. Under the assumptions on I above, this does not modify the essential parts of the analysis and we neglect this for the sake of a concise presentation.
The reaction part of the drift should satisfy the following conditions.
Concerning the growth we only assume that there exists a constant α > 0 such that ρ i (u) ≤ e α|u| for all u ∈ R.
Formulated in words, we assume that all functions are locally Lipschitz continuous and do not prescribe any a priori control on the constants. Furthermore, f as a function of u and f i as a function of x i with all other variables fixed satisfies a one-sided Lipschitz condition. In order to deal with the growth of the Lipschitz constants in terms ρ and ρ i , our analysis is based on L ∞ -estimates for both variables U and X and we therefore have to impose the following additional monotonicity condition.
From a physical point of view, the second assumption corresponds to the invariance of [0, 1] d for X, which is natural since it represents some proportion or density. Concerning the noise in equation (2.1) we choose additive noise in U and allow for multiplicative noise in X which then has to respect the natural bounds 0 and 1, see e. g. [2, Section 2.1] for a reasonable choice. The precise assumptions are stated below.
Assumption C. Let B ∈ L 2 (H, V ), in particular it admits an integral kernel of the form
being Lipschitz continuous in the first two variables, i. e.
Existence and Uniqueness
As mentioned before, the existence and uniqueness result is based on L ∞ -bounds for both variables, essentially based on the observation that [0, 1] d is forward invariant for the dynamics of X, as it is easily seen in e. g. the Hodgkin-Huxley equations. For this purpose define the set
i. e. what should be the a priori solution set for the auxiliary variables. We will show later on, that given an initial value x 0 in between these bounds it indeed holds that X ∈ X . Moreover, let us introduce the Ornstein-Uhlenbeck process Y as the solution to 
for all t ∈ [0, T ] is a Gaussian random variable. This motivates the following definition as a natural solution set for the U variable.
. Due to the additive noise a process U as a part of a solution to (2.1) cannot be uniformly bounded, however such a pathwise estimate is reasonable as we will show below. With this preliminary work we are able to state the following theorem.
s. for a. e. x. Then there exists a unique variational solution (U, X) to (2.1) with U ∈ U and X ∈ X .
The proof of this theorem is based on a fixed point iteration and solving each equation without coupling. This is carried out in the next three subsections.
Solving the Equation for U
Let us fix X ∈ X , then
Proof. This lemma is a more or less immediate application of [21, Theorem 1.1]. As X ∈ X it follows that ρ(X(t, x)) ≤ ρ 0 for some uniform (in t and x) constant ρ 0 > 0. It remains to check the monotonicity and coercivity conditions (H1)-(H4) in [21] . Of course, for u, v, w ∈ V the map s → V * A(u + sv) + f (X(t), u + sv), w V is continuous in R. Monotonicity is also quite obvious, since we have a one-sided Lipschitz condition that implies
This directly yields coercivity with the choice v = 0 and |f (0,
The growth condition is based on the polynomial growth of f of order r − 1 ≤ 3 and the Sobolev embedding V ֒→ L ∞ (O) in dimension one, in detail
Remark. When there is no auxiliary variable X we can obtain strong solutions to (2.1) by [8] without the upper bound r ≤ 4. This approach makes use of the fact that the drift can be written as the gradient of a quasi-convex potential and it also derives more regularity, in
We would rather use such result instead, however in the present case the drift is time-dependent and it is unclear how and if the results of [8] generalize. Instead of using such an improved regularity for the solution itself, the proof of the approximations results, e. g. the convergence rate obtained in Theorem 4.1 is based on more than the canonical regularity for the approximate solution, see Lemma 4.5.
Instead of proving the existence of more regular solutions and using Sobolev embedding to deduce L ∞ -estimates, we follow a different strategy that yields a pathwise bound and moreover is dimension independent. Lemma 3.3. Let U be the solution to (3.2) from Lemma 3.2 and assume u 0 independent of W having Gaussian moments in E. Then there exists an F t -adapted stochastic process R t such that
for some constant R > 0 and the process R Y t specified in (3.1) as the supremum of the corresponding Ornstein-Uhlenbeck process and the solution U remains bounded by
for all t ∈ [0, T ]. Moreover, R t has Gaussian moments, thus in particular U ∈ U.
Proof. At first, define Z := U − Y , hence this difference satisfies a deterministic evolution equation with a random parameter
Let R > 0 be some (possibly) large constant, essentially dependent on the shape of f . Then, define for fixed t ∈ [0, T ] with abuse of notation another process
, of course with implicit ω dependence. We show that U (s) does not leave the desired interval up to time s ≤ t using a cutoff via a normal contraction. To this end introduce for all ε > 0 a normal contraction ϕ ε with
Concerning the first summand we know that |ϕ ′ ε | ≤ 1, hence this term is finite and negative. Also, ϕ ′′ ε ϕ ε → 0 point-wise as ε → 0 and |ϕ ′′ ε ϕ| ≤ 2. For the nonlinear part it holds that ϕ
We can integrate the inequality from 0 up to t and by Lebesgue's dominated convergence theorem we can interchange all integrals and the limit ε → 0 to obtain
Now, the monotonicity in Assumption B on f implies that both of the integrals are less or equal to zero. In detail for R > K > 0 large enough the function f (·, X(s)) is monotone decreasing on R\[−R, R] and in particular it changes its sign from + to −. In both summands the integrand is zero if Z(s) ≥ −R t because ϕ vanishes. In the opposite case
and the integrand in the second integral is of the form
In the first integral we only need that f (Y (s) − R t , X(s)) ≥ 0 since ϕ(Z(s)) ≤ 0. In conclusion, we have shown that
The corresponding upper bound can be obtained in the exact same way withφ(u) := max{0, u − R t }. This concludes the proof via the final estimate
Thus U (t) is P-a. s. bounded by R t := u 0 E + R + 2R Y t and the integrability follows from Lemma A.1.
Solving the Equation for X
Let us now fix U ∈ U, then
with initial condition X(0) = x 0 . For a compact notation introduce the vector fields f (t,
Proof. This lemma is again an application of [21, Theorem 1.1]. We need to verify (H1)-(H4), this time in the Gelfand triple H d ֒→ H d ֒→ H d and again the hemicontinuity is straightforward to obtain since everything is a composition of continuous mappings. Also the monotonicity follows from the one-sided Lipschitz condition for each f i and the global Lipschitz assumption on b i ,
Concerning coercivity we see that with the upper bound for |f i (u,
The stochastic process g t is F t -adapted and in L p ([0, T ] × Ω, dt ⊗ P) for every 1 ≤ p < ∞ because each ρ i is of at most exponential growth. Also, the linear growth condition on B is immediate by the assumptions on b i , since
where the stochastic processg t is again F t -adapted and in every L p . In a similar manner it follows that
hence the growth condition holds with β = 2 and this guarantees the existence of a unique variational solution X, which is indeed a strong solution since everything is H d -valued. In particular, X satisfies
Lemma 3.5. Let X be the strong solution to (3.6). Assume 0 ≤ x 0 ≤ 1 P-a. s. for a. e. x, then 0 ≤ X(t) ≤ 1 P-a. s for a. e. x and all t ∈ [0, T ].
Proof. The proof is similar to the one of Lemma 3.3 and involves the functions ϕ 0 (x) := min{0, x} and ϕ 1 (x) := max{1, x}. For ε > 0 denote by ϕ j,ε the smooth normal contractions approximating ϕ j , j = 0, 1. Consider Itô's formula for ϕ j,ε (X(t)) applied component-wise.
In the limit ε → 0 the stochastic integral vanishes P-a. s. as well as the Itô correction term since the integrands are nonzero on disjoint sets. Then, ϕ j,ε ϕ ′′ j,ε → 0 as ε → 0 lets the latter summand disappear. Thus, by Lebesgue's dominated convergence theorem there only remains the drift part that is
Obviously, this implies ϕ j (X(t)) = 0 P-a. s. for all t ∈ [0, T ] and a. e. x ∈ O and in conclusion 0 ≤ X(t) ≤ 1.
Proof of Theorem 3.1
Define the approximating sequence (U n , X n ) as follows. Let U 0 ≡ u 0 and X 0 ≡ x 0 . For n ≥ 1 let U n be the solution to
with initial condition U n (0) = u 0 . Furthermore, let X n be the solution to
with X n (0) = x 0 . According to Lemmas 3.2-3.5 these processes exist and are unique. In particular, U n ∈ U and X n ∈ X for all n ≥ 0. Apparently, we can study the differences U n+1 − U n and X n+1 − X n for n ≥ 1 in H and H d , respectively. More precisely, it holds that (3.11)
At this point it might be noteworthy that the pathwise L ∞ -estimate from Lemma 3.3 is uniform in n since each equation is driven by the same realization of the cylindrical Wiener process W . Corresponding to these Lipschitz constants define the process (G t ) t∈[0,T ] by
The next step are differential inequalities for the differences in H and H d . (3.9) and (3.11) for f and Young's inequality imply
As a consequence, we can obtain the following pathwise estimate.
In contrast to the case above, the multiplicative noise in X only allows for mean square estimates. However, in a similar fashion one can obtain the analogous inequality for the second variable using (3.10), the local Lipschitz conditions for each f i from (3.11) together the global Lipschitz continuity of each
Here, the additional terms are due to the multiplicative noise. Similar to (3.13) we need the exponential of −G t in the final estimate as follows.
The supremum of the local martingale is controlled via the Burkholder-Davis-Gundy inequality by its quadratic variation. Denote, for the moment, the stochastic integral by M t , then it is straightforward to obtain
Young's inequality allows to absorb both factors up to the difference U n+1 − U n by the left hand side and we obtain E sup
Thus, (3.13) and (3.14) can be iterated in order to obtain an estimate independent of n. In more detail, using Fubini's theorem we can calculate as below
for n ≥ 2. In general this involves integrals of the form
With this information the desired inequality is
By (3.14) we get a similar inequality for the differences of X n , thus Borel-Cantelli's lemma yields P-a. s. convergence of
∞ -bounds are uniform in n, thus in particular U ∈ U and X ∈ X . This immediately yields an integrable dominating function for all of the integrals in (3.7) and (3.8) involving f and f i , as well as for the quadratic variation of the multiplicative noise in (3.8). Thus, by Lebesgue's dominated convergence theorem (U, X) indeed solves (2.1) and the standard a priori estimates follow by Lemmas 3.2 and 3.4.
Finite Difference Approximation
In this second part we study spatial approximations of equation (2.1) needed for the numerical simulation of the neuronal dynamics using the well known finite difference method. The domain O is approximated by the equidistant grid 1 n {0, . . . , n} and the vectors U n , X n i ∈ R n+1 denote the functions U, X i evaluated on this grid. For a compact notation we use bold symbols for matrices x ∈ R d×(n+1) in this section, too. Furthermore, letũ denote the linear interpolation with respect to the space variable x as
of the vector u ∈ R n+1 together with zero outer normal derivative at the boundary points x = 0 and x = 1. Also, denote byx(x) the linear interpolation component-wise and by ι n : V n → V ; u →ũ the embedding into V (or similarly V d ).
At every interior point of the grid we approximate the second derivative by
It is standard to choose centered differences modeling the Neumann boundary condition in order to retain the order of convergence of the interior points. This introduces the artificial variables v −1 , v n+1 and the discrete boundary condition reads as
Together with (4.1) for k = 0, n we can eliminate the artificial variables and obtain
Note that A n is not symmetric with respect to the standard inner product as in the case of a Neumann boundary approximation of order n −1 . However, introduce the spaces V n ∼ = R and corresponding inner product ·, · n . Furthermore, we need the semi-norm
We use the same notation also for the matrices x, meaning |x|
n or with · n instead. With respect to ·, · n the matrix A n is again symmetric and thus the following summation by parts formula holds.
In the next step let us construct the approximating noise in terms of the given realization of the driving cylindrical Wiener process W . Denote by I k := (
defines a family of n + 1 iid real valued Brownian motions. Similarly we define the additional independent d(n + 1) Brownian motions {β n j,k } due to W. The spatial covariance structure given by the kernels b and b i is discretized as follows,
for u ∈ V n , x ∈ R d×(n+1) . These discrete matrices allows to replace both b and b i by a piecewise constant kernel, i. e. for 0 ≤ k ≤ n and x ∈ I k
In the same way we obtain
, the resulting n-dimensional Brownian motions and the finite dimensional system of stochastic differential equations approximating equation (2.1) is
Standard results on stochastic differential equations imply the existence of a unique strong solution (U n (t), X n (t)) to (4.6), see e. g. [26, Chapter 3] . In order to compute the error made by using the approximate solution we embed U n and X n i into C([0, T ]; V ) by linear interpolation in the space variable as (Ũ n ,X n ). We can now state the main result of this part.
Theorem 4.1. Suppose the assumptions from Theorem 3.1 are satisfied and recall the definition of G t in (3.12). Define the error as E n (t) := (U (t) −Ũ n (t), X(t) −X n (t)), then there exists a constant C 4.1 such that
There is an immediate corollary using Borel-Cantelli's lemma.
Corollary 4.2. For every ε ∈ (0, 1) there exists a P-a. s. finite random variable C ε (ω) such that sup
Remark. 
(with p * depending on the integrability of G t ) by Hölder's inequality. Another case in which one can say more about the strong convergence rate is the one, when the drift is one-sided Lipschitz, or in other words quasi-monotone, see [27] . We prove another theorem under the following additional assumptions on f, f i .
for some L > 0 and all u, v ∈ R, x, y ∈ R d . 
The proofs of these theorems are contained in the following subsections.
Uniform A Priori Estimates
In addition to the a priori estimates on (U, X) from Theorem 3.1 uniform a priori estimates for (U n , X n ) are essential for the proof of Theorem 4.1. Let us start with a statement concerning the L ∞ -bounds.
Lemma 4.4. Under the assumptions of Theorem 4.1,X n ∈ X andŨ n ∈ U with the same uniform bound R t as for U .
. We can apply Lemma 3.5 or rather imitate its proof to obtainX n ∈ X for all n ∈ N. Since all arguments are point-wise in x ∈ O, they also apply for the finite subset 1 n {0, . . . , n}. Concerning the uniform bound, note that for the solution to
In particular, the right hand side is independent of n and we can apply the proof of Lemma 3.3 with the same uniform cut-off.
Next, we derive an improved a priori estimate providing more than the canonical regularity for U n . This is similar to the question of U being a strong solution to (3.2), in particular if U ∈ D(A).
Lemma 4.5. With the assumptions of Theorem 4.1 and arbitrary n ∈ N it holds that E sup
Proof. Consider Itô's formula applied to U n (t)
With the summation by parts formula (4.4) for the linear part and inequality (3.11) for f it is straightforward to obtain
The norm of B in L 2 (H, V ) appears naturally as described below in detail for the multiplicative noise in the X-variable. The estimate above involves X n in a stronger norm, thus in a similar fashion apply Itô's formula to X n i (t)
Again (3.11) and the linear growth condition on
Recall the definition of G t in (3.12) and combine the inequalities above to
where the two stochastic integrals are denoted by M U and M X , respectively. The BurkholderDavis-Gundy inequality and some standard estimates yield
and similarly
which concludes the proof.
Proof of Theorem 4.1
In this part we estimate all parts contributing to the error E n (t) := (U (t) −Ũ n (t), X(t) − X n (t)). Recall the equation for the linear interpolationŨ
In the following we consider everything at some fixed time t and for a clear presentation we drop the explicit time dependence in the notation.
Approximation Error of the Laplacian: We have that
Furthermore, it holds that
Obviously, we can write ϕ(
y) dy and together with Cauchy-Schwarz' and Jensen's inequality it follows that
This inequality extends to all ϕ ∈ V and in particular we obtain that
(4.14)
Approximation Error of the Covariance Operators:
Observe that for
With this relation it is straightforward to obtain
(4.15)
Of course, the Itô correction coming from the X-variable can be estimated similarly, with a combination of the calculation above and the one for the nonlinear drift.
and the latter term is
Proof of Theorem 4.1. We can apply Itô's formula to the square of the H d+1 -norm of E n (t) and obtain
Everything above has been estimated in the three steps before, except for the stochastic integrals. Recall G t and we need to estimate the corresponding equation with exp[−G t ] in the supremum over t ∈ [0, T ]. Obviously, this involves the Burkholder-Davis-Gundy inequality after integration with respect to P. The standard decomposition, see e. g. Lemma 4.5, bounds the quadratic variation of the stochastic integral from above in terms of the left hand side and the already investigated Itô correction term yields the following inequality in a straightforward way
By Lemma 4.5 we know that the expectations on the right hand side are uniformly bounded in n, hence there exists C 4.1 with
with respect to P and Gronwall's inequality directly yields the first a priori estimate. For the second one consider the inequality above to the power 1 < p < ∞.
The Burkholder-Davis-Gundy inequality and Gronwall's lemma yield the result.
Applications
As an application for our main results we consider two equations describing the propagation of the action potential in a neuron along the axon. More precisely we study the HodgkinHuxley equations and the FitzHugh-Nagumo equations mostly popular in the mathematical literature. In particular, one can use Theorem 4.3 to extend the results of [27] .
Stochastic Hodgkin-Huxley Equations
As already described in the introduction, the Hodgkin-Huxley equations, see [14] , are the basis for all subsequent conductance based models for active nerve cells. In the case of the squid's giant axon, the currents generating the action potential are primarily due to sodium and potassium ions and the membrane potential satisfies
The latter term is the leak current with g L > 0, E Na , E K ∈ R are the resting potentials of sodium and potassium and g Na , g K are their conductances. τ and λ are the specific time and space constants of the axon. Due to opening and closing of ion channels the conductances g Na , g K may change with time, in particular
where (n, m, h) are gating variables describing the probability of ion channels being open.
with typical shapes
For the data matching the "standard HodgkinHuxley neuron" we refer to e. g. [5, Section 1.9] .
Let x = (n, m, h) and we implicitly defined the nonlinearities f, f i above. It is now immediate to see that Assumption A is satisfied with r = 2, ρ(x) := max{|n| 4 , |m| 3 |h|, |m| 3 , |m| 2 |h|, |n| 3 },
Note that the Lipschitz constants do indeed grow exponentially. Concerning Assumption B we observe that for x ∈ [0, 1]
3 it holds that
hence K = 0. Also, the invariance of [0, 1] 3 follows by
So far we only stated the deterministic system, however adding noise in both variables is physiologically reasonable, see [9] and we can study the following system.
Here, W, W n , W m and W h are cylindrical Wiener processes on H = L 2 (O) and B, B n , B m and B h are Hilbert-Schmidt operators ∈ L 2 (H, V ), hence both Assumption A and B are satisfied and we can apply Theorem 3.1 and 4.1 for the stochastic version of the system (5.1) + (5.2).
Stochastic FitzHugh-Nagumo Equations
As in [27] , we consider the spatially extended stochastic FitzHugh-Nagumo equations as a second example. These equations were originally stated by FitzHugh in [6] , [7] as a system of ODEs simplifying the Hodgkin-Huxley model in terms of only two variables U and X = w, the so-called recovery variable. See e. g. the monograph [5] for more details on the deterministic case. With the original parameters, the equations are dU (t) = AU (t) + U (t) − 
A. Appendix
The remaining part provides some straightforward estimates concerning the stochastic convolution and its approximation used throughout this article. Here, we do not aim for the most generality or even optimality of the results since this is a different matter.
Let The second lemma concerns a simple uniform estimate for the solution to the approximating problem dY n (t) = A n Y n (t) dt + B n dW n (t), Y n (0) = 0. with the Gaussian random variable ζ from Lemma A.1. In particular, this bound is uniform in n and has the same moments as ξ.
Proof. As in the proof of Lemma A.1 we can conclude that ξ n ≤ C A ζ n , where ζ n := B n W n C η ([0,T ];(R n+1 , · max)) for some 0 < η < 1 /2. We write
where π n u := n l=0 u,
½ I l is the projection onto these finitely many orthonormal indicator functions. It follows for t = s
Since the right hand side is independent of k as well as t and s the assertion follows.
