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РЕФЕРАТ 
Актуальність теми. Контроль доступу, облік та управління 
системами залишаються актуальними задачами на сьогодні, Верифікація 
користувача за допомогою біометричних характеристик більш надійна ніж 
використання звичайного паролю. Широким досліджуваним питанням є 
розпізнавання рукописного тексту. Може здатися, що в підробці підпису 
немає нічого проблематичного, проте, практично неможливо повторити 
унікальність швидкості написання та виробленого при цьому тиску. Тому, 
системи розпізнавання підпису,які використовують самі передові 
технології, стають ідеальною заміною для паролів в операціях, наприклад, 
з банківськими рахунками. Однак, як і в інших методах ідентифікації, 
верифікація з допомогою розпізнавання підпису має свої недоліки. На 
даний момент досягнута точність нижче, ніж для рукописного 
"друкованого" тексту. Оскільки на відміну від друкованого тексту 
підписант намагається зробити свій підпис унікальним і крім символів 
використовує додаткові графічні елементи. Тому наявність труднощів в 
системах розпізнавання рукописних підписів все одно не перекреслює 
актуальність цієї технології і робить тему даної магістерської дисертації 
актуальною. 
Об’єктом дослідження є система розпізнавання підписів 
користувачів. 
Предметом дослідження - є створення системи розпізнавання 
підписів користувачів, які вже є в базі за допомогою нейронних мереж. 
Мета роботи є розробка системи розпізнавання підписів 
користувачів, які наявні в базі. Для цього визначено завдання, які 
вирішуються в роботі: 
1. Дослідження та аналіз існуючих методів та алгоритмів на 
предмет ефективного розпізнавання рукописного тексту та 
підпису; 
2. Розробка моделі процесу верифікації підписів; 
3. Дослідження застосування нейронних мереж; 
4. Розробка алгоритмів попередньої обробки та розпізнавання; 
5. Програмна реалізація алгоритмів; 
6. Тестування системи. 
Методи дослідження. Одним з найважливіших методів 
дослідження у роботі є аналіз та власне розробка, оскільки магістерська 
дисертація  присвячена вивченню великих об'ємів накопичених знань у 
питаннях розпізнавання рукописного підпису користувача. Також, було 
використано метод нейронних мереж, що дозволяє досягти потрібної 
точності. 
 
  Наукова новизна роботи полягає в тому, що розглянуті основні 
проблеми та методи їх рішення, а також розроблена програма має вищий 
рівень точності 
Практична цінність отриманих в роботі результатів полягає в 
тому, що запропонована система реалізована для використання 
реальними програмними продуктами, що можуть бути впроваджені для 
реальних комп’ютерних систем. 
Апробація роботи. Результати роботи пройшли апробацію або 
знаходяться на стадії публікації на конференціях: 
− XI конференція молодих вчених «Прикладна математика та 
комп’ютинг» ПМК-2018-2; 
− IV міжнародна науково-практична конференція «Теоретичні та 
практичні аспекти розвитку ». 
Структура та обсяг роботи. Магістерська дисертація 
складається з вступу, чотирьох розділів, висновків та додатків. 
У вступі надано загальну характеристику роботи, виконано оцінку 
сучасного стану проблеми, обґрунтовано актуальність напрямку 
досліджень, сформульовано мету і задачі дослідження та розробки. 
У першому розділі описується теоретичний обсяг біометричних 
технологій, що базується на розпізнаванні геометричних характеристик. 
Розглянуто основні проблеми та існуючі методи їх вирішення. 
У другому розділі представлено вирішення наукової задачі 
формалізації процесів біометричної аутентифікації, розроблено 
концептуальну модель забезпечення ефективної нейромережевої оцінки 
інформативності вхідних даних  формалізація процесів біометричної 
аутентифікації. 
У третьому розділі надана розробка методологічних основ оцінки 
інформативності образів підпису на базі нейромережевої системи 
діагностики. Отриманий подальший розвиток нейромережева модель 
оцінки інформативності образів підписів, а за рахунок теоретично 
обгрунтованого вибору виду нейронної мережі, забезпечує можливість 
ефективної оцінки інформативності, яка визначається на підставі 
точності розпізнавання. 
Четвертий розділ представляє собою саме опис розробленої 
системи, проведених експериментів та тестування кінцевого продукту. 
У висновках представлено отримані результати роботи. 
У додатках наведено фрагменти реалізації програмної бібліотеки та 
копії графічних матеріалів. 
Магістерська дисертація виконана на  90 аркушах, містить__ додатків 
та посилання на список використаних літературних джерел з __ 
найменувань. У роботі наведено __ рисунків та __ таблиць.  
Ключові слова: розпізнавання зображення, оборобка рукописного 
тексту, згорткова нейронна мережа. 
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РОЗДIЛ 1. АНАЛIЗ ТЕХНОЛОГIЙ БIОМЕТРИЧНОЇ 
АУТЕНТИФIКАЦIЇ, ЩО БАЗУЄТЬСЯ НА АНАЛIЗI ГЕОМЕТРИЧНИХ 
ХАРАКТЕРИСТИК 
 
1.1 Аналiз бiометричних образiв, що застосовуються в засобах 
аутентифiкацiях 
 
Згiдно iз вiдмiченим у працi  [1] на  сьогоднiшнiй день  один iз 
найбiльших представних класiв сучасних систем бiометричної 
аутентифiкацiї зводиться до фундаментального базування в якому береться 
за на основу  процес реалiзацiї вiдповiдного розпiзнавання користувача за 
набором геометричних характеристик. Вище зазначений  пiдхiд враховує 
наступнi геометричнi характеристики : 
− папiлярнi лiнiї шкiрного покриву подушечок пальцiв i долонь; 
− дерево кровоносних судин пальця i долонi; 
− контурнi лiнiї долонi; 
− малюнком райдужних оболонок очей i кровоносних судин 
очного дна: 
− контурнi лiнiї особи; 
− контурнi лiнiї вушних раковин; 
− особливостi вiдображення рукописних символiв. 
Далi розглянемо  бiльш детально специфiчнi особливостi технологiї 
аналiзу вище зазначених образiв в засобах бiометричної аутентифiкацiї.  
В  теоретичному  баченi при реалiзацiї процесу розпiзнавання 
особистостi по папiлярних лiнiях, вважається,  що шкiра людини 
вiдповiдно складається з двох шарiв, при цьому нижнiй шар утворює безлiч 
виступiв - сосочкiв (по латинi сосочок - papillae), в вершинi яких є отвори 
вихiдних проток потових залоз.  
На основнiй частинi шкiри сосочки - papillae (потовi залози) 
розташовуються хаотично i за ними важко вести спостереження.  
При цьому на окремих дiлянках шкiри кiнцiвок папiлляров строго 
впорядкованi в лiнiї (гребенi), що утворюють унiкальнi папiлярнi 
вiзерунки. 
Вiдповiдно система розпiзнавання знiмає папiллярний вiзерунок з 
одного з пальцiв заявника прав доступу i порiвнюють його з еталонним 
малюнком [2].  
В даному  разi варто зазначити, що у  вiдповiдностi до [3] обсяг 
iнформацiї, що зберiгається еталонної iнформацiї може бути суттєво 
зменшений. В  результатi,  якщо здiйснити класифiкацiю на характернi 
типи папiлярних малюнкiв i видiлити на вiдбитку характернi 
мiкроособливостi, що представляють собою початку (закiнчення) 
папiлярних лiнiй або їх злиття (розгалуження). Видiляють три типи 
папiлярних малюнкiв (дуговi, завитки, круговi) i два типи 
макроособливостей (дельти i центри). Особливостi папiлярного вiзерунка 
проiлюстрованi на рис. 1.1. 
 
 
Рисунок 1.1 - Особливостi папiлярного вiзерунка 
 
Вiдповiдно за результатами незалежного тестування помилки 
першого роду для систем цього класу становлять вiд 10% до 20%, якщо 
зважати на несприятливi випадки сухої шкiри, а також включати до складу 
групи тестування осiб з погано вираженими папiлярними малюнками (як 
правило, це жiнки i особи азiатського походження) .  
Натомiсть виробники папiлярних бiометричних систем iдентифiкацiї 
в рекламi своїх продуктiв оцiнюють помилки першого роду на рiвнi 2%, а 
помилки другого роду на рiвнi 0,0001%. Остання цифра, мабуть, може бути 
вiднесена тiльки до випадкiв «невмiлого» злому систем без використання 
муляжу. 
Зокрема сама вартiсть бiометричних систем цього класу швидко 
падає i очiкується подальше iстотне зниження вартостi подiбних 
бiометричних систем через вiдмову вiд оптики i кремнiєвих свiтлочутливих 
елементiв (телевiзiйних ПЗС матриць).  
На сьогоднiшнiй день в основному випускаються контактнi зчитувачi 
електричного поля пальця, здатнi знiмати дактилоскопiчний вiзерунок.  
Також варто зазначити, що сама вартiсть контактної системи 
виявляється iстотно нижче її оптичного аналога, розрахованого на 
попереднє оптичне перетворення зображення.   
Крiм того очiкується, що при падiннi вартостi новi чутливi елементи 
так само зменшать вплив рiвня вологостi та забрудненостi руки на 
результат дактилоскопiчної iдентифiкацiї. 
Зчитування iнформацiї вiдбувається шляхом вимiрювання ємностi 
мiкроконденсаторiв мiкросхеми, якi перебувають безпосередньо по 
пальцем. Загальна схема вимiрювань наведена на рис. 1.2. 
 
Рисунок 1.2 - Пряме зчитування iнформацiї через контроль ємностi 
конденсаторiв 
 
Виготовлення муляжу пальця руки з потрiбним малюнком при 
пiдготовцi професiйної атаки оцiнюється експертами як цiлком реальна 
загроза. Цей тип систем слабо захищений вiд обману муляжем. 
Вiдповiдно аналiз  дерева кровоносних судин пальця i долонi  
виконується за методикою викладеною в [4]. 
Зi свого боку варто зазначити, що практика використання сканерiв 
малюнкiв вiдбиткiв пальцiв показала, що приблизно для 8% людей ця 
технологiя виявляється малоефективною [5]. 
Зокрема у частинi людей папiлярний малюнок шкiри пальцiв погано 
виражений. Як правило, це жiнки, дiти та особи азiатського походження.  
У зв'язку iз  вище вiдмiченим в даний час японськi фiрми 
орiєнтуються на технологiю аналiзу малюнка кровоносних судин руки або 
пальця.  
Безпосередньо в Японiї вже кiлька рокiв працюють мережi 
банкоматiв, побудованi на аналiзi розподiлу кровоносних судин пiд шкiрою 
пальця на руцi або кровоносних судин всiєї долонi. Корпорацiя «Хiтачi» 
( «Hitachi») спецiалiзується на сканерах малюнка кровоносних судин пiд 
шкiрою пальця, корпорацiя «Футджiцу» ( «Fujitsu») виробляє сканери та 
системи, що аналiзують малюнок кровоносних судин всiєї долонi (рисунок 
1.3). 
      
 
Рисунок 1.3 - Приклади малюнкiв кровоносних судин пальця i руки 
 
Ймовiрностi помилок другого роду обох типiв засобiв бiометричної 
авторизацiї знаходиться в iнтервалi вiд 10-4 до 10-6. Так, як малюнок 
кровоносних судин змiнити не можливо, оператор надання послуг 
платiжної системи повинен забезпечити зберiгання його бiометричних 
параметрiв в конфiденцiйної формi.  
Натомiсть в даному  разi можуть бути використанi захищенi 
бiометричнi контейнери або бiометричнi хеш-функцiї. Крiм того, бази цих 
персональних бiометричних даних повиннi бути знеособленi. Якщо 
використовуються звичайнi бiометричнi шаблони, то захист бази 
бiометричних шаблонiв повинна бути виконаний  у вiдповiдностi до 
класової характеристики 
Дана бiометрична технологiя може бути використана в банкоматах i 
офiсних термiналах операторiв платiжних послуг, використовуваних для 
управлiння особистим рахунком.  
Аналiз геометрiї долонi виконується у вiдповiдностi до методологiї 
викладеної в [6].  
В даному разi варто зазначити, що  поряд з аналiзом кровоносних 
судин руки, банкомати Японiї додатково аналiзують всi iншi геометричнi 
параметри кiстi руки. 
Зокрема у кожного з нас рiзна довжина i ширина пальцiв, крiм того, 
шкiра на руцi має явно вираженi складки i зморшки. На рис. 1.4 приведена 
фотографiя тильної сторони руки. 
 
 
 
Рисунок 1.4  - Фотографiя тильного боку кистi руки, за якою можна 
оцiнити її вiдноснi геометричнi параметри 
 
Нинi iснують два типи бiометричних систем, побудованих на аналiзi 
геометрiю кистi руки.  
Безпосередньо системи першого типу побудованi на аналiзi 
зображень кiстi руки або долонi руки, отриманих при звичайному освiлннi.  
Системи другого типу будуються на видiленнi розташування 
розгалужень дерева кровоносних судин на тильнiй сторонi кiстi руки.  
Натомiсть кров, яка надходить до кiстi руки, за звичай теплiше самої 
руки i для видiлення малюнка судин кровi необхiдно використовувати 
оптичнi елементи, чутливi до iнфрачервоної  частини спектра. 
Вельми iнформативними є параметри долонi руки, отриманi шляхом 
видiлення на нiй характерних складок шкiри (так званих «лiнiй життя»). 
Геометрiя розташування складок шкiри на тильнiй сторонi кiстi руки i на 
долонi є вельми i вельми iнформативними бiометричними параметрами, якi 
поки, що не використовуються належним чином сучасними технiчними 
засобами бiометричного контролю. 
Процедура аналiзу райдужної оболонки ока i судин очного дна 
здiйснюється у  вiдповiдностi до методики викладеної в [7].  
В даному разi варто зазначити, що  у кожного з людей параметри 
геометрiї його тiла унiкальнi, в тому числi унiкальними є параметри очей.  
Зокрема на даний момент iснують два типи бiометричних систем, 
побудованих на вимiрi параметрiв очi.  
Вiдповiдно до першого типу вiдносяться системи, побудованi на 
аналiзi малюнка райдужної оболонки ока.  
При цьому по Даугмену [8] малюнки райдужних оболонок ока не 
залежать вiд генетики людини i розрiзняються навiть у однояйцевих 
близнюкiв.  
До другого типу вiдносяться системи, побудованi на аналiзi малюнка 
кровоносних судин очного дна (сiткiвки). Природно, що оптичнi 
характеристики у перших i других систем виявляються принципово 
рiзними. Приклади малюнкiв сiткiвки ока рiзних людей i одного малюнка 
кровоносних судин очного дна наведенi на рис. 1.5. 
Аналiз дерева кровоносних судин здiйснюється на тих же принципах,  
i аналiз дерева кровоносних судин кiстi руки або iнших дiлянок тiла 
людини. При формуваннi шаблону знаходяться коренi, стовбури, гiлки, далi 
вони класифiкуються за їх довжиною, взаємного розташування i дiаметру.  
У правiй нижнiй частинi рис. 1.5. добре видно, що всi кровоноснi 
судини мають яскраво виражений загальний корiнь. Цей корiнь повинен 
розглядатися, як центр, щодо якого ведуться бiометричнi вимiрювання 
геометрiї стовбурiв i гiлок рiзного рiвня. 
При аналiзi малюнка райдужної оболонки ока здiйснюють її 
сканування по паралельних концентричних кiл, розташованим навколо 
зiницi. При цьому враховується, що зiницю ока людини може змiнювати її 
розмiри, адаптуючись до освiтленостi розглянутого предмета. 
У зв'язку з цим формування бiометричного шаблону райдужної 
оболонки ока i iдентифiкацiю людини по його малюнку доцiльно 
виконувати при однаковiй освiтленостi. У цьому випадку спiввiдношення 
дiаметра зiницi i зовнiшнього дiаметра райдужної оболонки виявляється 
практично постiйним i не потребує перерахунку.   
 
 
 
 
Рисунок  1.5 - Приклади малюнкiв райдужної оболонки ока рiзних 
людей i приклад одного малюнка взаємного розташування кровоносних 
судин очного дна 
 
При скануваннi райдужної оболонки оцiнюють значення середнього 
рiвня яскравостi зображення уздовж заздалегiдь заданiй концентричного 
кола. Далi концентрована окружнiсть дiлиться на задане число секторiв, 
наприклад 128 секторiв, i обчислюється середня яскравiсть кожного 
сектора. Висока яскравiсть i низька яскравiсть в секторi по вiдношенню до 
середньої яскравостi дають стан «1» i «0» коду сканування.  
Зокрема, якщо використовувати 8 концентричних кiл сканування, то, 
вiдповiдно, кiнцевий код сканування матиме довжину коду 128 х 8 = 1024 
бiта. Приклад подiбного коду наведено на рис. 1.6. 
 
Рисунок. 1.6 -  Використання кiлька концентричних кiл при 
скануваннi перепадiв яскравостi райдужної оболонки ока 
 
Також варто зазначити, що пiдсумкова кодова комбiнацiя перепадiв 
яскравостi райдужної оболонки матиме сильно корельованi (сильно 
залежнi) сусiднi вiдлiки.  
Проте, значна кореляцiя характерна для багатьох бiометричних 
параметрiв i потрiбне спецiальне декорреляцiйне перетворення, яке 
дозволить зробити вимiрюванi данi досить незалежними. 
Сучаснi офтальмологiчнi бiометричнi системи можуть будуватися не 
тiльки на аналiзi малюнка райдужної оболочки ока i аналiзi малюнка 
кровоносних судин очного дна. При хорошому дозволi використовуваної 
оптики на фотографiях очi добре помiтнi кровоноснi судини, що 
забезпечують очне яблуко кров'ю. Їх малюнок унiкальний i цiлком може 
бути використаний для iдентифiкацiї i аутентифiкацiї людини. Однак на 
сьогоднi подiбних систем на бiометричний ринку поки немає. 
Процедури обробки офтальмологiчних бiометричних даних 
райдужної оболонки описанi в стандартi ДСТУ ISO \ МЕК 19794-6 
«Автоматична iдентифiкацiя. Iдентифiкацiя бiометрична. Формати обмiну 
бiометричними даними. Данi зображення райдужної оболонки ока ». 
В  свою чергу  варто зазначити, що нинi найбiльш прийнятною 
технологiєю для аналiзу райдужної оболонки ока є для авторизацiї 
користувачiв банкоматами.  
Зокрема для банкоматiв бажано використовувати безконтактний 
спосiб сканування бiометричних даних людини. На даний момент iснують 
технiчнi засоби вiдео- спостереження, мають досить високий дозвiл при 
скануваннi малюнка райдужної оболочки ока на вiдстанi вiд 30 до 50 
сантиметрiв. 
Лiдерами створення бiометричних засобiв аналiзу райдужної 
оболонки ока є англiйцi. Ця технологiя захищена патентами, термiн яких 
найближчим часом закiнчується. Дiя патентiв, що захищають цi 
бiометричнi технологiї, на територiю України, Росiї, Бiлорусiї i Казахстану 
не поширюється. 
За даними джерел [20] ймовiрнiсть помилок другого роду при аналiзi 
малюнка райдужної оболочки ока становить вiд 10-5 до 10-11.  
Цi цифри явно завищенi, так як помилки оцiнювалися в рамках 
гiпотези незалежностi розрядiв коду, що породжується малюнками 
райдужної оболочки ока. Для забезпечення якостi незалежностi 
вiдкидалися розряди коду, що мають кореляцiю бiльш 0.3. Так як малюнок 
райдужної оболонки ока людини є статичним бiометричним чином, його 
еталоннi параметри повиннi зберiгатися в захищенiй формi. У виглядi 
звичайної хеш-функцiї коду або у виглядi бiометричної хеш-функцiї, 
налаштованої враховувати параметри малюнка райдужної оболонки ока 
конкретної людини [9]. Бази еталонних даних малюнкiв райдужної 
оболонки ока повиннi бути знеособленi 
Безпосереднiй аналiз геометрiї особи людини  основується на засадах 
методологiї викладеної в [6]. Зазвичай люди пiзнають один одного по 
особливостям рис обличчя. Посвiдчення особи, паспорта, водiйських  прав, 
як правило, мають фотографiю їх власника.  
Спроби автоматизувати процедуру розпiзнавання людини за 
особливостями рис обличчя привели до появи двох класiв засобiв 
бiометричної iдентифiкацiї.  
Перший клас подiбних засобiв аналiзує плоскi зображення обличчя 
людини (2D-портрети). Робота цих пристроїв iлюструється на рис. 1.7. 
Двомiрнi аналiзатори плоских зображень знаходять на портретi 
людини «анфас» характернi точки (рис. 1.7) i вiдстанi:  
- мiж центрами очей; 
- мiж лiнiєю очей i кiнчиком носа; 
- вiдповiдного найбiльшiй ширинi носа; 
- мiж дугами брiв i нижньою точкою пiдборiддя; 
- мiж нижнiми точками мочок вух; 
- мiж кiнчиком носа i нижньою точкою губ. 
 
    
Рисунок 1.7 -  Видiлення особливих точок на плоских фотографiях 
людини з подальшим обчисленням вiдстаней мiж ними 
При аналiзi двомiрних зображень портрета людини в профiль 
використовуються аналогiчнi добре видiляються точки, при цьому добре 
видiляються точки на контурi особи можуть бути доповненi вiдстанями до 
добре видiляються точок на вушнiй раковинi людини.  
Двомiрнi аналiзатори взаємного розташування рис обличчя 
дозволяють отримати досить мiзерну бiометричну iнформацiю, 
забезпечуючи ймовiрностi помилок другого роду (пропуск «Чужого») на 
рiвнi 0.05. Перехiд до бiльш складного тривимiрному аналiзу геометрiї 
особи дозволяє значно збiльшити обсяг одержуваної бiометричної 
iнформацiї. Для отримання тривимiрних зображень можуть бути 
використанi двi камери [10] або одна фотокамера зi спецiальною 
пiдсвiткою.  
Наприклад, це може бути пiдсвiчування системою поздовжнiх i 
поперечних смуг свiтла, що утворюють рiвномiрну сiтку при висвiтленнi 
площинi. При такому пiдсвiчуваннi на обличчi iдентифiкованого людини 
виходить сiтка, осередки, якої деформованi пропорцiйно вiдстанi вiд 
пiдсвiчування точок до фотокамери. 
Аналiз геометрiї вушних раковин виконується  у вiдповiдностi  до 
методологiї викладеної в [6].  
Створюючи першу систему бiометричної iдентифiкацiї людини, 
Альфонс Бартiльон велику увагу придiляв визначенню типу i форми 
вушних раковин людини.  
Причина такої великої уваги в тому, що варiацiя положення i розмiрiв 
вушних раковин у людей суттєво вище, нiж варiацiї розмiрiв iнших частин 
тiла. Крiм того, вушнi раковини значно вiдрiзняються за формою у рiзних 
людей. 
На рис. 1.8  приведенi фотографiї вушних раковин п'ятьох випадково 
обраних чоловiкiв в масштабi, що вiдтворює реальнi спiввiдношення 
розмiрiв вушних раковин. 
Незважаючи на те, що форма i розмiри вушних раковин iстотно 
варiюються, поки немає ефективних бiометричних систем, що 
використовують геометрiю вушних раковин.  
Мабуть, це пов'язано з проблемами тривимiрного технiчного зору. 
Поки засоби штучного зору двовимiрних, вони не можуть створювати i 
запам'ятовувати складну тривимiрну форму вушних раковин. Витягти ж з 
двомiрних образiв вушних раковин досить великий обсяг бiометричної 
iнформацiї не вдається. 
 
 
 
Рисунок 1.8 - Рiзнi форми вушних раковин п'ятьох випадково 
обраних чоловiкiв, наведенi в одному масштабi 
 
Робляться спроби використання оконтуривания зображення вушних 
раковин, однак, все програми оконтуривания виявляються дуже чутливими 
до бiчної пiдсвiчуваннi i добре працюють тiльки на нерухомих об'єктах.  
Iмовiрно iнтелектуальнi можливостi бiометричних систем будуть 
поступово посилюватися i, вiдповiдно, спостереження складної геометрiї 
вушних раковин стане доступним для практичного застосування, якщо 
перейти до аналiзу 3D-геометрiї складної форми вушних раковин. 
Зробити геометрiю вушних раковин дiйсно ефективної для захисту 
особистої iнформацiї можна тiльки забезпечивши її конфiденцiйнiсть через 
розмiщення в нейромережевих контейнерах i забезпечивши додатково 
анонiмнiсть (знеособленiсть) власника бiометрiї пiд час виконання 
процедур аутентифiкацiї.  
Аналiз рукописного почерку. Принцип iдентифiкацiї людини по 
рукописного пiдпису, в тому числi без використання електронних засобiв її 
обробки, застосовується не одне сторiччя. Цей спосiб iдентифiкацiї 
особистостi побудований на тому, що автор придумує собi факсимiле, 
бажано, воно мало iстотнi вiдмiнностi за формою вiд класичного написання 
букв у виглядi додаткових елементiв (розчеркiв, повернень, накладення 
букв). 
При розглядi даного типу iдентифiкацiї необхiдно звернути увагу на 
наступнi незалежнi пiдходи: 
– iдентифiкацiю автора по статичнiй пiдписи вже присутньої на 
пiдприємствi, що перевiряється документi;  
– iдентифiкацiя автора по динамiчному образу, воспроизводимому 
автором пiдпису, що вводиться їм в комп'ютер в момент своєї iдентифiкацiї 
при можливостi спостереження iндивiдуальних особливостей звичних для 
автора пiдсвiдомих рухiв.  
У першiй постановцi завдання мова йде про порiвняння зображень, 
вiдтворених ранiше в невiдомої послiдовностi. У другiй постановцi 
завдання є данi про параметри коливання пера автора при вiдтвореннi їм 
пiдписи в тривимiрному просторi. Якщо користуватися тривимiрною 
системою координат (X, Y, Z), то данi про динамiку вiдтворення пiдпису 
отримують у виглядi двох функцiй часу коливань пера в площинi 
графiчного планшета X (t), Y (t) i ще однiєї функцiї - змiна тиску пера на 
графiчний планшет Z (t). 
Необхiдно враховувати, що рiшення першого пiдходу є важко 
реалiзованим для рiвня розвитку сучасних iнформацiйних технологiй i, як 
правило, автоматичнi банкiвськi системи iдентифiкацiї автографiв 
працюють iстотно гiрше досвiдченого касира. Як правило, цi системи 
тiльки напiвавтоматичнi, вони полегшують роботу перевiряючого, даючи 
йому, вiдповiднi чисельнi характеристики близькостi фрагментiв пiдписи 
до оригiналу, але остаточне рiшення приймає людина. На сьогоднi, вiдомi 
технiчнi рiшення першого варiанту постановки задачi по iмовiрнiсним 
характеристикам iстотно гiрше, нiж статистика роботи досвiдчених людей 
(експертiв). Саме з цiєї причини фiрми виробники не дають статистичних 
даних про помилки першого i другого роду для iдентифiкацiї автора по 
статичному образу його пiдпису. 
Другий пiдхiд навпаки дозволяє забезпечити набагато бiльшу 
точнiсть розпiзнавання при використаннi автоматизованих систем, що 
здiйснюють витяг чисельними параметроми вiдповiдностi. Дану 
особливiсть слiд враховувати при розглядi можливих варiантiв атак на 
систему, в тому числi, ситуацiї обвода, чужi пiдписи i зупинок для 
прийняття свiдомого рiшення пiд час пiдробки. Експерт не має подiбної 
динамiчної iнформацiї i вiдповiдно зростає ймовiрнiсть прийняття даного 
пiдпису, як дiйснго. За наявностю факту  вiзуальної вiдповiдностi 
еталонного пiдпису. 
Практично всi сучаснi комерцiйнi систем iдентифiкацiї користувача 
по рукописному образу слiд роздiлити на одну, двох i трьох координатнстьi, 
вiдмiннiсть полягає в тому, що аналiз динамiки охоплює одну криву, пару 
кривих або повну множину кривих X (t), Y (t), Z ( t). Однокоординатнi 
системи можуть бути побудованi шляхом облiку будь-який з цих 
тимчасових функцiй, забезпечуючи ймовiрностi помилок першого i 
другого роду на рiвнi 0,1. Двох координатнi системи використовують будь-
яку пару функцiй часу з трiйки X (t), Y (t), Z (t), i на сьогоднiшнiй день, 
дозволяють досягти рiвня ймовiрностi помилок близько 0,01. Найбiльш 
складнi системи використовують повну трiйку функцiй, забезпечуючи 
рiвень вiрогiдностi помилок першого / другого роду порядку 0,003. 
Слiд зазначити, що деякi з систем бiометричної iдентифiкацiї за 
пiдписом використовують не самi проекцiї функцiй X (t), Y (t), Z (t) на осi 
координат, а їх першу або другу похiдну, дана особливiсть обумовлена 
тiльки типом використовуваного датчика, чутливого до похiдної, i 
практично не впливає на якiсть i обсяг вихiдної iнформацiї з нього 
одержуваної. Штучне нарощування числа аналiзованих функцiй за рахунок 
вимiрювання їх самих i їх же похiдних недоцiльне, так як всi лiнiйнi 
перетворення первiсних дають сильно корельованi данi. Зокрема, кореляцiя 
бiометричних даних, отриманих з первiсної X (t), i бiометричних даних 
отриманих з її похiдною dX (t) / dt, близька до одиницi. 
Необхiдно пояснити, що помилка першого роду або помилковий 
вiдмова справжньому користувачевi системи з ймовiрнiстю 0,01 - це цiлком 
прийнятна характеристика для бiльшостi областей застосування даного 
виду систем iдентифiкацiї. Iнше працювати з помилками другого роду або 
хибним пропуском зловмисника. Для ряду практичних застосувань 
ймовiрнiсть помилок другого роду 0.01 є неприйнятно великою величиною. 
Для зниження цiєї помилки в 104 ... 106 разiв вик особистостi по динамiцi 
вiдтворення бiометричного пароля. Як бiометричного за зазвичай 
використовується якась пов'язана лiтерна послiдовнiсть, наприклад слово 
зi словника, або група слiв. Автором зберiгається в секретi як, саме слово - 
пароль, так i його iндивiдуальнi особливостi написання. В цьому випадку 
для слова - пароля, що мiстить вiд 5 до 10 букв, 
Бiльшого зниження помилки другого роду можна домогтися, 
використовуючи в якостi бiометричного пароля слова, якi не мають сенсу, 
але цей шлях пов'язаний з додатковими труднощами запам'ятовування слiв 
з випадкового поєднання букв.  
У свою чергу тягне виникнення уразливостi записи користувачем 
складного пароля на будь-який небезпечний носiй, наприклад аркуш 
паперу, що безумовно знижує ефективнiсть даного виду захисту лише до 
рiвня забезпечуваного iндивiдуальнiстю динамiки пiдпису. 
За звичай враховуються при iдентифiкацiї динамiчнi параметри 
отриманi шляхом обчислення деяких лiнiйних функцiоналiв по повнiй 
реалiзацiї пiдписiв або по її фрагментами.  
Далi будемо називати глобальними динамiчнi параметри, обчисленi 
по повнiй реалiзацiї кривих Y (t), X (t), Z (t). Локальними динамiчними 
параметрами будемо називати аналогiчнi параметри, але обчисленi за 
деякими вiдрiзкам повних кривих Y (t), X (t), Z (t), наприклад, що 
вiдповiдають рiзним буквах парольного слова. 
При обчисленнi лiнiйних функцiоналiв зручно використовувати 
ортогональнi функцiонали Фур'є, Уолша, Хаара. Вибiр ортогональних 
перетворень обумовлений тим, що вони дають данi з меншою внутрiшньою 
кореляцiєю в порiвняннi з iншими НЕ ортогональними функцiоналами. 
Для визначеностi задамося функцiоналами Фур'є, тодi глобальнi 
динамiчнi параметри будуть мати сенс коефiцiєнтiв ряду Фур'є при синусах 
i косинусах, що обчислюються наступним чином: 
 𝑎"# = 	 &' cos 𝑘 ,-' 𝑡 𝑑𝑡0(2)4 ,     (1.1) 𝑏"# = 	 &' sin 𝑘 ,-' 𝑡 𝑑𝑡0(2)4 ,     (1.2) 𝑎8# = 	 &' cos 𝑘 ,-' 𝑡 𝑑𝑡9(2)4 ,     (1.3) 𝑏8# = 	 &' sin 𝑘 ,-' 𝑡 𝑑𝑡9(2)4 ,     (1.4)  𝑎:# = 	 &' cos 𝑘 ,-' 𝑡 𝑑𝑡;(2)4 ,     (1.5) 𝑏:# = 	 &' sin 𝑘 ,-' 𝑡 𝑑𝑡;(2)4 .    (1.6) 
, де T - повний час введення пiдпису. 
За звичай враховується кiнцеве число коефiцiєнтiв ряду Фур'є. 
Лiнiйнiсть використовуваних ортогональних функцiоналiв дозволяє 
вкрай просто здiйснювати операцiю масштабування сигналiв по осях X, Y, 
Z. Для визначення невiдомих масштабiв тiльки що введеної пiдписи досить 
вирiшити 3 наступних незалежних лiнiйних рiвняння:  
 𝜇" ∙ (𝑎"#, +&?#@& 𝑏"#, )A = 𝐶",     (1.7) 
𝜇8 ∙ (𝑎8#, +&?#@& 𝑏8#, )A = 𝐶8,     (1.8)  𝜇: ∙ (𝑎:#, +&?#@& 𝑏:#, )A = 𝐶:.     (1.9) 
 
де Сx, Cy, Cz - це значення квадратних коренiв в цих же рiвняннях, що 
вiдповiдають першому введеної пiдпису.  
Для приведення даних до масштабу першої введеної пiдписи досить 
помножити значення обчислених лiнiйних функцiоналiв на отриманi з 
рiвнянь масштабнi коефiцiєнти. Слiд мати на увазi, що проблема 
приведення до єдиного масштабу даних досить важлива i має коректне 
рiшення тiльки в класi лiнiйних функцiональних перетворень. При 
використаннi нелiнiйних функцiоналiв ця проблема може не мати 
коректного рiшення. 
Локальнi динамiчнi параметри обчислюються так само, як i 
глобальнi, з тiєю лише рiзницею, що перiод iнтегрування береться рiвним 
деякому добре спостерiгаєму локальному вiдрiзку часу.  
 Зокрема локальнi динамiчнi параметри можуть бути обчисленi на 7 
iнтервалах торкання пера графiчного планшета, мiж 8 вiдривом пера (8 
синхронними зверненнями в нуль функцiй Y (t), X (t)).  
Крiм вiдривiв пера вiд планшета для дроблення пiдписи на 
фрагменти можуть використовуватися перетину фрагментiв траєкторiї 
пiдписи, точки змiни напрямку руху, кутовi точки букв, що мають розрив 
похiдної. 
За звичай число видiлених локальних дiлянок пiдпису в першому 
наближеннi виявляється пропорцiйно числу букв в рукописному викна, що 
вiдтворюється словi (коефiцiєнт пропорцiйностi знаходиться в межах вiд 1 
до 2,4 в залежностi вiд використаних алгоритмiв фрагмета я). 
На кожному з локальних дiлянок обчислюється порiвняно невелике 
число параметрiв (вiд 2 до 6). 
Слiд пiдкреслити, що спiввiдношення мiж глобальними i локальними 
динамiчними параметрами має бути розумно збалансовано. Глобальнi 
динамiчнi параметри описують схожiсть пiдписи на зразок в цiлому, а 
локальнi динамiчнi параметри дозволяють оцiнювати схожiсть вiдтворення 
на еталон кожної з букв, кожного фрагмента пiдпису. 
При несвiдомому пiдсвiдомому вiдтвореннi слова з певною частотою 
з'являються новi додатковi фрагменти пiдпису, при цьому так само можуть 
зникати (зливатися) ранiше роздiленi сусiднi фрагменти.  
В результатi дроблення пiдписи на фрагменти виявляється 
неоднозначним, при навчаннi фiксується кiлька варiантiв пiдписи 
присутнiх у автора. 
З ситуацiї неоднозначною розмiтки пiдпису можливо два виходи. 
Перший вихiд пов'язаний з формуванням декiлькох незалежних еталонiв, 
при цьому для формування кожного еталона потрiбно кiлька пiдписiв, що 
ускладнює процес навчання системи. Другий шлях пов'язаний з 
приведенням всiх варiантiв до деякого усередненого варiанту. 
Бiометричний еталон для цього класу систем формується на етапi 
навчання i повинен вiдображати як стабiльну, так i нестабiльну складовi 
бiометричних даних iдентифiкованої особистостi. 
 Бiометричний зразок пiдписи (слова-пароля) може формуватися 
кiлькома способами залежно вiд прийнятого в системi вирiшального 
правила. Зокрема, якщо рiшення в системi приймається нейронною 
мережею, то роль бiометричного зразка гратимуть структура штучної 
нейронної мережi, вид i параметри функцiй збудження. У разi, коли 
рiшенняпримаєтьсяймається детермiнованим вирiшальним правилом, роль 
бiометричного зразка можуть грати вектор значень математичних 
очiкувань вимiрюваних динамiчних параметрiв i вектор значень дисперсiй 
цих Реальнi показники можуть вiдрiзнятися. 
Однiєю з основних проблем систем iдентифiкацiї цього класу є те, 
що їх параметри iстотно залежать вiд психологiчного стану людей i 
стабiльностi їх почерку.  
Для людей зi стабiльним рукописним почерком цi системи працюють 
значно краще, нiж для середнього людини, але, в той же час, системи цього 
класу можуть бути дискредитованi людьми з нестабiльним почерком. 
 Крiм того, введення бiометричної авторизацiї та iдентифiкацiї, 
сильно обмежують свободу дiй користувачiв в корпоративних мережах, 
перший час можуть спостерiгатися спроби навмисного дискредитацiї 
бiометричних систем через штучну симуляцiю нестабiльного почерку.  
 
1.2. Особливостi аналiзу бiометричних образiв у системах 
аутентифiкацiї 
 
Для того щоб скористатися бiометричним захистом, необхiдно вмiти 
перетворювати багатовимiрний континуум бiометричних даних образу 
«Свiй» в код криптографiчного ключа доступу. Для цього потрiбно 
вiдсканувати заявлений бiометричний образ i обчислити контрольованi 
бiометричнi параметри [6]. Далi слiд пред'явити бiометричнi параметри на 
вхiд перетворювача бiометрiя-код, як це показано на рис. 1.9. 
Сам перетворювач бiометрiї в код може бути виконаний рiзними 
технологiями, наприклад, можуть бути використанi так званi «нечiткi 
екстрактори» i [11]. Шляхом створення «нечiтких екстракторiв» йдуть в 
основному англомовнi дослiдники.  
 
Рисунок 1.9 - Перетворення бiометричних параметрiв в код ключа 
 
В Українi,  Росiї i Казахстанi перетворювачi бiометрiя-код будуються 
з використанням штучних нейронних мереж [12].  
Необхiдно заздалегiдь вибрати структуру зв'язкiв штучних нейронiв 
мережi, а потiм навчити її [13] так, щоб приклади бiометричного образу 
«Свiй» давали на виходi перетворювача код особистого криптографiчного 
ключа громадянина України, Росiї або Казахстану, а для прикладiв образiв 
«Чужий» на виходi перетворювача виходила випадкова кодова комбiнацiя.   
Незалежно вiд того, яка технологiя використовується, перетворювач 
бiометрiя-код завжди має бiльше вхiдних бiометричних даних, нiж число 
його виходiв (нiж довжина вихiдного криптографiчного ключа). Так, на рис. 
1.10. перетворювач має N = 512 вхiдних бiометричних параметрiв i тiльки 
n = 256 вихiдних розрядiв криптографiчного ключа. Умова N=n завжди 
виконується через низьку iнформативнiсть бiометричних даних. Одного 
бiометричного параметра, як правило, не вистачає для отримання одного 
бiта криптографiчного ключа. Обов'язково необхiдно використовувати 
надлишкове число бiометричних параметрiв для того, щоб виправляти 
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помилки кодування в «нечiтких екстракторах» або «збагачувати» вхiднi 
бiометричнi данi нейронною мережею перетворювача.   
 
 
 
Рисунок 1.10 - Подання багатовимiрного образу «Свiй» малим 
числом прикладiв (7 прикладiв) 
Ще однiєю важливою причиною труднощi бiометричної 
аутентифiкацiї є висока розмiрнiсть завдання (доводиться враховувати 512 
i бiльше «поганих» бiометричних параметрiв). Саме з цiєї причини не 
вдається скористатися апаратом класичної лiнiйної алгебри та 
багатовимiрної статистики. Положення ускладнюється тим, що 
перетворювачi бiометрiя-код доводиться навчати (налаштовувати) на 
малому числi прикладiв в навчальнiй вибiрцi. 
Так, при навчаннi бiометричних засобiв аутентифiкацiї користувачi 
готовi пред'явити вiд 10 до 20 прикладiв бiометричного образу «Свiй». 
Однак, якщо їх попросити пред'явити 100 або 200 прикладiв, то ця робота 
сприймається користувачами негативно. На сьогоднi користувачi не готовi 
докладати значних зусиль для навчання своєї бiометричної програмної 
роботи (перетворювача бiометрiя-код). Останнє означає, що 512-мiрнi 
розподiлу континуумов параметрiв образу «Свiй» ми змушенi 
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представляти всього 20 прикладами по кожному з параметрiв. Ми можемо 
спробувати уявити 512-мiрний об'єм природно-континуальної форми 
подання даного способу «Свiй» через внутрiшнiй обсяг графа 20 прикладiв 
«Свiй», однак це буде дуже i дуже слабким наближенням. Ця ситуацiя 
вiдображена на рис 1.2. 
Користуючись всього 20 прикладами, неможливе точне обчислення 
математичного сподiвання бiометричних параметрiв E (vi), їх 
середньоквадратичне вiдхилення i коефiцiєнти кореляцiї мiж 
параметрами ri, j. На навчальнiй вибiрцi з 20 прикладiв вiдносна помилка в 
оцiнцi математичного очiкування може бути вiд 0 до±25%, вiдносна 
помилка середнє вiдхилення може становити вiд 0 до ±50%, вiдносна 
помилка оцiнки коефiцiєнтiв кореляцiї може бути вiд 0 до ±100%. При 
настiльки неточних даних неможливо побудувати багатовимiрну 
аналiтичну модель розподiлу даних образу «Свiй». 
 
 
 
 
 
 
 
 
РОЗДIЛ 2. ФОРМАЛIЗАЦIЯ ПРОЦЕСУ БIОМЕТРИЧНОЇ 
АУТЕНТИФIКАЦIЇ НА ОСНОВI АНАЛIЗУ ГЕОМЕТРИЧНИХ 
ХАРАКТЕРИСТИК 
2.1 Модель високонадiйної бiометричної аутентифiкацiї 
 
Як вже було зазначено в роздiлi 1, нинi iснує 7 основних технологiй 
бiометричної аутентифiкацiї, що базуються на геометричних параметрах 
особистостi:  
− малюнок папiлярних лiнiй;  
− дерево кровоносних судин пальця i долонi; 
− геометрiя долонi;  
− райдужна оболонка ока i судин очного дна;  
− геометрiя особи;  
− геометрiя вушних раковин; 
− геометрiя рукописного почерку .  
Кожна iз вище зазначених технологiй має рiзний рiвень стiйкостi, яка 
в свою чергу залежить вiд сукупностi iнформативностi як самого 
статичного образу, так i динамiчних характеристик користувача. З 
перерахованих вище семи типiв найбiльш надiйною є технологiя 
аутентифiкацiї особистостi щодо особливостей рукописного почерку. Дана 
тенденцiя є наслiдком того, що зберегти в таємницi рукописно-
вiдтворюєме  слово-пароль (парольну фразу) багато простiше, нiж зберегти 
в таємницi параметри iнших перерахованих бiометричних образiв.  
У свою чергу, данi системи мають низьку вартiсть обладнання. 
Також вони можуть використовувати стандартнi засоби введення 
рукописної графiки.  
В даному  разi  також  потрiбно  враховувати, що на сьогоднi  значна 
кiлькiсть кишенькових комп'ютерiв мають здатнiсть рукописного введення 
у виглядi сенсорного екрану. 
 Для настiльних комп'ютерiв можуть бути використанi графiчнi 
планшети. Вартiсть графiчного планшета EasyPainer становить в Українi 
близько 120 дол., що i стало основною причиною орiєнтацiї на них 
вiтчизняних виробникiв пристроїв бiометричної аутентифiкацiї. 
Разом з тим найбiльш поширеними є технологiї бiометричної 
аутентифiкацiї базуються на аналiзi вiдбиткiв пальцiв i геометрiї особи. 
Саме такi технологiї використовуються в сучасних бiометричних 
паспортах i системах видореєстрацiї. Високонадiйнi бiометричнi засоби 
аутентифiкацiї мають типову структуру показаної на рис. 2.1. 
 
Рисунок 2.1 - Типовий алгоритм бiометричної-криптографiчної 
аутентифiкацiї 
Таким чином типовий алгоритм бiометричної-криптографiчної 
аутентифiкацiї включає в себе етапи: 
пред'явлення бiометричного способу системi; 
перетворення фiзичного бiометричного образу людини в 
електронний бiометричний образ через первиннi перетворювачi фiзичних 
величин в електроннi цифровi данi; 
здiйснює нормування електронних образiв i обчислення вектора 
бiометричних параметрiв, наприклад, у виглядi коефiцiєнтiв Фур'є в 
засобах аутентифiкацiї по динамiцi вiдтворення рукописного пароля; 
перетворення вектора бiометричних параметрiв у код ключа (пароля) 
для подальшої криптографiчного аутентифiкацiї; 
криптографiчний аутентифiкацiю користувача за її ключем або 
паролем. 
Базуючись на аналiзi цього алгоритму i результатах визначено, що 
порушник може здiйснювати атаки на будь-якi з етапiв здiйснення 
високонадiйної бiометричної iдентифiкацiї. Iснує три основних типи атак: 
атаки заснованi на знаннi способу тобто з використанням так званих 
муляжiв, якi в свою чергу можуть мати фiзичну структуру та бути 
еквiвалентом способу висунутого користувачем, наприклад злiпок 
вiдбитка пальця або бути електронним еквiвалентом, i являти собою 
матрицю вiдповiдної висунутої легiтимним користувачем i застосовується 
в основному для систем заснованих на динамiчних параметрах образу; 
атаки заснованi на частковому знаннi способу, наприклад, при 
наявнiсть зразкiв пiдпису легiтимного користувача, але не є образом (що 
не мiстять пароль) для входу в дану систему; 
атаки без знання способу, тобто стала на генерацiї випадкових 
послiдовностей параметрiв. 
 
2.2 Моделювання процесу оцiнювання iнформативностi 
бiометричних образiв 
 
Оцiнка iнформативностi за допомогою реалiзацiї атаки пiдбору 
корельованим шумом. Даний вид атаки заснований на прагненнi 
зловмисника здiйснити пiдбiр та подальшу установку параметрiв системи 
або пред'явлення образу, який прийме система, грунтуючись на деяких 
даних отриманих з образу легiтимного користувача. Вразливi процедури 
високонадiйної системи для реалiзацiї атаки на корелювання сигналiв 
представленi на рис. 2.2. 
Необхiдно вiдзначити, що унiкальнiсть вiдкритих рукописних 
образiв не велика в порiвняннi з вiдбитками пальцiв або райдужної 
оболонкою ока. Так, якщо зловмисниковi вiдомий рукописний пароль з 5 
букв i його накреслення, то вiн входить в систему з ймовiрнiсть 0.01. Для 
пiдбору динамiки вiдтворення рукописного способу досить близько 100 
спроб. Однак кожне нове слово, яке вiдрiзняється хоча б одним знаком ми 
повиннi розглядати, як абсолютно нове слово. Динамiка рукописного 
написання букв iстотно змiнюється в залежностi вiд попереднiх знакiв. 
Бiометричнi системи, зокрема заснованi на написаному Вами паролi 
розпiзнають користувача шляхом контролю будь-яких параметрiв. Зокрема 
для контролю можуть бути використанi синуснi i косинуснi коефiцiєнти 
Фур'є. Практика показала, що щiльностi розподiлу значень, 
контрольованих коефiцiєнтiв Фур'є близькi до нормальних. 
Можна умовно видiлити безлiч значень, що пiдкоряються 
нормальному закону розподiлу n-го косинусного коефiцiєнта Фур'є для 
«Чужих», який знає пароль i «Свiй» знає парольну фразу.  
На якiсть контрольованих даних впливає спiввiдношення дисперсiй i 
вiдстань мiж центрами подiлюваних множин. Чим менше значення 
дисперсiй i чим бiльше вiдстань мiж центрами подiлюваних множин, тим 
краща якiсть даних. Чисельно якiсть контрольованих параметрiв може бути 
обчислено наступним чином: 
                   (2.1) 
 
де  mc - математичне очiкування значень контрольованого 
параметра безлiчi «Свiй», 
mч - математичне очiкування значень контрольованого параметра 
безлiчi «Чужi», 
σс - дисперсiя значень контрольованого параметра безлiчi «Свiй», 
σч- дисперсiя значень контрольованого параметра безлiчi «Чужi». 
 
Рисунок 2.2 - Вразливi процедури високонадiйної системи для реалiзацiї 
атаки на корелюванi сигнали 
При такому розрахунку показники якостi для кожного 
контрольованого параметра виявляються рiзними. Для одних параметрiв 
показники якостi високi, а для iнших параметрiв низькi. Очевидно, що 
бiометрична система широкого застосування буде вивчена зловмисниками, 
перед атакою i, вiдповiдно, вони будуть знати найбiльш iмовiрнi значення 
параметрiв. Починати атаку на бiометричну систему шляхом перебору 
можливих значень контрольованих параметрiв вигiдно саме з їх найбiльш 
iмовiрних значень. Як наслiдок стiйкiсть бiометричного пароля буде тим 
вище,  бiльший  пароль буде давати параметри високої якостi з малою 
дисперсiєю i з центром далеко вiд центру розподiлу «Чужi», яким не 
вiдомий пароль. 
Основними дiлянками системи високонадiйнiй бiометричної 
аутентифiкацiї в яких може бути здiйснена атака даного типу є процедури: 
1. Первинного перетворення фiзичного образу в 
електронний. 
2. Обчислення вектора контрольованих 
бiопараметров. 
3. Перетворювач вектора бiопараметрiв в ключ 
(пароль). 
Реалiзацiя першої процедури полягає в пред'явленнi системи 
аутентифiкацiї образу створеного на основi кореляцiї образу легiтимного 
користувача, або довiльних образiв, якщо iншi недоступнi. Наприклад, для 
систем на основi рукописного введення пароля можливо два основнi 
варiанти перетворення вихiдних образiв: 
a) здiйснюючи нарiзку рукописного тексту довiльним чином на рiвнi 
шматки, не обов'язково вiдповiдають положенню букв в парольний фразi; 
б) здiйснюючи нарiзку рукописного тексту з використанням 
механiзму визначення меж букв в пральнiй фразi. 
Пiсля чого отриманi фрагменти перемiшуються довiльним чином або 
за розробленим алгоритмом i об'єднуються, шляхом «склеювання» з 
використанням згладжування меж. Обидва варiанти мають як свої плюси 
так i мiнуси, до позитивних аспектiв першого пiдходу можна вiднести 
простоту реалiзацiї i задовiльнi параметри нормалiзацiї за умови розмiру 
фрагментiв порiвнянних з розмiром лiтер, другий пiдхiд хоча i забезпечує 
бiльше наближення i бiльш просте рiшення задачi об'єднання фрагментiв, 
але в той час виникає проблема розробки ефективного механiзму 
здiйснення видiлення окремих букв з рукописного тексту, яка до цих пiр не 
має однозначного вирiшення. 
Для систем аутентифiкацiї заснованi на аналiзi способу папiлярного 
малюнка пальця, подiбнi атаки не є ефективними через трудомiсткiсть 
пред'явлення динамiчно переконфiгурування носiя образу через його 
фiзичної сутностi. 
Атака на процедуру обчислення вектора контрольованих 
бiопараметров вимагає втручання у функцiонування системи 
аутентифiкацiї тобто в електроннi схеми i \ або програмнi виходи. Подiбнi 
атаки вважаються найбiльш небезпечними для систем побудованих на 
пред'явленнi iдентифiкатора у виглядi папiлярного малюнка пальця. 
Наприклад, можна видiлити два основних способи: 
b) атака заснована на моделюваннi папiлярного малюнка у зовнiшнiй 
системi \ програмi i подальшому видiленням контрольних точок тобто 
точок, розташованих на зображеннi вiдбитка пальця в мiсцях закiнчення 
вiдбиткiв гребенiв або в мiсцях бiфуркацiї гребенiв. Опис зображення 
вiдбитка пальця в термiнах розташування i орiєнтацiї контрольних точок 
закiнчення i бiфуркацiй гребенiв дозволяє гарантовано визначити, чи є два 
зображення вiдбитками одного i того ж пальця. 
б) атака заснована на крадiжки iдентифiкатора мiстить бiометричний 
образ вiдбитку. Нападаючий може отримати зразки вiдбиткiв пальцiв 
кiнцевого користувача, витягти з нього бiометричнi данi i представити цi 
данi по вкраденiй картi вiдповiдної людини. Щоб уникнути подiбних 
несанкцiонованих нападiв, а також розкрадань бiометричних даних, якi 
використовуються в процесi верифiкацiї, потрiбен надiйний канал зв'язку 
мiж iдентифiкацiйною картою i сервiсної системою. 
Для систем високонадiйної бiометричної аутентифiкацiї заснованих 
на написаному Вами паролю так само можлива реалiзацiя атак на даному 
рiвнi, але вони не будуть доцiльними, з причини того, що якщо можливо 
безпосередньо втручання у функцiонування системи аутентифiкацiї, то 
необхiдно використовувати найменш трудомiсткi i ефективнi шляхи 
реалiзацiї атак, що i визначає перевагу атак на блок перетворення 
бiометричного способу в ключ, наприклад на нейросеть (Росiя i Казахстан) 
або мережу на нечiтких  стракторах (США); 
Атака на перетворювач вектора бiопараметрiв в ключ (пароль) як 
правило є вiдправною точкою для початку атак для всiх типiв систем 
аутентифiкацiї на основi бiометричних образiв. Початок атаки на данiй 
стадiї дозволяє скоротити час на її реалiзацiї, як через можливостi 
розрахунку кореляцiйних матриць, що подаються на входи нейромережi iз 
залученням необмежених зовнiшнiх ресурсiв, так i через можливої 
наявностi в системi високонадiйнiй бiометричної аутентифiкацiї 
механiзмiв штучно уповiльнюють зчитування i розкладання на вектори 
вихiдного бiометричного образу. З цiєї причини загальну стiйкiсть системи 
доцiльно визначати саме на цьому етапi. Так при високiй якостi 
бiопараметров тобто їх високої стабiльностi, стiйкiсть бiометричного 
пароля до пiдбору складе близько тисяча двадцять двi спроби при контролi 
системою 64 параметрiв.   
При зниженнi стабiльностi, стiйкiсть до злому бiометричного 
способу складе приблизно 1010 спроб. Для злому бiометричної системи 
захисту зi слабким бiометричним паролем потрiбно перебирати набагато 
менше число варiантiв (число варiантiв скоротилося на 12 порядкiв). Це 
означає, що дiйсно надiйнi бiометричнi системи повиннi вмiти 
контролювати очiкувану стiйкiсть використовуваного її користувачем 
бiометричного пароля. 
Сучаснi бiометричнi системи захисту повиннi вмiти обчислювати 
якiсть всiх контрольованих бiометричних параметрiв i вмiти прогнозувати 
свою стiйкiсть до злому простим перебором можливих поєднань 
бiометричних параметрiв. Сьогоднi виробниками декларуються тiльки 
середньостатистичнi показники стiйкостi бiометричної системи, що явно 
недостатньо. Реальнi характеристики бiометричних систем при роботi з 
конкретними користувачами можуть вiдрiзнятися вiд 
середньостатистичних на десятки порядкiв. Тому виникає необхiднiсть 
вiдiйти вiд абстрактного поняття середньостатистичний користувач i 
перейти до оцiнки стiйкостi, а вiдповiдно iнформативного способу 
конкретного користувача системи. 
Наприклад, статистичнi дослiдження системи «Нейрокрiптон» 
(ФГУП ПНIЕI) показали, що з точки зору особливостей почерку всiх людей 
можна роздiлити на 7 класiв. Кожен клас має рiзну стабiльнiсть почерку, 
яка тiльки залежить вiд парольного слова тобто користувач при його змiнi 
може перейти на один клас нижче або вище, проте перехiд до 2 класу вгору 
i вниз можливий, але затруднений. Стiйкiсть системи до атак пiдбору 
iстотно залежить вiд класу, до якого система вiднесла користувача. 
На рис. 2.3 наведенi процентнi спiввiдношення людей в кожному 
класi i стiйкiсть класiв по вiдношенню до атак пiдбору за умов вiдомого 
рукописного слова i невiдомого рукописного слова.  
 
Рисунок 2.3 - Стiйкiсть класiв стабiльностi рукописного введення 
по вiдношенню до атак пiдбору 
Найбiльш стабiльний клас користувачiв при збереженнi в таємницi 
бiометричного способу має ймовiрнiсть помилки другого роду на рiвнi 10-
33. Найстабiльнiший сьомий клас користувачiв взагалi не може бути 
однозначно пiзнаний системою. Середньостатистичний користувач має 
можливiсть помилки другого роду на рiвнi 10-9. У пiдсумку можна зробити 
висновок про те, що люди з унiкальним i стабiльним почерком мають 
ймовiрнiсть помилки другого роду на 24 порядки менше, нiж 
середньостатистичний користувач. Таким чином, стiйкiсть системи багато 
в чому визначається iндивiдуальними характеристиками самого 
користувача. 
Помилка у визначеннi класу може привести до завищення або 
заниження стiйкостi системи на кiлька порядкiв. 
Необхiдно використовувати спецiальнi нейромережевi механiзми для 
коректного i достовiрного визначення класу користувача по його реальним 
бiометричними параметрами. Для систем заснованих на пред'явленнi 
вiдбиткiв пальцiв групи користувачiв по стабiльностi не видiляються на 
увазi статичностi образу. Атаки на етапах введення образу i процедури 
криптографiчний аутентифiкацiя по ключу (паролю) не розглядаються, так 
як успiшнiсть першої не може бути описана математично, а друга ставитися 
до областi криптографiї та еквiвалентної  атаки на систему з дуже довгим 
ключем. 
Оцiнка iнформативностi за допомогою реалiзацiї атаки пiдбору бiлим 
шумом. Даний вид атаки заснований на прагненнi зловмисника здiйснити 
повний перебiр i подальшу установку параметрiв системи, якi прийме 
система, визнавши його легiтимним користувачем. Вразливi процедури 
високонадiйної системи для реалiзацiї атаки на некоррелiрованi сигнали 
представленi на рис. 2.4. 
Атаки даного типу на перший погляд повиннi бути менш бажаними 
нiж, заснованi на кореляцiйному принципi, так iстотно зростає потужнiсть 
безлiчi можливих комбiнацiй параметрiв, адже вони вибираються не згiдно 
з яким-небудь законом розподiлу, а на пiдставi рiшення генератора 
псевдовипадкових чисел. 
Практичнi дослiдження показали, що данi атаки представляють 
найбiльшу загрозу для систем високонадiйнiй бiометричної аутентифiкацiї, 
так як, не вимагають знання про особливостi користувачiв системи, 
математичного обґрунтування вибору кореляцiйних матриць. Даний тип 
атак доцiльно застосовувати лише на етапi перетворення вектора 
бiопараметров в ключ, в тому числi не тiльки подачею на вхiд нейромережi, 
а й на окремi її дiлянки. 
 
Рисунок 2.4 - Вразливi процедури високонадiйної бiометричної 
аутентифiкацiї при атацi на некорелюванi шуми 
 
  Стiйкiсть класiв стабiльностi рукописного введення по вiдношенню 
до атак пiдбору випадковим сигналом представлено на рис. 2.5. До переваг 
даного пiдходу можна вiднести незалежнiсть вiд використовуваного 
бiометричного способу лише вiд конфiгурацiї нейромережi. 
 Рисунок 2.51 -  Стiйкiсть класiв стабiльностi рукописного введення по 
вiдношенню до атак пiдбору випадковим сигналом 
У пiдсумку можна сформулювати висновок про те, що оцiнити 
iнформативнiсть бiометричних образiв можливо на пiдставi показникiв 
стiйкостi нейромережевої системи аутентифiкацiї до однiєї з таких атак. 
 
2.3. Концептуальна модель забезпечення ефективної нейромережевої 
оцiнки iнформативностi бiометричних образiв 
 
Результати проведених дослiджень даної роботи, вказують на 
перспективнiсть застосування нейронних мереж для оцiнки 
iнформативностi образiв в системах бiометричної аутентифiкацiї. Для 
цього необхiдно вирiшити наукове завдання нейромережевого 
розпiзнавання бiометричних образiв на пiдставi аналiзу вiдповiдних їм 
геометричних параметрiв. Особливiстю сформульованого завдання є 
необхiднiсть теоретичного обґрунтування характеристик нейромережевих 
моделей i методiв, адаптованих до умов впровадження в сучасних системах 
бiометричної аутентифiкацiї. До вказаних умов вiдносяться допустимий 
термiн розробки, можливiсть залучення трудових ресурсiв, наявнiсть 
доступу до баз даних бiометричних образiв, необхiдних для навчання 
НСМ, особливостi системи контролю бiометричних параметрiв i 
допустимий обсяг обчислювальних ресурсiв. Рiшення даного наукового 
завдання дозволить вирiшити практичну задачу оцiнки iнформативностi 
бiометричних образiв на пiдставi точностi нейромережевого розпiзнавання 
особистостi користувача. При цьому завдання реєстрацiї, попередньої 
обробки бiометричних параметрiв i їх криптографiчних перетворень 
вважаються вирiшеними i в данiй  роботi не розглядаються [14]. 
Вiдповiдно до рекомендацiй [15], Для вирiшення сформульованого 
завдання розроблено концептуальну модель забезпечення ефективної 
нейромережевої оцiнки iнформативностi бiометричних образiв. У зв'язку з 
тим, що очiкуваний практичний результат роботи передбачає створення 
програмно-апаратного комплексу, то для визначення ефективностi 
використовувати термiнологiю в областi захисту iнформацiї, комп'ютерної 
та програмної iнженерiї. Також визначено, що в контекстi завдання даного  
дослiдження концептуальна модель, перш за все, призначена для 
формалiзацiї причинно-наслiдкових зв'язкiв, якi властивi процесу 
бiометричної аутентифiкацiї, визначених необхiднiстю пiдвищення рiвня 
захищеностi сучасних iнформацiйних систем. Крiм цього, 
− Умови функцiонування систем бiометричної аутентифiкацiї. 
− Необхiднiсть реалiзацiї ефективного використання 
нейромережевих засобiв для розпiзнавання бiометричних образiв i основнi 
напрямки полiпшення їх функцiонування. 
− Можливiсть управлiння нейромережевими засобами i визначення 
параметрiв, що змiнних. 
Будь-яка бiометричний захист будується на тому, що вiн здатен добре 
розпiзнавати образ «Свiй» i надiйно видiляти безлiч образiв «Чужi» ( «Все 
Чужi»). Очевидно, що засiб бiометричного захисту (бiометричної 
аутентифiкацiї) може помилятися. Основним завданням (завданням № 1) 
для бiометрiї є забезпечення доступу донору бiометричного образу «Свiй». 
Помилка при виконаннi цього завдання розглядається, як помилка першого 
роду. Основною характеристикою ефективностi роботи засоби 
бiометричної аутентифiкацiї є iмовiрнiсть появи помилок першого роду P1. 
Другим завданням кошти бiометричної аутентифiкацiї є перешкоджати 
доступу донору образу «Чужий». Другою найважливiшою 
характеристикою бiометричних засобiв є iмовiрнiсть появи помилок 
другого роду Р2 через можливi колiзiї образiв «Свiй» i «Чужий» на 
розглянутому безлiчi ознак (бiометричних параметрiв). Очевидно, що 
iмовiрнiсть помилок другого роду Р2 буде тим менше, чим бiльше 
бiометричних параметрiв приймає до уваги той чи iнший засiб 
бiометричної аутентифiкацiї. Високонадiйними можна вважати тiльки тi 
бiометричнi засоби, якi аналiзують сотнi або навiть тисячi бiометричних 
параметрiв. При цьому атакуючий не повинен знати, що пiдбирається 
бiометричного способу, тiльки в цьому випадку бiометрiя може 
розглядатися, як високонадiйна.  
На сьогоднiшнiй день кращi засоби високонадiйної бiометричної 
аутентифiкацiї забезпечують вiрогiднiсть помилок другого роду на рiвнi 
однiєї мiльярдної i менше, тобто зловмисник, який намагається подолати 
бiометричний захист, повинен пред'явити мiльярд рiзних бiометричних 
образiв (наприклад, вiдтворити своєю рукою мiльярд рукописних паролiв). 
Якщо на вiдтворення одного рукописного пароля йде 10 секунд, то 
зловмиснику потрiбно 10 млрд секунд, що складе 321 рiк безперервних 
зусиль. Це багато бiльше часу життя однiєї людини. Поодинцi простою 
пiдстановкою реальних бiометричних образiв не можна подолати 
високонадiйний захист таємним бiометричним чином.  
Разом з тим високонадiйна бiометрична аутентифiкацiя користувачiв 
можлива тiльки тодi, коли бiометричнi механiзми надiйно пов'язанi з 
криптографiчними механiзмами аутентифiкацiї. При спiльному описi 
бiометричних i криптографiчних механiзмiв, виникає проблема стикування 
їх термiнiв. На даний момент термiни бiометрiї i термiни захисту 
iнформацiї не зiстиковано i навiть при повнiй мовнiй тотожностi мають 
рiзне змiстове наповнення. 
Одним iз шляхiв вирiшення цього завдання є об'єднання термiнiв 
«бiометрiї» i «захисту iнформацiї», а так само введення вiдсутнiх термiнiв 
в цi двi предметнi областi, через використання бiльш загального 
термiнологiчного апарату «теорiї iнформацiї». «Теорiя iнформацiї» активно 
розвивалася в 50-тих, 60-тих, роках минулого столiття силами таких вчених 
як: Шеннон, Колмогоров, Фiшер i Кульбак. «Теорiя iнформацiї» 
розвивалася, в основному, для додаткiв кодування дискретних даних 
каналiв зв'язку, вимiрювальної технiки, автоматичного управлiння i 
контролю. У 90-роках i на початку цього столiття настало певне зниження 
активностi публiкацiй з «теорiї iнформацiї», однак її потенцiал як i ранiше 
потребуючий. Покажемо можливостi «теорiї iнформацiї» на прикладi 
об'єднання i доповнення термiнiв i понять «бiометрiї» i «захисту 
iнформацiї».  
В даний час йде активна робота по створенню системи мiжнародних 
бiометричних стандартiв. Для цiєї мети в ISO / IEC утворений спецiальний 
пiдкомiтет JTC1 SC37, що вiдповiдає тiльки за створення нових 
мiжнародних бiометричних стандартiв. Найближчим часом ISO / IEC JTC1 
SC37 передбачає пiдготувати i прийняти близько 20 мiжнародних 
бiометричних стандартiв. В країнах СНГ аналогом ISO / IEC JTC1 SC37 є 
ГОСТ ТК355 (Автоматична iдентифiкацiя) в особi 7-го пiдкомiтету 
(Бiометрична iдентифiкацiя).  Одним iз основних понять теорiї захисту 
iнформацiї є рiвень захищенiсть, що забезпечується тим чи iншим 
механiзмом захисту. Для прикладу, розглянемо криптографiчний механiзм 
захисту iнформацiї, побудований на алгоритмi симетричного шифрування 
з довжиною ключа 256 бiт. Для вимiрювання рiвня захищеностi по теорiї 
iнформацiї слiд побудувати деякий функцiонал iмовiрностi подолання 
цього захисту. Визначимо цей функцiонал наступним чином: 
                                              (2.2) 
де J2 - рiвень захищеностi, вимiрюваний в бiтах (довжина 
еквiвалентного симетричного довiчного ключа або логарифмiчна мiра 
числа можливих станiв еквiвалентного ключового поля),  
P2 - iмовiрнiсть подолання захисту з першої спроби або iмовiрнiсть 
удачi атаки випадкового пiдбору ключа з першої спроби.   
Криптографiчнi механiзми захисту iнформацiї, побудованi на базi 
симетричного шифрування, слiд розглядати, як еталоннi. Для них довжина 
ключа i рiвень захищеностi практично збiгаються. Тобто для симетричного 
алгоритму шифрування по ГОСТ 28147-89 рiвень захищеностi буде 
спостерiгатися тiльки в системах, де допускається використання не тiльки 
сильних, але i всiх слабких ключiв. Функцiонал (2.2) можна побудувати для 
абсолютно рiзних криптографiчних механiзмiв захисту iнформацiї. У 
табл.0.1 приведенi логарифмiчнi показники рiвня захищеностi для 
парольної аутентифiкацiї i ряду iноземних криптографiчних механiзмiв за 
даними [12]. 
Таблиця 2.1 Показники рiвня захищеностi 
Найменування механiзму криптографiчного захисту та його 
характеристики 
Значення логарифмiчного 
показника рiвня захищеностi 
Парольна аутентифiкацiя, класичний восьмi символьний 
пароль, який обирано особисто користувачем 
22,7 бiт 
Алгоритм DESc 56 бiтовим ключем (ANSIX9.9 i iншi DES 
механiзми, аутентифiкацiї, шифрування, i т.д.  
54 бiта 
Аутентифiкацiйнi механiзм з 512 - бiтовим вiдкритим 
ключем для цифрових пiдписiв 
63 бiта 
)(log 222 PJ −=
Криптографiчний механiзм з 768 бiтовим ключем - 
мiнiмальний розмiр RSA - ключа вiдповiдно до 
рекомендацiї RSASecurity, 1999 г. 
76 бiт 
Механiзми аутентифiкацiї з 1024 - бiтовими вiдкритими 
ключами 
86 бiт 
Механiзми аутентифiкацiї з 2048 - бiтовими вiдкритими 
ключами з високою захищенiстю 
116 бiт 
Криптографiчний механiзм з алгоритмом ASE з 128-
бiтовим ключем 
127 бiт 
  
Таблиця 0.1 наочно показує, що довжина криптографiчного ключа i 
рiвень захищеностi, вiдповiдного криптографiчного механiзму далеко не 
завжди збiгаються. Бiльш того, при точних оцiнках рiвня захищеностi в 
загальному випадку повиннi виходити дробовi (не цiлi) довжини 
еквiвалентного ключа, що є наслiдком безперервностi (не дискретностi) 
функцiоналу (2.1). 
Одним з головних достоїнств, наведеного вище iнформацiйного 
пiдходу є те, що знiмаються протирiччя, що виникають при порiвняннi 
рiвня захищеностi бiометричних i криптографiчних механiзмiв захисту 
iнформацiї. Зокрема для кожної з iснуючих на сьогоднi бiометричних 
технологiй може бути побудована своя таблиця довжин еквiвалентних 
ключiв або показникiв рiвня захищеностi. Зразковi значення 
iнформативностi для рiзних технологiй наведенi в табл. 2.2. 
Таблиця 2.2 Рiвнi захищеностi рiзних бiометричних механiзмiв 
Назва технологiї бiометричних 
механiзмiв захисту 
Стiйкiсть до 
атак пiдбору 
Мiнiмальний 
рiвень 
захищеностi 
Максимальний 
рiвень 
захищеностi 
Аналiз кровоносних судин очного 
дна 
Вiд 108 до 
1012 27 бiт 40 бiт 
Аналiз райдужної оболонки ока Вiд 106 до 109 20 бiт 30 бiт 
Аналiз геометричних 
особливостей особи 
Вiд 102 до 
104 7 бiт 14 бiт 
Аналiз особливостей геометрiї 
вушних раковин 
Вiд 102 до 
103 7 бiт 10 бiт 
Аналiз особливостей папiлярного 
малюнка одного пальця 
Вiд 104 до 
1013 12 бiт 39 бiт 
Аналiз геометрiї долонi, 
включаючи рисунки складок 
шкiри долонi i папiлярнi малюнки 
рiзних фрагментiв шкiри долонi 
Вiд 102 до 
105 7 бiт 
 
17 бiт 
Аналiз малюнка кровоносних 
судин, складок шкiри тильної 
сторони долонi 
Вiд 102 до 
103 7 бiт 10 бiт 
Аналiз рукописного почерку Вiд 102 до ∞ 7 бiт Немає обмежень 
Аналiз геометричних 
спiввiдношень частин тiла 
Вiд 103 до 
106 10 бiт 20 бiт 
 
Очевидно, що за своєю суттєвостю функцiонал (2.2) є деяким 
визначенням поняття «захисної iнформацiї» йде на захист iншої 
«iнформацiї» вже в класичному розумiннi цього термiна [11]. У цьому 
контекстi можна визначити похiдне поняття iнформативностi 
бiометричного способу (технологiї, механiзму). Чим бiльше «захисної 
iнформацiї» мiстить бiометричний образ, тим бiльш ефективними можуть 
виявитися, вiдповiднi, бiометричнi механiзми захисту. 
На даний момент оцiночнi довжини еквiвалентних ключiв для цих 
технологiй в залежностi вiд довжини пароля наведенi в табл.2.3, складеної 
на основi даних ФГУП «ПНIЕI». 
Таблиця 2.3 Довжини еквiвалентних ключiв для 
середньостатистичного користувача 
Число букв (цифр) в 
паролi, що утворює 
бiометричний образ 
без врахування 
пробiлiв мiж словами 
Довжина ключа 
(пароля) 
одержуваного з 
рукописного 
пароля 
(Бiт) 
Довжина ключа 
(пароля) 
отриманого з 
звучання 
ключового слова 
(Бiт) 
Довжина ключа 
(пароля) отриманого 
з динамiчних 
параметрiв 
клавiатурного 
почерку 
(Бiт) 
4 24 ---- ------- 
5 30  ---- ------ 
6 36 ---- ------ 
7 42 ---- ------ 
8 48 ---- ------ 
9 56 --- ------ 
10 62 7 ------ 
12 76 9 ------ 
14 90 11 ----- 
16 104 13 7 
18 128 15 8 
20 142 17 10 
24 160 21 11 
26 188 25 14 
32 216 29 17 
36 234 33 20 
40 262 37 23 
 
На наступному етапi побудови концептуальної моделi з урахуванням 
загальноприйнятої технологiї використання НСМ визначено, що процес 
нейромережевої оцiнки iнформативностi бiометричних образiв повинен 
передбачати формування параметрiв навчальних прикладiв, формування 
навчальної вибiрки, визначення виду i параметрiв НСМ i використання 
НСМ для оцiнки iнформативностi.  
Використання даного твердження дозволило побудувати показану на 
рис. 2.6 дiаграму декомпозицiї нейромережевої оцiнки iнформативностi 
бiометричних образiв в системах бiометричної аутентифiкацiї.   
 
Рисунок 2.6 - Дiаграма декомпозицiї нейромережевої оцiнки 
iнформативностi бiометричних образiв 
Призначення складових даної дiаграми складається в наступному: 
− Формування параметрiв навчальних прикладiв - визначення для 
кожного виду бiометричних образiв безлiчi вхiдних i вихiдних параметрiв 
i способу їх кодування. 
− Формування навчальної вибiрки - визначення такого безлiчi 
навчальних прикладiв, яке вiдповiдає стандартам бiометричних образiв. 
Кiлькiсть, якiсть i номенклатура прикладiв повиннi бути достатнiми для 
навчання НСМ. 
− Визначення виду i параметрiв НСМ - визначення для 
використання такого виду НСМ, з такими параметрами, якi найбiльш 
повно вiдповiдають умовам завдання оцiнки iнформативностi 
бiометричних образiв заданого виду. 
− Використання НСМ - оцiнювання iнформативностi бiометричних 
образiв на пiдставi величини помилки розпiзнавання розпiзнавання 
кiбератак на мережевi РIС.  
Наступним етапом створення концептуальної моделi стала розробка 
показаної на рис. 2.7 схеми компонентiв НСС оцiнювання iнформативностi 
бiометричних образiв. У схемi врахованi особливостi реалiзацiї НСС, 
призначенi для оцiнювання iнформативностi бiометричних образiв на 
пiдставi помилки розпiзнавання, i результатiв роздiлу 1, якi стосуються 
особливостей нейромережевих технологiй бiометричної аутентифiкацiї. 
Таким чином, в процесi розробки враховано: 
− Недосконалiсть методiв формування параметрiв НСМ, 
призначених для оцiнювання iнформативностi бiометричних образiв.  
− Тривалий перiод формування навчальної вибiрки для НСМ в разi 
обмеженого доступу до баз даних бiометричних образiв. 
− Залежнiсть характеристик навчальної вибiрки вiд характеристик 
баз даних бiометричних образiв i параметрiв навчальних прикладiв.  
− Залежнiсть параметрiв НСМ вiд характеристик навчальної 
вибiрки.  
Тому в схемi передбачена можливiсть формування параметрiв НСМ 
i навчальної вибiрки за допомогою експертних даних.  
 
Рисунок 2.7 -  Схема взаємодiї компонентiв НСС оцiнювання 
iнформативностi бiометричних образiв 
 
Аналiз даних, показаних на рис. 2.6 i рис. 2.7, дозволяє стверджувати, 
що на ефективнiсть нейромережевого оцiнювання iнформативностi 
бiометричних образiв впливає ряд факторiв, показаних на рис. 2.8.   
 
Рисунок 2.8 - Фактори, що впливають на ефективнiсть оцiнювання 
 
Крiм цього, можна стверджувати, що ефективнiстрь 
нейромережевого оцiнювання iнформативностi доцiльно характеризувати, 
як з точки зору ефективностi процесу використання НСР, так i з точки зору 
ефективностi процесу навчання НСМ. При цьому показники ефективностi 
повиннi вiдображати тривалiсть, ресурсомiсткiсть i точнiсть названих 
процесiв. Таким чином, обгрунтованi показання на рис. 2.4 показникiв 
оцiнки ефективностi нейромережевого оцiнювання iнформативностi. В 
результатi визначено, що в загальному виглядi концептуальну модель 
забезпечення ефективностi процесу нейромережевого оцiнювання 
iнформативностi бiометричних образiв можна вiдобразити за допомогою 
виразiв: 
 
( )ОВНСР EEfE ,=Σ      (2.3) 
( )321 ,ee,efEНСР =      (2.4) 
( )54 ,eefEОВ =       (2.5) 
 
 де ΣE - iнтегральна ефективнiсть процесу, 
 НСРE - ефективнiсть створення i використання НСР, 
    ОВE - ефективнiсть створення навчальної вибiрки, 
 1e - визначення ефективних видiв НСМ, 
     2e - визначення параметрiв НСМ, 
     3e - ресурсомiсткiсть використання НСР, 
 4e - визначення параметрiв навчальних прикладiв, 
 5e - формування навчальної вибiрки. 
Вiдзначимо, що використання нейромережевих засобiв в системах 
бiометричної аутентифiкацiї, що базуються на аналiзi геометричних 
параметрах, має такi особливостi: 
- Наявнiсть загальнодоступних i досить повних баз даних 
бiометричних образiв.  
- Використання потужної обчислювальної бази. 
 
 
Рисунок 2.9 -  Показники оцiнки ефективностi нейромережевого 
розпiзнавання 
 
Тому можна вважати, що ефективнiсть сучасних нейромережевих 
засобiв оцiнювання iнформативностi бiометричних образiв в основному 
залежить вiд процесiв їх створення i використання. Таким чином, 
концептуальну модель забезпечення ефективностi процесу 
нейромережевого оцiнювання iнформативностi можна iстотно спростити i 
в аналiтичному виглядi записати за допомогою формули: 
 
( )21,eefE =Σ .        (2.6) 
Пiдсумок проведених дослiджень дозволяє стверджувати, що для 
ефективного нейромережевого оцiнювання бiометричних образiв 
необхiдно доповнити методологiчну базу поруч принципiв i моделей 
процесiв використання НСР. Надалi необхiдно застосувати отриманi 
елементи методологiчної бази для розробки нейромережевих методiв 
оцiнювання iнформативностi бiометричних образiв. 
Також необхiдно визначити критерiй, який буде використаний для 
нейромережевої оцiнки iнформативностi бiометричних образiв.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Висновки 
 
Другий роздiл присвячено вирiшенню наукової задачi формалiзацiї 
процесiв бiометричної аутентифiкацiї, що базуються на геометричних 
параметрах особистостi.  
Також визначено, що оцiнити iнформативнiсть бiометричних образiв 
можливо на пiдставi показникiв стiйкостi,якi в основному визначаються 
похибкою засобiв аутентифiкацiї. 
Розроблено концептуальну модель забезпечення ефективної 
нейромережевої оцiнки iнформативностi бiометричних образiв дозволяє 
врахувати: 
− Умови функцiонування систем бiометричної аутентифiкацiї. 
− Необхiднiсть реалiзацiї ефективного використання 
нейромережевих засобiв для розпiзнавання бiометричних образiв i основнi 
напрямки полiпшення їх функцiонування. 
− Можливiсть управлiння нейромережевими засобами i визначення 
параметрiв, що змiнних. 
Використання отриманих моделей забезпечило можливiсть чiткого 
визначення напрямкiв дослiджень, пов'язаних з розробкою ефективних 
нейромережевих моделей i засобiв для ефективної оцiнки iнформативностi 
бiометричних образiв, а саме рукописних пiдписiв користувачiв.  
 
 
 
 
 
 
 
 
 
РОЗДIЛ 3. РОЗРОБКА МОДЕЛЕЙ ТА МЕТОДУ 
НЕЙРОМЕРЕЖЕВОЇ ОЦIНКИ IНФОРМАТИВНОСТI ПIДПИСIВ 
3.1. Нейромережева модель оцiнки iнформативностi образу пiдпису 
 
Найбiльш природний i давно використовуваний метод перевiрки 
особистостi - це перевiрка рукописного пiдпису. Метод верифiкацiї 
рукописного пiдпису бiльш поширений i менш нав'язливий, нiж iншi 
методи бiометричної аутентифiкацiї. Той факт, що рукописний пiдпис 
широко використовується як засiб особистої перевiрки, пiдкреслює 
необхiднiсть автоматичної системи перевiрки. 
Автономнi системи iдентифiкацiї працюють з вiдсканованим 
зображенням пiдпису, а значить його можна розпiзнати, використовуючи 
комп'ютерне зiр. Нейроннi мережi є фундаментальною частиною 
комп'ютеризованих задач розпiзнавання образiв вже понад пiвстолiття, i 
продовжують використовуватися в дуже широкому дiапазонi проблемних 
областей [16]. Пiдхiд до вирiшення завдання за допомогою нейронних 
мереж пропонує кiлька переваг, таких як унiфiкованi пiдходи до вилучення 
i класифiкацiї ознак i гнучкi процедури пошуку хороших, помiрно 
нелiнiйних рiшень. Коли даний пiдхiд використовується в динамiчнiй або 
автономної перевiрки пiдпису, вiн також показує розумну продуктивнiсть. 
Розпiзнавання пiдписiв можна розглядати як задачу класифiкацiї 
зображень [17]. Класифiкацiя в такому випадку є введення вхiдного 
зображення i виведення класу або ймовiрностi класiв, якi найкраще 
описують зображення. Найбiльш вiдповiдною основою для розробки 
автоматичної системи класифiкацiї зображень є згорнута  нейронна мережа 
[18]. 
Безпосередньо формуючи постановку задачi «розробити алгоритм 
автоматичної перевiрки рукописного пiдпису за допомогою згорнутої 
нейронної мережi, виходячи з даних, отриманих вiд осiб, чиї пiдписи 
повиннi бути автентифiковано системою»,  варто зазначити, що алгоритм 
повинен по набору вхiдних даних визначити, чи є власноручний пiдпис 
справжньої або пiдробленої, коли фiзична особа вимагає пiдтвердження 
особи. Пiдхiд до автоматичної перевiрки пiдпису повинен здiйснюватися 
на основi iнтелектуальних алгоритмiв, а саме штучних нейронних мереж. 
Архiтектура згорнутої нейронної мережi 
Для розпiзнавання рукописних пiдписiв ми використовували 
архiтектуру згорнутої нейронної мережi, представленої на  рис 3.1. 
 
Рисунок 3.1 - Архiтектура згорнутої нейронної мережi 
 
Дана мережа складається з двох повторюваних дiлянок, якi мiстять 
по два шари згорнутi i по одному шару пiдвибiрки. Данi дiлянки призначенi 
для видiлення основних ознак рукописного пiдпису. В кiнцi мережi 
розташований класифiкатор, який складається з одного повно зв'язаного 
шару, який мiстить 512 нейронiв, i вихiдного шару, який мiстить 10 
нейронiв. 
На вхiд мережi надходять зображення розмiром 32 на 32 пiкселiв в 
трьох каналах: червоний, зелений i синiй. На першому шарi згортки 
використовується 32 карти ознак розмiру 3 на 3. Тобто кожен нейрон 
згорнутого шару пiдключений до квадратному дiлянцi зображення 
розмiром 3 на 3.  
Наступний згорнутий шар має таку ж архiтектуру: 32 карти ознак c 
ядром  згорнутi 3 на 3. Пiсля цього йде шар пiдвибiрки, на якому 
виконується зменшення розмiрностi зображення.  
Змiна розмiрностi виконується для кожної карти ознак окремо, тому 
тут використовується також 32 карти ознак. 
 Розмiр поля пiдвибiрки 2 на 2. Пiсля шару пiдвибiрки починається 
новий каскад згорнутих шарiв.  
На третьому i на четвертому шарi згортки використовується 64 карти 
ознак розмiром 3 на 3, а на другому шарi пiдвибiрки, яка йде пiсля цих 
згорнутих шарiв, також вiдбувається зменшення розмiрностi в квадратi 2 на 
2. Пiсля цього данi перетворюються з двовимiрного формату в 
одновимiрний i передаються на повно зв'язаний шар, на якому вже 
виконується класифiкацiя. 
Постановка  завдання «навчання i тестування  згорнутої нейронної 
мережi» зводиться до того, що у згорнутих мережах використовується 
пiдхiд навчання з учителем[19]. Тобто нам необхiдно мати розмiчений 
набiр даних. Для свого завдання ми використовували рукописнi пiдписи 
десяти чоловiк. Кожна людина розписався ручкою на листку вiсiм разiв. 
Пiсля цього, рукописнi пiдписи були переведенi в зображення розмiром 32 
на 32 пiкселiв. Зображення мали растровий формат png. Приклади 
зображень пiдписiв наведенi на  рис. 3.2. 
 
Рисунок 3.2 - Приклади рукописних пiдписiв 
Перед навчанням зображення рукописних пiдписiв розподiлили по 
двом наборам: набiр для навчання (зображення i мiтки класiв) i набiр для 
тестування (зображення i мiтки класiв). Набiр для навчання складався з 200 
зображень, а набiр для тестування складався з 40 зображень. Мiтки класiв 
мiстили правильнi вiдповiдi, чия рукописний пiдпис представлена на 
зображеннi. 
Вiдповiдно до сучасної методологiї застосування нейронних мереж в 
областi захисту iнформацiї побудова ефективної нейромережевої моделi 
оцiнки iнформативностi образу пiдпису роздiляється на два основнi блоки: 
1. Визначення найбiльш ефективного виду моделi. 
2. Адаптацiя параметрiв моделi ефективного виду до умов 
поставленого завдання. 
Результати [20] свiдчать про те, що завдання визначення найбiльш 
ефективного виду НСМ можливо вирiшити на пiдставi пiдходу - найбiльш 
ефективним є той вид НСМ, характеристики якого бiльш повно 
вiдповiдають значущим умовами завдання визначення iнформативностi 
бiометричних образiв.  
Також встановлено, що безлiч значимих умов дiлиться на категорiї, 
що характеризують навчальнi данi, обмеження процесу навчання, 
обчислювальнi потужностi, вихiдну iнформацiю, технiчну реалiзацiю i 
сферу застосування НСР.  
Показано, що вiдповiднiсть виду НСМ k-му умовi можна визначити 
за допомогою k-го параметра ефективностi -  цей параметр дорiвнює -1: 
− якщо умова не виконується, дорiвнює 1;  
− якщо умова виконується i дорiвнює 0; 
− якщо умова виконується частково. 
 Значимiсть k-го умови пропонується враховувати за допомогою 
вагового коефiцiєнта. Математичної iнтерпретацiєю такого пiдходу є вираз: 
..IiaaE ii 1max)( =∈→∑ A,                                      (3.1) 
 
де ( )iaE∑  – iнтегральний критерiй ефективностi i-го виду НСМ; 
аi – i-й вид НСМ;  
А – безлiч допустимих видiв НСМ; 
I – кiлькiсть допустимих видiв НСМ; 
У свою чергу розрахунок iнтегрального критерiю ефективностi для i-
го виду НСМ можливо реалiзувати так: 
( ) ..Iia,aEraE i
K
1k
ikki 1)()( =∈=∑
=
∑ A,                                      (3.2) 
 
( )ik aE  – значення k-го параметра ефективностi i-го виду НСМ; 
К – кiлькiсть параметрiв ефективностi; 
rk – ваговий коефiцiєнт k-го параметра ефективностi. 
В результатi аналiзу даних [6] з урахуванням [21],отриманий 
показаний в табл. 3.1 перелiк основних параметрiв, що характеризують 
умови задачi визначення iнформативностi образу пiдпису, який 
характеризуються геометричними параметрами. При цьому не використанi 
параметри, що характеризують умови не iстотнi для поставленої задачi. До 
вказаних умов вiдносяться: 
− можливiсть використання навчальних прикладiв з 
необмеженою кiлькiстю вхiдних параметрiв. 
− можливiсть використання безперервних вхiдних 
параметрiв. 
− iнтерпретована виходу в графiчному виглядi. 
− можливiсть вербалiзацiї. 
− апробованi сфери застосування, пов'язанi з 
аналiзом тексту, управлiнням параметрами захисту, 
моделюванням часових рядiв, аналiзом звуку, розвiдувальним 
аналiзом даних. 
У той же час перелiк доповнений кiлькома параметрами, якi 
деталiзують сферу застосування, пов'язану з аналiзом зображень. 
Таблиця 3.1 Параметри ефективностi 
№  Категорiя Пояснення параметра 
1 2 3 
E1 
навчальнi данi 
Обмеженiсть навчальної вибiрки 
E
2 
Допустимiсть шуму 
E
3 
Допустимiсть кореляцiї 
E
4 
 
Необхiднiсть вiдображення всiх аспектiв 
процесу 
E
5 
Необхiднiсть пропорцiйного представлення 
прикладiв 
E
6 
Можливiсть використання дискретних 
вхiдних параметрiв 
 
 
Продовження  таблицi 3.1. 
№ Категорiя Пояснення параметра 
1 2 3 
E
7  
Можливiсть використання навчальної вибiрки, 
обсяг якої буде меншою за кiлькiсть вхiдних 
параметрiв 
E
8 
Процес навчання 
Короткий термiн навчання 
E
9 
Необхiднiсть подання очiкуваного виходу 
E
10 
Автоматизацiя навчання 
E
11 
можливiсть донавчання 
E
12 
Якiсть навчання 
E
13 
Можливiсть навчання на експертних даних 
E
14 
Незмiннiсть результатiв 
E
15 
Можливiсть паралелiзацii навчання 
E
16 
Процес навчання Можливiсть гiбридного навчання на 
маркованих i немаркованих даних 
E
17 
Обчислювальна 
потужнiсть 
Обсяг пам'ятi 
E
18 
Екстраполяцiї результатiв навчання 
E
19 
Вихiдна iнформацiя Iнтерпретируємость виходу у виглядi ймовiрностi 
E
20 
Технiчна реалiзацiя 
Швидкiсть прийняття рiшення 
E
21 
Обсяг програмно-апаратної реалiзацiї 
E
22 
Складнiсть реалiзацiї 
E
23 
Апробованiсть в 
областi геометричного 
аналiзу 
папiлярних лiнiй 
E
29 
Вiдображення рукописних символiв 
 
 
Згiдно з результатами, отриманими в [11], в сучасних апробованих 
системах бiометричної аутентифiкацiї застосовуються НСМ з прямим 
розповсюдженням сигналу, архiтектура яких подiбна до класичного МСП. 
На пiдставi даних [22] I власного практичного досвiду в першому 
наближеннi компоненти А можливо визначити так: 
 
{ }СНСГНСГНСДСПМСП РА ,,,,A =                                  (3.3) 
 
де МСП - багатошаровий персептрон,  
ДСП - двошаровий персептрон,  
ГНСА - глибока нейронна мережа з предобученiем,  
ГНСР - глибока нейронна мережа в прихованих нейронах якої 
використовується функцiя активацiї типу ReLU,  
СНС - згорнута нейронна мережа. 
 Вiдзначимо, що функцiя ReLU (випрямлена лiнiйна функцiя) 
визначається так: 
( ) ( )ΣΣ = XXf ,0max                                             (3.4) 
 
де ( )ΣXf  – вихiдний сигнал прихованого нейрона; 
ΣX – сумарний вхiдний сигнал прихованого нейрона, який 
визначається виразом (3.5); 
max– функцiя визначення максимуму вiд переданих їй аргументiв. 
( )∑
=
Σ =
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i
ii xwX
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                                             (3.5) 
де I – кiлькiсть вхiдних сигналiв нейрона прихованого шару, 
ix –  i -iй вхiдний сигнал ( 10 =x ), 
iw – ваговий коефiцiєнт i -го вхiдного сигналу. 
Величини параметрiв ефективностi для апробованих видiв НСМ 
представленi в табл.3.2. Слiд зазначити, що величини параметрiв визначенi 
в базовому випадку експертним шляхом, з урахуванням необхiдностi 
порiвняльного аналiзу НСМ мiж собою. Надалi величини параметрiв 
можуть бути скоррелiровани.  
Таблиця 3.2 Величини параметрiв ефективностi для апробованих 
видiв нейромережевих моделей 
№ Вид нейромережевої моделi ДCП СНС ГНСA ГНСР МСП 
1 2 3 4 5 6 
E1 -1 -1 0 0 -1 
E2 0 0 0 0 0 
E3 0 0 0 0 0 
E4 1 1 1 1 1 
E5 0 0 1 0 0 
Продовження  таблицi 3.2. 
№ Вид нейромережевої моделi ДCП СНС ГНСA ГНСР МСП 
E6 1 1 1 1 1 
E7 -1 0 -1 -1 -1 
E8 -1 -1 0 0 -1 
E9 -1 -1 -1 -1 -1 
E10 1 1 1 1 1 
E11 -1 0 0 0 -1 
E12 1 1 1 0 1 
E13 -1 -1 -1 -1 -1 
E14 1 1 1 1 1 
E15 0 1 1 1 0 
E16 -1 -1 1 -1 -1 
E17 -1 1 1 1 0 
E18 1 1 1 1 1 
E19 0 1 1 1 0 
E20 1 1 1 1 1 
E21 0 0 0 0 0 
E22 1 0 0 0 1 
E23 1 1 1 1 1 
E24 0 1 0 0 0 
E25 0 1 0 0 0 
E26 0 1 0 0 0 
E27 0 1 0 0 0 
E28 0 1 0 0 0 
E29 0 1 0 0 0 
 
Також в базовому випадку прийнято, що величини вагових 
коефiцiєнтiв для всiх параметрiв однаковi i рiвнi 1.  
Це дозволило на пiдставi даних табл. 3.2 за допомогою виразу (3.2) 
розрахувати значення iнтегрального критерiю ефективностi для всiх видiв 
НСМ, якi входять до складу безлiчi А.  
Отриманi величини представленi в табл. 3.3. 
Пiдставивши данi табл. 3.3 в вираз (3.1) визначено, що найбiльш 
ефективним видом НСМ є СНС. 
Типова структура згорнутої нейронної мережi, призначена для 
розпiзнавання зображень, показана на рис. 3.1 [13]. Вхiднi параметри такої 
нейросетевой моделi вiдповiдають окремим пiкселям. Тому кiлькiсть 
вхiдних параметрiв дорiвнює розмiру зображення. Кiлькiсть вихiдних 
нейронiв дорiвнює кiлькостi розпiзнаваних образiв, а кiлькiсть прихованих 
нейронiв пiдбирається експериментальним шляхом з позицiй 
максимальної точностi розпiзнавання. 
Таблиця 3.3 Величини iнтегрального критерiю ефективностi для 
апробованих видiв нейромережевих моделей 
Величи
на 
iнтегральног
о критерiю 
Вид нейромережової моделi 
ДC
П 
СН
С 
ГН
СA 
ГН
СР 
МС
П 
ΣE  1 13 10 6 2 
 
По сутi згортковi мережi являють собою варiацiю багатошарового 
персептрона, що складається з згортальних шарiв, шарiв пiдвибiрки 
(Субдiскретiзацiя) i повнозв'язних шарiв. На згортальних шарах 
виконується операцiя згортки вхiдних карти ознак з ядром згортки, яке 
визначають ваговi коефiцiєнти нейрона. 
Сумарний вхiдний сигнал деякого нейрона першого згорнутого шару 
розраховується так: 
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де ( )jix ,1  - вхiдний сигнал (i,j)-го нейрона першої карти ознак,  
1b   -    змiщення нейронiв першої карти ознак,     
S  -  розмiр рецептивної областi нейрона (розмiр ядра згортки), 
tsw ,,1  - ваговий коефiцiєнт (s,t)-ой синаптичного зв'язку нейрона 
першої карти ознак,x - вихiд нейрона попереднього шару. 
Сумарний вхiдний сигнал довiльної нейрона наступних згортальних 
шарiв розраховується так: 
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де ( )jikx
,  - вхiдний сигнал (i,j)-го нейрона k-ой карти признакiв,  
kb   -    змiщення нейронiв k-ой карти  признакiв, 
tskw ,,  - ваговий коефiцiєнт (s,t)-ой синаптичного зв'язку нейрона k-ой 
карти ознак,x - вихiд нейрона попереднього шару. 
f – функцiя активацiї. 
Вихiдний сигнал нейрона карти ознак розраховується шляхом 
пiдстановки сигналу, що визначається (3.6, 3.7) в функцiю активацiї: 
( )xfy =                                                           (3.8)  
Досить часто в якостi функцiї активацiї використовується 
гiперболiчний тангенc. В цьому випадку вираз (3.8) змiнюється так: 
xaxa
xaxa
ee
eedy ×−×
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=                                                      (3.9) 
де ad, - заданi коефiцiєнти. 
Рекомендованi значення зазначених коефiцiєнтiв d = 1,7159 i a = 2/3. 
Зазначенi значення обумовленi тим, що гiперболiчний тангенс (3.9) має 
наступнi кориснi властивостi [14]: 
- Максимум другої похiдної при d=1; 
- ( ) ( ) 11,11 −=−= ff ; 
- На початку координат тангенс кута нахилу близький до одиницi; 
- Очiкуваний вiдгук мережi змiщений вiд кордону областi значень 
функцiї активацiї в сторону її внутрiшньої частини. В цьому випадку 
вiдбувається шляхом змiни вiльних параметрiв мережi в процесi навчання 
вдається уникнути рiзкого зростання їх значень, що дозволяє прискорити 
процес навчання. 
Також вiдомо використання в якостi функцiї активацiї 
експоненцiального сигмоїда виду 
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1
1                                                             (3.10) 
де α - заданий коефiцiєнт (швидкiсть навчання). 
Величину швидкостi навчання можна розраховувати вiдповiдно до 
рекомендацiй [22]. 
Шари Субдiскретiзацiя, такi пiсля згортальних, зменшують 
розмiрнiсть карти ознак та забезпечують iнварiантнiсть до масштабу. Вони 
мають один настроюється параметр - коефiцiєнт Субдiскретiзацiя, який 
визначає, у скiльки разiв буде зменшено зображення, вiдповiдне 
попереднiй картi ознак. Вихiдний сигнал нейрона шару Субдiскретiзацiя 
визначається виразом: 
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Сумарний вхiдний сигнал нейронiв повнозв'язну шару 
розраховується за допомогою формули (3.5), а вихiдний сигнал в 
залежностi вiд використовуваної функцiї активацiї - за допомогою виразiв 
(3.4, 3.9, 3.10). 
В нейронах вихiдного шару СНС, як правило, використовується 
функцiя активацiї типу SOFTMAX, що дозволяє iнтерпретувати вихiдний 
сигнал мережi у виглядi ймовiрностi. У цьому випадку вихiдний сигнал 
нейронної розраховується так: 
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де Q – кiлькiсть нейронiв в повнозв'язну шарi. ΣX – сумарний вхiдний 
сигнал вхiдний сигнал нейронiв вихiдного шару, який визначається за 
допомогою виразу (3.5), 
Також варто вiдзначити, що пiсля всiх операцiй згортки i 
Субдiскретiзацiя матриця, що описує вихiдне зображення, вироджується в 
вектор, вiдповiдний нейронам останнього прихованого шару. 
Вiдома кiлька спрощена згорнутої нейронна мережа, структура якої 
показана на рис. 3.3 [24]. На вiдмiну вiд типової СНС в цiй мережi немає 
шарiв пiдвибiрки. При цьому почергове стиснення карт ознак з метою 
видiлення ознак бiльш високого рiвня iєрархiї забезпечено за рахунок 
змiщення ядра згортки з кроком 2. 
 
 
Рисунок 3.3 - Структура спрощеної свёрточной нейронної мережi 
 
Для навчання СНС використовується стратегiя навчання «з 
учителем», в основi якої лежить добре апробований алгоритм зворотного 
поширення помилки, реалiзацiя якого спрямована на мiнiмiзацiю функцiї 
помилки виду: 
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де P – розмiр (кiлькiсть прикладiв) навчальної вибiрки, 
p - номер навчального прикладу, 
М - кiлькiсть вихiдних нейронiв, 
m - номер вихiдного нейрона, 
p
my – реальне значення вихiдного сигналу m-го вихiдного нейрона для 
p-го навчального прикладу, 
p
md – очiкуване значення вихiдного сигналу m-го вихiдного нейрона 
для p-го навчального прикладу. 
W – матриця вагових коефiцiєнтiв. 
Для пошуку мiнiмуму функцiї (3.13) використовується градiєнтний 
алгоритм найшвидшого спуску. 
 
3.2. Адаптацiя структурних параметрiв згорнутої нейронної 
мережi до умов завдання оцiнки iнформативностi 
пiдпису 
	
У загальному випадку методологiя адаптацiї НСМ до умов 
поставленого завдання класифiкацiї передбачає синтез алгоритмiв 
настройки безлiчi керованих параметрiв. Структура цiєї методологiї 
представлена на рис. 3.4. 
 
Рисунок 3.4 - Структура адаптацiї нейромережевої моделi до умов 
завдання 
 
Специфiчнi вимоги прикладних задач визначали деякi особливостi 
структур НСМ, є об'єктом управлiння з допомогою специфiчних 
алгоритмiв настройки, представлених в [13]: 
- Континуум числа класiв, коли вказiвка вчителя системи формується 
в виглядi не перериваного значення функцiї в деякому дiапазонi змiни; 
- Континуум рiшень багатошарової нейронної мережi, що 
формується вибором континуальної функцiї активацiї нейрона останнього 
шару; 
- Континуум числа ознак, що формується переходом в просторi ознак 
вiд уявлення вихiдного сигналу у виглядi N-мiрного вектора дiйсних чисел 
до речової функцiї в деякому дiапазонi змiни аргументу. Континуум числа 
ознак, як наслiдок, вимагає специфiчної програмної i апаратної реалiзацiї 
нейронної мережi. 
- Континуум числа нейронiв в шарi. Реалiзацiя багатошарових 
нейронних мереж з континуумом класiв i рiшень проводиться вибором 
вiдповiдних видiв функцiй активацiї нейронiв останнього шару. Варiант 
континууму ознак вхiдного простору був реалiзований в задачi 
розпiзнавання перiодичних сигналiв без перетворення їх з допомогою 
аналого-цифрового перетворювача на входi системи, i реалiзацiєю аналого-
цифровий багатошарової нейронної мережi [25]. 
При цьому основою зазначеної методологiї є особливостi НСМ як 
логiчного базису алгоритмiв розв'язання складних задач. До таких 
особливостей вiдносяться: 
- iнварiантнiсть методiв синтезу нейронних мереж вiд розмiрностi 
простору ознак; 
- можливiсть вибору структури нейронних мереж в значному 
дiапазонi параметрiв в залежностi вiд складностi та специфiки 
розв'язуваної задачi з метою досягнення необхiдної якостi рiшення; 
- адекватнiсть поточним i перспективним технологiям 
мiкроелектронiки; 
- вiдмовостiйкiсть в сенсi його неточного, але не катастрофiчного 
змiни якостi виконання завдання в залежностi вiд числа що вийшли з ладу 
елементiв. 
Вiдзначимо, що останнi двi особливостi НСМ актуальнi тiльки в разi 
апаратної реалiзацiї нейромережевої системи розпiзнавання. 
Iмовiрнiсна модель свiту, взята за основу при побудовi алгоритмiв 
адаптацiї в багатошарових нейронних мережах, дозволила формувати 
критерiй первинної оптимiзацiї в розглянутих системах у виглядi вимог 
мiнiмуму середньої функцiї ризику i його модифiкацiй [5]: 
- максимум апостерiорної ймовiрностi; 
- мiнiмум середньої функцiї ризику; 
- мiнiмум середньої функцiї ризику за умови рiвностi умовних 
функцiй ризику для рiзних класiв; 
- мiнiмум середньої функцiї ризику за умови заданого значення 
умовної функцiї ризику для одного з класiв; 
- iншi критерiї первинної оптимiзацiї, що випливають з вимог 
конкретної практичної задачi. 
У роботах [13] були представленi модифiкацiї алгоритмiв настройки 
багатошарових нейронних мереж для зазначених вище критерiїв первинної 
оптимiзацiї. Вiдзначимо, що в переважнiй бiльшостi робiт в областi теорiї 
нейронних мереж i в алгоритмах зворотного поширення розглядається 
найпростiший критерiй - мiнiмуму середньоквадратичної помилки без яких 
би то не було обмежень на умовнi функцiї ризику. 
У режимi самонавчання (кластеризацiї) передумовою формування 
критерiю та функцiоналу первинної оптимiзацiї нейронних мереж є 
подання функцiї розподiлу вхiдного сигналу у виглядi многомодальним 
функцiї в багатовимiрному просторi ознак, де кожної модi з певною 
ймовiрнiстю вiдповiдає клас. 
В якостi критерiїв первинної оптимiзацiї в режимi самонавчання 
(кластеризацiї) використовувалися модифiкацiї середньої функцiї ризику. У 
роботах [13] представленi вище модифiкацiї критерiїв первинної 
оптимiзацiї були узагальненi на випадки: 
- континууму класiв i рiшень, 
- континууму ознак вхiдного простору, 
- континууму числа нейронiв в шарi, при довiльнiй квалiфiкацiї 
вчителя. 
Важливим роздiлом формування критерiю та функцiоналу первинної 
оптимiзацiї в багатошарових нейронних мережах при ймовiрнiсної моделi 
свiту є вибiр матрицi втрат, яка в теорiї статистичних рiшень визначає 
коефiцiєнт втрат l12 при помилковому вiднесення образiв 1-го класу до 2-
го, i коефiцiєнт втрат l21 при вiднесеннi образiв 2-го класу до 1-му. 
Як правило, за замовчуванням матриця L цих коефiцiєнтiв при 
синтезi алгоритмiв настройки багатошарових нейронних мереж, в тому 
числi i при застосуваннi методу зворотного поширення, приймається 
симетричною, тобто l12 = l21. На практицi це не вiдповiдає дiйсностi. 
Характерним прикладом є система аутентифiкацiї користувача на пiдставi 
вiдбиткiв пальцiв. У цьому випадку втрати при помилковому вiднесення 
вхiдного образу до класу нелегiтимних користувачiв рiвнозначно деякої 
невеликої втрати часу при входi в систему. У той же час втрати, пов'язанi з 
помилковим вiднесенням нелегiтимного користувача до легiтимним 
пов'язанi з реалiзацiєю вторгнення в захищається систему i можуть 
привести до значних втрат. 
Розглянемо процес визначення критерiю оптимiзацiї параметрiв 
СНС, призначеної для оцiнки iнформативностi бiометричних образiв, якi 
характеризуються геометричними параметрами. 
У загальному випадку вирiшальним критерiєм iнформативностi в 
задачi розпiзнавання образiв є величина втрат вiд помилок R. Однак 
суттєвою перешкодою для використання R є той факт, що навiть у разi 
вiдомої функцiї розподiлу генеральної сукупностi, обчислення втрат 
пов'язано з дуже великими обчислювальними витратами. 
У зв'язку з цим доцiльно визначити критерiї, бiльш просто 
обчислюванi i разом з тим жорстко, якщо не однозначно, корельованi з 
оцiнкою втрат R. Якщо розподiл реалiзацiй кожного образу 
пiдпорядковується нормальному закону з дiагональними матрицями 
ковариаций (при цьому поверхнi рiвної щiльностi є сфери однакового 
радiуса ), то мiрою труднощi розпiзнавання D, обернено пропорцiйнiй 
очiкуваним втрат, може служити середнє значення евклидова вiдстанi мiж 
математичними очiкуваннями всiх пар образiв: 
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де ( )ji,ρ  - евклiдова вiдстань мiж математичними очiкуваннями i-го 
i j-гo образiв. 
У термiнах теорiї iнформацiї мiрою труднощi розпiзнавання служить 
ентропiя H розподiлiв щiльностi ймовiрностi образiв. 
Нехай розподiлу k образiв спроектованi на одну вiсь x, що 
вимiрюється за точнiстю до t градацiй. Ймовiрнiсть влучення реалiзацiй i-
го образу в j-ую градацiю дорiвнює. Iлюстрацiєю зазначеної залежностi є 
рис. 3.4. 
Пiдсумувавши для j -ої градацiї ймовiрностi всiх k образiв, 
отримаємо: 
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Вклад i-го образа в эту сумму равен 
( ) ji PijPr =                                                   (3.16) 
 
Тому ентропiя j-ой градацiї виражається наступним значенням: 
( )kkiij rrrrrrrrH lg...lg...lglg 2211 +++++−=               (3.17) 
 
 
 
Рисунок 3.4 - Графiк залежностi ймовiрностi класифiкацiї образiв 
вiд точностi вимiрювання 
 
З принципу адитивностi ентропiї випливає, що загальна невизначенiсть 
при розпiзнаваннi образiв за ознакою x має вигляд: 
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Якщо вихiдна невизначенiсть ситуацiї дорiвнювала klg , то 
вiдповiдно до (3.18) кiлькiсть iнформацiї xl , одержуваної в результатi 
вимiрювання ознаки x, так само xHH −0 .  
Слiд зауважити, що в реальних задачах закони розподiлiв реалiзацiй 
образiв не вiдомi, обсяг навчальної вибiрки часто буває невеликим. Тому 
проводити оцiнку параметрiв моделей розподiлiв, а по ним оцiнку 
iнформативностi, практично неможливо. Практичний досвiд i результати 
[6] вказують на те, що в цих умовах в якостi критерiю iнформативностi 
доцiльно використовувати помилку розпiзнавання НСМ навчальних 
прикладiв з тестової вибiрки. Це дозволяє використовувати зазначену 
помилку розпiзнавання в якостi базису для формування критерiю адаптацiї 
параметрiв НСМ до умов завдання оцiнки iнформативностi бiометричних 
образiв 
Отриманий загальний перелiк адаптуються параметрiв НСМ i 
обгрунтований критерiй адаптацiї дозволив перейти до наступного етапу 
розробки пiдходу до адаптацiї СНС. 
Базуючись на показаних на рис. 3.1, 3.2 типових структурах СНС, з 
урахуванням результатiв п. 3.1 та даних теоретичних робiт [12, 15], 
визначено, що основними структурними параметрами даного типу НСМ є: 
- Кiлькiсть вхiдних нейронiв - inL . 
- Кiлькiсть вихiдних нейронiв - outL . 
 - Кiлькiсть нейронiв в повнозв'язну шарi - fL . 
- Кiлькiсть згортальних шарiв - lsK . 
- Кiлькiсть карт ознак в кожному згорнутої шарi - [ ]lskh KkK ,1,, ∈ . 
- Кiлькiсть шарiв пiдвибiрки (Субдiскретiзацiя) - ldK . 
- Коефiцiєнт масштабування для кожного шару пiдвибiрки 
(Субдiскретiзацiя) - [ ]ldk Kkm ,1, ∈ . 
- Розмiр ядра згортки для кожного k-го згорнутого шару 
( ) [ ]lsk Kkbb ,1, ∈× . 
- Зсув рецептивного поля при виконаннi кожної k-ой процедури 
згортки [ ]lsk Kkd ,1, ∈ . Принято, що 1== ddk . 
- Розмiр карти ознак для кожного k-го згорнутого шару - 
( ) [ ]lsk Kkaa ,1, ∈× . При цьому: 
11 +−= − kkk baa                                                    (3.19) 
Структура зв'язкiв мiж сусiднiми шарами згортки. Цю структуру 
можна представити у виглядi матрицi: 
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де 1ii, +Q - матриця, компоненти якої визначають наявнiсть зв'язкiв мiж 
i-им i (i + 1) -им прихованими шарами, ( ) ( )jigiq ,1,, + - компонент, який вказує 
на наявнiсть / вiдсутнiсть зв'язку мiж g-ой картою i-го шару i j-ой картою 
(i + 1) -го шару,G - кiлькiсть карт в i-му шарi, 
J - кiлькiсть карт в (i + 1) -му шарi.При цьому ( ) ( ) 1,1,, =+ jigiq , якщо 
зв'язок мiж g-ой картою i-го шару i j-ой картою (i + 1) -го шару є, 
( ) ( ) 0,1,, =+ jigiq , якщо зв'язку мiж g-ой картою i-го шару i j-ой картою (i + 1) -
го шару немає. 
Вiдповiдно до загальноприйнятої концепцiєю iєрархiчного 
розпiзнавання образiв згорнутої нейронною мережею багаторазове 
використання згортальних шарiв вiдповiдає iєрархiчним розпiзнаванню 
значущих ознак, а використання шарiв пiдвибiрки адаптує процес 
розпiзнавання до можливої змiни масштабу зазначених ознак. 
З урахуванням необхiдностi мiнiмiзацiї помилки розпiзнавання 
модель оптимiзацiї структурних параметрiв СНС можна записати за 
допомогою виразу: 
( ) min,,,,,,,, , →Δ lsKkldldkhlsfoutin bmKKKLLL Q                         (3.21) 
 
де Δ - помилка розпiзнавання, 
lsKQ  – вектор, що складається з матриць 1ii,Q + , якi визначають зв'язки 
мiж сусiднiми прихованими шарами нейронiв. 
Вiдсутнiсть у формулi (3.21) iнших структурних параметрiв 
згорнутої нейронної мережi пояснюється тим, що вони є похiдними вiд 
використовуваних компонентiв цього виразу. 
В основу адаптацiї перерахованих структурних параметрiв 
покладено пiдхiд - в системах бiометричної аутентифiкацiї процес 
розпiзнавання СНС двомiрного зображення бiометричного способу 
користувача повинен бути максимально наближений до свого бiологiчного 
прототипу. Пiд бiологiчним прототипом мається на увазi процес 
розпiзнавання середньостатистичним користувачем геометричних 
параметрiв даного бiометричного способу, вiдображається на монiторi 
комп'ютера, який має середнi характеристики. 
Синтез сформульованого пiдходу до загальноприйнятої концепцiєю 
функцiонування СНС i особливостями системи бiометричної 
аутентифiкацiї користувачiв на пiдставi аналiзу двомiрної геометрiї їх 
бiометричних образiв дозволив сформулювати наступну групу принципiв, 
що визначають напрямки оптимiзацiї: 
Принцип 1. Кiлькiсть згортальних шарiв має дорiвнювати кiлькостi 
рiвнiв розпiзнавання двомiрного зображення бiометричного способу 
среднестатiтiческiм користувачем. 
Принцип 2. Кiлькiсть карт ознак у n-му згорнутої шарi має 
дорiвнювати кiлькостi ознак на n-му рiвнi розпiзнавання. 
Принцип 3. Карта ознак в n-го шару, вiдповiдна j-му ознакою 
розпiзнавання (j-ой, яка розпiзнається геометричної фiгури) зв'язується 
тiльки з тими картами ознак попереднього шару, якi використовуються для 
побудови зазначеної фiгури. 
Принцип 4. Розмiр ядра згортки для n-го згорнутого шару повинен 
бути дорiвнює розмiру розпiзнаються ознак на n-му iєрархiчному рiвнi. 
Вiдзначимо, що четвертий принцип передбачає принципову 
можливiсть змiни розмiру ядер згортки, що дещо не вiдповiдає вiдомим 
структурам СНС [13]. У цих мережах розмiр ядра згортки для карт ознак 
постiйний для всiх верств. При цьому iєрархiя вилучення ознак 
реалiзується двома рiзними способами. Суть першого методу полягає в 
тому, що наступний рiвень ознак витягується пiсля застосування операцiї 
Субдiскретiзацiя [23]. 
Другий спосiб передбачає використання такого кроку ядра згортки, 
який зменшує попередню карту ознак в 2 рази. Таким чином, 
запропонований принцип не суперечить вiдомiй методологiї побудови 
структури згорнутої нейронної мережi, а дозволяє збiльшити її гнучкiсть. 
Разом з тим, рекомендацiї [12] дозволяють прийняти такi обмеження 
на процес введення i попередньої обробки двомiрного зображення 
(бiометричного способу) в системi бiометричної аутентифiкацiї: 
1. У системi аутентифiкацiї використовується вiдеокамера з 
роздiльною здатнiстю 1920х1080 пiкселiв. В даний час вiдеокамери з 
такими характеристиками мають досить велике поширення в сучасних 
унiверсальних комп'ютерних системах. 
2. Зображення, що розпiзнається має чорно-бiлий формат. Це 
обмеження прийнято з позицiй спрощення процесу попередньої обробки 
графiчної iнформацiї перед її подачею в систему розпiзнавання. Тому 
геометрiя бiометричного способу має бiнарне представлення. 
3. Максимальний розмiр розпiзнається зображення дорiвнює 
вирiшенню вiдеокамери, а мiнiмальний 30х30 пiкселiв. 
4. Перед подачею в СНС мережу зображення пiддається попереднiй 
обробцi, яка полягає в їх масштабування, центрування i обрiзку. 
Вибiр зазначених параметрiв реалiзований, виходячи з позицiй 
ергономiки. Вiдзначимо, що параметри даного обмеження мають 
приблизний характер i обранi в результатi аналiзу [11] i власного 
практичного досвiду. Згодом вони можуть бути змiненi шляхом 
врахування особливостей системи аутентифiкацiї. 
 
3.3. Метод адаптацiї структурних параметрiв згорнутої 
нейронної мережi до умов завдання оцiнки 
iнформативностi образiв пiдпису 
	
Iнтеграцiя загальнозастосованої методологiї побудови 
нейромережевих систем розпiзнавання пiдпису [12], сформованих 
принципiв оптимiзацiї з певними обмеженнями на процес введення i 
попередньої обробки зображень в системi бiометричної аутентифiкацiї 
дозволила запропонувати метод оптимiзацiї параметрiв СНС. Реалiзацiя 
запропонованого методу передбачає виконання 7 етапiв. 
Укрупнення блок-схема алгоритму розробленого методу 
представлена на рис. 3.5. 
 
Рисунок 3.5 - Укрупнення блок-схема алгоритму адаптацiї 
структурних параметрiв згорнутої нейронної мережi 
 
Етап 1. Визначити безлiч вихiдних параметрiв мережi. Для цього 
необхiдно встановити вiдповiднiсть мiж безлiччю розпiзнаються 
користувачiв i вихiдними нейронами мережi. Таким чином, кiлькiсть 
вихiдних нейронiв вiдповiдає потужностi безлiчi розпiзнаються 
користувачiв. 
Етап 2. Визначити безлiч вхiдних параметрiв мережi. Для цього слiд 
розрахувати розмiри зображень, що подаються для розпiзнавання, а також 
встановити вiдповiднiсть мiж окремими елементами зображень i вхiдними 
нейронами. Також необхiдно врахувати розмiр зображень, вiдповiдних 
бiометричних образiв користувачiв в доступних базах даних, якi 
застосовуються для навчання мережi. Якщо розмiр зображень доступних 
навчальних вибiрок вiдрiзняється вiд розпiзнаються, то їх слiд 
масштабувати. 
Етап 3. Базуючись на першому i другому принципах, 
використовуючи геометричнi характеристики еталонiв розпiзнаються 
зображень, методом експертного оцiнювання визначити кiлькiсть 
згортальних шарiв i кiлькiсть карт ознак в кожному згорнутої шарi. 
Етап 4. Базуючись на третьому принципi методом експертного 
оцiнювання визначити структуру зв'язкiв мiж сусiднiми картами ознак. 
Етап 5. Виходячи з вимог точностi i ресурсоємностi розпiзнавання 
методом експертного оцiнювання визначити наявнiсть i параметри шарiв 
Субдiскретiзацiя. 
Етап 6. Базуючись на четвертому принципi, з урахуванням 
необхiдностi згортки зображення до вектору ознак визначити розмiр ядра 
i кроку перемiщення згортки для кожного рiвня розпiзнавання. Також на 
цьому етапi розраховуються розмiри карт ознак для кожного згорнутого 
шару. 
Етап 7. Базуючись на методi визначення кiлькостi прихованих 
нейронiв в багатошаровому персептрона [26], визначити кiлькiсть нейронiв 
в повнозв'язну шарi. 
У загальному випадку з урахуванням (3.21) перетворення iнформацiї, 
що реалiзовується запропонованим методом, можна припустити за 
допомогою таких висловiв: 
lsKkldldkhlsfoutin
rdbU
bmKKKLLL
tK
Q
DBRESTU T
,,,,,,,,
,,,,,,,,
,
→Δ
,                       (3.22) 
 { }721,TT=T ,                                         (3.23) 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ){ }7654321 ,,,,,, TDBTDBTDBTDBTDBTDBTDB=DB .    (3.24) 
 
де U - безлiч зображень, що характеризують легiтимних 
користувачiв; UK  - кiлькiсть розпiзнаваних користувачiв;T - безлiч типiв 
бiометричних образiв, якi характеризуються геометричними параметрами; 
( )TdbTdb ba×=S - розмiр зображення бiометричних образiв, в доступних 
базах даних;E - безлiч експертних даних, що використовуються для 
визначення параметрiв СНС; 
R  - безлiч доступних обчислювальних ресурсiв; rΔ  - требуемая 
точность распознавания; 
1T  - бiометричний образ, вiдповiдний папiлярних лiнiй; 
2T  - бiометричний образ, вiдповiдний рукописному почерку; 
t – тип розпiзнається бiометричного способу ( T∈t ); 
DB - безлiч доступних баз даних, якi можливо використовувати для 
формування навчальної вибiрки; 
( )tTDB  - доступна база даних, яку можливо використовувати для 
формування навчальної вибiрки для t-го типу образiв пiдпису;
lsKkldldkhlsfoutin bmKKKLLL Q,,,,,,,, ,  - кортеж адаптованих параметрiв 
СНС. 
З урахуванням виразiв (3.22, 3.23) етапи запропонованого методу 
деталiзованi наступним чином: 
Етап 1 - визначення вихiдних параметрiв мережi. Вхiдними даними 
етапу є -  та . Вiдповiдно до [23] кiлькiсть вихiдних нейронiв СНС 
приймаємо на одиницю бiльше нiж . При цьому для вихiдних нейронiв 
U UK
UK
з номерами вiд 1 до  , номер нейрона дорiвнює номеру легiтимного 
користувача. Вихiдний нейрон з номером ( )1+UK  вiдповiдає 
нелегiтимнiсть користувачевi. Таким чином вихiд даного етапу 
визначається виразом: 
1+= Uout KL                                                        (3.25) 
 
Етап 2 - визначення вхiдних параметрiв мережi. Вхiдними даними 
етапу є - tS dbr ,,, DBS
T , Виходом етапу є. Етап роздiлений на 2 етапи: 
Крок 1 - пiдбiр бази даних, яку доцiльно використовувати для 
формування навчальної вибiрки при розпiзнаваннi t-го виду бiометричного 
способу: 
( )tt TtDB == DB                                                (3.26) 
Крок 2 - визначення кiлькостi вхiдних нейронiв. Для цього 
використовується вираз 
( )tdbin baL ×=                                                (3.27) 
Етап 3 - визначення параметрiв згортальних шарiв. Вхiднi данi етапу 
- t,,DBE . Вихiд етапу - khls KK ,, . Етап роздiлений на 3 етапи: 
Крок 1 - визначення еталонних зображень, якi призначенi для 
експертного аналiзу: 
 
( ) { }tt eTt →=DB                                               (3.28) 
 
де { }te - безлiч еталонiв зображень t-го виду способу пiдпису. 
Крок 2 - визначення кiлькостi згортальних шарiв, яке вiдповiдно до 
принципу 1 реалiзується за допомогою експертного оцiнювання кiлькостi 
рiвнiв розпiзнавання: 
{ }( ) rlt KeF =,E                                                (3.29) 
UK
 де F - процедура експертного оцiнювання, описана в [27], 
rlK  - кiлькiсть рiвнiв розпiзнавання rlls KK = . 
Крок 3 - визначення кiлькостi карт ознак, яке вiдповiдно до принципу 
2 реалiзується за допомогою експертного оцiнювання кiлькостi ознак на 
кожному рiвнi розпiзнавання: 
{ }( )lsta KeF ,,EK =                                              (3.30) 
 
де { }
lsKkaa
K ,=K - вектор, елементи якого дорiвнюють кiлькостi ознак 
на кожному рiвнi розпiзнавання. kaK ,  - кiлькiсть ознак на k-му рiвнi 
розпiзнавання пiдпису kakh KK ,, = . 
Етап 4 - визначення зв'язкiв. Вхiднi данi етапу - { } khlst KKe ,,,,E . Вихiд 
етапу -
lsKQ . Реалiзацiя етапу полягає в експертному оцiнюваннi 
номенклатури ознак (i-1) -го рiвня, якi застосовуються для розпiзнавання 
ознак i-го рiвня. В аналiтичному виглядi перетворення iнформацiї на 
даному етапi записується так: 
{ }( )khlstK KKeFls ,,,,EQ =                                    (3.31) 
 
Етап 5 - визначення параметрiв шарiв Субдiскретiзацiя. Вхiднi данi 
етапу - rkhls KK Δ,,,, , RE , а вихiд - ldld mK , . За аналогiєю з третiм i 
четвертим етапом використовується процедура експертного оцiнювання: 
 
{ } ( )rkhlsldld KKFmK Δ= ,,,,, , RE                                (3.32) 
 
Етап 6 - визначення параметрiв ядер згортки. Вхiднi данi етапу -
( ) ldldls mKKba
t
db ,,,× , а вихiд - kb . При вiдсутностi шарiв Субдiскретiзацiя 
( 0=ldK )i за умови виконання загальноприйнятого умови 
( ) ( )tdb
t
db aaba ×=×  для визначення kb  необхiдно вирiшити рекурентне 
спiввiдношення виду (3.33) з урахуванням обмежень (3.34, 3.35): 
 
lsKkaab kkk ...1,11 =−+= − ,                                           (3.33) 
 
( )tdbaaa ×=1 ,                                                        (3.34) 
 
1=
lsK
a .                                                          (3.35) 
 
При 0≠ldK  на процес визначення  накладається додаткове 
обмеження, кожен прихований шар з парним номером зменшується щодо 
попереднього прихованого шару в ldm раз. 
Етап 7 - визначення кiлькостi нейронiв в повнозв'язну шарi. Вхiднi 
данi етапу - kldldkhlsoutin bmKKKLL ,,,,,, , , а виход - fL . Вiдповiдно до [20] 
дiапазон значень  визначається виразом: 
 
( ) pfoutin KLLL ≤≤+2                                           (3.36) 
 
де ( )outin LL +2  - мiнiмальна кiлькiсть прихованих нейронiв, яке 
визначається з теореми Хехт-Нiльсена [28].
( )kldldkhlsoutinp bmKKKLLfK ,,,,,, ,= - кiлькiсть параметрiв вагових 
коефiцiєнтiв в СНС. Вiдзначимо, що при реалiзацiї третього, четвертого i 
п'ятого етапiв запропонованого методу використовується процедура 
експертного ранжирування альтернатив. Виконання зазначеної процедури 
передбачає, що M експертiв ранжирують N можливих альтернатив. 
kb
fL
Мається на увазi, що кожен з експертiв виставляє ранги для кожної з 
альтернатив 
M,NM,nM,
m,Nm,nm,
,N,n,
x...x...x
...............
x...x...x
...............
x...x...,x
1
1
1111
,                                  (3.37) 
 
де m,nx – ранг n-ї ознаки, виставлений m-им експертом. 
Надалi ця iнформацiя пiдлягає наступнiй обробцi. Спочатку 
визначається колективна оцiнка n-го ознаки: 
 ∑
=
=
M
m
mnn xy
1
,                                                  (3.38) 
 
де m,nx – ранг n-ї ознаки, виставлений m-им експертом, n = 1 ... N. 
Далi отриманий ряд даних сортується в порядку зростання. Ознака, 
якому вiдповiдав би мiнiмальне значення (3.38) вважається найбiльш 
значущим, а ознака з максимальним значенням - найменш значущим. 
Для перевiрки узгодженостi думок експертiв i оцiнювання 
статистичної значущостi ранжування застосовуються вирази: 
( )nnm
LK
−
= 320
12 ,                                             (3.39) 
 
узгодженiекспертiвпоглядиKif ⇒> 5,00 ,              (3.40) 
 
2
1
)( ср
N
n
n yyL −=∑
=
,                                          (3.41) 
)1(5,0 += nmуcр ,                                        (3.42) 
 ( ) 01 KnmX r −= .                                       (3.43) 
Вiдомо, що величина має 2χ  розподiл с ( )1−n  ступенем свободи [6]. 
З таблиць розподiлу 2χ  , за значеннями i знаходимо крX .  
Ранжировка вважається статистично значущою, якщо виконується 
умова: 
крr XX ≥                                             (3.44)  
Якщо думки експертiв не узгодженi, то процедуру ранжирування 
необхiдно повторити, помiнявши експертiв або надавши їм додаткову 
iнформацiю про ранжируваних альтернативи. 
 
 
Висновки по третьому роздiлу 
 
В даному роздiлi вирiшувалася наукова задача розробки 
нейромережевих моделей i методiв оцiнки iнформативностi образiв 
пiдписи, якi характеризуються геометричними параметрами. Основнi 
результати роздiлу наступнi: 
Отримала подальший розвиток нейромережева модель оцiнки 
iнформативностi образiв пiдпису, яка за рахунок теоретично 
обгрунтованого вибору виду нейронної мережi, забезпечує можливiсть 
ефективної оцiнки iнформативностi, яка визначається на пiдставi точностi 
розпiзнавання. 
Вперше запропоновано принципи адаптацiї структурних параметрiв 
згорнутої нейронної мережi до умов завдання оцiнки iнформативностi 
бiометричних образiв, що забезпечують можливiсть розробки ефективного 
методу оцiнки iнформативностi. На вiдмiну вiд вiдомих зазначенi 
принципи реалiзують пiдхiд - в системах бiометричної аутентифiкацiї 
процес нейромережевого розпiзнавання двомiрного зображення 
бiометричного способу користувача повинен бути максимально 
наближений до свого бiологiчного прототипу. 
Вперше розроблено метод адаптацiї структурних параметрiв 
згорнутої нейронної мережi до умов завдання оцiнки iнформативностi 
образiв пiдпису, який за рахунок використання розробленої нейросетевой 
моделi, запропонованих принципiв адаптацiї i розробленого критерiю 
оцiнки iнформативностi, дозволяє реалiзувати ефективну оцiнку 
iнформативностi. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
РОЗДIЛ 4. РОЗРОБКА НЕЙРОМЕРЕЖЕВОЇ СИСТЕМИ 
РОЗПIЗНАВАННЯ ПIДПИСIВ КОРИСТУВАЧI 
4.1. Архiтектура нейромережової системи  
 
Архiтектура запропонованої НСС СРК розроблена з позицiй 
iнтеграцiї рiшень розробленого методу адаптацiї структурних параметрiв 
згорткової нейронної мережi до умов завдання оцiнки iнформативностi 
бiометричних образiв з рiшеннями, застосовуваними в вiдомих 
нейромережевих системах бiометричної аутентифiкацiї. Запропонована 
структура системи оцiнки iнформативностi образiв пiдпису складається з  
5 основних пiдсистем. 
 
Рисунок 4.1 – Архiтектура розробленої системи 
 
Призначення пiдсистем: 
− Input – пiдсистема, яка подає на вхiд зображення 
пiдпису; 
− Preparation - пiдсистема первинної обробки 
зображення;  
− Preprocessing – пiдготовка зображення; 
− Verification - пiдсистема розпiзнавання пiдпису; 
− Training - пiдсистема додавання нового пiдпису в 
базу та тренування моделi. 
Пiдсистеми “Preparation” та “Preprocessing” включають в себе 
первинну обробку зображень, яка подiляється на декiлька етапiв. Метою 
цих етапiв є пiдготовка пiдписiв до вилучення об'єктiв. 
Обов’язковим кроком є бiнаризацiя зображення. Вона дозволяє 
виявити фон та переднiй план зображення, а також прийти до двох кольорiв 
та розмiтити пiкселi. Для вирiшення даної проблеми використовувала 
пакет, мови програмування R, imager. Вiн дозволяє задати пороговiсть 
бiнаризацiї числовими значеннями, або квантилями. Приклад обробки 
зображений на наступному рис. 4.2. 
 
Рисунок 4.2 – Бiнаризацiя зображеня 
 Наступним кроком є скелитизацiя зображення, а саме аналiз площi 
iнформативних точок, що дозволяє також позбутися шумiв. Iснує декiлька 
методiв: 
  - Шаблона скелетизацiя; 
- Хвильовий метод; 
- Алгоритм Зонга-Суня; 
- Алгоритм Щепiна. 
В роботi використовували перший метод, шаблонної скелетизацiї. 
Вiн базується на отриманi шаблонiв для подальшого видалення зайвих 
пiкселiв. Завжди центральний чорного кольору. Процедура iтерується до 
тих пiр, поки не залишиться пiкселiв для видалення. На рис. 4.3 
представлений вигляд шаблонiв. 
 
Рисунок 4.3 – Шаблони скелетизацiї 
На рис. 4.3 клiтинки з крестиками позначенi неважливi пiкселi. 
Основнi етапи скелетизацiї: 
1. Для зберiгання координат створюємо пустий стек. 
2. Зберiгаємо будь-яку точку скелета. 
3. До тих пiр поки стек не навповнений, виконуємо наступнi кроки. 
4. Обираємо точку зi стека. 
5. Генерується ребра з обраної точкизображення до тих пiр, поки не 
вiдбудеться вiдгалуження або кiнець. 
6. У випадку досягнення кiнцевої точки або нового ребра, заносимо 
пройденний шлях. 
7. У випадку розгалуження заносимо послiдовнiсть ребер. Та 
повертаємося до пункту 3.  
Для вирiшення даної задачi використовували пакет мови програмування 
Python, skimage.morfology. Також використовується змiна медiальної осi 
для обчислення ширини об'єктiв на першому планi. Метод medial_axis 
вiддає вiддалене перетворення, крiм медиальної осi. Тому можливо 
обчислити вiдстань до фону для всiх точок медиальної осi з цiєю функцiєю. 
Це дає оцiнку локальної ширини об'єктiв. 
Медiальна вiсь об'єкта - це сукупнiсть усiх точок, що мають бiльше 
нiж одну найближчу точку на межi об'єкта. Його часто називають 
топологiчним скелетом, тому що це 1-пiксельний широкий скелет об'єкта, 
з тим же сполученням, що й вихiдний об'єкт. Дiла використовуємо 
функцiю thin. Морфологiчне розщеплення, що реалiзується у данiй 
функцiї, працює за тим же принципом, що i скелетiнгу: видаляють пiкселi 
з кордонiв на кожнiй iтерацiї, доки жодна з них не може бути вилучена, не 
змiнюючи зв'язнiсть. Рiзнi правила видалення можуть прискорити 
скелетонiзацiю i привести до рiзних кiнцевих скелетiв. 
Функцiя thin також приймає  аргумент ключового слова max_iter, 
щоб обмежити iнтенсивнiсть, таким чином, створювати вiдносно товстий 
скелет. 
Пiдсистема “Preprocessing” включає в себе вторинну обробку 
зображень, змiна ромiру вхiдних зображень. 
Особливостi вилучення є ключем до розробки системи. Ми 
використовуємо набiр iз п'яти глобальних функцiй, на якi не може впливати 
тимчасовий зсув. 
Цi особливостi мають геометричнi характеристики на основi форми 
та розмiрiв зображення пiдпису. Рiзнi особливостi форми, якi ми 
використовуємо, є: кiлькiсть пiкселiв, горизонтальнi та вертикальнi 
центроїди пiдпису, спiввiдношення вiдстанi мiж краями елiпса та 
довжиною основної осi, мiра плоскостi розподiлу, а також мiра асиметрiї 
розподiлу. Пiд час процесу навчання  вихiд нейронної мережi порiвнюється 
з цiльовим значенням, а корекцiя ваги мережi через алгоритм навчання 
виконується таким чином, щоб мiнiмiзувати функцiю помилки мiж двома 
значеннями. 
В данiй роботi використали помилку MSE, яка намагається 
мiнiмiзувати середню похибку мiж виходом мережi та цiльовим значенням. 
Система перевiрена на точнiсть та ефективнiсть в базi даних близько 100 
пiдписiв вiд 3 користувачiв, що мiстять як справжнiх, так i квалiфiкованих 
пiдроблених аналогiв зразкiв пiдписiв. Наша база даних складається з 
пiдписiв, виконаних з рiзними ручками з рiзними кольорами. 
Всi зразки нашої бази даних були попередньо обробленi, а глобальнi 
функцiї були вилученi. 
Пiсля вилучення функцiй, тестування виконується, i результат 
вiдображається, а пороговi значення було зроблено на 90% у дослiдженнi, 
яке нижче вiдсотка на 90%, пiдпис вважається пiдробленим. 
Наступна пiдсистема “Training”. Включає в себе саме побудову 
навчання та тестування нейронної мережi. Розмiр ядра конвекторальної 
нейронної мережi визначає кiлькiсть ознак, якi будуть об'єднанi для 
отримання нової ознаки на виходi. В роботi задали 5 * 5 = 25 ознак на входi 
i 3 * 3 = 9 ознак на виходi. Для стандартного шару ми мали б масову 
матрицю 25 * 9 = 225 параметрiв, а кожна вихiдна ознака була б сумою суми 
всiх ознак на входi. Кожна ознака на виходi отримується аналiзом не кожної 
ознаки на входi, а лише одного вхiдного, що знаходиться в "приблизно в 
тому ж мiсцi".  
 
4.2. Тестування системи  
 
Експеримент проводився таким чином: 
1. Вводились пiдписи, збереженi в папцi train, яка мiстить 
копiї зображень с аутентичними пiдписами (9 зображення). 
2. Виконання обробки зображень та видiлення ознак 
пiдписiв. 
3. Виконали навчання з навчальним зображенням за допомогою 
нейронної мережi. 
4. Верифiкацiя тестового пiдпису нейронною 
мережею. 
Нейронна мережа в цьому експериментi мала два прихованих шари: 
в першому прихованим шаром було в цiлому понад 800 нейронiв, у другому 
- 200 прихованих нейронiв. Останнiй шар, що називається «SoftMax», 
виконує власне класифiкацiю векторiв ознак. Далi опис екранових форм 
програми. 
В режимi попереднього навчання (тренування) вiдкривається вiкно в 
якому вiдображається структура мережi Автоэнкодера з кодеромi Декодер, 
а також кiлькiсть нейронiв в першому шарi (Кодер). Фiнально, пiсля всiх 
попереднiх обробок, зображення test1, test2 i test3 стали розмiром 80x80 з 
вiдображуваними лiнiями на бiлому та чорному фонi. 
Пiсля цього виконали перевiрку пiдпису test1, test2 та test3 по даним 
попередньої обробки. Перевiрка цих пiдписiв виконується пiсля вибору 
папки з даними. В результатi показується вiдповiднiсть тестових пiдписей 
test1, test2 та test3, на яких навчалася нейронна мережа. В цьому 
експериментi отримали наступнi результати: для тесту 1 - 52,84% 
зiставлення в порiвняннi з пiдписами, якi подавался на навчання нейронної 
мережi, для test2 - 68,22%, а для test3 - 55,47%. Вiдповiдно до результатiв, 
отриманих в експериментi для тесту 1, 
тесту 2 i тесту 3, нейронна мережа успiшно вкласифiкувала тестовi 
пiдписи, так як взначення параметра схожостi при iдентифiкацiї справжнiх 
пiдписiв у бiльшостi перевищили значення 50%, а для пiдроблених 
пiдписiв вони були значно нижче цього 50%. 
Також було проведено додаткове поповнення бази для покращення 
розпiзнавання для трьох тестових зображень пiдписiв (test1, test2, test3), але 
з великим числом нейронiв прихованих шарiв 1600 i 900. В результатi 
отримали наступнi точностi розпiзнавання: тест 1- 77,10%, тест 2- 69,48%, 
тест 3 - 66,07%. Це дослiдження показало, що, збiльшуючи кiлькiсть 
нейронiв мережi, можна отримати збiльшення вiдсотка подiбного 
поточного пiдпису та шаблону, отриманого при навчаннi системи. 
Пiсля тестування правильного пiдпису кожного автора, де були 
отриманi хорошi вiдсотки подiбностi з вiдповiдним автором шаблону. 
Проведено ще одне тестування з пiдробленими пiдписами, якi дало 
наступнi результати: test1 - 23,66%, тест2 - 15,56%, тест3 - 22,48%. Тут 
порог розпiзнавання в 50% не був досягнутий, тому система вiдповiла, що 
введенi пiдписи не розпiзнаються. 
 
 
 
ВИСНОВКИ 
Розпiзнавання пiдписiв можна здiйснити при gвикористаннi рiзних 
математичних методiв: застосування методiв нечiткої логiки, методу 
потенцiйних sфункцiй, класифiкацiї на dосновi порiвняння з wеталонами, 
а також з допомогою нейронних hмереж. Показано також, що 
iвикористання методу розпiзнавання за допомогою Фнейронних wмереж 
вiдрiзняється бiльш високою вефективнiстю i dпродуктивнiсть, але для 
нього потрiбна rабо велика кiлькiсть прикладiв при проведеннi навчання, 
Вабо створення спецiальних структур нейронних мереж, якi враховують 
специфiку даних задач. 
Висока продуктивнiсть методiв з використанням нейронної мережi в 
задачах обробки та аналiзу рукописних пiдписiв дає можливiсть 
використовувати його в вирiшеннi fпроблем розпiзнавання та верифiкацiї 
рукописних пiдписеiв. Можливiсть постiйного навчання та узагальнення 
яка володiє методом нейронних мереж, дає можливiсть ефективно 
вирiшити проблему рiзноманiття та мiнливостi рукописного пiдпису. 
Пiсля проведення першого навчання нейронної мережi прийняття 
рiшення про справжнiсть пiдписiв, поданих на вхiд в систему, вiдбувається 
з великою швидкiстю, що виявляється важливим фактором для систем, якi 
мають велику базу даних пiдписiв. 
Розроблений метод також дозволяє поповнювати базу новими 
підписами  та доповнювати вже вже існуючі підписи в базі. Також 
використання згорткових нейронних мереж дозволило підвищити 
швидкодію та точність розпізнавання підписів користувачів. Саме цей 
алгоритм був використаний в данiй роботi. У вiдповiдностi до цiлi 
магістерської дисертації розроблена система розпiзнавання підписів. При 
розробцi цiєї системи були вирiшенi наступні завдання:   
- Обрано алгоритм розпiзнавання пiдписiв користувачів;  
- Розроблена модель попередньої обробки зображення;  
- Програмна реалiзацiя методу розпізнавання підписів 
користувачів;  
- Тестування системи. 
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