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The tape-head interaction in magnetic recording is modeled by a coupled system 
of a second-order differential equation for the pressure and a fourth-order differen-
tial equation for the tape deflection. There is also the constraint that the spacing 
between the head and the tape remains positive. In this paper, we study the station-
ary one-dimensional case and establish the existence of a smooth solution. 
1. THE MODEL 
Figure 1 shows the magnetic tape modeled by y = ü(x), 0<x<L, and 
the magnetic head profile y = 8(x), L1^x^L2. The spacing between the 
head and the tape is denoted by h(x), i.e., 
h(x) =ü(x) — 5(x), h(x)>0, Ll^x^L2-
The tape is driven with velocity V, and its motion entrains air in the space 
between the head and the tape, with pressure p(x), L1^x^L2. At the 
endpoints x = Ll, x = L2, the pressure is equal to the atmospheric pressure. 
After nondimensionalization, one obtains the following system for the 
tape y = u(x) and the pressure p(x) [ 1; 3, Chap. 6], 
= 0, Lx<x<L2, (1.1) 
-K{p-\)XlLl,L2V 0<x<L, (1.2) 
u(x) =h(x) + d(x), h(x)>Q if L1^x^L2, 
(1.3) 
d(ph) 
dx -«¿(-i+^D 
d2u d4u 
~^?+fldx~4 
V 
FIGURE 1 
where 0<Lt<L2<L, j [ £ ; L -¡ is the characteristic function of the interval 
[Lj , L2~\, and, typically, 
a ~ i , /]~ 1, L2 -L1 ~ 1, L ~ 10, ^ ~ 104, e~ 10~2, and / /~ 10~3; 
Lj and L2 lie near of the middle of the interval (0, L). 
The boundary conditions are 
p(L1)=p(L2) = l, (1.4) 
du 
u= — = 0 at x = 0 and x = L. (1.5) 
ox 
We assume throughout the paper that 
8 is piecewise continuous with jump discontinuous at ¿^, £2, ..., ¿^  where 
í 0 = ¿ i < í i < ••• < ^ < L 2 = í J + 1 , a n d á e C 1 ^ . , £ ¿ + 1] f o r 0 < / < s , 
(1.6) 
and 
<5(L1)<<5'(¿1)¿1, 5(L2)<(L2-L)5'(L2); (1.7) 
the case where 8(x) has no discontinuities may be considered as a special 
case of (1.6) (with 5=0) . 
Note that the inequality ¿(Lj) < <5'(A) A means that the tangent to the 
head at x = Lx intersects the x-axis in the interval (0, Lx). Similarly, the 
second inequality in (1.7) means that the tangent to the head at x = L2 
intersects the x-axis in the interval (L2, L). 
Note also that e and ¡i are small numbers. In this paper we prove: 
THEOREM 1.1. Assume that (1.6) and (1.7) are satisfied. Then there exist 
positive constants s^, ¡j,^ such that ifO<s<s^., ()<//<//.,., then the system 
(1.1) (1.5) has a solution with p e W1' X\_LU L2], ue W4'°°[0, L], and 
p>0, h>0 in \_LX, L2]. 
Theorem 1.1 was proved in [4] under the assumption that 
SeC2 and d"(x)<0, L^x^L^ (1.8) 
This assumption is very restrictive, not only mathematically, but also 
physically: Magnetic heads do not generally satisfy the concavity condition 
(1.8). Indeed, in order to reduce the effect of air entrainment (which causes 
a boundary layer for the pressurep near x = L2), trenches are dug into the 
head (see [2]) and, of course, 8(x) is discontinuous at the edges of the 
trench. But even if a trench is smoothed near the edges so that 8 is a 
smooth function in the neighborhood of a trench, S"(x) will change sign 
across the trench. 
For clarity we shall first prove Theorem 1.1, replacing (1.6) by the 
stronger assumption 
SeC2[LuL2]; (1.9) 
the proof for this special case is given in Sections 2-4. In Section 2 we 
establish the existence of a solution in the case e = ¡i = 0, and in Section 3 
we prove that the problem for e=¡i = Q can be written as a variational 
inequality. The approach we use to establish these results is entirely dif-
ferent from the approach in [4] ; instead of the shooting method used in 
[4] we use here a method based in sub- and super-solutions. In Section 4 
we prove Theorem 1.1 (under the stronger assumption (1.9)) by combining 
the method used in [4] with the results of Sections 2 and 3. The proof of 
Theorem 1.1 in the general case is given in Section 5. 
2. THE CASEe = 0, fi = 0 
In the special case e= / / = 0, the system (1.1)—(1.3) reduces to 
— — = 0, Lí<x<L2, 
ox 
d2u 
-^-2=K(P-l)XLL1,L2V 0<X<L 
(2.1) 
(2.2) 
Some of the boundary conditions in (1.4), (1.5) need to the dropped, and 
we take 
p(Ll) = \, (2.3) 
u(0) = u(L) = 0. (2.4) 
From (2.1) we see that ph = constant = C and, since piL^ = 1, C = h{L1) = 
u(L1)—d(L1), so that 
u(x) —o(x) 
Henee (2.2) becomes 
d2u / « ( ¿ O - ¿ ( ¿ O 
^-«{u^-Six)-1)^^ °<X<L- (25) 
THEOREM 2.1. There exists a solution u(x) of (2.5), (2.4). 
The proof requires several lemmas. Let 
A=\\d'\\La(Li,L2)(A>Q), B= sup [-d"(x)](B>0). 
For any 
Áel^idiL^AL^, 
consider the problem 
d2u ^f k-8{Ly) 
dx
2
-
K[ü(xJ^S(x)-l)X^^ °<X<L> 
u(0) = u(L) = 0, (2.6) 
u(x)—S(x)>0 if L1^x^L2. 
LEMMA 2.1. For any Áel there exists a unique solution u(x, Á) of (2.6). 
Proof Set 
and note that 
Fu<0. (2.7) 
Consider the function 
k-8{Ly) 
u(x) = 8{x) +• l+c(A) 
where 
Then 
SiLJ + S'iLJix - LJ, 0 < x < L ! 
S(x) = is(x), ¿ Í ^ X ^ L J 
(^5(L2) + (5'(¿2)(x-¿2)> L2<x^L, 
(B X-8(L{) X-8(L{) 
e l = max \ - , z - ^ , = - ^ 
l * -<5(0) -<5(L) 
X-8ÍL,) 
-uxx-F(u(x),x)^{B-K\ f3{:cU¿-S(Ll)\ 3{x) \}XlLl.L2l, 
= [B-Kc(X)]X[LuL2, 
so that, by the choice of c(A), 
-uxx(x)^F(u(x),x). 
Furthermore, 
u(0)=8(L1)-8'(L1) ¿i + ^ 7 7 T < 0 , 
1 + c(A) 
and, similarly, u(L) < 0. Thus u is a subsolution for the problem (2.6). 
The function ü(x)=Ax is a supersolution. Indeed, since (ü — 8)'--
A-8'^0, 
ü(x)-8(x)^ü(L1)-8(L1)=AL1-8(L1)^Á-8(L1) 
if L1 < x < L2, so that 
-
f i
-
W
-^(¿H í5¿)-1) / [ i I > i í ] >"""W = 0-
Furthermore, M(0) = 0 and ü(L)^0. 
Introduce the convex set of functions 
G = { « e C ° [ 0 , L ] , « ( x ) < « < « } • 
For any ü e G we consider the problem 
— uxx = F(ü,x), 0<x<L, 
u(0) = u(L) = 0. 
Using (2.7) and the máximum principie (or comparison) we deduce that 
the solution u satisfies 
M < M < M , 0 < x < L. 
If we define a mapping T by T(ü) = u, then Tmaps G into itself. It is easily 
seen that T is continuous and T(G) lies in a compact subset of G. Appealing 
to the Schauder fixed point theorem we conclude that T has a fixed point, 
which is clearly the solution to (2.6). Finally, if u1 is another solution, then 
the function w = u — ul satisfies 
where Fu is evaluated at some intermedíate point. Since Fu < 0, w = 0 and 
thus u1=u. | 
We denote the solution of (2.6) by u(x, X) and introduce the function 
f(X)=u(L1,X), XeI. (2.8) 
LEMMA 2.2. The function f is continuous. 
Proof. If Xn -> X0 e I then any subsequence of Xn has a sub-subsequence 
Xn, for which u(x, Xn,) is uniformly convergent to a function u0(x), and 
u0(x) is the solution of (2.6) for X = X0 (by uniqueness). It follows that 
f(Xn) = u(Ll,Xn)^u(Ll,X0) = f(X0). | 
Proof of Theorem 2.1. We need to show that the mapping X ->/(A) has 
a fixed point. I f / ^ ) ^ ^ for some X1 el, then, since /(AL^ ^AL1 and 
/(A) is continuous,/will have a fixed point in the interval [Xlt AL{\. Thus, 
it remains to prove that the inequality 
f(X)<X forall XeI (2.9) 
cannot hold. We shall assume that (2.9) holds and proceed to derive the 
contradiction. To do that we define 
K+\=f{K), n>\, 
for some X0el. Then, in view of (2.9), A , , ! ^ , and Xí( = 8(Ll) since, 
otherwise, f{kif) = Xif by Lemma 2.2. Thus 
Xn[8(Ll) as w->co. (2.10) 
Recall that uxx(x, Xn) = 0 if 0 < x < L1, so that 
u{Lx,kn) Xn + l ¿(¿O 
ux(Li, K) = j = —j " —j— • 
L,^ l^i l^i 
Since, by (1.7), 
< 5 ' ( L 1 ) > ^ + 3 e 0 
for some e0 > 0, it follows that 
M;c(L1 ,A„)< (5'(¿i)-2eo (2.11) 
if n is sufficiently large. We also have 
„„ ( i ,+o.4>^(i-¿^)<o 
since Xn + l=f(Xn)<Xn. 
Let 
x = max{xe(L 1 , L2~\; <5'(¿i) ~^'(x') ^eo> f° r allZ^ < x ' < x } . (2.13) 
We claim that 
uxx(x, Án)<0 if L^x<x. (2.14) 
Indeed, if this is not true then, setting for simplicity u(x) =u(x, Xn), we 
have, by (2.12), 
uxx(x)<0 if L , < x < x * 
(2.15) 
uxx(x*) = 0, 
for some x* = x* e (Llt x), and then also 
uxxx(x*)^Q. 
From the differential equation in (2.6) we get 
(u(x)-S(x))2 uxxx(x)=K,^,^ \;>(ux(x)-d'(x)) in (LUL2), (2.16) 
so that, by (2.11), 
uxxx{Lx + 0) < 0. 
If follows that there exists a point x** = x * * in (Llt x*] such that 
"***(*) <° if Lx<x<x**, 
uxxx(x**) = {). 
Appealing again to (2.16), we deduce that 
ux(x**)-8'(x**)=Q, 
and then, by (2.15) and (2.11), 
<5'(***) = ux(x**) KuJL,) < <5'(¿i) - 2e0, 
which is a contradiction to (2.13) since x** <x . 
From (2.14) and (2.11), (2.13) we deduce that 
ujx, ln) <ux(Ll, ln) <(5'(L1) — 2e0<(5'(x) — e0 if Ll<x^x. 
Henee 
u(x, k„) -8(x) <Xn+l-8{LX) -e0(x - L x ) . 
Recalling (2.10) and the fact that x is independent oí n, we get 
M(X, X„) — ( 5 ( X ) < 0 
if n is sufficiently large, which contradiets the inequality u(x, Xn) > S(x) in 
[Lx,L2l | 
3. VARIATIONAL FORMULATION FOR EQUATIONS (2.5) 
AND (2.4) 
Theorem 2.1 can be extended to the system 
- ^
 = K\g(x)-8(x) ~ l ) K w °<X<L> 
g(0) = g(L)=-y, (3.1) 
g(x)-d(x)>0 if ¿ Í ^ X ^ L J , 
provided 
max{(5(L1)-(5'(L1)L1 ,(5(L2)-(5'(¿2)(¿2-¿)} < - y < 0 . (3.2) 
Note that in the construction of the solution to 
d2g
 v( k-8{L¿ \ 
-dx^ = K{g(x)-5(x)-l)X^^ {)<X<L> 
g(0) = g(L)=-y, (3.3) 
g(x)-d(x)>0 if L1<x<L2, 
we use the same sub- and super-solutions u(x) and M(X), respectively, as 
before. We shall denote the solution of (3.3) by g(x, X, y). 
Set 
F(u,x,X)=K[-^—^-\jxíLl,L2v u>8(x). 
Clearly 
Fu<0, FÁ>0. 
By the strong máximum principie we then get 
g(x,X1,y1)>g(x,X2,y2) in (0, L) if X^X2, 0^yi<y2. (3.4) 
LEMMA 3.1. Let g(x) be any solution of (3.1). Then there exists a 
solution u(x) of (2.5), (2.4) such that 
u(x)>g(x) if 0<x<L, (3.5) 
and, consequently, 
u(x) ^g(x) + s0, if Ll^x^L2, (3-6) 
for some s0 > 0. 
Proof. By (3.4) and the máximum principie, 
u(x, X)>g(x, k, y) if 0 < x < Z , . (3.7) 
Take A = A0 such that g(x, X0, y) is the solution g(x). Then 
u(Lx, X0)>g(Lx, X0, y) = X0, 
so that/(/lo) > A0. It follows that there is a fixed point X^ of the mapping 
A->/(/l) in the interval (X0,ALl~\. The function M(X) =U(X, A.,.) is the 
solution of (2.5), (2.4) and by (3.4), (3.7), 
u(x) = u(x, Á^) ^u(x, Á0) >g(x) in (0, L). | 
Introduce the function 
ís s<\ +ALX 
Take any solution g(x) of (3.1) and consider the variational inequality 
d2u
 r M(«(Li))-<5(£i) 
(u-g) 
dx2>K{ u(x)-S(x) M ^ i . ^ ] ' 
«(x)^g(x), 
^(«(A))-^) 
+^^ ( .^r^\ - 1 fe , .^ 
(3.8) 
0 in [0,1,], 
5x \ M(X) — (5(x) 
M(0)=M(Z,) = 0. 
The truncation i/r is introduced for a technical reason, so that we can carry 
out the proof of Lemma 4.1 in Section 4; see also [4] . 
Note that the solution u of (2.5), (2.4) established in Lemma 3.1 satisfies 
the variational inequality (3.8) since ij/(u(Ll))=u(Ll) (as uiL^^ALx). 
We now prove the converse: 
THEOREM 3.1. Any solution u(x) of the variational inequality (3.8) is a 
solution of (2.5), (2.4), and it satisfies the inequalities (3.5), (3.6). 
Proof. Since u(L1)^g(L1), \¡/(s) is monotone increasing in s, and 
It follows that 
d2u>Kfg(L1)-S(L1) 
dx \ u(x) —5{x) 1 ¡XlL1,L2^-
Since, furthermore, 
u(0)=u(L)>-y = g(0) = g(L), 
the strong máximum principie yields the inequalities (3.5), (3.6). It follows 
that 
d2u_K^(u(L1))-S(L1) 
dx2 \ u(x) — d(x) 
From the inequality ij/(s) ^ s w e then have that 
d2u^Kíu(Ll)-ó(Ll) 
dx2"~~ \ u(x) —S(x) 
1 X[ £ i > £ 2 ] ' (3.9) 
1 ) / [ £ ! , £ 2 ] > 
and, since ü(x) =Ax is a supersolution, we get, by comparison, u(x) ^Ax. 
This implies that ^(«(LJ) = «(LJ, so that (3.9) reduces to (2.5). Thus u(x) 
is a solution of (2.5), (2.4) satisfying (3.5), (3.6). | 
4. PROOF OF THEOREM 1.1 (SPECIAL CASE) 
Consider the system 
S(ph) d í
 2 dp 3 dp\ 
ox ox \ ox ox/ 
+ ^ ^ - ^ ^ ^ ( J P - l ) l [ £ 1 > £ 2 ] > «(x)^g(x) , 5x dx' 
( " - £ ) 
52 54 
(4.1: 
(4.2) 
-—+^ — -K(P-l)XlLuL2, 0 in [0, L], 
h(x) = u(x)-8(x), ¿ Í ^ X ^ L J , (4.3) 
with the boundary conditions 
Let 
IT \ IT \ ^(h ¿ 1 IAA\ 
h{Li) 
u = ux = 0 at x = 0 and x = L. (4.5) 
G=\peC°[LuL2],0^p^l + + , H , (4.6) 
where 
/ = inf [g (x ) - (5 (x ) ]>0 . 
iLj ^ x ^ ¿ 2 
As in [4] one shows that for any p eG there exists a unique solution u 
of (4.2), (4.5) and 
KI<C, 
where C is a constant independent of p. 
Set h = u — 8 and denote by p(x) the solution of (4.1), (4.4). It is 
obtained by solving the initial valué problem 
ph — E[a.h2 — +Bh3p — )=r¡, L1<x<L2, V <9x <9x/ 
(4.7) 
h{Li) 
for any constant r/ ^ 0, and then choosing // in a unique way such that 
l (L 2 = , , r , ; 4.8 
for details see [4] . 
We define the mapping S by 
S(p)=p 
and want to show that S has a fixed point in G. 
LEMMA 4.1. If s is small enough then S maps G into itself and the 
parameter n determined by (4.7), (4.8) satisfies 
\n-xlf(h(Li))\^Ce, (4.9) 
where C is a constant independent of s. 
Proof We introduce the operator 
d(wh) d (
 r 2 dw 3 dw £'(w)=^—^-e — [ah — + fih3w—), Lx<x<L2, 
ox ox \ ox ox) 
and consider the function 
v(x)= --(x-L^-v, Lx^x^L2 
for C positive and large and v positive and arbitrarily small. Denote by x 
the point where v(x) =0 . Then, as in [4] , 
JS?(I>)<0 in [Lux] 
if e is small enough. A comparison argument used in [4] then shows that 
p(x)^v(x) in [Llt x~\. 
Taking v { 0 we deduce that 
C 
PX(L1)> - y 
and, then, by (4.7), 
rj-MML^^Cs. 
The complementary inequality 
r¡-\¡/{h{Lx))~^ - C e . 
is derived in the same way by working with the function 
WiLiífC 
^ T + 7 ( x - L l ) + v-
Since 
it follows from (4.9) that 
//< 1 +ALX + Ce. 
(This is where we need the truncation \¡i, since we do not have a uniform 
bound on HL^.) But, then, from (4.7) we conclude that 
if e is sufficient small. 
From (4.7) we also deduce that p cannot take the negative minimum, 
and thus peG, and so S maps G into itself. | 
Proof of Theorem 1.1. By Lemma 4.1, S maps G into itself. It is also 
easy to show that S is continuous and that S(G) is contained in a compact 
subset of G. Henee, by Schauder's fixed point theorem, S has a fixed point 
in G, which is solution (u, p) of the system (4.1)—(4.5). If we can prove that 
u(x)>g(x) in (0,1,), (4.10) 
w(Z,1)<l+y4Z,1, (4.11) 
for 0<£<£.,. and 0 <//<//.,., then (u, p) and h form a solution of 
(1.1)—(1.5) as asserted in Theorem 1.1. 
But if either (4.10) or (4.11) is not satisfied, then, by taking the sequences 
£,• ¿0, ¡ij ¿0 as in [4] , we obtain the limit functions (u0, p0, h0) with 
Po{x)ho=^MHl (Usmg(4.9)) 
h0{Li) 
and u0(x) satisfying the variational inequality (3.8). By Theorem 3.1, 
u0(x) ^g(x) + s0 for Ll^x^L2 
and clearly also 
u0(x) ^ALX. 
But then, for the solution of (4.1)—(4.5), with e = £,•, ¡i =/Uj small, 
u(x)^g(x) + ^s0 for ¿ Í ^ X ^ L J , (4.12) 
and u(Lx) < 1 +ALX. Since (4.12) implies (4.10), we get a contradiction to 
both inequalities, (4.10) and (4.11). | 
5. PROOF OF THEOREM 1.1 
We introduce the function 
S{x) = S{L1) + {{£1-L1) \\S'\\L~ÍL zi+WSW^z L¿*~ / (5.1) 
for 0 < x < L and note that 
8(x)^S(x) if Lx^x^L2. (5.2) 
We first prove Theorem 2.1 (under the assumption (1.6)). Since —5" is 
not bounded from above (if s^ 1 in (1.6)), we cannot construct a subsolu-
tion as before. We therefore first approximate 8(x) by functions 8n in 
C2[L1, L2] such that 
rL2 
\Sn(x)— S(x)\pdx^> 0 for any l < p < o o , (5.3) 
SJL1) = d(L1), (5.4) 
sup \S'Jx)-S'(x)\^0 (5.5) 
¿1 ^ * ^ L^ +Í?O 
for some small //0 > 0, 
8'n(x)^8'(x) forall x^í¡ (5.6) 
as w-> oo, and 
<*„(*) <<?(*)• (5-7) 
Consider the problem 
\v(x)-S„(x) ) " 2J 
u(0) = u(Z,) = 0. (5.8) 
LEMMA 5.1. The function ü(x) =d(x)— d(0) is a supersolution of (5.8) 
provided X < «(Z^). 
Proof. Clearly 
M(X)-<5„(X) = ( 5 ( X ) - ' 5 „ ( X ) - ( 5 ( 0 ) ^ -<5(0), 
by (5.7). Also, 
S(Ll)-8(Q)=ü(Ll)^X 
so that 
-S{{))^ l-S{Ll) = 1-óiL,). 
Henee 
ü(x)-dn(x)^Á-d(L1) 
and, consequently, 
-üxx{x)-K[———JT~,~1 )X[L,,L2-]> ~üxx(x) = 0. 
Since also M(0) = 0 and ü(L) > 0, the lemma follows. | 
It seems difficult to construct a subsolution to the u„ which is independent 
oí n. But we can nevertheless apply Theorem 2.1 (for the case where (1.9) 
is satisfied) to deduce that there exists a solution un(x) oí 
-
UÁX)=K{uJx)-SJx)-1^^'^ {)<X<U (5.9) 
un(0)=un(L) = 0, 
and 
ón(x)<un(x)^ü(x), 0<x<L. (5.10) 
We may assume that 
«n(£l )^A* (5.H) 
for some d(L1) </!.,. ^ M ^ ) . 
LEMMA 5.2. There holds 
K>¿(Li)- (5-12) 
Proof. Suppose X^ = <5(¿i). Then, for any small e0 > 0, 
Un(Li)<ó(Ll)+Lls0 if n^n0(s0), 
and 
u'JL1)=1^^<^ + e0<d'(L1)-2e0<d'JL1)-e0 (5.13) 
if e0 is small enough, by (1.7), (5.5). 
We can now argüe as in the proof of (2.14) (with u = un, 5 = 5n, and 
Xn = un(Lí)) to deduce that 
u"n(x) < 0 if L ^ x ^ x 
where x is such that x< / / 0 and d'„(L1)—d'„(x)<^e0 for all L1^x^x, 
n^n0(e0). Using also (5.13), we deduce that 
p 
u'„(x) < d'„(x) — — if L1^x^x. 
It follows that 
« B ( * ) - < U * ) < ( « B ( A ) - ^ ( £ i ) ) - y ( * - £ i ) -
Henee un(x) —8n(x) < 0 if w is sufficiently large, a contradiction. | 
Since u'¿(x) = 0 and 0 < M „ ( X ) <M(X) for 0 < x < L 1 and L2<x<L, we 
have 
u (Li) üíL-,) 
0 <<(() ) <«'(0), and 0>u'n{L) =y^f>j^j- (5-14) 
Integrating the differential equation in (5.9) and using (5.14) we obtain 
the inequality 
—T~\—TTV dx ^ C 
In view of (5.10) and (5.11), (5.12), the last inequality implies that 
r
L2 dx 
, , *, , < C - (5-15) 
L1 u„{x)-d„{x) 
Integrating (5.9) and using (5.15), (5.14) we see that 
K ( x ) | < C , 0 < x < L . 
We may then assume that 
u„(x)-m(x) uniformlyin xe[0,L~\, (5.16) 
|« ' (x ) |<C a.e. (5.17) 
We next deduce, by Fatou's Lemma and (5.15), that 
dx 
——-s-n^C. (5.18) 
Ll u{x)-d{x) 
LEMMA 5.3. There holds: 
u(x)-8(x)>Q if Lx^x^L2. (5.19) 
Proof. Suppose u(x0) — <5(x0) = 0 for some x0 e[L1, L2]. Then, by the 
Mean Valué Theorem, 
\u(x) — S(x)\ < C \x — x0 | 
in an interval with endpoint at x0, and this contradicts the estímate 
(5.18). | 
Having proved Lemmas 5.2 and 5.3, we can now pass to the limit in 
(5.9) and conclude that 
«(¿i) —d(Ll 
u(x) — S(x) -•K\ . . , „ , X , ^ - 1 / [ ¿ L Í 2 ] 
for 0 < x < L , x ^ í ¡ ; this completes the proof of Theorem 2.1. Note that 
M(X) is continuously differentiable in 0 < x < L and u"(x) is piecewise con-
tinuous with jump discontinuities at ¿ i , £i, í2> •••> £s> ís+i-
In the same way we can proceed to construct a solution g to (3.1). 
We next claim that Lemma 3.1 extends to the present case. Indeed, since 
both M(X) and g(x) are larger than 8(x), and u"(x) and g"(x) are piecewise 
continuous, the máximum principie can be applied to deduce (3.7). 
The proofs of Theorem 3.1 and Theorem 1.1 can now proceed exactly as 
before. 
Remark. As in [4] , the solutions asserted in Theorem 1.1 exhibit a 
boundary layer behavior at x = L2. 
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