Abstract-The aim of this brief is to design a robust projection matrix for the Compressive Sensing (CS) system when the signal is not exactly sparse. The optimal projection matrix design is obtained by minimizing the Frobenius norm of the difference between the identity matrix and the Gram matrix of the equivalent dictionary Φ Φ ΦΨ Ψ Ψ. A novel penalty Φ Φ Φ F is added to make the projection matrix robust when the sparse representation error (SRE) exists. Additionally, designing the projection matrix with a high dimensional dictionary improves the signal reconstruct accuracy when the compression rate is the same as in a low dimensional dictionary scenario. Simulation results demonstrate the effectiveness of the proposed approach comparing with the state-of-the-art methods.
I. INTRODUCTION
A T the beginning of this century, a hot topic named compressive sensing or compressed sensing (CS) has received a lot of attention [1] . Generally speaking, CS is a mathematical framework that addresses accurate recovery of a signal vector x x x ∈ R N×1 from a projector or observed vector y y y ∈ R M×1 with M ≪ N, where the projection paradigm consists of linear projections of the signal vector x x x through y y y = Φ Φ Φx x x (1) where Φ Φ Φ ∈ R M×N is named as the projection or sensing matrix. CS has found many applications in the areas such as image processing, machine learning, pattern recognition, signal detection/classification etc. We refer the reader to [2] , [3] and the references therein to find the related topics mentioned above. Sparsity and coherence are two important concepts in CS theory. According to the CS framework, the signal x x x must be approximately sparse or can be approximately sparsely represented with a given dictionary, i.e., the signal x x x can be expressed as x x x = Ψ Ψ Ψθ θ θ + e e e (2) where Ψ Ψ Ψ ∈ R N×L is the given or determined dictionary and θ θ θ ∈ R L×1 is the sparse coefficient vector of x x x in Ψ Ψ Ψ and e e e ∈ R
N×1
stands for the sparse representation error (SRE). A vector x x x specified by (2) is called (purely or exactly) K-sparse in Ψ Ψ Ψ if θ θ θ 0 = K and e e e = 0 0 0 and approximately K-sparse in Ψ Ψ Ψ if θ θ θ 0 = K and e e e has relative small energy.
Substituting x x x in (1) with (2), we can get
where the matrix D D D = Φ Φ ΦΨ Ψ Ψ is called the equivalent dictionary of the CS system and ε ε ε Φ Φ Φe e e denotes the projection noise caused by SRE. The goal of a CS system is to retrieve θ θ θ form the projector y y y. Mathematically speaking, the reconstruction is to solve the following problem: 2 θ θ θ = arg min
Due to the fact that M ≪ L, solving y y y ≈ D D Dθ θ θ for θ θ θ is an undetermined problem which has an infinite number of solutions. Extra constraints on the linear system should be given to have a unique solution. One of such constraints is related to the concept of mutual coherence. The mutual coherence of a matrix
can be used to measure the worst-case coherence between any two columns of D D D and is one of the most fundamental quantities associated with CS theory. As shown in [2] , any K-sparse signal θ θ θ can be exactly recovered as long as
2 There are many efficient numerical algorithms can be used to reconstruct the sparse vector θ θ θ, such as basis pursuit (BP), orthogonal matching pursuit (OMP), least absolute shrinkage and selection operator (LASSO) etc. All of the methods can be found in [2] and the references therein. 3 In here, T denotes the transpose operator.
It is noted that a smaller µ(D D D) can yield a higher probability to recover the signal with a larger K. For a given dictionary Ψ Ψ Ψ, the mutual coherence of the equivalent dictionary is specified by the projection matrix Φ Φ Φ. So it would be of great interest to design Φ Φ Φ such that µ(D D D) is minimized. Another similar indicator used to evaluate the average performance of a CS system is named average mutual coherence µ av . The definition of µ av is given as follows:
where S av {(i, j) :μ ≤ |Ḡ G G(i, j)|} with 0 ≤μ < 1 as a prescribed parameter and N av is the number of components in the index set S av .
There are many related references introducing efficient methods [4] - [8] to design an optimal Φ Φ Φ that outperform the one generated randomly in terms of signal recovery accuracy (SRA). Unfortunately, all of the previous methods in the above references are based on the fact that the signal is exactly sparse under the given dictionary which is not true for practical signals. The latest work in [9] , [10] proposed a novel method to design a projection matrix when the SRE exists. 4 However, their model needs the explicit expression for sparse representation error (ESRE), which sometimes is hard to obtain, especially if the training set is very large or dynamic, e.g., video stream. This constraint makes their method limited. In this brief, a novel model is proposed which does not need the ESRE and receives a comparable performance in terms of SRA compared with the method given in [9] , [10] . Moreover, the method is suitably extended to adjust a dictionary obtained by training on a very large data set, typically exceeding 10 6 [11] , [12] . It is interested to note that designing the projection matrix based on a high dimensional dictionary will receive a higher SRA compared with a low dimensional dictionary with the same compression rate M N ; this indicates that such a case can have a lower compression rate when the SRA is similar to the low dimensional case. The experiments on real images demonstrate the above concerns.
The remain of this brief is arranged as follows. Some preliminaries are given in Section II to formulate the problem in this brief. The proposed model which does not need the ESRE is shown in Section III. The real data experiments are carried out in Section IV to demonstrate the effectiveness of the proposed method. Some conclusions are given in Section V to end this brief.
II. PRELIMINARIES Designing a sparsifying dictionary Ψ Ψ Ψ is to solve the following problem Ψ Ψ Ψ = arg miñ
where
with x x x k as the training sequence of signals and K is the sparsity level. There exist many efficient algorithms to attack the above problem [13] , among which the popular utilized are the K-SVD [14] and MOD methods [15] . Such a Ψ Ψ Ψ is usually called a sparsifying dictionary. As stated in the previous section, the SRE e e e k = x x x k − Ψ Ψ Ψθ θ θ k is generally not nil. Representing the SRE in matrix form, we have
where E E E(:, k) = e e e k , X X X(:, k) = x x x k and Θ Θ Θ(:, k) = θ θ θ k , ∀k.
In order to obtain a robust projection matrix when there exists the SRE, [9] , [10] tend to optimize the following objective function to obtain a robust projection matrix
where I I I L is an identity matrix with dimension L. Although this model already receives superior performance in compressing images [9] , [10] , it still has an obvious drawback that the ESRE E E E should be given. As the authors stated in [9] , [10] , if the dictionary learning algorithms like K-SVD [14] are used, obtaining the ESRE does not need any additional computation. However, if the training data set is very large, exceeding 10 6 patches in nature image case, or dynamic, i.e., video stream, the existing classical dictionary learning algorithms mentioned above cannot be used because of huge computational cost. This indicates that obtaining the ESRE becomes impossible and thus it differs from the situation stated in [9] , [10] . Fortunately, some stochastic methods could be conducted to address such a problem [11] , [12] . If the stochastic methods are utilized to train the dictionary on a large set, it is hard for us to obtain the ESRE after training because stochastic methods only utilize a small part of the training data called mini-batch during updating the dictionary. If calculate the ESRE off-line, we need to store the whole training data. However, if the data set is large enough or fly on the way, it is expensive or impossible to calculate the ESRE because we cannot store all of the training data. Developing a novel model which is independent to the ESRE is significant. In the next section, a novel model is proposed to address this problem.
III. PROPOSED NOVEL APPROACH TO PROJECTION MATRIX DESIGN
In this section, we provide a novel approach for designing a robust projection matrix when the SRE exists but its expression is not available.
Note the the energy of SRE E E E 2 F is usually very small since the learned sparsifying dictionary is assumed to sparsely represent a signal well as in (2) . Otherwise if E E E 2 F is very large, it indicates that the dictionary is not well designed for this class of signals and it is possible that this class of signals can not be recovered from the compressive measurements no matter which projection matrix is utilized. It follows from the norm consistent property that
which implies informally that a smaller Φ Φ Φ F yields a smaller Φ Φ ΦE E E F .
In many applications, one can view SRE as an additive Guassian white noise. In this situation, we have the following result. 
Lemma 1. Suppose E E E(:, k)
where E denotes the expectation operator.
Proof: For each k we have
The proof is completed by noting that
Both (9) and (10) suggest to design a robust projection matrix by solving the following problem 5
Obviously, this model is more general for designing the projection matrix regarding the dictionary obtained by classical algorithms or stochastic methods because it does not need the ESRE. According to the simulation results, this novel model can obtain a comparable or outperforms the performance in terms of SRA compared with the model shown in [9] , [10] . In here, the Conjugate-Gradient (CG) method is utilized to solve (11). 6 The gradient of (11) is given as follows:
After obtaining the gradient of the objective function, the toolbox minFunc is utilized to address (11) [16] . The simulation results shown in the next section indicate that CG will lead to a good solution. 5 Although there are no constraints added on the projection matrix Φ Φ Φ to avoid the scaling problem, this problem will never happen in practice. This can be seen clearly in the next section. 6 In practice, the dictionary obtained by learning is an ill-conditioned matrix. However, both of the methods shown in [9] , [10] need to calculate the inversion of Ψ Ψ ΨΨ Ψ Ψ T . So if we utilize their methods to solve (11) , it will cause the numerical instable problem which does not happen in their cases when ESRE exists. So CG is used to solve (11).
IV. SIMULATION RESULTS
In this section, some experiments are posed to demonstrate the performance of the proposed method, denoted as CS MT . It is compared with those CS systems using a random sensing matrix, and the ones obtained by the algorithms proposed in [7] , [9] , [10] . For simplicity, these CS systems are denoted with CS rand , CS DCS , and CS LH , respectively. The most important contribution in [7] is the idea of simultaneous optimization of Φ Φ Φ and Ψ Ψ Ψ. In the sequel, the performance of this strategy is also examined and denoted as CS S−DCS . 7 Three experiments on natural images are conducted to demonstrate the effectiveness of the proposed CS system CS MT . Both training and testing data sets used in these three experiments are extracted from the LabelMe database [17] .
The SRA is evaluated in terms of peak signal-to-noise ratio (PSNR) given in [2] ρ psnr 10 × log10 (2 r − 1) 2 ρ mse dB with r = 8 bits per pixel and ρ mse is defined as
where x x x k is the original signal,x x x k = Ψ Ψ Ψθ θ θ stands for the reconstructed signal withθ θ θ as the solution of (4), P is the number of patches in an image or testing data.
Experiment A
The same experiment conducted in [10] is also shown in this part to demonstrate the effectiveness of the proposed CS system CS MT when the ESRE is not given. The training and testing data are obtained through the following method and the KSVD algorithm is used to train the dictionary. For simplicity, OMP is chosen to solve the mission of signal reconstruction and will be used throughout the rest of the experiments. Training data I: A set of 8 × 8 non-overlapping patches is obtained by randomly extracting 15 patches from each of the 400 images in the LabelMe training data set as the training data, with each patch of 8 × 8 arranged as a vector of 64 × 1. A total of 6000 training samples are obtained.
Testing data I:
The testing data is extracted in the same way from the LabelMe testing data set. Once again, we extract 6000 testing samples and each sample is an 8 × 8 non-overlapping patch.
The parameters M, N, L, K are set to 20, 64, 100, 4 in this experiment, respectively. The trade-off parameter λ in CS LH is set to 0.1 as suggested in [10] . For the proposed CS system CS MT , different λ is tested from 0 to 1 with step size 0.01 and the parameter which yield a relatively high PSNR on the Testing Data I is chosen. In Fig. 1 The behavior of the five projection matrices in terms of mutual coherence and projection noise is examined and shown in Table I . In order to illustrate the effectiveness of the proposed novel projection matrix, ten natural images are conducted to check its performance in terms of PSNR. The results can be found in Table II .
Remarks A:
• The results are self-explanatory. Table I shows that CS MT has a small Φ Φ Φ F which also yields a small Φ Φ ΦE E E F . This indicates that we can turn to minimize Φ Φ Φ F and do not need the ESRE in the robust projection matrix design procedure.
• As shown in Table II , we can see that CS MT outperforms CS LH in terms of ρ psnr expect the image 'House'. Obviously, CS S−DCS has a highest ρ psnr . This is reasonable because CS S−DCS optimizes projection matrix and dictionary simultaneously, but the other CS systems only optimize on the projection matrix with a given dictionary. Interestingly, the CS S−DCS also has a small Φ Φ Φ F which also leads to a small Φ Φ ΦE E E F . This also indicates that minimizing on Φ Φ Φ F directly is reasonable. 
. 
Experiment B
In this experiment, training the dictionary on a large training data is considered. For simplicity, the dynamic training data is not used in here. However, the training data given here is large enough to indicate the similar scenario in the dynamic case. The large training data is received as follows:
Training data II: A set of 8 × 8 non-overlapping patches is obtained by randomly extracting 400 patches from each of the images in the whole LabelMe training data set, with each patch of 8 × 8 arranged as a vector of 64 × 1. A set of 400 × 2920 = 1.168 × 10 6 training samples is obtained to train the sparsifying dictionary.
As discussed in the previous section, such a large training data makes the calculation of ESRE impossible. So the model shown in [9] , [10] cannot be used in this case. Obviously, the algorithm proposed on optimizing projection and dictionary simultaneously cannot work on such a large training data because an ordinary desktop computer cannot stand such a large memory and computational burden. In here, the online dictionary learning algorithm shown in [11] , [12] is chosen to train the sparsifying dictionary on Training data II. The same parameters in Experiment A are used in this experiment. The choice of λ in CS MT utilizes the same method as shown in Experiment A. As seen from Fig. 1 , CS MT − 2, a relatively large λ works stable. So, λ = 0.9 is selected in this experiment.
Remark B:
• As shown in Table III , benefiting from training on a large training data, CS MT outperforms CS S−DCS which is conducted in Experiment A in terms of ρ psnr in most of the tested images. This also indicates that the proposed method works well even without the ESRE. Another interesting concern is that if an online algorithm can be developed to optimize projection matrix and dictionary simultaneously, we can expect that a better couple of projection matrix and dictionary could be found. However, the detailed investigation regarding this direction would be outside the scope of this brief.
Experiment C
In this experiment, we tend to design the projection matrix based on a high dimensional dictionary. As stated in [18] , a high dimensional dictionary can yield some properties which cannot be seen in a low dimensional dictionary. In here, we want to investigate what would happen if we design a projection matrix based on such a high dimensional dictionary. The parameters M, N, L, K are set to 80, 256, 800, 16. However, M is set to 70 in the CS MT system. As shown in Fig.  1 , λ = [0.4, 0.6] has widely robust property. So λ = 0.5 is set in this experiment. The training data used in this experiment is shown as follows:
Training data III: The training data contains a set of 16 × 16 non-overlapping patches which is obtained by extracting randomly 400 patches from the whole images in the LabelMe training data set, with each patch of 16 × 16 arranged as a vector of 256 × 1. A set of 1.168 × 10 6 training samples is received for training purpose.
Testing data II:
The testing data is extracted in the same way from the LabelMe testing data set. In here, we extract 8000 testing samples randomly from 400 images and each sample is an 16 × 16 non-overlapping patch. MT which reduces nearly 4% compression rate compared with other cases. Moreover, it also yields a better performance in terms of ρ psnr compared with other CS systems in this brief. As seen form Fig. 1 , the CS MT − 3 yields a highest ρ psnr when a proper λ is set. All in all, this property suggests that designing a projection matrix on a high dimensional dictionary could yield a better reconstruction accuracy with a lower compression rate. Obviously, the proposed method is robust to conduct such a design on a high dimensional dictionary.
In this section, three experiments are designed to illustrate the effectiveness of the proposed method. Training a dictionary on a large data set can make the dictionary represent the sinal better which also yields a better projection matrix based on such a dictionary. Additionally, designing on high dimension makes the dictionary have more freedom to fit the signal. So the proposed method obtains a high ρ psnr even with a lower compression rate as shown in Experiment C. However, both of the above cases need to train the dictionary on a large training data set which makes the calculation of ESRE impossible. One of the contributions in this brief is that our method does not need the ESRE. As seen from Experiment A, optimizing the projection matrix and dictionary simultaneously can yield a better performance in terms of SRA. So one of the possible directions in the future is to design such an algorithm which can conduct on a large training data set. It can be expected that such a case will receive a better result than the methods shown in this brief. Due to the limited space, we do not investigate the influence of M, L, K to the CS system. However, an optimal choice of these parameters should yield a better result than what is presented.
V. CONCLUSION
We investigate the problem of how to design an optimal projection matrix when the signal is not exactly sparse in this brief. The contribution of this brief has three-fold. The first is to yield an innovated cost function which can decrease the influence of SRE on the observed signal and does not need the ESRE. At the same time, we also examine other two cases where designing the dictionary on a large training data set or with high dimension, the proposed method could yield a better projection matrix which does not hold by the other algorithms as shown in this brief. The experiments have illustrated the effectiveness of the proposed approach. 
