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This note proposes a class of estimators for estimating the asymptotic covariancematrix of the generalized
method of moments (GMM) estimator in the stationary time series models. The proposed estimator
is general enough to include the traditional heteroskedasticity and autocorrelation consistent (HAC)
covariance estimator and some recently developed estimators, such as the cluster covariance estimator
and projection-based covariance estimator, as special cases. We also study the first order asymptotics of
theWald statistics based on the general covariance estimatorswhen the underlying smoothing parameter
is held fixed.
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-SA license. -1. Introduction
In stationary time seriesmodels, the asymptotic covariancema-
trix of the generalized method of moments (GMM) estimator is
usually estimated nonparametrically by the kernel-based meth-
ods, where the bandwidth parameter is assumed to grow slowly
with the sample size in the asymptotics (see Newey and West,
1987; Andrews, 1991). Recent studies on heteroskedasticity and
autocorrelation consistent (HAC) based robust inference have de-
veloped alternative first order asymptotic theory (as compared to
the traditionalχ2-based approximation), whichwas shown to pro-
vide more accurate approximation to the sampling distributions
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Open access under CC BY-NCof the associated test statistics. For example, Kiefer and Vogel-
sang (2005, KV, hereafter) developed a first order asymptotic the-
ory where the proportion of the bandwidth involved in the HAC
estimator to the sample size T , denoted as b, is held fixed in the
asymptotics. Using the higher-order Edgeworth expansions, Jans-
son (2004), Sun et al. (2008), Sun (2010) and Zhang and Shao (forth-
coming) rigorously proved that the fixed-b asymptotics provides
a high order refinement over the traditional small-b asymptotics
in the Gaussian location model. Sun (2013) developed a proce-
dure for hypothesis testing in time series models by using the non-
parametric series method. The basic idea is to project the time
series onto a space spanned by a set of Fourier basis functions
(see Phillips, 2005, for an early development) and construct the co-
variancematrix estimator based on the projection vectors with the
number of basis functions held fixed. Also see Sun (2011) for the
use of a similar idea in the inference of the trend regression mod-
els. Ibragimov and Müller (2010) proposed a subsampling based
t-statistic for robust inference where the unknown dependence
structure can be in the temporal, spatial or other forms. In their
paper, the number of non-overlapping blocks is held fixed. The t-
statistic based approach was extended by Bester et al. (2011) to
the inference of spatial and panel data with group structure. In
the context of misspecification testing, Chen and Qu (forthcom-
ing) proposed a modified M test of Kuan and Lee (2006) which
SA license. 
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and constructing a normalizationmatrix based on them. In the sta-
tistical literature, Shao (2010) developed the self-normalized ap-
proach to inference for time series data that uses an inconsistent
long run variance (LRV) estimator based on recursive subsample
estimates. The self-normalized method is an extension of Lobato
(2001) from the sample autocovariances to more general approxi-
mately linear statistics and it coincides with KV’s fixed-b approach
in the inference of the mean of a stationary time series by using
the Bartlett kernel and letting b = 1. Although the above infer-
ence procedures are proposed in different settings and for different
problems and data structure, they share a common feature in the
sense that the underlying smoothing parameters in the asymptotic
covariancematrix estimator such as the number of basis functions,
the number of cluster groups and the number of recursive subsam-
ples, play a similar role as the bandwidth in the HAC estimator.
The goal of this note is to introduce a general class of estima-
tors for estimating the LRV matrix in the inference of stationary
time series models estimated by GMM. Our proposal includes the
traditional lag window type (or HAC) covariance estimator, the
projection-based covariance estimator, the cluster-based covari-
ance estimator and the blockwise recursive subsampling-based
covariance estimator as special cases. The general covariance es-
timator considered here involves projecting the original data onto
a space spanned by a sequence of basis functions (not necessar-
ily orthogonal), where the number of basis functions K plays a key
role in determining asymptotic properties of the estimator. Under
the fixed-K asymptotics, we show that the Wald statistic based on
the general LRV estimator converges to an (approximate) F distri-
bution with a scale constant depending only on K and the number
of restrictions being tested. Thus our result provides a unification
of the various recently proposed fixed-smoothing inference proce-
dures in the first order sense.
We introduce some notation. Denote by ⌊a⌋ the integer part
of a real number a. Let L2[0, 1] be the space of square integrable
functions on [0, 1]. Denote by D[0, 1] the space of functions on
[0, 1] which are right continuous and have left limits, endowed
with the Skorokhod topology (see Billingsley, 1999). Denote by
‘‘⇒’’ weak convergence in theRq0-valued function space Dq0 [0, 1],
where q0 ∈ N. Define ‘‘→d’’ convergence in distribution. We use
‘‘⊗’’ to denote the Kronecker product in matrix algebra. The nota-
tion N(µ,Σ) is used to denote the multivariate normal distribu-
tion with mean µ and covariance Σ . Let χ2k be a random variable
following χ2 distribution with k degrees of freedom.
2. Basic setup and assumptions
In linear and nonlinear models with moment conditions, it is
standard to employ GMM to estimate the model parameters. We
follow the GMM setup as described in KV. Consider a d× 1 vector
of parameters θ ∈ Θ ⊆ Rd of interest, where Θ is the parameter
space. Denote θ0 the true parameter of θ which is an interior point
of Θ . Let yt denote a vector of observed data and assume the
moment conditions
E[f (yt , θ)] = 0, t = 1, 2, . . . , T (1)
hold if and only if θ = θ0, where f (·) is m × 1 vector of functions
withm ≥ d and rank(E[∂ f (yt , θ0)/∂θ ′]) = d. Whenm > d, the pa-
rameter θ is over-identified with the degree of over-identification
v = m− d. Define the partial sum gt(θ) = T−1tj=1 f (yj, θ). Then
the GMM estimator of θ0 is given by
θˆT = argmin
θ∈Θ
gT (θ)′WTgT (θ), (2)whereWT is am×m semi-positive definite weightingmatrix. Fur-
ther define
Gt(θ) = (Gt1(θ), . . . ,Gtm(θ))′ = ∂gt(θ)
∂θ ′
= 1
T
t
j=1
∂ f (yj, θ)
∂θ ′
.
Using the mean value theorem for each element of gT , we have
gT (θˆT ) = gT (θ0) + G˜T (θˆT − θ0), where G˜T = (GT1(θ˜T1), . . . ,GTm
(θ˜Tm))
′ and θ˜Tj is between θ0 and θˆT for each 1 ≤ j ≤ m. Note that
GT (θˆT )′WTgT (θˆT ) = 0 by the first order condition, which implies
that
GT (θˆT )′WTgT (θ0)+ GT (θˆT )′WT G˜T (θˆT − θ0)
= GT (θˆT )′WTgT (θˆT ) = 0.
Solving the above equation, we have
T 1/2(θˆT − θ0) = −(GT (θˆT )′WT G˜T )−1GT (θˆT )′WT (T 1/2gT (θ0)).
To derive the asymptotic distribution of θˆT , we make the following
high-level assumptions as KV and Sun (2010).
Assumption 2.1. θˆT →p θ0.
Assumption 2.2. T 1/2g⌊Tr⌋(θ0)⇒ ∆Wm(r)where
∆∆′ = Ω =
+∞
j=−∞
E[f (yt , θ0)f (yt−j, θ0)′],
and Wm(r) is a m−dimensional vector of independent standard
Brownian motions.
Assumption 2.3. G˜T →p G0 uniformly for all θ˜Tj between θˆT and θ0,
where G0 = E[∂ f (yj, θ0)/∂θ ′] and 1 ≤ j ≤ m.
Assumption 2.4. The weighting matrix WT is symmetric and
semi-positive definite such thatWT →p W0 and G′0W0G0 is positive
definite.
Under Assumptions 2.1–2.4, it is easy to see that
T 1/2(θˆT − θ0)→d−(G′0W0G0)−1G′0W0∆Wm(1)=d N(0, V0),
where ‘‘=d’’ denotes ‘‘equal in distribution’’ and the asymptotic co-
variance matrix V0 := (G′0W0G0)−1G′0W0ΩW0G0(G′0W0G0)−1. To
make inference on θ0, we have to estimate G0,W0 and the LRV
matrix Ω . Under the above assumptions, G0 and W0 can be con-
sistently estimated by their sample counterparts GT (θˆT ) and WT
respectively. It remains to estimate the LRV matrix Ω . In the next
section, we introduce a general class of estimators forΩ and V0.
3. LRV estimators
To present the idea, we focus on the hypothesis testing problem
that H0 : r(θ0) = 0 versus the alternative that Ha : r(θ0) ≠ 0,
where r(θ) is a p× 1 continuously differentiable function with the
first order derivative matrix R(θ) = ∂r(θ)/∂θ ′ and p ≤ d. Let
VˆT = (GT (θˆT )′WTGT (θˆT ))−1
× (GT (θˆT )′WT ΩˆTWTGT (θˆT ))(GT (θˆT )′WTGT (θˆT ))−1,
be an estimator of V0, where ΩˆT is the LRV estimate ofΩ . TheWald
statistic for testing H0 against Ha is defined as
FT = Tr(θˆT )′Dˆ−1T r(θˆT )/p, (3)
where DˆT = R(θˆT )VˆTR(θˆT )′. The widely used lag window type LRV
estimator is given by
ΩˆT = 1T
T
i=1
T
j=1
K

i− j
bT

f (yi, θˆT )f (yj, θˆT )′, (4)
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truncation lag to the sample size. By setting
uˆi = R(θˆT )(GT (θˆT )′WTGT (θˆT ))−1GT (θˆT )′WT f (yi, θˆT ),
we have
DˆT = 1T
T
i=1
T
j=1
K

i− j
bT

uˆiuˆ′j.
WhenK(·) is semi-positive definite, byMercer’s theorem,wehave
the spectral decomposition,
K(r − t) =
+∞
j=1
λjφj(r)φj(t), 0 ≤ r, t ≤ 1/b, (5)
where {λj} and {φj} are the eigenvalues and orthonormal eigen-
functions corresponding to the kernel function respectively. We
thus have the representation,
DˆT =
K
s=1
λs

1√
T
T
i=1
φs

i
bT

uˆi

1√
T
T
j=1
φs

j
bT

uˆ′j

,
with K = +∞. In the traditional asymptotics, b goes to zero as
T increases which is referred as the small-b asymptotics. When
b ∈ (0, 1] is held fixed, it corresponds to the fixed-b asymptotics
in KV. As pointed out in some recent studies (see e.g., Bester et al.,
2011; Sun, 2011, 2013; Chen and Qu, forthcoming), K can also be
held as a fixed positive integer, which can lead to a more accurate
first order approximation. In light of these recent findings, we in-
troduce a general class of estimators to estimate the LRV matrix.
With a slight abuse of notation, we let {φs(t)}Ks=1 be a sequence of
linearly independent functions in L2[0, 1/b] and {λj} be a sequence
of nonnegative weights such that
K
j=1 λj = 1. A set of elements
{ψi}Ki=1 in a real valued vector space is called linearly independent
if and only if
K
i=1 aiψi = 0 ⇒ ai = 0 for i = 1, 2, . . . , K . Here
0 denotes the null element in the vector space. Note that λj’s in
(5) are nonnegative when we consider semi-positive definite ker-
nels in (4). Further let Vs = 1√T
T
i=1 φs
 i
bT

uˆi, be the normal-
ized inner product between {uˆi}Ti=1 and {φs(i/(bT ))}Ti=1. Define R =
(Rij)Ki,j=1 with Rij =
 1
0 φ˜i(t/b)φ˜j(t/b)dt, where φ˜s(t/b) = φs(t/b)
−  10 φs(t/b)dt, and L = (Lij)Ki,j=1 an upper triangular matrix based
on the Cholesky decomposition of R−1, i.e., L′L = R−1. Define
V = (V ′1, V ′2, . . . , V ′K )′ and
V ∗ = (V ∗′1 , V ∗
′
2 , . . . , V
∗′
K )
′ = (L⊗ Ip)V ,
where V ∗i =
K
j=1 LijVj for 1 ≤ i ≤ K . Then the general LRV esti-
mator is given by
DˆT =
K
s=1
λsV ∗s V
∗′
s =
1
T
T
i=1
T
j=1

K
s=1
λs
K
m=1
Lsmφm

i
bT

×
K
l=1
Lslφl

j
bT

uˆiuˆ′j, (6)
and the test statistic based on the general LRV estimator is defined
as,
FT =
√
Tr(θˆT )
′
Dˆ−1T
√
Tr(θˆT )

/p. (7)
The matrix R is introduced for orthogonalization so that the lim-
iting distribution of the test statistic FT does not depend on the
basis functions. Note that the choice of R is not unique (see Exam-
ple 3.3). Inwhat follows,we shall show that the recently developed
nonparametric series covariance estimator (Sun, 2011, 2013), therecursive subsampling-based covariance estimator (Chen and Qu,
forthcoming) and the cluster covariance estimator (CCE) (Bester
et al., 2011) are all special cases of the general LRV estimator.
Throughout Examples 3.1–3.3, we set b = 1 and λj = 1/K for
j = 1, 2, . . . , K .
Example 3.1. Let {φs(t)}Ks=1 be a sequence of orthonormal basis
functions with
 1
0 φs(t)dt = 0. Then we have R = IK×K and
DˆT = 1K
K
j=1 VjV
′
j , where Vj = 1√T
T
i=1 φj(i/T )uˆi.When φs(t) =√
2 sin(2πst)

or φs(t) =
√
2 cos(2πst)

, s = 1, 2, . . . , K , it is
straightforward to see that the LRV estimator corresponds to the
series estimator considered in Sun (2011, 2013). In this case, the
LRV estimator involves projecting the data onto a set of orthonor-
mal basis and using the sample variance of the projection vectors,
namely DˆT .
Example 3.2. For any fixed K with K ≤ T , we consider the basis
function φs(t) = I{0 < t ≤ s/(K + 1)}, s = 1, 2, . . . , K , where
I denotes the indicator function. Simple calculation gives us Rij = 1
0 φ˜i(t)φ˜j(t)dt = min(i, j)/(K + 1) − (ij)/(K + 1)2, and DˆT =
1
K
K
s=1 V ∗s V ∗
′
s , where
V ∗s =

K + 1
T
 s+ 1
s

Ts
K+1

i=1
uˆi −

s
s+ 1

T (s+1)
K+1

i=1
uˆi
 ,
with s = 1, 2, . . . , K and VK+1 = 0. Therefore, the general LRV
estimator reduces to the recursive subsampling-based estimator
in Chen and Qu (forthcoming), where the idea is to divide the full
sample into K + 1 recursive subsamples and construct a normal-
ization matrix based on the subsamples.
Example 3.3. Let {Aj}Kj=1 be a partition of the unit intervals [0,1]
with K > p. Suppose Aj is a finite union of disjoint intervals in
[0,1]. Let φs(t) = I(t ∈ As), s = 1, 2, . . . , K . If we set Rij = 1
0 φi(t)φj(t)dt , then L = diag

1/
√|A1|, 1/√|A2|, . . . , 1/√|AK |

,
where |A| denotes the Lebesgue measure of the set A. Further
assume |A1| = |A2| = · · · = |AK | = 1/K , then we have
DˆT = 1T
T
i=1
T
j=1
K
s=1
I(i/T ∈ As)I(j/T ∈ As)uˆiuˆ′j
= 1
T
T
i=1
T
j=1
I(i, j ∈ the same group)uˆiuˆ′j,
where i is in group s if and only if i/T ∈ As, s = 1, 2, . . . , K . In this
case, the general LRV estimator is the same as the CCE considered in
Bester et al. (2011), where the idea is to utilize the group structure
in the observations and construct a covariance estimator based on
the parameter estimates in each group. Using similar arguments in
Sun (2010), we can show that
1√
T
⌊Tr⌋
i=1
uˆi ⇒ ΛBp(r),
whereΛ is an invertible matrix such that
ΛΛ′ = R(θ0)(G′0W0G0)−1G′0W0ΩW0G0(G′0W0G0)−1R′(θ0)
440 X. Zhang, X. Shao / Economics Letters 120 (2013) 437–441and Bp(r) denotes a p-dimensional vector of independent Brown-
ian bridges. It implies that
1√
T

i∈sth group
uˆi→dΛ

As
dBp(r)=d 1√
K
Λ(Zs − Z¯),
and
DˆT →d 1K Λ
K
s=1
(Zs − Z¯)(Zs − Z¯)′Λ′,
where (Z ′1, Z
′
2, . . . , Z
′
K )
′ ∼ N(0, IK ⊗ Ip) and Z¯ =Ks=1 Zs/K . When
p = 1, it is well known that
K
s=1
(Zs − Z¯)2=d χ2K−1,
which implies
√
FT →d

K
K−1 |tK−1| under H0. Note that

K−1
K FT
coincides with the subsampling-based t-statistic in Ibragimov and
Müller (2010) when we consider a location model and r(θ0) =
θ0 − θ∗ for a specific value θ∗. When p > 1, we have FT →d
K
K−pFp,K−p. It is worth noting that the choice of R = (Rij)with Rij = 1
0 φ˜i(t)φ˜j(t)dt is also valid. In this case, the limiting distribution of
FT would be a scaled F distributionwith p numerator and K−p+1
denominator degrees of freedom (see Proposition 4.1).
Remark 3.1. For the subsampling-based inference, Assumption2.2
can be relaxed by the assumptions which guarantee the finite
dimensional convergence of

1√|G1|

i∈G1 uˆi, . . . ,
1√|GK |

i∈GK uˆi

.
Here Gi is the set index for the ith group and | · | denotes the cardi-
nality. When heteroscedasticity is present across different groups,
the t-statistic tends to be conservative (see Ibragimov and Müller,
2010).
4. First order fixed-smoothing asymptotics
In what follows, we consider the first order fixed-smoothing
asymptotics of the test statistic FT based on the general LRV estima-
tor under the null hypothesis and local alternatives. To emphasize
the dependence on the smoothing parameter K , we shall use the
notation FT (K) instead of FT .
Proposition 4.1. Suppose p ≤ K <∞ and b ∈ (0, 1] are both fixed.
Let R = (Rij)Ki,j=1 with Rij =
 1
0 φ˜i(t/b)φ˜j(t/b)dt in the general LRV
estimator. Further assume that φj(t) is continuously differentiable
almost everywhere for j = 1, 2, . . . , K . Under Assumptions 2.1–
2.4 and H0, we have
FT (K)→d Qp,K := U ′pD−1p Up/p, (8)
where Dp = Kj=1 λjηjη′j, {ηj}Kj=1 and Up are independent and iden-
tically distributed (iid) as N(0, Ip). In particular, if λj = 1/K for j =
1, 2, . . . , K, we get
FT (K)→d KK − p+ 1Fp,K−p+1. (9)
Remark 4.1. When the weights λj’s are not equal and p = 1,Dp is
a weighted sum of independent χ21 random variables. The limiting
null distribution Qp,K can be further approximated by a scaled F
distributionwith the parameters chosenproperly tomatch the first
two moments (see Sun, 2010). Compared to Sun (2013), we do not
make the assumption that
 1
0 φi(t)dt = 0 and we allow the basis
functions to be non-orthonormal (see Example 3.2). It is alsoworthnoting that the above results hold when φs(t) = I(t ∈ As) with As
being a finite union of disjoint intervals in [0, 1].
Proposition 4.2. Consider the local alternatives H ′a : r(θ0) = c/
√
T
with c ≠ 0 ∈ Rp. Under the same assumptions in Proposition 4.1with
λj = 1/K , we have
FT (K)→d KK − p+ 1Fp,K−p+1,c′(R(θ0)V0R(θ0)′)−1c,
where Fa,b,δ denotes the noncentral F distribution with degrees of
freedom a and b, and noncentral parameter δ.
The proposition shows that the test FT (K) has non-trivial power
against the local alternatives of order 1/
√
T and it is seen to be
consistent if ∥c∥ → +∞ as T →+∞.
Proof of Proposition 4.1. Define St(θˆT ) = 1T
t
i=1 uˆi. Using the
continuous mapping theorem, we can show that
√
TS⌊Tr⌋(θˆT ) = 1√
T
⌊Tr⌋
i=1
uˆi ⇒ ΛBp(r)
:= dΛ(Wp(r)− rWp(1)),
where Λ is invertible such that ΛΛ′ = R(θ0)(G′0W0G0)−1G′0W0Ω
W0G0(G′0W0G0)−1R(θ0)′ and Wp(r) is a p-dimensional vector of
independent Brownianmotions. Using summation by parts, we get
Vs = 1bT
T−1
t=1
[φs{t/(bT )}] − φs{(t + 1)/(bT )}
1/bT
√
TSt(θˆT )
+√Tφs(1/b)ST (θˆT ),
where the last term disappears by recalling the fact that GT (θˆT )′
WTgT (θˆT ) = 0. By the continuous mapping theorem, we have

V1
...
VK√
Tr(θˆT )
 →d

−Λ
b
 1
0
φ′1(r/b)Bp(r)dr
...
−Λ
b
 1
0
φ′K (r/b)Bp(r)dr
ΛWp(1)

=d

Λ
 1
0
φ˜1(r/b)dWp(r)
...
Λ
 1
0
φ˜K (r/b)dWp(r)
ΛWp(1)
 .
Here we are using the fact that
−Λ
b
 1
0
φ′s(r/b)Bp(r)dr = Λ
 1
0
φs(r/b)dBp(r)
= Λ
 1
0

φs(r/b)−
 1
0
φs(r/b)dr

dWp(r)
= Λ
 1
0
φ˜s(r/b)dWp(r),
for 1 ≤ s ≤ K . It is not hard to see that
Cov
 1
0
φ˜s(r/b)dWp(r),
 1
0
dWp(r)

= 0
and
Cov
 1
0
φ˜s(r/b)dWp(r),
 1
0
φ˜t(r/b)dWp(r)

= Rst Ip,
X. Zhang, X. Shao / Economics Letters 120 (2013) 437–441 441for 1 ≤ s, t ≤ K , which implies
V =

V ′1, V
′
2, . . . , V
′
K ,
√
Tr(θˆT )′
′→d N(0, R˜⊗ΛΛ′),
where R˜ =

R 0
0 1

.
We thus get V ∗ = (L ⊗ Ip)V →d N(0, LRL′ ⊗ ΛΛ′)=d N(0, IK ⊗
ΛΛ′). In other words, V ∗ is free of the effect of the basis functions
asymptotically. Recall that DˆT = Ks=1 λsV ∗s V ∗′s , it is not hard to
see that
FT (K) =

Λ−1
√
Tr(θˆT )
′ {Λ−1DˆT (Λ−1)′}−1
×

Λ−1
√
Tr(θˆT )

/p→d U ′pD−1p Up/p,
where Dp = Kj=1 λjηjη′j and {ηj}Kj=1 and Up are iid with distribu-
tionN(0, Ip).Whenλj = 1/K , j = 1, 2, . . . , K , it is straightforward
to see that FT (K)→d KK−p+1Fp,K−p+1. 
Proof of Proposition 4.2. Notice that
√
Tr(θˆT )→d N(c,ΛΛ′) un-
der the local alternatives. The result follows from the arguments
in the proof of Proposition 4.1 and Theorem 5.2.2 in Anderson
(2003). 
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