Abstract. We derive by analytic means a number of bilateral identities of the Rogers-Ramanujan type. Our results include bilateral extensions of the RogersRamanujan and the Göllnitz-Gordon identities, and of related identities by Ramanujan, Jackson, and Slater. We give corresponding results for multiseries including multilateral extensions of the Andrews-Gordon identities, of Bressoud's even modulus identities, and other identities. The here revealed closed form bilateral and multilateral summations appear to be the very first of their kind. Given that the classical Rogers-Ramanujan identities have well-established connections to various areas in mathematics and in physics, it is natural to expect that the new bilateral and multilateral identities can be similarly connected to those areas. This is supported by concrete combinatorial interpretations for a collection of four bilateral companions to the classical Rogers-Ramanujan identities.
Introduction
For complex variables a and q with |q| < 1 and k ∈ Z ∪ ∞, the q-shifted factorials are defined as follows (cf. [18] for k < 0.
The variable q is referred to as the base. For brevity, we use the compact notation (a 1 , . . . , a m ; q) k = (a 1 ; q) k · · · (a m ; q) k , where m is a positive integer. Unless stated otherwise, all the summations in this paper converge absolutely everywhere (subject to the condition |q| < 1 which we assume).
The first and second Rogers-Ramanujan identities, have a prominent history. They were first discovered and proved in 1894 by Rogers [33] , and then independently rediscovered by the legendary Indian mathematician Srinivasa Ramanujan some time before 1913 (cf. Hardy [23] ). They were also independently discovered and proved in 1917 by Schur [34] . About the pair of identities in (1.1) Hardy [25, p . xxxiv] remarked
'It would be difficult to find more beautiful formulae than the "RogersRamanujan" identities, . . .' It is not clear how Ramanujan originally was led to discover (1.1). Bhatnagar [12] describes a method to conjecture these identities. A basic hypergeometric proof of (1.1) was found by Watson [37] who observed that these identities can be obtained from the (now called) Watson transformation by taking suitable limits and applying instances of Jacobi's triple product identity.
The Rogers-Ramanujan identities are deep identities which have found interpretations in combinatorics, number theory, probability theory, statistical mechanics, representations of Lie algebras, vertex algebras, and conformal field theory [6, 11, 17, 31, 32] . A recent highlight in the theory concerns the construction of these identities for higherrank Lie algebras [22] .
A pair of identities similar to (1.1) are the first and second Göllnitz-Gordon identities,
These appeared in a combinatorial study of partitions of numbers in unpublished work by Göllnitz in 1960 ([19] , see also [20] ) and were independently rediscovered in 1965 by Gordon [21] . However, they were already more than 40 years earlier recorded by Ramanujan in his lost notebook, see [7, p. 36-37 , Entries 1.7.11 -12] , and were also independently published in 1952 by Slater [36] as specific entries in her famous list of 130 identities of the Rogers-Ramanujan type. The systematic study of such identities had been commenced by Bailey [8, 9] a few years earlier. A more complete list of identities of the Rogers-Ramanujan type was recently given by McLaughlin, Sills and Zimmer [30] . Further such identities were given by Chu and Zhang [15] . McLaughlin, Sills and Zimmer's list is reproduced (with some typographical errors corrected) in Appendix A of Sills' recent book [35] which provides an excellent introduction to the Rogers-Ramanujan identities.
The analytic identities in (1.1) and (1.2) admit partition-theoretic interpretations (cf. [5] ). Because of the specific form of the q-products on the right-hand sides, the identities in (1.1), resp. (1.2), are often classified as mod 5 and mod 8 identities, respectively.
Another identity intimately linked to Ramanujan's name is the following summation formula (cf. This identity, commonly known as Ramanujan's 1 ψ 1 summation, is a bilateral extension of the q-binomial theorem (cf. [18, Appendix (II. 3)]) 4) which is the most fundamental identity in the theory of basic hypergeometric series.
Hardy described (1.3), which Ramanujan had noted but did not publish, as "a remarkable formula with many parameters" [24, Eq. (12.12. 2)]. Importantly, (1.3) contains Jacobi's triple product identity (3.1) as a limiting case, an identity which plays a key role in the standard proofs of identities of the Rogers-Ramanujan type (and which we also make heavy use of in this paper).
Knowing that the q-binomial theorem (1.4) extends to a bilateral summation, one can ask the same question about the Rogers-Ramanujan and Göllnitz-Gordon identities in (1.1) and (1.2). While some authors have studied properties of bilateral series which extend the series in (1.1) (see [2, 16, 27] ), no closed form bilateral summations which include the evaluations in (1.1) (or (1.2)) as special cases have yet been obtained.
In this paper, we derive bilateral extensions of the Rogers-Ramanujan and Göllnitz-Gordon identities in (1.1) and (1.2) and provide a number of related results. Our main results for single series are given in Section 2, together with several noteworthy corollaries. The proofs of the main results of Section 2, namely Theorems 2.1, 2.4 and 2.6 are deferred to Section 3. The proofs are analytic and involve a method similar to that used by Watson in [37] to prove the classical Rogers-Ramanujan identities. In particular, we utilize suitable limiting cases of a bilateral basic hypergeometric transformation formula of Bailey in combination with special instances of Jacobi's triple product identity to establish the respective identities. In Section 4 multiseries extensions of our results are given, which in particular include multilateral extensions of the Andrews-Gordon identities among other multiseries identities. In Section 5 we provide combinatorial interpretations of the four bilateral companions to the Rogers-Ramanujan identities given in Corollary 2.3. We end our paper with some concluding remarks.
All the identities in this paper were tested by Mathematica by performing power series expansion in q up to sufficiently high order (usually comparing the first 200 coefficients, where feasible).
Main results and corollaries in the single series case
Our first result is a bilateral extension of the two Rogers-Ramanujan identities in (1.1).
Theorem 2.1. We have the following two bilateral summations:
1b)
The z → 1 limit of (2.1a) gives (1.1a), while the z → 1 limit of (2.1b) gives (1.1b).
Remark 2.2. As was kindly brought to the author's attention by George Andrews after being shown an earlier version of this paper, a (sporadic) result related to the series on the left-hand side of (2.1b) was found by Andrews in 1970 [2, Thm. 3] , namely: Let
As consequence of Theorem 2.1, we obtain the following four bilateral summations:
Combinatorial interpretations of theses identities are given in Theorem 5.2.
To deduce the bilateral identities in Corollary 2.3, first replace q by q 5 in (2.1) and then observe that the respective z = q −3 and z = q −2 cases of (2.1a) give (2.3b) and (2.3c), whereas the respective z = q −4 and z = q −1 cases of (2.1b) give (2.3a) and (2.3d).
Our next result is a bilateral extension of the two Göllnitz-Gordon identities in (1.2).
Theorem 2.4. We have the following two bilateral summations:
The z → 1 limit of (2.4a) gives (1.2a), while the z → 1 limit of (2.4b) gives (1.2b). As consequence of Theorem 2.4, we obtain the following four bilateral summations:
Corollary 2.5 (Bilateral mod 32 identities).
To deduce the bilateral identities in Corollary 2.5, first replace q by q 4 in (2.4) and then observe that the respective z = q 3 and z = q −3 cases of (2.4a) give (2.5b) and (2.5c), whereas the respective z = q and z = q −1 cases of (2.4b) give (2.5a) and (2.5d). Notice that Equations (2.5a) and (2.5b) can be obtained from each other by replacing q by −q. The same relation also holds for Equations (2.5c) and (2.5d).
We would like to stress that the bilateral summations in Corollaries 2.3 and 2.5, which we believe are new (and also beautiful, in line with Hardy's quote about (1.1) stated in the introduction), are not special cases of the following bilateral extension of the Lebesgue identity
A noteworthy special case of (2.6) due to Göllnitz [20] , which can be compared to the Göllnitz-Gordon identities in (1.2), is obtained by letting (a, b, q) → (−q, 1, q 2 ):
Another noteworthy special case of (2.6) is obtained by letting (a, b) → (−q, 1):
which is identity (8) in Slater's list. Other bilateral summations of the Rogers-Ramanujan type which we found are collected in the following theorem: Theorem 2.6. We have the following four bilateral summations:
The case q → q 2 , followed by z → q, of (2.9a) reduces to identity (25) in Slater's list, which can be stated as
The z → 1 case of (2.9b) reduces to identity (48) in Slater's list, which can be stated as
The z → q cases of (2.9b) and (2.9c) reduce to identities (50) and (29) in Slater's list, which can be stated as
respectively. The z → q 2 case of (2.9c) reduces to identity (28) in Slater's list, which can be stated as
Multiplication of both sides of (2.9d) by (1 − z) and letting z → 1 reduces to a sum by F.H. Jackson [28] , also given by Slater as identity (39), which can be stated as
14)
The z → q case of (2.9d) reduces to identity (38) in Slater's list, which can be stated as
The z → −1 cases of (2.9b) and (2.9c) reduce, after replacing the summation index k by −k, to the identities
Equation (2.16a) is given by Slater as identity (24) and also to the q → −q case of (2.13).
As consequence of Equation (2.9c), we obtain the following two bilateral summations:
Corollary 2.7 (Bilateral mod 6 identities).
To deduce the bilateral identities in Corollary 2.7, first replace q by q 3 in (2.9c) and then observe that the respective z = −q −1 and z = −q cases give (2.17a) and (2.17b). The identities in Corollary 2.7 become even nicer if the summation index k is replaced by −k:
′ (Bilateral mod 6 identities).
Further, as consequence of Equation (2.9d), we obtain the following four bilateral summations:
To deduce the bilateral identities in Corollary 2.8, first replace q by −q 4 in (2.9d) and then observe that the respective z = q 3 and z = q −3 cases give (2.19b) and (2.19c). The identities in (2.19a) and (2.19d) follow by replacing q by −q in (2.19c) and (2.19b), respectively.
Derivations of the main results in the single series case
A rich source of material on basic hypergeometric series is Gasper and Rahman's classic textbook [18] . In particular, we refer to that book for standard notions (such as that of a bilateral basic hypergeometric r ψ s series), and to Appendix I of that book for the elementary manipulations of q-shifted factorials which we employ without explicit mention.
An identity which we make crucial use of is Jacobi's triple product identity (cf. [18, (II.28) 
Our starting point for deriving bilateral summations of the Rogers-Ramanujan type is the following transformation of a general bilateral 2 ψ 2 series into a multiple of a very-well-poised 6 ψ 8 series due to Bailey [10, (3.2) ] (see also [18, Exercise 5.11, second identity]).
valid for |aq/cd| < 1 and |aq/ef | < 1. Bailey obtained this transformation by bilateralizing Watson's transformation (cf. [18, (III.18) ]) using the same method (replacing n by 2n, shifting the summation index k → k + n, suitably shifting parameters and taking the limit n → ∞), applied by Cauchy [14] in his second proof of Jacobi's triple product identity. In (3.2) we now let f → ∞ and perform the simultaneous substitutions (a, c, d, e) → (az, az/b, az/c, a). This yields the following transformation of a general 1 ψ 2 series into a multiple of a very-well-poised 5 ψ 8 series.
valid for |bcq/az| < 1. Theorems 2.1, 2.4 and 2.6 all appear as consequences of combining special instances of (3.3) with (3.1).
Proof of Theorem 2.1. In (3.3), we first let c → 0, perform the substitutions (b, z) → (z, bz/a) and let a → ∞. We obtain
Now the b = z case of (3.4) reduces to
which after two applications of (3.1) yields (2.1a). Similarly, the b = zq case of (3.4) reduces to
which after two applications of (3.1) yields (2.1b).
In the remaining proofs we only give brief sketches of details.
Proof of Theorem 2.4. In (3.3), we first let c → 0, replace q by q 2 and set (a, b, z) → (−zq, z, −zq −1 ). The result, after two applications of (3.1), is (2.4a). Now (2.4b) can readily be obtained from (2.4a) by replacing z by −1/zq and reversing the sum.
Proof of Theorem 2.6. The identity (2.9a) follows from (3.3) by making the substitution (a, b, c, z) → (−z, zq −1/2 , −zq −1/2 , −z), and applying (3.1). The identity (2.9b) follows from (3.3) by replacing q by q 2 , setting (a, b, c, z) → (−z, z, zq −1 , −z), and applying (3.1). The identity (2.9c) follows from (3.3) by replacing q by q 2 , setting (a, b, c, z) → (−z, zq −1 , zq −2 , −zq −2 ), and applying (3.1) twice. The identity (2.9d) follows from (3.3) by replacing q by q 2 , setting (b, c, z) → (z, zq −1 , z 2 /a) followed by taking a → ∞, applying (3.1) twice and dividing both sides by (1 − z).
Multiseries extensions
Here we derive multiseries extensions of the results from Section 2. Throughout we assume r ≥ 2. We write k = (k 1 , . . . , k r−1 ) and define k r := 0. Further, we define
in order to compactly specify the range of our multilateral summations. Our multiseries extensions of Theorems 2.1 and 2.4 are multilateral extensions of the Andrews-Gordon identities [3, 4] , which, for integers r and i with r ≥ 2 and 1 ≤ i ≤ r, can be written as
and
These identities reduce to (1.1) and (1.2) for r = 2. In [13] , Bressoud also gave an even modulus analogue of the Andrews-Gordon identities in (4.1), namely
where 1 ≤ i ≤ r. The (r, i) = (2, 1) and (r, i) = (2, 2) cases of (4.3) are special cases of the q-binomial theorem. Our multilateral summations in this section are obtained by applying an analysis analogous to the single series case. Our starting point is the following multiseries transformation which is immediately obtained from a result by Agarwal, Andrews and Bressoud [1, Theorem 3.1 with Equations (4.1) and (4.2)]:
Proposition 4.1. Let r and i be integers with r ≥ 2 and 1 ≤ i ≤ r. Further, let n be a nonnegative integer. Then, with k 0 := n and k r := 0, we have the following series transformation:
This is (even in the i = r case) different from the multivariate Watson transformation by Andrews [4, Thm. 4] (which, if used as a starting point instead, would only serve to prove the extremal i = 1 and i = r cases of the multiseries identities we are after).
By multilateralization, we now deduce the following transformation of multiseries.
Corollary 4.2. Assuming k 0 := ∞, we have for r ≥ 2 and 1 ≤ i ≤ r the following transformation: Notice that for i = r the expression in the big brackets on the right-hand side of (4.5) simplifies to
(whereas the corresponding larger expression in the big brackets on the right-hand side of (4.
. . , r, and let n → ∞ while appealing to Tannery's theorem for taking termwise limits.
All the multiseries identities of the Rogers-Ramanujan type in this section are derived by means of the following lemma which extends Equation (3.3):
Lemma 4.4. We have for r ≥ 2 and 1 ≤ i ≤ r the following transformation:
. .6) and split the sum according to the two terms in the bracket. After shifting the summation index k by one in the second sum, the two sums can be combined and the resulting expression is seen to be equal to the i = r and z → zq case of the right-hand side of (4.6). (For i = r the expression in the bracket factorizes as we know from Remark 4.3.) Thus the sum equals the left-hand side of the i = r and z → zq case of (4.6) which is the same as its i = 1 case with z left unchanged.
For convenience, we write out the i = r case of Lemma 4.4 separately:
Lemma 4.5. We have for r ≥ 2 the following transformation:
From Lemma 4.4 (and its special case Lemma 4.5) we now readily deduce a number of multilateral identities of the Rogers-Ramanujan type.
We start with a multiseries generalization of Theorem 2.1.
Theorem 4.6. We have for r ≥ 2 and 1 ≤ i ≤ r the following multilateral summations:
Proof. In Lemma 4.4, first let c → 0, then perform the substitution (b, z) → (z, z 2 /a) and let a → ∞. After two applications of (3.1) the identity (4.8) is obtained.
The z → 1 limit of (4.8) reduces to the Andrews-Gordon identities in (4.1). As an immediate consequence of Theorem 4.6 we obtain the following multiseries generalization of Corollary 2.3: Corollary 4.7. We have for r ≥ 2 and 1 ≤ i ≤ r the following multilateral summations:
9a)
Proof. First replace q by q 2r+1 in (4.6). Then the special case z = q −i gives (4.9a), while the special case z = q i , after some elementary manipulations (including a simultaneous shift of the summation indices by −1), gives (4.9b).
Next we give a multiseries generalization of Theorem 2.4. Theorem 4.8. We have for r ≥ 2 and 1 ≤ i ≤ r the following multilateral summations:
Proof. In Lemma 4.4, first let c → 0, replace q by q 2 and set (a, b, z) → (−zq, z, −zq −1 ). After two applications of (3.1) the identity (4.10) is obtained.
The z → 1 limit of (4.10) reduces to the Andrews-Gordon identities in (4.2). As an immediate consequence of Theorem 4.8 we obtain the following multiseries generalization of Corollary 2.5: Corollary 4.9. We have for r ≥ 2 and 1 ≤ i ≤ r the following multilateral summations:
and q 2(2i−1)(r−i)
Proof. First replace q by q 2r in (4.8). Then the special case z = q 1−2i gives (4.11a), while the special case z = q 2i−1 , after some elementary manipulations, gives (4.11b).
Next we give a multilateral extension of the extremal i = r case of Bressoud's even modulus analogue of the Andrews-Gordon identities (4.3). (For 1 ≤ i ≤ r − 1 the corresponding multilateral series do not absolutely converge. This problem already occurs in the r = 2 case.) Theorem 4.10. We have for r ≥ 2 the following multilateral summation:
Proof. In Lemma 4.5, first let c → 0, replace q by q 2 and perform the substitution (b, c, z) → (z For z = 1 (4.12) reduces to the i = r case of (4.3). For r = 2 (4.12) reduces to a special case of Ramanujan's 1 ψ 1 summation (1.3).
Next we give a multilateral generalization of Theorem 2.6. (Again, for reasons of absolute convergence, we are only able to apply Lemma 4.5, i.e. the i = r case of Lemma 4.4. The c = 1 cases of the latter could be applied to obtain multiseries identities which would be naturally bounded from below, such as the original AndrewsGordon identities. However, in this work we are after multilateral identities.) Theorem 4.11. We have for r ≥ 2 the following multilateral summations:
Proof. To prove the respective identities, apply Lemma 4.5, perform a specific substitution of variables (as specified below), occasionally combined with taking a limit, and then apply one or two instances of Jacobi's triple product identity (3.1). For (4.13a), take (a, b, c, z) → (−z, zq
. Finally, for (4.13d), take (b, c, z, q) → (z, zq −1 , z 2 /a, q 2 ), divide both sides by (1 − z) and subsequently let a → ∞.
All identities from Theorem 4.11 reduce to multiseries generalizations of corresponding unilateral identities discussed after Theorem 2.6. For instance, we have
where δ = 0, 1, which generalizes (2.14) and (2.15), respectively. The δ = 0 case is obtained by multiplying both sides of (4.13d) by (1 − z) and letting z → 1, while the δ = 1 case is obtained from (4.13d) by letting z → q. We leave other specializations of identities from Theorem 4.11 which generalize classical unilateral summations to the reader. If in (4.13c) we replace q by q 2r−1 and set z = −q −1 or z = −q, we obtain the following two multilateral summations generalizing Corollary 2.7.
Corollary 4.12. For r ≥ 2 we have the following multilateral summations:
Finally, we have the following generalization of Corollary 2.8:
Corollary 4.13. For r ≥ 2 we have the following multilateral summations:
To deduce the multilateral identities in Corollary 4.13, first replace q by −q 2r in (4.13d) and then put z = q 2r−1 to deduce (4.16b) or z = q 1−2r to deduce (4.16c). The identities in (4.16a) and (4.16d) follow by replacing q by −q in (4.16c) and (4.16b), respectively.
Combinatorial applications
In this section we provide first combinatorial interpretations for bilateral identities of the Rogers-Ramanujan type. We restrict to the identities in Corollary 2.3. Combinatorial interpretations of other bilateral and multilateral Rogers-Ramanujan type identities shall be considered elsewhere.
MacMahon [29] and Schur [34] were the first to interpret the Rogers-Ramanujan identities in (1.1) combinatorially. Their interpretations use the notions of (number) partitions.
A partition λ = (λ 1 , λ 2 , . . . , λ l ) of a nonnegative integer n (shortly denoted by λ ⊢ n) is a decomposition of n into a sum of positive integer parts λ 1 , λ 2 , . . . , λ l , for some nonnegative integer l, such that n = λ 1 + λ 2 + · · · + λ l . The order of the parts does not matter. Without loss of generality, we may assume the parts to be ordered weakly decreasing, i.e., we have λ 1 ≥ λ 2 ≥ · · · ≥ λ l . If λ j = m, we also say that the j-th part of λ has size m. The number l of parts of λ is called the length of λ. For n = 0 we must have l = 0 and by definition there is exactly one partition of 0, the empty partition ∅. If λ ⊢ n, then we call n the norm of λ. The combined norm of a pair (λ, µ) of partitions is defined to be the sum of the norms of λ and µ. See Andrews' book [5] for a thorough account of partitions (including the explanation of other standard notions such as that of the conjugate of a partition and the sum of two partitions, which we use below).
It is easy to see that the sum on the left-hand side of (1.1a) is the generating function for partitions into different parts which differ by at least 2 while the product on the right-hand side of (1.1a) is the generating function for partitions into parts of size congruent to 1 or 4 modulo 5. Similarly the sum on the left-hand side of (1.1b) is the generating function for partitions into different parts greater or equal to 2 whose difference is at least 2 while the product on the right-hand side of (1.1b) is the generating function for partitions into parts of size congruent to 2 or 3 modulo 5. Thus, in combinatorial terms the two classical Rogers-Ramanujan identities in (1.1) take the following form: Proposition 5.1 (MacMahon/Schur). Let n be a nonnegative integer.
A: The number of partitions of n into parts which differ by at least 2 equals the number of partitions of n into parts of size congruent to 1 or 4 modulo 5. B: The number of partitions of n into parts greater or equal to 2 which differ by at least 2 equals the number of partitions of n into parts of size congruent to 2 or 3 modulo 5.
After having reviewed the classical case, we now turn to the four bilateral summations in Corollary 2.3. In particular, consider the expression
which is the k-th term of the sum in (2.3a). For positive k, the q-series expansion of (5.1) clearly has nonnegative integer coefficients. When this expression is divided by (q 4 ; q 5 ) ∞ and k is replaced by −k, we have
whose q-series expansion, depending on the parity of k, has either exclusively nonnegative or negative integer coefficients. The strategy is thus to divide both sides of the respective identities in Corollary 2.3 by their numerator factors from the product sides. In addition, we split the bilateral sums into three parts, namely a first part with the terms having positive summation index, a second part with the terms having nonpositive even summation index, and a third part with the terms having negative odd summation index. The latter, third part is moved to the other side of the equation.
Concretely, we rewrite the bilateral identities in (2.3) in the following form:
We now deliver combinatorial interpretations of these identities. We first analyze the expressions appearing in (5.3a). For positive integer k, (5.1) is the generating function for partitions into exactly 5k − 4 parts all greater or equal to 2 where the largest part is different from the others and the other 5(k − 1) parts appear in (k − 1) different groups of parts having multiplicity 5, and where parts from different groups differ by at least 2. This interpretation comes from interpreting 1/(q; q 5 ) k as the generating function of partitions into at most 5k − 4 parts such that the respective conjugate partitions consist only of parts of size 1 modulo 5. To these partitions the special partition o = (o 1 , . . . , o l ) of length l = 5k − 4 is added whose conjugate has parts (5k −4, 5k −4, 5k −9, 5k −9, . . . , 6, 6, 1, 1). Now the latter is a partition of 2 k +5 k 2 = k(5k − 3) which thus explains the contribution of the factor q k(5k−3) in the numerator of (5.1) and also explains the condition that the different parts of the partitions must differ by at least 2.
On the other hand, the expression in (5.2) without the factor (−1) k can be seen to be the generating function of partitions into parts congruent to 4 modulo 5 where the kth smallest part is marked (the marking is to make k unique as one then sums over k) and of size 5k − 1, and the k − 1 smaller parts are all of different size (in particular, they have all the k − 1 different sizes 5k − 6, 5k − 11, . . . , 9, 4). Notice that 4 + 9 + · · · + (5k − 1) = 4k + 5 k 2 = k(5k + 3)/2. Next, we take a look at the expressions appearing in (5.3b). Consider the expression
For positive integer k, this is the generating function for partitions into exactly 5k − 3 parts where the largest part has multiplicity 2 and the other 5(k −1) parts all have multiplicity 5, and where parts from different groups differ by at least 2. This interpretation comes from interpreting 1/(q 2 ; q 5 ) k as the generating function of partitions into at most 5k − 3 parts such that the respective conjugate partitions consist only of parts of size 2 modulo 5. To these partitions the special partition o = (o 1 , . . . , o l ) of length l = 5k − 3 is added whose conjugate has parts (5k −3, 5k −8, 5k −8, 5k −13, 5k −13, . . . , 7, 7, 2, 2). The latter is a partition of 2 2(k − 1) + 5 • α be a partition into parts congruent to 4 modulo 5 or parts congruent to 10, 15, or 25 modulo 25; • β be a partition into parts congruent to 3 modulo 5 or parts congruent to 5, 20, or 25 modulo 25; • γ be a partition into parts congruent to 2 modulo 5 or parts congruent to 5, 20, or 25 modulo 25; • δ be a partition into parts congruent to 1 modulo 5 or parts congruent to 10, 15, or 25 modulo 25; • ε and ζ be partitions into parts congruent to 10, 15, or 25 modulo 25;
• η and ϑ be partitions into parts congruent to 5, 20, or 25 modulo 25;
• ι be a partition into parts congruent to 2 or 3 modulo 5;
• κ be a partition into parts congruent to 1 or 4 modulo 5;
• λ be a partition into parts all greater or equal to 2 where the largest part appears with multiplicity 1 and the other parts with multiplicity 5, and where parts of different size differ by at least 2; • µ be a partition where the largest part appears with multiplicity 2 and the other parts with multiplicity 5, and where parts of different size differ by at least 2; • ν be a partition where the largest part appears with multiplicity 3 and the other parts with multiplicity 5, and where parts of different size differ by at least 2; • ξ be a partition into parts all greater or equal to 2 where the largest part appears with multiplicity 4 and the other parts with multiplicity 5, and where parts of different size differ by at least 2; • π be a (possibly empty) partition into parts congruent to 4 modulo 5 where for some nonnegative even integer k the kth smallest part is marked and of size 5k − 1 and the k − 1 smaller parts are all of different size; • ̺ be a partition into parts congruent to 4 modulo 5 where for some positive odd integer k the kth smallest part is marked and of size 5k −1 and the k −1 smaller parts are all of different size; • σ be a (possibly empty) partition into parts congruent to 3 modulo 5 where for some nonnegative even integer k the (k + 1)st smallest part is marked and of size 5k + 3 and the k smaller parts are all of different size; • τ be a partition into parts congruent to 3 modulo 5 where for some positive odd integer k the (k + 1)st smallest part is marked and of size 5k + 3 and the k smaller parts are all of different size; • ϕ be a (possibly empty) partition into parts congruent to 2 modulo 5 where for some nonnegative even integer k + 1 the (k + 1)st smallest part is marked and of size 5k − 3 and the k smaller parts are all of different size; • χ be a partition into parts congruent to 2 modulo 5 where for some positive odd integer k + 1 the (k + 1)st smallest part is marked and of size 5k − 3 and the k smaller parts are all of different size; • ψ be a (possibly empty) partition into parts congruent to 1 modulo 5 where for some nonnegative even integer k the kth smallest part is marked and of size 5k − 4 and the k − 1 smaller parts are all of different size; • ω be a partition into parts congruent to 1 modulo 5 where for some positive odd integer k the kth smallest part is marked and of size 5k −4 and the k −1 smaller parts are all of different size.
Then
A: the number of pairs of partitions (α, λ) with combined norm n plus the number of pairs of partitions (ε, π) with combined norm n equals the number of partitions ι with norm n plus the number of pairs of partitions (ζ, ̺) with combined norm n; B: the number of pairs of partitions (β, µ) with combined norm n + 2 plus the number of pairs of partitions (η, σ) with combined norm n + 3 equals the number of partitions κ with norm n plus the number of pairs of partitions (ϑ, τ ) with combined norm n + 3; C: the number of pairs of partitions (γ, ν) with combined norm n + 2 plus the number of pairs of partitions (η, ϕ) with combined norm n + 2 equals the number of partitions κ with norm n plus the number of pairs of partitions (ϑ, χ) with combined norm n + 2; D: the number of pairs of partitions (δ, ξ) with combined norm n plus the number of pairs of partitions (ε, ψ) with combined norm n equals the number of partitions ι with norm n plus the number of pairs of partitions (ζ, ω) with combined norm n.
We leave it an open problem to give bijective proofs of Theorem 5.2 A-D.
Concluding remarks
In this paper, we derived a number of bilateral and multilateral identities of the Rogers-Ramanujan type by analytic means. The closed form bilateral summations exhibited here appear to be the very first of their kind. We expect that more identities of this kind can be found. Their very compact form and beauty suggests that these objects merit further study.
In view of the well-established connections of the classical Rogers-Ramanujan identities to various areas in mathematics and in physics (including combinatorics, number theory, probability theory, statistical mechanics, representations of Lie algebras, vertex algebras, and conformal field theory), we hope that similar connections can be established for the newly found bilateral identities. A first step in this direction was achieved by providing explicit combinatorial interpretations for a specific collection of four bilateral Rogers-Ramanujan type identities.
On the conceptual level the question arises whether the work in this paper tells us anything new about the classical case. On one hand it is interesting to observe that one bilateral identity may contain different unilateral identities of interest. Perfect examples are the bilateral identities in (2.9b) and (2.9c) which each include three different unilateral identities, as made explicit in the discussion after Theorem 2.6. On the other hand we would like to emphasize that the derivations of our bilateral identities of the Rogers-Ramanujan type do not require the combination of two unilateral sums into a bilateral sum (such as by replacing the summation index k in the second sum by −1 − k), which one usually requires, before applying Jacobi's triple product identity in order to obtain the respective summations. In this respect, our derivations are very natural and straightforward while furnishing more general results than in the classical unilateral cases.
