













1． Burlaga と Klein が考案した，時系列データを要素とする集合におけるフラクタル次元推
定手法である BK 法［4］［5］［6］ に基づき，株価指標変動チャートのフラクタル次元  を
推定し，フラクタル性の存在を確認。
【BK 法に基づく DBK 推定方法】
　　A）時間 t に依存する n 個のデータで構成される集合 F＝｛ x（t）｜1 ＜ t ＜ n ｝において
　　B）時間 t に沿って順番かつ重複しないように要素を個単位のグループに区分
　　C）形成された［n ⁄ k］組における i 番目のグループを x～i（k）と表記（［  ］はガウス記号）
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　　　（1）0＝t0 ＜ t1 ＜…＜ tn であれば，B（t1）－B（t0），…，B（tn）－B（tn－1）は独立（独立増分）
　　　（2）Bt－Bs の分布は t－s にのみ依存（定常増分）
　　　（3）B（t）は正規分布 N（μ，σ2t）に従う





　　　（4）t → Bt は連続である
4． 以上より，確率微分方程式を応用したフラクタル次元推定法である Slope 法（式 5 および










　　　　集合 F＝｛ x（t）｜1 ＜ t ＜ n ｝












































W2，…Wn ）を有し，各々の入力ラインより刺激 X1，X2，…Xn が伝達された際のユニット受容
信号の強さ X は式 7で表される。ユニットは共通する応答関数 f 以外にユニットの自己特性に
相当するユニークな閾値（offset）θを有しており，式 8で表される出力値 Y を出力する。なお，
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3．誤差逆伝播法と学習プロセス
本研究では，誤差逆伝播法（バックプロパゲーション法：以下，BP）［14］［15］［16］［17］ 
を用いた学習プロセスを有する 3 階層型ＮＮモデル（図 2）を活用している。本モデルでは，
入力信号は入力層・中間層・出力層の順に一方向のみ伝達されるが，入力信号パターンに対応
する教師信号（模範解答）T を別に用意することで，式 10 に示す出力層ユニットの出力値と
教師信号値の最小二乗誤差総計 E を学習に利用する。つまり本モデルにおける学習とは，ラ
















本研究では W およびθの更新に際し，BP の中でも最も一般的な形式を採用している。BP
の数理モデルを以下に記す。なお，αおよびβは学習係数と呼ばれ，入力信号パターンに則し
た学習係数を選択すれば効率的な学習が実現する。
中間層ユニット m と出力層ユニット o の結合係数 Wmo の更新値 ∆Wmo＝α・σo・Y m
出力層ユニット o の閾値θo の更新値 ∆θo＝β・σo
入力層ユニット i と中間層ユニット m の結合係数 Wio の更新値 ∆Wim＝α・ρm・Y i
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市場における一日の価格変動状況を把握する際に用いられる代表的な値が日足である。日足
は，1 日の取引における始値・最高値を表す高値・最低値を表す安値・終値の 4 値から成る。
そこで本研究では，前日までの価格変動から開場前に対象日の高値および安値予測を試みるこ
とで，売買タイミングの判断を支援するシステムの開発に目標を絞った。
具体的には，開場日 t における実際の高値を Hr（t）と定義した時，t－1から t－w の w 開場日
間の経験を要素とする集合 F＝｛ Hr（t－k）｜1 ＜ k ＜ w ｝より，当日の予測高値 He（t）を開場前





























































2 ．回帰直線より算出可能な開場日 t の理論高値を Hr（t）＝ahw（t）・t＋bhw（t）と定めた時，Hr（t）
と Ht（t）の距離を Hd（t）＝Ht（t）－Hr（t）と表記
3．距離 Hdw を要素とする集合 G＝｛｜Hdw（t－k）｜｜ 1 ＜ k ＜ w ｝を形成















前日までの変動データを基として，上記における ahw は式 4 に示した確率微分方程式におけ
るドリフト項（トレンド）に，Shw は標準偏差項（ボラティリティ）に相当する。この 2 値よ
り対象日 tのHd（t）を開場前に算出できれば，対象日 tの高値予測に成功したことになる。そこで，
Hd（t）の予測に供する入力信号パターンを Ihw（t）＝｛ ahw（t）, Shw（t）｜w＝ q1, q2, …qn ｝，Ihw（t）に対
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応する教師信号を Thw（t）＝｛ Hdw（t）｜w＝ q1, q2, …qn ｝と定めた上で，開場日 t における複数の
w 値からなる学習セット Phw（t）＝｛ Ihw（t）, Thw（t）｜w＝ q1, q2, …qn ｝を準備した。




具体的な作業手順を以下に示すとともに，2013 年 1 月 4 日の TOPIX 日足を例に，各作業の
結果を表 1および表 2に記す。
【指標化・離散化・量子化の手順】
1． 学習セット内に TOPIX 以外の経済指標を組み込むという発展性を考慮し，2004 年 1 月 5
日の始値を 100 として期間内の TOPIX を指標化（表 1）
2．1の指標化済みデータを用いて ahw（t），Shw（t），Hdw（t）を算出
3． ahw（t），Shw（t），Hdw（t）各々に対し，期間内における上限・下限を基に各値を 256 段階に離
散化（表 2）
4．離散化データをビット数 8で量子化（表 2）
表 1　2013年 1月 4日の TOPIX 日足データ
表 2　t＝2013年 1月 4日，w＝10 の ahw(t)，Shw(t)，Hdw(t) ： 離散化および量子化
開場日 t における日足・安値を Lr（t）と定義し，高値と同じ作業を実施しすることにより Plw（t）
＝｛ Ilw（t）, Tlw（t）｜w＝ q1, q2, …qn ｝（ただし Ilw（t）＝｛ alw（t）, Slw（t）｝）と Tlw（t）＝｛ Ldw（t）｝を算出し，
Phw（t）と Plw（t）を併せ持つ最終学習セット Pw（t）を形成した。
28 経済理論　379号　2015年 3 月
【学習セット 1個の内訳】
　　　　　　　　Pw（t）＝｛ Iw（t）, Tw（t）｜w＝ q1, q2, …qn ｝
　　　　　　　ただし，Iw（t）＝｛ ahw（t）, Shw（t）, alw（t）, Slw（t） ｝








項目 1および 2は，本 NN に学習を期待する情報に直結するパラメータである。指標チャー
トに現れるフラクタル性を学習により自律認識した NN を用意することで，未来の指標チャー
ト状態を予測しようというのが本研究の着眼点である。従って，多様な状況下での自律学習に
より複数の変動環境に対応可能な NN を求めるのであれば，1 個の学習セットに含まれる学習
パターン数を規定するブロック化の深さ n ，および 1度の学習に供する学習セット数 u は大き
いほど良い。しかし n および u の増加による学習内容の複雑化は，学習の不成功確率を高める。
本研究で使用した学習パターンおよび学習セットを明確化する目的で，2013 年 1 月 4 日の高
値または安値を予測するNNを構築するために必要な n＝2， w＝｛ 3，6 ｝，u＝3における学習セッ
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ト群を表 4に例示する。
表 4，n ＝ 2，w ＝ { 3, 6 }，u ＝ 3における予測日 = 2013年 1月 4日の学習セット群
表 4 に示した学習セット群は全て 2013 年 1 月 4 日の日足・高値および安値を予測するため
に供されるデータであるため，2012 年 12 月 28 日以前のデータに限定される。u＝3 より 12 月
28 日・27 日そして 26 日を学習の起点とする直前 3 開場日の経験（3 個の学習セット）が学習
対象となる。また n＝2，w＝｛ 3, 6 ｝より，当該学習セット群の構築には予測日から遡ること 9
開場日前までの日足情報を必要とする。1 個の学習セットには入力信号 8 種と教師信号 4 種が
含まれるため，本ケースにおける学習セット群は 24 種の入力信号と 12 種の教師信号で形成さ
れる。
u と n の設定を変化した複数の予備実験の結果を，トレードオフの関係にある学習不成功率
と現実的な計算時間という二側面から検討した結果，本実験ではn＝5 および u＝10と設定した。
n＝5 により，1 つの学習セットが持つ入力信号は高値および安値のトレンドとボラティリティ
5 パターン計 20 個，出力信号は高値および安値での距離 Hd（t）と Ld（t）の 5 パターン計 10 個と
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予備実験結果を考慮し，250 と定めた。また BP における学習係数αおよびβについては，一
般的に広く用いられる値を採用した。





実用的な学習時間確保を理由に，本実験においては 1度の学習回数上限を 15 万回と定めた。
もう一方の学習打ち切り誤差の設定に際しては，出力層ユニット 1個当たりの誤差平均（Error 
Average）と学習状況の関連性を事前に確認する必要が認められた。そこで，W1＝｛ 10, 20, 30, 
40, 50 ｝において 2013 年 1 月 4 日の TOPIX 高値と安値を予測するために用いる NN の学習状
況を表したのが図 4・図 5および表 5である。
図 4　W1＝ { 10, 20, 30, 40, 50 } における誤差平均推移
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図 5　図 4における，学習回数 80000以降の誤差平均推移詳細
表 5　学習終了条件の設定と学習状況
本学習セット群には計 100 個の教師信号が含まれるが，セット群は t - 1 から t - 10 までの 10
個の学習セットで形成されるため，1 個の学習セットは 10 個の教師信号を内包している。8bit
量子化された教師信号 1 つは 8 個の出力層ユニットで担当するため，出力層ユニットから同
時出力される信号と教師信号の誤差合計は最大で 80 となる。そこで図 4 では出力層ユニット
1 個当たりの誤差平均に着目し，BP による学習成果推移を時系列で表している。また，特に
80000 回以降の時系列変化について詳しく記述したグラフが図 5となる。
表 5より，104272 回の学習を繰り返すことで誤差平均が 0.001 を下回った事実が判る。また，
学習終了条件を Error Average ≤ 0.010 から 0.001 まで 0.001 刻みで設定した際の学習済み NN を
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対象に，学習の適切さを検証した結果が「学習失敗」項となる。具体的には，学習に供した学
習セット群を構成する入力信号パターン Iw を学習済み NN に改めて入力する。それによって
出力層ユニットの出力信号 Ew（t）＝｛ Ehw（t）, Elw（t）｜w＝ q1, q2, …qn ｝を求め，教師信号 Tw（t）と
の比較により適正に学習が行なわれたか否かを検証した。例えば Error Average ≤ 0.010 と設定
した場合，適切な学習が行われなかった結果，模範解答による反復学習を既に行った 100 の出
力信号のうち 1 割の 10 で依然として間違ってしまう NN が形成される事実が認められる。ま
た本学習セット群においては，Error Average ≤ 0.001 と設定することで誤学習をゼロとするこ
とが可能であった。その他の幾つかの予備実験結果も勘案し，本実験では Error Average ≤ 0.001
と定めた。
5．先行実験の実施と問題点の把握
これまでに紹介した手法に従い，2011 年 12 月 21 日から 2013 年 12 月 30 日までの 500 開場
日を対象に，TOPIX における日足高値および安値の予測を試みた。具体的には，予測前日を
起点に w 日間に遡った日足値から算出されるトレンド aw（t－1）とボラティリ Sw（t－1）を学習済
みネットワークに入力することにより，予測日 t における回帰直線 y＝ ahw（t－1）・x＋bhw（t－1）
との距離 Hdw（t）および y＝ alw（t－1）・x＋blw（t－1）との距離 Ldw（t）を応答するよう NN に求めた。
NN が応答する Hdw（t）および Ldw（t）は 8bit データであるため，4．で示した【指標化・離散化・
量子化の手順】を逆に辿ることで TOPIX データに変換する。ただし，離散化によって欠落し
た情報を補完する際には，階級の上限と下限による単純平均を用いた。
予測日 t の予想高値 He（t）および予想安値 Le（t）は，He（t）＝ Ht（t）＋Ha（t），Le（t）＝ Lt（t）＋La（t）
で算出されるが，本実験では n＝ 5 と設定しているため高値については Hd10（t）から Hd50（t）5種，
安値についても同じく Ld10（t）から Ld50（t）の 5 種が予測される。そこで本実験では式 14 および











表 6 および図 6 は，当日の立会時間終了後に判明する Hr（t）および Lr（t）を基準に，式 16 お

























件と Eh（t）および El（t）の関連について表 7 に示す。また表 8 では，各々のケースにおける誤差
平均と Eh（t）および El（t）の相関係数を示す。
表 7　適用された学習終了条件と Eh (t) および El (t) の関連
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表 8　誤差平均の平均と Eh (t) および El (t) の相関係数
表 8 より，各々の学習における誤差平均と Eh（t）および El（t）には相関が認められない事実が





他方では，例えば図 7 に示す Eh（t）の時系列推移（2012 年 10 月 11 日から 2013 年 3 月 11 日
までの 100 開場日）には一定の周期性を認めることが可能であり，予測値と実際値の誤差変化
からの法則抽出による予測精度の向上が予見できる。
図 7　2012年 10月 11日から 2013年 3月 11日まで Eh (t) の時系列推移
6．実験および考察
先行実験の結果を踏まえ，同じく 2011 年 12 月 21 日から 2013 年 12 月 30 日までの 500 開
場日を対象に，集合 w の値が異なる複数の学習セット群による学習および未来予測実験を実
施した。具体的には，従来の W1＝｛ 10, 20, 30, 40, 50 ｝以外に W2＝｛ 15, 30, 45, 60, 75 ｝および
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W3＝｛ 20, 40, 60, 80, 100 ｝ を対象とした実験を行うことで，学習セット群の違いによる予測精
度を検証した。
そこで以降では，例えば W1 によって求まった予測値を基とした Eh（t）を W1 →Eh（t）と記す。
また，W1，W2，W3 それぞれでの予測値を単純平均化した値を基とした Eh（t）を Ave →Eh（t）と
表すこととする。表 9に実験結果を示す。
表 9　 W1 ，W2 ，W3 における予測値と実際値の差異状況
いずれの学習セット群においても予測値と実際値の差異発生状況は似通っており，W の値
による学習セット群の相違が予測のための学習に与える影響は少ないと考えられる。しかし，
Ave →においては Eh（t）と El（t）の双方で平均・標準偏差共に減少しており，個々の学習セット
群のみの場合との比較において優位性が認められる。そこで Ave →が有する優位性の原資を
探る目的で，開場日 t において W1，W2，W3 それぞれの予測値と実際値を比較し，最も差異の
小さな予測値を選出した Opt →Eh（t）および Opt →El（t）を導出した。
Opt →は，W1，W2，W3 という異なった学習セット群を学習した 3 個のエージェントが各々
下した未来予測を目前に並べ，最も賢明な選択を行ったとの仮定に基づく理想状態である。
Opt →における各エージェントの選出状況および差異状況を表 10 に示すが，W1，W2，W3 の構
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成比率は概ね 1 / 3 となっている。また，結果に基づく理想的選択であるが故に当然であるが，
Ave →と比較し，平均・標準偏差共に大きく減少している。
表 10　Opt → Eh (t) および Opt → El (t) の構成状況
表 10 より明らかな通り，過去の変動に対し異なる角度での学習を行った 3個の独立エージェ





表 11 は，Opt →における選択の連続性を示している。エージェントの選択が連続しない（単
独であった）日数は Eh（t）で 208 日・El（t）で 215 日であったが，3 日以上連続した日数の合計
はそれぞれ 172 日と 147 日であった。以上からも明らかな通り，理想戦略 Opt →におけるエー
ジェントの選択には一定の規則性が認められる。これは，TOPIX 変動が有するフラクタル性
に起因するものと考えられる。
表 11　Opt → Eh (t) および Opt → El (t) に認められる連続性
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そこで Opt →において，一定期間における各エージェントの選択状況を分析した結果，例え
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Investigating and Understanding the Fractal Theory of Changes
in Economic Indicators Over Time Using Neural Networks
Hideaki IWATA
Abstract
In this paper, I focused on the fractal structure of change charts for economic indicators, 
and attempted to calculate realization probabilities for the innumerable futures that can be 
forecast. Specifically, at first, I quantified changes in trends and volatility using TOPIX 
change charts from January 5, 2004, to December 30, 2013, and produced learning 
patterns for neural networks including input and instruction signals based on these 
values. After that, I stimulated self-organization of neural networks using these patterns. 
I predicted near-future TOPIX values using these newly-created networks, and measured 
errors between the predicted and actual values.
　This research is based on the supposition that past changes in economic conditions 
affect future alternative possibilities. So, when producing learning patterns, in the 
technique for estimating the fractal dimension in changes over time I made reference 
to my previously proposed slope method. In this way, using the linear technique of 
stochastic differential equations, past changes are stored as patterns. In my research, I try 
to increase prediction accuracy by using three-layered neural networks based on the non-
linear forecasting technique of backpropagation.
