Existence results for the three-point fractional boundary value problem
Introduction
In recent years, due to the wide application in many engineering and scientific disciplines as the mathematical modeling of systems and processes in the fields of physics, chemistry, aerodynamics, electrodynamics of a complex medium, polymer rheology, etc., the fractional differential equations have been widely studied. An extensive literature related to the existence of solutions of boundary value problems for fractional differential equations addressed by the use of various nonlinear functional analysis method. For example, fixed point theory [5, 7, 9-11, 19, 21, 25-28, 32, 33, 39, 50, 52, 56] , the Mawhin continuation method [3, 6, 54, 57] , the Green function method [5, 44, 45] , the integral operator method [4, 8, 13, 14, 17, 22, 30, 31, 35, 36, 38, 49, 51, 53] , the upper and lower solution method [12, 15, 18, 29] , the numerical method [40-43, 46, 55] , and the technique of barrier strips [4, 16, 20, 24, 34, 37] .
In [24] , Kelevedjiev got the existence of the solution by using the technique of barrier strips. Then some researchers studied the solvability of vary boundary value problems under the barrier strip conditions. For example, in [32] , by using a nonlinear alternative of Leray-Schauder, the existence results for the second-order three-point boundary value © The Author(s) 2020. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/. problem are obtained,
After that, the barrier strip technique was used to research the solvability of the difference problem [16] and the time scale problem [34] . Recently, in [20, 37] , the author obtained the existence of solutions for the fractional Dirichlet boundary value problem
under barrier strip conditions, where 1 < α ≤ 2 is a real number, D α x(t) is the conformable fractional derivative, and f :
To the best of the authors' knowledge, there were few papers discussing the solvability of the multi-point fractional boundary value problems with the technique of barrier strips. Our effort is to use the nonlinear alternative of Leray-Schauder to the unreached areas. In this paper, we consider the following fractional boundary value problem:
where 1 < α ≤ 2 is a real number, D α x(t) is the conformable fractional derivative, η ∈ (0, 1), f : [0, 1] × R 2 → R is continuous, and A, B ∈ R. We note that if x is a solution of (1.1), (1.2), then there exists ξ ∈ (η, 1), such that x (ξ ) = B. Accordingly, the boundary value problem
3) It is true that the conformable derivative has some controversy. Some researchers think that the conformable derivative does not contribute "new mathematics". The conformable derivative for differentiable functions is equivalent to a simple change of variable D α [f (x)] = x 1-α f (x). It was noted that a criticism of the conformable derivative is that, although conformable at the limit α → 1 (lim α→1 D α f = f ), it is not conformable at the other limit, α → 0 (lim α→0 D α f = f ) because x α /α is undefined at α = 0.
However, some other researchers think that the conformable derivative and its generalizations can still be interesting and valuable, specially leading to some physical insight with use in the applied settings. We refer the reader to [1, 2, 47, 48] for details as regards the conformable fractional derivative.
The main results of the paper is based on the following nonlinear alternative of Leray-Schauder.
Theorem 1.1 ([32] (Nonlinear alternative)) Assume that U is a relatively open subset of a convex set K in a Banach space E. Let N : U → K be a compact map and assume p ∈ U. Then either
(1) N has a fixed point in U; or
The paper is organized as follows. In Sect. 2, the definitions of the conformable fractional order derivative and integral are given. In Sect. 3, by the use of the technique of nonlinear alternative of Leray-Schauder and barrier strips, the existence of the solution is obtained. In Sect. 4 , some examples are presented to illustrate the main results.
Conformable fractional order calculus
provided the limit of the right side exists. If u is αth-order differentiable on (0, a), a > 0, and lim t→0
where I n+1 is the (n + 1)th-order integral.
Remark 2.1 With Lemma 2.1 and Definition 2.2, for α ∈ (n, n + 1], i = 0, 1, . . . , n, there hold
Given α ∈ (n, n + 1]. Define
By the linearity of integral operator
The following lemmas obtained in [13] are fundamental to our main results.
is sequentially compact if and only if F is uniformly bounded and equicontinuous, i.e., for ∀ε > 0, ∃δ > 0, s.t. for any |t 1 
Lemma 2.5 ([13] ) Assume that u ∈ C[0, 1] with a fractional derivative of order α ∈ (n, n + 1] that belongs to C(0, 1) ∩ L(0, 1). Then
for some c k ∈ R, k = 0, 1, . . . , n.
Now, we present the Green function.
Lemma 2.6
Given y ∈ C[0, 1] and 1 < α ≤ 2, 1 < η < 2, the unique solution of
3)
Proof Applying Lemma 2.5, we reduce Eq. (2.1) to an equivalent integral equation,
for some c 0 , c 1 ∈ R. By the boundary condition (2.2), we have c 0 = 0,
Therefore, the unique solution of problem (2.1), (2.2) is
G(t, s)y(s) ds.
For 0 ≤ t ≤ η ≤ 1, one has 
The proof is complete. 
Existence results
Then the problem (1.1), (1.2) has at least one solution x such that
Proof By the use of the Tietze-Uryshon lemma there exists a continuous function g :
For each integer n ≥ 1, set
Then f n (t, x, p) > 0, (3.1)
Consider the boundary value problems
3)
Making the change of variables Now, we are in the position to show that the operator T n has a fixed point w n that satisfies
for all n ∈ N . Once this is achieved, then, by combining (3.7), (3.8), (3.9) and Lemmas 2.3, 2.4, the sequence {w n } has a subsequence which converges in C α -topology to w 0 , and then x(t) := w 0 (t) + μ(t) is a solution of (1.1), (1.2) such that
Define U as the open and bounded neighborhood of 0 ∈ C α-1 [0, 1] such that
To prove that T n has a solution w n ∈ U such that (3.8) holds, it suffices to verify, in view of Theorem 1.1, that if w ∈ U satisfies Eq. (3.6) such that
for some λ ∈ (0, 1), then w ∈ U, i.e., for 0 < t < 1,
Now let w ∈ U satisfies Eq. (3.6) for some λ ∈ (0, 1). Since L 2 -B ≤ (D α-1 w n )(t) ≤ L 1 , by Lemma 2.2, there exists c ∈ (0, t) ⊂ (0, 1) such that
and
In particular
Suppose that D α-1 w(t 0 ) = L 1 for some t 0 ∈ [0, 1]. We claim that t 0 < 1. In fact, due to w ∈ C α-1 [0, 1] and w(η) = w(1), by the use of the Lemma 2.2, there exists ξ ∈ (η, 1) such that D α-1 (ξ ) = 0. Taking into account the condition (3), integrating Eq. (3.5) from ξ to 1 yields
Hence D α w(t 0 ) ≤ 0 because D α-1 w(t) attains its maximum at t 0 .
On the other hand, by (3.13) we get
Thus we get
Inequality (3.14) together with the relation w(t) = w(0)
This completes the proof.
Analogously, we can obtain the following result.
. Then the problem (1.1), (1.2) has at least one solution x such that
Accordingly, we get the following corollaries as consequences of Theorems 3.1 and 3.2 for the boundary value problem (1.3), (1.4).
Then the problem (1.3), (1.4) has at least one solution x such that
Proof It suffices to note in the case η = 1 that the boundary condition x (1) = B implies that L 2 -B < w (1) = 0 < L 1 which is what is required in applying the condition (3) to show t 0 < 1 in the proof of Theorem 3.1.
. Then the problem (1.3), (1.4) has at least one solution x such that
Some examples
Example 4.1 Let α = 3 2 , A = 0, B = 1 2 , η = 1 5 , consider the following problem:
where f (t, x, p) = t 2 8 sin(x 2 + t 2 ) + p 3 . Choose L 1 = 1 and L 2 = -1 2 , then L 1 + B = 3 2 , L 2 -B = -1 and
After a simple computation, we have (1) f (t, x, p) ≥ 1 ≥ 0, for (t, x, p) ∈ [0, 1] × [-2, 5 2 ] × [1, 3 2 ], (2) f (t, x, p) ≤ 0, for (t, x, p) ∈ [0, 1] × [-2, 5 2 ] × [-1, -1 2 ], (3) -5 4 < -1 ≤ f (t, x, p) ≤ 5 4 , for (t, x, p) ∈ [0, 1] × [-2, 5 2 ] × [-1, 3 2 ]. That is to say that all the conditions of Theorem 3.1 are satisfied, so the problem (4.1), (4.2) has at least one solution x such that
-2≤ x(t) ≤ 5 2 , for 0≤ t ≤ 1. Choose L 1 = 2 and L 2 = -2, then L 1 + B = 1, L 2 -B = -1, L 2 ≤ 0 = L 1 + 2B, L 2 ≤ B < 0 ≤ L 1 and
After a simple computation, we have 
