INTRODUCTION
This discussion attempts to present a simple explanation of the current theory of error catastrophe and why it does not herald a paradigm shift in antiviral strategy. In the main text of the paper, the workings of a simple model of error catastrophe are examined to demonstrate what actually causes error catastrophe. The Appendix contains a more detailed discussion of the original error threshold model of Eigen and Schuster and how it applies to a viral quasispecies.
RNA viruses are said to replicate at the edge of "error catastrophe" (18) . Error catastrophe is a term coined to describe the supposed inability of a genetic element to be maintained in a population as the fidelity of its replication machinery decreases beyond a certain threshold value. Error catastrophe has been invoked as a theoretical basis for treatment of viral infection with drugs that would push the error rate for copying of the viral genome beyond this threshold (1, 4, 5, 6, 7, 9, 10, 14, 15, 16, 17, 19, 22, 25, 26, 28, 29, 40) . Numerous publications aimed at the detection of virus extinction by error catastrophe induced by viral mutagens have appeared in recent years (8, 11, 12, 13, 24, 27, 33, 34, 35, 36, 38, 39, 46, 47) .
The catastrophic effect of high error rates was originally predicted in a mathematical model by Eigen and Schuster (20) , in which a master genetic sequence replicated in competition with a collection of variants generated by errors in replication of the master sequence. In the simplest versions of the model (41) , the variants all typically have a lower replication rate than the master sequence, and the effect of their replication errors is to convert one variant into another. When the distribution of genomes in such a replicating system was calculated to steady state, it was found that beyond a threshold error rate the master sequence effectively disappeared, becoming no more frequent than any single variant sequence. Eigen and Schuster referred to this hypothetical redistribution of the genetic information of the system as an error catastrophe (not to be confused with the theory of ageing that is also called error catastrophe [30, 31, 32] ). Various treatments of the basic model have appeared in the literature since publication of Eigen and Schuster's original paper (2, 3, 21, 42, 42, 44, 45) .
We present here an examination of the theoretical basis for error catastrophe as predicted by the accepted mathematical simulations. For this purpose, we have constructed our own relatively simple model, based on ordinary differential equations, that reproduces error catastrophe. Using this model, we show that an error threshold is predicted to occur solely because of the implausible proposition that all progeny genomes that are not the master sequence continue to replicate at a finite rate no matter how many replication errors they contain, whereas replication of the master sequence is disqualified by a single error in the progeny genome. The disappearance of the master sequence at the error threshold is predicated on competition between the progeny and the master sequence to infinite time. We will show that, without the assumption that all mutants, no matter what their sequences, continue to replicate, mathematical models do not predict error catastrophe.
MODELS THAT PRODUCE ERROR CATASTROPHE
Our model is patterned after that of Swetina and Schuster (41) but is highly simplified to make its workings more transparent to a wider audience. In it (see Appendix) v 0 represents any genome of unspecified length with the exact master sequence with no errors, and v Ͼ0 is any genome with one or more errors. Together, these two classes of genomes make up the viral quasispecies that in Swetina and Schuster's model was explicitly defined as classes of genomes 50 nucleotides in length, differing from the master sequence by 0, 1, 2, or 50 nucleotides. We shall refer to the sequence of v 0 as the wildtype genome and the various sequences of v Ͼ0 as mutant genomes. When the wild-type genome is copied to produce a progeny molecule, an average number (m) of errors is randomly introduced into the progeny. Since errors are random, some progeny of wild-type genomes receive more than m errors, some receive fewer than m errors, and some receive no errors. From the Poisson distribution, we calculate the fraction of progeny genomes receiving no errors as e Ϫm , and only those genomes correspond to the wild-type sequence. All other genomes are mutant.
The effect of errors on the replication rates of wild-type and mutant genomes. In our model, k0 is the replication rate constant of v 0 , and k1 is the replication rate constant of all v Ͼ0 genomes. According to the conditions assumed in the original model of error catastrophe, all mutant genomes replicate at one-tenth the wild-type rate, so k1 is equal to 0.1 · k0. However, the apparent rate constant of the wild type, k0 a , is reduced directly in proportion to the fraction of master sequences produced and therefore varies with the error rate such that k0 a ϭ e Ϫm · k0; that is, the higher the mutation frequency, the lower the rate of production of wild-type genomes. In contrast, the replication rate constant of the mutants is not affected by the error rate, no matter how high, because errors simply convert one mutant into another with the same rate of growth (except for rare errors that cause reversion to the wild type). The effect of the error rate m on k0 a and k1 is illustrated in Fig. 1A . Swetina and Schuster's model and ours both predict that at values of m Ͻ Ϫln 0.1, or 2.303, the growth rate of the wild type is greater than that of the mutants, while for m Ͼ 2.303, the mutant growth rate is greater. Note that the model does not predict a sudden or catastrophic drop in k0 a at a "threshold" error rate but produces a continuous first-order decline (Fig. 1A, inset) .
Wild-type virus extinction at steady state. In Eigen's model of error catastrophe, competition between the wild type and mutants in a population of fixed size continues to steady state conditions, a requirement that is truly satisfied only at infinite times. Although the replication rate of the wild-type virus decreases in a continuous fashion with the error rate, as shown in Fig. 1A , it is easy to see why the wild-type sequence will disappear from the population when it replicates even marginally slower than the mutants if competition occurs over a sufficient number of generations. This disappearance with increasing mutation rate is shown in Fig. 1B , which plots the fraction of the wild type (F0) as a function of the error rate at t 3 ϱ. As in Swetina and Schuster's model, the switch to extinction occurs when m is equal to 2.302. Because the consensus sequence of the quasispecies (the most prevalent nucleotide at each position) is identical to the sequence with the highest replication advantage (20) , elimination of the replication advantage of the wild type results in the loss of that consensus sequence. This loss is represented in Fig. 1B by the red dotted line, which is the probability that the consensus sequence is identical to the wild-type sequence. This probability goes discontinuously from 1 to 0 at the error threshold. In fact, above the error threshold there is no preferred consensus sequence. All sequences are equally probable among the competing mutant viral genomes because there is no replication penalty for mutations caused by errors. The loss of any consensus sequence for the quasispecies population has been referred to as error catastrophe, virus extinction, lethal mutagenesis, and mutational meltdown. That is, the population is predicted to consist entirely of replicating genomes with randomized sequences.
Shown in Fig. 1C is the steady state fraction of v 0 (F0) when competition with mutants is eliminated by setting k1 equal to 0, i.e., assuming that mutants are produced solely during replication of the wild-type genomes and that the mutants do not replicate. In this case, there is no error catastrophe, and the steady-state fraction of v 0 simply decreases as a first-order function of the error rate, in parallel with the decreasing replication rate (Fig. 1A , B, and C, compare insets). This example serves to illustrate that the extinction of the wild type in models of error catastrophe is a result of competition with variants that replicate. In reality, variants that result from replication errors will not, of course, conform to either of these two extreme properties, i.e., constant replication versus no replication, but will consist of a spectrum of phenotypes ranging from enhanced replication to lethal mutation. However, we may assume that higher rates of errors in the variant population will render an increasing proportion of variants replication incompetent; i.e., the only viable genomes will be those that have not received a lethal mutation. Under no conditions can we imagine that the replication of any variant genome would be insensitive to the deleterious effects of any and all additional mutations, as specified in models of error catastrophe.
It is a common misconception that the model of error catastrophe is about the loss of viability of a genome when it accumulates a number of errors greater than the error threshold. However, many experiments have shown that the relationship between mutagen exposure and virus viability follows single-hit kinetics, as does the k0 a curve in Fig. 1A , and the interpretation of this observation has been that genome inactivation events are, on average, the result of single lethal events rather than accumulating effects of multiple sublethal events (23) . More-recent studies have shown that approximately 40% of random single nucleotide substitutions in the genome of vesicular stomatitis virus were lethal, while only 30% were deleterious but not lethal, with an average reduction in growth rate of 19% (37) . These results demonstrate directly that the major effects of errors on virus viability occur through single-hit lethal mutations. The reduction in k0 a due to mutation in models of error catastrophe likewise follows single-hit kinetics with no error threshold and, in this regard, resembles the real-life effects of mutations on viability. However, unlike real life, mutagenesis in the error catastrophe model does not produce any lethal mutations but only limited deleterious mutations. This assumption of the model is essential for generating error catastrophe at a threshold error rate.
DISCUSSION
Error catastrophe simulations. In the first numerical simulation of error catastrophe (41), genomes were classified as being either identical to or distinct from the master sequence according to the number of mutations. To simplify the mathematical treatment, only two fitness levels were assumed: that of the master sequence (superior) and that of all other sequences (inferior but finite). That a genome could acquire a property of zero fitness through the degeneration of its sequence was not provided for in the model. Thus, only one outcome of errors introduced during replication was possible: a one-time reduction in replication rate. The inevitable outcome of this assumption was that all mutant nucleic acid sequences would be replication competent. Thus, it was possible through this assumption to postulate the existence of a quasispecies consisting entirely of a population of replication-competent genomes with randomized mutant sequences. It is this population of replicating mutants that displaces the wild-type genome at the error threshold in the process of mutational meltdown.
Extinction at the error threshold does not occur because the wild-type genome suddenly fails to replicate but because the mutant genome replication rate is invariant while the yield of wild-type genomes continuously declines with error rate. Subsequent elaborations on the model have retained the basic premise that further errors do not affect the replication of mutants (2, 3, 21, 42, 43, 44, 45 Empirical evidence for error catastrophe. Despite the absence of any realistic theoretical underpinning, error catastrophe claims experimental support from two general types of observation in the literature: (i) loss of virus infectivity from cell cultures after serial passage in the presence of a mutagen and (ii) an apparent threshold mutation frequency for infectivity of viruses or viral RNAs. While a detailed critique of the literature in this field is beyond the scope of this commentary, we find that, in general, experimental support for error catastrophe is marred by the failure to propose or test alternative explanations for the results and by inadequate precision in the data.
For example, in Fig. 1A it is clear that the effect of mutagens on v 0 replication rates is no different from the effect of other antiviral agents (nucleoside chain terminators, for example) in that both reduce the yield after replication of the viral genome in a continuous manner. In a virus infection in real life or in an experimental setting, all viruses may be eliminated from a system if the amount of virus consumed in the process of initiating an infectious cycle exceeds the amount of infectious virus produced in that cycle. For example, if a "conventional" inhibitor or a mutagen reduced the yield of progeny such that, on average, ten cells have to become infected to produce one infectious particle, then each cycle of infection would reduce the virus population by a factor of ten and a virus population of 10 10 particles would then become extinct after approximately 11 such cycles of infection. Therefore, extinction of a virus population caused by the action of a mutagen is not, by itself, evidence of error catastrophe because extinction, in theory, can occur by simple inhibition of the production of infective particles.
Of equal concern is that published specific infectivity and mutation frequency measurements entail large errors and few data points, and attempts to determine whether the results fit the error catastrophe model better than other, simpler models have not been reported. In fact, it would be somewhat difficult to detect error catastrophe by such an analysis. Wild type "infectivity" for both the error catastrophe model (Fig. 1B ) and the conventional model without error catastrophe (Fig.  1C) decreases smoothly with increasing average error rate. The curves are very similar, except that wild-type infectivity goes to zero at the error threshold, whereas without error catastrophe the wild-type infectivity approaches zero asymptotically. Detection of this kind of difference would require accurate measurements of specific infectivity over several orders of magnitude. The reported data are simply insufficient to demonstrate an error threshold for viability.
Even if such data existed, there could be other interpretations. For example, the direct effect of mutagens on the yield of viable progeny genomes might be potentiated if mutations   FIG. 1 . Simplified error catastrophe model. (A) Apparent rate constants as a function of error rate m. The apparent rate constant k0 a for wild-type replication (black) was calculated as k0 a is equal to e Ϫm · k0, where k0 is equal to 1. The rate constant for mutant replication (blue) is constant when k1 is equal to 0.1. The vertical red arrow represents the value of m beyond which replication of mutant genomes is more rapid than that of the wild type. (B) Virus extinction by error catastrophe. Wild-type virus (black) is completely replaced with mutants (blue) when k0 is equal to 1 and k1 is equal to 0.1, i.e., when mutants can replicate. The probability that the consensus sequence is identical to the wild-type sequence (red) switches from 1 to 0 at the error threshold. (C) Virus extinction does not occur when mutants cannot replicate. When k0 is equal to 1 and k1 is equal to 0, wild-type virus (black) steadily decreases with the increasing error rate and mutants (blue) increase, but mutants never completely replace the wild type. Because the replication rate of wild-type virus is always higher that that of the mutants, the probability that the consensus sequence remains identical to the wild-type sequence (red) remains at 1 for all error rates. Steady-state conditions are satisfied at t 3 ϱ (see Appendix, equations 2 and 3). Inserts in the right of each panel are the same curves on a semilog plot. resulted in the production of defective interfering proteins, as suggested recently (24) . It is possible that such interference could magnify the decreases of specific infectivity caused by high mutation frequencies, creating the appearance of a threshold. A third type of observation in the literature has been interpreted as providing support for error catastrophe but actually argues against it. It has been noted for several RNA viruses that it is not possible to increase the frequency of mutations more than a fewfold without large losses in viability. This observation has been interpreted as indicating that RNA viruses, indeed, replicate at the edge of error catastrophe. There are obvious reasons why substantially increased mutation rates cannot be detected. Genomes with high numbers of mutations may not be readily recovered because they are selected against due to the presence of lethal mutations; RNA viruses already have a high rate of mutation, and a fewfold increase in mutations is a large number of additional mutations. But the prediction of the theory of error catastrophe is that the accumulation of mutations by RNA genomes should be unlimited, allowing a mutational meltdown to occur. The products of such a meltdown, according to theory, should be hypermutated genomes with random sequences. At least one study specifically designed to detect such genomes was unsuccessful (27) . Objectively speaking, the failure to find such products might actually be considered a disproof of error catastrophe.
In our opinion, the theoretical model predicting error catastrophe cannot realistically represent any virus infection in the biological world as we know it and by itself cannot serve as a new paradigm for antiviral therapy. Explanations for the antiviral behavior of mutagens other than error catastrophe need to be considered and tested, with the possibility that other, more significant mechanisms might be discovered.
APPENDIX
Our model of error catastrophe. Treatments of error catastrophe have been concerned with the fate of the "wild-type" quasispecies, the collection of variants of a master wild-type sequence that is generated by replication errors. The consensus sequence of the quasispecies at steady state, i.e., the most prevalent nucleotide at each position, is exactly that of the master sequence molecule as long as the master sequence molecule maintains any replication advantage over other members of the quasispecies (20) . Molecules with the master sequence may be a minority or a majority of all sequences in the quasispecies, depending on the relative fitness of the master sequence. If the master sequence molecule loses its replication advantage, then the consensus sequence assumes that of a different most-fit sequence (20) . The replication efficiency of the master sequence molecule may be reduced by high error rates, and error catastrophe occurs when the error rate destroys its replication advantage. Because maintenance of a wild-type quasi species depends on the presence of the master sequence molecule, this model will consider the dynamics of that molecule itself relative to all other members of the quasispecies.
A genome with the master (wild-type) sequence, whose population size is indicated by v 0 , replicates through a conservative nucleic acid synthesis pathway. During replication it incurs an error rate in progeny genomes of m mutations per daughter genome to produce a mixture of wild-type and non-wild-type Although reversion of any mutant to the master sequence, 0, occurs at a finite rate, the probability that an x genome will produce a 0 genome during one replication cycle is the probability that every mutation in the genome will be reverted and that no other mutation will occur. If errors are random, the reversion rate is
for mutants with n errors, where L is the length of the genome in nucleotides and ͑ n L ͒ is the binomial coefficient. Since this rate is very small compared with the error rate, we have ignored the contribution of reversion to the number of v 0 genomes. If all mutants replicate at the same rate, k1, the collection of mutants can be absorbed into one term, v Ͼ0 . The result of this simplification is that the replication of the Ͼ0 population is not affected by the error rate, whereas that of the 0 population is diminished by the term e Ϫm , the fraction of 0 progeny that do not incur errors during replication. The time evolution of the populations v 0 and v Ͼ0 is then given by
Virus extinction. Equations 1 and 2 can be solved to derive the fraction F0 of v0 in the virus population:
where the apparent rate constant k0 a is equal to k0 · e Ϫm . The value of F 0 at steady-state conditions, achieved at t 3 ϱ, depends on the relative values of k0 a and k1. For k0 a Ͼ k1,
for k0 a Ͻ k1,
Conditions for extinction of 0 (F 0 3 0) occur only when k0 a Յ k1. k0 a decreases with an increasing mutation rate, but since k1 is not affected by errors, the value of k1 eventually exceeds that of k0 a and virus extinction occurs. The crucial assumption in the model that generates virus extinction by error catastrophe is that k1 is not sensitive to errors.
Comparison with Eigen and Schuster's model of the error threshold. The theory of Eigen and Schuster (20) has been used to postulate a threshold error rate by the following argument. On page 555 (equation 27), Eigen and Schuster define the condition that guarantees the stable conservation of master sequence information in the quasispecies at steady state and state that if this condition is not met the information will be lost. It is summarized as
Q m , the "quality factor," is defined on page 548 (equation 1) as the probability that the master sequence genome (designated by subscript m) will be reproduced without error. m is the "superiority" of the master sequence over the (weighted) average of all its mutants at steady state, as defined on page 552 (equation 17; equation 6 below):
A m is a term that determines the replication rate of the master sequence, and D m determines its decomposition rate (Eigen and Schuster, page 548). Ē k m is defined on page 252 (equation 16) as the (weighted) average "excess productivity," E k , of the mutants at steady state, where E k is equal to A k Ϫ D k , corresponding roughly to the replication rate constant minus the decomposition rate constant for each mutant. Assuming that the decomposition rate constants are equal for all genomes, then the following is true:
Combining equation 7 with Eigen and Schuster's inequality (page 555, equation 27) above, we get
The inequality expressed in equation 8 is the same as the constraint for maintenance of the wild type in our model,
Moreover, Eigen and Schuster's equation 18 (equation 10 below),
where F m is the fraction of the master sequence, is equivalent to equation 3 in our model. Therefore, our model reproduces the essential features of the error threshold theory of Eigen and Schuster. Effect of error rate on the mutant population. In both equations 8 and 9, it can be seen that an error threshold can be reached only if (i) A k m (or k1) is greater than 0, that is, if there are replicating mutants and if (ii) errors reduce the apparent replication rate of the wild type (left side) to or below the average replication rate of the mutants (right side). The form of equations 8 and 9 does not indicate explicitly that either Ā k m or k1 is affected by the error rate, but in reality, the average replication capacity of the mutant population, Ā k m , or k1, diminishes with an increased error rate if the deleterious effects of mutations are taken into account.
Eigen and Schuster's selection equation (equation 10; equation 11 below) describes the competition among all sequences of a defined length over time. This vast population is grouped into closely related sequences (quasispecies), and the selection criterion for each quasispecies is expressed by the equation
where y i is the concentration of each quasispecies i, i is a measure of the rate of its production, and Ē͑t͒ is the average excess productivity (net replication) of the entire collection of quasispecies evolving over time (this term was constructed to maintain a constant population of genomes). The selection equation shows that with time any quasispecies that is characterized by a i that is less than the average replication rate of the population as a whole is lost because y i Ј is negative. This process causes Ē͑t͒ to increase until a steady state is reached when
Thus, only the quasispecies with the maximum i is retained. This example, as explained by Eigen and Schuster, produces an extremum principle, expressed in equation 12 , that says that the weighted average of replication rate constants of the entire population, Ē͑t͒, evolves toward the replication rate constant of the most-fit quasispecies, i , and that all other quasispecies are eliminated. The model describes how the quasispecies acts as the target of selection, based on its fitness and its ability to replicate itself effectively. For our purposes, each quasispecies is, in effect, a different virus species with its own fidelity of replication, and the sequence space that exists between two different viruses consists of replication-incompetent space that is unlikely to be traversed by simple errors in replication.
Let us examine, however, what happens when the error rate in a population already at steady state, i.e., consisting of one quasispecies, is increased (by the addition of a mutagenic nucleoside analog, for example) so that the accuracy (Q) of copying of all templates in the quasispecies is reduced. Initially, the excess productivity, Ē͑t͒, of the entire population is unaffected, but the production of more highly mutated copies of every member is increased at the expense of exact copies. This process will result in a remodeling of the quasispecies in the direction of a greater proportion of more highly mutated error copies. Change in the concentrations of the various species, x i , is described by the selection equation (Eigen and Schuster equation 6; equation 13 below), simplified by setting the decomposition term, D i , to 0,
where Q ik is the probability that species k will produce species i as a result of replication errors. At steady state, before addition of a mutagen, all xЈ i are equal to 0, so that for all species the net production of accurate copies is less than the average excess productivity and the deficit is made up by production of copies of i through replication errors; i.e.,
When Q is decreased in a quasispecies at steady state, both sides of equation 14 are increased. However, the right side of the equation is a very small number compared with Ē͑t͒ ⅐ x i and A i · Q · x i , so that the magnitude of changes in the latter parameters determines primarily whether any particular species expands or contracts. For example, for rapidly replicating genomes that are present in high amounts, the left side of the equation is increased by decreasing Q to a greater extent than the right side is increased by Q ik , which results in
at the new value of Q. These species will acquire a negative value of xЈ i and will be depleted over time. Conversely, species with lower replication rates and concentrations will be enriched.
Depletion of the species with higher replication rates cannot continue indefinitely because the value of Ē͑t͒ decreases over time as species with higher replication rates are diminished. Steady state will be reached for each species when equation 14 is again satisfied at the new value of Q. Ē͑t͒ will continue to approach A i · Q (which is invariant with time) as closely as required to achieve the condition (expressed by equation 14) for steady state because the continued accumulation of error copies over time produces increasingly higher frequencies of deleterious and lethal mutations in the quasispecies as a whole.
We will designate the new steady-state value of Ē͑t͒ as Ē͑Q͒ in order to recognize that the excess productivity depends on the accuracy of replication Q for the quasispecies. Ē͑Q͒ can be determined by the conditions for steady state of the master sequence concentration x m (from Eigen and Schuster, equation 6) as follows:
The steady-state value of ͚ i m Ai ⅐ Qmi ⅐ xi, which is an exceedingly small number (for realistic genome sizes) compared with A m · Q · x i , varies directly with Q because (i) the mutant population is enriched in mutants with more errors (x i m ), (ii) the high-error copies have a reduced rate of replication (A i m ), and (iii) the high-error copies have a reduced probability of reversion per replication (Q mi ). Consequently, at the new steady-state distribution, if the term ͚ i m Ai ⅐ Qmi ⅐ xi is neglected, the excess productivity of the quasispecies is expressed by Ē ͑Q͒ 3 A m ⅐ Q and
In other words, within a quasispecies the master sequence competes successfully with the aggregate of its error copies at all error rates. Therefore, increasing the error rate cannot result in a loss of the master sequence information.
