In this paper we will study the existence and uniqueness of the solution for the stochastic variational inequality with oblique subgradients of the following form:
Introduction
Since the early sixties, research has paid increasing attention to the study of reflected stochastic differential equations, the reflection process being approached in different ways. Skorohod, for instance, considered the problem of reflection for diffusion processes into a bounded domain (see, e.g., [16] ). Tanaka focused on the problem of reflecting boundary conditions into convex sets for stochastic differential equations (see [17] ). This kind of problem became the interest of many other authors, who considered that the state process is reflected by one or two reflecting barriers (see, e.g., [5] , [6] , [10] , [8] and the references therein). While, during the first studies, the trajectories of the system were reflected upon the normal direction, in 1984 Lions and Sznitman, in the paper [11] , studied for the first time the following problem of oblique reflection in a domain:    dX t + dK t = f (t, X t ) dt + g (t, X t ) dB t , t > 0,
where, for the bounded oblique reflection γ ∈ C 2 R d , there exists a positive constant ν such that (γ(x), n(x)) ≥ ν, for every x ∈ Bd(E), n(x) being the unit outward normal vector. A generalization, with respect to the smoothness of the domain, of the result of Lions and Sznitman was given after by Depuis and Ishi in the paper [7] . They assumed that the domain in which we have the oblique reflection has some additional regularity properties. The aim of our paper consists in extending the problem of oblique reflection in the framework of deterministic and stochastic variational inequalities. This kind of multivalued stochastic differential equations were introduced in the literature by Asiminoaei & Rȃşcanu in [1] , Barbu & Rȃşcanu in [2] and Bensoussan & Rȃşcanu in [3] . They proved the existence and uniqueness result for the case of stochastic variational differential systems involving subdifferential operators and, even more, they provided approximation and splitting-up schemes for this type of equations. The general result, for stochastic differential equations governed by maximal monotone operators dX t + A (X t ) (dt) ∋ f (t, X t ) dt + g (t, X t ) dB t ,
was given by Rȃşcanu in [13] , the approach for proving the existence and uniqueness being done via a deterministic multivalued equation with singular input.
A different approach for solving these type of equations was introduced by Rȃşcanu & Rotenstein in the paper [15] . They reduced the existence problem for multivalued stochastic differential equations to a minimizing problem of a convex lower semicontinuous function. The solutions of these equations were identified with the minimum points of some suitably constructed convex lower semicontinuous functionals, defined on well chosen Banach spaces.
As the main objective of this paper we prove the existence and uniqueness of the solution for the following stochastic variational inequality dX t + H (X t ) ∂ϕ (X t ) (dt) ∋ f (t, X t ) dt + g (t, X t ) dB t , t > 0,
where B is a standard Brownian motion defined on a complete probability space and the new quantity that appears acts on the set of subgradients and it will be called, from now on, oblique subgradient. The problem becomes challenging due to the presence of this new term, which impose the use of some specific approaches because this new term preserve neither the monotony of the subdifferential operator nor the Lipschitz property of the matrix involved. First, we will focus on the deterministic case, considering a generalized Skorohod problem with oblique reflection of the form
where the singular input m : R + → R d is a continuous function. The existence results are obtained via Yosida penalization techniques.
The paper is organized as follows. Section 2 presents the notations and assumptions that will be used along this article and, also, a deterministic generalized Skorohod problem with oblique reflection is constructed. The existence and uniqueness result for this problem can also be found here. Section 3 is dedicated to the main result of our work; more precisely, the existence of a unique strong solution for our stochastic variational inequality with oblique subgradients is proved. The last part of the paper groups together some useful results that are used throughout this article.
Generalized convex Skorohod problem with oblique subgradients

Notations. Hypotheses
We first study the following deterministic generalized convex Skorohod problem with oblique subgradients:
where
and
Denote by ∂ϕ the subdifferential operator of ϕ:
and Dom(∂ϕ) = {x ∈ R d : ∂ϕ(x) = ∅}. We will use the notation (x,x) ∈ ∂ϕ in order to express that x ∈ Dom(∂ϕ) andx ∈ ∂ϕ(x).
The vector defined by the quantity H (x) h, with h ∈ ∂ϕ (x), will be called in what follows oblique subgradient.
is a convex l.s.c. function and, for x ∈ E,
where N E (x) is the closed external normal cone to E at x. We have N E (x) = ∅ if x / ∈ E and N E (x) = {0} if x ∈ int (E) (we denoted by int (E) the interior of the set E).
Remark 2. A vector ν x associated to x ∈ Bd (E) (we denoted by Bd (E) the boundary of the set E) is called external direction if there exists ρ 0 > 0 such that x + ρν x / ∈ E for all 0 < ρ ≤ ρ 0 . In this case there exists
Remark that, if we consider the symmetric matrix
Let [H (x)]
−1 be the inverse matrix of H (x). Then [H (x)] −1 has the same properties (6) as H (x). Denote
We shall call oblique reflection directions of the form
where n x ∈ N E (x).
We impose the following supplementary assumptions
For example, condition (9-(iii)) is verified by functions ϕ : R d → R of the following type:
where D is a convex set satisfying (9-(ii)), ϕ 1 : R d → R is a convex lower semicontinuous function, ϕ 2 : D → R is a Lipschitz function and I D is the convex indicator of the set D.
A generalized Skorohod problem
In this section we present the notion of solution for the generalized convex Skorohod problem with oblique subgradients (4) and, also, we provide full proofs for its existence and uniqueness.
is the set of the partitions of the time interval [0, T ], of the form ∆ = (0 = t 0 < t 1 < ... < t n = T ), we denote
In the sequel we consider the space of bounded variation functions
The duality between these spaces is given by the Riemann-Stieltjes integral (y, k) → T 0 y (t) , dk (t) . We will say that a function
We state that
Definition 2. A pair of functions (x, k) is a solution of the Skorohod problem with H−oblique subgradients (4) (and we write (x, k) ∈ SP (H∂ϕ; x 0 , m)) if x, k : R + → R d are continuous functions and
In Annex, Section 4.1., we present some lemmas with a priori estimates of the solutions (x, k) ∈ SP (H∂ϕ; x 0 , m). We here recall the result from Lemma 12. Proposition 1. If (x, k) ∈ SP (H∂ϕ; x 0 , m) then, under assumptions (5), (6) , (7) and (9) there exists a constant C T ( m T ) = C (T, m T , b, c, r 0 , h 0 ), increasing function with respect to m T , such that, for all 0 ≤ s ≤ t ≤ T ,
where m m represents the modulus of continuity of the continuous function m.
We renounce now at the restriction that the function f is identically 0 and we consider the equation written under differential form
Carathéodory function (i.e. measurable w.r. to t and continuous w.r. to x),
The estimates (11) hold too for a solution of Eq. (12), but, now, the constant C T ( m T ) depends also on the quantity T 0 f # (t)dt. We are now able to formulate the main result of this section.
Theorem 2. Let the assumptions (5), (6), (7), (9) and (13) be satisfied. Then the differential equation (12) has at least one solution in the sense of Definition 2, i.e. x, k : R + → R d are continuous functions and
Proof. We will divide the proof in two separate steps. First we will analyze the case of the regular function m and, in the sequel, we consider the situation of the singular input m.
Step
It is sufficient to prove the existence of a solution on an interval [0, T ] arbitrary, fixed. Let n ∈ N * , n ≥ T , fixed, consider ε = T n and the extensions f (s, x) = 0 and m (s) = s · m ′ (0+) for s < 0. Based on the notations from Annex 4.2., we consider the penalized problem
or, equivalent,
then, recursively, on the intervals [iε, (i + 1) ε] the approximating equation admits a unique solution
The regularity of the function x → |x − a| 2 + ϕ ε (x) and the definition of the approximating sequence {x ε } ε implies that, for u 0 ∈ Dom(ϕ), we have
Let consider an arbitrary fixed pair (u 0 ,û 0 ) ∈ ∂ϕ. Since ∇ϕ ε (u 0 ) = ∂ϕ ε (u 0 ), then it is easy to verify, from the definition of the subdifferential operator, that
Denoting by C a generic constant independent of ε (C depends only of c and u 0 ), the following estimates hold (to be shortened we omit the argument s, writing x ε in the place of x ε (s)):
Using the above estimates in (17) we infer
We write the inequality for s ∈ [0, t] and then we take the sup s≤t . Hence
By the Gronwall inequality we have
Hence, there exists a constant C T , independent of ε, such that
Since
From the approximating equation, for all 0 ≤ s ≤ t ≤ T, we have
In fact, moreover we have
Hence {x ε : ε ∈ (0, 1]} is a bounded and uniformly equicontinuous subset of
From Ascoli-Arzelà's theorem it follows that there exists ε n → 0 and
Therefore, for all t ∈ [0, T ],
The lower semicontinuity property of ϕ yields, a.e.
passing to lim inf εn→0 we obtain
Finally, taking into account (20), by passing to limit for ε = ε n → 0 in the approximating equation (15) , via the Lebesgue dominated convergence theorem for the integral from the right-hand side, we get
Let extend again m (s) = 0 for s ≤ 0 and define
We have
Let (x ε , k ε ) be a solution of the approximating equation
solution which exists according to the first step of the proof. We have
From Lemma 12, with m replaced by
we have 
then there exist the positive constants C T (γ T ) andC T (γ T ) such that
By Ascoli-Arzelà's theorem it follows that there exists ε n → 0 and
Moreover, since · :
By Helly-Bray theorem, we can pass to the limit and we have, for all 0 ≤ s ≤ t ≤ T ,
Passing now to lim inf n→+∞ in (21) we infer dk (r) ∈ ∂ϕ (x (r)) (dr). Finally, taking lim n→∞ in the approximating equation we obtain that (x, k) is a solution of the equation (14) . The proof is now complete.
In the next step we will show in which additional conditions the equation (12) admits a unique solution.
Proposition 3. Let the assumptions (6), (5), (7), (9) and (13) 
If m ∈ BV loc R + ; R d , then the generalized convex Skorohod problem with oblique subgradients (4) admits a unique solution (x, k) in the space C(
Moreover, if (x, k) and (x,k) are two solutions, corresponding to m, respectivelym, then
where V (t) = x t + x t + k t + k t + t 0 µ (r) dr and C is a constant depending only on b and c.
Proof. The existence was proved in Theorem 2. Let us prove the inequality (23) which clearly yields the uniqueness. Consider the symmetric and strict positive matrix Q (r) = [H (x (r))]
Remark that
Let u (r) = Q 1/2 (r) (x (r) −x (r)) . Then
with α,α ∈ L(R + ; R d×d ), where L(R + ; R d×d ) is the space of continuous linear operators from R + into R d×d . Using (24) and the assumptions on the matrix-valued functions x −→ H (x) and x −→ [H (x)] −1 , we have (as signed measures on R + ), for some positive constants C 1 , C 2 , C 3 , C depending only on the constants c and b,
with V (t) = x t + x t + k t + k t + t 0 µ (r) dr. Now, by (46), we infer, for all t ≥ 0,
and the inequality (23) follows.
Proposition 4.
Under the assumptions of Proposition 3 and, for m ∈ C 1 R + ; R d , the solution (x ε ) 0<ε≤1 of the approximating equation
has the following properties:
• for all T > 0 there exists a constant C T , independent of ε, δ ∈]0, 1], such that
• Moreover, there exist
and (x, k) is the unique solution of the variational inequality with oblique subgradients (14) .
Proof. The proof for the estimates (j) and (jj) are exactly as in the proof of Theorem 2. Let us prove (jjj). Similarly to the proof of the uniqueness result (Proposition 3), we introduce Q ε,δ (s) = [H (x ε (s))] −1 + [H (x δ (s))] −1 . Once again, to simplify the reading, we omit s in the argument of x ε (s) and x δ (s). Remark that
where α ε,δ , β ε,δ : R + → R d×d are some continuous functions which are bounded uniformly in ε, δ.
Since, according to Asiminoaei & Rȃşcanu [1] ,
we have
Consequently,
Using inequality (45) from Annex 4.3. we deduce that there exists some positive constants, that will be denoted by a generic one C, such that
Now, the other assertions clearly follows and the proof is complete.
is a stochastic basis and M a F t −progressively measurable stochastic process such that M · (ω) ∈ C 1 R + ; R d , P − a.s. ω ∈ Ω, then, under the assumptions of Proposition 3, P − a.s. ω ∈ Ω, the random generalized Skorohod problem with oblique subgradients:
admits a unique solution (X · (ω) , K · (ω)) . Moreover X and K are F t −progressively measurable stochastic processes.
Proof. In this moment we have to prove that X and K are F t −progressively measurable stochastic processes. But this follows from Proposition 4, since the approximating equation (26) admits a unique solution (X ε , K ε ), which is a progressively measurable continuous stochastic process.
SVI with oblique subgradients
Notations. Hypotheses
In this section we will present the Stochastic Variational Inequalities (for short, SVI) with oblique subgradient and the definition of theirs strong and weak solutions. The proof of the existence and uniqueness results are given in the next subsection.
Let (Ω, F, P, {F t } t≥0 ) be a stochastic basis and {B t : t ≥ 0} a R k −valued Brownian motion. Our objective is to solve the SVI with oblique reflection
Carathéodory functions (i.e. measurable w.r. to t and continuous w.r. to x),
(ii)
We also add Lipschitz continuity conditions:
(29)
measurable stochastic processes is a strong solution of the SDE (27) if, P − a.s. ω ∈ Ω :
then the collection (Ω, F, P, F t , B t , X t , K t ) t≥0 is called a weak solution of the SVI (27).
(In both cases (I) and (II) we will say that (X t , K t ) is a solution of the oblique reflected SVI (27).)
Existence and uniqueness
In this section we will give the result of existence and uniqueness of the solution for the stochastic variational inequality with oblique subgradients introduced before. Theorem 6 deals with the existence of a weak solution in the sense of Definition 3, while Theorem 7 proves the uniqueness of a strong solution.
Theorem 6. Let the assumptions (6), (7), (9) and (28) be satisfied. Then the SVI (27) has at least one weak solution (Ω, F, P, F t , B t , X t , K t ) t≥0 .
Proof. The main ideas of the proof come from Rascanu [14] . We extend f (t, x) = 0 and g (t, x) = 0, for t < 0.
Step 1.Approximating problem.
Let 0 < ε ≤ 1 and consider the approximating equation
and π D (x) is the orthogonal projection of x on D = Dom (ϕ). Since M n is a C 1 −continuous progressively measurable stochastic process, then by Corollary 1, the approximating equation (31) has a unique solution (X n , K n ) of continuous progressively measurable stochastic processes.
Step 2.Tightness.
Let T ≥ 0 be arbitrary fixed. We will point out the main reasonings of this step.
• Since, by standard arguments,
in conformity with Proposition 16 the family of laws of {M n : n ≥ 1} is tight on
• We now show that the family of laws of the random variables
and, from Lemma 19, it follows that {U n ; n ∈ N * } is tight on C [0, T ] ; R 2d+1 .
• By the Prohorov theorem there exists a subsequence such that, as n → ∞,
and, by the Skorohod theorem, we can choose a probability space (Ω, F, P) and some random quadruples (X n ,K n ,V n ,B n ), (X,K,V ,B) defined on (Ω, F, P), having the same laws as resp. (X n , K n , K n , B) and (X,
• Remark that, by Lemma 20, (B n , {FX n ,K n ,V n ,B n t }), n ≥ 1, and (B, {FX ,K,V ,B t }) are R k −Brownian motion.
Step 3.Passing to the limit.
Since we have (X n , K n , K n , B) → (X,K,V ,B) in law, then by Proposition 17, we deduce that, for all 0 ≤ s ≤ t, P − a.s.,
Moreover, since for all 0 ≤ s < t, n ∈ N *
then, by Proposition 17, we infer
Hence, based on (32) and (33), we have dK r ∈ ∂ϕ X r (dr) .
Using the Lebesgue theorem and, once again Lemma 20, we infer for n → ∞,
where S 0 d [0, T ] is the space of progressively measurable continuous stochastic processes defined in Annex, Section 4.3.
By Proposition 18 it follows that the probability laws equality holds
where by L(·) we mean the probability law of the random variable. Since, for every t ≥ 0,
then, by Proposition 17, we havē
Letting n → ∞,X
that is, P − a.s.,
Consequently (Ω,F ,P, FB ,X t ,X t ,K t ,B t ) t≥0 is a weak solution of the SVI (27). The proof is complete.
Theorem 7.
If the assumptions (6), (7), (9), (28) and (29) are satisfied, then the SVI (27) has a unique strong solution (X, K)
Proof. It is sufficient to prove the pathwise uniqueness, since by Theorem 1.1, page 149, from Ikeda & Watanabe [9] the existence of a weak solution and the pathwise uniqueness implies the existence of a strong solution.
two solutions of the SVI with oblique reflection (27). Consider the symmetric and strict positive matrix
We have that
where N is a R d×d −valued P−measurabe bounded variation continuous stochastic process (for short, m.b-v.c.s.p.), N 0 = 0 and, for each j ∈ 1, k, β (j) is a R d×d −valued P−measurable stochastic process (for short, m.s.p.) such that
r | 2 dr < ∞, a.s., for all T > 0.
Letting
and Γ r is a R d×k matrix with the columns β 
Using (24) and the properties of H and H −1 , we have
Hence, there exists a positive constant C = C(b, c, r 0 ) such that
By Proposition 15 we infer
Consequently, Q 1/2 s (X s −X s ) = U s = 0, P − a.s., for all s ≥ 0 and, by the continuity of X andX, we conclude that, P − a.s., X s =X s for all s ≥ 0.
Annex
For the clarity of the proofs from the main body of this article we will group in this section some useful results that are used along this paper.
A priori estimates
We give five lemmas with a priori estimates of the solutions (x, k) ∈ SP (H∂ϕ; x 0 , m) . These lemmas and also theirs proofs are similar with those from the monograph of Pardoux & Rȃşcanu [12] , but for the convenience of the reader we give here the proofs of the results in this new framework.
Lemma 8. If (x, k) ∈ SP (H∂ϕ; x 0 , m) and (x,k) ∈ SP (H∂ϕ;x 0 ,m) , then for all 0 ≤ s ≤ t :
We recall the notation for modulus of continuity of a function g :
Lemma 9. Let the assumptions (5), (6) , (7) and (9) be satisfied. If (x, k) ∈ SP (H∂ϕ; x 0 , m) , then for all 0 ≤ s ≤ t ≤ T :
Proof. Let 0 ≤ s ≤ t and
Here we continue the estimates by
and, consequently,
with
Now, plugging this estimate in (35), it clearly follows
,
. Now, this last inequality, used in (39), yields the estimate (38).
Lemma 11. Let the assumptions (5), (6), (7) and (9) be satisfied.
Taking the supremum over all α such that α [s,t] ≤ 1, we have
and, by Lemma 9, the result follows.
Denote now µ m (ε) = ε + m m (ε) , ε ≥ 0.
Lemma 12. Let the assumptions (5), (6) , (7) and (9) be satisfied and (x, k) ∈ SP (H∂ϕ; x 0 , m) . Then, there exists a positive constant
, increasing function with respect to m T , such that, for all 0 ≤ s ≤ t ≤ T :
Proof. We will follow the ideas of Lions and Sznitman from [11] .
Step 1. Define the sequence t 0 = T 0 = 0 and it follows that there exists a positive constantc such that
• for t i ≤ s ≤ t ≤ T i+1 :
Since for t i ≤ r ≤ T i+1 , x (r) ∈ D δ 0 then, by Lemma 11, for t i ≤ s ≤ t ≤ T i+1 ,
and m x (t − s) ≤ [(t − s) + m m (t − s)] × C T .
Hence, denoting in what follows by C T ( m T ) a generic constant depending on the supremum norm of the continuous function m, we have
• for T i ≤ s ≤ t ≤ t i , by Lemma 10 we have
• for T i ≤ s ≤ t i ≤ t ≤ T i+1 ,
Consequently, for all i ∈ N and T i ≤ s ≤ t ≤ T i+1 ,
where C T ( m T ) = C (b, c, r 0 , h 0 , L, m T ) is increasing with respect to m T .
Step 
Therefore, the bounded increasing sequence (T i ) i≥0 is finite.
Considering j be such that T = T j , we have
Let 0 ≤ s ≤ t ≤ T and we have
Consequently, By Lemma 9, for every 0 ≤ s ≤ t ≤ T :
that means (40-b) holds. The proof is now complete.
Moreau-Yosida regularization of a convex function
By ∇ϕ ε we denote the gradient of the Yosida's regularization ϕ ε of the convex lower semicontinuous function ϕ, that is B n t −B t −→ 0 in probability, as n → ∞, for all T > 0.
Then (B n , {FB n ,X n t }), n ≥ 1, and (B, {FB 
