A new assessment method for low frequency noise annoyance is proposed. A new frequency weighting is introduced, and its robustness tested. Possible effects of impulsiveness and tonality are discussed. The method proposed explicitly includes correction factors for the former, while the latter is shown to be insignificant in this context. The method is cross-checked with existing methods based on frequency weightings, and its performance is objectively quantified using synthetic indicators.
INTRODUCTION
Low frequency noise assessment is a complicated task. Many different approaches have been developed and are being used by as many national standards [1] . Because exposure to low frequency noise does not imply hearing impairment, but rather discomfort or annoyance, there is no objective test that can unveil mechanical damage to be correlated to exposure levels. Subjective judgements must instead be relied upon to synthesize a descriptor of discomfort / annoyance that can be related to one or more physical quantities descriptive of the sound field. Many subjective scales can be developed to rate annoying sounds, and many physical quantities descriptive of sound in both the time and frequency domains can be calculated, so in principle one should explore a vary large number of correlations.
Existing methods usually focus on annoyance as the leading disturbance due to low frequency sound fields, and quantify annoyance using the response of a pool of exposed individuals to a standardized questionnaire. As for the objective descriptors of the sound field, some form of A-or C-weighting is normally used. The effects of tonality and impulsiveness are seldom taken into account.
In this work the ability of a new objective synthetic index to predict moderate levels of annoyance is investigated. In Section 2 the rationale and the implementation of the procedure leading to index determination are outlined. Results are reported in Section 3 where a detailed assessment of merits and shortcomings of this approach is also provided. Finally conclusions are summarized in Section 4.
METHOD 2.1 Sample
The experimental basis of the analysis presented here consists of data recently published [1] , resulting from extensive experimental work performed by the Danish environmental protection agency. In short, a sample of 18 subjects was exposed to eight different low-frequency signals, each one live-recorded in a specific environment. Each signal was replicated at three different levels (20, 27.5, 35 dBALF), while keeping the same spectral distribution. This resulted in three datasets each consisting of eight frequency spectra. Note that dBALF units are used in this paper for global levels calculated from the one-third octave band levels between 10 Hz and 160 Hz, A-weighted and summed in off-line post processing (the notation dB(A) originally used in [1] may be misleading as weighting is limited to 160 Hz). Loudness, Day-Time and Night-Time annoyance were quantified by the exposed subjects on a decimal 0 to 10 scale, and mean levels were computed for each combination of signal and dBALF level.
Analysis
The three datasets at 20, 27.5 and 35 dBALF were initially interpolated to find the set where all signals give a Day-Time Annoyance (DTA) = 4. This level was selected as it is the largest not requiring extrapolation. The result is a set of eight frequency spectra, shown in Table I , which are all equally moderately annoying. Several synthetic indexes, namely the linear (unweighted), A-weighted, Cweighted [2] and G-weighted [3] levels, were calculated from these frequency spectra (see Figure 1a ) to be used as benchmarks to assess the performance of a proposed new method (henceforth labelled as JC) developed in this work. Because all signals were scaled to give the same level DTA = 4, performances of all descriptors could be simply quantified and compared using the standard deviations s Y of the distribution of the L y levels, where Y = Lin, A, C, G, JC. This is graphically equivalent to measuring the r.m.s. deviations of points from a flat line.
JC method
Because the focus of this analysis is on annoyance, the standard assumption that time-independent energy equivalent levels are appropriate descriptors is clearly untenable. Accordingly, the proposed JC method consists of a traditional frequency weighting complemented by corrections for the tonality and impulsiveness of sound. In this way the actual distribution of acoustic energy in the time and frequency domain is taken into account, even if only to the 1st order.
First a corrective term for impulsiveness (section 2.5) was calculated and added to the unweighted level when appropriate, and so was a corrective term for tonality
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Figure 1a
Signal levels corresponding to DTA = 4. Shown are the linear (unweighted), A-weighted, C-weighted and G-weighted levels.
(section 2.6). This created a set of corrected levels L with standard deviation s . A frequency weighting W J was then calculated and applied to all signals, by requiring that the resulting standard deviation (indicated as s JC ) be minimized. A second order polynomial ax 2 + bx + c was selected for W J , where x = 10 log(f), and coefficient c was chosen such that W J = W A at the highest frequency of interest in this analysis, i.e. 160 Hz. This leaves only two free parameters, the coefficients a and b, to be best-fitted. 
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Figure 1b
Signal levels corresponding to DTA = 4. Shown are the A-weighted, J-weighted, JC-weighted levels and T levels (including a correction for tonality).
Additional annoyance levels
The procedure outlined in sections 2.2 and 2.3 for a Day-Time Annoyance DTA = 4 was twice replicated by creating additional datasets each defined (again) by requiring that all signals provide the same annoyance level. The first choice for the latter was a Day-Time Annoyance level DTA = 2.5, as the lowest level not requiring extrapolation (except for signal #2). Then a Night-Time Annoyance NTA = 5 was selected, as the largest Night-Time Annoyance level not requiring extrapolation. By exploring a range (although restricted) of experimental conditions, and not just one case, it is believed that final results presented in sections 3.1 and 3.2 are reliable within the entire area of moderate annoyance.
Impulsiveness
Many countries have developed technical standards and/or legislative acts that include a penalty K I (usually in the 3-5 dB range) for impulsive noise [7] . Some of these criteria are based on subjective judgement, while some others include an objective method to determine whether noise can be classified as "impulsive" or not. The issue of an objective method for the assessment of impulsiveness has been recently reconsidered in a very comprehensive study [8] . Although the study is not specifically aimed at low frequency noise, there is no indication that this procedure becomes inapplicable in this range. The correction factor for impulsiveness K I is a function of the signal "prominence" P, itself a function of two parameters: the "onset rate", that is the average time derivative of the impulse rising section, and the "level difference" between the top and the base of the same rising section (see [8] for the exact definition of the onset rate and level difference). This correction factor K I is a continuous function of measurable quantities, so an exact value could be computed (and should be computed in future assessments whenever possible). However, because the actual waveforms of the eight signals are not known, a rough classification into three classes is believed to be more suitable here. This has been realized by defining classes 1, 2 and 3 as corresponding to moderate, strong and very strong impulsiveness. Ref. [8] shows in its Figure 2 that these can on average be characterized by the three values, P = 11, P = 8.5 and P = 6.5 respectively.
Tonality
It is usually assumed in the assessment of noise exposure with respect to annoyance, that the presence of a pure tone results in a higher disturbance, everything else being equal. This concept has found its way in many national technical standards and legislative acts, in the form of a "penalty" K T (usually in the 2 -6 dB rang) for signals where one or more tones can be identified. [7] . A detailed objective method for determining the existence of pure tones and calculating the appropriate corrective factor has been recently developed [9] , and is also being included in the ongoing revision of ISO 1996-2 [10] . A tonal level L TN is first computed as the energy sum of all features within a critical 100 Hz wide frequency band, centred on the largest tone. The effects of masking are taken into account by scaling (amplifying) the mean background using the actual tone equivalent width. The correction factor K T is then computed from the difference between tonal and masking levels. This procedure requires narrow band FFT analysis, for tone identification as well as peak level measurements. Experiments on pure tones [4] have shown that some synergistic effects also appear to be at work in determining hearing thresholds at very low frequencies (below 50 Hz). As a consequence thresholds may be lowered by several dB when two or more harmonic components are simultaneously played.
In this paper a correction factor D T was calculated as follows: first the existence of tones was determined. Because narrow band FFT analysis was not available for the eight signals considered in the present study, an alternative approach was used, requiring that the level in the band exceeds by at least 5 dB the levels in both adjacent bands. The tonal level L TN was computed as detailed above [9] . The masking level L PN is estimated from the average background in the critical band,
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with an additive factor K W = 10 x log(R W ) where R W is the ratio of the critical bandwidth (100 Hz) to the actual analysis bandwidth [9] . The nominal width of the 1/3 octave band was used here for the latter, in place of the narrow band of an FFT analysis recommended in [9] . Although this might mislead the reader to think that L PN was grossly underestimated, it is easy to show that this is not the case: the larger value of the average background resulting from a 1/3 octave band analysis, precisely balances the lower value of K W due to the wider bandwidth used.
The correction factor K T was then calculated using the algorithm [9] (1)
Level differences and distances in frequency between tones were also calculated to determine the correction for synergistic effects K TS . The analysis of experimental data presented in [4] provided the following conclusions: 1) the correction K TS depends on the mean distance in frequency Df between two or more tones, but not on the number of such tones. Given the limited size of the experimental dataset, only very simple functions were tested to reproduce the observed trend, and the function (2) was found to provide an acceptable approximation. 2) the correction K TS depends strongly on the level difference between tones. In order to keep it as simple as possible, this behaviour was approximated as
where DL is the mean level difference between tones, evaluated with respect to the mean threshold level difference (in the case of two tones, this has the simple form DL = [L(f 1 )] -L(f 2 )] -[L th (f 1 )] -L th (f 2 )]). The three parameters k L = 1.5 dB, s L = 11.1 dB, and D 0 = 7 dB which appear in eqn (3) were best fitted to the data. Threshold levels were taken from [5] above 20 Hz, and [6] below. The resulting synergistic correction factor was computed as K TS = g f x g L . Finally, the total correction factor D T = K T + K TS was calculated. Based on the information included in [1] on the eight signals, a correction factor D T has been calculated for signals #3, #6 and #8. No correction was deemed necessary for the other signals.
RESULTS
Day-time annoyance 4
Data presented in Figure 1a confirm and strengthen the result [1] that W A provides by far the most accurate description of annoyance due to low frequency noise. This can be quantified using the fact that the standard deviation of A-weighted levels (s A = 3.88) is at most 1/2 that of any other frequency weighting (s Lin = 7.54, s C = 7.16, s G = 10.80). The W A frequency weighting was therefore selected to test the new method.
The W J frequency weighting resulting from the procedure discussed in Section 2.3 is shown in Figure 2 , labelled as J1. With respect to the functional form presented in Section 2.3, this curve has coefficients a = -0.37, b= -8. Because none of the eight signals examined included strong components below 20 Hz, no real constraint in this range can be placed on W J by the procedure adopted here, and the W J curve is therefore limited to 20 Hz. Any reliable determination of a frequency weighting below this threshold would require signals with very strong components at extremely low frequencies. The W J frequency weighting lies below the W A at all frequencies, the difference reaching values as large as 14 dB at frequencies of order 40 -50 Hz. Signals with large components in this range are depressed compared to signals which are strongest in the 100 -160 Hz range. The use of W J in place of W A (Case (a)) only gives a small reduction of s Y , from 3.88 to 3.09. This in itself would be too small a drop to justify the adoption of a new frequency weighting.
With respect to impulsiveness, based on the (limited) information included in [1] about the eight signals, signal #2 and signal #7 are assigned in class 2 and in class 3 respectively. The resulting corrections for impulsiveness are D I = 6.3 dB and 2.7 dB respectively. No correction was deemed necessary for the other signals. When these values are included (Case (b) ), the effect on signal homogeneity is quite dramatic, as shown in Figure 1b , and the standard deviation drops to s JC = 1.35.
Using the procedure outlined in Section 2.6, values of K T = 4, 6 and 4 were calculated for signals #3, #6, #8 respectively. Both signals #3 and #6 show the presence of two tones, and additional contributions K TS = 0.6 and 4.4 respectively were calculated. By keeping the same original [9] upper limit of 6 dB for the overall penalty associated with tonality, final correction factors D T = 4.6, 6 and 6 dB respectively were adopted. The inclusion of D T (Case (c)) did not result however in any significant improvement. In fact, the standard deviation increased from 1.35 to 4.02 (Figure 1b , curve T). Table II summarizes the correction factors D I and D T (in dB) used under various assumptions. In order to check whether any correction for tonality applied to signals #3, 6, 8 would result in a significant improvement, the tonality penalty was left as a free parameter. The requisite that s JC be minimized gave a penalty value of about
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Figure 2
The W A frequency weighting and the three determinations of the W J frequency weighting derived for DTA = 4, DTA = 2.5 and NTA = 5 (J1, J2 and J3 respectively). -2. The concept of a negative penalty for tonality has no physiological justification, and must be rejected as an artefact. If the correction is constrained to be positive, the lowest value of s JC occurs for a value of zero. The conclusion that tonality is not a factor in determining annoyance looks firm. Table III summarizes the values of s Y associated to the various combinations tested with respect to frequency weighting and corrective factors. Case (b) has been found to provide the most accurate description of experimental evidence for any annoyance level.
Table II. Summary of correction factors calculated for the eight signals
Paolo Lenzuni The inability of frequency weightings located above W A to produce low values of s JC has been double checked by explicitly testing several functional forms. The systematic increase of s JC when values move up from W A is ubiquitous, and rules out any possible numerical artefact in the procedure followed. The use of broadband as compared to single-tone signals in the sample is the most likely cause for the divergence from expectations.
Day-time annoyance 2.5 and Night-time annoyance 5
The procedure applied to DTA = 4 was replicated using two additional levels, DTA = 2.5 and NTA = 5. Results for the latter cases, also shown in Table III , are qualitatively very similar to those discussed in the previous section. Again the most significant reductions in the standard deviation come from the simultaneous adoption of a new frequency weighting and corrections for impulsiveness. The procedure discussed in Section 2.3 does of course converge to a different frequency weighting W J every time a different set of levels is fitted. It is reassuring though that the two additional frequency weightings (labels J2 for DTA = 2.5 and J3 for NTA = 5) are very similar to each other, as well as to the frequency weighting J1 derived in the previous section (see Figure 2) .
The arithmetic mean of J1, J2 and J3 was computed and is shown in Table IV . The performance of this mean frequency weighting can be simply assessed by comparing the values of the mean overall fluctuation (4) found using the W A frequency weighting (k = A) and the JC-method (K = JC) for the three annoyance levels discussed (i = 1, 2, 3) . The values s AM = 3.91, s JCM = 1.36 confirm that a largely improved evaluation of low frequency noise disturbance is possible.
Finally, it may be of interest to consider that the shape of (single-tone) equal loudness curves at low frequency [5] would argue in favour of W J being more flat than W A and henceforth located "above" the latter. The location of W J "below" W A resulting from this study is a totally unexpected result.
CONCLUSIONS
A new method has been proposed for the assessment of low frequency noise (annoyance-wise). This method incorporates a new frequency weighting W J as well as a correction factor for impulsiveness. The main result of this work can be summarized as follows: 1.
"Low" frequencies (around 50 Hz) are somewhat depressed with respect to "high" frequencies (around 125 Hz) in the new W J frequency weighting, compared to the W A frequency weighting.
2.
The improvement that can be obtained by the mere adoption of the new frequency weighting is rather small.
3.
A much larger improvement is provided by the inclusion of a corrective factor for impulsiveness. An objective and accurate quantification of this element is now possible, and it appears to be essential to our ability to predict annoyance induced by low frequency noise.
4.
The inclusion of a correction factor for tonality has been tested, but rejected in the absence of evidence that it plays a significant role in determining annoyance. Because only three of the eight spectra have clear tones, the strength of this conclusion would greatly benefit from a more extensive sample.
5.
The shape of the frequency weighting is at variance with expectations based on existing equal-loudness curves. The use of broad-band as compared to single-tone signals in the sample is the most likely cause for this behaviour. 6.
The proposed assessment method, while providing a significant improvement over other existing methods, has been proven effective only for levels leading to low and moderate annoyance. Its ability to correctly predict conditions of higher annoyance remains untested.
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