Accurate assessment and projections of extreme climate events requires the use of climate 25 datasets with no or minimal error. This study uses quantile mapping bias correction (QMBC) 26 method to correct the bias of five Regional Climate Models (RCMs) from the latest output of 27 Rossby Climate Model Center (RCA4) over Kenya, East Africa. The outputs were validated 28 using various scalar metrics such as Root Mean Square Difference (RMSD), Mean Absolute 29 Error (MAE) and mean Bias. The study found that the QMBC algorithm demonstrate varying 30 performance among the models in the study domain. The results show that most of the 31 models exhibit significant improvement after corrections at seasonal and annual timescales.
Recently, the changes in the frequency and intensity of extreme events have led to 48 serious climate related disasters across many parts of the world. These extreme events (i.e. 49 floods, droughts, and/or heatwaves) have gained considerable attention by climate scientists 50 and the general public due their devastating impact on ecosystem and different sectors of the 51 society. 52 Thus, monitoring and forecasting of such extreme events is crucial steps to ensure that 53 the Malabo Goals 2025 and the 2030 Agenda for Sustainable Development of the Sustainable 54 Development Goal 2 (SDG2) are met (FAO, 2019) . It is against this backdrop that climate 55 information's availability and accuracy are important for climate change assessment (IPCC, 56 2014). 57 From a policy formulation perspective, global climate models (GCMs) and regional 58 climate models (RCMs) are such examples of datasets used in forecasting and projecting 59 studies. Additionally, model outputs from GCMs and RCMs are sometimes used as input data 60 source in the forecasting and projection of the extreme events. However, these model outputs 61 are saddled with uncertainties that arise due to systematic and/or random biases relative to in-62 situ datasets (Christensen et al., 2008: Teutschbein and Seibert, 2010) . For example, Cardell to periodically conduct regional impact analysis to assess the impacts of climate change on 71 watershed hydrology. Thus, to quantify the changes and predict extreme events against the 72 backdrop of warming climate, scientists and policy analyst alike have no option than to use 73 the existing GCM and RCM ensembles, despite report of uncertainties in their climate change 74 assessment (IPCC, 2014) . 75 Meanwhile, different spatial downscaling and bias correction tools have been 76 proposed and applied extensively to remove this inherent errors or biases. Thus, to correct or 77 minimize these biases or errors, scientists use two distinct spatial downscaling and bias 78 correction tools; namely, statistical and dynamic downscaling methods. 79 In this study, we do not attempt to compare the advantages and disadvantages of these 80 methods since extensive literature review concludes that it is difficult to define the best 81 method as the overall output performance of the two methods are able to reproduce the recent 82 climate (Murphy, 1999; Wilby and Wigley., 2000; Ahmad et al., 2013) . From literature, these 83 two methods have been applied to downscale GCM to RCM (IPCC, 2014) . 84 Several RCMs based on dynamic downscaling are now available for many regions 85 across the globe (IPCC, 2014) . Example includes the RCM precipitation data sourced from 86 Rossby Centre Climate Model outputs (Samuelsson et al., 2012; Strandberget al., 2014) . 87 However, following a phenomenal study of Ahmed et al., (2013) and Wood et al. (2004) , it is 88 clear that the spatial resolution of the RCM for regional or local applications, may not be high 89 enough and/or still contain some inherent errors. To use this type of climate data for present 90 and future climate predictions, the two studies recommended bias corrections of RCM data to 91 remove possibly the biases prior to their application. In is presented in Klemeš (1986). Meanwhile, SST technique involves splitting the data into two, 229 preferably equal size segment in order to use one as calibration and the one for validation. 230 In the current study, the SST approach was conducted by first training data for 29 231 years, , to derive biases field for monthly averages in model and observed 232 precipitation simulations. The monthly biased field were then used to correct independent 233 RCMs during the next 26-year validation period Figure 4 ), it is apparent that QMBC technique 268 significantly improved the accuracy of most models and their ensemble after the corrections. 269 Specifically, there was a remarkable reduction in Mean Bias, RMSD and MAE in most 270 models with significant performance depicted during May (Table 1) . 271 Majority of the models show insignificant improvement after correction during MAM. 272 For example, the mean absolute error (MAE) was generally large in MME-AC (24 273 mm/month) as compared to MME-BC (18.77 mm/month) ( Table 1) In OND season (Figure 4c-d . Most biases increased with increase in rainfall magnitude with some models 290 exhibiting considerable biases even after correction (Figure 4c-d (MME). The models were corrected relative to climatic research unit (CRU TS4.02) datasets. 344 The spatial plots depict regions of underestimations and overestimations and respective areas 345 of enhancement after employment of quantile mapping technique. 346 It is apparent that significant biases simulated by the models corresponded with the 347 regions that experience highest rainfall amount. This agrees with observed west to east Ehret, U., Zehe, E., Wulfmeyer, V., Warrach-Sagi, K., and Liebert, J., 2012. HESS Opinions 502 "Should we apply bias correction to global and regional climate model data?," Hydrol. 
