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L. D. J. Gavarret hat 1840 einen Test zum Vergleich von zwei Wahrscheinlichkeiten 
beschrieben, mit welchem die Erfolge von zwei verschiedenen Therapien verglichen werden 
k6nnen. Da seine Formeln auf der Normalverteilung beruhen, setzen sie eine grosse Zahl 
von Beobachtungen voraus. Diese Voraussetzung kann in der Medizin oft nicht erf011t 
werden. Der Mediziner Carl Liebermeister hat deshalb in den siebziger Jahren des letzten 
Jahrhunderts einen Test ausgearbeitet, der bei kleinen Zahlen verwendet werden ka n. Der 
Grundgedanke dieses Tests ist verschieden vonjenem des "exakten Tests von R. A. Fisher," 
der heute verwendet wird, wenn nur kleine Zahlen vorliegen. Der Test von Liebermeister ist
offenbar von seinen Fachkollegen nicht sehr beachtet worden. Obwohl er einen interessanten 
Schritt in der Entwicklung der medizinischen Statistik im 19. Jahrhundert darstellt, ist er 
in die Darstellungen dieser Entwicklung nur zum Teil eingegangen. © 1994 Academic Press, Inc. 
En 1840 L. D. J. Gavarret propose un test pour comparer deux probabilit6s destin6 b. 
l'6valuation de deux therapies. Ses hypotheses reposant sur la loi normale, son application 
n6cessite des 6chantillons de grande taille et limite ainsi son utilisation m6dicale. Pour pallier 
cette difficult6, le m6decin C. Liebermeister a 6labor6 un autre test dans les ann6es 1870. 
Son principe diff~re de celui du test exact de R. A. Fisher pour les petits 6chantillons. Le 
travail de Liebermeister n'a cependant pas retenu l'attention de ses contemporains. I1 reste 
toutefois une 6tape int6ressante de la statistique m6dicale du 19 e si~cle t m6rite d'etre 
mentionn6e dans l'exposition de son d6veloppement. © 1994 Academic Press, Inc. 
In 1840 L. D. J. Gavarret proposed a test for the comparison of two probabilities, having 
in mind the evaluation of two therapies. Its hypotheses relying on the normal distribution, 
it requires large samples, which reduces its applicability to medical problems. In order to 
avoid this difficulty Carl Liebermeister developed another test in the 1870s. Its principle is 
different from that of R. A. Fisher's exact est for small samples. Liebermeister's work did 
not receive the attention of his contemporaries. Nevertheless it remains an interesting step 
for medical statistics in the 19 th century and deserves to be mentioned in the exposition of 
its development. © 1994 Academic Press, Inc. 
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I 
Im Jahre 1877 publizierte Prof. Dr. med. Carl Liebermeister (1833-1901)-- 
zun/ichst von 1865-1871 Direktor der medizinischen Universit~itsklinik in Basel, 
dann Professor an der Medizinischen Fakult~it der Universit~it Tiibingen--ein 
weitgehend unbekannt gebliebenes statistisches Testverfahren, das man heute 
wohl als "Vierfeldertest" bezeichnen wtirde [1]. Erstaunlicherweise gab er zu 
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seinen Formeln auch die gesamte, eigentlich gar nicht so einfache mathematische 
Fundierung [Liebermeister 1877]. Doch wie in seiner Biographie, verfasst von 
seiner Tochter, zu lesen ist, besass er "ein fiir einen Mediziner ungewOhnliches 
Mass yon mathematischem Wissen und KOnnen. Jahrelang befasste r sich mit 
der Wahrscheinlichkeitsrechnung, die er auch for die eigene Wissenschaft nutzbar 
zu machen hoffte" [Abegg-Liebermeister 1919]. Dieses reiche, ungew6hliche Wis- 
sen um die mathematischen Belange fberrascht fbrigens nicht, wenn man etwa 
seine viele Jahre frfher publizierten ~'Bemerkungen fiber die Anwendung der 
Mathematik auf die physikalischen Wissenschaften" liest, die zeigen, dass er 
ganz klare, auch heute noch gfltige Vorstellungen fber das Wechselspiel von 
Mathematik einerseits und Physik und Chemie andererseits besass, Einsichten, 
die wohl nur der haben kann, der sich in der Mathematik und in ihren Anwendungen 
einigermassen auskennt [Liebermeister 1861]. 
II 
In der Publikation seines Testverfahrens, die den Titel tr~igt Ober Wahrschein- 
lichkeitsrechnung in Anwendung auf therapeutische Statistik [2], schreibt Lieber- 
meister einleitend unter anderem: "Wenn wir aus den thatsachlichen Erfolgen 
Schlfsse ziehen wollen, so ist die unumg~inglich notwendige Vorbedingung, zu 
untersuchen, wie gross die Wahrscheinlichkeit ist, das  die beobachteten Verschie- 
denheiten des Erfolgs nicht einfach dem Zufall zuzuschreiben sind." Mit dieser 
Ansicht stand Liebermeister schon damals nicht mehr ganz allein. Ahnlich und 
nicht weniger deutlich hatte sich zum Beispiel auch L. D. J. Gavarret [3], Arzt 
und Professor ffr Physique m6dicale an der Medizinischen Fakult~it von Paris, in 
seinen "Principes g6n6raux de statistique m6dicale" ge~iussert [Gavarret 1840]: 
"Le premier travail d'un observateur qui constate une diff6rence dans les r6sultats 
de deux longues s6ries d'observations, consiste ~t chercher si l'anomalie n'est 
qu'apparante ou si elle est r6elle . . . T. Le calcul des probabilit6s peut 6tre 
employ6 avec le plus grand succ6s a 6clairer cette question . . . .  " Und dieser 
Gavarret hatja mit dem eben erwahnten Buch, das eine sehr allgemeinverstandlich 
geschriebene Darstellung von damals zur Verffgung stehenden Methoden der 
mathematischen Statistik im Hinblick auf die Anwendungsm6glichkeiten in der 
medizinischen Forschung gibt, offensichtlich "eine neue Epoche der mathema- 
tischen Statistik eingeleitet" [Freudenthal & Steiner 1966]--"a book, the first of 
this kind, denoted to the application of the theory of probability in medicine" 
[Sheynin 1982]--"the most influential and controversial book on the mathematics 
of medical statistics" [Porter 1986]. Die von Gavarret dargelegte Lehre ist zwar 
sehr bald in verschiedene einschl~igige Abhandlungen eingegangen; wir erw~ihnen 
an deutschsprachigen Darstellungen aus dem hier interessierenden Zeitraum jene 
von G. Schweig [1854], Fr. Oesterlen [1865], A. Fick [1866], W. Jessen [1867], 
und von J. Hirschberg [1874] [4]. Aber trotzdem muss J. Hirschberg in seiner 
ausfi~hrlichen Abhandlung "Die Grundlagen der Medizinischen Statistik--ele- 
mentar dargestellt," die zu Handen der Mediziner auch die "Haupts~itze der 
Wahrscheinlichkeitsrechnung kurzund bfndig" darlegt, feststellen, dass Gavarret 
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"so wenig Beachtung bei den Medizinern gefunden, dass er gewissermassen von 
Prof. A. Fick wieder entdeckt werden musste" [Hirschberg 1874; "Wiederent- 
deckung" durch Fick 1866]. 
III 
Gavarrets AusfOhrungen von 1840 gestatten--in der heute gebr~iuchlichen Ter- 
minologie ausgedr~ickt--im wesentlichen, die folgenden beiden Aufgaben zu be- 
handeln: 
--Berechnung eines Konfidenzinteroalls fiir eine unbekannte Wahrscheinlich- 
keit, wenn eine entsprechende r lative H~iufigkeit vorliegt, die auf Grund einer 
grossen Zahl von Beobachtungen bestimmt worden ist, und weiter, 
--die Untersuchung, ob der Unterschied yon zwei relativen Hgiufigkeiten, 
beide wiederum bestimmt aus einer grossen Zahl von Beobachtungen, signifikant 
sei oder nicht. 
Er arbeitet dabei stets mit einer Konfidenzzahl (Vertrauenswahrscheinlichkeit) 
von 0,9953 bzw. mit einem Signifikanzniveau von 1-0,9953, also von ungef~ihr 
0.5%. Die entsprechenden Formeln konnte er dem Buch seines Lehrers S. D. 
Poisson an der Ecole Polytechnique von Paris entnehmen, den "Recherches sur 
la probabilit6 des jugements en mati~re criminelle et civile" [Poisson 1837]. 
Trotz der BemOhungen von Gavarret und von allen jenen, die seine Ideen zu 
verbreiten versuchten, war die medizinische Statistik damit, wie bereits erw~ihnt, 
noch keineswegs etabliert. Carl Liebermeister stellt nun zwar in seiner Abhand- 
lung, aus der wir oben zitiert haben, "nicht in Abrede," dass Gavarrets Tabellen 
"unter Umst~inden eine gewisse Brauchbarkeit besitzen." Er weist aber auf zwei 
nach seiner Ansicht gravierende Mangel hin: 
--Zunachst die Beschriinkung auf eine einzige Konfidenzzahl bzw. auf ein 
einziges Signifikanzniveau. Er m6chte "vielmehr, dass man ffir jedes vorliegende 
Beobachtungsmaterial mit Sicherheit und Genauigkeit berechnen k6nne, mit wel- 
chem Grad von Wahrscheinlichkeit der Zufall ausgeschlossen ist." Diesen Mangel 
h~itte man leicht beheben k6nnen. So gibt z. B. schon J. Hirschberg neben der 
Tabelle von Gavarret auch noch eine solche for die Konfidenzzahl 0,916, also ftir 
ein Signifikanzniveau von ungef~ihr 8.5%. 
--Viel gewichtiger istjedoch der zweite Einwand von Liebermeister: "Ferner 
ist es for die praktische Verwendung sehr ungiinstig, dass die Tabellen gew6hnlich 
erst mit der Zahl 300, ausnahmsweise mit 200 anfangen . . . .  Offenbar sind da- 
durch die meisten in praxi vorkommenden Beobachtungsreihen yon der Anwen- 
dung der Wahrscheinlichkeitsrechnung a s eschlossen."--Grosse Zahlen von 
Beobachtungen, aber doch wohl nicht immer 200 oder gar mehr, mussten deshalb 
verlangt werden, weil Gavarret Formeln gegeben hat, die aufder Normalverteilung 
beruhen. 
IV 
Diesen M~ingeln will Liebermeister mit seiner Darstellung abhelfen. Er tut dies 
auf einem sehr originellen Weg, der sich vollst~indig von den Ausf~hrungen i
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den oben genannten Werken tiber medizinische Statistik abhebt, und sich--soweit 
wir sehen--in dieser Form auch nicht in den damaligen Darstellungen der Wahr- 
scheinlichkeitsrechnung vorfindet. Er meint denn auch, dasses ihm gelungen sei, 
"Formeln abzuleiten, welche ftir die praktische Anwendung kaum irgendwelche 
mathematischen Kenntnisse voraussetzen, dabei aber geeignet sind, die alltaglich 
vorkommenden Fragen der therapeutischen Statistik mit jedem nur wtinschbaren 
Grad der Genaugkeit zu 16sen." Die einschl~igige Fachliteratur war ihm bekannt, 
wie aus verschiedenen Ausserungen i seiner Arbeit hervorgeht. 
Liebermeister geht von der Situation aus, wo bei einer bestimmten Krankheit 
zwei verschiedene Behandlungsweisen, twa B' und B", angewendet worden sind. 
B' habe zu a Todesf~illen und b Genesungen geftihrt, B" zu c Todesfallen und d 
Genesungen. Die Situation kann also--wie wir heute sagen--durch eine Vierfel- 
dertafel dargestellt werden: 
Todesf~ille Genesende Summen 
B' a b a+b 
B" c d c+d 
Summen a + c b + d 
Diese Vierfeldertafel weist injenen F~illen, die Liebermeister interessieren, kleine 
Randwerte auf. Es liegt nach heutiger Ausdrucksweise eine "schwach besetzte 
Vierfeldertafel" vor, und man wtirde heute wohl den in den zwanziger Jahren 
unseres Jahrhunderts entwickelten " xakten Test yon R. A. Fisher" verwenden, 
um abzukl~iren, ob zwischen den Ergebnissen der beiden Therapien B' und B" ein 
signifikanter Unterschied vorhanden ist, also genau das, was auch Liebermeister 
interessiert. Heute tester man dabei die Nullhypothese "Keine unterschiedliche 
Wirkung der beiden Behandlungweisen" und fragt bekanntlich nach der Wahr- 
scheinlichkeit daftir, dass sich unter dieser Hypothese--und bei festgehaltenen 
Randwerten--die eben beobachtete Verteilung oder noch unwahrscheinlichere 
Verteilungen zuf~illig ergeben. 
¥ 
Liebermeister packt das Problem vOllig anders an: "Denken wir uns zwei 
Urnen, deren jede eine sehr grosse Zahl theils schwarzer theils weisser Kugeln 
in beliebigem unbekanntem Verh~iltnis enth~ilt." Er zieht aus der ersten Urne mit 
Zurticklegen Kugeln und erh~ilt dabei a schwarze und b weisse, analog aus der 
zweiten c schwarze und d weisse. Dies ist offensichtlich ein recht plausibles 
Modell far die oben geschilderte Situation: Die Kugeln der ersten Urne stellen 
jene Grundgesamtheit dar, aus der eine Stichprobe im Umfange z' gezogen worden 
ist (mit Zurticklegen), deren Elemente der Behandlung B' unterzogen worden 
sind; dabei haben sich a Todesf~ille und b Genesungen ergeben, z' = a + b. 
Analoges gilt for die zweite Urne. Es sei nun dabei etwa c: (c + d) < a: (a + 
b). Jetzt stellt sich Liebermeister die Frage: "Wie gross ist nach diesem Resultat 
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der beiden Ziehungen die Wahrscheinlichkeit, dass das Verhgiltnis der schwarzen 
Kugeln zur Gesamtzahl der Kugeln in der zweiten Urne kleiner ist als in der 
ersten?" Ist diese Wahrscheinlichkeit relativ gross gegen0ber der Wahrschein- 
lichkeit des entgegengesetzten Ereignisses, so w0rde dies for ihn heissen, dass 
"wirklich bei der zweiten Reihe von Beobachtungen die constanten Verh~iltnisse 
giinstiger waren," dass die Unterschiede der beiden relativen Hfiufigkeiten 
nicht einfach dem Zufall zugeschrieben werden k6nnen. Er 0berlegt jetzt so: 
(1) In der ersten Urne, U', seien n Kugeln, wovon s schwarze, in der zweiten 
Urne, U", seien ebenfalls n Kugeln , davon t schwarze. Binomische Verteilung 
und Multiplikationssatz ergeben ihm sofort, dass sich das eben beschriebene 
Ergebnis mit einer Wahrscheinlichkeit rgibt, die durch den folgenden Ausdruck 
gegeben ist 
W= (a+ab) (s )a ( l - s f . (C+cd) ( t )c (1 - t )  a. 
(2) s und t sind unbekannt: " In Betreff ihres Verhaltens kommen for uns zwei 
MOglichkeiten in Betracht, die wir nach ihrer Wahrscheinlichkeit zu vergleichen 
haben." Es sind dies 
--"Erste Hypothese": Es ist t < s. Die Wahrscheinlichkeit, dass diese 
Situation vorliegt, bezeichnet Liebermeister mit P. 
--"Zweite Hypothese": Es ist t N s. Die Wahrscheinlichkeit dieser Situa- 
tion wird mit 1 - P bezeichnet. 
Weiter wird vorausgesetzt, dass a, b, c, d ¢ 0, also 1 =< s =< n = 1 und ebenso 
1 =< t -< n - 1. Und schliesslich noch--sehr wichtig!--"dass vor Beginn der 
Ziehungen kein Grund vorhanden gewesen sei, irgend ein bestimmtes Verhgiltnis 
der schwarzen Kugeln fiir wahrscheinlicher zuhalten als ein anderes." 
(3) "Es  handelt sich nun darum, einerseits alle gleich m6glichen F~ille 
zusammenzufassen, welche der Wahrscheinlichkeit P entsprechen, und ande- 
rerseits alle gleich m6glichen F~ille, welche der Wahrscheinlichkeit 1 - P 
entsprechen." 
--Liebermeister schlfigt dazu den folgenden Weg ein: Er denkt sich of- 
fenbar--ohne ausdr0cklich darauf hinzuweisen--eine Serie von (n - I) Urnen 
U i gegeben, i = 1, 2 . . . .  , (n - 1). Jede dieser Urnen ist mit n Kugeln gef011t, 
davon sind jeweils i schwarze und (n - i) weisse. 
- -Zuerst  berechnet er nun die Wahrscheinlichkeit daf0r, dass sich das in 
(1) genannte Ergebnis einstellt, wenn er for einen fest gewiihlten Index i = s 
aus der zugeh6rigen Urne Us die z' Ziehungen mit Zur0cklegen ausf0hrt und 
anschliessend die erste oder die zweite oder . . ,  oder die (s - 1)-te Urne als U" 
w~ihlt und aus ihr die z" Ziehungen mit Zur0cklegen ausf0hrt. 
Diese Wahrscheinlichkeit rgibt sich sofort zu 
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Wl = (a  
+b)(C+cd) (s )a (1 -s )° i~=~ ~ ( t )c (1 -  t )  d
s- I  
= Q" sa(n -- s)b Z t¢( n - t) a, 
t=l 
(a + b)(c + .)
wobei Q := n 
a c 
-a -b -c -d  ist. 
Er nennt sie die "Wahrscheinlichkeit des beobachteten Erfolges bei der ersten 
Hypothese" (zu erg~inzen wfire: for das fest gewfihlte i = s). 
Ganz analog berechnet er bei der zweiten Hypothese 
n-I 
W2 = Q" sa(n - s)b Z tc(  n - t )  d" 
l=$ 
Jetzt setzt er for s alle Zahlen von 1 bis (n - 1) und summiert. Dies liefert ihm 
die beiden Wahrscheinlichkeiten 
n-1 s-I  
W 3 = Q" ~] ~] sa(n -- s )b : (n  -- t) d (fOr die erste Hypothese) 
s=l t=l 
und 
n-I n-I  
W 4 = Q. ~] ~ sa(n - s)btc(n -- t) a (fiir die zweite Hypothese). 
s=l t=s 
Nun schliesst er so: "Die Wahrscheinlichkeit der ersten Hypothese verh~ilt sich 
zur Wahrscheinlichkeit der zweiten, wie die Wahrscheinlichkeit des beobachteten 
Erfolges bei der ersten zu der Wahrscheinlichkeit des beobachteten Erfolges bei 
der zweiten. Da wir die Wahrscheinlichkeit der ersten Hypothese mit P, die der 
zweiten mit (1 - P) bezeichnen, so haben wir: 
n-1 s- I  / s=~ 1 e - Z Z sa(n - s)Otc( n t) d , -1 n- l  1 - P - Z sa(n - s )b : (  n -- t) a" 
s=l t=l t=s 
Dem heut igen Mathematiker w0rden wohl die folgenden, hier nur kurz skizzier- 
ten Uberlegungen n~iher liegen: 
- -Unser  Zufa l l sexper iment  besteht darin, aus unserer oben beschriebenen 
Serie von (n - 1) Urnen zuerst "zufall ig" eine Urne Us zu w~ihlen, daraus z '  
Kugeln mit Zurficklegen zu ziehen, und anschliessend wiederum "zuf~illig" eine 
Urne Ut zu wahlen und aus ihr z" Kugeln mit Zuriicklegen zu ziehen. 
- -Wir  betrachten das Ereignis E, das wir gem~iss dem in (1) formulierten 
Ergebnis definieren: Die z'  Ziehungen aus Us haben uns a schwarze und b weisse 
Kugeln ergeben, a + b = z'; die z" Ziehungen aus der Urne Ut haben uns c 
schwarze und d weisse ergeben, c + d = z". Dabei ist c/(c + d)< a/(a + b). 
- -Wir  fragen jetzt: Wie gross ist die Wahrscheinlichkeit, dass t < s ist, 
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wenn E eingetreten ist? Wir bezeichnen das Ergebnis t < s mit F und fragen also 
nach der bedingten Wahrscheinlichkeit P(F/E = )? Das Gegenereignis von F, das 
dem Fall t => s entspricht, bezeichnen wir mit ft. 
Nach einigen Umformungen liefert uns der Quotient 
_ P(E  n F ) .P (EN F) _ P (EA  F ) :P (EA  if) P (F IE ) :P ( f f IE ) -  P(E) P(E) 
genau das obige Ergebnis von Liebermeister. Den Terminus "bedingte Wahr- 
scheinlichkeit" kannte man iibrigens damals noch nicht; auch E. Czuber spricht 
noch in solchen F/illen von "relativer Wahrscheinlichkeit" [Czuber 1914]. 
In der Sprechweise, die bei Verwendung des Theorems von Bayes heute fiblich 
ist, k6nnte man auch sagen, dass Liebermeister hier eigentlich die a posteriori- 
Wahrscheinlichkeit von F, also des Ereignisses "t < s," berechnet. In den eben 
erw/ihnten Umformungen muss dann for (t, s) mit t, s = 1, 2 . . . . .  
(n - 1)--entsprechend den oben beschriebenen "zuffilligen" Auswahlen der ein- 
zelnen Urnenmmit einer a priori-Wahrscheinlichkeit von 1/(n - 1) 2 gearbeitet 
werden. 
(4) "Mit der Gewinnung dieses Resultates i t die Aufgabe, die wir uns gestellt 
hatten, gel6st. Es bleibt nur noch i~brig, mittels rein mathematischer Manipulatio- 
nen die erhaltenen Ausdr0cke so umzuformen, dass sie fiar die Rechnung m6glichst 
bequem werden." Die notwendigen "Manipulationen" fi~hren Liebermeister auf 
Eulersche Integrale und Reihenentwicklungen. Er stellt dies alles in den Anmer- 
kungen zu seiner Arbeit ausftihrlich dar. Wesentlich ist zu beachten, dass dabei 
n ~ ~ geht, dass aber a, b, c, d ihre--allenfalls kleinen--Werte behalten dfirfen. 
Fiir P findet Liebermeister dann die Formel 
p=(a  + b+ 1) ! (c+d+ 1)!(a +c+ 1) ! (b+d+ 1)! 
a!(b + 1)!(c + 1)!d!(a + b + c + d + 2)! 
ad a(a - 1) .d (d -  1) 
• 1 +(b+2) (c+2)  +(b+2) (b+3) (c+2) (c+3)  
a(a - 1)(a - 2)d(d - 1)(d - 2) ] 
+(b+2) (b+3) (b  +4) (c+2) (c+3) (c+4)  "  " " _," 
Eine entsprechende Formel wird auch for 1 - P gegeben. Liebermeister bemerkt 
noch, dass er seine "Formeln dem Professor der Physik, Herrn Hagenbach- 
Bischoff und dem Professor der Mathematik, Herrn Kinkelin in Basel [5] vorgelegt 
hat" (also zwei ehemaligen Kollegen an der Basler Universitfit) "und dass Diese 
die Richtigkeit derselben best~itigten." Ob aber diese Formeln, die jajeweils den 
Anfang einer verallgemeinerten hypergeometrischen Reihe darstellen, im Hinblick 
auf den anvisierten Zweck wirklich das Pr~idikat "bequem" verdienen? 
Bei ganz kleinen Zahlen sind die obigen Formeln durchaus praktikabel. So fiihrt 
etwa die Vierfeldertafel 
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Todesf~ille Genesende Summen 
B' 2 1 3 
B" 1 3 4 
Summen 3 4 7 
relativ rasch aufP  = 4!5!4!5!(I + 2/3 + 1/12):(2!2!2!3!9!) = 5/6 und damit auf 
1 - P -- 1/6. "Man kann demnach 5 gegen 1 wetten, dass in der zweiten Urne 
das Verhfiltnis der schwarzen Kugeln geringer sei als in der ersten [6]. Wiiren yon 
gleichartigen Krankheitsfiillen bei einer Behandlungsmethode yon 3 Kranken 2 
gestorben, bei einer andern yon 4 Kranken nur 1, so wgire schon 5 gegen 1 zu 
wetten, dass dies nicht Zufall sei, sondern dass bei der zweiten Reihe von F~illen 
die Bedingungen giinstigere waren." Doch starker besetzte Tafeln verlangen leider 
sofort sehr umfangreiche Rechnungen, die damals logarithmisch ausgefiihrt wer- 
den mussten. Liebermeister gibt selbst entsprechende B ispiele. 
Kann man es in dieser Situation den Medizinern verargen, dass sie hier offensi- 
chtlich Liebermeister nicht gefolgt sind? Man findet abrigens weder in den damali- 
gen Ausgaben von "Schmidts Jahrbtichern" noch im "Correspondenzblatt for
Schweizer ~,rzte" Rezensionen oder andere Hinweise auf Liebermeisters Arbeit 
[7]. "Liebermeister ist mit seinen Forderungen icht durchgedrungen. Zum Teil 
kommt dies daher, dass die von ihm entwickelten Formeln reichlich kompliziert 
sind," schreibt 70 Jahre sNiter--sicher mit Recht--wiederum ein Direktor der 
Medizinischen Universit~itsklinik Basel, nfimlich Rudolf St~ihelin (1943). Es w~ire 
da wohl noch beizufiJgen, dass zwar Liebermeisters Fragestellung bestechend 
einfach und leicht verst~indlich ist, dass aber seine Oberlegungen icht so leicht 
nachzuvollziehen sind, wenn man der Wahrscheinlichkeitsrechnung eher fern 
steht, was ja sicher bei sehr vielen Medizinern jener Jahre der Fall gewesen sein 
dfirfte. 
Die mathematische Statistik ist "als eigene Disziplin etwa 1890 entstanden" 
[Witting 1990]. Eines ihrer grossen Teilgebiete umfasst die Darstellung der 
Grundlagen und der Anwendungsm6glichkeiten d r heute bereits als "klassich" 
geltenden Testverfahren, die vor allem in diesem Jahrhundert entwickelt worden 
sind, der Testverfahren also, die etwa durch die Stichworte "Nullhypothese, 
alternative Hypothese, Signifikanzniveau, Verwerfen oder Beibehalten der Nullo 
hypothese" gekennzeichnet werden k6nnen. In diesem Teilgebiet st6sst man na- 
tfirlich nicht auf den Test yon Liebermeister; andere Pr0fverfahren stehen an 
seiner Stelle, vor allem auch der bereits eingangs erw~ihnte "exakte Test von R. 
A. Fisher." Seit einigen Jahrzehnten werden jedoch von verschiedenen Autoren 
auch immer wieder Testverfahren dargestellt, die auf Gedankeng~ingen von Bayes 
beruhen, auf Ideen also, die zeitlich den eben erwfihnten "klassischen" Verfahren 
vorangehen; man spricht dann von Bayesscher Statistik. Thomas Bayes 
(1702-1761) hat sich ja bekanntlich darum bemOht, die Wahrscheinlichkeit s ati- 
stischer Hypothesen--sp~iter sp icht man vonder "Wahrscheinlichkeit von Ursa- 
chen"--zu messen; Pierre Simon de Laplace gibt in seiner "Th6orie analytique 
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des Probabilit6s" von 1812 die "Aufstellung und Begriindung der diesen Teil der 
Theorie betreffenden Sfitze" [Czuber 1914; mehr dazu bei Stigler 1986]. Lieber- 
meisters Problemstellung und seine L6sung aus den siebziger Jahren des 19. 
Jahrhunderts muss man nun, wie wir oben bereits angedeutet haben, in diesem 
Umfeld ansiedeln. Lancaster [1969] charakterisiert sie treffend mit den Worten: 
"This problem with an essentially correct solution by Liebermeister, is a good 
example of the haphazard evelopment of statistical theory in the 19th century." 
In die Geschichte der mathematischen Statistik ist Liebermeister nur zum Teil 
eingegangen: Porter [1986] erw~ihnt ihn kurz, geht dabei aber nicht weiter auf 
seinen Test ein; Sheynin [1982] und Stigler [1986] nennen ihn nicht. Interessante 
erg~nzende Hinweise findet man hingegen bei Dale [1991]: Im Jahre 1881 hat 
MacAlister in The Educational Times ein Urnenproblem gestellt, das genau der 
Fragestellung von Liebermeister entspricht. In der Folge gingen verschiedene 
L6sungsvorschl/ige ein; MacAlister selbst erw~ihnt in seiner L6sung ausdriicklich 
Liebermeister. Wie Dale weiter schreibt, hat auch Winsor [1948] das Problem und 
Liebermeisters L6sung wieder aufgegriffen und dabei Vergleiche mit dem oben 
genannten Test von R. A. Fisher angestellt. In "The Logic of Chance" von Venn 
[1962] wird tibrigens ebenfalls die Aufgabenstellung von MacAlister behandelt, 
allerdings ohne Liebermeister zu nennen. Die L6sung als "bag and balls"-problem, 
also als Urnenproblem, ist ftir Venn "the only reasonable way of treating the 
problem, if it is to be considered capable of numerical solution at all." 
Sehr beachtenswert erscheint uns, dass hier ein Mediziner nicht nur die Einbe- 
ziehung stochastischer Methoden fordert, sondern selbst einen originellen Weg 
aufzeigt, einen Weg, der nur mit sehr beachtlichem mathematischen Fachwissen 
gefunden werden konnte! Dabei war Liebermeister tibrigens auch ein bedeutender 
Mediziner, schon in seinen Basler Jahren: "Was er in den kurzen Jahren seines 
Wirkens hier aufbaute, hatte Bestand. Mit Liebermeister ist die medizinische 
Universit~itsklinik Basel zu einem Zentrum wissenschaftlicher Medizin geworden" 
[Koelbing 1969]. 
ANMERKUNGEN 
1. 0ber  das Leben und das sehr reichhaltige Lebenswerk von Carl Liebermeister orientieren M. 
Abegg-Liebermeister [1919], H. R. Baumberger [1980], und H. M. Koelbing [1969]. Geboren 1831 in 
Ronsdorf (D), Professor an der Universit/it Basel 1865-1871, dann Professor an der Universit~.t Tfib- 
ingen, gestorben i  T0bingen 1901. 
2. In einer Fussnote merkt Liebermeister an, dass diese Arbeit "dem wesentlichen I halt nach ein 
Kapitel aus einer Vodesung fiber die Grundzfige der Wahrscheinlichkeitsrechnung in Anwendung 
auf Medicin und Naturwissenschaften" darstellt. In den siebziger Jahren des 19. Jh. di]rften solche 
Vorlesungen eher selten gewesen sein. 
3. Louis-Dominique-Jules Gavarret (1809-1890): Studium zun~ichst an der Ecole Polytechnique, 
dann an der Medizinischen Fakult~it in Paris. 1844 Berufung an die Medizinische Fakultfit in Paris: 
"1844, le jeune m6decin inaugura ~ la facult6 une tr~s brillante carri~re de professeur, of 1 il manifesta 
ses remarquables dons de vu lgar i sa teur . . ,  et l'originalit6 de ses vues qu i . . ,  tenait compte des 
progr~s en sciences physiques et math6matiques." (Dictionnaire de Biographie franqaise, t. 15, Paris 
1982.) 
4. Eine sehr reichhaltige, detaillierte Darstellung der Geschichte der medizinischen Statistik bei 
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O. B. Sheynin [1982]. Gavarrets Buch ist iibrigens ins Deutsche iibersetzt worden: J. Gavarret, 
Allgemeine Grundsdtze der medizinischen Statistik (tibersetzt von Landmann), Erlangen 1844. Diese 
Ubersetzung war mir nicht zug/inglich. Liebermeister schreibt dazu: "In dieser l~lbersetzung sind 
einzelne Formeln bis zur Unkenntlichkeit ntstellt." 
5. Eduard Hagenbach-Bischoff, 1833-1910; Hermann Kinkelin, 1832-1913 (unter anderem Griinder 
und erster Pr~isident der Schweizerischen Statistischen Gesellschaft). 
6. Der exakte Test von Fisher liefert for diese Tafel die Wahrscheinlichkeit P*, dass sich bei 
festgehaltenen Randwerten a + c, b + d, a + b. c + d unter der Nullhypothese "Keine unterschied- 
liche Wirkung der beiden Behandlungsweisen" zufiillig gerade die beobachtete Verteilung oder eine 
noch unwahrscheinlichere geben. Diese Wahrscheinlichkeit P* finden wir als Summe von Gliedern 
einer hypergeometrischen Verteilung: P* = 13/35. Beim Test von Liebermeister sind die Umfiinge 
der beiden Stichproben, also a + b und c + dfest; dazu kommt als weitere Voraussetzung noch die
Annahme der im Abschnitt V, (3) genannten gleichf6rmigen a priori-Wahrscheinlichkeitsverteilung. 
Dieser Test liefert uns die a posteriori-Wahrscheinlichkeit P, dass in der zweiten Urne weniger schwarze 
Kugeln vorhanden sind als in der ersten, dass also t < s ist. Die Fragestellungen sind also nicht genau 
dieselben; es ist deshalb nicht 0berraschend, ass P* und (1 - P) nicht gleich sind. 
7. Nach einer Auskunft, die mir Prof. U. Boschung vom Medizinhistorischen Institut der Universit~it 
Bern freundlicherweise erteilt hat, enthalten zwischen 1877 und 1883 weder "Schmidt's Jahrbiicher 
der in- und ausl~indischen gesammten Medicin" (Verlag Otto Wigand Leipzig) noch das "Correspon- 
denzblatt fiir Schweizer ,~rzte" (Verlag Benno Schwabe Basel) irgendwelche Hinweise auf die hier 
vorgestellte Arbeit von Liebermeister (hingegen finden sich solche auf andere Arbeiten Liebermeisters). 
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