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Povzetek
Naslov: Spletna platforma za gradnjo hierarhicˇnih modelov pri odlocˇitvenih
problemih
Cilj diplomske naloge je razviti odprtokodno spletno platformo, namenjeno
podpori izvedbe vecˇparametrskega odlocˇitvenega procesa. Platforma je ne-
odvisna od uporabe operacijskega sistema. Celotna aplikacija se lahko razdeli
na dva dela: del za gradnjo modela in del za analizo. Ta diplomska naloga
zajema del gradnje modela. Vsebuje podrobnejˇsi opis metod in postopkov
gradnje modela ter opis izbora tehnologij in implementacije. Namen diplom-
skega dela je tudi izdelava uporabniˇskega prirocˇnika za uporabo izdelane
platforme z opisom korakov odlocˇitvenega procesa in opisom v platformi im-
plementiranih funkcionalnosti, ki podpirajo izvedbo odlocˇitvenega procesa.
Dodaten namen izdelave je razviti odprtokodno aplikacijo, ki bo bolj ustre-
zala procesu ucˇenja pri predmetu odlocˇitveni sistemi kot komercialni pro-
gram, ki se je za ta namen uporabljal do zdaj.
Kljucˇne besede: vecˇparametrski odlocˇitveni model, odlocˇanje, odlocˇitveno
drevo, variante, odlocˇitveni parametri, program za podporo odlocˇanju, MA-
CBETH.

Abstract
Title: A web platform for the construction of hierarchical models in decision-
making problems
The aim of this thesis is to develop an open-source internet platform, intended
as support of the multi-parameter decision-making process’ realisation. The
platform is independent of the use of an operating system. The application
may be divided into two distinctions: the part of the model construction
and the analytical part. This thesis encompasses the former distinction. It
contains a detailed description of the methods and procedures of the model’s
construction, as well as a description of technological selection and imple-
mentation. The intent is also the composition of an instruction manual for
use of the created platform, with a description of the decision-making pro-
cess steps, and a description of the functions implemented into the platform
that support the execution of the decision-making process. An additional
purpose is the development of an open-source application that will better
serve the learning process in the Decision-making Systems course, than the
commercial programme currently in use.
Keywords: multiple-criteria decision model, decision, decision tree, options,
criteria, decision support software, MACBETH

Poglavje 1
Uvod
Vsak izmed nas mora v zˇivljenju kar naprej sprejemati razlicˇne odlocˇitve
tako na osebnih kot na strokovnih podrocˇjih. Nekatere manjˇse odlocˇitve
sprejemamo s hitrim premislekom brez posebnega procesa odlocˇanja. Pri
manjˇsih odlocˇitvah se ponavadi odlocˇimo na podlagi hitre presoje dobrih
in slabih lastnosti, ki si jih lastijo posamezni mozˇni izidi. Torej pri takih
odlocˇitvah ne uporabljamo strukturiranega procesa, ki bi nas vodil do kar
se da razumne in nepristranske odlocˇitve, saj to ne bi imelo smisla, ker bi
za majhno odlocˇitev, katere izid nima velikega vpliva, porabili precej cˇasa.
Velikokrat pa stojimo pred vecˇjimi in tezˇjimi odlocˇitvami, ki jih ne moremo
sprejeti hitro ter na tako preprost nacˇin. Na primer za odlocˇanje o tem, kaj
bomo jutri jedli za kosilo, bomo porabili bistveno manj cˇasa kot pri odlocˇitvi
o nakupu novega avtomobila ali izboru fakultete, na katero se bomo vpisali.
Pri kompleksnejˇsih oz. tezˇjih odlocˇitvah si zˇelimo priti do cˇim boljˇse koncˇne
odlocˇitve, saj imajo te ponavadi za nas vecˇji pomen, ker ima lahko njihov
izid velik vpliv na nasˇe zˇivljenje. Zato smo pripravljeni tezˇjim odlocˇitvam
posvetiti vecˇ cˇasa kot manjˇsim odlocˇitvam.
Za doseg nepristranske, razumne in optimalne odlocˇitve si lahko poma-
gamo z dobrim procesom odlocˇanja. Med dobrim procesom odlocˇanja pro-
blem bolje spoznamo, ga strukturiramo, ovrednotimo in analiziramo. Tako
nam odlocˇitveni proces omogocˇa, da na strukturiran nacˇin preko subjektiv-
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nih presoj pridemo do dobrega izida odlocˇitve, ki bo po vsej verjetnosti bolj
koristen kot izid odlocˇitve, sprejet s slabo definiranim procesom.
Skozi cˇas je bilo razvitih veliko odlocˇitvenih metod, ki se med seboj raz-
likujejo po: vrsti potrebnih podatkov, razlicˇnih korakih procesa, nacˇinu vre-
dnotenja razlicˇnih odlocˇitev, kolicˇini informacije, ki jo pridobimo, itd. To
diplomsko delo je osredotocˇeno na odlocˇitvene metode MCDA (Multi Crite-
ria Decision Analysis).
Danes so nam lahko pri odlocˇitvenih procesih v veliko pomocˇ razlicˇne
programske opreme, ki sluzˇijo kot orodje, s katerimi na sistematicˇen in orga-
niziran nacˇin lazˇje pridemo do bolj informirane ter boljˇse odlocˇitve kot sicer.
Programi nam omogocˇajo vnos podatkov in gradnjo odlocˇitvenih modelov
v zacˇetnih korakih odlocˇanja ter pomocˇ pri temeljitih analizah v zakljucˇnih
korakih odlocˇitvenega procesa. Pri uporabi programja za namene odlocˇanja
se je treba zavedati, da nam sluzˇi kot podporno orodje, ki nam olajˇsa delo
in prihrani cˇas, kar pomeni, da programi za podporo pri odlocˇanju ne spre-
jemajo odlocˇitve namesto nas zgolj na podlagi vnesenih podatkov.
Trenutno ni lahko najti dobrih prosto dostopnih in odprtokodnih pro-
gramskih orodij, namenjenih ucˇenju odlocˇitvenih metodologij s podrocˇja MCDA,
kar je predstavljalo eno izmed glavnih motivacij za izdelavo aplikacije, saj
smo sˇtudentje primorani uporabljati poskusno razlicˇico sicer komercialne pro-
gramske opreme HiView3 [12]. Tako nas je pri nastajanju izdelka vodila
predvsem misel na uporabo orodja v ucˇne namene.
Odlocˇitveni proces in ravno tako funkcionalnosti izdelane aplikacije je
mogocˇe razdelili na dva locˇena dela: gradnjo odlocˇitvenega modela in analizo.
Ta dela sta med seboj odvisna in sama po sebi ne nosita veliko koristi, saj nam
zgrajeni model nicˇ ne pomeni in ne prinasˇa nobene nove informacije, ki bi
nam na kakrsˇen koli nacˇin pripomogla pri odlocˇitvi. Sama analiza pa je brez
modela tezˇko izvedljiva. Ta diplomska naloga obsega razvoj in opis dela sple-
tne platforme, ki je namenjen gradnji vecˇparametrskega odlocˇitvenega mo-
dela. Preostali del razvite aplikacije, ki obsega korake analize v odlocˇitvenem
postopku, je nastal v okviru diplomskega dela Alesˇa Bokala [2].
3Razvita aplikacija nam nudi pomocˇ pri odlocˇanju z metodami s podrocˇja
MCDA. Te metode si lastijo veliko dobrih lastnosti in se v praksi s pri-
dom uporabljajo tako na gospodarskih kot politicˇnih podrocˇjih. Za celovito
in pravilno delovanje je bilo treba v aplikaciji podpreti funkcionalnosti, ki
pri gradnji modela obsegajo: vnos in definiranje variant, med katerimi se
odlocˇamo, dolocˇanje in urejanje kriterijev, gradnjo odlocˇitvenega drevesa v
hierarhicˇno strukturo kriterijev, utezˇevanje kriterijev v zgrajenem drevesu
in dolocˇanje funkcij koristnosti razlicˇnih tipov. Potrebne funkcionalnosti za
celovito analizo odlocˇitve, ki so bile implementirane v okviru diplome [2],
obsegajo razlicˇne vrste analiz, kot so: map analiza, analiza obcˇutljivosti, kaj
cˇe analiza, maximin metoda, maximax metoda, manjvredne variante, leksi-
kografska analiza in prispevek h koristnosti.
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Poglavje 2
Vecˇparametrsko odlocˇanje
O vecˇparametrskem odlocˇanju govorimo, kadar imamo odlocˇitveni problem,
kjer se je treba odlocˇiti med vecˇ mozˇnostmi oz. variantami, ki so si med
seboj sorodne in se jih da primerjati na podlagi parametrov (lastnosti, kri-
terijev), ki si jih lastijo. Gre za neke vrste problem izbire najbolj koristne
variante iz mnozˇice variant, ki so nam na voljo. Taki odlocˇitveni problemi v
resnicˇnem svetu zajemajo velik del odlocˇitev, s katerimi se srecˇujemo. Nasˇa
(odlocˇevalcˇeva) naloga je izbrati najbolj primerno oz. najbolj koristno vari-
anto glede na nasˇe osebne potrebe. Torej, cˇe izbiramo nov avto, ne bomo
nujno izbrali najboljˇsega avtomobila, ki nam ga prodajalci ponujajo, saj je
ta verjetno za nas predrag ali pa nam razlika v ceni pomeni vecˇjo vrednost
kot razlika v ostalih lastnostih, ki bi jo za to razliko cene pridobili.
V tem poglavju je na kratko predstavljenih nekaj teoreticˇnih osnov, ki jih
je koristno poznati pri izvedbi vecˇparametrskega odlocˇitvenega procesa.
2.1 Koristnost
S pojmom koristnosti pridobimo nacˇin za merjenje zazˇelenosti oz. preference
posameznih variant z vecˇ kriteriji. Koristnost je sˇtevilska vrednost oz. ocena,
ki pripada dolocˇeni varianti in odlocˇevalcu pove, katera varianta je boljˇsa ter
katera slabsˇa. Koristnost odlocˇevalcu omogocˇa mozˇnost razporeda variant od
5
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najbolj do najmanj zazˇelene, kjer velja tranzitivnost. Koristnost predstavlja
osnovi pojem za analizo odlocˇitvenega modela.
Koncˇna koristnost variante se izracˇuna na podlagi funkcije koristnosti,
ki ima nalogo pretvorbe variant oz. vrednosti njihovih kriterijev, ki so si
med seboj razlicˇni, v poenoteno sˇtevilsko vrednost oz. koristnost. Funkcija
koristnosti to nalogo opravi v dveh korakih:
1. Prvi korak predstavlja izracˇun delne funkcije koristnosti (koristno-
sti posameznih kriterijev). Funkcije preslikajo vrednosti posameznega
kriterija v vrednosti preference izbranega kriterija (stopnja zazˇelenosti
v okviru nasˇe odlocˇitve). S prvim korakom se razlicˇni kriteriji posta-
vijo na isti imenovalec, saj se vrednosti vsakega kriterija preslikajo v
vrednosti med 0 in 100. To nam kasneje omogocˇa zdruzˇitev koristnosti
razlicˇnih parametrov v koristnost celotne variante.
2. Drugi korak zdruzˇuje vrednosti, pridobljene v prvem koraku (za vsako
varianto posebej). To je zaradi prvega koraka mozˇno storiti z utezˇeno
vsoto med pridobljenimi vrednostmi delnih koristnosti in utezˇmi, ki
smo jih dolocˇili med procesom, kot je opisano kasneje 2.3.6. Pridobljene
vrednosti variant predstavljajo njihove koncˇne koristnosti.
Kot opisano zgoraj, se koristnosti izracˇunajo s podanim aditivnim mode-
lom [1]:
∀xi ∈ X : U(xi) = U(fi(x1), ..., fq(xi)) =
q∑
j=1
Uj(fj(ai)) ∗ wj (2.1)
Kjer so:
X ................ mnozˇica variant {x1, x2, ..., xn}
U ................ koncˇna koristnost variante
Uj ............... funkcija koristnosti kriterija j
fj(ai) .......... vrednost variante i za kriterij j
wj ............... utezˇ dodeljena kriteriju j
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Vse utezˇi wj so pri postopku normirane in zanje velja:
q∑
j=1
wj = 1
Primer izracˇuna koristnosti je opisan v podpoglavju 3.5.5.
2.2 Odlocˇitveni proces
Izdelana aplikacija podpira izvedbo odlocˇitvenega procesa, kjer sledimo ko-
rakom MCDA-metod, kot prikazuje slika 2.2. Kot zˇe omenjeno, to diplomsko
delo obsega gradnjo odlocˇitvenega modela, ki zajema implementacijo potreb-
nih funkcionalnosti korakov 4, 5 in 6. Korak 1 ne potrebuje posebne podpore
programa. Koraka 2 in 3 od aplikacije zahtevata zgolj vnos ter hranjenje
izbranih kriterijev in variant. Z namenom celovitega pregleda in zaradi na-
rave prepletanja gradnje modela ter analize tega sta v tem diplomskem delu
na kratko opisana tudi koraka analize. Potrebne funkcionalnosti korakov 7
in 8 so bile implementirane v diplomi [2]. Omenjena diploma vsebuje tudi
podrobnejˇsi opis korakov analize odlocˇitvenega procesa.
Koraki odlocˇitvenega procesa so iterativni. Vrstni red nekaterih korakov
je lahko pomesˇan, med samim procesom pa se lahko vrnemo na dolocˇen zˇe
opravljen korak. Tako je, ker skozi proces problem bolje spoznamo in pridemo
do novih ugotovitev, ki zahtevajo vrnitev na prejˇsnje korake. Naprimer: pri
koraku ocenjevanja variant ugotovimo, da imajo za neki kriterij vse variante
iste vrednosti. To od nas zahteva odstranitev kriterija, torej vracˇanje v
korak izbora kriterijev. Do vracˇanja lahko privedejo tudi spremembe nasˇih
(odlocˇevalcˇevih) potreb oz. zˇelja, do katerih pride med procesom odlocˇanja.
Recimo, da imamo problem iskanja nove zaposlitve. Izberemo si nekaj
podjetij, v katerih zˇelimo delati in imajo odprta delovna mesta. Opravimo
zaposlitvene razgovore in cˇakamo na odgovore. Po enem tednu dobimo vecˇ
ponudb razlicˇnih podjetij. Zdaj se moramo odlocˇiti za eno izmed delovnih
mest, pri cˇemer ima vsako delovno mesto razlicˇne lastnosti (velikost podjetja,
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1. Postavitev
odlocˇitvenega problema
2. Izbor variant
3. Izbor oz. iden-
tifikacija kriterijev
4. Ocenjevanje variant
5. Dolocˇanje funkcij(e) koristnosti
6. Utezˇevanje kriterijev
7. Analiza rezultata
8. Analiza obcˇutljivosti
zacˇetna placˇa, pricˇakovana placˇa po enem letu, oddaljenost od doma, sˇt.
delovnih ur na teden ...). Zacˇnemo z odlocˇitvenim procesom, po dveh dneh
pa nam iz novega podjetja sporocˇijo, da imajo tudi oni odprto delovno mesto.
Zdaj se bomo morali vrniti in uposˇtevati novo pridobljene informacije, saj
lahko te vplivajo na koncˇno odlocˇitev.
Prvi sˇtirje koraki so del procesa, ki predstavlja strukturiranje problema
in nam ponujajo [9]:
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 boljˇse razumevanje problema,
 boljˇse razumevanje vrednosti, ki vplivajo na odlocˇitev,
 osnovo za nadaljnjo analizo,
 skupen jezik za komunikacijo (predvsem pri skupinskem odlocˇanju).
Cilj naslednjih dveh korakov je, da kot odlocˇevalci ovrednotimo oz. ocenimo
preference nad postavljenimi kriteriji. Cilji korakov analize so opazovanje
in globlje razumevanje pridobljenih rezultatov ter ugotavljanje, kako spre-
membe v zgrajenem modelu vplivajo na odlocˇitev in na tak nacˇin preverjajo
trdnost nasˇe koncˇne odlocˇitve.
2.3 Opis korakov odlocˇitvenega procesa
2.3.1 Postavitev odlocˇitvenega problema
Vcˇasih se nam zdi, da je odlocˇitveni problem sam po sebi dobro razumljiv
in bi si zˇeleli ta korak namenoma ali ne kar preskocˇiti. Vendar je tudi temu
koraku vredno posvetiti nekaj pozornosti, saj je v resnici zelo pomemben.
Razlogi za to se skrivajo v koristi, cˇe problem bolje poznamo, preden ga
zacˇnemo resˇevati. Cˇe storimo napako v tem koraku in si problem narobe se-
stavimo, se bodo nepravilnosti prenesle v nadaljnje korake, kar lahko privede
tudi do popolnoma napacˇne odlocˇitve. Torej je nasˇa naloga s skrbno posta-
vitvijo odlocˇitvenega konteksta, da pridemo do resˇevanja pravega problema.
Korak postavitve odlocˇitvenega problema je sˇe bolj bistven pri skupinskem
odlocˇanju, kjer imajo lahko razlicˇni cˇlani razlicˇne interese in poglede ter je
pravilno medsebojno razumevanje obvezno. Vsak cˇlan skupine tako dobi bo-
lje definirano sliko s pogledi in potrebami ostalih cˇlanov, ki jih je treba pri
odlocˇitvi uposˇtevati.
V tem koraku se znajdemo, ko zaznamo, da imamo pred seboj odlocˇitveno
situacijo, za katero je treba postaviti pravilni odlocˇitveni problem. Za dobro
definiranje odlocˇitvenega problema obstaja vecˇ razlicˇnih metod. Pri vecˇini
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metoda iˇscˇemo odgovore na vprasˇanja, kot so: kaj je nasˇ kljucˇni problem,
kaksˇni so nasˇi cilji, kaj si z odlocˇitvijo zˇelimo dosecˇi, kaj nam je pomembno,
kaksˇne mozˇnosti imamo, kaksˇne so nasˇe omejitve, kdo vse je vkljucˇen v
odlocˇanje, na koga bo imela odlocˇitev vpliv, kaksˇna je vloga posameznega
odlocˇevalca itd. Cilja takih vprasˇanj sta priti do izbora pravilne metode
odlocˇanja, ki je primerna za resˇevanje nasˇega problema, ter okvirni nabor
primernih variant in lastnosti, ki so za resˇitev nasˇega problema pomembne.
Pri naboru korakov odlocˇitvenega procesa, ki je opisan v tem delu, je
vredno sˇe omeniti, da se korak postavitve odlocˇitvenega problema delno vse-
binsko prekriva z naslednjima korakoma: izbor variant in identifikacija krite-
rijev. Vendar ta dva koraka ne definirata celotnega odlocˇitvenega problema,
kot je to v odlocˇitvenem procesu potrebno.
2.3.2 Izbor variant
Pri marsikateri odlocˇitvi imamo na mozˇnost veliko mnozˇico variant. Za
ucˇinkovito nadaljevanje jih je potrebno izbrati le nekaj. Naprimer, cˇe naku-
pujemo nov racˇunalnik, imamo danes poplavo mozˇnosti. Izberemo le nekaj
racˇunalnikov, ki so v okviru nasˇih omejitev ter potreb in ki so pritegnili nasˇo
pozornost. Pazljivi moramo biti, da nasˇ nabor variant vsebuje za nas najbolj
zanimive variante saj, cˇe bojo v nasˇem naboru slabe variante bo taksˇna tudi
nasˇa koncˇna odlocˇitev ne glede na pazljivost pri nadaljnjih korakih.
Cˇe imamo zˇe definirane cilje in omejitve, potem si pri tem koraku lahko
pomagamo na naslednje nacˇine [9]:
 Z uporabo ciljev
– Katera varianta je najbolj zazˇelena, cˇe bi uporabili samo en cilj?
– Katera varianta je najbolj zazˇelena, cˇe bi uporabili dva cilja?
– Nadaljevanje postopka, dokler nimamo vkljucˇenih vseh ciljev.
 Z odstranitvijo omejitev
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– Odstranitvijo omejitve na variantah oz. posledice mogocˇe tudi
tvorijo alternativo.
– Katera varianta bi bila najbolj zazˇelena, cˇe cena ne bi bila uposˇtevana?
 Z uporabo razlicˇnih vidikov
– Kaj bi bila najbolj zazˇelena varianta iz samo dolocˇenega (enega)
odlocˇevalcˇevega vidika?
2.3.3 Izbor oz. identifikacija kriterijev
Ko imamo ozˇji nabor variant, je treba narediti izbor kriterijev. Tudi pri tem
koraku si lahko pomagamo s cilji, ki smo si jih zastavili v prvem koraku. Pri
nakupu racˇunalnika imamo veliko mozˇnih kriterijev, vendar vseh ne moremo
uposˇtevati. Cˇe izbiramo racˇunalnik, ki ga potrebujemo za delo s pisarniˇskimi
orodji, bodo za nas pomembne druge lastnosti, kot cˇe izbiramo racˇunalnik
za delo z graficˇno vsebino.
Razlicˇne metode MCDA zahtevajo razlicˇno sestavo, vsebino in nacˇin, kako
so kriteriji pridobljeni. Kljub temu je pri vseh metodah treba uposˇtevati
naslednje (povzeto po [10]):
 Pomembnost vrednosti: kriteriji morajo predstavljati prave vredno-
sti zadanih ciljev. Imeti moramo omogocˇeno dolocˇanje preference, ki
je povezana s konceptom cilja.
 Razumljivost: pomembno je, da imamo odlocˇevalci skupno razume-
vanje koncepta, uporabljenega pri analizi.
 Merljivost: za kriterije mora biti mogocˇa merljivost performance va-
riant.
 Neodvecˇnost: kriteriji ne smejo biti odvecˇni. Cˇe obstaja vecˇ kriteri-
jev, ki merijo isti faktor, bo ta imel pri odlocˇitvi vecˇjo tezˇo.
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 Odlocˇevalna neodvisnost: kriteriji so odlocˇevalno odvisni, cˇe je pre-
ferenca posameznega kriterija ali kompromis med dvema kriterijema
odvisen od vrednosti drugega kriterija. Na primer: cˇe je avto cˇrne
barve, imam raje znamko BMW, cˇe pa je srebrne barve, imam raje
avto znamke Volkswagen.
 Ravnotezˇje popolnosti in zgosˇcˇenosti: zazˇeleno je, da so kriteriji
kar se da popolni in zajamejo vse pomembne vidike problema ter pri
tem zadrzˇijo podrobnosti kar se da minimalno.
 Operativnost: naj bo za uporabo modela potreben le razumen trud.
Naj ne bo treba porabiti prevecˇ virov za pridobitev informacij.
 Enostavnost proti kompleksnosti: iz izkusˇenj je dobro stremeti k
enostavnosti odlocˇitvenega drevesa, ki primerno zajame problem. V
praksi so pogosto predstavitve v zacˇetnih fazah bolj podrobne, kot je
potrebno in operativno zazˇeleno.
Cˇe imamo zˇe izbrane kriterije in se odpravimo na izbor oz. izlocˇanje vari-
ant, je pametno pred nadaljevanjem sˇe enkrat preveriti kriterije, saj se lahko
zgodi, da za nasˇo odlocˇitev sicer pomemben kriterij postane nepomemben.
Na primer: v novem naboru variant imajo vse enako vrednost za dolocˇen
kriterij, torej kriterij v resnici nima vpliva, model pa je zaradi njega manj
pregleden.
V tem koraku lahko kriterijem dolocˇimo tudi drevesno strukturo. Ko-
ren drevesa predstavlja nasˇo idealno odlocˇitev. Veje, izpeljane iz korena (in
vsakega vozliˇscˇa), predstavljajo skupino kriterijev, ki so si med seboj soro-
dni. Hierarhijo lahko gradimo s pomocˇjo postavljenih ciljev, kjer kriteriji v
dolocˇeni veji vsebinsko predstavljajo merilo za doseg posameznega cilja. Kri-
teriji blizˇje korenu predstavljajo bolj splosˇne cilje, medtem ko listi predsta-
vljajo konkretne kriterije, s katerimi lahko merimo, v koliksˇni meri variante
ta cilj dosegajo. Primer drevesa prikazuje slika 3.1. Pri zadanem problemu
je bil eden izmed ciljev izbor kar se da zmogljive mobilne naprave. Tako
2.3. OPIS KORAKOV ODLOCˇITVENEGA PROCESA 13
zmogljivost predstavlja svojo vejo, sestavljeno s kriterijema RAM in CPU.
RAM je zˇe izmerljiv kriterij, samo zmogljivost centralne procesne enote pa
merimo s sˇt. jeder in hitrostjo (taktom).
2.3.4 Ocenjevanje variant
Po dobro definiranem odlocˇitvenem problemu in po koncˇanem izboru kriteri-
jev ter variant je treba zacˇeti gradnjo modela v aplikaciji z vnosom izbranih
podatkov. Cilj je vnesti podatke v taki obliki, ki jih lahko uporabimo kot
vhod za izracˇun funkcije koristnosti.
Vrednosti variant za kriterije, ki imajo direktno merljive vrednosti (mo-
netarne, velikost itd.), moramo pred vnosom pretvoriti v poenoteno mersko
enoto. Tako se taki podatki lahko kasneje uporabijo v funkciji koristnosti.
Nekateri kriteriji nam tega ne omogocˇajo, ker si lastijo podatke takega tipa,
ki ga ni mogocˇe pretvoriti v direktno merljive vrednosti, ki bi jo funkcija
koristnosti kriterija neposredno preslikala v koristnost. Tipicˇni primer ta-
kega kriterija je privlacˇnost. Pri takih kriterijih bi lahko dolocˇili kategorije
(manj privlacˇen, bolj privlacˇen itd.) in jih dodelili variantam. Kasneje bi
pri dolocˇanju funkciji koristnosti posamezni kategoriji dolocˇili vrednost ko-
ristnosti, v katero se kategorija preslika. Vendar je navadno boljˇsi pristop z
uporabo metode MACBETH. Primer uporabe si lahko ogledate v poglavju
3.5.3. Iz teoreticˇnega vidika se v takem primeru varianta kot taka (in ne kot
vrednost kriterija) preslika direktno v koristnost.
Ko imamo podatke vseh variant vnesene in so ti kasneje preslikani v
koristnosti, je pametno storiti pregled variant ter odstraniti tiste, ki so ne-
potrebne, saj tako povecˇamo preglednost in upravljivost nastalega modela.
Odstranimo lahko manj vredne variante, za katere velja, da obstaja neka
druga varianta, ki je boljˇsa v vseh kriterijih.
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2.3.5 Dolocˇitev funkcije koristnosti
Za vse kriterije je treba dolocˇiti funkcije koristnosti, s katerimi pridobimo iz
vrednosti variant lokalno koristnost kriterijev, ki so kasneje zdruzˇene v koncˇno
koristnost variant. Funkcije koristnosti so razlicˇnih tipov. Tip funkcije je
odvisen od tipa in vsebine podatkov kriterija:
 Linearne funkcije lahko pokrijejo podatke sˇtevilskega tipa, kjer se
najnizˇja vrednost preslika v koristnost 0 in najviˇsja v koristnost 1 (ali
obratno). Vmesne vrednosti se v koristnost preslikajo s pomocˇjo line-
arne interpolacije. Linearni funkciji koristnosti je treba torej dolocˇiti
najboljˇso in najslabsˇo vrednost.
 Odsekovne funkcije je treba uporabiti pri sˇtevilskih podatkih, kadar
nam koristnost ne narasˇcˇa oz. pada linearno na celotnem intervalu
glede na vrednosti kriterija. Odsekovna funkcija je sestavljena iz vecˇ
manjˇsih linearnih odsekov, ki jih moramo dolocˇiti sami glede na svoje
potrebe. Z odsekovno funkcijo si lahko pomagamo tudi v primeru,
kadar imamo potrebo po nelinearni funkciji, tako da z njenimi odseki
poskusimo aproksimirati zazˇeleno funkcijo.
 Diskretne funkcije pa obicˇajno uporabimo pri nesˇtevilskih vrednostih
oz. kadar ima parameter diskretne (nominalne) vrednosti. Funkciji
dolocˇimo kategorije (posamezne vrednosti parametra) in vsaki katego-
riji dodelimo vrednost koristnosti, v katero se preslika. Delo si lahko
olajˇsamo tako, da najboljˇsi vrednosti dolocˇimo koristnost 100, najslabsˇi
pa 0. Pri dolocˇanju vmesnih vrednosti moramo paziti, da relativna raz-
lika med kategorijami dolocˇa razliko mocˇi preference med njimi. Vcˇasih
pa imamo diskretni parameter, ki mu tezˇko izmerimo vrednost oz. nima
enote, s katero bi si lahko pomagali pri dolocˇanju njegove funkcije ko-
ristnosti. Za take primere lahko uporabimo metodo MACBETH, ki je
podrobneje opisana kasneje v poglavju 5.
Skale vseh tipov funkcij so lahko relativne, kar pomeni, da je funkcija defini-
rana na intervalu od najmanjˇse do najvecˇje vrednosti, ki je v naboru variant
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za posamezni kriterij. Linearne in odsekovne funkcije pa dopusˇcˇajo tudi
dolocˇitev fiksne skale. V tem primeru lahko dolocˇimo interval, na katerem je
funkcija definirana. Vrednosti variant fiksnega kriterija ne smejo prekoracˇiti
mej dolocˇenega intervala.
2.3.6 Utezˇevanje
Utezˇevanje kriterijev je zelo pomemben korak, saj ima dolocˇanje utezˇi ne-
posreden vpliv na koncˇno izbiro. Z utezˇevanjem dolocˇamo mocˇ vpliva posa-
meznih kriterijev in na tak nacˇin iˇscˇemo oz. postavljamo kompromise med
njimi. V praksi obstaja vecˇ nacˇinov utezˇevanja odlocˇitvenega drevesa. V
aplikaciji se uporablja hierarhicˇno dolocˇevanje utezˇi, kjer dolocˇimo utezˇi na
vsakem nivoju odlocˇitvenega drevesa. Koncˇna utezˇ kriterija se izracˇuna z
mnozˇenjem po nivoju normaliziranih vrednosti utezˇi na poti od korena do
kriterija. Primer takega izracˇuna je podan spodaj. Funkcija koristnosti ce-
lotne variante potrebuje utezˇi koncˇnih atributov oz. utezˇi listov drevesa.
Pri utezˇevanju moramo biti pozorni na razpone (intervale) vrednosti kri-
terijev, ki ga ocenjujemo. Na primer: pri izboru novega avtomobila je eden
izmed ciljev odlocˇitve minimizacija strosˇkov nakupa. Tako bi si sprva mislili,
da ima cena pri odlocˇitvi zelo pomembno vlogo. Med procesom odlocˇanja je
bil izbran ozˇji nabor petih variant, ki je vnesen v model. Lahko se zgodi, da
je v naboru cena najcenejˇsega avtomobila 25.000 e, najdrazˇjega pa 25.500 e.
Torej je razlika med najdrazˇjim in najcenejˇsim avtomobilom 500 e, kar po-
meni, da mogocˇe cena le ne bo utezˇena kot zelo pomemben kriterij. Zavedati
se je treba, da v resnici utezˇujemo pomembnost razlik v razponih kriterijev
in tudi temu primerno postavimo utezˇi.
Utezˇevanje lahko zacˇnemo s pomocˇjo naslednjega vprasˇanja: “Kateri
razpon vrednosti kriterija izmed vseh, ki jih utezˇujemo, nam predstavlja
najvecˇjo razliko?” Tako izbrani parameter utezˇimo z vrednostjo 100. Ostale
kriterije lahko utezˇimo sorazmerno nanj, torej iˇscˇemo kompromis med najpo-
membnejˇsim kriterijem in trenutnim kriterijem. Pri utezˇevanju ostalih krite-
rijev si lahko pomagamo z vprasˇanjem: “Koliko najpomembnejˇsega kriterija
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sem pripravljen zˇrtvovati za vrednost razpona kriterija, ki ga utezˇujemo?”
Recimo, da utezˇujemo kriterija cena in mocˇ motorja. Razpon cene je 500
e, razpon mocˇi motorja pa 77 kW. Ceno kot najpomembnejˇso razliko oce-
nimo z utezˇjo 100. Zdaj se vprasˇamo, koliko cene smo pripravljeni zˇrtvovati
za 77 kW. Cˇe ocenimo mocˇ motorja z utezˇjo 50, to pomeni, da nam je mocˇ
motorja 77 kW za polovico manj pomembna kot 500 e, ali drugacˇe: 250 e
nam pomeni enako kot 77 kW.
Na sliki 2.3.6 je prikazan manjˇsi primer utezˇenega odlocˇitvenega drevesa.
Utezˇi ob povezavah predstavljajo utezˇi, ki so dolocˇene s strani odlocˇevalca.
Ob vsakem vozliˇscˇu je na levi prikaz relativne utezˇi, ki predstavlja nor-
malizirano vrednost utezˇi kriterija glede na ostale kriterije iz iste druzˇine
drevesa. Na desni strani vozliˇscˇa pa je v krepki pisavi koncˇna utezˇ krite-
rija. Podana sta tudi postopek in izracˇun koncˇnih utezˇi kriterijev, kot ga
uporablja izdelana aplikacija:
 cena:
100
150
=
2
3
= 0, 66
 zmogljivost:
50
150
=
1
3
= 0, 33
 mocˇ motorja:
50
150
∗ 100
140
=
1
3
∗ 5
7
=
5
21
= 0, 238
 koncˇna hitrost:
50
150
∗ 40
140
=
1
3
∗ 2
7
=
2
21
= 0, 095
Utezˇi listov se, kot je treba, sesˇtejejo v 1: 0, 66 + 0, 238 + 0, 095 = 1. Koncˇne
utezˇi vozliˇscˇ imajo enako vrednost kot vsota koncˇnih utezˇi otrok.
Eden izmed nacˇinov utezˇevanja je od spodaj navzgor, kjer najprej utezˇujemo
liste posamezne druzˇine na spodnjem nivoju drevesa (po postopku opisanem
zgoraj). Ko se skozi postopek dvigujemo na viˇsje nivoje, moramo za pra-
vilno interpretacijo utezˇi primerjati razpone vozliˇscˇ, ki pa nimajo razpona,
saj to niso konkretni kriteriji. Zato na viˇsje nivoje za primerjavo vozliˇscˇa s
seboj odnesemo najtezˇji kriterij celotne njegove druzˇine. Tako je v zgornjem
primeru bila sprva kot najpomembnejˇsi kriterij ocenjena mocˇ motorja. V
drugem koraku, ko sta se primerjali cena in zmogljivost, je bilo dolocˇeno, da
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izbor avtomobila
cena0.66 0.66
100
zmogljivost0.33 0.33
mocˇ motorja0.714 0.238
100
koncˇna hitrost0.286 0.095
40
50
Slika 2.1: Primer utezˇenega odlocˇitvenega drevesa
je cena dvakrat bolj utezˇena kot mocˇ motorja, ki je najpomembnejˇsi kriterij
zmogljivosti.
2.3.7 Analiza rezultata
Z zgrajenim modelom smo pridobili rezultate, ki nosijo informacije o ko-
ristnosti variante. Vendar pregled koristnosti posameznih variant in izbor
najbolje ocenjene variante ne predstavlja temeljito opravljene odlocˇitve. Z
variantami in njihovimi koristnostmi se moramo malo od blizˇje spoznati.
Med analizo rezultatov se poglobimo v vprasˇanja kot: “Zakaj je neka vari-
anta tako koristna, kot jo prikazˇe izracˇun koristnosti?” Ugotavljamo tudi,
kaksˇen vpliv imajo posamezni kriteriji pri doseganju rezultata za posamezne
variante, opazujemo, kako se koristnost spreminja s spreminjanjem vrednosti
kriterijev, itd. Pri analizi rezultata se uporabljajo metode: minimax, maxi-
min, map analiza, leksikografska analiza. Take metode podrobneje opisuje
[2].
Na tem mestu se splacˇa preveriti tudi, ali smo pri gradnji na kaj pozabili.
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Mogocˇe so bile prisotne pristranosti. Ali smo padli v katero izmed pasti, ki se
pri odlocˇitvah rade pojavijo? Vecˇ o pogostih pasteh pri odlocˇitvenih procesih
je mozˇno prebrati v cˇlanku [7].
2.3.8 Analiza obcˇutljivosti
Pri tej analizi testiramo trdnost nasˇega modela oz. njegovo odpornost proti
spremembam. Predvsem se osredotocˇimo na spremembo nastavljenih utezˇi.
Pod drobnogled vzamemo utezˇ izbranega kriterija in poskusˇamo ugotoviti,
kaj bi se zgodilo, cˇe bi imel ta kriterij manjˇso ali vecˇjo utezˇ. Kako velika
sprememba utezˇi dolocˇenega kriterija je potrebna, da pri odlocˇitvi prevlada
druga varianta? S takimi ugotovitvami poskusˇamo dobiti obcˇutek za trenu-
tno nastavljene utezˇi, nakar razmislimo, ali se je treba vrniti na utezˇevanje
in postopek ponoviti. Najbolj uporabni metodi analize obcˇutljivosti sta: me-
toda obcˇutljivosti navzgor in metoda obcˇutljivosti navzdol. Metode in proces
analize obcˇutljivosti so ravno tako podrobneje opisane v delu [2].
Poglavje 3
Gradnja odlocˇitvenega modela
V tem poglavju je podrobneje opisana gradnja odlocˇitvenega modela z upo-
rabo izdelane aplikacije. Na zacˇetku je predstavljen odlocˇitveni primer oz.
problem, ki se za razlago uporablja cˇez celotno poglavje. Podrobnejˇsi opis
uporabe aplikacije pri analizi je v zˇe omenjenem diplomskem delu [2].
3.1 Opis odlocˇitvene situacije in dolocˇitvenega
problema
Recimo, da se nam je pokvaril mobilni telefon. Zdaj imamo pred seboj
odlocˇitveno situacijo, v kateri moramo izbrati novo napravo. Ker nimamo
veliko denarja in si zˇelimo dobiti dober telefon, smo pripravljeni za kakovo-
stnejˇso odlocˇitev v odlocˇitveni proces investirati nekaj cˇasa. Sprva nam pade
na pamet vprasˇanje, kateri telefon kupiti. Vendar si lahko zastavimo tudi sˇirsˇi
problem. Mogocˇe imamo zˇeljo po minimizaciji strosˇkov z menjavo operaterja
ali pa bi izbrali drugacˇen paket pri istem operaterju, saj nam je storitev pri
njem vsˇecˇ? Ali so pomembni samo nasˇi pogledi, kaj pa druzˇinski paketi?
Cˇe zamenjamo operaterja in imamo vecˇino opravljenih pogovorov z ostalimi
cˇlani druzˇine, katerih strosˇek bi se dvignil zaradi zamenjave operaterja, je
mogocˇe vredno uposˇtevati tudi njihove potrebe. Seveda se je treba vprasˇati
tudi, kaj pricˇakujemo od same naprave, saj imamo lahko danes drugacˇne
19
20 POGLAVJE 3. GRADNJA ODLOCˇITVENEGA MODELA
potrebe kot pri nakupu prejˇsnjega telefona. Nujno si je treba zastaviti tocˇno
definirane cilje, ki pa naj bodo v nasˇem primeru:
 minimizacija strosˇkov,
 telefon naj bo cˇim bolj primeren za brskanje po spletu,
 zaradi narave nasˇega dela naj bo telefon cˇim bolj primeren terenskemu
delu,
 maksimiziranje zmogljivosti, zaradi uporabe procesorsko zahtevne apli-
kacije pri nasˇem delu,
 pomemben nam je tudi videz in si zˇelimo cˇim lepsˇi telefon.
Kar pri svojem delu potrebujemo specificˇne aplikacije, ki so podprte zgolj
na Androidnih sistemih na napravah z zaslonom na dotik, si postavimo tudi
omejitvi glede izbora operacijskega sistema in vrste naprave. Pred vsako
odlocˇitvijo s strosˇki si je modro postaviti tudi cenovne omejitve, ki jih ne
bomo presegli. V nasˇem primeru smo pripravljeni za telefon odsˇteti maksi-
malno 650e. Spodnjo mejo pri ceni si postavimo na 400e.
Ker je nasˇ ponudnik hitro in dobro razresˇil tezˇave v preteklosti ter ima
dobro pokritost s signalom, smo odlocˇeni, da ponudnika ne bomo menjali.
Ker zˇelimo dosecˇi cˇim boljˇso uporabniˇsko izkusˇnjo pri uporabi interneta, je
telefon, ki podpira samo protokol Edge, za nas neprimeren.
3.2 Izbor kriterijev in gradnja drevesa
V nasˇem primeru bomo nadaljevali z identifikacijo kriterijev. Na izbor mo-
bilnih naprav bomo presˇli kasneje. Tak pristop VFT (Value focus thinking),
kjer zacˇnemo z razmislekom o vrednostih (kriterijih, lastnostih) zagovarja
Kenny v svojem delu [8]. Glavna prednost glede na alternativni pristop
AFT (Alternative focus thinking), kjer se najprej posvetimo variantam, je v
tem, da imamo vecˇjo kontrolo nad odlocˇitveno situacijo. Vrednosti so tiste,
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ki so temeljne pri odlocˇanju in ne variante. V praksi se splacˇa iterirati med
obema pristopoma, a naj bodo vrednosti na prvem mestu.
Ob prvem pogledu na preglednico lastnosti mobilnih naprav se nam prikazˇe
cˇez trideset mozˇnih kriterijev. Za izbor potrebnih si pomagamo s cilji tako,
da izberemo kriterije, ki se nam zdijo najbolj primerni za merjenje dosega-
nja posameznega cilja. V nasˇem primeru je za minimizacijo strosˇkov izbran
kriterij cena nakupa z mersko enoto e. Za brskanje po spletu se nam zdita
primerna atributa velikost zaslona merjen v milimetrih in podprti interne-
tni protokoli (nasˇteti po preferenci padajocˇe: LTE, HSPA, HSDPA, Edge).
Za telefon, ki je primeren za terensko delo, sˇtejemo telefon z vzdrzˇljivo ba-
terijo, kjer nam je bolj vsˇecˇ telefon, ki ima vecˇji cˇas pripravljenosti v
minutah. Zmogljivost telefonov bo merjena v velikosti pomnilnika RAM
in sˇtevilu jeder ter hitrosti procesorja. Ker danes vsi telefoni podpirajo
razsˇiritev notranjega pomnilnika s spominsko kartico smo notranji pomnil-
nik iz nabora kriterijev izlocˇili in na tak nacˇin povecˇali enostavnost modela.
V modelu bo izgled telefona predstavljal kriterij Privlacˇnost brez merske
enote - pomembna bo samo koristnost privlacˇnosti, ki jo bomo dolocˇili vsaki
varianti.
Kriterije zgradimo v smiselne sklope in tvorimo hierarhicˇno odlocˇitveno
drevo, kot prikazuje slika 3.1. Cilja glede primernosti telefona za terensko
delo in uporabo interneta sta zdruzˇena v vozliˇscˇe uporabnost. Maksimiziranje
zmogljivosti predstavlja kriterij zmogljivost, ki je razdeljen na kriterij RAM
in zmogljivost centralne procesne enote.
Pri urejanju kriterijev in gradnji drevesa se v aplikaciji srecˇamo s krozˇnim
menijem, katerega ikone imajo naslednji pomen:
 kreiranje vmesnega vozliˇscˇa,
 kreiranje kriterija,
 odstranitev kriterija,
 lastnosti kriterija,
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Slika 3.1: Prikaz primera odlocˇitvenega drevesa.
 utezˇevanje kriterijev pod vozliˇscˇem,
 urejanje funkcije koristnosti kriterija.
3.3 Izbor mobilnih naprav
Do sedaj smo si zˇe izdelali priblizˇno sliko, kaksˇen naj bi bil nasˇ novi telefon.
V nasˇem primeru imamo veliko mozˇnih variant, zato jih sprva filtriramo po
nasˇih omejitvah, saj bomo s tem korakom mocˇno skrcˇili nabor. Slika 3.2
prikazuje telefone na dotik z operacijskim sistemom Andorid in ceno med
400e in 650e, ki so bili izbrani v ozˇji nabor variant.
Pri kriteriju podprti protokoli lahko opazimo, da imajo vsi telefoni enako
vrednost - LTE. Tak kriterij je redundanten in ga odstranimo ter povecˇamo
preglednost in enostavnost modela.
Pri vnosu variant aplikacija podpira uvoz podatkov iz tabelarnih datotek
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Slika 3.2: Prikaz ozˇjega nabora variant.
tipa .xls in .xlsx. To storimo s klikom na ikono in izborom datoteke.
Pri tem mora biti vsebina strukturirana v obliki tabele, kjer prva vrstica
predstavlja naslovno vrstico z imeni kriterijev. Pomembno je, da so imena
kriterijev v datoteki enaka kot tista v aplikaciji, sicer podatki kriterija ne
bodo uvozˇeni. Prvi stolpec je obvezen in mora biti poimenovan Option. Cˇe
pride pri uvozu do neskladnosti podatkov, se posamezne celice v aplikaciji
obarvajo rdecˇe.
3.4 Urejanje kriterijev
Kriterijem dolocˇamo lastnosti s klikom na list drevesa, po prikazu krozˇnega
menija pa kliknemo ikono . Prikazˇe se pojavno okno z lastnostmi, ki jih
prikazuje slika 3.3.
S spustnim menijem Tip skale moramo dolocˇiti tip skale kriterija, kjer
izbiramo med opcijama Fixed in Relative. Za uporabo je najenostavneje, cˇe
izberemo relativni tip skale. Ta poskrbi, da se dodeli vrednost 0 najslabsˇi
varianti in vrednost 100 najboljˇsi. Relativni tip je torej dobro uporabiti, cˇe
za odlocˇitev zˇelimo porabiti cˇim manj cˇasa. Pri fiksnem tipu skale pa robni
tocˇki dolocˇimo z vnosom vrednosti v polje Min in Max. V ti dve tocˇki pona-
vadi vstavimo najboljˇso in najslabsˇo vrednost, ki se za dan kriterij realisticˇno
sˇe lahko pojavi. Fiksni tip zahteva vecˇ cˇasa za dolocˇanje dobrih robnih tocˇk,
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Slika 3.3: Urejanje kriterija.
vendar lahko mejni tocˇki dolocˇimo pred dobrim poznavanjem variant in se
zˇe pred vnosom vrednosti variant lahko lotimo utezˇevanja modela. V praksi
se lahko zgodi, da smo nastavili vrednost tipa skale na fiksno in dolocˇili spo-
dnjo ter zgornjo mejo, ki jo varianta, vnesena kasneje, ne uposˇteva - je izven
intervala vrednosti. V splosˇnem lahko spremenimo mejni tocˇki, kar vpliva na
model. Lahko pa prekoracˇeno vrednost spremenimo v najvecˇjo dovoljeno, cˇe
je ta prevelika in na najmanjˇso dovoljeno, cˇe je ta premajhna. Tako se bo
vrednost preslikala v koristnost kriterija 100 oz. 0. Aplikacija v takem pri-
meru krsˇitve postavljenih mej opozori uporabnika z rdecˇe obarvanim poljem
v preglednici variant.
Naslednji spustni meni sluzˇi za dolocˇanje tipa funkcije koristnosti kriterija
in ponuja mozˇnosti izbire: Linear, Piecewise, Discrete. To lastnost najlazˇje
dolocˇimo glede na tip podatkov, ki jih kriterij predstavlja. V nasˇem primeru
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lahko opazimo, da je privlacˇnosti dolocˇena diskretna funkcija koristnosti.
Privlacˇnost ne predstavlja nekih direktno merljivih podatkov in jo je tezˇko
v to tudi pretvoriti. Zato bomo vrednotenje privlacˇnosti kasneje naredili z
metodo MACBETH, ki v nasˇi metodi zahteva diskretno funkcijo koristnosti.
Vrednosti privlacˇnosti so kar imena variant, da jih bomo lazˇje primerjali
kasneje.
S potrditvenim stikalom Obratna skala, lahko obrnemo preslikavo vredno-
sti, kjer najviˇsja varianta dobi vrednost 0 in najnizˇja 100. Ponavadi je polje
Obratna skala izbrano ob ceni in podobnih kriterijih, saj nam najdrazˇja vari-
anta predstavlja najslabsˇo mozˇnost. Pojavno okno vsebuje sˇe polje Opis, ki je
zgolj informativne narave, cˇe zˇelimo h kriteriju zapisati poljuben komentar.
Za podani primer koncˇne nastavitve lastnosti kriterijev prikazuje tabela
3.1(naj spomnim, da je kriterij podprti protokoli odstranjen):
Kriteriji Skala Tip fun. Min Max Inverzno
Sˇt. jeder fiksna odsekovna 2 8 NE
Hitrost relativna linearna Min Max NE
RAM fiksna diskretna 0 100 NE
Velikost zas. relativna linearna Min Max NE
Cˇas priprav. relativna linearna Min Max NE
Privlacˇnost fiksna diskretna 0 100 NE
Cena ralativna linearna Min Max DA
Tabela 3.1: Lastnosti kriterijev za podani primer.
3.5 Funkcije koristnosti
Kriterijem smo tipe funkcij zˇe dolocˇili, zdaj pa je treba dolocˇiti sˇe nacˇin pre-
slikave iz vrednosti kriterija v koristnost kriterija. Vsi kriteriji, ki smo jim zˇe
pred tem dolocˇili linearni tip funkcije koristnosti, imajo funkcijo zˇe dokoncˇno
definirano in ni treba narediti vecˇ nicˇesar. Za take kriterije aplikacija samo
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informativno v pojavnem oknu prikazˇe linearni grafa s tocˇkami, ki predsta-
vljajo variante.
3.5.1 Odsekovna funkcija koristnosti
Preostane nam torej nastavitev kriterijev z odsekovnimi in diskretnimi funk-
cijami koristnosti. Slika 3.4 prikazuje nastavitev odsekovne funkcije kriteriju
“Sˇt. jeder”. S slike je razvidno, da je najbolj zazˇelen telefon z osmimi jedri
in najmanj z dvema. Ker smo ocenili, da nasˇa delovna aplikacija na telefonu
s sˇtirimi jedri dela izrazito pocˇasneje, kot aplikacija z sˇtirimi jedri ali vecˇ, si
bolj zˇelimo telefon z vsaj sˇtirimi jedri. Razlika od sˇtirih do osmih jeder nam
ne predstavlja velike vrednosti, saj se aplikacija na napravi s sˇtirimi jedri
izvaja dovolj tekocˇe.
3.5.2 Diskretna funkcija koristnosti
Cˇeprav kriterij RAM predstavlja sˇtevilske podatke, ima dolocˇeno diskretno
funkcijo koristnosti, saj imajo navadno naprave od 1 do 4 GB delovnega
pomnilnika, kar lahko predstavimo s sˇtirimi kategorijami: 1 GB, 2 GB, 3 GB,
4 GB. Slika 3.5 prikazuje nastavitev diskretne funkcije koristnosti kriteriju
RAM. Sprva moramo vnesti kategorije, kar lahko storimo preko polja Ime
kategorije in klika na gumb Dodaj kategorijo. Kadar pa imamo v aplikaciji zˇe
vnesene variante in njihove vrednosti, za diskretni kriterij, ki mu nastavljamo
preslikavo, lahko z enim klikom na ikono vnesemo vse obstojecˇe vrednosti
kriterija iz trenutnega nabora variant.
Priporocˇljivo je, da sprva najbolj zazˇeleni kategoriji nastavimo vrednost
100, sˇele potem subjektivno presodimo in nastavimo ostale kategorije glede
na prvotno izpolnjeno kategorijo. Cˇe nobena izmed kategorij ne bo imela
vrednosti 100, bo to vplivalo na model, kjer bo tako nastavljen kriterij pred-
stavljal manjˇso mocˇ, cˇesar bi se morali zavedati pri utezˇevanju. Ikoni
in omogocˇata sortiranje nastavljenih kategorij po vrednosti padajocˇe in
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Slika 3.4: Prikaz nastavitve odsekovne funkcije.
narasˇcˇajocˇe.
V nasˇem primeru imamo vstavljeni samo kategoriji 2 GB in 3 GB, kjer
nam je naprava s 3 GB trikrat bolj pomembna kot naprav z 2 GB prostora
delovnega pomnilnika.
3.5.3 Diskretna funkcija koristnosti z metodo MACBETH
Kriteriju Privlacˇnost bomo nastavili vrednosti s pomocˇjo uporabe metode
MACBETH, ki je iz teoreticˇnega vidika delovanja procesa podrobneje opisana
v poglavju 5. Za uporabo MACBETH-a kliknemo na gumb MACBETH, ki
je na pojavnem oknu diskretne funkcije koristnosti. Prikazˇe se nam novo
okno, ki ga prikazuje slika 3.6.
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Slika 3.5: Prikaz nastavitve diskretne funkcije.
Sprva je bilo treba razporediti telefone od najbolj do najmanj privlacˇnega.
To najlazˇje storimo s klikom na naslov stolpca, nakar se nam prikazˇe pojavni
spustni meni, kjer izberemo napravo, za katero zˇelimo da je na mestu kliknje-
nega stolpca. Aplikacija omogocˇa menjavo stolpcev tudi z uporabo primi in
potegni funkcionalnosti. Pomembno je, da so v tabeli elementi razporejeni
po preferenci od leve proti desni padajocˇe.
Ko imamo po privlacˇnosti razporejene telefone, moramo mobilne naprave
paroma primerjati po subjektivni mocˇi razlike privlacˇnosti in jim temu pri-
merno dolocˇiti eno izmed kategorij: ekstremna, mocˇna, zmerna, sˇibka, brez.
To storimo s klikom na celico, ki povezuje elementa, ki ju zˇelimo primer-
jati. Ko se pod tabelo izpiˇseta imeni elementov, ki ju primerjamo, z dr-
snikom dolocˇimo kategorijo razlike, ki se izpiˇse tudi v izbrani celici tabele.
Po koncˇanem primerjanju delo shranimo s klikom na gumb OK. Rezultati
se prikazˇejo na drsnikih pojavnega okna diskretne funkcije koristnosti. Po
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Slika 3.6: Prikaz uporabe metode MACBETH.
zˇelji lahko vrednosti spreminjamo znotraj dovoljenih intervalov, ki ne krsˇijo
omejitev, postavljenih v MACBETH-tabeli.
V nasˇem primeru je najbolj privlacˇen mobilnik LG G FLEX 2 najmanj
privlacˇen pa Huawei Nova. S slike je razvidno, da je razlika med najbolj
in najmanj privlacˇnim telefonom ocenjena kot mocˇna (v zgornjem desnem
kotu). Koristnosti privlacˇnosti telefonov so za nasˇ primer sˇtevilsko ovredno-
tene:
 LG G FLEX 2 = 100 (na intervalu: 100-100)
 Huawei P9 = 85.71 (na intervalu: 71,44-99,99)
 LG G 4 = 71.43 (na intervalu: 64,29-85,00)
 Samsung Galaxy = 28.57 (na intervalu: 14,30-35,71)
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 LG G FLEX 2 = 0 (na intervalu: 0-0)
3.5.4 Nastavljanje utezˇi
Sledi utezˇevanje odlocˇitvenega drevesa. Sprva so bili utezˇeni kriteriji na
najnizˇjem nivoju. Pri druzˇini CPU tako ocenjujemo kriterija sˇt. jeder in
hitrost. Hitrost ima razpon kar od 1,5 GHz do 2,5 GHz, kar ni zanemarljivo
in predstavlja zelo veliko razliko v zmogljivosti procesorja. Skala sˇtevila
jeder se zacˇne z dvema in koncˇa z osmimi jedri, kar tudi ni majhna razlika.
Vendar so bila jedra nastavljena kot kriterij s fiksno skalo (bolj zaradi namena
primera) in v resnici nasˇe variante tvorijo razpon od sˇest do osem jeder, kar je
bistveno manj. Menimo, da je pri danem razponu vrednost 1 GHz precej bolj
pomembna kot vrednost dveh jeder. Tako ima druzˇina CPU nastavljen kot
najbolj pomemben kriterij hitrost in je ovrednoten z vrednostjo 100. Sˇtevilu
jeder smo dolocˇili utezˇ 30.
Nastavitev utezˇi aplikacija ponuja v pojavnem oknu, ki je prikazano na
sliki 3.7. Vnos utezˇi je mozˇen preko drsnikov ali z direktnim vnosom sˇtevila.
Potem smo se premaknili na ocenjevanje druzˇine Zmogljivost. Oceniti
je potrebno med kriterijema RAM in CPU. Ker je CPU vozliˇscˇe, vzamemo
za primerjavo njegovega najpomembnejˇsega potomca, ki je v nasˇem primeru
kriterij Hitrost. Postopek ponavljamo, dokler niso utezˇeni vsi kriteriji.
Aplikacija nam v pojavnem oknu za nastavitev utezˇi ponuja zgolj infor-
macije o nastavljenih relativnih utezˇeh (utezˇi ene druzˇine na enem nivoju),
kar je v primeru vecˇjega sˇtevila utezˇi premalo, saj je pravilna interpretacija
utezˇevanja zelo pomembna. S tem namenom se ob kliku na gumb Pregled
utezˇi prikazˇe preglednica, ki je prikazana na sliki 3.8. Okno prikazuje tako
relativne kot koncˇne normalizirane utezˇi kriterijev, ki so v listih. Poleg tega
prikazuje tudi razpon in tip skale. Tako nam je utezˇevanje z dostopom do teh
informacij olajˇsano. Pregled utezˇi je koristen predvsem na koncu utezˇevanja,
kadar preverjamo, ali smo bili pri nastavljanju dosledni.
Slika 3.8 prikazuje stanje po koncu utezˇevanja nasˇega modela. Iz pre-
glednice je tako mozˇno razbrati, da je med vsemi kriteriji najpomembnejˇsi
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Slika 3.7: Prikaz nastavitve utezˇi.
kriterij Cˇas pripravljenosti z normalizirano utezˇjo 22,857 in najmanj pomem-
ben Privlacˇnost z utezˇjo 8. Uporabniˇsko nastavljene utezˇi so: Hitrost=100,
Sˇt. jeder=30, CPU=100, RAM=70, Velikost zasl.=40, Cˇas prip.=100, Zmo-
gljivost=100, Uporabnost=80, Privlacˇnost=20 in Cena=50.
3.5.5 Izracˇun koristnosti
Iz do zdaj vnesenih podatkov je mozˇno izracˇunati koristnosti variant. Apli-
kacija pri analizi izracˇuna koristnosti variant z modelom utezˇene vsote 2.1.
Primer izracˇuna koristnosti za varianto Huawei P9 je podan spodaj. Vre-
dnosti Huawei P9 se preslikajo v delne koristnosti kriterijev: Sˇt. jeder =
100, Hitrost = 100, RAM = 100, Velikost = 82, 61, Cˇas pripr. = 55, 36,
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Slika 3.8: Preglednica utezˇi osnovnih kriterijev.
Privlacˇnost = 85, 71, Cena = 39, 13
Koristnost(HuaweiP9) = 100 ∗ 0, 054 + 100 ∗ 0, 181 + 100 ∗ 0, 165+
82, 61 ∗ 0, 091 + 55, 36 ∗ 0, 229 + 85, 71 ∗ 0, 08 + 39, 13 ∗ 0, 20 = 74, 88 (3.1)
Koristnosti ostalih variant podanega primera pridobljene po enakem po-
stopku:
 Huawei P9: 74,88
 Huawei Nova: 73,86
 Samsung Galaxy A5: 60,33
 LG G 4: 42,24
 LG G FLEX 2: 31,83
Telefon Huawei P9 si je pridobil najviˇsjo koristnost. Odlocˇitvenega pro-
cesa sˇe ni konec, zato se sˇe ne moremo odlocˇiti, da bomo najbolje ocenjeno
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napravo tudi zares kupili. Za postopke, ki nas privedejo do koncˇne odlocˇitve,
lahko sezˇete po diplomskem delu [2].
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Poglavje 4
Razvoj aplikacije
Glavni namen razvoja aplikacije je bil izdelava programskega orodja za pod-
poro odlocˇitvenemu procesu pri ucˇenju metode vecˇparametrskega odlocˇanja
pri predmetu Odlocˇitveni sistemi. Temu primerno so tudi implementirane po-
trebne funkcionalnosti. Pri naboru izdelanih funkcionalnosti, je bil v pomocˇ
tudi sicer komercialni program Hivew3 [12], ki se za namen poucˇevanja upo-
rablja pri vajah omenjenega predmeta.
Razvita aplikacija je odprtokodna in dostopna na spletni strani GitHub,
preko katere je izdelek mozˇno prenesti in ga po potrebi tudi nadgraditi. Skrb-
nik repozitorija je as. dr. Martin Mozˇina, ki vodi vaje omenjenega predmeta
in je kot somentor sodeloval pri izdelavi aplikacije. Povezava do repozitorija:
https://github.com/martinmozina/friview.
Poglavje predstavi izbor orodij in nekaj razvojnih odlocˇitev, ki so se po-
javile med samim razvojem.
4.1 Izbor jeziokv Javascript, HTML in CSS
Pri izboru tehnologij nas je usmerjala misel na aplikacijo, ki jo bo mocˇ upora-
bljati na razlicˇnih sistemih. S tem namenom je bil izbran skriptni programski
jezi JavaScript [13] v kombinaciji z oznacˇevalnim jezikom HTML [15] (Hyper
Text Markup Language) in oblikovnim jezikom CSS [14](Cascading Style
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Sheets). Tako je aplikacijo mozˇno uporabljati na sistemih, ki podpirajo sple-
tne brskalnike. Ker aplikacija uporablja tehnologije, ki se poganjajo samo
na odjemalcˇevi strani, za delovanje aplikacije strezˇnik in dostop do interneta
nista nujno potrebna. Za uporabo aplikacije je najbolj priporocˇljiv brskalnik
Chrome, saj sem ga sam pri izdelavi uporabljal v najvecˇji meri. Funkcional-
nosti aplikacije so bile testirane tudi na brskalniku Firefox.
Zaradi varnostnih razlogov imajo spletni brskalniki zelo omejen dostop
do datotecˇnega sistema na napravah, kjer so namesˇcˇeni. Zaradi tega Java-
Script tecˇe v nadzorovanem okolju oz. peskovniku [11]. To se izkazˇe kot
slabost, kadar izdelujemo aplikacijo, ki potrebuje pravice za zapis datotek,
kar pomeni, da aplikacija ne more shranjevati datotek z direktnim dostopom
do datotecˇnega sistema. Za obhod problema sta bila izbrana vmesnika [16]
FileSaver.js in Blob.js. Oba omenjena vmesnika implementirata enakoimen-
ska W3C programska vmesnika in sta podprta na vseh modernih brskalni-
kih. Objekt Blob [18] predstavlja nespremenljive datotecˇne podatke, ki jih
je mozˇno shraniti z uporabo FileSaverjeve [17] funkcije saveAs(blobObject,
filename). Funkciji se poda Blob objekt in ime datoteke in ne njena pot. Da-
toteka se prenese v direktorij, ki ga ima brskalnik nastavljenega za prenose.
Slabost takega nacˇina shranjevanja datoteke je, da se ob vsaki shrambi
naredi nova datoteka in imamo tako v primeru vecˇkratnega shranjevanja vecˇ
datotek in ne le ene, ki bi jo zˇeleli ob shranitvi prepisati oz. dopolniti.
V veliko pomocˇ so bile prosto dostopne knjizˇnice za uporabo:
 jQWidgets[19]: izdelava vecˇine gradnikov (okna, drsniki, tabele ...),
 D3.js[21]: knjizˇnica sicer namenjena vizualizaciji podatkov je bila upo-
rabljena za izris odlocˇitvenega drevesa,
 Highcharts[20]: izdelava interaktivnih grafov pri funkcijah koristnosti,
 jsLPSolver[23]: resˇevanje linearnih programov,
 algebra.js[24]: okrajˇsava in izracˇun matematicˇnih izrazov,
 SheetJS, xls, xslx[22]: rokovanje s tabelarnimi datotekami.
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4.2 Funkcionalnost razveljavi/ponovno uve-
ljavi
Pri delu s programom je koristna mozˇnost vracˇanja na prejˇsnja stanja in
obnavljanja zˇe opravljenih korakov. Za uporabnika bi bilo zelo neprijazno,
cˇe bi moral za vsako napako brisati in ponovno graditi model, ki je zˇe bil
zgrajen. Tako pocˇetje bi nam vzelo kar precej cˇasa po nepotrebnem. Zato je
funkcionalnost razveljavi/ponovno uveljavi implementirana tudi pri gradnji
modela.
Za implementacijo te funkcionalnosti sta v splosˇnem koristna dva razlicˇna
nacˇrtovalska vzorca: ukazni vzorec (command pattern) in spominski vzorec
(memento pattern). Odlocˇiti se je bilo treba za enega izmed njiju. Sledi opis
obeh z njunimi prednostmi in slabostmi ter koncˇna odlocˇitev izbire.
4.2.1 Ukazni vzorec
Z ukaznim vzorcem [25] pridobimo nacˇin, da inkapsuliramo klice akcij (me-
tod, funkcij) v objekte, ki se hranijo in jih je mogocˇe ponovno izvrsˇiti v
kasnejˇsem cˇasu. Vzorec vsebuje pet elementov [26]:
 Ukaz (Command): dolocˇa vmesnik za izvrsˇitev operacije.
 KonkretenUkaz (ConcreteCommand): implementira vmesnik Ukaz.
 Prejemnik (Receiver): izvrsˇi operacijo, ki je podana s strani odjemalca.
 Odjemalec (Client): kreira ukaze in jih povezuje s prejemniki.
 Klicatelj (Invoker): od ukaza zahteva izvrsˇitev zahteve.
Za implementacijo razveljavi/ponovno uveljavi je treba za vsako akcijo
narediti obratno akcijo, ki bi se izvrsˇila ob razveljavitvi ukaza. Slabost uka-
znega vzorca je vecˇje sˇtevilo majhnih razredov, ki hranijo sezname ukazov.
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4.2.2 Spominski vzorec
Vzorec omogocˇa hranjenje stanja objektov. Sestavljen je iz treh elementov:
 Tvorec (Originator): je objekt z notranjim stanjem, ki ga zˇelimo shra-
niti in obnoviti.
 Spomin (Memento): je objekt, ki ga je mozˇno shraniti in predstavlja
shranjeno stanje tvorca.
 Skrbnik (Caretaker): je odgovoren za shranjevanje in obnavljanje objek-
tov Memento.
Razveljavi/ponovno uveljavi je mozˇno implementirati tako, da pred vsako
akcijo, ki spremeni model, shranimo celotno stanje modela. Kasneje ob
razveljavitvi ukaza obnovimo stanje modela s prepisom trenutnega stanja
s shranjenim stanjem. Cˇe je nasˇ objekt, katerega stanja zˇelimo obnoviti,
prostorsko zahteven (npr. slika) moramo pri uporabi spominskega vzorca
ob vsaki spremembi shraniti stanje, ki zavzame veliko prostora. Pri pod-
pori funkcionalnosti razveljavi/ponovno uveljavi pa je zazˇeleno omogocˇeno
shranjevanje kar precej stanj, saj zˇelimo omogocˇiti vracˇanje za precejˇsnje
sˇtevilo korakov. Tako potreba po prostoru zacˇne hitro narasˇcˇati. Torej je
ta nacˇrtovalski vzorec v primerih s prostorsko zahtevnimi stanji popolnoma
neprimeren. Njegova velika prednost glede na ukazni vzorec pa je dokaj eno-
stavna implementacija in uporaba.
Pri izdelavi aplikacije je bil izbran spominski vzorec, saj je v nasˇem pri-
meru tvorec odlocˇitveni model in spominski objekt predstavlja niz v obliki
JSON. Tako eno stanje zavzame zgolj nekaj kilobajtov. Torej imamo na
razpolago veliko prostora za hranjenje vecˇjega sˇtevila stanj. Zato je pri gra-
dnji modela funkcionalnost razveljavi/ponovno uveljavi realizirana z razlicˇico
spominskega vzorca.
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4.2.3 Uvoz variant
V praksi si vcˇasih zˇelimo nabor variant sprva vnesti in urejati s programom
Excel. Vnos variant v Excelu pride prav, kadar si zˇelimo hraniti variante v
locˇeni datoteki ali pa se nam urejanje variant zdi bolj preprosto s programom
Excel. Razlog za to je tudi lahko, ker trenutno nimamo dostopa do aplikacije
za odlocˇanje. Iz teh razlogov je v okviru te diplomske naloge in gradnje
modela implementirana tudi funkcionalnost uvoza variant iz datotek tipa
.xls in .xlsx.
Opis oblike datoteke, ki jo uvazˇamo, je opisan ob primeru v poglavju 3.3.
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Poglavje 5
MACBETH
Metoda MACBETH je lahko pri odlocˇitvenih problemih v splosˇnem upora-
bljena za razlicˇne namene. Mocˇ jo je koristiti kot samostojno odlocˇitveno
metodo s samostojnim procesom odlocˇanja. V splosˇnem se uporablja tudi za
izpeljavo utezˇi pri odlocˇitvenem drevesu.
Kadar pri odlocˇitvenem procesu naletimo na problem, ko ne moremo
vrednosti kriterijev s pomocˇjo funkcije koristnosti direktno preslikati v kori-
stnost, je uporaba metode MACBETH mocˇno dobrodosˇla. Z njeno pomocˇjo
lahko vrednostim takih kriterijev dolocˇimo koristnosti na podlagi subjek-
tivnih presoj na konsistenten nacˇin, kar bi bilo brez uporabe MACBETH-
algoritma dokaj zahtevna operacija. Iz teh razlogov je algoritem MACBETH
implementiran tudi v izdelani aplikaciji.
Definicija [5]
MACBETH je interaktivni pristop, ki vodi konstrukcijo, na mnozˇici ele-
mentov X, intervalne merske lestvice, ki kvantificira privlacˇnost elementov
mnozˇice X na podlagi odlocˇevalcˇevega mnenja.
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5.1 MACBETH-postopek
Naj bo X koncˇna mnozˇica elementov (variant, kategorij), ki jih zˇelimo pri-
merjati iz vidika njihove privlacˇnosti oz. zazˇelenosti. Mnozˇica vsebuje vsaj
dva elementa.
V prvem koraku moramo elemente mnozˇice X razporediti po privlacˇnosti
od najbolj privlacˇnega do najmanj privlacˇnega. Elemente lahko tako uredimo
direktno, pri vecˇjem sˇtevilu elementov pa si lahko pomagamo z zaporedjem
vprasˇanj [3]: “Ali je kateri od dveh elementov bolj privlacˇen kot drugi?” Cˇe
si odgovorimo z da, nadaljujemo z vprasˇanjem: “Kateri izmed elementov je
bolj privlacˇen?” Na tak nacˇin pridobimo ordinalne informacije o zˇelenosti
elementov. Vendar nam ne zadosˇcˇa samo znanje, kateri element je boljˇsi od
drugega, za pravilno skalo moramo vedeti tudi, za koliko je boljˇsi.
Ker nam je tezˇko dolocˇiti intervalno mersko lestvico direktno (in pri tem
ostati konsistenten) nam MACBETH tudi pri drugem koraku olajˇsa delo s
postavitvijo vecˇ enostavnih vprasˇanj. Za vsak par x in y iz mnozˇice X, kjer je
x bolj privlacˇen kot y, se sprasˇujemo o razliki privlacˇnosti med elementoma.
Odgovoriti si moramo na vprasˇanje: “Koliko mocˇna je za nas razlika vrednosti
med elementom x in elementom y?” Kot odgovor pa imamo tradicionalno
na razpolago naslednjih sedem mozˇnosti:
 C0 brez razlike v privlacˇnosti,
 C1 zelo sˇibka razlika v privlacˇnosti,
 C2 sˇibka razlika v privlacˇnosti,
 C3 zmerna razlika v privlacˇnosti,
 C4 mocˇna razlika v privlacˇnosti,
 C5 zelo mocˇna razlika v privlacˇnosti,
 C6 ekstremna razlika v privlacˇnosti.
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Vcˇasih se med iskanjem odgovora tezˇko odlocˇimo, katero kategorijo razlike
bi pripisali dvema elementoma (npr. tezˇko nam je preceniti, ali je razlika
sˇibka ali samo zelo sˇibka). Zato sta v aplikaciji odstranjeni izbiri zelo sˇibka
in zelo mocˇna razlika. Tako preidemo na samo pet mozˇnih odgovorov in na
tak nacˇin odlocˇevalcu olajˇsamo izbor odgovora ter poenostavimo postopek
ocenjevanja razlik privlacˇnosti.
Pri MACBETH-postopku se za vnos podatkov ponavadi uporablja tabela
(oz. matrika) presoj, ki omogocˇa dovolj jasen pregled in enostaven vnos
podatkov. Stolpci in vrstice predstavljajo posamezne elemente mnozˇice X.
Stolpce moramo razporediti po privlacˇnosti, kjer je prvi element z leve strani
najbolj privlacˇen in skrajno desni element najmanj privlacˇen. Elementi v
vrsticah so razporejeni enako kot elementi v stolpcih z najbolj privlacˇnim
elementom na vrhu. Primer prikazuje izpolnjena tabela 5.1, kjer je mnozˇica
elementov X = {A,B,C,D}, ki imajo naslednje zaporedje privlacˇnosti: A >
B > C > D.
A B C D
A brez sˇibka zmerna mocˇna
B brez sˇibka zmerna
C brez zmerna
D brez
Tabela 5.1: Primer tabele razlik privlacˇnosti elementov.
Na diagonali tabele bo vedno vnesena vrednost brez, saj se element glede
na samega sebe ne more razlikovati. Spodnja leva polovica tabele je obicˇajno
neizpolnjena, ker bi sicer vsebovala enake vrednosti kot zgornja desna polo-
vica in bi s tem zmanjˇsali preglednost nad tabelo. Taka tabela prikazuje vse
potrebne informacije, ki jih moramo vnesti za preracˇun vrednosti elementov.
Ko MACBETH-metoda koncˇa z izracˇuni, nadaljujemo postopek na tre-
tjem koraku, opisanem v podpoglavju 5.3.
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5.2 Izracˇun MACBETH-lestvice
V tem delu je opisan racˇunski postopek, ki pretvori matriko razlik pri-
vlacˇnosti v numericˇno MACBETH-lestvico µ.
V prvem koraku postopka, ko razporedimo elemente po privlacˇnosti, pri-
dobimo ordinalne informacije, kar pomeni, da je mozˇno vsakemu elementu
mnozˇice X dodeliti vrednost µ(x), ki zadovolji ordinalne merilne pogoje:
Pogoj 1 (ordinalni pogoj):
 ∀x, y ∈ X : [ µ(x) > µ(y)⇔ x je bolj privlacˇen kot y ].
 ∀x, y ∈ X : [ µ(x) = µ(y)⇔ x in y sta enako privlacˇna ].
Po drugem koraku, ko smo konsistentno dolocˇili razlike privlacˇnosti med
elementi mnozˇice X (in iz prvega koraka razpored po privlacˇnosti), je mozˇno
vsakemu elementu izmed mnozˇice X dolocˇiti vrednost µ(x), ki zadovolji kar-
dinalne merilne pogoje:
Pogoj 2 (semanticˇni pogoj):
 ∀x, y ∈ X : [ µ(x) > µ(y)⇔ x je bolj privlacˇen kot y ].
 ∀x, y ∈ X : [ µ(x) = µ(y)⇔ x in y sta enako privlacˇna ].
 ∀k, k′ ∈ {1, 2, 3, 4, 5, 6} , ∀x, y, w, z ∈ X, kjer (x, y) ∈ Ck in (w, z) ∈ Ck′
velja:
k ≥ k′ + 1⇒ µ(x)− µ(y) > µ(w)− µ(z)
Cˇe se pogoja 1 in pogoja 2 ne da zagotoviti, pomeni, da smo bili ob
vnasˇanju podatkov nekonsistentni in moramo vnos popraviti. Kadar taka
skala obstaja, jo MACBETH dolocˇi z resˇitvijo linearnega programa. V apli-
kaciji se uporablja podan linearni program [4]:
Mnozˇica elementov: S = {x1, x2, ..., xn}
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Pozitivne spremenljivke: µ(xi), i ∈ {1, 2, ...n}
Namenska oz. ciljna funkcija: Min(µ(x1))
Omejitve:
 omejitev 1: µ(xn) = 0,
 omejitev 2: ∀x, y ∈ X: xIy ⇒ µ(x) = µ(y),
 omejitev 3: ∀x, y ∈ X: xPy ⇒ µ(x) ≥ µ(y) + Cx,y,
 omejitev 4: ∀k, k′ ∈ {1, 2, 3, 4, 5, 6} , kjer k > k′,
∀(x, y) ∈ Ck in ∀(w, z) ∈ Ck′ :
µ(x)− µ(y) ≥ µ(w)− µ(z) + (Cx,y − Cw,z)
Definicije:
 P je asimetricˇna in negativno tranzitivna relacija nad mnozˇico X, ki
modelira razpored elementov mnozˇice X padajocˇe po privlacˇnosti.
 I je binarna relacija nad mnozˇico X, kjer ∀x, y ∈ X : xIy ⇔ x¬Py in
y¬Px.
 Cx,y je sˇtevilska razlika v privlacˇnosti med elementoma x in y.
Aplikacija tako za primer podatkov iz tabele 5.2 sestavi podane omejitve,
ki so uporabljene za resˇevanje linearnega programa:
µ(A) ≥ µ(D) + 4;
µ(A) ≥ µ(C) + 3;
µ(B) ≥ µ(D) + 3;
µ(C) ≥ µ(D) + 3;
µ(A) ≥ µ(B) + 2;
µ(B) ≥ µ(C) + 2;
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µ(A)− µ(D) ≥ µ(A)− µ(C) + 4− 3;
µ(A)− µ(D) ≥ µ(B)− µ(D) + 4− 3;
µ(A)− µ(D) ≥ µ(C)− µ(D) + 4− 3;
µ(A)− µ(D) ≥ µ(A)− µ(B) + 4− 2;
µ(A)− µ(D) ≥ µ(B)− µ(C) + 4− 2;
µ(A)− µ(C) ≥ µ(A)− µ(B) + 3− 2;
µ(A)− µ(C) ≥ µ(B)− µ(C) + 3− 2;
µ(B)− µ(D) ≥ µ(A)− µ(B) + 3− 2;
µ(B)− µ(D) ≥ µ(B)− µ(C) + 3− 2;
µ(C)− µ(D) ≥ µ(A)− µ(B) + 3− 2;
µ(C)− µ(D) ≥ µ(B)− µ(C) + 3− 2;
Tabela 5.2 prikazuje relativne razlike iz table 5.1, preslikane v sˇtevilske
vrednosti kategorij mocˇi razlik, ki so uporabljene kot vhod v generiranje
omenjenih omejitev linearnega programa.
A B C D
A 0 2 3 4
B 0 2 3
C 0 3
D 0
Tabela 5.2: Sˇtevilske vrednosti kategorij razlik med pari primerjajocˇih ele-
mentov.
Linearni program vrne MACBETH-skalo µ, ki predstavlja ovrednotene
elemente mnozˇice X. Primer ovrednotenih elementov mnozˇice X za podatke
iz tabele 5.2:
 µ(A) = 7,
 µ(B) = 5,
 µ(C) = 3,
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A B C D
A 0 2 4 7
B 0 2 5
C 0 3
D 0
Tabela 5.3: Sˇtevilske vrednosti koncˇnih razlik med pari primerjajocˇih ele-
mentov.
 µ(D) = 0.
Tabela 5.3 predstavlja razlike med vrednostmi elementov, pridobljenih z
resˇitvijo linearnega programa. S pomocˇjo tabele 5.3 in 5.2 lahko opazimo,
da se kategorije razlik, ki smo jih dodelili, ne preslikajo enolicˇno v vrednost
koncˇne razlike. Kot odlocˇevalci smo parom (A,C), (B,D) in (C,D) dolocˇili
kategorijo razlike zmerno oz. C3, vendar se ta kategorija preslika v razlicˇne
vrednosti razlik:
 µ(A)− µ(C) = 4,
 µ(B)− µ(D) = 5,
 µ(C)− µ(D) = 3.
Tako je, ker MACBETH-skala kategorijam mocˇi razlik Ci dodeli intervale
[5]. Minimizacija namenske oz. ciljne funkcije linearnega programa poskusˇa
skrcˇiti intervale in razlike med njimi, kolikor je to mogocˇe. Zaradi omejitve
4 pa je razdalja med intervali lahko najmanj 1.
5.3 Prehod na intervalno mersko lestvico
MACBETH-lestvico, pridobljeno v 5.2, moramo zdaj obdelati sˇe z vidika raz-
merij razlik med vrednostmi elementov mnozˇice X. Pri uporabi MACBETH-
metode za namen dolocˇanja sestavljene skale kriterijev variant to predstavlja
tudi zadnji korak, ki ga moramo opraviti.
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Program sprva spremeni MACBETH-skalo v transformirano MACBETH-
skalo ν z uporabo linearne interpolacije. Tako so nam pridobljene vrednosti
in razmerja med elementi mnozˇice lazˇje predstavljivi. Pri pretvorbi program
dolocˇi najslabsˇemu elementu mnozˇice X vrednost 0, najboljˇsemu pa vrednost
100. Tako bi se vrednosti iz nasˇega primera preslikale v:
 µ(A) = 7⇒ ν(A) = 100,
 µ(B) = 5⇒ ν(B) = (5/7) ∗ 100 = 71,
 µ(C) = 3⇒ ν(C) = (3/7) ∗ 100 = 42,
 µ(D) = 0⇒ ν(D) = 0.
MACBETH-izracˇun nam poda vrednosti posameznih elementov, ki so
izracˇunani na podlagi omejitev pogoja 1 in 2, ki izhajajo iz vnesenih podatkov
v MACBETH-tabeli. Vendar ni nujno, da relativne razlike med vrednostmi
elementov odrazˇajo relativne razlike privlacˇnosti, ki jo imamo kot odlocˇevalci
v mislih. Tako MACBETH-postopek omogocˇa koncˇno razpravo o razmerjih
razlik med elementi.
Za cˇetverico elementov x, y, w, z iz mnozˇice X, kjer xPy in wPz lahko
izracˇunamo razmerje [5]:
ν(x)− ν(y)
ν(w)− ν(z)
Tako se moramo vprasˇati, ali razmerja odrazˇajo nasˇo predstavo o njih.
Recimo, da opazujemo spodnje razmerje med elementi A,B in C:
ν(A)− ν(C)
ν(B)− ν(C) =
100− 42
71− 42 =
58
29
= 2
Vprasˇamo se, ali nam razlika med elementoma A in C res pomeni dvakrat
toliko kot razlika med elementoma B in C. Cˇe je nasˇ odgovor ne, nam
aplikacija ponuja mozˇnost rocˇne nastavitve vrednosti dolocˇenega elementa.
Vrednost posameznih elementov lahko premikamo samo znotraj intervalov.
Intervali skrbijo, da pri premiku vrednosti ne pride do krsˇitve ordinalnega
pogoja 1 in semanticˇnega pogoja 2 glede na podatke, ki smo jih vnesli v
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prvih dveh korakih MACBETH-postopka. Pri uporabi aplikacije obicˇajno
ne racˇunamo vseh razmerij, ampak si lahko pomagamo z vizualno predstavo
razmerij med vrednostmi in tako vsi izracˇuni razmerij niso potrebni.
5.4 Izracˇun dovoljenih intervalov
V nasˇem primeru dobi element B spodnjo mejo na podlagi vnesene sˇibke
razlike med elementoma A in B ter zmerne razlike med elementoma C in D.
Zaradi pogoja 2 mora drzˇati:
µ(C)− µ(D) > µ(A)− µ(B)
To pomeni, da mora B v primeru: µ(C) = 3, µ(D) = 0 in µ(A) = 7, imeti
vrednost µ(B) > 4. Torej interpolirana vrednost 57, 14 predstavlja spodnjo
mejo elementa B.
Aplikacija v resnici izracˇuna mozˇne vrednosti iz vseh intervalov z elemen-
tom B in pri spodnji meji vzame tisto, ki je najblizˇja vrednosti B ter ni
vecˇja od njegove vrednosti. Za zgornjo mejo intervala pa vzame tisto, ki je
najblizˇja vrednosti B in ni manjˇsa od njegove vrednosti.
5.5 Preverjanje nekonsistentnosti
Pri vnosu se nam lahko hitro zgodi, da v MACBETH-tabeli dodelimo razlike
privlacˇnosti med elementi na tak nacˇin, da za generirane omejitve ni mogocˇe
pridobiti rezultatov linearnega programa. To pomeni, da smo bili pri vnosu
razlik nekonsistentni. Recimo, da imamo elemente x, y in z, kjer so xPy,
xPz in yPz. Cˇe ocenimo, da je razlika med x in y mocˇna ter med x in z
sˇibka, imamo nekonsistenten vnos. Oddaljenost med elementoma x in z ne
more biti manjˇsa od oddaljenosti med elementoma x in y, saj smo razporedili
y kot privlacˇnejˇsi element od elementa z.
Aplikacija nas bo v primeru nekonsistentnega vnosa opozorila, da je priˇslo
do napake. Od nas zahteva, da nekonsistentnost odpravimo pred nadaljnjim
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vnasˇanjem razlik. V pomocˇ prikazˇe mozˇne spremembe, s katerimi lahko
dosezˇemo konsistenten vnos.
Program pridobi predloge sprememb na podlagi poskusˇanja. Ko zazna
nekonsistentnost, zacˇne preiskovanje sprememb vseh celic. Iterativno vsaki
celici spreminja vrednost po eno stopnjo mocˇi razlike navzgor oz. navzdol.
Ko je najdena prva vrednost celice, ki popravi nekonsistentnost, program
prekine preiskovanje celice. Najdene mozˇne spremembe tako poda uporab-
niku z obarvanjem celic MACBETH-tabele in s prikazom najblizˇje vrednosti,
ki odpravi nekonsistentnost.
Poglavje 6
Sklepne ugotovitve
Izdelek diplomskega dela ponuja pomocˇ pri izvedbi kakovostnega odlocˇitvenega
procesa z metodo vecˇparametrskega odlocˇitvenega modela. Diplomsko delo
ponuja tudi pregled nad vecˇparametrskim odlocˇitvenim procesom, ki ga je
treba dobro poznati za pravilno uporabo izdelanega projekta. Delo je osre-
dotocˇeno na gradnjo odlocˇitvenega modela in s primerom podrobneje prikazˇe
postopek gradnje z uporabo izdelane aplikacije. V prvi vrsti je izdelek name-
njen v izobrazˇevalne namene, vendar ga je mozˇno koristno uporabljati tudi
sicer. Kot dodaten produkt vsebuje implementacijo ter podrobnejˇsi opis me-
tode MACBETH in opis njene izvedbe.
Ob izdelavi diplomske naloge sem se podrobneje spoznal s posameznimi
koraki odlocˇitvenega procesa in tako pridobil znanje, ki je potrebno za izpe-
ljavo dobrega odlocˇitvenega procesa, ki vodi do kakovostne odlocˇitve. Menim,
da mi bo pridobljeno znanje v zˇivljenju priˇslo prav, saj bom ob zahtevnejˇsih
odlocˇitvah zagotovo segel po izdelani aplikaciji.
Pridobil sem tudi nekaj izkusˇenj z delom na aplikacij, ki je v celoti nisem
razvijal sam. Pri izdelavi je bilo treba opraviti kar nekaj sestankov s prof.
Aleksandrom Sadikovim, as. dr. Martinom Mozˇino in kolegom sˇtudentom
Alesˇem Bokalom, na katerih smo usklajevali potrebe ter zahteve. Do zacˇetka
izdelave izdelka sem programski jezik Javascript poznal le bezˇno in sem ga
tako imel prilozˇnost bolje spoznati ob delu na projektu malo sˇirsˇega obsega.
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52 POGLAVJE 6. SKLEPNE UGOTOVITVE
Izdelana aplikacija je odprtokodna in prostodostopna. Tako so po potrebi
v prihodnosti omogocˇene razsˇiritve. Prostora za mozˇne razsˇiritve je sˇe veliko.
Ena izmed zˇelenih dopolnitev bi bila funkcionalnost generiranja porocˇil, ki bi
po koncu odlocˇitvenega postopka naredila porocˇilo z vsebino odlocˇitvenega
modela in ugotovitvami odlocˇitvene analize. Tako bi pri predmetu, ki je
namenjen ucˇenju opisanih metod, sˇtudenti lazˇje naredili koncˇno porocˇilo,
asistenti pa bi za pregledovanje dobili porocˇila v standardnem formatu.
Zelo dobrodosˇla bi bila razsˇiritev, ki bi aplikacijo bolj prilagodila ta-
blicˇnim napravam. Sicer jo je na tablicah mogocˇe uporabljati, vendar pri tem
uporabnik ne bo imel najboljˇse uporabniˇske izkusˇnje. Pri izdelavi gradnikov
aplikacije je bilo izbrano orodje jQWidgets, ki omogocˇa razsˇiritev spletne
aplikacije na nacˇin odzivne zasnove spletne strani (responsive web design). S
to razsˇiritvijo bi lahko prilagodili videz gradnikov, ki so tablicˇnim napravam
bolj domacˇi, in na tak nacˇin dosegli izboljˇsano uporabniˇsko izkusˇnjo.
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