In estimation problems in renewal function, when the distribution is not known, nonparametric estimators of renewal function are used. Frees (1986a, Warranty analysis and renewal function estimation, Naval Res. Logist. Quart, 33, 361-372) 
INTRODUCTION
Renewal processes have a wide range of applications in probabilistic models of inventory theory, reliability theory, queuing theory and insurance applications. For example, in the analysis of most inventory processes it is customary to assume that the pattern of demands forms a renewal process. Most of the standard inventory policies induce renewal sequences, e.g. the times of replenishment of stock. In the analysis of most reliability processes, the renewal process is frequently used as a model for the reliability of a maintained system in which repair restores the system to as new condition and repair times are negligible in comparison to operating times. Reliability studies often interested in the number of failures of the unit over a given time interval.
The renewal function (U (t)) plays an important role in investigating of the renewal process (Feller 1971; Karlin & Taylor 1975; Ross 1996; Tijms 2003) . Knowing the exact value of U (t) or at least knowing the approximate value of U (t) is helpful to solve a lot of interesting problems. To obtain U(t), it is important to know the lifetime distribution, F, on the basis data collected from independent identically distribution. In many cases, the parametric form of the distribution F is not known. Thus, it is desirable to have a nonparametric estimator of the renewal function.
There are many studies on this topic in the literature. Vardi (1982) obtained an algorithm which produced a nonparametric maximum likelihood estimation of renewal function based on data. Frees (1986a) proposed estimation of a straight line approximation of the renewal function instead of direct estimation of the renewal function. This approximation is depended on a limit expression for large values of t. This estimator, , is easy to apply in practice, especially for large values of t. Frees (1986a) noted that this estimator is not, in general, statistically consistent as the sample size n approaches infinity for small values of t. However, for large values of t, its statistical properties still have not been investigated in detailed. Frees (1986b) also proposed two nonparametric estimators based on the sum of the convolution with replacement and without replacement of the empirical distribution, respectively, especially for small values of t. But, to evaluate these estimators, it is needed to the considerable amount of computation, especially in the cases of large values of t. Unlike Frees's estimator , this case is the disadvantage of these estimators.
At the same time, Schneider et al. (1990) proposed a nonparametric estimator for U(t) and gave a comparison of this estimator with Frees's estimators. Grübel and Pitts (1993) introduced a nonparametric estimator based on empirical renewal function. Zhao and Rao (1997) estimated the renewal function by solving the renewal equation, incorporating a kernel estimate of the renewal density function. Guedon and Cocozza-Thivent (2003) addressed a problem of nonparametric estimation of renewal function from count data using Expectation Maximization algorithm. Markovich and Krieger (2006) gave a nonparametric estimator by using the bootstrap method. Also Bebbington et al. (2007) proposed estimator of the renewal function when the second moment is infinite. They developed confidence bands for the renewal and related functions.
In this study, we investigate statistical properties of Frees's estimator such as consistency, asymptotic unbiasedness and asymptotic normality. So this article is organized as follows. In the next section, the renewal process and renewal function are defined and Frees's estimator is presented. In the section that follows, we investigate its statistical properties. After that, Monte Carlo simulation study is given to assess the performance of this estimator according to value of U(t) under Gamma distribution. Concluding remarks are summarized in the final section.
NONPARAMETRIC ESTIMATOR OF RENEWAL FUNCTION
In this section the nonparametric estimator of the renewal function given in Frees (1986a) is described. Let us give the definition of the renewal process and renewal function before we introduce the estimation.
Definition 2.1 Let {X n , n=1, 2,…} be a sequence of independent and identically distributed positive valued random variables with distribution function F. Assume that F has mean µ and finite variance σ 2 . Mathematical construction of the renewal process is defined as follows: N(t)=inf{n≥1; T n >t} for t≥0.
Here T n = X i , n = 1, 2, … and T 0 =0 are the arrival times or renewal sequence (Feller 1971) .
Definition 2.2
The renewal function U(t) is the expected number of renewals in an interval (0, t). In other words, U(t) is defined as follows:
where F n* (t) denotes the n-fold convolution of F. When F is non-arithmetic distribution (i.e. the distribution function F is called non-aritmetic if the mass of F is not concentrated on a discrete set of points 0, λ, 2λ,... for some λ>0) and
U(t) can be approximated for large values of t as U(t) = U a (t) + o(1).
Here U a (t) = t/μ 1 + μ 2 / and µ i (i=1, 2,..) is ith moment of the distribution F (Feller 1971) , i.e., μ 1 = E (i=1, 2,…). By using this expression, Frees (1986a) defined a nonparametric estimator of U(t) given as:
w h e r e a n d a r e estimators of µ 1 and µ 2 based on the random sample X 1 , X 2,…, X n . The estimator given in (2.1) is called Frees's estimator. Remark Frees's estimator given in (2.1) is not, in general, statistically consistent as the sample size n approaches infinity for small values of t (Frees 1986a) . However, for large values of t, its statistical properties still have not been investigated such as consistency, asymptotic unbiasedness and asymptotic normality. Aydoğdu (1997) investigated that estimator is an asymptotic unbiased estimator of U(t) for only Gamma distribution and large values of t. In this study, statistical properties of this estimator in (2.1) are investigated for a large class including Gamma distribution when large values of t.
ASYMPTOTIC PROPERTIES OF FREES'S ESTIMATOR
In this section, we investigate some important statistical properties of Frees's estimator given in (2.1) for U a (t) = t/μ 1 + μ 2 / for each fixed t. After that we show that converges U(t) for large values of t. Let us first investigate the unbiasedness of this estimator. We can prove that estimator is an asymptotic unbiased estimator for fixed t.
Theorem 3.1 Suppose that , then holds, that is, is asymptotic unbiased estimator of U a (t) for each fixed t.
Proof Let us first find the Taylor expansion of at µ 1 and µ 2 where is the remainder term. To obtain the expected value of , firstly we need to prove that the expected value of goes to zero as n→∞. It is provided in the Appendix A. Then, the expected value of remainder term goes to zero as n→∞ and the expected value of could be given as shown:
Here "≅" means asymptotically equivalency. It is seen that
So is obtained as below:
For fixed t, we have the bias of as follows:
Recall that µ 1 >0, µ 3 <∞ and t<∞, so →0 as n→∞. Hence, holds. That is, it is seen that is asymptotic unbiased estimator of U a (t) for each fixed t.
Let us show this result on an example, when X 1 , X 2 ,…, X n are a random sample from Gamma distribution.
Example 3.1 Consider that X 1 , X 2 ,…, X n be independent and identically distributed random variables with Gamma distribution with parameter α>0, β>0, i.e. probability density function (pdf) is f (x;α,β) = x α-1 exp(-x/β)/Γ(α)β α , x > 0, First and second moments are as follows µ 1 =αβ and µ 2 =α(α+1)β 2 . So U(t) and can be represented as follows:
The expected value of the estimation = t/ + /2( ) 2 could be given as follows:
It is known that ~Gamma(nα, β) and X i ~ Beta(α,(n-1)α) (Hoog et al. 2005 ). The first term in (3.7) is calculated by obtaining Taylor expansion of the each terms at µ 1 and µ 2 (see Appendix B for details) given as (3.8)
pdf of the Beta distribution with
The second term given in (3.7) is the square of the term given in (3.3). Hence, term is given as:
Consequently, the variance of , by using the result shown in (3.8) and (3.9), is given by As a result, it is shown that is consistent, asymptotic unbiased and asymptotically normal estimator of U(t) for large values of t.
SIMULATION
In this section, a Monte Carlo simulation study is given to assess the performance of the estimator according to value of U(t). We investigate the effect of the different values of n and t. The following values t ∈ (5, 15, 25, 50) are used for n ∈ (5, 10, 15, 20, 30, 50, 100) . We generate samples with the known pdf of a Gamma distribution (f (x, α, β) = x α-1 exp(-x/β)/Γ(α)β α ) with the parameters (1, 1), (2, 1) and (3, 1). In Tables 1-3 one can see the performance of the estimator calculated by 10000 repeated samples from the given distribution by using MATLAB program.
denotes Monte Carlo estimation of expected value of . In addition, and AP=1-d denote the relative error and accuracy percentage between the U(t) and , respectively.
Here U(t) = t + 1.
Here U(t) = t/2 + 3/4 + (1/4)exp(-2t).
Here U(t) = t/3 + 2/3 + (2 /9)exp(-3t/2)cos( t/2 -π/6).
In Table 1 , APs between the U(t) and increase quickly as n increases for each t under the Gamma (1, 1) distribution. For example, in all cases, APs are greater than 90% when n=15. It is also seen that AP is negatively affected by the large value of t for small n. For example, while AP is 81.82% for n=5 and t=5, AP is 75.65% for n=5 and t=50. However, this case improves as n increases.
As seen from Table 2 , APs increase as n increases for each t. It is observed that the APs between the U(t) and are positively affected by that α parameter of Gamma distribution increases. For example, for n=5 and t=50, AP is 89.582% in Table 2 while it is 76.53% in Table  1 . Moreover, in Table 3 it is observed that this result is similarly obtained. For example, for n=5 and t=50, AP is 93.307% in Table 3 while it is 89.582% in Table 2 .
CONCLUSION
Estimation problems in renewal function have been studied by many authors. When the shape of the distribution cannot Initially, we need to obtain the Taylor expansion of each term at µ 1 and µ 2 in (C.1). For first term in (C.1), we have the following result:
According to the law of large numbers, and by using the same way given in Appendix A, it can be shown that the expected value of the remainder term goes to zero as n→∞. Therefore,
Here
and Hence By using the result given in (C. 5), we can rewrite (C. 4) as follows:
(C.6) So, substituting the results given in (C.2), (C.5) and (C.6) in (C.1) is obtained:
