We consider a boundary element collocation method for the heat equation. As trial functions we use the tensor products of continuous piecewise linear splines with collocation at the nodal points. Convergence and stability is proved in the case where the spatial domain is a disc. Moreover, practical implementation is discussed in some detail. Numerical experiments confirm our results.
Introduction
Recently, the Boundary Element Method has been applied to the solution of various time-dependent phenomena such as heat conduction governed by homogeneous parabolic equations [7, 8, 15, 16, 19, 20] and wave propagation governed by hyperbolic equations [5, 6] . The BEM solution of time-dependent problems requires a large computational effort, since results from all previous steps are saved in the computer memory. In addition, careful numerical integration has to be carried out for setting up the matrix equations, which means increasing computing time. Thus, there is a need to reduce the effort, for example by applying simple discretization methods such as collocation or the quadrature method instead of the Galerkin approximation.
In the above-mentioned articles [7, 19] only the Galerkin solution is analyzed. The work [20] of Onishi describes a collocation scheme for the heat equation when the boundary integral equation is of the second kind. On the other hand, there are well-known situations which lead to boundary integral equations of the first kind. In such time-dependent cases no results for the collocation method seem to be available. Therefore, we are inevitably faced with the question of effectively solving such equations. For time-independent problems the collocation, and more recently the quadrature methods, have been analyzed [23, 24] .
In this paper we construct and analyze a spline collocation scheme for solving the single-layer heat operator equation, assuming that the spatial domain is two-dimensional and has a smooth boundary. As trial functions we use tensor products of continuous piecewise linear functions with collocation at the nodal points. For the proof of stability and convergence we limit ourselves here to the case of the circle. However, the method can be applied to all smooth closed curves, although the theory remains to be developed. For our choice of trial functions we are able to establish linear convergence, but it is obvious that faster methods could be defined (by raising the degree of the trial functions) and similarly analyzed. We have carried out some numerical experiments which confirm convergence, indicating even a quadratic rate of convergence. The numerical implementation of the scheme, covering also the general case, will be explained in some detail. Some of our theoretical results were already given in [11] .
Single-layer heat operator equation
Considering the heat conduction problem, we first introduce two boundary integral approaches for the solution of the homogeneous heat equation with given Dirichlet-type boundary condition and vanishing initial data. For convenience of the reader, we briefly recall some basic situations in which the single-layer heat operator equation arises. For more details see [7, 16] .
Let fi c K2 be a bounded domain with the smooth boundary Y. With 0 < T < oo , we have the heat conduction problem ( -AO + ¿VD = 0 in QT = Q x (0, T), (l.i) < <%r = g on ir = rx(o,r), l<D(x,0) = 0, xgQ.
We consider the direct method and the single-layer method for solving the above problem. For this, let (1.2) £(x,í) = {^exp(-*' i>0' I 0, t <0, be the fundamental solution of the two-dimensional heat equation, and let V and W denote the classical single-layer and double-layer heat potentials
where Q°T = Q.c x (0, T), Qc := R2\Ù and d"y is the exterior normal derivative. For sufficiently smooth functions a and p the potentials Va and Wp have the well-known boundary behavior
where Sr is the single-layer heat operator 
where + and -denote the exterior and interior limits on the boundary ¿ZT.
Preliminaries
In this section we introduce some notations and define appropriate function spaces which are used for the analysis. Let x(f?), 6 £ K, be a smooth 1-periodic parametric representation of the boundary curve Y. We assume that the Jacobian is positive, i.e., |x'(0)| >0. Denoting u(8, t) = \x'(9)\ur(x(6), t),
where S is the single-layer heat operator
acting in the space of 1-periodic functions with respect to the spatial variable. Thus, the boundary integral equation (1.11) transforms to the integral equation (2.3) (Su)(8, t) = f(6, t), (6,t) 
where f(6, t) = gr(x(6), t). For this, let A0 = {0"}"6Z be the 1-periodic extension of the mesh {6"}"~qX to R and let A, = {im}^=0 . Let Sh be the space of continuous piecewise linear 1-periodic splines with respect to Aß , and correspondingly let Sß T be the space of piecewise linear continuous functions <j> such that <f>(0) = 0. In the space-time domain we use the tensor product spline space J? := Sh ® Sq t . Further, we introduce the mean value functionals (2.4) (Ju)(t):= [ u(6,t)dd, ((d, ® J)u)(t) := / dtu(6,t)dd, Jo Jo and the trapezoidal rule approximations (JAu)(t):=J26n+x'2dn-lu(dn,t),
The basis of the tensor product space J£ is constructed as follows. Let { y/n | 1 < n < N] be the familiar Courant basis of Sh such that
Then we have With vm,n(ft, t) = y/n(6)4>m(t), the set {vm,"| 1 < n < N, 1 < m < M) is a basis of the spline space J?, and any function »e/ has the representation N M (2.9) »(ô.^^a^A^.i).
H=l m=l
For the analysis of the collocation method we need the anisotropic Sobolev spaces. Having introduced the parametric representation for the boundary curve r, it is enough to consider functions which are 1-periodic with respect to the spatial variable. First, for any r £ R, let Hr be the The space Hr's(RT), r, s > 0, 0 < T < oo, is the space of restrictions to Rr = R x (0, T) of functions belonging to Hr's. Again, we have the Hilbert space Hr-s(RT) = H°((0, T);Hr)nHs((0, T);H°), 0< T < oo, endowed with the norm (2.11) ||w|Urr.*(Rr)= Í / M-,t)\\2Hrdt + \\u\\2Hs{{QT).H0)j , 0<r<oo.
We also use equivalent norms defined by
JoJo -k^t^-dtdr' 0<s<u and (2.13)
Jo Jo Moreover, we introduce the subspace H^S(RT) = {u \u= U\Rt: U £Hr's, U(-,t) = 0, t<0}, 0 < T < oo.
Thus, for example, //¿qí(E00) is the space of those functions in //r,i(R00) for which the zero extension with respect to the time-variable t remains in Hrs. Finally, we need the negative-order space HQ0r'~s(RT) for0<r<l,0<s< j . These spaces are defined as dual spaces H0~0r'~s(RT) = (H^S(RT))'. -I _i for all w £ Hqq2 ' 4 (Kr). Here we assume that T is finite.
In the formula (2.15) the duality pairing extends the H°'°(RT) inner product.
Analysis of the collocation equations
We apply piecewise linear approximation both in space and time, together with nodal point collocation. The collocation equations corresponding to the equation Su = f are: Find uA£Ji such that (3.1) (SuA)(en,tm) = f(en,tm), \<n<N, \<m<M. We adapt the method developed by Arnold and Wendland [3] for the onedimensional case and extended by Arnold and Saranen [2] for biperiodic problems. In this approach the collocation problem is reduced to a Galerkin problem. In order to establish the required equivalence, we define the bilinear form
Jo For the equivalent characterization of the collocation equations (3.1) we need some regularity assumptions on the given right-hand side /. Let W(Rt) be the space of continuous functions f(6, t) on the closure R^ of Rr such that f is 1-periodic with respect to the variable 6 . Moreover, we define the spaces
Next we give sufficient conditions on the function u to guarantee the property Su £ ^q(Rt-) . Recall that a measurable function u is essentially bounded on RT if there exists C > 0 such that \u(ft, t)\ < C for almost all (6, t) £ RT.
First we observe the following continuity property. 
we obtain, owing to periodicity with respect to the space variable, (Su)(6,t)-(Su)(fto,to)
Jt0 Je0-L By using the separation of singularities [10, 22] , we have for the kernel the absolutely integrable bounds
The estimates (3.3) together with
yield for any positive e (3.5)
if ôq is small enough. Here, ||w||oo denotes the essential supremum of u on RT . Moreover, the function E(x(ft) -x(tp), Ç) is uniformly continuous in the domain
and therefore
if Ô is sufficiently small. The continuity follows from (3.5), (3.6). D Now we introduce the space '00 V lT) = {f I f(0, .) is continuous for almost all 6 and f(0, 0) = 0}.
The space ^oo(Rr) consists of functions / e ^(Rr) such that def £ ^'0(Rr) and the partial derivatives dtf, dtdgf = dgdtf are measurable, essentially bounded functions on Rt . We emphasize that •# is a subspace of ^qq(Rt) . The previous lemma is valid for general smooth curves. In the following lemma it is essential that the boundary curve is a circle. Lemma 3.2. Let u £ ^oo(Kr). Then we have Su £ ^q(Rt) , and the following commutation relations are true:
de(Su)(6,t) = (S(d,u))(e,t),
dtde(Su)(6, t) = (S(dTd,u))(6, t) = dedt(Su)(6, t), (3.10) J(Su)(t) = S(Ju)(t), (3.11) ((d, g J)(Su))(t) = (S(dr g J)u)(t).
Proof. Using the heat kernel corresponding to the circle with radius r,
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The existence of the partial derivative d^u implies that the limit 
Again, the Lebesgue dominated convergence theorem implies the existence of the limit
by using the assumption d9u(tp , 0) = 0. On the other hand, we have (dgdt(Su))(9 , t) = (dg(SdTu))(ft , t) = (S(dfdTU))(6 , t) = (S(dTd9u))(ft , t),
where we need only the condition u(6, 0) = 0. To prove (3.10), we consider the mean value / with respect to the spatial variable, / e 2"-,> Jo à^hijrh)).
Observe that the integral in (3.13) is independent of the variable <p. Thus, (3.12) becomes (3.14) {J{Su))(t) = £±{J^e-^Io(^)dx.
On the other hand, by (3.13),
which proves (3.10). Finally, the commutation relation (3.11) follows from Proof. We denote w = w -f, where w = SuA. From (2.6), (2.8) we obtain
where in the last step the property w(6, 0) = 0 was used. Moreover, we have 
Stability analysis
Here we prove the unique solvability of the collocation equations (3.1) if the spatial discretization parameter hg is small enough. This result is a consequence of a coercivity estimate for the bilinear form BA(Su, v), which yields stability and convergence of the method. To prove the coercivity, we consider the form BA(w , v) as a small perturbation of the bilinear form
For brevity, we introduce the notation (4.2) \\\v\\\_, _, = \\dtdev\\_, _i + ||(a,®/)t;||_i _>.
In any space of functions where this expression is well defined and finite, it gives a seminorm. It is essential to see that III • IILi -J is a norm in the subspace 2 ' 4 Jf . This is proved in the following lemma. Define w = S9,w. Since (7 -JA)w(-, t) is independent of the variable 0, we have by the accuracy of the trapezoidal rule (4.14) ||(7 -JA)w(., OH = |(7 -JA)w(-, t)\ < chg\\w(-, t)\\H¡. According to (3.7), (3.10), and (2.14), ||dew||>,i = \\deSdtu\\{ti = \\Sdedtu\\{,1 < c\\dedtu\\_h_i, \\Jw\\i. i = \\JSd,u\\i i = ||S7atu||i L<c\\(dt®J)u\\_L _.. Moreover, there exists a constant ho such that for all 0 < he < ho there holds (4.18) BA(Sv,v)>c2\\\v\\\2_, _,, ve^o(Kr).
' 4
We can now state the main result of this section. are available [4] . Moreover, the projection operator Pg satisfies the approximation result [9] (5.3) \\u-Pgu\\Hr<chsg-r\\u\\Hs, U£HS, 0 < r < s < 2, r < j . In the case of the projection P¡ we confine ourselves to the (easily verified) property These results can be verified using the eigenfunction representation of the anisotropic norms, as described, e.g., in [17, pp. 86-88] . For the proof of our convergence results we make additional regularity assumptions on the solution u of (2.3). It is obvious that these conditions can be weakened in many ways, but we prefer to keep the presentation short and elementary.
Lemma 5.1. Assume that u £ Joo(*r) such that u(9, •), (deu)(9, •) £ H2(0, T) for almost all 9, and (dtu)(-, t) £ H2 for almost all t. Then we have the approximation result (5.7) |||M-Pe>iM|||_i_i <chl\\dtu\\2to + chtih¡+h})i\\u\\o^2 + \\dgu\\Qa).
Proof. We use the decomposition By the estimate (5.13) the time step A, dominates the order of convergence. This effect can be compensated by letting the time-discretization be finer than the discretization in the space variable. Because of the coercivity of the single-layer operator, the matrix s/ , or equivalent^, Ai is invertible. In the computations we have used the Gaussian algorithm for inversion of the matrix A \ . Let us turn to the evaluation of the matrix elements. We compute the double integrals in the matrix elements by using analytical integration with respect to the time-variable. For this we introduce the exponential integral function [1] f°° e~z Ei(z) = / -dz, which has the logarithmic singularity ( y is Euler's constant)
at the origin z = 0. When z is approaching infinity, the function E\(z) decays exponentially. Denoting
we obtain *j ,m and
For bj m(i, <P) we have similar expressions with the function fs replaced by fdWith respect to the space-variable, numerical integration has to be applied. We decompose the integrand in (6.5) into a singular part with logarithmic singularity and a smooth part. Exact integration is used for the singular part. For the smooth part, Gaussian quadrature with three integration points in the reference interval is applied. This method is analogous to the computations for the harmonic single-layer operator [12, 13] . We remark that the integrand in (6.6) is a continuous function but the first derivatives have a logarithmic singularity. This fact has been taken into account in the numerical integration.
Numerical results
In the following examples the spatial domain is the unit circle Q = {x| |x| < 1} with boundary Y. We use the direct boundary integral approach, which leads to the single-layer operator equation Su = f. For the solution we have u = |x'|d"<P, where <9"0 is equal to the interior limit of the normal derivative. The examples are taken from [ 19] , where the Galerkin approximation is considered. For other results see [21, 25] .
First we consider the heat conduction problem Table 1 . The results indicate that convergence is slightly faster than quadratic with respect to the time-step. The rate is computed by using the formula ln(e(64)/e(128))/ln2, where e(128),e(64) are the L2 errors for h' = m > 64 ' respectively. where the numbers ßik are the positive roots of the function J\(z). In Table  2 For this example we illustrate the L2 convergence in Figure 1 . The curves corresponding to constant space steps hg = |, ^ , ¿ , ¿ are drawn by using a logarithmic scale. Thus, the slope represents the rate of the convergence. The lines starting from the upper left corner correspond to convergence rates cf(h), (f(hi), (f(h2). It seems that convergence is quadratic with respect to the L2 norm if the time-step is sufficiently small compared to the space-step. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
We have also done experiments regarding the run time of the program. In Table 3 the percentile distribution of execution time is presented when the program, written in Turbo C language, was run on a Everex Step 386 SX/387 SX, 16 MHz. The data for Table 3 was collected from the output of the Turbo Profiler program. It turns out that about 56-70% of the execution time is used for setting up the linear equations. We remark that special care must be taken in the computation of the exponential integral function. 
