On the distribution of integer points on curves of genus zero  by Silverman, Joseph H.
Theoretical Computer Science 235 (2000) 163{170
www.elsevier.com/locate/tcs
On the distribution of integer points on curves
of genus zero
Joseph H. Silverman 1
Department of Mathematics, Brown University, Box 1917, Providence, RI 02912, USA
Abstract
Let CAn be a geometrically irreducible ane curve of (geometric) genus 0 dened over
Z such that C(Z) is an innite set. We use elementary methods to describe the distribution of
C(Z) in C(R) relative to the real topology. c© 2000 Elsevier Science B.V. All rights reserved.
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The study of integral points on ane curves has a long history. The denitive
niteness theorem, due to Siegel [6], says that a geometrically irreducible ane curve C
has only nitely many integral points unless it has geometric genus 0 and at most
2 points at innity. In those cases where Siegel’s theorem allows the possibility of
innitely many integral points, there is an underlying (additive or multiplicative) group
action which can be used to describe the distribution of the integral points. In this note
we will prove two theorems illustrating this last statement. As a corollary, we will
prove a conjecture of Rojas [4] concerning the distribution of integral points relative
to the real topology. Little of the material in this note will be new to the \experts",
but we hope that an elementary exposition will be a useful addition to the literature.
Remark. A classical work of Runge [5] gives a necessary condition for a plane curve
C :f(x; y)= 0 to possess innitely many integral points in terms of the Puiseux expan-
sion of the point(s) of C at innity. Using similar methods, Ayad [1] extends Runge’s
work and gives a classication for plane curves similar to the description given below.
We will not make use of Puiseux expansions in this paper.
We set the following notation, which will remain xed throughout this note:
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C An, a geometrically irreducible ane curve of (geometric) genus 0 dened
over Z.
C Pn, the Zariski closure of C in Pn.
C1=( CnC)(C), the set of point(s) \at innity" on C.
C(Z) the set of integral points on C.
Remark. Note that the geometric genus of C is, by denition, the genus of a desingu-
larization of the completion C. Also, when we say that C is dened over Z, we mean
simply that it is given as the zero locus of a nite collection of polynomials having
integer coecients.
Theorem A. The set of integral points C(Z) is innite if and only if one of
the following two conditions is satised:
(a) C1 consists of one point (necessarily rational) and C(Z) contains at least one
non-singular point.
(b) C1 consists of two points which are conjugate over a real quadratic eld and
C(Z) contains at least one non-singular point.
Theorem B. Assume that C(Z) is an innite set; and let BC(R)Rn be a con-
nected and unbounded set ( for the real topology). Then B\C(Z) is an innite set.
Remark. A slightly weaker, but useful, version of Theorem B is as follows. If C(Z) is
an innite set, then the closure of C(Z) in C(R) (for the real topology) is equal to C1.
In other words, if #C(Z)=1, then every real point at innity is an accumulation point
of C(Z).
As a special case of Theorem B, we obtain an armative answer to Conjecture 1
in Section 6 of Rojas [4].
Corollary C. Suppose C C2 is a curve dened over Z and irreducible over C. Sup-
pose further that C(Z) is an innite set and that some irreducible component of C(R)
has non-compact intersection with the rst quadrant. Then C contains innitely many
positive integral points; that is; innitely many points (x; y)2Z2 with x; y>0.
As is stated in [4], Corollary C \combined with a little quantier elimination over R
immediately implies the equivalence of the computability of BigN;2 and BigZ;2".
Roughly speaking, these two functions calculate the size of the largest integral point
(respectively largest integral point with postive coordinates) on an algebraic plane
curve. The computability of either function is an open problem, hence it is of value to
know that the computatibility of one is equivalent to the computability of the other.
We begin with a geometric description of the curve C which will be used for the
proofs of Theorems A and B. We will make the following assumption:
C(Z) contains a non-singular point: (NS)
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Note that this is a very reasonable assumption. For example, if #C(Z)=1, then it is
automatically true; and in any case, the singular integral points are easily computable
by using the Jacobian criterion to compute all of the singular points and then checking
which ones are integral.
We use ane coordinates (x1; : : : ; xn) on An, and we use homogeneous coordinates
[X0; X1; : : : ; Xn] on Pn, where xi=Xi=X0.
The curve C may be singular, but after a nite number of blow-ups of singular
points, we arrive at a smooth projective curve ~C and a birational morphism ~C! C
dened over Q. Outside of the set of singular points of C, the map ~C(Q)! C(Q) is
bijective, so our assumption (NS) implies that ~C(Q) 6= ;.
The curve C has geometric genus 0 by assumption, so ~C is a smooth curve of genus 0
with a rational point, say P0 2 ~C(Q). It follows from the Riemann{Roch theorem (see
[2, IV.1.3] or [7, II.5.5c and II.5.8]) that ~C is isomorphic over Q to P1. To see this, let
D=(P0)2Div( ~C) be the divisor consisting of the point P0 with multiplicity 1. Then
Riemann{Roch implies that
‘(D)= deg(D)− g( ~C) + 1=2
and that the map
~C!jDj =P1Q
has degree 1. Hence the map is an isomorphism. (Here jDj is the linear system asso-
ciated to D, that is, jDj= fE 2Div( ~C): EDg. In general, jDj is a projective space
of dimension ‘(D)− 1.)
With this identication, we obtain a birational morphism dened over Q,
 :P1! C Pn:
Choosing homogeneous coordinates [S; T ] on P1, we write
([S; T ])= [0(S; T ); 1(S; T ); : : : ; n(S; T )];
where 0; : : : ; n 2Z[S; T ] are homogeneous polynomials of degree d with integer co-
ecients. Without loss of generality, we may assume that 0; : : : ; n have no common
factors (i.e., no common zeros in P1(C)), since otherwise we may cancel this common
factor without aecting the map.
Since (P1(Q)) diers from C(Q) by at most nitely many points, it suces to
study the points in C(Z) which are in the image (P1(Q)). We will always write
points [s; t]2P1(Q) in normalized form, by which we mean s; t 2Z, gcd(s; t)= 1,
s>0, and if s=0, then t=1. Then for [s; t]2P1(Q), we see that
([s; t])2C(Z) , 0(s; t) divides i(s; t) for all 16i6n:
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The fact that 0; : : : ; n have no common zeros in P1(C) implies that there are
polynomials f0; : : : ; fn; g0; : : : ; gn 2Z[S; T ] and non-zero integers R and e so that
f0(S; T )0(S; T ) +   + fn(S; T )n(S; T )=RSe;
g0(S; T )0(S; T ) +   + gn(S; T )n(S; T )=RTe:
(1)
This follows from the Nullstellensatz, or more simply by dehomogenization and the
fact that Q[X ] is a principal ideal domain. The number R is a sort of resultant.
Now suppose that [s; t]2P1(Q) satises ([s; t])2C(Z). This means that 0(s; t)
divides each of the other i(s; t)s, so substituting (s; t) into (1), we see that
0(s; t) divides both Rse and Rte. However, we have normalized so that gcd(s; t)= 1,
so 0(s; t) must divide R. Note that the integer R is xed, independent of (s; t). We
record this important fact for later reference.
([s; t])2C(Z) ) 0(s; t) divides R: (2)
The pull-back of the set C1 to P1 is equal to
−1(C1)= f[s; t]2P1(C): 0(s; t)= 0g:
We are now going to describe the set C(Z) in the four cases that C1 consists of at
most two non-singular points. Thus we consider the cases that 0 has a single root
in P1(Q), two roots in P1(Q), or a pair of conjugate roots in P1(K) for either an
imaginary or a real quadratic extension K=Q.
Case 1: C1 consists of one point (dened over Q).
In this case we have
0(S; T )= (S + T )d for some ; ; 2Z:
The assumption (NS) says we can choose a point [s0; t0]2P1(Q) with ([s0; t0])2C(Z).
Let M =0(s0; t0). The fact that ([s0; t0])2C(Z) implies that M divides i(s0; t0) for
each 16i6n. Now we observe that
0(s0 + kM; t0 − kM)=0(s0; t0)=M for every k 2Z;
while it is clear that
M divides i(s0 + kM; t0 − kM) for every k 2Z:
Hence in Case 1 we obtain an almost injective map
Z!C(Z); k 7!([s0 + kM; t0 − kM ]):
(We say \almost injective" because  may fail to be injective at nitely many points.)
In particular, C(Z) is innite in Case 1.
Case 2: C1 consists of two points dened over Q.
In this case 0 has the form
0(S; T )= (S + T )d−e(S + T )e; (3)
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where ; ; ; , 2Z,  6=0, 0<e<d, and  6= . Note that the last condition ensures
that −1(C1)= f[;−]; [;−]g consists of two distinct points.
Suppose now that ([s; t])2C(Z). As explained above (2), 0(s; t) must then
divide R. Substituting into (3), we nd that
s+ t=R1 and s+ t=R2 (4)
for some integers R1; R2 satisfying R1R2jR. There are only nitely many possibilities
for the integers R1; R2, and the condition  6=  means that the equations (4) have at
most one solution in integers. Hence in Case 2, we have proven that C(Z) is a nite
set.
Case 3: C1 consists of two points dened over a quadratic imaginary eld.
In this case 0 has the form
0(S; T )= (S 2 + ST + T 2)d=2;
where ; ; ; 2Z,  6=0, and 2−4<0. We know from above (2) that if ([s; t])2
C(Z), then 0(s; t)jR. In particular, j0(s; t)j6R, so
jS 2 + ST + T 2j6 (R=)2=d:
But the interior of an ellipse contains only nitely many integer points, so C(Z) is
nite in Case 3.
(There is actually a quicker way to handle this case. Since Case 3 assumes that C1
consists only of non-real points, it follows that C(R) contains no points at innity.
Hence C(R) is bounded for the real topology, hence compact, hence contains only
nitely many integral points.)
Case 4: C1 consists of two points dened over a real imaginary eld.
In this case 0 has the form
0(S; T )= (S 2 + ST + T 2)d=2; (5)
where ; ; ; 2Z,  6=0, 2−4>0, and 2−4 is not a perfect square (otherwise
we would be back in Case 2). In order to simplify our exposition, we are going to
make the change of coordinates,
(S; T )!

S − 
2
T; T

:
Having done this, we then multiply all of the i’s by an appropriate integer so as to
clear the resulting denominator in 0. Note that we have not changed the curve C
or the set C(Z), we have merely changed the coordinates on the P1 used for the
parametrization  :P1! C. The polynomial 0 now has the form
0(S; T )= a(bS 2 − dT 2)d=2
for integers a; b; d satisfying b; d>0. (If b; d<0, we switch the role of S and T .)
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As in Case 1, we use our assumption (NS) to choose a point [s0; t0]2P1(Q) so that
([s0; t0])2C(Z), and we let M =0(s0; t0). Let (u1; v1) be the smallest positive solu-
tion to the Pell equation
U 2 − bdV 2 = 1;
which also satises the congruence conditions
u1 1 (modM) and v1 0 (modM):
It is easy to see that such a solution exists using the pigeon-hole principle (cf. the proof
in Chapter 31 of [8]). In fancier language, we are taking a generator for the kernel of
the homomorphism
funits of norm 1 in Z[
p
bd ]g! (Z[
p
bd ]=MZ[
p
bd ]):
Since the left-hand side is innite and the right-hand side is nite, it is clear that the
kernel is innite.
For every integer k 2Z, we dene (uk ; vk) by the formula
uk + vk
p
bd=(u1 + v1
p
bd )k :
Every (uk ; vk) satises
u2k − bdv2k =1; uk  1 (modM); vk  0 (modM):
Further dene
sk = s0uk + dt0vk and tk = bs0vk + t0uk :
It is then a simple matter to verify that
bs2k − dt2k = bs20 − dt20 for every k 2Z;
and hence that 0(sk ; tk)=0(s0; t0)=M for every k 2Z. Further, the congruence prop-
erties of (uk ; vk) imply that sk  s0 (modM) and tk  t0 (modM).
Hence for every k 2Z and each 16i6n, we have
i(sk ; tk)i(s0; t0) 0 (modM);
where the second congruence follows from our original assumption that M =0(s0; t0)
divides each i(s0; t0). To recapitulate, we have shown that for every k 2Z, the integer
0(sk ; tk)=M divides each of the values i(sk ; tk), 16k6n. Therefore, ([sk ; tk ])2
C(Z) for every k 2Z. We have thus dened an almost injective map
Z!C(Z); k 7!([sk ; tk ]);
although in this case the cyclic group Z really represents a subgroup of the group of
units in a real quadratic eld (or equivalently, a subgroup of the group of solutions
of a Pell equation). In particular, C(Z) is innite in Case 4.
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Using the above description of C(Z), it is now a simple matter to complete the
proofs of Theorems A and B.
Proof of Theorem A. Suppose rst that C(Z) is innite, so in particular C(Z) contains
at least one non-singular point. Siegel’s theorem [6] implies that C must have geometric
genus 0 (which we already assumed) and that C1 consists of at most two points,
necessarily non-singular. Hence we are reduced to the four cases considered above, and
only Cases 1 and 4 allow C(Z) to be innite. This proves one direction of Theorem A.
For the other direction, we need merely note that condition (a) of the theorem
is precisely Case 1 and condition (b) of the theorem is precisely Case 4, and we
proved above that C(Z) is innite in both Cases 1 and 4. This completes the proof of
Theorem A.
Proof of Theorem B. We are given that C(Z) is innite, so Theorem A tells us
that C1 consists either of one point, or else it consists of two points which are
conjugate over a real quadratic eld. In other words, we are in either Case 1 or Case 4
as described above.
Suppose rst that we are in Case 1. We continue with the notation used in analyzing
that case. Consider the given connected unbounded set BC(R) and its inverse image
−1(B)P1(R). The unboundedness of B implies that the real closure of −1(B) con-
tains −1(C1)= f[;−]g. On the other hand, the set f[s0 + kM; t0 − kM ]: k 2Zg
clearly has the point [;−] as an accumulation point. Hence,
−1(B)\f[s0 + kM; t0 − kM ]: k 2Zg
is an innite set, and applying  to this set shows that the same is true of B\C(Z).
Next consider Case 4, where again we continue with the notation from above. The
unboundedness of B implies that the real closure of −1(B) contains at least one of
the two points in the set
−1(C1)= f[
p
d;
p
b ]; [−
p
d;
p
b ]g:
On the other hand, the set f[sk ; tk ]: k 2Zg has both of the points [
p
d;
p
b ] and
[−pd;pb ] as accumulation points, one of them as k!1 and the other as k!−1.
Hence,
−1(B)\f[sk ; tk ]: k 2Zg
is an innite set, and applying  to this set shows that the same is true of B\C(Z).
This completes the proof of Theorem B.
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