When a gravitationally lensed source crosses a caustic, a pair of images is created or destroyed. We calculate the mean number of such pairs of micro-images n for a given macro-image of a gravitationally lensed point source, due to microlensing by the stars of the lensing galaxy. This quantity was calculated by Wambsganss, Witt & Schneider (1992) for the case of zero external shear, γ = 0, at the location of the macro-image. Since in realistic lens models a non-zero shear is expected to be induced by the lensing galaxy, we extend this calculation to a general value of γ. We find a complex behavior of n as a function of γ and the normalized surface mass density in stars κ * . Specifically, we find that at high magnifications, where the average total magnification of the macro-image is µ = |(1 − κ * ) 2 − γ 2 | −1 ≫ 1, n becomes correspondingly large, and is proportional to µ . The ratio n / µ is largest near the line γ = 1 − κ * where the magnification µ becomes infinite, and its maximal value is 0.306. We compare our semi-analytic results for n to the results of numerical simulations and find good agreement. We find that the probability distribution for the number of extra image pairs is reasonably described by a Poisson distribution with a mean value of n , and that the width of the macro-image magnification distribution tends to be largest for n ∼ 1.
INTRODUCTION
Gravitational microlensing by the stars of a lensing galaxy can have a large effect on the magnification of lensed sources (Chang & Refsdal 1979; Young 1981; Paczyński 1986 ). As the macro-images of multiply imaged sources are typically located in relatively dense star fields of the lensing galaxy, microlensing is quite common in such systems. The typical angular separation separation between the micro-images of a cosmological source due to a stellar mass micro-lens is of order 1 micro-arcsecond, which is far too small to be resolved. For the time being, the only observable manifestation of microlensing is to change the magnification of the macro-image relative to the average magnification that is predicted for the smoothed out surface mass density profile of the galaxy.
The first observational evidence for quasar microlensing was found by Irwin et al. (1989) in the quadruple system Q2237+0305, which subsequently has been monitored by many groups (Corrigan et al. 1991; Burud et al. 1998; Lewis et al. 1998 , Woźniak et al. 2000a . In particular the latest results show that all four quasar images vary dramatically, going up and down by more than one magnitude on timescales of less than a year. The fact that individual (caustic-crossing) events can be clearly distinguished allows to put upper limits on the source size (Wambsganss, Paczyński & Schneider 1990; Yonehara 1999 Yonehara , 2001 Wyithe et al. 2000) .
In the double quasar Q0957+561, originally there was an almost linear change detected in the (time-shifted) brightness ratio between the two images (∆m AB ≈ 0.25 mag over 5 years), which was interpreted as microlensing by solar type stars. But since about 1991, this ratio stayed more or less "constant" within about 0.05 mag, so not much microlensing was going on in this system recently (Schild 1996; Pelt et al. 1998 ). How-ever, even the "lack of microlensing" in this system can be used to put limits on compact dark matter in the halo of the lensing galaxy (Wambsganss et al. 2000) .
A number of other multiple quasar systems are being monitored more or less regularly, with some showing indications of microlensing, e.g. H1413+117 (Østensen et al. 1997 ), B0218+357 (Jackson et al. 2000) , or HE1104-1805 (Gil-Merino et al. 2002 . For a recent review on quasar microlensing see Wambsganss (2001) .
Microlensing has recently been suggested as the source of short time scale low-level variability in the time delayed light curves of multiple images of quasars (Wyithe & Loeb 2002) , and might help study the properties of broad-line clouds in quasars. A better understanding of the microlensing by stars in galaxies would provide a better handle on the probability distribution for microlensing of cosmological sources (Wyithe & Turner 2002 ) that is relevant for Gamma-Ray Bursts (GRBs), especially in light of a possible microlensing event that was observed in the optical and near IR light curve of the afterglow of GRB 000301C (Garnavich, Loeb & Stanek 2000; Gaudi, Granot & Loeb 2001; Koopmans & Wambsganss 2001) Another example where microlensing may play an important role is in explaining the flux ratio anomalies observed in close pairs of images of quadruply lensed quasars (Schechter & Wambsganss 2002) . Such systems are usually modeled using a simple smooth surface mass density profile for the galaxy, possibly with the addition of an external shear. While these models successfully reproduce the observed locations of the macroimages, the flux ratios they predict are quite often in poor agreement with observations. Specifically, the theoretical flux ratio for a close pair of highly magnified macro-images is 1:1, while observations show a difference of up to one magnitude. For example, MG0414+0534 has an observed flux ratio of 2:1 in the optical (Hewitt et al. 1992; Schechter & Moore 1993) , while in the radio the flux ratio is 1:1 (Trotter et al. 2000) . There are also alternative explanations for these flux ratio anomalies, such as intervening dust (Lawrence et al. 1995) or millilensing by galactic sub-structure (Mao & Schneider 1998; Metcalf & Madau 2001; Dalal & Kochanek 2002) . The study of microlensing can help distinguish between these alternative explanations, and may be useful in constraining the sub-structure of galaxies.
In many cases the study of microlensing cannot be done analytically, and much of the work is done using numerical simulations. The magnification distributions of the macro-image (MDMs) are particularly important for understanding the observed properties of lensed systems. The latter have been calculated for a wide range of parameters using numerical simulations (Wambsganss 1992; Rauch et al. 1992; Lewis & Irwin 1995 , 1996 Schechter & Wambsganss 2002) . While simulations are applicable to a wide range of problems, and are in many cases the only available technique, they are usually time consuming and do not always provide a qualitative understanding of the results. Specifically, they do not seem to provide an explanation for the detailed structure that is present in the MDMs that they produce.
In a recent paper, Schechter and Wambsganss (2002) explained the flux ratio anomalies as resulting from a different qualitative behavior of the MDMs for macro-minima and macro-saddlepoints in the arrival time surface, that results in a larger probability for de-magnification (relative to the average magnification) of saddlepoints, compared to minima. This is in agreement with the observations of MG0414+0534 and four other recently discovered quadruple systems (Reimers et al. 2002; Inada et al. 2002; Burles et al, in preparation; Schechter et al., in preparation) in all of which the fainter image in a pair corresponds to a saddlepoint, while the brighter image corresponds to a minimum.
The structure of the MDMs seems to be tightly related to the probability distribution for the number of extra micro-image pairs (EIPs) corresponding to a given macro-image (Rauch et al. 1992 ). This may be expected since the magnification of the macro-image is simply the sum of the magnifications of all the micro-images that it is composed of. An analytic expression for the mean number of EIPs was derived by Wambsganss, Witt & Schneider (1992, hereafter WWS) for the case of zero external shear. In §2 we generalize this result for arbitrary values of the external shear, and obtain a semi-analytic expression. More detailed expressions are provided in Appendix A, along with an analytic result for the case of equal shear and convergence in stars. In §3 we compare our analytic results to numerical simulations, and find good agreement. We also show that the probability distribution for the number of extra micro-image pairs is reasonably described by a Poisson distribution. The possible implications of our results are discussed in §4.
ANALYTIC RESULTS
In this section we calculate the mean number of positive parity micro-images N , and the mean number of extra microimage pairs (EIPs) n , that are induced by the random star field of the lensing galaxy near the location of a macro-image. The macro images are located at stationary points (i.e. minima, saddlepoints or maxima) of the time delay (Fermat) surface of the smoothed out surface mass density distribution of the lensing galaxy. The source size is assumed to be small compared to the Einstein radius of the stars in the galaxy and compared to the typical distance between caustics, so that we may assume a point source. In this limit the probability distribution of the random shear caused by the star field and the resulting distributions of the number of micro-images and total magnification of the macro-image are independent of the mass spectrum of the stars (Schneider & Weiss 1988) . The remaining parameters on which the microlensing characteristics in this case might still depend are the normalized surface mass density in stars κ * and in a smooth component (dark matter) κ c , as well as the large scale shear of the galaxy γ. However, Paczyński (1986) has shown that such a model is always equivalent to a model with effective convergence and shear given by
,
and with no smooth component (κ e f f c ≡ 0). The effective magnification in this model is related to the true magnification by µ e f f = µ(1 − κ c ) 2 . Therefore, without loss of generality, we restrict ourselves to κ c = 0, while letting κ * and γ vary.
Each pair of micro-images (EIP) consists of a saddlepoint and a minimum, and thereby includes one positive parity image. For a macro-minimum there is also an additional positive parity micro-image corresponding to the global minimum. Therefore, n = N − 1 for a macro-minimum and n = N otherwise, where n is the number of EIPs, and N is the number of positive parity micro-images. This also carries through to the average values of these quantities:
It is therefore sufficient to calculate one of these quantities in order to determine the other. The values of N and n for the case of zero external shear (γ = 0) were calculated by WWS. In this work we follow their analysis and generalize their result to the case of a non-zero shear γ. The average total magnification of the macro-image is given by
As the magnification is solely due to area distortion, flux conservation implies that a sufficiently large area A d in the deflector plane will be (backward) mapped onto an area A s = A d / µ in the source plane (when projected onto the deflector plane, so that it extends the same solid angle from the observer). The mean number of positive parity micro-images N is equal to the multiplicity q by which regions of positive parity within A d , when mapped onto A s , cover A s . The probability distribution of the random shear produced by the stars is given by (Nityananda & Ostriker 1984; Schneider, Ehlers & Falco 1992) where S 1 and S 2 are the two components of the internal shear.
As we assume that κ c = 0 and that the stars are point masses, the convergence vanishes everywhere (except at the locations of the stars, where it is infinite, but these form a set of measure zero for any finite area on the deflector plane) and the local magnification at a given location in the star field is just due to the shear at that point
where for convenience we have chosen S 1 to lie in the direction of the external shear γ. The area
. This integral may be evaluated analytically. However, the resulting expression is long and cumbersome so that we prefer not to write it down explicitly. Instead, we show contour plots of n and n / µ in Figure 1 , and provide the values of N / µ at representative points of (κ * , γ) in Table 1 . In Appendix A we reduce the expression in equation (6) to a one dimensional integral in two different ways (so that N may be easily evaluated numerically) and provide an analytic expression for the case where γ = κ * . For γ = 0, equation (6) reduces to a simple analytic expression (WWS):
For κ * = 0, there are no extra images due to stars, and we have either one positive parity image for a macro-minimum (N = N = 1 for γ < 1) or none for a macro-saddlepoint (N = N = 0 for γ > 1). Hence, for κ * = 0 we have:
As can be seen from equation (6), the ratio N / µ remains finite and varies smoothly with γ and κ * near the lines of infinite average total magnification µ in the γ − κ * plane (i.e. γ = |1 − κ * |). Together with equation (2) this implies the same for the ratio n / µ along the line γ = κ * − 1, while along the line γ = 1 − κ * it is continuous but its derivative is discontinuous in any direction that is not along this line (as can be seen in the lower panel of figure 1 ). Furthermore, n / µ decreases on either side of the line γ = 1 − κ * , and therefore attains its maximal value along this line, ( n / µ ) max = 0.306136 at (κ * , γ) = (0.37895, 0.62105). For µ ≫ 1 (γ ≈ |1 − κ * |), small changes in γ or κ * can cause large changes in µ and n , while the ratios n / µ or N / µ remain approximately constant. In this region, when crossing the line of infinite magnification γ = 1 − κ * , from a macro-minimum (γ < 1 − κ * ) to a macro-saddlepoint (γ > 1 − κ * ), N decreases by 1 (corresponding to the macro-minimum that disappears), but since N is infinite at this line, this amounts to a zero fractional change in N .
COMPARISON TO NUMERICAL SIMULATIONS
In this section we compare the analytic results of §2 to the results of numerical simulations. Combining a ray shooting code (Wambsganss 1990 (Wambsganss , 1999 with a program that detects the location of the caustics (Witt 1993) as in WWS, we extract additional information on image multiplicity and magnification. Whenever the source crosses a caustic, a pair of images consisting of a micro-saddlepoint and a micro-minimum are created or destroyed. Each simulation is based on a particular realization of the random star field, that determines a caustic network in the source plane, and in principle determines the number of such extra image pairs (EIPs) at any point in the source plane. In order to calculate the average number of EIPs, n , from the results of a simulation, we identify the regions with different number of EIPs, n, on the source plane, and calculate the fraction f n of the source plane that they cover, which is equal to the probability p n of having n EIPs at a random location on the source plane. This is illustrated in Figure 2 . Pixels in the source plane that are crossed by caustics (which are colored in yellow in Figure 2 ) are attributed to the corresponding higher image number. There are also parts of the source plane for which it is very difficult to uniquely identify n (corresponding to the black regions in Figure 2 ) due to the occasionally complex caustic structure, combined with the finite pixel size of the simulation. These regions are left out when calculating f n . The "unidentified" regions correspond to ∼ 1% of the source plane, and a large fraction of these regions probably corresponds to relatively high values of n. However, as we do not know exactly what distribution of multiplicity n we should assign to these regions, and lacking a better option, we simply assign to them the same distribution of the identified regions:
This is equivalent to leaving out the unidentified regions entirely, and normalizing the probability distribution of p n . The average number of pairs for the simulation is then given by n sim = n n p n .
Since we have simple analytic expressions for n for γ = 0 (WWS, see equation 7) and for κ * = 0 (equation 8) we chose values of (κ * , γ) along the line κ * = γ for the simulations, so that they would serve as a good check for our analytic results. An additional advantage of this choice is that it corresponds to the interesting case of a singular isothermal sphere (for κ c = 0). We performed three simulations, two for macrominima (κ * = γ = 0.333, 0.400 with µ ∼ = 3, 5) and one for a macro-saddlepoint (κ * = γ = 0.666 with µ ∼ = 3). The results of the simulations are shown in Tables 2 and 3. For κ * = γ = 0.333, 0.400 and 0.666, n sim is 3.7%, 3.3% and 7.7%, respectively, lower than the analytic result n from §2 (denoted by n th in Table 2 ). The values of n sim in Table 2 were calculated according to equation (10) which assigns the p n distribution of the regions with identified image multiplicity n in the source plane to the unidentified regions. However, as mentioned above, the unidentified regions are typically related to complicated caustic structures, and are hence more likely to contribute to larger values of n compared to the identified regions. If the average n of the unidentified regions is say, 5, this would make n sim 1.1% higher, 2.6% higher and 1.1% lower than n , for κ * = γ = 0.333, 0.400 and 0.666, respectively. The latter should assume values of 3.96, 3.19 and 5.70, for κ * = γ = 0.333, 0.400 and 0.666, respectively, in order for n sim to be exactly equal to n . One should also keep in mind the "cosmic" variance, i.e. the fluctuations between the results of different simulations for the same κ * and γ, due to different statistical realizations of the star field over a finite region in the deflector plane. We therefore conclude that there is good agreement between the results of the numerical simulations and our analytic results for the average number of EIPs n .
The average total magnifications from the simulations, µ sim , are 3.1%, 0.16% and 3.5% lower than their theoretical values for κ * = γ = 0.333, 0.400 and 0.666, respectively. The scatter in µ sim can be attributed to the "cosmic" variance. The fact that µ sim is on average slightly lower than its theoretical value arises since we consider finite regions in the deflector plane and in the source plane. Rays that fall very close to a star in our deflector field suffer very large deflection angles which may take them outside of our source field; these are not compensated for by rays with large deflection angles from stars outside of our deflector field, that should have been deflected into our source field (see Katz, Balbus, Paczyński 1986; Schneider & Weiss 1987) . We conclude that the numerical simulations are in good agreement with the theory on the value of µ , as well.
The magnification distribution of the macro-image (MDM), p(µ), where p(µ)dµ is the probability that the total magnification of the macro-image is between µ and µ + dµ, can be expressed as a sum over the contributions from regions with different numbers of EIPs n,
where p n (µ)dµ = (d p n /dµ)dµ is the probability of having n EIPs and a total magnification between µ and µ + dµ, with the normalization 
In Figure 3 we show the results for p n from our simulations (that are given in Table 2 ), along with a Poisson distribution:
where the solid line is for a = n and the dashed line is for a = n sim , calculated according to equation (10). A Poisson distribution provides a reasonable fit to the results of all our simulations. For large values of n there is a relatively larger deviation from a Poisson distribution. This results, in part, from the difficulty in identifying regions with large n in the source plane. One should also keep in mind that the "cosmic" variance in p n becomes larger with increasing n. There still seem to be some systematic deviations from a Poisson distribution, however they appear to be small for relatively low values of n, which cover most of the source plane. We therefore consider a Poisson distribution for p n to be a reasonable approximation. Figure 4 shows plots of µp(µ) and µp n (µ) from our simulations. The shape of p n (µ) for different n seems quite similar, while the average magnification,
and the normalization, p n , are different.
DISCUSSION
We have calculated the mean number of extra micro-image pairs n of a point source, as a function of κ * and γ. The results are shown in Figure 1 and Table 1 . One dimensional integrals for general values of (κ * , γ) and an analytic result for the case γ = κ * are presented in Appendix A. Near the lines of infinite magnification in the γ − κ * plane (γ = |1 − κ * |), n diverges, and is proportional to the mean macro-magnification µ . The ratio n / µ is continuous along these lines and varies smoothly along the line γ = κ * − 1, while its derivative is discontinuous along the line γ = 1 − κ * in directions that are not along this line. This creates a "ridge" in n / µ along the line γ = 1 − κ * , where it also peaks at (κ * , γ) = (0.379, 0.621) with ( n / µ ) max = 0.306. The analytic results for n are in good agreement with the results of numerical simulations we performed for κ * = γ = 0.333, 0.400 and 0.666 (as can be seen in Table 2 ).
We find that the probability distribution p n for the number of extra image pairs (EIPs) n, that is calculated from numerical simulations, may be reasonably described by a Poisson distribution. This result holds both for the numerical simulations performed in this paper (e.g. Table 3 and Figures 2 and 3) , and for numerical simulations from previous works (Rauch et al. 1992 ). Furthermore, the shape of the magnification distribution p n (µ) of regions with a given n appears to be similar for different values of n, where only the overall normalization p n and mean magnification µ n depend on n (see Figure 4) .
The mean number of EIPs n can serve as a rough measure for the width of p(µ), the magnification distributions of the macro-image (MDM). For n ≪ 1 there is little contribution to the MDM from regions in the source plane with n > 0, since these regions cover only a small fraction of the source plane. For n ≫ 1 the Poisson distribution p n , for n, approaches a Gaussian distribution with a mean value of n and a standard deviation of σ = n 1/2 , so that only ∼ n 1/2 different values of n, around n ≈ n will have a noticeable contribution to the MDM. We also note that the average magnification from regions with n EIPs, µ n , is approximately linear in n (see Table 3), so that we expect ∆µ/ µ ∼ n −1/2 ≪ 1. Therefore, the width of the MDM is expected to be largest for n ∼ 1. This seems to be in rough agreement with the results of numerical simulations (Wambsganss 1992; Irwin & Lewis 1995; Schechter & Wambsganss 2002) . This research was supported by grants NSF PHY 00-70928 (JG) and NSF AST 02-06010 (PLS). PLS is grateful to the John Simon Guggenheim Foundation for the award of a fellowship. We thank Hans Witt for providing his code for the determination of the location of the caustics, and Scott Gaudi for his careful reading of the manuscript and useful comments.
APPENDIX A
The inner integral in equation (6) may be solved analytically, reducing it to a single integral
where µ = |(1 − κ * ) 2 − γ 2 | −1 [see equation (3)] and
This integral may be easily evaluated numerically. Alternatively, changing variables in equation (6) to r and φ where x = γ + S 1 , y = S 2 , r 2 = x 2 + y 2 and tan(φ) = y/x, gives
For the case of γ = κ * , corresponding to a singular isothermal sphere, we obtain an analytic result:
where
D * (E * ) is the complex conjugate of D (E), and NOTE.-The first column labels the simulation, through the values of the normalized surface mass density in stars, κ * , and the external shear, γ. The next two columns provide the average number of extra image pairs calculated from the simulation (according to equation 10), n sim , and the theoretical prediction for this quantity, n th , calculated using equations (2) and (6). The last two columns are the average magnification of the simulation µ sim , and the theoretical average magnification µ th (from equation 3). NOTE.-The first column labels the simulation, through the values of κ * = γ. The remaining five columns are the number of extra image pairs n, the corresponding fraction of the source plane f n , its cumulative value up to n, its normalized value p n calculated according to equation (9), and the mean magnification of regions with n extra micro-image pairs, µ n (that are marked by inverted triangles in Figure 4 ). (13)] where the solid line is for the analytical (theoretical) mean value n , and the dashed line is for the mean value from the simulation n sim , calculated according to equation (10 4. -A log-log plot of the magnification distribution for the macro-image µp(µ) (uppermost black line), for our simulations, and its decomposition, µpn(µ), to the contributions from regions with different numbers of extra image pairs, n. The green, red, blue, cyan, magenta, yellow and lower black lines, correspond to n = 1 through 6, respectively. The same color coding applies to the inverted triangles which represent the average magnification from regions with n extra micro-image pairs, µ n .
