Tests based on sample mean vectors and sample spatial signs have been studied in the recent literature for high dimensional data with the dimension larger than the sample size. For suitable sequences of alternatives, we show that the powers of the mean based tests and the tests based on spatial signs and ranks tend to be same as the data dimension grows to infinity for any sample size, when the coordinate variables satisfy appropriate mixing conditions. Further, their limiting powers do not depend on the heaviness of the tails of the distributions. This is in striking contrast to the asymptotic results obtained in the classical multivariate setup. On the other hand, we show that in the presence of stronger dependence among the coordinate variables, the spatial sign and rank based tests for high dimensional data can be asymptotically more powerful than the mean based tests if in addition to the data dimension, the sample size also grows to infinity. The sizes of some mean based tests for high dimensional data studied in the recent literature are observed to be significantly different from their nominal levels. This is due to the inadequacy of the asymptotic approximations used for the distributions of those test statistics. However, our asymptotic approximations for the tests based on spatial signs and ranks are observed to work well when the tests are applied on a variety of simulated and real datasets.
Introduction
For univariate data, nonparametric tests based on signs and ranks are well-known competitors of tests based on sample means like the t-test. These nonparametric tests have distribution-free property, and they are asymptotically more efficient than the mean based tests for non-Gaussian distri-butions having heavy tails. Although various extensions of these nonparametric tests have been proposed for multivariate data (see Puri and Sen (1971) , Oja (2010) and Hettmansperger and McKean (2011) ), they do not have the distribution-free property in general, and they are often implemented using their permutation distributions. However, like their univariate counterparts, they are usually asymptotically more efficient than the mean based Hotelling's T 2 test for multivariate non-Gaussian distributions with heavy tails (see Choi and Marden (1997) , Möttönen et al. (1997) , Marden (1999) and Oja (2010) ).
For high dimensional data, where the data dimension is larger than the sample size, Hotelling's T 2 test is not applicable due to the singularity of the sample dispersion matrix. Let X 1 , X 2 , . . . , X m and Y 1 , Y 2 , . . . , Y n be i.i.d. copies of independent random vectors X and Y in R d . For testing H 0 : E(X) = E(Y) against the alternative H A : E(X) = E(Y) for two high dimensional observations X and Y, Bai and Saranadasa (1996) proposed a test based on ||X − Y|| 2 , where X and Y are the sample means of the two samples. Chen and Qin (2010) proposed a test statistic after removing the terms m i=1 ||X i || 2 and n j=1 ||Y j || 2 appearing in the expansion of ||X − Y|| 2 , which makes the resulting statistic an unbiased estimator of ||E(X − Y)|| 2 . The one sample and the two sample statistics of Chen and Qin (2010) 
respectively, where (p) q = p(p − 1) . . . (p − q + 1) for integers p ≥ 1 and 1 ≤ q < p.
Well known multivariate spatial sign and rank based tests (see Möttönen and Oja (1995) , Möttönen et al. (1997) , Choi and Marden (1997) , Marden (1999) and Oja (2010) ) also involve inverses of dispersion matrices computed from the sample, which become singular when the data dimension exceeds the sample size. Wang et al. (2015) proposed a one sample test of the mean vector based on spatial signs given by
where S(x) = x/||x|| denotes the spatial sign of any x ∈ R d . A natural high dimensional version of the one sample spatial signed rank statistic can be defined using the idea of Wang et al. (2015) , and it is given by
Similarly, a two sample spatial rank statistic can be defined as
Note that T S , T SR and T W M W are unbiased estimators of ||E{S(X 1 )}|| 2 , ||E{S(X 1 + X 2 )}|| 2 and ||E{S(X − Y)}|| 2 , respectively.
In this article, we study the behaviours of different tests based on sample means, spatial signs and ranks under various probability models for high dimensional data. In Section 2, we prove that under appropriate mixing conditions on the coordinate variables and suitable sequences of alternatives, the limiting powers of the spatial rank based test and the mean based tests are the same as the data dimension grows to infinity. This is true for all sample sizes and irrespective of the heaviness of the tails of the underlying distributions. Analogous results hold for the one sample spatial sign and signed rank based tests and the mean based tests, and those are presented in subsection 2.1. These results are in striking contrast to the asymptotic results obtained in the traditional multivariate setup, where the data dimension is fixed and the sample sizes grow to infinity. In such a setup, the multivariate spatial sign and rank based tests are asymptotically less efficient than Hotelling's T 2 test for Gaussian distributions, and they are more efficient than the T 2 test for non-Gaussian distributions with heavy tails (see Möttönen et al. (1997) , Choi and Marden (1997) , Marden (1999) and Oja (2010) ). Recall that for multivariate Gaussian data, the Hotelling's T 2 test is actually the likelihood ratio test and the most powerful invariant test. In Section 3, we prove that in the presence of some stronger dependence among the coordinate variables, the limiting powers of the spatial sign and rank based tests can be more than those of their competitors based on sample means if we first let the data dimension and then the sample size to grow to infinity.
In Section 4, we demonstrate the performances of the tests based on sample means and spatial signs and ranks using some real datasets. In Section 5, we discuss the performances of these tests in comparison with some other mean based tests for high dimensional data available in recent literature. It is found that the sizes of some of the mean based tests are significantly different from their nominal sizes due to the inadequacy of the asymptotic approximations used for the distributions of the corresponding test statistics. The proofs of all the theorems are presented in Appendix -I.
Asymptotic behaviours of different tests under ρ-mixing
Let X = (X 1 , X 2 , . . .) be an infinite sequence of random variables defined over a probability space
(Ω, A, P ).
Definition 2.1 (Kolmogorov and Rozanov (1960) ). A sequence X is said to be ρ-mixing if ρ(d) = sup k≥1 sup f ∈F k ,g∈F d+k |Corr(f, g)| converges to zero as d → ∞. Here, ρ(·) is called the ρ-mixing coefficient of X , and F k denotes the σ-field generated by measurable square integrable functions of (X 1 , X 2 , . . . , X k ) for k ≥ 1.
We refer to Lin and Lu (1996) and Bradley (2005) for further details about ρ-mixing sequences.
Let X 1 , X 2 , . . . , X m and Y 1 , Y 2 , . . . , Y n be i.i.d. copies of independent random vectors X and Y in R d . We assume the following conditions.
(C1) X = µ 1 + V and Y = µ 2 + W for some µ 1 , µ 2 ∈ R d , where V and W are vectors formed by the first d coordinates of the zero mean, strictly stationary, and ρ-mixing sequences V = (V 1 , V 2 , . . .)
Examples of ρ-mixing sequences include m-dependent sequences, stationary ARMA(p,q) processes with white noise innovation process (see Lin and Lu (1996, Theorem 1.1 .2)), and hidden Markov models whose underlying generator sequences are stationary, Gaussian and geometrically ergodic Markov chains (see Bradley (2005, Theorem 3.7) ). For all of the above models, condition (C2) holds. Condition (C3) is trivially true under the null hypothesis H 0 : µ = 0. Note that when Σ 1 and Σ 2 are identity matrices, the second part of condition (C3) is automatically true if its first part holds. In general, the second part of condition (C3) holds if in addition to the first part, we have Chen and Qin (2010) worked in a setup, where X and Y are affine transformations of certain zero mean random vectors, whose coordinates are "pseudo-independent" (see (3.2) in p. 811 in that paper). The distributional assumptions in (C1) and (C2) cover many distributions that satisfy the model assumptions stated in (3.1) in Chen and Qin (2010, p. 811 ), e.g., distributions with independent coordinates, moving average processes and more generally m-dependent sequences as well as autoregressive processes. Fan and Lin (1998) considered the problem of testing equality of two mean curves for functional data, and they modelled the data as a finite dimensional one, where the data dimension is larger than the sample size. A class of probability models considered by them are stationary linear Gaussian processes, many of which satisfy the model assumptions considered above. Srivastava et al. (2013) studied a two sample mean based test based on the sum of squares of the coordinatewise t statistics and studied its properties assuming multivariate Gaussianity of the data, which includes many distributions satisfying Assumptions (C1) and (C2). A closely related test was proposed by Gregory et al. (2014) , and they studied its properties under α-mixing (see Lin and Lu (1996) ) conditions on the data, which is weaker than the ρ-mixing setup considered above. However, those authors required the existence of sixteenth order moments. Cai et al. (2014) proposed a mean based test for detecting sparse alternatives and studied its properties primarily under the assumption of multivariate Gaussianity of the data. Feng et al. (2015) proposed a modification of the test in Srivastava et al. (2013) and they worked in a setup similar to that considered by Chen and Qin (2010) . Thus, as in the case of the latter paper, many probability distributions included in the setup considered by Feng et al. (2015) satisfy the ρ-mixing assumptions described here. Wei et al. (2015) studied the properties of their test under spherical Gaussian distributions, which are special cases of the ρ-mixing models considered here.
Theorem 2.1. Suppose that conditions (C1)-(C3) are satisfied. Define,
CQ − ||µ|| 2 )/Γ 1 1/2 converges weakly to a standard Gaussian variable as d → ∞ for every fixed m, n ≥ 1.
When the null hypothesis H 0 : µ = 0 is true, the above theorem yields the asymptotic null distributions of T W M W and T
CQ as d → ∞. Let us observe that the asymptotic distribution of T (2) CQ obtained in the above theorem as d → ∞ is the same as that obtained by Chen and Qin (2010) in their Theorem 1 when both d, n → ∞. These authors used an assumption similar to that in the second part of condition (C3) for deriving the asymptotic distribution of their test statistic, when both d and n are large (see (3.4) in p. 812 in Chen and Qin (2010) ).
When the alternative hypothesis H A : µ = 0 is true, the next theorem compares the asymptotic powers of the tests based on T W M W and T
(2)
CQ for high dimensional data. Let β T W M W (µ) and β T (2) CQ (µ) be the powers of these two tests at a given level of significance. 2.1 Empirical study using some ρ-mixing models CQ under the ρ-mixing setup, we can use their limiting null distributions obtained from Theorem 2.1 after plugging-in the following unbiased estimators of the parameters involved.
where
, and
Note that Γ 1 is invariant under location transformations unlike the estimator proposed by Chen and Qin (2010, p. 815) . Moreover, for all simulated datasets and real datasets considered later, the empirical sizes and powers of the test based on T (2) CQ implemented as above are similar to those of the original two sample test in Chen and Qin (2010) .
To compare the performances of the tests based on T W M W and T CQ are averaged over 1000 Monte Carlo simulations. We found that the sizes of the tests are not significantly different from the nominal 5% level for both the models. It is seen from Figure 1 that the powers of these two tests are similar for all data dimensions considered under both the models. The power curves are so close that they are overlaid on each other. CQ at a given level of significance, when the alternative hypothesis H A : µ = 0 is true. Let us assume the following condition, which is the one sample version of condition (C3).
Theorem 2.3. Let X = µ + V, where V is the vector formed by the first d coordinates of the infinite sequence V satisfying conditions (C1) and (C2), and µ satisfies condition (C4). Define
2 ) and (T 
We get the limiting null distributions of T S , T SR and T
(1)
CQ when µ = 0 in the above theorem. When both the data dimension and the sample size grow to infinity, Wang et al. (2015) proved that the test based on T S is asymptotically as powerful as the test based on T (1) CQ for spherical Gaussian distributions, which is a distribution included in our ρ-mixing model. The equality of the asymptotic powers of the tests based on T S and T
(1) CQ stated in part (b) of our Theorem 2.3 holds for any sample size and for many non-spherical distributions.
Remark 2.1. In both the one and the two sample problems, when our ρ-mixing model for the data holds, the equality of the limiting powers of the tests based on sample means and the tests based on spatial signs and ranks, when the data dimension is large. This is true for any sample size and irrespective of whether the coordinate variables have Gaussian or some other heavy tailed distributions.
Asymptotic behaviours of different tests under stronger dependence
We now consider another class of probability models for high dimensional data, where there is stronger dependence among the coordinate variables than what we have considered in the previous section.
Definition 3.1. Consider an infinite sequence X defined over a probability space (Ω, A, P ). We say that X is a randomly scaled ρ-mixing sequence (RSRM sequence, say) if there exist a zero mean ρ-mixing sequence R and a positive non-degenerate random variable U defined on (Ω, A, P ) such
The RSRM property is satisfied by many important probability models for high dimensional data. For instance, the infinite sequence of random variables associated with the multivariate spherical t distribution has this property. In fact, by Theorem 1.31 in Kallenberg (2005) , it follows that any rotatable sequence X , i.e., a sequence for which all finite dimensional marginals are spherically symmetric, can be viewed as a RSRM sequence. Here, R can be taken as a sequence of i.i.d. standard Gaussian variables and U as a non-negative random variable independent of R.
More generally, if every finite dimensional marginal of a sequence X is elliptically symmetric, then X = R/U with probability one, where R is a sequence of zero mean Gaussian variables, and U is a non-negative random variable independent of R. In this case, X has the RSRM property if the Gaussian sequence R is a ρ-mixing sequence. Let us mention here that Wang et al. (2015) primarily worked under the setup of elliptically symmetric models, and from the above discussion it follows that this class includes many distributions that have the RSRM property. Cai et al. (2014) also considered different classes of non-Gaussian models, and many of them have the RSRM property.
For deriving the asymptotic distributions of T W M W and T
(2)
CQ under the RSRM model, we assume the following.
(C5) X = µ 1 + V and Y = µ 2 + W for some µ 1 , µ 2 ∈ R d , where V and W are vectors formed by the first d coordinates of RSRM sequences V and W. Let V = V/P and W = W/Q, where V and W are independent ρ-mixing sequences satisfying (C1) and (C2), and P and Q are independent positive random variables.
As earlier, let X 1 , X 2 , . . . , X m and Y 1 , Y 2 , . . . , Y n be i.i.d. copies of independent random vectors X and Y in R d . Then, we can write
Theorem 3.1. Assume that (C5) holds, and µ = µ 2 − µ 1 satisfies condition (C3) with Σ 1 and Σ 2 in that condition replaced by Disp(V) and Disp(W), respectively.
(a) There exist random variables S 1 , S 2 and S 3 that are functions of the P i 's and the Q j 's such that
converges weakly to a standard Gaussian variable as d → ∞ for every m, n ≥ 1. Consequently, for every fixed m, n ≥ 1, the distributions of T W M W and T (2) CQ can be approximated by location and scale mixtures of Gaussian distributions, when the data dimension is large.
(b) Assume further that all of E(P ), E(Q), E(P −2 ) and E(Q −2 ) are finite, and ||µ|| 2 /d 1/2 tends to a finite non-negative limit as d → ∞. Then, there exist real numbers ψ 1 and ψ 2 such that
Here, Φ is the cumulative distribution function of standard Gaussian distribution, and Γ 1 is as defined in Theorem 2.1.
Unlike the setup considered in Section 2, where the coordinate variables are ρ-mixing, here the distributions of T W M W and T
CQ cannot be approximated by Gaussian distributions when m and n are small even if d is large. However, if the sample sizes are also large in addition to data dimension, we can approximate the distributions of these statistics by Gaussian distributions. It is easy to see that many probability models with the RSRM property do not satisfy the model assumptions in (3.1) in Chen and Qin (2010) . Nevertheless, the asymptotic distribution of T 
If lim m,n→∞ lim d→∞ ||µ|| 2 /Γ 1/2 1 equals zero (respectively, infinity), then the asymptotic powers of the tests based on T W M W and T
CQ in the setup of Theorem 3.2 coincide, and they are both equal to the nominal level (respectively, equal to one). Theorem 3.2 shows that for appropriate sequences of alternatives, the test based on T W M W is more powerful than the test based on T 
Empirical study using some RSRM models
The limiting null distribution of T W M W obtainable from Theorem 3.1 cannot be used to implement this test because the parameters appearing in its limiting distribution cannot be estimated from the data. To compare the performances of the tests based on T W M W and T
(2)
CQ for data from the spherical t(5) distribution, we implemented these tests using their permutation distributions. Such an implementation has also been used by Wei et al. (2015) for their test. Though it is not possible to implement the test based on T W M W using its true asymptotic distribution in practice, we can do it for a simulation study, where the distributions and the associated parameters are known. On the other hand, since the true asymptotic null distribution of T (2) CQ for RSRM models coincides with its asymptotic null distribution in the ρ-mixing setup, the implementation of this test can be done in the same way as described in subsection 2.1. We have chosen m = n = 20, and µ = (c, 0, 0, . . . , 0) with c = 1, 1.5, 2, 2.5, 3 for d = 100, 200, 400, 800, 1600, respectively. CQ (•) at nominal 5% level for the spherical t(5) distribution using the permutation implementation (solid curves) and the true implementation (dashed curves).
Asymptotic behaviours of one sample tests under stronger dependence
We will now study the asymptotic distributions of the one sample tests considered in subsection 2.1 under the RSRM model. Let X 1 , X 2 , . . . , X n be i.i.d. copies of a random vector X ∈ R d . The following theorem summarizes the asymptotic distributions of T S , T SR and T
(1) CQ and yields their asymptotic powers. As earlier, we can write
(µ) denote the powers of the tests based on T S , T SR and T
(1)
CQ at a given level of significance, when the alternative hypothesis H A : µ = 0 is true. Theorem 3.3. Let X = µ + V, where V is the vector formed by the first d coordinates of the sequence V satisfying condition (C5), and µ satisfies condition (C4) with Σ in that condition replaced by Disp( V).
(a) There exist Γ 3 > 0 and random variables Z k , 1 ≤ k ≤ 4, which are functions of the P i 's, such
3 ) and (T CQ are given by location and scale mixtures of Gaussian distributions, when the data dimension is large.
(b) Also, assume that both E(P ) and E(P −2 ) are finite, and ||µ|| 2 /d 1/2 tends to a finite non-
Here, Φ denotes the cumulative distribution function of a standard Gaussian distribution, and Γ 2 is as defined in Theorem 2.3.
It is seen from the proof of part (a) of Theorem 3.3 that if E(P −2 ) < ∞, we have Γ 3 = σ −4 Γ 2 .
In this case, we get the same limiting null distributions of T S from parts (a) and (b), i.e., its limiting null distribution is Gaussian irrespective of whether the sample size grows to infinity or not. Further, this limiting null distribution under the RSRM model is the same as that obtained under the ρ-mixing model in part (a) of Theorem 3.1. This is because the spatial sign S(x) = x/||x||, and thus T S , remain invariant under homogeneous positive scale transformations of the coordinate variables.
Note that the asymptotic distribution of T (1) CQ is the same as that obtained in Theorem 3.2 under the ρ-mixing setup, and it coincides with the asymptotic distribution of T (1) CQ obtained by Chen and Qin (2010) . For the spherical t distribution, which is a distribution included in our RSRM models, Wang et al. (2015) derived the asymptotic distribution of T CQ coincide, and they are all equal to the nominal level (respectively, equal to one).
Remark 3.1. Suppose that in a two sample problem, Y is distributed as X+µ, where X is the vector formed by the first d coordinates of a zero mean spherically symmetric or rotatable infinite sequence X . Then, it follows from Theorem 1.31 in Kallenberg (2005) that X = V/P , where V is a standard spherical Gaussian vector, and P is a non-negative random variable independent of V. Suppose that lim m,n→∞ lim d→∞ (m+n)||µ|| 2 /d 1/2 = c ′ ∈ (0, ∞) and lim m,n→∞ m/(m+n) = γ ∈ (0, 1). Also, assume that both E(P ) and E(P −2 ) are finite and positive. Then, it follows from Theorems 2.2 and 3.2 that the test based on T W M W is asymptotically at least as powerful as the test based on T (2) CQ if we first let the dimension and then the sample sizes grow to infinity. Further, their asymptotic powers are equal if and only if X has a spherical Gaussian distribution. In fact, in this case, their asymptotic powers are the same for any sample sizes if only the dimension grows to infinity.
Remark 3.2. Suppose that in a one sample problem, we have X = µ + V, where V is the vector formed by the first d coordinates of a spherically symmetric infinite sequence. Assume that lim n→∞ lim d→∞ n||µ|| 2 /d 1/2 = c ′ ∈ (0, ∞). Also, let both E(P ) and E(P −2 ) be finite. Then, it follows from Theorems 2.3 and 3.3 that the tests based on T S and T SR are asymptotically at least as powerful as the test based on T
(1) CQ if we first let the dimension and then the sample size grow to infinity. Further, the asymptotic powers of all three tests are equal if and only if the distribution of X is spherical Gaussian. In fact, in this case, their asymptotic powers are the same for any sample size if only the dimension grows to infinity.
Analysis of real data
We now investigate the performances of the two sample tests based on T W M W and T (2) CQ on some real datasets, when they are implemented in two different ways, namely, as in the ρ-mixing setup described in subsection 2.2, and using their permutation distributions. Two datasets are obtained from http://www.cs.ucr.edu/~eamonn/time_series_data, and the first of them is the ECG Data, which contains 69 normal ECG curves and 31 ECG curves of patients with a particular heart disease, and each curve is measured at 96 time points. The second data is the Gun Data, which contains the readings along the horizontal axis of the centroid of the right hand during two action sequences, namely, gun-draw and gun-point with 24 samples and 26 samples, respectively. CQ for each data, we selected two random subsamples 1000 times from one class in that data and computed the proportion of rejections for each test. The same procedure is now repeated for the other class and the two values obtained for each test are averaged. For evaluating the powers of these tests, we selected 1000 random subsamples each from the two classes and computed the proportions of rejections for the tests. The size of each subsample is 20%, 40%, 40% and 20% of the original sample size for the ECG Data, the Gun Data, the Colon Data and the Sonar Data, respectively. These choices are made to ensure that the resulting datasets remain high dimensional, and the powers of the tests are neither too close to the nominal 5% level nor to one. For computing the permutation distributions of the test statistics, we have used 500 random permutations of the two subsamples. Table 1 shows that the sizes as well as the powers of the tests for the two implementations are not significantly different. However, the permutation implementation required almost ten times more computing time. Moreover, the sizes of the tests are close to the nominal 5% level for all the four datasets. Further, the powers of the tests based on T W M W and T CQ for the Colon data and the Sonar data. 
Concluding remarks and discussion
We now consider the performances of some other mean based tests studied in the literature and discussed in Section 2 on some simulated datasets. We denote the test statistics associated with the tests in Srivastava et al. (2013) and Gregory et al. (2014) by T SKK and T GCBL , respectively. For the AR(1) models in subsection 2.1, we found that the size of the test based on T SKK increases with d and becomes significantly larger than the nominal 5% level for d ≥ 400. Feng et al. (2015) proved that the size of this test converges to one as the dimension and the sample sizes grow to infinity at a certain rate for a class of models, which include these AR ( 
CQ ) under all the above models (respectively, AR(1) models) but they outperform the test based on T (2) CQ under the spherical t(5) model. The readers are referred to Appendix -III for more details. Cai et al. (2014) showed that their test has better power than other tests based on sum of squares of coordinatewise mean difference or coordinatewise t statistics, when the mean shift has only a few non-zero coordinates. However, we observed that this test becomes significantly less powerful than the tests based on T W M W and T 
Appendix -I
Proof of Theorem 2.1. Without any loss of generality, we can take E(X 1 ) = 0. Let us write
It follows from Bradley (2005, Theorem 5.2(b) ) that for any function h : R 2 → R, the sequence
is ρ-mixing with its mixing coefficient bounded by max{ρ 1 (·), ρ 2 (·)}. This fact, (5.1) above along with Assumptions (C1)-(C3) and Theorem 8.2.2 in Lin and Lu (1996) imply that for any given ǫ ∈ (0, 1/2), we have
as d → ∞ almost surely. Now,
where T
(2)
as defined in the Introduction, and
So, E(T (2)
CQ ) = ||µ|| 2 . Further, it follows from Chen and Qin (2010, p. 825 ) that V ar(T (2)
Also, the denominator of each of the three terms in Γ 1 is less than (N ) 2 , where N = max(m, n).
This implies that Γ
. These facts and Assumption (C3) imply that V ar(T (2)
It is easy to verify that E(T 2 ) = 0 and V ar(
Assumption (C3) and Chebyshev's inequality, it follows that
converges to zero in probability as d → ∞. Note that
So, E(T 1 ) = 0 and V ar(T 1 ) = Γ 1 . This follows from computations similar to those used in deriving
CQ ) earlier. Thus, by Theorem 4.0.1 in Lin and Lu (1996) and Assumptions (C1) and (C2), we have the weak convergence of T 1 /Γ 1/2 1 to a standard Gaussian distribution as d → ∞ for each fixed m, n ≥ 1. This and the fact that T (2) 2 converges to zero in probability as d → ∞ for each fixed m, n ≥ 1 together imply that
as d → ∞ for each fixed m, n ≥ 1. Next, let us write
As mentioned earlier, Γ 1 ≥ 2tr[(Σ 1 + Σ 2 ) 2 ]/(N ) 2 . Also, from the stationarity of the sequences X and Y and using the Cauchy-Schwarz inequality, it follows that tr[( 
Using arguments similar to those used to prove the asymptotic normality of T (2) 1 and using Theorem 4.0.1 in Lin and Lu (1996) , it follows that the first term in the right hand side of (5.6) is asymptotically Gaussian with zero mean and variance 2tr[(Σ 1 +Σ 2 ) 2 ] as d → ∞. Using Assumption (C3) and Chebyshev's inequality, it follows that the second and the third terms in the right hand side of (5.6) after scaling by Γ 
as d → ∞ for each fixed m, n ≥ 1.
Proof of Theorem 2.2. Let ζ α be the (1 − α)-quantile of the standard Gaussian distribution. Note that
where the probabilities are computed under the alternative hypothesis. Since lim d→∞ ||µ|| 2 /Γ 1/2 1 exists, the equality of the asymptotic powers of the tests based on T W M W and T
CQ follows from (5.4) and (5.7). Moreover, their common value is Φ(−ζ α + lim d→∞ ||µ|| 2 /Γ 1/2 1 ) = Φ(−ζ α + c), which follows from the expressions of their powers and their asymptotic Gaussian distributions proved in Theorem 2.1. The last part of the present theorem now follows easily.
Proof of Theorem 2.3. (a) We will derive the asymptotic distribution of T SR and T (1) CQ only, since the derivation of that of T S is simpler and follows from similar arguments. Using the assumptions in the theorem and the arguments similar to those in the proof of Theorem 2.1, we have
The first term in (5.8) equals 2T
(1) CQ /(dσ 2 ). Using Assumption (C4), it can be shown that E(T Proof of Theorem 3.1. Without any loss of generality, we can take µ 1 = 0, so that µ = µ 2 . Let us write X i = V i and Y j = µ + W j , where
We will first derive the asymptotic distribution of T W M W . Using similar arguments as those used in proving (5.1), we get
It follows from Bradley (2005, Theorem 5.2(b) ) that for any function h :
is ρ-mixing with its mixing coefficient bounded by max{ρ 1 (·), ρ 2 (·)}. Using this fact and (5.9) above along with the assumptions in the theorem and Theorem 8.2.2 in Lin and Lu (1996) , we get that for any given ǫ ∈ (0, 1/2), P r(E|P, Q) = 1 (5.10)
for almost every P and Q. Now,
Some straightforward algebra yields
It follows from the expression of T
(1)
Here, the latter summation is taken over distinct indices j 1 , j 2 and j 3 . Also,
. These facts along with (5.13) and Assumption (C3) imply that V ar(dT
So, using Assumption (C3) and arguments similar to those used earlier to show that V ar(dT
converges to zero in probability as d → ∞.
Next note that
It is easy to see that E( T
Further, from algebraic computations similar to those used earlier in deriving V ar(dT
Thus, by Theorem 4.0.1 in Lin and Lu (1996) and Assumption (C4), the conditional distribution of T (1)
given the P i 's and the Q j 's converges to a standard Gaussian distribution as d → ∞. This fact along with (5.14) and the fact that conditionally on the P i 's and the Q j 's, T converges to zero in
Next, let us write
. Moreover, the stationarity of the sequences X and Y and the Cauchy-Schwarz inequality imply that tr
These facts along with (5.10) and Assumption (C3) imply that conditionally on the P i 's and the Q j 's, each term inside the double sum appearing in T (4)
Next, fix any i 1 = i 2 and j 1 = j 2 and consider the corresponding term inside the double summation appearing in the expression of T
It is easy to show that the conditional expectation of the first term in (5.18) given the P i 's and the Q j 's is zero, and its conditional variance is
. Hence, using the fact that
and Chebyshev's inequality, it follows that the first term in (5.18) after scaling by S 1/2 2 is bounded in probability, conditional on the P i 's and the Q j 's, as d → ∞. Using Assumption (C3), Chebyshev's inequality and arguments similar to those used to prove the convergence in probability to zero of T 
for all x ∈ R and for each m, n ≥ 1. Consequently,
for all x ∈ R and for each m, n ≥ 1.
We now derive the asymptotic distribution of T
CQ . As in the proof of Theorem 2.1, T
CQ = T 1 − T 2 . In the setup of the present theorem, CQ in the proof of Theorem 2.1, it follows that converges in probability to zero as d → ∞. Further, using arguments similar to those used to prove the asymptotic Gaussianity of T given the P i 's and the Q j 's converges weakly to a standard Gaussian distribution as d → ∞ for all m, n ≥ 1. Combining these facts, we have
for all x ∈ R and all m, n ≥ 1.
(b)
Note that S 1 is a real valued V -statistic whose kernel (σ 2 V P
by the assumption in the theorem. Thus, it follows that S 1 converges almost surely to ψ 1 . Define
Each of S 21 , S 22 and S 23 is a real valued V -statistic whose kernel is bounded and thus has finite expectation. So, there exist ψ 21 , ψ 22 and ψ 23 depending only on the distributions of P and Q such that S 21 , S 22 and S 23 converge almost surely to ψ 21 , ψ 22 and ψ 23 , respectively. Here,
Conditions (C1) and (C2) along with Theorem 2.1.5 in Lin and Lu (1996) imply that both V and W possess continuous spectral densities. Now, the proof of Theorem 18.2.1 in Ibragimov and Linnik (1971) implies that each of tr(Σ 2 V ), tr(Σ 2 W ) and tr(Σ V Σ W ) equals a constant multiple of d plus a remainder term, which is o(d) as d → ∞. Thus, for each fixed m, n ≥ 1, there exist constants A 1 , A 2 and A 3 such that with probability one
We denote the right hand side of (5.19) by R m,n . Further, the assumption in the theorem and arguments preceding (5.19) imply that ||µ|| 2 /ψ 1/2 2 converges to a finite non-negative limit b 2 (say)
where the last equality above follows since R m,n converges to one and S 1 − ψ 1 converges to zero almost surely as m, n → ∞.
appearing in the expression of S 3 converge to E 2 (P −2 ), E 2 (Q −2 ) and E(P −2 )E(Q −2 ), respectively, as m, n → ∞. Also note that Σ 1 = Disp(X) = Σ V E(P −2 ) and Σ 2 = Disp(Y) = Σ W E(Q −2 ). So, arguing as in the case of S 2 above, we get that S 3 /Γ 1 converges in probability to one as first d → ∞ and then m, n → ∞. Thus, it follows that
Proof of Theorem 3.2. Since Y is distributed as X + µ, we have 
Here, the inequality can be obtained using Jensen's inequality.
Here, the inequalities follow from Cauchy-Schwarz inequality. Combining the previous two inequalities, we get lim m,n→∞
Proof of Theorem 3.3. (a) Let us consider the conditional distribution of T SR given P 1 , P 2 , . . . , P n .
By definition,
Consider the event Lin and Lu (1996) and the assumptions in the theorem, it follows that for any given ǫ ∈ (0, 1/2), P r(F |P 1 , P 2 ) = 1 for almost every P 1 and P 2 . Let us rewrite T SR as
Recall that a similar decomposition of T SR was obtained in the proof of Theorem 2.3. The proof of the asymptotic Gaussianity of T SR follows from the ideas used to prove the asymptotic Gaussianity of T W M W in Theorem 3.1, and the details are provided in Appendix -II. Z 2 and Z 3 appearing in the asymptotic Gaussian distribution of T SR are given by
The proof of the asymptotic Gaussianity of T S will follow from arguments similar to those used to prove the asymptotic Gaussianity of T SR , and we skip the details. Z 1 and Γ 3 in the asymptotic distribution of T S are given by
The proof of the asymptotic Gaussianity of T (1)
CQ is also provided in Appendix -II, and Z 4 appearing in its asymptotic distribution is given by
(b) Observe that Z 1 , Z 2 , (n) 4 Z 3 and (n) 2 Z 4 are real-valued V -statistics, whose kernels have finite expectations by the assumption in part (b) of the theorem. So, they converge almost surely as n → ∞. The corresponding limits are
1 ). Note that since E(P −2 ) is finite, we have Σ = Disp(X) = Σ V E(P −2 ) and σ 2 = V ar(X 1 ) = σ 2 V E(P −2 ). So, θ 4 = 2tr(Σ 2 ). Arguments similar to those used in the proof of part (b) of Theorem 3.1 complete the proof of part (b) of the present theorem.
(c) Suppose that lim n→∞ lim d→∞ ||µ|| 2 /Γ 1/2 2 = c for some c ∈ (0, ∞). Then,
Now, from Jensen's inequality, we have E 2 (P 1 ) > E −2 (P −1 
It follows easily that E(T (1)
Further, it can be shown using the assumptions in the theorem that V ar(T (1)
. So, using arguments similar to those used to prove the asymptotic Gaussianity of T 3 ) converges weakly to a standard Gaussian distribution as d → ∞ for each n ≥ 1. Moreover, using arguments similar to those used to prove the convergence in probability of T for all x ∈ R and each n ≥ 1. Here, Φ is the standard Gaussian cumulative distribution function.
Using very similar arguments as above, we get that for all x ∈ R and each n ≥ 1, where Z 1 = [(n) 2 σ 2 V ] −1 i 1 =i 2 P i 1 P i 2 , and Γ 3 = 2tr(Σ 2 V )/[(n) 2 σ 4 V ]. Next, consider the conditional distribution of T (1) CQ given the P i 's, and note that
So, E(T
CQ |P i , 1 ≤ i ≤ n) = ||µ|| 2 , and V ar(T for all x ∈ R and each n ≥ 1.
Appendix -III
Detailed results of the simulation study done in Section 4
Here, we present the results on the sizes and the powers of the tests based on T SKK (Srivastava et al., 2013) and T GCBL (Gregory et al., 2014 ) discussed in Section 4. We also present the sizes and the powers of the test in Cai et al. (2014) for which the test statistic is denoted by T CLX . Table   2 reports the sizes of these tests implemented using the asymptotic approximations given in their original papers under the models considered in subsections 2.1 and 3.1 of our paper. We also report the sizes of the tests implemented using the permutation distributions of these test statistics.
Note that we could not implement the test based on T CLX using its permutation distribution because the test procedure uses a computationally intensive optimization. For the same reason, we could not implement this test for d = 1600 under any of the above models using the asymptotic distribution given in Cai et al. (2014) . Recall that we have discussed the sizes of the tests based on T W M W and T
CQ for the above models in detail in subsections 2.1 and 3.1. 
CQ (-• -curves), T SKK (-× -curves) and T GCBL (-△ -curves) for the AR(1) model with Gaussian innovation (left panel), the AR(1) model with t(5) innovation (middle panel) and the spherical t(5) distribution (right panel).
In Figure 3 , we give the plots of the empirical powers of the tests based on T SKK and T GCBL , when they are implemented using their permutation distributions. Each plot in Figure 3 also includes the empirical powers of the tests based on T W M W and T (2) CQ . The power curves for these two tests are so close that they are overlaid on each other in the left and the middle plots. Similarly, the power curves corresponding to the tests based on T SKK and T GCBL are overlaid on each other in all the plots. CQ and T CLX , when the mean shifts in the models considered in subsections 2.1 and 3.1 are distributed equally among all the coordinates. Once again, the power curves corresponding to the tests based on 
CQ are sufficiently close making the curves overlaid on each other in the left and the middle plots.
In Figure 5 , we give the sizes and the powers of the tests based on T W M W and T 
