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Abstract
We consider a suitable extension of the complex Airy operator,
−d2/dx2 + ix, on the real line with a transmission boundary condition
at the origin. We provide a rigorous definition of this operator and
study its spectral properties. In particular, we show that the spectrum
is discrete, the space generated by the generalized eigenfunctions is
dense in L2 (completeness), and we analyze the decay of the associated
semi-group. We also present explicit formulas for the integral kernel
of the resolvent in terms of Airy functions, investigate its poles, and
derive the resolvent estimates.
1 Introduction
The transmission boundary condition which is considered in this article
appears in various exchange problems such as molecular diffusion across
semi-permeable membranes [36, 33, 32], heat transfer between two mate-
rials [10, 17, 7], or transverse magnetization evolution in nuclear magnetic
resonance (NMR) experiments [19]. In the simplest setting of the latter case,
one considers the local transverse magnetization G(x, y ; t) produced by the
nuclei that started from a fixed initial point y and diffused in a constant
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magnetic field gradient g up to time t. This magnetization is also called the
propagator or the Green function of the Bloch-Torrey equation [38]:
∂
∂t
G(x, y ; t) = (D∆− iγgx1)G(x, y ; t) , (1.1)
with the initial condition
G(x, y ; t = 0) = δ(x− y), (1.2)
where δ(x) is the Dirac distribution, D the intrinsic diffusion coefficient,
∆ = ∂2/∂x21 + . . .+ ∂
2/∂x2d the Laplace operator in Rd, γ the gyromagnetic
ratio, and x1 the coordinate in a prescribed direction.
Throughout this paper, we focus on the one-dimensional situation
(d = 1), in which the operator
D2x + ix = −
d2
dx2
+ ix
is called the complex Airy operator and appears in many contexts: mathe-
matical physics, fluid dynamics, time dependent Ginzburg-Landau problems
and also as an interesting toy model in spectral theory (see [3]). We will con-
sider a suitable extension A+1 of this differential operator and its associated
evolution operator e−tA
+
1 . The Green function G(x, y ; t) is the distribution
kernel of e−tA
+
1 . A separate article will address this operator in higher di-
mensions [23].
For the problem on the line R, an intriguing property is that this non
self-adjoint operator, which has compact resolvent, has empty spectrum (see
Section 3.1). However, the situation is completely different on the half-line
R+. The eigenvalue problem
(D2x + ix)u = λu,
for a spectral pair (u, λ) with u ∈ H2(R+) and xu ∈ L2(R+) has been
thoroughly analyzed for both Dirichlet (u(0) = 0) and Neumann (u′(0) = 0)
boundary conditions. The spectrum consists of an infinite sequence of eigen-
values of multiplicity one explicitly related to the zeros of the Airy function
(see [35, 25]). The space generated by the eigenfunctions is dense in L2(R+)
(completeness property) but there is no Riesz basis of eigenfunctions (we
recall that a collection of vectors (xk) in a Hilbert space H is called Riesz
basis if it is an image of an orthonormal basis in H under some isomor-
phism). Finally, the decay of the associated semi-group has been analyzed
in detail. The physical consequences of these spectral properties for NMR
experiments have been first revealed by Stoller, Happer and Dyson [35] and
then thoroughly discussed in [14, 18, 21].
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In this article, we consider another problem for the complex Airy oper-
ator on the line but with a transmission property at 0 which reads [21]:{
u′(0+) = u′(0−) ,
u′(0) = κ
(
u(0+)− u(0−)
)
,
(1.3)
where κ ≥ 0 is a real parameter (in physical terms, κ accounts for the
diffusive exchange between two media R− and R+ across the barrier at 0
and is defined as the ratio between the barrier permeability and the bulk
diffusion coefficient). The case κ = 0 corresponds to two independent Neu-
mann problems on R− and R+ for the complex Airy operator. When κ
tends to +∞, the second relation in (1.3) becomes the continuity condition,
u(0+) = u(0−), and the barrier disappears. As a consequence, the problem
tends (at least formally) to the standard problem for the complex Airy op-
erator on the line.
The main purpose of this paper is to define the complex Airy operator with
transmission (Section 4) and then to analyze its spectral properties. Be-
fore starting the analysis of the complex Airy operator with transmission,
we first recall in Section 2 the spectral properties of the one-dimensional
Laplacian with the transmission condition, and summarize in Section 3 the
known properties of the complex Airy operator. New properties are also
established concerning the Robin boundary condition and the behavior of
the resolvent for real λ going to +∞. In Section 4 we will show that the
complex Airy operator A+1 = D2x + ix on the line R with a transmission
property (1.3) is well defined by an appropriate sesquilinear form and an
extension of the Lax-Milgram theorem. Section 5 focuses on the exponen-
tial decay of the associated semi-group. In Section 6, we present explicit
formulas for the integral kernel of the resolvent and investigate its poles. In
Section 7, the resolvent estimates as |Imλ| → 0 are discussed. Finally, the
proof of completeness is reported in Section 8. In five Appendices, we recall
the basic properties of Airy functions (Appendix A), determine the asymp-
totic behavior of the resolvent as λ → +∞ for extensions of the complex
Airy operator on the line (Appendix B) and in the semi-axis (Appendix C),
give the statement of the needed Phragmen-Lindelo¨f theorem (Appendix D)
and finally describe the numerical method for computing the eigenvalues
(Appendix E).
We summarize our main results in the following:
Theorem 1.1 The semigroup exp(−tA+1 ) is contracting. The operator A+1
has a discrete spectrum {λn(κ)}. The eigenvalues λn(κ) are determined as
(complex-valued) solutions of the equation
2piAi′(e2pii/3λ)Ai′(e−2pii/3λ) + κ = 0, (1.4)
where Ai′(z) is the derivative of the Airy function.
For all κ ≥ 0, there exists N such that, for all n ≥ N , there exists a unique
3
eigenvalue of A+1 in the ball B(λ±n , 2κ|λ±n |−1), where λ±n = e±2pii/3a′n, and
a′n are the zeros of Ai
′(z).
Finally, for any κ ≥ 0 the space generated by the generalized eigenfunctions
of the complex Airy operator with transmission is dense in L2(R−)×L2(R+).
Note that due to the possible presence of eigenvalues with Jordan blocks,
we do not prove in full generality that the eigenfunctions of A+1 span a dense
set in L2(R−)× L2(R+) . Numerical computations suggest actually that all
the spectral projections have rank one (no Jordan block) but we shall only
prove in Proposition 6.8 that there are at most a finite number of eigenvalues
with nontrivial Jordan blocks.
2 The free Laplacian with a semi-permeable bar-
rier
As an enlighting exercise, let us consider in this section the case of the free
one-dimensional Laplacian − d2
dx2
on R \ {0} with the transmission condition
(1.3) at x = 0. We work in the Hilbert space
H := L2− × L2+ ,
where L2− := L2(R−) and L2+ := L2(R+) .
An element u ∈ L2− × L2+ will be denoted by u = (u−, u+) and we shall use
the notation Hs− = Hs(R−) , Hs+ = Hs(R+) for s ≥ 0 .
So (1.3) reads {
u′+(0) = u′−(0) ,
u′+(0) = κ
(
u+(0)− u−(0)
)
.
(2.1)
In order to define appropriately the corresponding operator, we start by
considering a sesquilinear form defined on the domain
V = H1− ×H1+ .
The space V is endowed with the Hilbertian norm ‖ · ‖V defined for all
u = (u−, u+) in V by
‖u‖2V = ‖u−‖2H1− + ‖u+‖
2
H1+
.
We then define a Hermitian sesquilinear form aν acting on V ×V by the
formula
aν(u, v) =
∫ 0
−∞
(
u′−(x)v¯
′
−(x) + ν u−(x)v¯−(x)
)
dx
+
∫ +∞
0
(
u′+(x)v¯
′
+(x) + ν u+(x)v¯+(x)
)
dx
+κ
(
u+(0)− u−(0)
)(
v+(0)− v−(0)
)
, (2.2)
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for all pairs u = (u−, u+) and v = (v−, v+) in V . For z ∈ C, z¯ denotes the
complex conjugate of z. The parameter ν ≥ 0 will be determined later to
ensure the coercivity of aν .
Lemma 2.1 The sesquilinear form aν is continuous on V .
Proof:
We want to show that, for any ν ≥ 0 , there exists a positive constant c such
that, for all (u, v) ∈ V × V ,
|aν(u, v)| ≤ c ‖u‖V ‖v‖V . (2.3)
We have, for some c0 > 0 ,∣∣∣∣∫ 0−∞
(
u′−(x)v¯
′
−(x) + ν u−(x)v¯−(x)
)
dx
+
∫ +∞
0
(
u′+(x)v¯
′
+(x) + ν u+(x)v¯+(x)
)
dx
∣∣∣∣ ≤ c0 ‖u‖V ‖v‖V .
On the other hand,
|u+(0)|2 = −
∫ +∞
0
(u+u¯+)
′(x) dx ≤ 2 ‖u‖L2‖u′‖L2 , (2.4)
and similarly for |u−(0)|2 , |v+(0)|2 and |v−(0)|2 . Thus there exists c1 > 0
such that, for all (u, v) ∈ V × V ,∣∣∣κ(u−(0)− u+(0))(v−(0)− v+(0))∣∣∣ ≤ c1‖u‖V ‖v‖V ,
and (2.3) follows with c = c0 + c1. 
The coercivity of the sesquilinear form aν for ν large enough is proved
in the following lemma. It allows us to define a closed operator associated
with aν by using the Lax-Milgram theorem.
Lemma 2.2 There exist ν0 > 0 and α > 0 such that, for all ν ≥ ν0 ,
∀u ∈ V , aν(u, u) ≥ α ‖u‖2V . (2.5)
Proof: The proof is elementary for κ ≥ 0. For completeness, we also treat
the case κ < 0, in which an additional difficulty occurs. Except for this
lemma, we keep considering the physically relevant case κ ≥ 0.
Using the estimate (2.4) as well as the Young inequality
∀e, f, δ > 0 , ef ≤ 1
2
(
δe2 + δ−1f2
)
,
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we get that, for all ε > 0 , there exists C(ε) > 0 such that, for all u ∈ V ,
∣∣u−(0)− u+(0)∣∣2 ≤ ε(∫ 0
−∞
|u′−(x)|2 dx+
∫ +∞
0
|u′+(x)|2 dx
)
+ C(ε)‖u‖2L2 .
(2.6)
Thus for all u ∈ V we have
aν(u, u) ≥ (1 + κε)
(∫ 0
−∞
|u′−(x)|2 dx+
∫ +∞
0
|u′+(x)|2 dx
)
+
(
ν + κC(ε)
)‖u‖2L2 . (2.7)
Choosing ε < |κ|−1 and ν > −κC(ε) , we get (2.5). 
The sesquilinear form aν being symmetric, continuous and coercive in
the sense of (2.5) on V × V , we can use the Lax-Milgram theorem [25] to
define a closed, densely defined selfadjoint operator Sν associated with aν .
Then we set T0 = Sν − ν . By construction, the domain of Sν and T0 is
D(T0) =
{
u ∈ V : v 7→ aν(u, v) can be extended continuously
on L2− × L2+
}
, (2.8)
and the operator T0 satisfies, for all (u, v) ∈ D(T0)× V ,
aν(u, v) = 〈T0u, v〉+ ν〈u, v〉 .
Now we look for an explicit description of the domain (2.8). The antilinear
form a(u, ·) can be extended continuously on L2− × L2+ if and only if there
exists wu = (w
−
u , w
+
u ) ∈ L2− × L2+ such that
∀v ∈ V , aν(u, v) = 〈wu, v〉 .
According to the expression (2.2), we have necessarily
wu =
(− u′′− + ν u−,−u′′+ + ν u+) ∈ L2− × L2+ ,
where u′′− and u′′+ are a priori defined in the sense of distributions respec-
tively in D′(R−) and D′(R+). Moreover (u−, u+) has to satisfy conditions
(1.3). Consequently we have
D(T0) =
{
u = (u−, u+) ∈ H1− ×H1+ : (u′′−, u′′+) ∈ L2− × L2+
and u satisfies conditions (1.3)
}
.
Finally we have introduced a closed, densely defined selfadjoint operator T0
acting by
T0 u = −u′′
6
on (−∞, 0) ∪ (0,+∞) , with domain
D(T0) =
{
u ∈ H2− ×H2+ : u satisfies conditions (1.3)
}
.
Note that at the end T0 is independent of the ν chosen for its construction.
We observe also that because of the transmission conditions (1.3), the op-
erator T0 might not be positive when κ < 0, hence there can be negative
spectrum in the interval [−ν, 0) , as can be seen in the following statement.
Proposition 2.3 For all κ ∈ R , the essential spectrum of T0 is
σess(T0) = [0,+∞) . (2.9)
Moreover, if κ ≥ 0 the operator T0 has empty discrete spectrum and
σ(T0) = σess(T0) = [0,+∞) . (2.10)
On the other hand, if κ < 0 there exists a unique negative eigenvalue −4κ2 ,
which is simple, and
σ(T0) =
{− 4κ2} ∪ [0,+∞) . (2.11)
Proof: Let us first prove that [0,+∞) ⊂ σess(T0) . This can be achieved by
a standard singular sequence construction.
Let (aj)j∈N be a positive increasing sequence such that, for all j ∈ N ,
aj+1 − aj > 2j + 1 . Let χj ∈ C∞0 (R) (j ∈ N) such that
Supp χj ⊂ (aj − j, aj + j) , ||χj ||L2+ = 1 and sup |χ
(p)
j | ≤
C
jp
, p = 1, 2 ,
for some C independent of j. Then, for all r ≥ 0 , the sequence uj,r(x) =(
0, χj(x) e
irx
)
, is a singular sequence for T0 corresponding to z = r2 in the
sense of [16, Definition IX.1.2]. Hence according to [16, Theorem IX.1.3],
we have [0,+∞) ⊂ σess(T0) .
Now let us prove that (T0 − µ) is invertible for all µ ∈ (−∞, 0) if κ ≥ 0 ,
and for all µ ∈ (−∞, 0) \ {−4κ2} if κ < 0 .
Let µ < 0 and f = (f−, f+) ∈ L2−×L2+ . We are going to determine explicitly
the solutions u = (u−, u+) to the equation
T0 u = µu+ f . (2.12)
Any solution of the equation −u′′± = µu± + f± has the form
u±(x) =
1
2
√−µ
∫ x
0
f±(y)
(
e−
√−µ (x−y)−e
√−µ (x−y)) dy+A±e√−µx+B±e−√−µx ,
(2.13)
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for some A±, B± ∈ R .
We shall now determine A+ , A− , B+ and B− such that (u−, u+) belongs
to the domain D(T0) . The conditions (1.3) yield{
A+ −B+ = A− −B− ,√−µ (A+ −B+) = −κ (A− +B− −A+ −B+) .
Moreover, the decay conditions at ±∞ imposed by u± ∈ H2± lead to the
following values for A+ and B− :
A+ =
1
2
√−µ
∫ +∞
0
f+(y)e
−√−µ y dy , B− =
1
2
√−µ
∫ 0
−∞
f−(y)e
√−µ y dy .
(2.14)
The remaining constants A− and B+ have to satisfy the system{
A− +B+ = A+ +B− ,
−κA− +
(√−µ+ κ)B+ = (√−µ− κ)A+ + κB− . (2.15)
We then notice that the equation (2.12) has a unique solution u = (u−, u+)
if and only if κ ≥ 0 or µ 6= −4κ2 .
Finally in the case κ < 0 and µ = −4κ2 , the homogeneous equation as-
sociated with (2.12) (i.e with f ≡ 0) has a one-dimensional space of solu-
tions, namely u(x) =
(
A−e−2κx, B+a2κx
)
with A− = B+ , or equivalently
u(x) = Ke2κ|x| , K ∈ R . Consequently if κ < 0 , the eigenvalue µ = −4κ2 is
simple, and the desired statement is proved. 
The expression (2.14) along with the system (2.15) yield the values of
A− and B+ when µ /∈ σ(T0) :
A− = 2κ
2
√−µ
(√−µ+2κ) ∫ +∞0 f+(y)e−√−µ y dy
+ 1
2
(√−µ+2κ) ∫ 0−∞ f−(y)e√−µ y dy
and
B+ =
1
2
(√−µ+2κ) ∫ +∞0 f+(y)e−√−µy dy
+ 2κ
2
√−µ
(√−µ+2κ) ∫ 0−∞ f−(y)e√−µ y dy .
Using (2.13), we are then able to obtain the expression of the integral kernel
of (T0 − µ)−1 . More precisely we have, for all f = (f−, f+) ∈ L2− × L2+ ,
(T0 − µ)−1 =
( R−−µ R−+µ
R+−µ R++µ
)
,
where for ε, σ ∈ {−,+} the operator Rε σµ : Rσ → Rε is an integral operator
whose kernel (still denoted Rε σµ ) is given for all (x, y) ∈ Rε × Rσ by
Rε,σµ (x, y) =
1
2
√−µe
−√−µ |x−y| + εσ
1
2
(√−µ+ 2κ)e−√−µ(|x|+|y|) . (2.16)
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Noticing that the first term in the right-hand side of (2.16) is the integral
kernel of the Laplacian on R , and that the second term is the kernel of a
rank one operator, we finally get the following expression of (T0− µ)−1 as a
rank one perturbation of the Laplacian:
(T0 − µ)−1 = (−∆− µ)−1
+ 1
2
(√−µ+2κ)
( 〈 · , `µ〉−(`µ)− −〈 · , `µ〉+ (`µ)−
−〈 · , `µ〉−(`µ)+ 〈 · , `µ〉+(`µ)+
)
,
where `µ(x) = e
−√−µ |x| and 〈 · , · 〉± denotes the L2 scalar product on R± .
Here the operator (−∆− µ)−1 denotes the operator acting on L2− ×L2+ like
the resolvent of the Laplacian on L2(R):
(−∆− µ)−1(u−, u+) := (−∆− µ)−1(u− 1(−∞,0) + u+ 1(0,+∞)) ,
composed with the map L2(R) 3 v 7→ (v/R− , v/R+) ∈ L2− × L2+ .
3 Reminder on the complex Airy operator
Here we recall relatively basic facts coming from [31, 3, 9, 25, 24, 27, 28] and
discuss new questions concerning estimates on the resolvent and the Robin
boundary condition. Complements will also be given in Appendices A, B
and C.
3.1 The complex Airy operator on the line
The complex Airy operator on the line can be defined as the closed extension
A+ of the differential operator A+0 := D2x + i x on C∞0 (R). We observe that
A+ = (A−0 )∗ with A−0 := D2x − i x and that its domain is
D(A+) = {u ∈ H2(R) , x u ∈ L2(R)} .
In particular, A+ has a compact resolvent. It is also easy to see that −A+
is the generator of a semi-group St of contraction,
St = exp(−tA+) . (3.1)
Hence the results of the theory of semi-groups can be applied (see for exam-
ple [11]).
In particular, we have, for Reλ < 0 ,
||(A+ − λ)−1|| ≤ 1|Reλ| . (3.2)
A very special property of this operator is that, for any a ∈ R,
TaA+ = (A+ − ia)Ta , (3.3)
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where Ta is the translation operator (Tau)(x) = u(x− a) .
As an immediate consequence, we obtain that the spectrum is empty and
that the resolvent of A+,
G+0 (λ) = (A+ − λ)−1
which is defined for any λ ∈ C, satisfies
||(A+ − λ)−1|| = ||(A+ − Reλ)−1|| . (3.4)
The most interesting property is the control of the resolvent for Reλ ≥ 0.
Proposition 3.1 (W. Bordeaux-Montrieux [9])
As Reλ→ +∞, we have
||G+0 (λ)|| ∼
√
pi
2
(Reλ)−
1
4 exp
(
4
3
(Reλ)
3
2
)
, (3.5)
where f(λ) ∼ g(λ) means that the ratio f(λ)/g(λ) tends to 1 in the limit
λ→ +∞.
This improves a previous result (see Appendix B) by J. Martinet [31] (see
also in [25, 24]) who also proved1
Proposition 3.2
‖G+0 (λ)‖HS = ‖G+0 (Reλ)‖HS , (3.6)
and
‖G+0 (λ)‖HS ∼
√
pi/2 (Reλ)−
1
4 exp
(
4
3
(Reλ)
3
2
)
, (3.7)
where ‖ · ‖HS is the Hilbert-Schmidt norm. This is consistent with the well-
known translation invariance properties of the operator A+ , see [25]. The
comparison between the HS-norm and the norm in L(L2(R)), immediately
implies that Proposition 3.2 gives the upper bound in Proposition 3.1.
3.2 The complex Airy operator on the half-line: Dirichlet
case
It is not difficult to define the Dirichlet realization A±,D of D2x ± ix on R+
(the analysis on the negative semi-axis is similar). One can use for example
the Lax-Milgram theorem and take as form domain
V D := {u ∈ H10 (R+) , x
1
2u ∈ L2+} .
It can also be shown that the domain is
DD := {u ∈ V D , u ∈ H2+} .
This implies
1The coefficient was wrong in [31] and is corrected here, see Appendix B.
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Proposition 3.3 The resolvent G±,D(λ) := (A±,D−λ)−1 is in the Schatten
class Cp for any p > 32 (see [15] for definition), where A±,D = D2x ± ix and
the superscript D refers to the Dirichlet case.
More precisely we provide the distribution kernel G−,D(x, y ;λ) of the resol-
vent for the complex Airy operator D2x − ix on the positive semi-axis with
Dirichlet boundary condition at the origin (the results for G+,D(x, y ;λ) are
similar). Matching the boundary conditions, one gets
G−,D(x, y ;λ) =

2pi
Ai(e−iαwy)
Ai(e−iαw0)
[
Ai(eiαwx)Ai(e
−iαw0)
−Ai(e−iαwx)Ai(eiαw0)
]
(0 < x < y) ,
2piAi(e
−iαwx)
Ai(e−iαw0)
[
Ai(eiαwy)Ai(e
−iαw0)
−Ai(e−iαwy)Ai(eiαw0)
]
(x > y) ,
(3.8)
where Ai(z) is the Airy function, wx = ix+ λ, and α = 2pi/3 .
The above expression can also be written as
G−,D(x, y ;λ) = G−0 (x, y ;λ) + G−,D1 (x, y ;λ), (3.9)
where G−0 (x, y ;λ) is the resolvent for the complex Airy operator D2x− ix on
the whole line,
G−0 (x, y ;λ) =
{
2piAi(eiαwx)Ai(e
−iαwy) (x < y),
2piAi(e−iαwx)Ai(eiαwy) (x > y),
(3.10)
and
G−,D1 (x, y ;λ) = −2pi
Ai(eiαλ)
Ai(e−iαλ)
Ai
(
e−iα(ix+ λ)
)
Ai
(
e−iα(iy + λ)
)
. (3.11)
The resolvent is compact. The poles of the resolvent are determined by the
zeros of Ai(e−iαλ), i.e., λn = eiαan , where the an are zeros of the Airy func-
tion: Ai(an) = 0 . The eigenvalues have multiplicity 1 (no Jordan block).
See Appendix A.
As a consequence of the analysis of the numerical range of the operator,
we have
Proposition 3.4
||G±,D(λ)|| ≤ 1|Reλ| , if Reλ < 0 ; (3.12)
and
||G±,D(λ)|| ≤ 1|Imλ| , if ∓ Imλ > 0 . (3.13)
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This proposition together with the Phragmen-Lindelo¨f principle (Theorem D.1)
and Proposition 3.3 implies (see [2] or [15])
Proposition 3.5 The space generated by the eigenfunctions of the Dirichlet
realization A±,D of D2x ± ix is dense in L2+.
It is proven in [27] that there is no Riesz basis of eigenfunctions.
At the boundary of the numerical range of the operator, it is interesting
to analyze the behavior of the resolvent. Numerical computations lead to
the observation that
lim
λ→+∞
||G±,D(λ)||L(L2+) = 0 . (3.14)
As a new result, we will prove
Proposition 3.6 When λ tends to +∞, we have
||G±,D(λ)||HS ≈ λ− 14 (log λ) 12 . (3.15)
Here we use the convention that “A(λ) ≈ B(λ) as λ → +∞” means that
there exist C and λ0 such that
1
C
≤ |A(λ)||B(λ)| ≤ C , ∀λ ≥ λ0 ,
or, in other words, A = O(|B|) and B = O(|A|).
The proof of this proposition will be given in Appendix C.
Note that, as ||G±,D(λ)||L(L2) ≤ ||G±,D(λ)||HS , the estimate (3.15) implies
(3.14).
3.3 The complex Airy operator on the half-line: Neumann
case
Similarly, we can look at the Neumann realization A±,N of D2x ± ix on R+
(the analysis on the negative semi-axis is similar).
One can use for example the Lax-Milgram theorem and take as form
domain
V N = {u ∈ H1+ , x
1
2u ∈ L2+}.
We recall that the Neumann condition appears when writing the domain of
the operator A±,N .
As in the Dirichlet case (Proposition 3.3), this implies
Proposition 3.7 The resolvent G±,N (λ) := (A±,N−λ)−1 is in the Schatten
class Cp for any p > 32 .
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More explicitly, the resolvent of A−,N is obtained as
G−,N (x, y ;λ) = G−0 (x, y ;λ) + G−,N1 (x, y ;λ) for (x, y) ∈ R2+,
where G−0 (x, y ;λ) is given by (3.10) and G−,N1 (x, y ;λ) is
G−,N1 (x, y ;λ) = −2pi
eiαAi′(eiαλ)
e−iαAi′(e−iαλ)
Ai
(
e−iα(ix+ λ)
)
Ai
(
e−iα(iy + λ)
)
.
(3.16)
The poles of the resolvent are determined by zeros of Ai′(e−iαλ), i.e., λn =
eiαa′n, where a′n are zeros of the derivative of the Airy function: Ai
′(a′n) = 0.
The eigenvalues have multiplicity 1 (no Jordan block). See Appendix A.
As a consequence of the analysis of the numerical range of the operator, we
have
Proposition 3.8
||G±,N (λ)|| ≤ 1|Reλ| , if Reλ < 0 ; (3.17)
and
||G±,N (λ)|| ≤ 1|Imλ| , if ∓ Imλ > 0 . (3.18)
This proposition together with Proposition 3.7 and the Phragmen-Lindelo¨f
principle implies the completeness of the eigenfunctions:
Proposition 3.9 The space generated by the eigenfunctions of the Neu-
mann realization A±,N of D2x ± ix is dense in L2+.
At the boundary of the numerical range of the operator, we have
Proposition 3.10 When λ tends to +∞, we have
||G±,N (λ)||HS ≈ λ− 14 (log λ) 12 . (3.19)
Proof
Using the Wronskian (A.3) for Airy functions, we have
G−,D(x, y ;λ)− G−,N (x, y ;λ) = −ieiαAi(e
−iαwx)Ai(e−iαwy)
Ai(e−iαλ)Ai′(e−iαλ)
. (3.20)
Hence
||G−,D(x, y ;λ)− G−,N (x, y ;λ)||2HS =
(
∫ +∞
0 |Ai(e−iαwx)|2 dx)2
|Ai(e−iαλ)|2 |Ai′(e−iαλ)|2 .
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We will show in (8.9) that∫ +∞
0
|Ai(e−iαwx)|2 dx ≤ Cλ− 12 exp
(
4
3
λ
3
2
)
.
On the other hand, using (A.5) and (A.6), we obtain, for λ ≥ λ0
|Ai(e−iαλ)Ai′(e−iαλ)| ≥ 1
4pi
exp
(
4
3
λ
3
2
)
(this argument will also be used in the proof of (8.6)). We have consequently
obtained that there exist C > 0 and λ0 > 0 such that, for λ ≥ λ0,
||G−,D(λ)− G−,N (λ)||HS ≤ C |λ|− 14 . (3.21)
The proof of the proposition follows from Proposition 3.6.
3.4 The complex Airy operator on the half-line: Robin case
For completeness, we provide new results for the complex Airy operator on
the half-line with the Robin boundary condition that naturally extends both
Dirichlet and Neumann cases:[
∂
∂x
G−,R(x, y ;κ, λ)− κG−,R(x, y ;κ, λ)
]
x=0
= 0 , (3.22)
with a positive parameter κ. The operator is associated with the sesquilinear
form defined on H1+ ×H1+ by
a−,R(u, v) =
∫ +∞
0
u′(x)v¯′(x) dx− i
∫ +∞
0
xu(x)v¯(x) dx+κu(0)v¯(0) . (3.23)
The distribution kernel of the resolvent is obtained as
G−,R(x, y ;λ) = G−0 (x, y ;λ) + G−,R1 (x, y ;κ, λ) for (x, y) ∈ R2+,
where
G−,R1 (x, y ;κ, λ) = −2pi
ieiαAi′(eiαλ)− κAi(eiαλ)
ie−iαAi′(e−iαλ)− κAi(e−iαλ)
×Ai(e−iα(ix+ λ)) Ai(e−iα(iy + λ)) . (3.24)
Setting κ = 0, one retrieves Eq. (3.16) for the Neumann case, while the limit
κ→ +∞ yields Eq. (3.11) for the Dirichlet case, as expected. As previously,
the resolvent is compact and actually in the Schatten class Cp for any p > 32
(see Proposition 3.3). Its poles are determined as (complex-valued) solutions
of the equation
fR(κ, λ) := ie−iαAi′(e−iαλ)− κAi(e−iαλ) = 0 . (3.25)
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Except for the case of small κ, in which the eigenvalues might be localized
close to the eigenvalues of the Neumann problem (see Section 4 for an anal-
ogous case), it does not seem easy to localize all the solutions of (3.25) in
general. Nevertheless one can prove that the zeros of fR(κ, ·) are simple.
If indeed λ is a common zero of fR and (fR)′, then either λ + κ2 = 0, or
e−iαλ is a common zero of Ai and Ai′. The second option is excluded by
the properties of the Airy function, whereas the first option is excluded for
κ ≥ 0 because the spectrum is contained in the positive half-plane.
As a consequence of the analysis of the numerical range of the operator,
we have
Proposition 3.11
||G±,R(κ, λ)|| ≤ 1|Reλ| , if Reλ < 0 ; (3.26)
and
||G±,R(κ, λ)|| ≤ 1|Imλ| , if ∓ Imλ > 0 . (3.27)
This proposition together with the Phragmen-Lindelo¨f principle (Theorem D.1)
and the fact that the resolvent is in the Schatten class Cp, for any p > 32 ,
implies
Proposition 3.12 For any κ ≥ 0, the space generated by the eigenfunctions
of the Robin realization A±,R of D2x ± ix is dense in L2+.
At the boundary of the numerical range of the operator, it is interesting
to analyze the behavior of the resolvent. Equivalently to Propositions 3.6
or 3.10, we have
Proposition 3.13 When λ tends to +∞, we have
||G±,R(κ, λ)||HS ≈ λ− 14 (log λ) 12 . (3.28)
Proof.
The proof is obtained by using Proposition 3.10 and computing, using (A.3),
||G−,N (λ) − G−,R(κ, λ)||2HS =
(∫ +∞
0
|Ai(e−iαwx)|2dx
)2
× κ
2pi
1
|ie−iα Ai′(e−iαλ)− κAi(e−iαλ)|2 |Ai′(e−iαλ)|2 .
As in the proof of Proposition 3.10, we show the existence, for any κ0 > 0,
of C > 0 and λ0 such that, for λ ≥ λ0 and κ ∈ [0, κ0],
||G−,N (λ)− G−,R(κ, λ)||HS ≤ C|κ|λ− 34 .
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4 The complex Airy operator with a semi-permeable
barrier: definition and properties
In comparison with Section 2, we now replace the differential operator − d2
dx2
by A+1 = − d
2
dx2
+ix but keep the same transmission condition. To give a pre-
cise mathematical definition of the associated closed operator, we consider
the sesquilinear form aν defined for u = (u−, u+) and v = (v−, v+) by
aν(u, v) =
∫ 0
−∞
(
u′−(x)v¯
′
−(x) + i xu−(x)v¯−(x) + ν u−(x)v¯−(x)
)
dx
+
∫ +∞
0
(
u′+(x)v¯
′
+(x) + i xu+(x)v¯+(x) + ν u+(x)v¯+(x)
)
dx
+κ
(
u+(0)− u−(0)
)(
v+(0)− v−(0)
)
, (4.1)
where the form domain V is
V :=
{
u = (u−, u+) ∈ H1− ×H1+ : |x|
1
2u ∈ L2− × L2+
}
.
The space V is endowed with the Hilbertian norm
‖u‖V :=
√
‖u−‖2H1− + ‖u+‖
2
H1+
+ ‖|x|1/2u‖2
L2
.
We first observe
Lemma 4.1 For any ν ≥ 0, the sesquilinear form aν is continuous on V .
Proof: The proof is similar to that of Lemma 2.1, the additional term
i
( ∫ 0
−∞ xu−(x) v¯−(x) dx+
∫ +∞
0 xu+(x) v¯+(x) dx
)
being obviously bounded
by ‖u‖V ‖v‖V . 
Let us notice that, if u and v belong to H2−×H2+ and satisfy the boundary
conditions (1.3), then an integration by parts yields
aν(u, v) =
∫ 0
−∞
(− u′′−(x) + ixu−(x) + ν u−(x))v¯−(x) dx
+
∫ +∞
0
(− u′′+(x) + ixu+(x) + ν u+(x))v¯+(x) dx
+
(
u′+(0) + κ(u−(0)− u+(0))
)(
v−(0)− v+(0)
)
= 〈
(
− d
2
dx2
+ ix+ ν
)
u, v〉L2−×L2+ .
Hence the operator associated with the form aν , once defined appropriately,
will act as − d2
dx2
+ ix+ ν on C∞0 (R \ {0}) .
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As the imaginary part of the potential ix changes sign, it is not straight-
forward to determine whether the sesquilinear form aν is coercive, i.e.,
whether there exists ν0 such that for ν ≥ ν0 the following estimate
∃α > 0 , ∀u ∈ V , |aν(u, u)| ≥ α‖u‖2V (4.2)
holds.
Let us show that it is indeed not true. Consider for instance the sequence
un(x) = (χ(x+ n), χ(x− n)) , n ≥ 1 ,
where χ ∈ C∞0 (−1, 1) is an even function such that χ(x) = 1 for x ∈
[−1/2, 1/2] .
Then ‖u′n‖L2(−∞,0) and ‖u′n‖L2(0,+∞) are bounded, and∫
R
x |un(x)|2 dx = 0 ,
since x 7→ x|un(x)|2 is odd, whereas ‖|x|1/2un‖L2 −→ +∞ as n → +∞ .
Consequently
|aν(un, un)|
‖un‖2V
−→ 0 as n→ +∞ ,
and (4.2) does not hold.
Due to the lack of coercivity, the standard version of the Lax-Milgram
theorem does not apply. We shall instead use the following generalization
introduced in [4].
Theorem 4.2 Let V ⊂ H be two Hilbert spaces such that V is continuously
embedded in H and V is dense in H . Let a be a continuous sesquilinear
form on V × V , and assume that there exists α > 0 and two bounded linear
operators Φ1 and Φ2 on V such that, for all u ∈ V ,{ |a(u, u)|+ |a(u,Φ1u)| ≥ α ‖u‖2V ,
|a(u, u)|+ |a(Φ2u, u)| ≥ α ‖u‖2V .
(4.3)
Assume further that Φ1 extends to a bounded linear operator on H .
Then there exists a closed, densely-defined operator S on H with domain
D(S) = {u ∈ V : v 7→ a(u, v) can be extended continuously on H } ,
such that, for all u ∈ D(S) and v ∈ V ,
a(u, v) = 〈Su, v〉H .
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Now we want to find two operators Φ1 and Φ2 on V such that the esti-
mates (4.3) hold for the form aν defined by (4.1).
First we have, as in (2.7),
Re aν(u, u) ≥ (1− |κ|ε)
(∫ 0
−∞
|u′−(x)|2 dx+
∫ +∞
0
|u′+(x)|2 dx
)
+
(
ν − |κ|C(ε))‖u‖2L2 .
Thus by choosing ε and ν appropriately we get, for some α1 > 0 ,
|aν(u, u)| ≥ α1
(∫ 0
−∞
|u′−(x)|2 dx+
∫ +∞
0
|u′+(x)|2 dx+ ‖u‖2L2
)
. (4.4)
It remains to estimate the term ‖|x|1/2u‖L2 appearing in the norm ‖u‖V .
For this purpose, we introduce the operator
ρ : (u−, u+) 7−→ (−u−, u+) ,
which corresponds to the multiplication operator by the function signx .
It is clear that ρ maps H onto H and V onto V. Then we have
Im aν(u, ρu) = ‖|x|1/2u‖2L2 . (4.5)
Thus using (4.4), there exists α0 such that, for all u ∈ V ,
|aν(u, u)|+ |aν(u, ρu)| ≥ α‖u‖2V .
Similarly, for all u ∈ V ,
|aν(u, u)|+ |aν(ρu, u)| ≥ α‖u‖2V .
In other words, the estimate (4.3) holds, with Φ1 = Φ2 = ρ . Hence the
assumptions of Theorem 4.2 are satisfied, and we can define a closed operator
A+1 := S − ν, which is given by the identity
∀u ∈ D(A+1 ) , ∀v ∈ V , aν(u, v) = 〈A+1 u+ νu, v〉L2−×L2+
on the domain
D(A+1 ) = D(S) =
{
u ∈ V : v 7→ aν(u, v) can be extended continuously
on L2− × L2+
}
.
Now we shall determine explicitly the domain D(A+1 ) .
Let u ∈ V . The map v 7→ aν(u, v) can be extended continuously on
L2− × L2+ if and only if there exists some wu = (w−u , w+u ) ∈ L2− × L2+ such
that, for all v ∈ V , aν(u, v) = 〈wu, v〉L2 . Then due to the definition of
aν(u, v) , we have necessarily
w−u = −u′′− + ixu− + νu− and w+u = −u′′+ + ixu+ + νu+
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in the sense of distributions respectively in R− and R+, and u satisfies the
conditions (1.3). Consequently, the domain of A+1 can be rewritten as
D(A+1 ) =
{
u ∈ V : (−u′′− + ixu−,−u′′+ + ixu+) ∈ L2− × L2+
and u satisfies conditions (1.3)
}
.
We now prove that D(A+1 ) = D̂ where
D̂ =
{
u ∈ V : (u−, u+) ∈ H2− ×H2+ , (xu−, xu+) ∈ L2− × L2+
and u satisfies conditions (1.3)
}
.
It remains to check that this implies (u−, u+) ∈ H2−×H2+. The only problem
is at +∞. Let u+ be as above and let χ be a nonnegative function equal
to 1 on [1,+∞) and with support in (12 ,+∞). It is clear that the natural
extension by 0 of χu+ to R belongs to L2(R) and satisfies(
− d
2
dx2
+ ix
)
(χu+) ∈ L2(R) .
One can apply for χu+ a standard result for the domain of the accretive
maximal extension of the complex Airy operator on R (see for example [25]).
Finally, let us notice that that the continuous embedding
V ↪→ L2(R; |x|dx) ∩ (H1− ×H1+)
implies that A+1 has a compact resolvent; hence its spectrum is discrete.
Moreover, from the characterization of the domain and its inclusion in
D̂, we deduce the stronger
Proposition 4.3 There exists λ0 (λ0 = 0 for κ > 0) such that (A+1 −λ0)−1
belongs to the Schatten class Cp for any p > 32 .
Note that if it is true for some λ0 it is true for any λ in the resolvent set.
Remark 4.4 The adjoint of A+1 is the operator associated by the same con-
struction with D2x− ix. A−1 +λ being injective, this implies by a general cri-
terion [25] that A+1 + λ is maximal accretive, hence generates a contraction
semigroup.
The following statement summarizes the previous discussion.
Proposition 4.5 The operator A+1 acting as
u 7→ A+1 u =
(
− d
2
dx2
u− + ixu−, − d
2
dx2
u+ + ixu+
)
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on the domain
D(A+1 ) =
{
u ∈ H2− ×H2+ : xu ∈ L2− × L2+
and u satisfies conditions (1.3)
}
(4.6)
is a closed operator with compact resolvent.
There exists some positive λ such that the operator A+1 + λ is maximal
accretive.
Remark 4.6 We have
ΓA+1 = A−1 , (4.7)
where Γ denotes the complex conjugation:
Γ(u− , u+) = (u¯− , u¯+) .
This implies that the distribution kernel of the resolvent satisfies:
G(x, y ;λ) = G(y, x;λ) , (4.8)
for any λ in the resolvent set.
Remark 4.7 (PT-Symmetry) If (λ, u) is an eigenpair, then (λ¯, u¯(−x))
is also an eigenpair. Let indeed v(x) = u¯(−x). This means v−(x) = u¯+(−x)
and v+(x) = u¯−(−x). Hence we get that v satisfies (2.1) if u satisfies the
same condition:
v′−(0) = −u¯′+(0) = κ(u¯−(0)− u¯+(0)) = +κ (v+(0)− v−(0)) .
Similarly one can verify that(
− d2
dx2
+ ix
)
v+(x) =
(
− d2
dx2
− ix
)
u−(−x)
=
((
− d2
dx2
+ ix
)
u−
)
(−x)
= λ¯ v+(x) .
5 Exponential decay of the associated semi-group.
In order to control the decay of the associated semi-group, we follow what
has been done for the Neumann or Dirichlet realization of the complex Airy
operator on the semi-axis (see for example [25] or [27, 28]).
Theorem 5.1 Assume κ > 0, then for any ω < inf{Reσ(A+1 )}, there exists
Mω such that
|| exp(−tA+1 )||L(L2−×L2+) ≤Mω exp(−ωt) ,
where σ(A+1 ) is the spectrum of A+1 .
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To apply the quantitative Gearhart-Pru¨ss theorem (see [25]) to the operator
A+1 , we should prove that
sup
Re z≤ω
‖(A+1 − z)−1‖ ≤ Cω ,
for all ω < inf Reσ(A+1 ) := ω1 .
First we have by accretivity (remember that κ > 0), for Reλ < 0 ,
||(A+1 − λ)−1|| ≤
1
|Reλ| . (5.1)
So it remains to analyze the resolvent in the set
0 ≤ Reλ ≤ ω1 −  , |Imλ| ≥ C > 0 ,
where C > 0 is sufficiently large. Let us show the following lemma.
Lemma 5.2
For any α > 0, there exist Cα > 0 and Dα > 0 such that for any λ ∈ {ω ∈
C : Reω ∈ [−α,+α] and |Imω| > Dα} ,
||(A±1 − λ)−1|| ≤ Cα . (5.2)
Proof.
Without loss of generality, we treat the case when Imλ > 0 . As in [8],
the main idea of the proof is to approximate (A+1 − λ)−1 by a sum of two
operators: one of them is a good approximation when applied to functions
supported near the transmission point, while the other one takes care of
functions whose support lies far away from this point.
The first operator Aˇ is associated with the sesquilinear form aˇ defined
for u = (u−, u+) and v = (v−, v+) by
aˇ(u, v) =
∫ 0
−Imλ/2
(
u′−(x)v¯
′
−(x) + i xu−(x)v¯−(x) + λu−(x)v¯−(x)
)
dx
+
∫ Imλ/2
0
(
u′+(x)v¯
′
+(x) + i xu+(x)v¯+(x) + λu+(x)v¯+(x)
)
dx
+κ
(
u+(0)− u−(0)
)(
v+(0)− v−(0)
)
, (5.3)
where u and v belong to the following space:
H10(Sλ,C) :=
(
H1(S−λ )×H1(S+λ )
) ∩ {u−(−Imλ/2) = 0 , u+(Imλ/2) = 0} ,
with S−λ := (−Imλ/2, 0) and S+λ := (0,+Imλ/2).
The domain D(Aˇ) of Aˇ is the set of u ∈ H2(S−λ ) × H2(S+λ ) such that
u−(−Imλ/2) = 0 ,u+(Imλ/2) = 0 and u satisfies conditions (1.3). Denote
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the resolvent of Aˇ by R1(λ) in L(L2(S−λ ,C) × L2(S+λ ,C)) and observe also
that R1(λ) ∈ L(L2(S−λ ,C)× L2(S+λ ,C),H10(Sλ,C)).
We easily obtain (looking at the imaginary part of the sesquilinear form)
that
‖R1(λ)‖ ≤ 2
Imλ
. (5.4)
Furthermore, we have, for u = R1(λ) f (with u = (u−, u+), f = (f−, f+))
‖DxR1(λ)f‖2 = ‖Dxu‖2
≤ ‖(A+1 − λ)u‖‖u‖+ Reλ‖u‖2
≤ ‖f‖‖R1(λ)f‖+ |α|‖R1(λ)f‖2
≤
(
2
|Imλ| +
4|α|
|Imλ|2
)
‖f‖2.
Hence there exists C0(α) such that, for Imλ ≥ 1 and Reλ ∈ [−α,+α],
‖DxR1(λ)‖ ≤ C0(α) |Imλ|− 12 . (5.5)
Far from the transmission point 0 , we approximate by the resolvent G+0 of
the complex Airy operator A+ on the line. Denote this resolvent by R2(λ)
when considered as an operator in L(L2− × L2+). We recall from Section 3
that
‖R2(λ)‖L(L2) ∼
√
pi
2
(Reλ)−
1
4 exp
(
4
3
(Reλ)
3
2
)
. (5.6)
Recall also that for the same reason the norm ‖R2(λ)‖ is independent of
Imλ. Since R2(λ) is an entire function in λ, we easily obtain a uniform
bound on ‖R2(λ)‖ for Reλ ∈ [−α,+α]. Hence,
‖R2(λ)‖ ≤ C1(α) . (5.7)
As for the proof of (5.5), we then show
‖DxR2(λ)‖ ≤ C(α) . (5.8)
We now use a partition of unity in the x variable in order to construct an
approximate inverse Rapp(λ) for A+1 − λ. We shall then prove that the dif-
ference between the approximation and the exact resolvent is well controlled
as Imλ→ +∞. For this purpose, we define the following triple (φ−, ψ, φ+)
of cutoff functions in C∞(R, [0, 1]) satisfying
φ−(t) = 1 on (−∞,−1/2] , φ−(t) = 0 on [−1/4,+∞)
ψ(t) = 1 on [−1/4, 1/4] , ψ(t) = 0 on (−∞,−1/2] ∪ [1/2,+∞) ,
φ+(t) = 1 on [1/2,+∞) , φ+(t) = 0 on (−∞, 1/4],
φ−(t)2 + ψ(t)2 + φ+(t)2 = 1 on R ,
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and then set
φ±,λ(x) = φ±
( x
Imλ
)
, ψλ(x) = ψ
( x
Imλ
)
.
The approximate inverse Rapp(λ) is then constructed as
Rapp(λ) = φ−,λR2(λ)φ−,λ + ψλR1(λ)ψλ + φ+,λR2(λ)φ+,λ , (5.9)
where φ±,λ and ψλ denote the operators of multiplication by the functions
φ±,λ and ψλ. Note that ψλ maps L2−×L2+ into L2(S−λ )×L2(S+λ ). In addition,
ψλ : D(Aˇ)→ D(A+1 ),
φλ : D(A+)→ D(A+1 ) .
Here we can define φλ(u−, u+) as (φ−,λ u− , φ+,λ u+).
From (5.4) and (5.7) we get, for sufficiently large Imλ,
‖Rapp(λ)‖ ≤ C3(α). (5.10)
Note that
|φ′λ(x)|+ |ψ′λ(x)| ≤
C
|Imλ| , |φ
′′
λ(x)|+ |ψ′′λ(x)| ≤
C
|Imλ|2 . (5.11)
Next, we apply A+1 − λ to Rapp to obtain that
(A+1 − λ)Rapp(λ) = I + [A+1 , ψλ]R1(λ)ψλ + [A+1 , φλ]R2(λ)φλ , (5.12)
where I is the identity operator on L2− × L2+, and
[A+1 , φλ] := A+1 φλ − φλA+1
= [D2x , φλ]
= − 2i
Imλ
φ′
( x
Imλ
)
Dx − 1
(Imλ)2
φ′′
( x
Imλ
)
. (5.13)
A similar relation holds for [A+1 , ψλ]. Here we have used (5.9), and the
fact that
(A+1 − λ)R1(λ)ψλu = ψλu , (A+1 − λ)R2(λ)φλu = φλu , ∀u ∈ L2− × L2+ .
Using (5.4), (5.5), (5.8), and (5.13) we then easily obtain, for sufficiently
large Imλ,
‖[A+1 , ψλ]R1(λ)‖+ ‖[A+1 , φλ]R2(λ)‖ ≤
C4(α)
|Imλ| . (5.14)
Hence, if |Imλ| is large enough then I+[A+1 , ψλ]R1(λ)ψλ+[A+1 , φλ]R2(λ)φλ
is invertible in L(L2− × L2+), and∥∥∥(I + [AD, ψλ]R1(λ)ψλ + [AD, φλ]R2(λ)φλ)−1∥∥∥ ≤ C5(α) . (5.15)
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Finally, since
(A+1 − λ)−1 = Rapp(λ) ◦
(
I + [A+1 , ψλ]R1(λ)ψλ + [A+1 , φλ]R2(λ)φλ
)−1
,
we have
‖(A+1 − λ)−1‖ ≤ ‖Rapp(λ)‖
∥∥(I + [A+1 , ψλ]R1(λ)ψλ + [A+1 , φλ]R2(λ)φλ)−1∥∥ .
Using (5.10) and (5.15) we conclude that (5.2) is true. 
Remark 5.3 One could also use more directly the expression of the kernel
G+(x, y ;λ) of (A+1 − λ)−1 in terms of Ai and Ai′ , together with the asymp-
totic expansions of the Airy function, see Appendix A and the discussion at
the beginning of Section 7.
6 Integral kernel of the resolvent and its poles
Here we revisit some of the computations of [21, 22] with the aim to complete
some formal proofs. We are looking for the distribution kernel G−(x, y;λ)
of the resolvent (A−1 − λ)−1 which satisfies in the sense of distribution(
−λ− ix− ∂
2
∂x2
)
G−(x, y ;λ) = δ(x− y), (6.1)
as well as the boundary conditions[
∂
∂x
G−(x, y ;λ)
]
x=0+
=
[
∂
∂x
G−(x, y ;λ)
]
x=0−
= κ
[G−(0+, y;λ)− G−(0−, y;λ)] . (6.2)
Sometimes, we will write G−(x, y ;λ, κ), in order to stress the dependence
on κ.
Note that one can easily come back to the kernel of the resolvent of A+1 by
using
G+(x, y ;λ) = G−(y, x; λ¯) . (6.3)
Using (4.8), we also get
G+(x, y ;λ) = G−(x, y ; λ¯) . (6.4)
We search for the solution G−(x, y ;λ) in three subdomains: the negative
semi-axis (−∞, 0), the interval (0, y), and the positive semi-axis (y,+∞)
(here we assumed that y > 0; the opposite case is similar). For each subdo-
main, the solution is a linear combination of two Airy functions:
G−(x, y ;λ) =

A−Ai(e−iαwx) +B−Ai(eiαwx) (x < 0) ,
A+Ai(e−iαwx) +B+Ai(eiαwx) (0 < x < y) ,
C+Ai(e−iαwx) +D+Ai(eiαwx) (x > y) ,
(6.5)
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with six unknown coefficients (which are functions of y > 0). Here we have
set
α =
2pi
3
and
wx = ix+ λ .
The boundary conditions (6.2) read as
B−ieiαAi′(eiαw0)
= A+ie−iαAi′(e−iαw0) +B+ieiαAi′(eiαw0)
= κ
[
A+Ai(e−iαw0) +B+Ai(eiαw0)−B−Ai(eiαw0)
]
,
(6.6)
where w0 = λ and we set A
− = 0 and D+ = 0 to ensure the decay of
G−(x, y ;λ) as x→ −∞ and as x→ +∞ , respectively.
We now look at the condition at x = y in order to have (6.1) satisfied in the
distribution sense. We write the continuity condition,
A+Ai(e−iαwy) +B+Ai(eiαwy) = C+Ai(e−iαwy) ,
and the discontinuity jump of the derivative,
A+ie−iαAi′(e−iαwy) +B+ieiαAi′(eiαwy) = C+ie−iαAi′(e−iαwy) + 1 .
This can be considered as a linear system for A+ and B+ . Using the Wron-
skian (A.3), one expresses A+ and B+ in terms of C+:
A+ = C+ − 2piAi(eiαwy) , B+ = 2piAi(e−iαwy) . (6.7)
We can rewrite (6.6) in the form
B− = e−2iα
Ai′(e−iαw0)
Ai′(eiαw0)
A+ +B+ , (6.8)
and
A+ie−iαAi′(e−iαw0) +B+ieiαAi′(eiαw0)
= κA+
[
Ai(e−iαw0)− e−2iαAi(eiαw0)Ai
′(e−iαw0)
Ai′(eiαw0)
]
.
(6.9)
Using again the property of the Wronskian (A.3), we obtain
A+Ai′(e−iαw0) +B+e2iαAi′(eiαw0) = −κA+ 1
2piAi′(eiαw0)
,
that is
A+(f(λ) + κ) +B+(2pi)e2iα
(
Ai′(eiαw0)
)2
= 0 ,
where
f(λ) := 2piAi′(e−iαλ)Ai′(eiαλ) . (6.10)
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So we now get
A+ = − 1
f(λ) + κ
(2pi)2e2iα
(
Ai′(eiαw0)
)2
Ai(e−iαwy) , (6.11)
B− = 2piAi(e−iαwy)− 2pi f(λ)
f(λ) + κ
Ai(e−iαwy) , (6.12)
and
C+ = 2piAi(eiαwy)− 4pi2 e
2iα[Ai′(eiαλ)]2
f(λ) + κ
Ai(e−iαwy) . (6.13)
Combining these expressions, one finally gets
G−(x, y ;λ, κ) = G−0 (x, y ;λ) + G1(x, y ;λ, κ) , (6.14)
where G−0 (x, y ;λ) is the distribution kernel of the resolvent of the operator
A∗0 := − d
2
dx2
− ix on the line (given by Eq. (3.10)), whereas G1(x, y ;λ, κ) is
given by the following expressions
G1(x, y ;λ, κ) =
{
−4pi2 e2iα[Ai′(eiαλ)]2f(λ)+κ Ai(e−iαwx)Ai(e−iαwy) , (x > 0) ,
−2pi f(λ)f(λ)+κAi(eiαwx)Ai(e−iαwy) , (x < 0) ,
(6.15)
for y > 0, and
G1(x, y ;λ, κ) =
{
−2pi f(λ)f(λ)+κAi(e−iαwx)Ai(eiαwy) , (x > 0) ,
−4pi2 e−2iα[Ai′(e−iαλ)]2f(λ)+κ Ai(eiαwx)Ai(eiαwy) , (x < 0) ,
(6.16)
for y < 0. Hence the poles are determined by the equation
f(λ) = −κ , (6.17)
with f defined in (6.10).
Remark 6.1 For κ = 0, one recovers the conjugated pairs associated with
the zeros a′n of Ai
′. We have indeed as poles
λ+n = e
iαa′n , λ
−
n = e
−iαa′n , (6.18)
where a′n is the n-th zero (starting from the right) of Ai
′. Note that a′n < 0
so that Reλ±n > 0, as expected.
In this case, the restriction to R2+ of G1(x, y ;λ, 0) is the kernel of the resol-
vent of the Neumann problem in R+.
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We also know that the eigenvalues for the Neumann problem are simple.
Hence by the local inversion theorem we get the existence of a solution
close to each λ±n for κ small enough (possibly depending on n) if we show
that f ′(λ±n ) 6= 0. For λ+n , we have, using the Wronskian relation (A.3) and
Ai′(e−iαλ+n ) = 0 ,
f ′(λ+n ) = 2pi e−iα Ai
′′(e−iαλ+n )Ai
′(eiαλ+n )
= 2pie−2iαλ+nAi(e−iαλ+n )Ai
′(eiαλ+n )
= −iλ+n .
(6.19)
Similar computations hold for λ−n . We recall that
λ+n = λ
−
n .
The above argument shows that f ′(λn) 6= 0, with λn = λ+n or λn = λ−n .
Hence by the holomorphic inversion theorem we get that, for any n ∈ N∗,
and any , there exists hn() such that for |κ| ≤ hn(), we have a unique
solution λn(κ) of (6.17) such that |λn(κ)− λn| ≤ .
We would like to have a control of hn() with respect to n. What we
should do is inspired by the Taylor expansion given in [22] (Formula (33))
of λ±n (κ) for fixed n :
λ±n (κ) = λ
±
n + e
±ipi
6
1
a′n
κ+On(κ2) . (6.20)
Since |λn| behaves as n 23 (see Appendix A), the guess is that λ±n+1(κ)−λ±n (κ)
behaves as n−
1
3 .
To justify this guess, one needs to control the derivative in a suitable neigh-
borhood of λn.
Proposition 6.2 There exists η > 0 and h∞ > 0, such that, for all n ∈ N∗,
for any κ such that |κ| ≤ h∞ there exists a unique solution of (6.17) in
B(λn, η|λn|−1) with λn = λ±n .
Proof of the proposition
Using the previous arguments, it is enough to establish the proposition for
n large enough. Hence it remains to establish a local inversion theorem
uniform with respect to n for n ≥ N . For this purpose, we consider the
holomorphic function
B(0, η) 3 t 7→ φn(t) = f(λn + tλ−1n ) .
To have a local inversion theorem uniform with respect to n, we need to
control |φ′n(t)| from below.
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Lemma 6.3 For any η > 0, there exists N such that, ∀n ≥ N ,
|φ′n(t)| ≥
1
2
, ∀t ∈ B(0, η) . (6.21)
Proof of the lemma.
We have
φ′n(t) = λ
−1
n f
′(λn + tλ−1n ) ,
and
φ′n(0) = −i .
Hence it remains to control φ′n(t) − φ′n(0) in B(0, η). We treat the case
λn = λ
+
n .
We recall that
f ′(λ) = 2pie−iαAi′′(e−iαλ)Ai′(eiαλ) + 2pieiαAi(e−iαλ)Ai′′(eiαλ)
= 2piλ
(
e−2iαAi(e−iαλ)Ai′(eiαλ) + e2iαAi′(e−iαλ)Ai(eiαλ)
)
= −iλ+ 4piλe2iαAi′(e−iαλ)Ai(eiαλ).
(6.22)
Hence we have
φ′n(t)− φ′n(0) = 4piλλ−1n e2iα Ai′(e−iαλ)Ai(eiαλ), (6.23)
with λ = λn + tλ
−1
n .
We will control Ai′(e−iαλ)Ai(eiαλ) in B(λn, η|λn|−1) and show that this
expression tends to zero as n→ +∞.
We have
Ai′(e−iαλ) = e−iα(λ− λn)Ai′′(e−iαλ˜) = e−2iα(λ− λn) λ˜Ai(e−iαλ˜) ,
with λ˜ ∈ B(λn, η|λn|−1).
Hence it remains to show that the product |Ai(e−iαλ˜)Ai(eiαλ)| for λ and
λ˜ in B(λn, η|λn|−1) tends to 0.
Here we use the known expansion for the Airy function recalled in Ap-
pendix A in the balls B(e−iαλn, η|λn|−1) and B(eiαλn, η|λn|−1).
(i) For the first one, we need the expansion of Ai in the neighborhood of a′n.
Using the asymptotic relation (A.7), we observe that
exp
(
±i2
3
z
3
2
)
= exp
(
±i
(
2
3
(−a′n)
3
2 (1 +O(1/|a′n|2))
))
= O(1) .
Hence we get
|Ai(e−iαλ)| ≤ C |a′n|−
1
4 ∀ λ ∈ B(λn, η|λn|−1) .
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(ii) For the second one, we use (A.5) to observe that
exp
(
−2
3
(eiαλ)
3
2
)
= exp
(
−i2
3
(−a′n)
3
2 (1 +O((−a′n)−2))
)
,
and we get, for λ ∈ B(λn, η|λn|−1)
|Ai(eiαλ)| ≤ C |a′n|−
1
4 . (6.24)
This completes the proof of the lemma and of the proposition.
Actually, we have proved on the way the more precise
Proposition 6.4 For all η > 0 and 0 ≤ κ < η2 , there exists N such that,
for all n ≥ N , there exists a unique solution of (6.17) in B(λn, η |λn|−1).
Figure 1 illustrates Proposition 6.2. Solving Eq. (6.17) numerically, we
find the first 100 zeros λn(κ) with Imλn(κ) > 0. According to Proposi-
tion 6.2, these zeros are within distance 1/|λn| from the zeros λn = λn(0) =
eiαa′n which are given explicitly through the zeros a′n. Moreover, the second
order term in (6.20) that was computed in [22], suggests that the rescaled
distance
δn(κ) = |λn(κ)− λn||λn|/κ, (6.25)
behaves as
δn(κ) = 1− cκn−1/3 + o(n−1/3), (6.26)
with a nonzero constant c. Figure 1(top) shows that the distance δn(κ) re-
mains below 1 for three values of κ: 0.1, 1, and 10. The expected asymptotic
behavior given in (6.26) is confirmed by Figure 1(bottom), from which the
constant c is estimated to be around 0.31.
Remark 6.5 The local inversion theorem with control with respect to n per-
mits to have the asymptotic behavior of the λn(κ) uniformly for κ small:
λ±n (κ) = λ
±
n + e
±ipi
6
1
a′n
κ+
1
a′n
O(κ2) . (6.27)
An improvment of (6.27) (as formulated by (6.26)) results from a good es-
timate on φ′′n(t). Observing that |φ′′n(t)| ≤ C|a′n|−
1
2 in the ball B(0, η), we
obtain
λ±n (κ) = λ
±
n + e
±ipi
6
1
a′n
κ+
1
(a′n)
3
2
O(κ2) . (6.28)
If one asks for finer estimates, one should compute φ′′n(0) and estimate φ′′′n ,
and so on.
It would also be interesting to analyze the case κ → +∞. See [22] for
a preliminary non rigorous analysis. The limiting problem in this case is
the realization of the complex Airy operator on the line which has empty
spectrum.
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Figure 1: Illustration of Proposition 6.2 by the numerical computation of
the first 100 zeros λ+n (κ) of (6.17). At the top, the rescaled distance δn(κ)
from (6.25) between λ+n (κ) and λ
+
n = λ
+
n (0). At the bottom, the asymptotic
behavior of this distance.
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In the remaining part of this section, we describe the distribution kernel
of the projector Π±n associated with λ±n (κ).
Proposition 6.6 There exists κ0 > 0 such that, for any κ ∈ [0, κ0] and any
n ∈ N∗, the rank of Π±n is equal to one. Moreover, if ψ±n is an eigenfunction,
then ∫ +∞
−∞
ψ±n (x)
2 dx 6= 0 . (6.29)
Proof
To write the projector Π±n associated with an eigenvalue λ±n we integrate
the resolvent along a small contour γ±n around λ±n .
Π±n =
1
2ipi
∫
γ±n
(A±1 − λ)−1dλ . (6.30)
If we consider the associated kernels, we get, using (6.14) and the fact that
G−0 is holomorphic in λ:
Π±n (x, y ;κ) =
1
2ipi
∫
γ±n
G1(x, y ;λ, κ) dλ . (6.31)
The projector is given by the following expression (with w±,nx = ix+λ±n )
for y > 0
Π±n (x, y ;κ) =
 −4pi2
e2iα[Ai′(eiαλ±n )]2
f ′(λ±n )
Ai(e−iαw±,nx )Ai(e−iαw±,ny ) (x > 0) ,
2pi κ
f ′(λ±n )
Ai(eiαw±,nx )Ai(e−iαw±,ny ) (x < 0) ,
(6.32)
and for y < 0
Π±n (x, y ;κ) =
 2pi
κ
f ′(λ±n )
Ai(e−iαw±,nx )Ai(eiαw±,ny ) (x > 0) ,
−4pi2 e−2iα[Ai′(e−iαλ±n )]2
f ′(λ±n )
Ai(eiαw±,nx )Ai(eiαw±,ny ) (x < 0) .
(6.33)
Here we recall that we have established that for |κ| small enough f ′(λ±n ) 6=
0. It remains to show that the rank of Π±n is one and we will get at the
same time an expression for the eigenfunction. It is clear that the rank
of Π±n is at most two and that every function in the range of Π±n has the
form (c−Ai(eiαw
±,n
x ) , c+Ai(e
−iαw±,nx )) , where c−, c+ ∈ R . It remains to
establish the existence of a relation between c− and c+. This is a consequence
of f(λ±n ) = −κ. If κ 6= 0, the functions in the range have the form
cn
(
Ai′(e−iαλ±n )Ai(e
iαw±,nx ), e
2iαAi′(eiαλ±n )Ai(e
−iαw±,nx )
)
.
Inequality (6.29) results from an abstract lemma in [6] once we have proved
that the rank of the projector is one. We have indeed
||Π±n || =
1
| ∫ +∞−∞ ψ±n (x)2 dx| . (6.34)
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More generally, the proof of the proposition can be formulated in this
way:
Proposition 6.7 If f(λ) + κ = 0 and f ′(λ) 6= 0 , then the associated pro-
jector has rank 1 (no Jordan block).
The condition of κ being small in Proposition 6.6 is only used for proving the
property f ′(λ) 6= 0. For the case of the Dirichlet or Neumann realization of
the complex Airy operator in R+, we refer to Section 3. The nonemptiness
was obtained directly by using the properties of the Airy function. Note
that our numerical solutions did not reveal projectors of rank higher than 1.
We conjecture that the rank of these projectors is 1 for any 0 ≤ κ < +∞
but can only prove the weaker
Proposition 6.8 For any κ ≥ 0, there is at most a finite number of eigen-
values with nontrivial Jordan blocks.
Proof
We start from
f(λ) := 2piAi′(e2pii/3λ)Ai′(e−2pii/3λ) ,
and get by derivation
1
2pi
f ′(λ) = eiαAi′′(eiαλ)Ai′(e−iαλ) + e−iαAi′(eiαλ)Ai′′(e−iαλ) . (6.35)
What we have to prove is that f ′(λ) is different from 0 for a large solution
λ of f(λ) = −κ. We know already that Reλ ≥ 0. We note that f(0) > 0.
Hence 0 is not a pole for κ ≥ 0. More generally f is real and strictly positive
on the real axis. Hence f(λ) + κ > 0 on the real axis.
We can assume that Imλ > 0 (the other case can be treated similarly).
Using the equation satisfied by the Airy function, we get
1
2piλ
f ′(λ) = e−iαAi(eiαλ)Ai′(e−iαλ) + eiαAi′(eiαλ)Ai(e−iαλ) , (6.36)
and by the Wronskian relation (A.3):
e−iαAi′(e−iαλ)Ai(eiαλ)− eiαAi′(eiαλ)Ai(e−iαλ) = i
2pi
. (6.37)
Suppose that f(λ) = −κ and that f ′(λ) = 0 .
We have
−eiαAi′(eiαλ)Ai(e−iαλ) = e−iαAi′(e−iαλ)Ai(eiαλ) = i
4pi
.
and get
κ =
i
2
Ai′(e2pii/3λ)/Ai(e2pii/3λ) = − i
2
Ai′(e−2pii/3λ)/Ai(e−2pii/3λ)
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Using the last equality and the asymptotics (A.5), (A.6) for Ai and Ai′, we
get as |λ| → +∞ satisfying the previous condition
κ ∼ 1
2
|λ| 12
which cannot be true for λ large. This achieves the proof of the proposition.
7 Resolvent estimates as |Imλ| → +∞
The resolvent estimates have been already proved in Section 5 and were
used in the analysis of the decay of the associated semigroup. We propose
here another approach which leads to more precise results. We keep in mind
(6.14) and the discussion in Section 5.
For λ = λ0 + iη , we have
‖G−0 ( · , · ;λ)‖L2(R2) = ‖G−0 ( · , · ;λ0)‖L2(R2) .
Hence the Hilbert-Schmidt norm of the resolvent (A+−λ)−1 does not depend
on the imaginary part of λ .
As a consequence, to recover Lemma 5.2 by this approach, it only remains
to check the following lemma
Lemma 7.1 For any λ0, there exist C > 0 and η0 > 0 such that
sup
|η|>η0
‖G1(· , ·;λ0 + iη)‖L2(R2) ≤ C . (7.1)
The proof is included in the proof of the following improvement which is the
main result of this section and is confirmed by the numerical computations.
One indeed observes that the lines of the pseudospectrum are asymptotically
vertical as Imλ→ ±∞ when Reλ > 0 , see Figure 2.
Proposition 7.2 For any λ0 > 0,
lim
η→±∞ ‖G1(· , ·;λ0 + iη)‖L2(R2) = 0 .
Moreover, this convergence is uniform for λ0 in a compact set.
Proof
We have
eiαλ = eiαλ0 − eipi/6η
and
e−iαλ = e−iαλ0 + e−ipi/6η .
Then according to (A.6), one can easily check that the term Ai′(e±iαλ)
decays exponentially as η → ∓∞ and grows exponentially as η → ±∞ . On
33
0 1 2 3 4 5 6−10
−5
0
5
10
0 1 2 3 4 5 6−10
−5
0
5
10
Figure 2: Numerically computed pseudospectrum in the complex plane of
the complex Airy operator with Neumann boundary conditions (top) and
with the transmission boundary condition at the origin with κ = 1 (bot-
tom). The red points show the poles λ±n (κ) found by solving numerically
Eq. (6.17) that corresponds to the original problem on R. The presented
picture corresponds to a zoom (eliminating numerical artefacts) in a compu-
tation done for a large interval [−L,+L] with Dirichlet boundary conditions
at ±L. The pseudospectrum was computed with L3 = 104 by projecting the
complex Airy operator onto the orthogonal basis of eigenfunctions of the
corresponding Laplace operator and then diagonalizing the obtained trun-
cated matrix representation (see Appendix E for details). We only keep a
few lines of pseudospectra for the clarity of the picture. As predicted by
the theory, the vertical lines are related to the pseudospectrum of the free
complex Airy operator on the line.
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the other hand, the term Ai′(eiαλ) decays exponentially as η → ±∞ .
More precisely, we have
|Ai′(eiα(λ0 + iη))|2 ∼ |c|2η 12 exp
(
2
√
2
3 η
3/2
)
, as η → +∞ ;
∼ |c|2(−η) 12 exp
(
−2
√
2
3 η
3/2
)
, as η → −∞ ;
|Ai′(e−iα(λ0 + iη))|2 ∼ |c|2η 12 exp
(
−2
√
2
3 η
3/2
)
, as η → +∞ ;
∼ |c|2(−η) 12 exp
(
2
√
2
3 η
3/2
)
, as η → −∞ .
(7.2)
As a consequence, the function f(λ), which was defined in (6.10) by
f(λ) := 2piAi′(e−iαλ)Ai′(eiαλ) ,
has the following asymptotic behavior as η → ∓∞ :
f(λ0 + iη) = 2pi|c|2 |η|1/2
(
1 + o(1)
)
. (7.3)
We treat the case η > 0 (the other case can be deduced by considering
the complex conjugate).
Coming back to the two formulas giving G1 in (6.15) and (6.16) and starting
with the first one, we have to analyze the L2 norm over R+ × R+ of
(x, y) 7→ −4pi2 e
2iα[Ai′(eiαλ)]2
f(λ) + κ
Ai(e−iαwx)Ai(e−iαwy)
This norm N1 is given by
N1 := 4pi
2|Ai′(eiαλ)|2 |f(λ) + κ|−1||Ai(e−iαwx)||2L2(R+) .
Hence we have to estimate
∫ +∞
0 |Ai(e−iαwx)|2dx. We observe that
e−iαwx = e−i
pi
6 (x+ η) + e−iαλ0 .
This is rather simple for η > 0 because x and η have the same sign. We can
use the asymptotics (A.5) in order to get∫ +∞
0
|Ai(e−iαwx)|2dx ≤ C (|η|2 + 1)− 12 exp
(
−2
√
2
3
|η| 32
)
. (7.4)
Here we have used that, for β > 0,∫ +∞
η
exp
(
−βy 32
)
dy =
2
3β
exp
(
−βη 32 (1 +O(|η|− 12 ))
)
.
We use the control of |Ai′(eiα(λ0 + iη))|2 given in (7.2) and (7.3) to finally
obtain
N1 . (|η|2 + 1)− 12 . (7.5)
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By the notation . , we mean that there exists a constant C such that
N1 ≤ C(|η|2 + 1)− 12 .
For the L2-norm of the second term (see (6.16)),
N2 :=
∣∣∣∣∣∣∣∣−2pi f(λ)f(λ) + κAi(eiαwx)Ai(e−iαwy)
∣∣∣∣∣∣∣∣
L2(R−x ×R+y )
,
we observe that
N2 . ||Ai(eiαwx)||L2(R−) ||Ai(e−iαwx)||L2(R+) ,
and having in mind (7.4), we have only to bound
∫ 0
−∞ |Ai(eiαwx)|2dx . We
can no more use the asymptotic for the Airy function as (x + η) is small.
We have indeed
eiαwx = −eipi6 (x+ η) + eiαλ0 .
We rewrite the integral as the sum∫ 0
−∞ |Ai(eiαwx)|2dx =
∫ −η−C
−∞ |Ai(eiαwx)|2dx
+
∫ −η+C
−η−C |Ai(eiαwx)|2dx+
∫ 0
−η+C |Ai(eiαwx)|2dx .
The integral in the middle of the r.h.s. is bounded. The first one is also
bounded according to the behavior of the Airy function. So the dominant
term is the third one∫ 0
−η+C |Ai(eiαwx)|2dx =
∫ η
C |Ai(−ei
pi
6 x+ eiαλ0)|2dx
≤ C˜(|η|2 + 1) 14 exp
(
+2
√
2
3 |η|
3
2
)
.
Combining with (7.4), the L2-norm of the second term decays as η → +∞:
N2 . (|η|2 + 1)− 18 . (7.6)
This achieves the proof of the proposition, the uniformity for λ0 in a compact
being controlled at each step of the proof.
8 Proof of the completeness
We have already recalled or established in Section 3 (Propositions 3.5, 3.9,
and 3.12) the results for the Dirichlet, Neumann or Robin realization of the
complex Airy operator in R+. The aim of this section is to establish the
same result in the case with transmission. The new difficulty is that the
operator is no more sectorial.
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8.1 Reduction to the case κ = 0
We first reduce the analysis to the case κ = 0 by comparison of the two
kernels. We have indeed
G−(x, y ;λ, κ)− G−(x, y ;λ, 0) = G1(x, y ;λ, κ)− G1(x, y ;λ, 0)
= −κ(f(λ) + κ)−1G1(x, y ;λ, 0) , (8.1)
where G−(x, y ;λ, κ) denotes the kernel of the resolvent for the transmission
problem associated to κ ≥ 0 and D2x − ix.
We will also use the alternative equivalent relation:
G−(x, y ;λ, κ) = G−(x, y ;λ, 0)f(λ) (f(λ)+κ)−1+κ(f(λ)+κ)−1 G−0 (x, y ;λ, 0) .
(8.2)
Remark 8.1 This formula gives another way for proving that the opera-
tor with kernel G±(x, y ;λ, κ) is in a suitable Schatten class (see Proposi-
tion 4.3). It is indeed enough to have the result for κ = 0, that is to treat
the Neumann case on the half line.
Another application of this formula is
Proposition 8.2 There exists M > 0 such that for all λ > 0 ,
‖(A±1 − λ)−1‖HS ≤M(1 + |λ|)−
1
4 (log λ)
1
2 . (8.3)
Proof Proposition 8.2 is a consequence of Proposition 3.10, and Formula
(8.1).
Remark 8.3 Similar estimates are obtained in the case without bound-
ary (typically for a model like the Davies operator D2x + ix
2) by Dencker-
Sjo¨strand-Zworski [13] or more recently by Sjo¨strand [34].
8.2 Estimate for f(λ)
We recall that f(λ) was defined in (6.10) by
f(λ) := 2piAi′(e−iαλ)Ai′(eiαλ) .
Recalling the asymptotic expansions (A.6) and (A.8) of Ai′, it is imme-
diate to get
Lemma 8.4 The function λ 7→ f(λ) is an entire function of type 32 , i.e.
there exists D > 0 such that
|f(λ)| ≤ D exp(D|λ| 32 ) , ∀λ ∈ C . (8.4)
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Focusing now on the main purpose of this section, we get from (A.6) the
existence of λ1 > 0 such that, for λ ≥ λ1,
|Ai′(eiαλ)|2 = |Ai′(e−iαλ)|2 ≥ 1
4pi
λ1/2 exp
(
4
3
λ3/2
)
, (8.5)
where c1 > 0 .
Thus there exists C1 > 0 such that, for λ ≥ 1,
1
|f(λ)| ≤
C1
λ
1
2
exp
(
−4
3
λ3/2
)
. (8.6)
8.3 Estimate of the L2 norm of G1(· , · ;λ, 0)
Having in mind (6.15)-(6.16) and noting that [Ai
′(eiαλ)]2
|f(λ)| =
1
2pi , it is enough
to estimate∫ +∞
0
|Ai(e−iα(ix+ λ))|2dx = I0(λ) =
∫ 0
−∞
|Ai(eiα(ix+ λ))|2dx . (8.7)
It is enough to observe from (3.10) that
2I0(λ)
2 ≤ ||G−0 (· , · ;λ)||2 . (8.8)
Applying (3.7), we get
I0(λ) . λ−
1
4 exp
(
4
3
λ
3
2
)
. (8.9)
Hence, coming back to (8.1), we have obtained
Proposition 8.5 There exist κ0, C and λ0 > 0 such that, for all κ ∈ [0, κ0],
for all λ ≥ λ0,
||G−(· , · ;λ, κ) − G−(· , · ;λ, 0)||L2(R2) ≤ Cκ |λ|−
3
4 . (8.10)
Hence we are reduced to the case κ = 0 which can be decoupled (see Re-
mark 6.1) in two Neumann problems on R− and R+.
Using (8.2) and the estimates established for G−0 (· , · ;λ, 0) (which de-
pends only on Reλ) (see (3.7) or (3.5)), we have
Proposition 8.6 For all κ0, there exist a constant C and λ0 > 0 such that,
for all κ ∈ [0, κ0], for all real λ ≥ λ0, one has
||G−(· , · ;λ, κ) − (f(λ)(f(λ) + κ)−1)G−(· , · ;λ, 0)||L2(R2) ≤ Cκ |λ|−
3
4 .
(8.11)
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This immediately implies
Proposition 8.7 For any g = (g−, g+), h = (h−, h+) in L2−×L2+, we have
|〈G−(λ, κ)g , h〉 − (f(λ)(f(λ) + κ)−1)〈G−(λ, 0)g , h〉| ≤ C(g, h)κ |λ|− 34 ,
(8.12)
where 〈·, ·〉 denotes the scalar product in the Hilbert space L2− × L2+.
We now adapt the proof of the completeness from [2].
If we denote by E the closed space generated by the generalized eigenfunc-
tions of A−1 , the proof of [2] in the presentation of [27] consists in introducing
F (λ) = 〈G−(λ, κ)g , h〉,
where
h ∈ E⊥ and g ∈ L2− × L2+. (8.13)
As a consequence of the assumption on h, one observes that F (λ) is an entire
function and the problem is to show that F is identically 0. The complete-
ness is obtained if we prove this for any g and h satisfying the condition
(8.13).
Outside the numerical range of A−1 , i.e. in the negative half-plane, it is
immediate to see that F (λ) tends to zero as Reλ → −∞. If we show that
|F (λ)| ≤ C(1 + |λ|)M for some M > 0 in the whole complex plane, we will
get by Liouville’s theorem that F is a polynomial and, with the control in
the left half-plane, we should get that F is identically 0.
Hence it remains to control F (λ) in a neighborhood of the positive half-plane
{λ , Reλ ≥ 0}.
As in [2], we apply Phragmen-Lindelo¨f principle (See Appendix D). The
natural idea (suggested by the numerical picture) is to control the resolvent
on the positive real axis. We first recall some additional material present in
Chapter 16 in [2].
Theorem 8.8 Let φ(λ) be an entire complex valued function of finite order
ρ. Then for any  > 0 there exists a sequence r1 < r2 < · · · < rk such that
min
|λ|=rk
|φ(λ)| > exp(−rρ+k ) .
For this theorem (Theorem 6.2 in [2]), S. Agmon refers to the book of Titch-
marsh [37] (p. 273).
This theorem is used for proving an inequality of the type ρ with ρ = 2
in the Hilbert-Schmidt case. We avoid an abstract lemma [2] (Lemma 16.3)
but follow the scheme of its proof for controlling directly the Hilbert-Schmidt
norm of the resolvent along an increasing sequence of circles.
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Proposition 8.9 For  > 0, there exists a sequence r1 < r2 < · · · < rk such
that
max
|λ|=rk
||G±(· , · ;λ, κ)||HS ≤ exp
(
r
3
2
+
k
)
.
Proof.
We start from
G−(x, y ;λ, κ) = G−(x, y ;λ, 0)f(λ) (f(λ)+κ)−1+κ(f(λ)+κ)−1 G−0 (x, y ;λ, 0) .
(8.14)
We apply Theorem 8.8 with φ(λ) = f(λ) + κ. It is proven in Lemma 8.4
that f is of type 32 . Hence we get for  > 0 (arbitrary small) the existence
of a sequence r1 < r2 < · · · < rk such that
max
|λ|=rk
∣∣∣∣ 1f(λ) + κ
∣∣∣∣ ≤ exp(r 32+k ) .
In view of (8.14), it remains to control the Hilbert-Schmidt norm of
G−(x, y ;λ, 0)f(λ) + κG−0 (x, y ;λ, 0) .
Hence the remaining needed estimates only concern the case κ = 0. The
estimate on the Hilbert-Schmidt norm of G−0 is recalled in (3.7). It remains
to get an estimate for the entire function G−(x, y ;λ, 0)f(λ).
Because κ = 0 , this can be reduced to a question for the Neumann problem
on the half-line for the complex Airy operator D2x − ix. For y > 0 and
x > 0 , f(λ)GN1 (x, y ;λ) is given by the following expression
f(λ)GN1 (x, y ;λ) = −4pi2[e2iαAi′(eiαλ)]2Ai(e−iαwx)Ai(e−iαwy) . (8.15)
We only need the estimate for λ in a sector containing R+ × R+. This is
done in [27] but we will give a direct proof below. In the other region, we
can first control the resolvent in L(L2) and then use the resolvent identity
G±,N (λ)− G±,N (λ0) = (λ− λ0)G±,N (λ)G±,N (λ0) .
This shows that in order to control the Hilbert-Schmidt norm of G±,N (λ) for
any λ, it is enough to control the Hilbert-Schmidt norm of G±,N (λ0) for some
λ0, as well as the L(L2) norm of G±,N (λ), the latter being easier to estimate.
More directly the control of the Hilbert-Schmidt norm is reduced to the
existence of a constant C > 0 such that∫ +∞
0
|Ai(e−iα(ix+ λ))|2dx ≤ C exp(C|λ| 32 ) .
In this case, we have to control the resolvent in a neighborhood of the
sector Imλ ≤ 0 , Reλ ≥ 0, which corresponds to the numerical range of the
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operator.
As x → +∞, the dominant term in the argument of the Airy function is
ei(−α+
pi
2
)x = e−i
pi
6 x. As expected we arrive in a zone of the complex plane
where the Airy function is exponentially decreasing. It remains to estimate
for which x we enter in this zone. We claim that there exists C > 0 such
that if x ≥ C|λ| and |λ| ≥ 1, then
|Ai(e−iα(ix+ λ))| ≤ C exp(−C(x+ |λ|) 32 ) .
In the remaining zone, we obtain easily an upper bound of the integral by
O(exp(C|λ| 32 )).
We will then use the Phragmen-Lindelo¨f principle (Theorem D.1). For
this purpose, it remains to control the resolvent on the positive real line. It
is enough to prove the theorem for g+ = (0, g+) and g
− = (g−, 0). In other
words, it is enough to consider F+ (resp. F−) associated with g+ (resp. g−).
Let us treat the case of F+ and use Formula (8.2) and Proposition 8.7:
|〈G−(λ, κ)g+ , h〉 − (f(λ)(f(λ) + κ)−1)〈G−(λ, 0)g+ , h+〉| ≤ C(g, h)κ |λ|− 34 .
(8.16)
This estimate is true on the positive real axis. It remains to control the term
|〈G−(λ, 0)g+ , h〉|. Along this positive real axis, we have by Proposition 3.10
the decay of F+(λ). Using Phragmen-Lindelo¨f principle completes the proof.
Note that for F−(λ), we have to use the symmetric (with respect to the
real axis) curve in Imλ > 0.
In summary, we have obtained the following proposition
Proposition 8.10 For any κ ≥ 0, the space generated by the generalized
eigenfunctions of the complex Airy operator with transmission is dense in
L2− × L2+.
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Appendices
A Basic properties of the Airy function
In this Appendix, we summarize the basic properties of the Airy function
Ai(z) and its derivative Ai′(z) that we used (see [1] for details).
We recall that the Airy function is the unique solution of
(D2x + x)u = 0 ,
on the line such that u(x) tends to 0 as x→ +∞ and
Ai(0) = 1/
(
3
2
3 Γ
(
2
3
))
.
This Airy function extends into a holomorphic function in C .
The Airy function is positive decreasing on R+ but has an infinite number
of zeros in R−. We denote by an (n ∈ N) the decreasing sequence of zeros
of Ai. Similarly we denote by a′n the sequence of zeros of Ai
′. They have
the following asymptotics (see for example [1]), as n→ +∞,
an ∼
n→+∞ −
(
3pi
2
(n− 1/4)
)2/3
, (A.1)
and
a′n ∼n→+∞ −
(
3pi
2
(n− 3/4)
)2/3
. (A.2)
The functions Ai(eiαz) and Ai(e−iαz) (with α = 2pi/3) are two indepen-
dent solutions of the differential equation(
− d
2
dz2
− iz
)
w(z) = 0 .
Considering their Wronskian, one gets
e−iαAi′(e−iαz)Ai(eiαz)− eiαAi′(eiαz)Ai(e−iαz) = i
2pi
∀ z ∈ C . (A.3)
Note that these two functions are related to Ai(z) by the identity
Ai(z) + e−iαAi(e−iαz) + eiαAi(eiαz) = 0 ∀ z ∈ C . (A.4)
The Airy function and its derivative satisfy different asymptotic expan-
sions depending on their argument:
(i) For | arg z| < pi,
Ai(z) =
1
2
pi−
1
2 z−1/4 exp
(
−2
3
z3/2
)(
1 +O(|z|− 32 )), (A.5)
Ai′(z) = −1
2
pi−
1
2 z1/4 exp
(
−2
3
z3/2
)(
1 +O(|z|− 32 )) (A.6)
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(moreover O is, for any  > 0, uniform when | arg z| ≤ pi − ) .
(ii) For | arg z| < 23pi ,
Ai(−z) = pi− 12 z−1/4
(
sin
(
2
3
z3/2 +
pi
4
)
(1 +O(|z|− 32 ) (A.7)
− 5
72
(
2
3
z
3
2
)−1
cos
(
2
3
z3/2 +
pi
4
)
(1 +O(|z|− 32 )
)
Ai′(−z) = −pi− 12 z1/4
(
cos
(
2
3
z3/2 +
pi
4
)
(1 +O(|z|− 32 )) (A.8)
+
7
72
(
2
3
z3/2
)−1
sin
(
2
3
z3/2 +
pi
4
)
(1 +O(|z|− 32 ))
)
(moreover O is for any  > 0, uniform in the sector {| arg z| ≤ 2pi3 − }).
B Analysis of the resolvent of A+ on the line for
λ > 0 (after [31])
On the line R, A+ is the closure of the operator A+0 defined on C∞0 (R) by
A+0 = D2x + ix. A detailed description of its properties can be found in [25].
In this appendix, we give the asymptotic control of the resolvent (A+−λ)−1
as λ → +∞. We successively discuss the control in L(L2(R)) and in the
Hilbert-Schmidt space C2(L2(R)). These two spaces are equipped with their
canonical norms.
B.1 Control in L(L2(R)).
Here we follow an idea present in the book of Davies [12] and used in Mar-
tinet’s PHD [31] (see also [25]).
Proposition B.1
For all λ > λ0 ,
‖(A+ − λ)−1‖L(L2(R)) ≤
√
2pi λ−
1
4 exp
(
4
3
λ
3
2
)(
1 + o(1)
)
. (B.1)
Proof The proof is obtained by considering A+ in the Fourier space, i.e.
Â+ = ξ2 + d
dξ
. (B.2)
The associated semi-group Tt := exp(−Â+t) is given by
Ttu(ξ) = exp
(
−ξ2t− ξt2 − t
3
3
)
u(ξ − t) , ∀u ∈ S(R) . (B.3)
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Tt appears as the composition of a multiplication by exp(−ξ2t − ξt2 − t33 )
and a translation by t. Computing supξ exp(−ξ2t− ξt2 − t
3
3 ) leads to
‖Tt‖L(L2(R)) ≤ exp
(
− t
3
12
)
. (B.4)
It is then easy to get an upper bound for the resolvent. For λ > 0, we have
‖(A+ − λ)−1‖L(L2(R)) = ‖(Â+ − λ)−1‖L(L2(R)) (B.5)
≤
∫ +∞
0
exp(tλ)‖Tt‖L(L2(R))dt (B.6)
≤
∫ +∞
0
exp
(
tλ− t
3
12
)
dt . (B.7)
The right hand side can be estimated by using the Laplace integral method.
Setting t = λ
1
2 s, we have∫ +∞
0
exp
(
tλ− t
3
12
)
dt = λ
1
2
∫ +∞
0
exp
(
λ
3
2
(
s− s
3
12
))
ds . (B.8)
We observe that φˆ(s) = s − s312 admits a global non-degenerate maximum
on [0,+∞) at s = 2 with φˆ(2) = 43 and φˆ′′(2) = −1. The Laplace integral
method gives the following equivalent as λ→ +∞ :∫ +∞
0
exp
(
λ
3
2 (s− s
3
12
)
)
ds ∼
√
2pi λ−
3
4 exp
(
4
3
λ
3
2
)
. (B.9)
This completes the proof of the proposition. We note that this upper bound
is not optimal in comparison with Bordeaux-Montrieux’s formula (3.5).
B.2 Control in Hilbert-Schmidt norm
In this part, we give a proof of Proposition 3.2. As in the previous subsection,
we use the Fourier representation and analyze Â+. Note that
‖(Â+ − λ)−1‖2HS = ‖(A+ − λ)−1‖2HS (B.10)
We have then an explicit description of the resolvent by
(Â+ − λ)−1u(ξ) =
∫ ξ
−∞
u(η) exp
(
1
3
(η3 − ξ3) + λ(ξ − η)
)
dη .
Hence, we have to compute
‖(Â+ − λ)−1‖2HS =
∫ ∫
η<ξ
exp
(
2
3
(η3 − ξ3) + 2λ(ξ − η)
)
dηdξ .
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After the change of variable (ξ1, η1) = (λ
− 1
2 ξ, λ−
1
2 η), we get
‖(Â+ − λ)−1‖2HS = λ
∫ ∫
η1<ξ1
exp
(
λ
3
2
[
2
3
(η31 − ξ31) + 2(ξ1 − η1)
])
dξ1dη1 .
With
h = λ−
3
2 , (B.11)
we can write
‖(Â+ − λ)−1‖2HS = h−
2
3 Φ(h), (B.12)
where
Φ(h) =
∫
y<x
exp
(
2
h
[φ(x)− φ(y)]
)
dxdy , (B.13)
with
φ(x) = −x
3
3
+ x . (B.14)
Φ(h) can now be split in three terms
Φ(h) = I1(h) + I2(h) + I3(h) , (B.15)
with
I1(h) =
∫
y<x
y>0
exp
(
2
h
[φ(x)− φ(y)]
)
dxdy ,
I2(h) =
∫
y<x
x<0
exp
(
2
h
[φ(x)− φ(y)]
)
dxdy ,
I3(h) =
∫
x∈R+
y∈R−
exp
(
2
h
[φ(x)− φ(y)]
)
dxdy .
We observe now that by the change of variable (x, y) 7→ (−y,−x), we get
I1(h) = I2(h) ,
and that
I3(h) = I4(h)
2 ,
with
I4(h) =
∫
R+
exp
(
2
h
φ(x)
)
dx .
Hence, it remains to estimate, as h→ 0, the integrals I1(h) and I4(h).
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Control of I1(h)
The function φ(x) is positive on (0,
√
3) and negative decreasing on (
√
3,+∞)
(φ(0) = φ(
√
3) = 0). It admits a unique (non degenerate) maximum at x = 1
with φ(1) = 23 .
Using the trivial estimates
exp
(
−2
h
φ(y)
)
≤ 1 , ∀ y ∈ [0,
√
3] ,
exp
(− 2hφ(y)) = −h2 11−y2 ddy [exp(− 2hφ(y))]
≤ −h2 11−x2 ddy [exp(− 2hφ(y))] , if
√
3 < x < y ,
and
exp
(
2
h
φ(x)
)
≤ 1 , ∀x ∈ [
√
3,+∞[ ,
we can estimate I1 from above in the following way
I1(h) =
∫ √3
0
exp
(
2
h
φ(x)
)(∫ x
0
exp
(
−2
h
φ(y)
)
dy
)
dx
+
∫ +∞
√
3
exp
(
2
h
φ(x)
)(∫ √3
0
exp
(
−2
h
φ(y)
)
dy
)
dx
+
∫ +∞
√
3
exp
(
2
h
φ(x)
)(∫ x
√
3
exp
(
−2
h
φ(y)
)
dy
)
dx
≤
∫ √3
0
exp
(
2
h
φ(x)
)(∫ √3
0
exp
(
−2
h
φ(y)
)
dy
)
dx
+
√
3
∫ +∞
√
3
exp
(
2
h
φ(x)
)
dx
−h
2
∫ +∞
√
3
1
1− x2 exp
(
2
h
φ(x)
)(∫ x
√
3
d
dy
exp
(
−2
h
φ(y)
)
dy
)
dx
≤ 3 sup
[0,
√
3]
{
exp
(
2
h
φ(x)
)}
+
√
3h
2
∫ +∞
√
3
1
1− x2
d
dx
exp
(
2
h
φ(x)
)
dx
−h
2
∫ +∞
√
3
1− exp( 2hφ(x))
1− x2 dx
≤ 3 exp
(
4
3h
)
+
√
3h
4
+
h
2
∫ +∞
√
3
1
x2 − 1dx .
Hence we have shown the existence of C > 0 and h0 > 0 such that, for
h ∈ (0, h0),
I1(h) ≤ C exp
(
4
3h
)
. (B.16)
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Hence I1(h) and I2(h) appear as remainder terms.
Asymptotic of I4(h) Here, using the properties of φ, we get by the stan-
dard Laplace integral method
I4(h) ∼
√
pi/2
√
h exp
(
4
3h
)
. (B.17)
Hence, putting altogether the estimates, we get, as h→ 0,
Φ(h) ∼ pih
2
exp
(
8
3h
)
(B.18)
Coming back to (B.10), (B.11) and (B.12), this achieves the proof of Propo-
sition 3.2.
C Analysis of the resolvent for the Dirichlet real-
ization in the half-line.
C.1 Main statement
The aim of this appendix is to give the proof of Proposition 3.6. Although
it is not used in our main text, it is interesting to get the main asymptotic
for the Hilbert-Schmidt norm of the resolvent in Proposition 3.6.
Proposition C.1 As λ→ +∞, we have:
||G−,D(λ)||HS ∼
√
3
2
√
2
λ−
1
4 (log λ)
1
2 . (C.1)
C.2 The Hilbert-Schmidt norm of the resolvent for real λ
The Hilbert-Schmidt norm of the resolvent can be written as
||G−,D||2HS =
∫
R2+
|G−,D(x, y ;λ)|2dxdy = 8pi2
∞∫
0
Q(x;λ)dx, (C.2)
where
Q(x;λ) =
|Ai(e−iα(ix+ λ))|2
|Ai(e−iαλ)|2 ×
×
x∫
0
∣∣Ai(eiα(iy + λ))Ai(e−iαλ)−Ai(e−iα(iy + λ))Ai(eiαλ)∣∣2 dy.
(C.3)
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Using the identity (A.4), we observe that
Ai(eiα(iy + λ))Ai(e−iαλ)−Ai(e−iα(iy + λ))Ai(eiαλ)
= e−iα
(
Ai(e−iα(iy + λ))Ai(λ)−Ai(iy + λ)Ai(e−iαλ)) . (C.4)
Hence we get
Q(x;λ) = |Ai(e−iα(ix+λ))|2
x∫
0
∣∣∣∣Ai(e−iα(iy + λ)) Ai(λ)Ai(e−iαλ) −Ai(iy + λ)
∣∣∣∣2 dy .
(C.5)
C.3 More facts on Airy expansions
As a consequence of (A.5), we can write
|Ai(e−iα(ix+ λ))| = exp
(−23λ3/2u(x/λ))
2
√
pi(λ2 + x2)1/8
(1 +O(λ− 32 )), (C.6)
where
u(s) = −(1 + s2)3/4 cos
(
3
2
tan−1(s)
)
=
√√
1 + s2 + 1 (
√
1 + s2 − 2)√
2
.
(C.7)
We note indeed that |e−iα(ix+ λ)| = √x2 + λ2 ≥ λ ≥ λ0 and that we have
a control of the argument arg(e−iα(ix + λ)) ∈ [−2pi3 ,−pi6 ] which permits to
apply (A.5).
Similarly, we obtain
|Ai(ix+ λ)| = exp
(
2
3λ
3/2u(x/λ)
)
2
√
pi(λ2 + x2)1/8
(1 +O(λ− 32 )) . (C.8)
We note indeed that |ix + λ| = √x2 + λ2 and arg((ix + λ)) ∈ [0,+pi2 ] so
that one can then again apply (A.5). In particular the function |Ai(ix+ λ)|
grows super-exponentially as x→ +∞.
Figure 3 illustrates that, for large λ, both equations (C.6) and (C.8) are very
accurate approximations for |Ai(e−iα(ix+λ))| and |Ai(ix+λ)|, respectively.
The control of the next order term (as given in (A.5)) implies that there
exist C > 0 and 0 > 0, such that, for any  ∈ (0, 0], any λ > ε− 23 and any
x ≥ 0, one has
|Ai(e−iα(ix+ λ))| ≤ (1 + C) 1
2
√
pi
exp
(−23λ3/2u(x/λ))
(λ2 + x2)1/8
, (C.9)
|Ai(ix+ λ)| ≤ (1 + C) 1
2
√
pi
exp
(
2
3λ
3/2u(x/λ)
)
(λ2 + x2)1/8
, (C.10)
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and
(1− C) 1
2
√
pi
exp
(−23λ3/2u(x/λ))
(λ2 + x2)1/8
≤ |Ai(e−iα(ix+ λ))| , (C.11)
(1− C) 1
2
√
pi
exp
(
2
3λ
3/2u(x/λ)
)
(λ2 + x2)1/8
≤ |Ai(ix+ λ)| , (C.12)
where the function u is explicitly defined in Eq. (C.7).
Basic properties of u.
Note that
u′(s) =
3
2
√
2
s√
1 +
√
1 + s2
≥ 0 (s ≥ 0), (C.13)
and u has the following expansion at the origin
u(s) = −1 + 3
8
s2 +O(s4) . (C.14)
For large s, one has
u(s) ∼ s
3/2
√
2
, u′(s) ∼ 3s
1/2
2
√
2
. (C.15)
One concludes that the function u is monotonously increasing from −1 to
infinity.
C.4 Upper bound
We start from the simple upper bound (for any  > 0)
Q(x, λ) ≤
(
1 +
1

)
Q1(x, λ) + (1 + )Q2(x, λ) , (C.16)
with
Q1(x, λ) := |Ai(e−iα(ix+ λ))|2 |Ai(λ)|
2
|Ai(e−iαλ)|2
x∫
0
|Ai(e−iα(iy + λ))|2 dy
and
Q2(x, λ) := |Ai(e−iα(ix+ λ))|2
x∫
0
|Ai(iy + λ)|2 dy .
We then write
Q1(x, λ) ≤ |Ai(e−iα(ix+ λ))|2 |Ai(λ)|
2
|Ai(e−iαλ)|2
+∞∫
0
|Ai(e−iα(iy + λ))|2 dy
49
and integrating over x∫ +∞
0
Q1(x, λ)dx ≤ I0(λ)2 |Ai(λ)|
2
|Ai(e−iαλ)|2 ,
where I0(λ) is given by (8.7).
Using (8.9) and (A.5), we obtain∫ +∞
0
Q1(x, λ)dx ≤ Cλ− 12 . (C.17)
Hence at this stage, we have proven the existence of C > 0, 0 > 0 and
λ0 such that such that for any  ∈ (0, 0] and any λ ≥ λ0:
||G−,D||2HS ≤ (1 + )
8pi2 ∞∫
0
Q2(x;λ)dx
+ Cλ−1−1 . (C.18)
It remains to estimate∫ +∞
0
Q2(x, λ)dx =
∫ +∞
0
dx
x∫
0
|Ai(e−iα(ix+ λ))Ai(iy + λ)|2 dy . (C.19)
Using the estimates (C.6) and (C.8), we obtain
Lemma C.2 There exist C and 0, such that, for any  ∈ (0, 0), for λ >
−
2
3 , the integral of Q2(x;λ) can be bounded as
1
2
(1− C) I(λ) ≤ 8pi2
∫ +∞
0
Q2(x, λ)dx ≤ 1
2
(1 + C) I(λ) , (C.20)
where
I(λ) =
∞∫
0
dx
exp
(−43λ3/2u(x/λ))
(λ2 + x2)1/4
x∫
0
dy
exp
(
4
3λ
3/2u(y/λ)
)
(λ2 + y2)1/4
. (C.21)
Control of I(λ).
It remains to control I(λ) as λ→ +∞ . Using a change of variables, we get
I(λ) = λ
∞∫
0
dx
exp
(−43λ3/2u(x))
(1 + x2)1/4
x∫
0
dy
exp
(
4
3λ
3/2u(y)
)
(1 + y2)1/4
. (C.22)
Hence, introducing
t =
4
3
λ
3
2 , (C.23)
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we reduce the analysis to Iˆ(t) defined for t ≥ t0 by
Iˆ(t) :=
∞∫
0
dx
1
(1 + x2)1/4
x∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
, (C.24)
with
I(λ) = λ Î(t) . (C.25)
The following analysis is close to that of the asymptotic behavior of a Laplace
integral.
Asymptotic upper bound of Iˆ(t).
Although u(y) ≤ u(x) in the domain of integration in Eq. (C.24), a direct
use of this upper bound will lead to an upper bound by +∞.
Let us start by a heuristic discussion. The maximum of u(y) − u(x)
should be on x = y. For x − y small, we have u(y) − u(x) ∼ (y − x)u′(x).
This suggests a concentration near x = y = 0, whereas a contribution for
large x is of smaller order.
More rigorously, we write
Î(t) = Î1(t, ) + Î2(t, , ξ) + Î3(t, ), (C.26)
with, for 0 <  < ξ,
Î1(t, ) =
∫ 
0
dx
1
(1 + x2)1/4
x∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
,
Î2(t, , ξ) =
∫ ξ

dx
1
(1 + x2)1/4
x∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
,
Î3(t, ξ) =
∫ +∞
ξ
dx
1
(1 + x2)1/4
x∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
.
(C.27)
We now observe that u(s) has the form u(s) = v(s2) where v′ > 0 , so
that
∀x, y s.t. 0 ≤ y ≤ x ≤ τ0 ,(
supτ∈[0,τ0] v
′(τ)
)
(x2 − y2) ≥ u(x)− u(y) ≥ (infτ∈[0,τ0] v′(τ)) (x2 − y2) .
(C.28)
Analysis of Î1(t, ).
Using the right hand side of inequality (C.28) with τ0 =  , we show the
existence of constants C and 0 > 0, such that, ∀ ∈ (0, 0)
(1− C)J
(
(1 + C)
3
8
t
)
≤ Î1(t, ) ≤ (1 + C)J
(
(1− C)3
8
t
)
, (C.29)
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with
J(σ) :=
∫ 
0
dx
∫ x
0
exp
(
σ(y2 − x2))dy ,
which has now to be estimated for large σ.
For 1√
σ
≤ , we write
J(σ) = J
1
 (σ) + J
2
 (σ) ,
with
J1 (σ) :=
∫ 1√
σ
0
dx
∫ x
0
exp
(
σ(y2 − x2))dy ,
J2 (σ) :=
∫ 
1√
σ
dx
∫ x
0
exp
(
σ(y2 − x2))dy .
Using the trivial estimate∫ x
0
exp
(
σ(y2 − x2))dy ≤ x,
we get
J1 (σ) ≤
1
2σ
. (C.30)
We have now to analyze J2 (σ).
The formula giving J2 (σ) can be expressed by using the Dawson function
(cf [1], p. 295 and 319)
s 7→ D(s) :=
∫ s
0
exp(y2 − s2) dy
and its asymptotics as s→ +∞ ,
D(s) =
1
2s
(1 + δ(s)) , (C.31)
where the function δ(s) satisfies δ(s) = O(s−1) .
We get indeed
J2 (σ) =
1
σ
∫ σ 12
−
1
2
D(s)ds .
By taking  small enough to use the asymptotics of D(·) ,
J2 (σ) =
1
2σ
(∫ σ 12 
−
1
2
1
sds+
∫ σ 12 
−
1
2
δ(s)
s ds
)
= 14
log σ
σ +
C
σ (log +O(1)) .
(C.32)
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Hence we have shown the existence of constants C > 0 and 0 such that
if t ≥ C−3 and  ∈ (0, 0)
Î1(t, ) ≤ 2
3
log t
t
+ C
(

log t
t
+
1

1
t
)
. (C.33)
Analysis of Î3(t, ξ)
We start from
Î3(t, ξ) =
∫ +∞
ξ
dx
1
(1 + x2)1/4
x∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
and will determine the choice of ξ for a good estimate. Having in mind
the properties of u, we can choose ξ large enough in order to have for some
cξ > 0 the property that for x ≥ ξ and x2 ≤ y ≤ x,
u(x) ≥ cξx 32
u(x)− u(x/2) ≥ cξx 32 ,
u(x)− u(y) ≥ cξx 12 (x− y) .
(C.34)
This determines our choice of ξ. Using these inequalities, we rewrite Î3(t, ξ)
as the sum
Î3(t, ξ) = Î31(t) + Î32(t) ,
with
Î31(t) =
∫ +∞
ξ
dx
1
(1 + x2)1/4
x
2∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
,
Î32(t) =
∫ +∞
ξ
dx
1
(1 + x2)1/4
x∫
x
2
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
.
Using the monotonicity of u, we obtain the upper bound
Î31(t) ≤
∫ +∞
ξ
dx
1
(1 + x2)1/4
x
2∫
0
dy exp
(
t(u(y)− u(x)))
≤ 1
2
∫ +∞
ξ
x
1
2 exp
(
t(u(x/2)− u(x))) dx
≤ 1
2
∫ +∞
ξ
x
1
2 exp
(−cξ t x 32 ) dx
≤ 1
3
∫ +∞
ξ
3
2
exp
(−cξts) ds
≤ 1
3cξt
exp
(−cξξ 32 t) .
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Hence, there exists ξ > 0 such that as t→ +∞ ,
Î31(t) = O
(
exp(−ξt)
)
. (C.35)
The last term to control is Î32(t). Using (C.34), we get
Î32(t) ≤
√
2
∫ +∞
ξ dx
1
(1+x2)1/2
x∫
x
2
dy exp(t(u(y)− u(x))
≤ √2 ∫ +∞ξ dx 1(1+x2)1/2 x∫x
2
dy exp
(−cξtx 12 (x− y))
≤
√
2
cξt
∫ +∞
ξ x
− 3
2 dx = 1√
2ξcξt
.
(C.36)
Hence putting together (C.35) and (C.36) we have, for this choice of ξ, the
existence of Cˆξ > 0 and tξ > 0 such that
∀t ≥ tξ , Î3(t) ≤ Cˆξ/t . (C.37)
Analysis of Î2(t, , ξ).
We recall that
Î2(t, , ξ) =
∫ ξ

dx
1
(1 + x2)1/4
x∫
0
dy
exp
(
t(u(y)− u(x)))
(1 + y2)1/4
.
We first observe that
Î2(t, , ξ) ≤
∫ ξ

dx
x∫
0
dy exp
(
t(u(y)−u(x))) ≤ ∫ ξ

dx
x∫
0
dy exp
(
cξt(y
2−x2))) ,
with
cξ = inf
[0,ξ]
v′ > 0 .
Using now∫ x
0
exp
(
cξt(y
2−x2))dy ≤ ∫ x
0
exp
(
cξtx(y−x)
)
dy =
1
cξtx
(
1−exp(−cξtx2)
) ≤ 1
cξtx
,
we get
Î2(t, , ξ) ≤ 1
cξt
(log ξ − log ) . (C.38)
Putting together (C.26), (C.33), (C.37) and (C.38), we have shown the ex-
istence of C > 0 and 0 such that if t ≥ C−3 and  ∈ (0, 0)
Î(t) ≤ 2
3
log t
t
+ C
(

log t
t
+
1

1
t
)
. (C.39)
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Figure 3: (Top) Asymptotic behavior of |Ai(e−iα(ix + λ))| (left) and
|Ai(ix+ λ)| (right) for large λ. (Bottom) The ratio between these functions
and their asymptotics given by (C.6) and (C.8).
Coming back to (C.25) and using (C.18), we show the existence of C > 0
and 0 such that if λ ≥ C−2:
||G−,D(λ)||2HS ≤
3
8
λ−
1
2 log λ+ C
(
λ−
1
2 log λ+
1

λ−
1
2
)
.
Taking  = (log λ)−
1
2 , we obtain
Lemma C.3 There exist C > 0 and λ0 such that for λ ≥ λ0
||G−,D(λ)||2HS ≤
3
8
λ−
1
2 log λ(1 + C (log λ)−
1
2 ) .
C.5 Lower bound
Once the upper bounds established, the proof of the lower bound is easy.
We start from the simple lower bound (for any  > 0)
Q(x, λ) ≥ −1

Q1(x, λ) + (1− )Q2(x, λ) , (C.40)
and consequently∫ +∞
0
Q(x, λ) dx ≥ (1− )
∫ +∞
0
Q2(x, λ) dx− 1

∫ +∞
0
Q1(x, λ) . (C.41)
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Taking  = (log λ)−
1
2 and using the upper bound (C.17), it remains to find
a lower bound for
∫ +∞
0 Q2(x, λ)dx, which can be worked out in the same
way as for the upper bound. We can use (C.20), (C.29), (C.32) and
Î(t) ≥ Î1(t, ) ≥ 2
3
log t
t
− C
(

log t
t
+
1

1
t
)
. (C.42)
This gives the proof of
Lemma C.4 There exist C > 0 and λ0 such that for λ ≥ λ0
||G−,D(λ)||2HS ≥
3
8
λ−
1
2 log λ (1− C (log λ)− 12 ) .
D Phragmen-Lindelo¨f theorem
The Phragmen-Lindelo¨f Theorem (see Theorem 16.1 in [2]) reads
Theorem D.1 (Phragmen-Lindelo¨f) Let us assume that there exist two
rays
R1 = {reiθ1 : r ≥ 0} and R2 = {reiθ2 : r ≥ 0}
with (θ1, θ2) such that |θ1−θ2| = pia and a continuous function F in the closed
sector delimited by the two rays, holomorphic in the open sector, satisfying
the properties
•
∃C > 0,∃N ∈ R, s. t. ∀λ ∈ R1 ∪R2, |F (λ)| ≤ C〈λ〉N .
• There exist an increasing sequence (rk) tending to +∞, and C such
that
∀k, max
|λ|=rk
|F (λ)| ≤ C exp(rβk ) , (D.1)
with β < a.
Then we have
|F (λ)| ≤ C 〈λ〉N
for all λ between the two rays R1 and R2.
E Numerical computation of eigenvalues
In order to compute numerically the eigenvalues of the realization A+,D1,L of
the complex Airy operator A+0 := D2x + ix = − d
2
dx2
+ ix on the real line with
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a transmission condition, we impose auxiliary Dirichlet boundary conditions
at x = ±L, i.e., we search for eigenpairs {λL, uL(·)} of the following problem:(
− d
2
dx2
+ ix
)
uL(x) = λLuL(x), (−L < x < L),
uL(±L) = 0 , u′L(0+) = u′L(0−) = κ
(
uL(0+)− uL(0−)
)
,
(E.1)
with a positive parameter κ.
Since the interval [−L,L] is bounded, the spectrum of the above dif-
ferential operator is discrete. To compute its eigenvalues, one can either
discretize the second derivative, or represent this operator in an appropri-
ate basis in the form of an infinite-dimensional matrix. Following [20], we
choose the second option and use the basis formed by the eigenfunctions of
the Laplace operator − d2
dx2
with the above boundary conditions. Once the
matrix representation is found, it can be truncated to compute the eigen-
values numerically. Finally, one considers the limit L→ +∞ to remove the
auxiliary boundary conditions at x = ±L.
There are two sets of Laplacian eigenfunctions in this domain:
(i) symmetric eigenfunctions
vn,1(x) =
√
1/L cos(pi(n+ 1/2)x/L), µn,1 = pi
2(n+ 1/2)2/L2, (E.2)
enumerated by the index n ∈ N.
(ii) antisymmetric eigenfunctions
vn,2(x) =
{
+(βn/
√
L) sin(αn(1− x/L)) (x > 0),
−(βn/
√
L) sin(αn(1 + x/L)) (x < 0),
(E.3)
with µn,2 = α
2
n/L
2, where αn (n = 0, 1, 2, . . .) satisfy the equation
αn ctan(αn) = −2κL , (E.4)
while the normalization constant βn is
βn =
(
1 +
2κL
α2n + 4κ
2L2
)−1/2
. (E.5)
The solutions αn of Eq. (E.4) lie in the intervals (pin + pi/2, pin + pi), with
n ∈ N .
In what follows, we use the double index (n, j) to distinguish symmetric
and antisymmetric eigenfunctions and to enumerate eigenvalues, eigenfunc-
tions, as well as the elements of governing matrices and vectors. We intro-
duce two (infinite-dimensional) matrices Λ and B to represent the Laplace
operator and the position operator in the Laplacian eigenbasis:
Λn,j;n′,j′ = δn,n′δj,j′ µn,j , (E.6)
57
and
Bn,j;n′,j′ =
L∫
−L
dx vn,j(x) x vn′,j′(x) . (E.7)
The symmetry of eigenfunctions vn,j implies Bn,1;n′,1 = Bn,2;n′,2 = 0, while
Bn,1;n′,2 = Bn′,2;n,1
= −2Lβn′
sin(αn′)(α
2
n′ + pi
2(n+ 1/2)2)− (−1)n(2n+ 1)piαn′
(α2n′ − pi2(n+ 1/2)2)2
.
(E.8)
The infinite-dimensional matrix Λ + iB represents the complex Airy op-
erator A+,D1,L on the interval [−L,L] in the Laplacian eigenbasis. As a con-
sequence, the eigenvalues and eigenfunctions can be numerically obtained
by truncating and diagonalizing this matrix. The obtained eigenvalues are
ordered according to their increasing real part:
Reλ1,L ≤ Reλ2,L ≤ . . .
Table 1 illustrates the rapid convergence of these eigenvalues to the eigen-
values of the complex Airy operator A+1 on the whole line with transmission,
as L increases. The same matrix representation was used for plotting the
pseudospectrum of A+1 (Fig. 2).
58
L λ1,L λ3,L λ5,L
κ
=
0
4 0.5161 - 0.8918i 1.2938 - 2.1938i 3.7675 - 1.9790i
6 0.5094 - 0.8823i 1.1755 - 3.9759i 1.6066 - 2.7134i
8 0.5094 - 0.8823i 1.1691 - 5.9752i 1.6233 - 2.8122i
10 0.5094 - 0.8823i 1.1691 - 7.9751i 1.6241 - 2.8130i
∞ 0.5094 - 0.8823i 1.6241 - 2.8130i
κ
=
1
4 1.0516 - 1.0591i 1.3441 - 2.0460i 4.1035 - 1.7639i
6 1.0032 - 1.0364i 1.1725 - 3.9739i 1.7783 - 2.7043i
8 1.0029 - 1.0363i 1.1691 - 5.9751i 1.8364 - 2.8672i
10 1.0029 - 1.0363i 1.1691 - 7.9751i 1.8390 - 2.8685i
∞ 1.0029 - 1.0363i 1.8390 - 2.8685i
Table 1: The convergence of the eigenvalues λn,L computed by diagonal-
ization of the matrix Λ + iB truncated to the size 100 × 100. Due to the
reflection symmetry of the interval, all eigenvalues appear in complex conju-
gate pairs: λ2n,L = λ¯2n−1,L. The last line presents the poles of the resolvent
of the complex Airy operator A+1 obtained by solving numerically the equa-
tion (6.17). The intermediate column shows the eigenvalue λ3,L coming from
the auxiliary boundary conditions at x = ±L (as a consequence, it does not
depend on the transmission coefficient κ). Since the imaginary part of these
eigenvalues diverges as L→ +∞, they can be easily identified and discarded.
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