The aim of this work is to study the numerical solution of the nonlinear Schrödinger problem using a combination between Witt basis and finite difference approximations. We construct a discrete fundamental solution for the non-stationary Schrödinger operator and we show the convergence of the numerical scheme. Numerical examples are given at the end of the paper
Introduction
In this paper we make use of Clifford analysis tools in order to treat a wellknown partial differential equation of mathematical physics. This treatment is based on the work developed by K. Gürlebeck and W. Sprößig in [1] and it is (partially) based on an orthogonal decomposition of the underlying function space in terms of the subspace of null-solutions of the corresponding Dirac operator. While the orthogonal decomposition of Gürlebeck and Sprößig has been applied with success to PDE's such as Lamé equations, Maxwell equations and Navier-Stokes equations [2] , it works for the stationary case only.
In [3] an alternative approach was proposed, based on an adding of extra basis elements, namely, of a Witt basis. This approach allows the application of the already existent techniques of elliptic function theory developed in [1] to time-varying domains. A suitable orthogonal decomposition for the underlying function space is, therefore, obtained in terms of the kernel of the positive parabolic Dirac operator and its range after application to a Sobolev space with zero boundary values.
After some basic notions about Clifford algebras presented in the next section, we will define, in Section 2, a generalization of the parabolic Dirac operator introduced in [3] and a generalization of the Teodorescu and CauchyBitsadze operators presented in [1] . Moreover, using the previous definitions we will obtain a factorization of our equation in terms of basis elements of Witt basis and we obtain the fundamental solution for our generic parabolic Dirac operator.
However, the integral representation formulae obtained via this theoretical method are not suitable for an explicit computation of the solution, due to unacceptable convergence rates of the integrals' numerical approximation (see [1] for more details). Hence, to avoid this backdraw it becomes necessary to study the discrete analogues of the operators, namely discrete counterparts for the single-and double-layer potentials. Contrary to difference potentials introduced by Ryabenkij [4] , where the difference potentials are constructed by means of discrete Green functions, we will introduce in Section 3 difference potentials based on the discrete fundamental solution. An advantage of this approach is that, contrary to discrete Green functions, we will obtain an explicit expression for our discrete fundamental solution E h,−iτ which is independent of the choice or shape of the domain. In Section 4 we prove the convergence of the discrete counterparts of the analytic operators introduced in Section 2. This will allow us to establish a convergent numerical scheme for the linear non-stationary Schrödinger equation.
In Section 5 we will adapt the previous algorithm in order to solve numerically the cubic Schrödinger equation and we will present in Section 6 some simple numerical examples to show the consistency and stability of our algorithm for different mesh sizes h and τ.
Preliminaries 2.1 Clifford algebras
Consider the n-dimensional vector space R n endowed with a standard orthonormal basis {e 1 , · · · , e n } and satisfying the multiplication rules e i e j + e j e i = −2δ i,j .
We define the universal Clifford algebra Cℓ 0,n as the 2 n -dimensional associative algebra with basis given by e 0 = 1 and e A = e h 1 · · · e h k , where
Each element x ∈ Cℓ 0,n will be represented by x = A x A e A and each non-zero vector x = n j=1 x j e j ∈ R n has a multiplicative inverse given by −x |x| 2 . We denote by x Cℓ 0,n the (Clifford) conjugate of the element x ∈ Cℓ 0,n , where
We introduce the complexified Clifford algebra Cℓ n as the tensorial product
where the imaginary unit interact with the basis elements as ie j = e j i, j = 1, . . . , n.
The conjugation is defined as w = A z A C e A Cℓ 0,n .
We consider the Dirac operator D = n j=1 e j ∂ ∂x i which has the property of factorizing the n-dimensional Laplacian, that is,
Let now Ω ⊂ R n × R + denote a bounded domain with a sufficiently smooth boundary Γ = ∂Ω, while (0, T ), with T > 0, represents its projection on the time-domain. A function u : Ω → Cℓ n has a representation u = A u A e A with C-valued components u A . Properties such as continuity will be understood component-wisely. In the following we will use the short notation
For more details, see [5] .
Taking into account [3] we will imbed R n into R n+2 . For that purpose we add two new basis elements f and f † satisfying
The set {f, f † } is said to be a Witt basis for R 2 and it will allows us to create a suitable factorization of the Schrödinger operator where only partial derivatives are used.
Factorization of time-evolution operators
In this section we present a new method for factorizing the Schrödinger equation,
where Ω ⊂ R n × R + denotes a bounded domain. For this we will follow the ideas presented in [3] , [6] and [7] .
Definition 2.1. For a function u ∈ C 1 (Ω) we define the forward (resp. backward) parabolic Dirac operator
where D stands for the (spatial) Dirac operator.
These operators factorize the correspondent backward/forward timeevolution operator (2) , that is
We consider now the generic Stokes' Theorem.
where dσ x,t = (D x + f∂ t )⌋dxdt stands for the contraction of the homogeneous operator associated to D x,−it with the volume element.
For the proof of this theorem we refer to [3] . We shall construct a fundamental solution for the backward parabolic Dirac operator D x,−it in terms of a fundamental solution of the backward Schrödinger operator. We recall that the function
is a fundamental solution for the backward Schrödinger operator since it satisfies
in distributional sense. Therefore, we have Definition 2.3. Given a fundamental solution e − = e − (x, t) for the backward Schrödinger operator we have as a fundamental solution E − = E − (x, t) for the backward parabolic Dirac operator D x,−it the function
Using the fundamental solution (6) and the generic Borel-Pompeiu formula we construct the adequate Teodorescu and Cauchy-Bitsadze operators.
Definition 2.4. For a function u ∈ L p (Ω), 1 < p < ∞, we define the correspondent Teodorescu and Cauchy-Bitsadze operators, respectively, as
We also have the following decomposition (c.f. [7] ). The previous decomposition of the L p -space allows us to establish two projections operators. Definition 2.6. Let 1 < p ≤ 2. We define the projectors
and
The solution of the forward linear Schrödinger problem
The proof of this theorem was made in [7] for the case of p = 2. However, we remark that it can easily be extended to 1 < p < 2. Moreover, 1) we can obtain dual results for the backward Schrödinger problem by considering a fundamental solution for the forward parabolic Dirac operator D x,+it on Theorem 2.2;
2) the above construction can easily be generalized for arbitrary operators of type a∂ t − ∆, where a is a non-zero complex parameter. Indeed, the case of a = 1 gives the well-known heat equation while for a = i we have the non-stationary Schrödinger equation. 
Finite differences and time evolution operators
As already stated we want to investigate a finite difference scheme based on the notion of a discrete fundamental solution as described in [8] . We denote by
equidistant lattices corresponding to space and time discretization, respectively. For a discrete function u :
, we have the finite difference approximation for the stationary Dirac operators given by
where
represent the spatial forward/backward difference operators. We remark that these difference Dirac operators factorize the star discretization of the Laplace operator, in the sense that
Moreover, we also have the following (forward) time difference operator (see [1] , [8] )
With the previous definitions we aim to construct a finite difference approximation for the parabolic Dirac operators. For this purpose we introduce the matrix representations
where γ + , γ − denote elements which satisfy the following matricial operations
Using the properties of the previous operators and taking account the multiplication rules (10) we obtain the following relation
i.e., these operators factorize the difference discretization of our time evolution operator (2) . Moreover, due to the fact that the above finite difference operators D
h and ∂ τ are approximations of the Dirac operator D and of the time partial derivative operator ∂ t , respectively (see [9] ), we have that (9) are a finite difference approximations for the parabolic Dirac operators D x,±it .
Discrete fundamental solutions
Based on the ideas presented in [9] we introduce the discrete fundamental solution for the Schrödinger difference operator −i∂ τ − ∆ h as
where H denotes the Heaviside function and
are the discrete analogues of the Dirac delta function in R 3 h and R τ , respectively. Easy calculations show that, indeed, we have
By the factorization property (11), we have for the discrete fundamental solution of the operator D h,−iτ the function
Moreover, straightforward calculations give the following matrix representation for the discrete fundamental solution E h,−iτ
However, it remains to prove that the discrete fundamental solution e h,−iτ is indeed an approximation of the fundamental solution (5). This will be done in the next section.
Discrete operator calculus
We define the discrete l p -spaces, 1 ≤ p < ∞, in the usual way
Henceforward, no distinction will be made between the function u : Ω → C 4 and its restriction u = u(hm, kτ ) to the lattice Ω h,τ = Ω ∩ (R 3 h × R + τ ), this distinction being clear from the context.
Behavior of the discrete fundamental solution
We now study the behavior of the discrete fundamental solution (12) when h and τ tend to zero and we prove that it converges in l 1 -sense to the restriction to the grid of the fundamental solution (5).
The proof of this theorem is based on [10] , Theorem 1, after adaptation to space dimension n = 3 and taking in account that our solutions differ from the ones in the case of the heat operator by the relations
Moreover, due to the fact that the constructed discrete fundamental solution e h,−iτ has a conical support domain we obtain the mesh-size condition
We remark that Theorem 4.1 implies the l loc 1 -convergence of (12) 
While we can prove the convergence of the discrete solution E h,−iτ to E − , the proofs do not yield the order of convergence due to the nature of the continuous fundamental solution of the Schrödinger equation. This will be the subject of future work.
Hence, we can establish the discrete analogues of the Teodorescu operator.
we have the discrete Teodorescu operator T h,−iτ satisfying to
for all (hm, kτ ) ∈ Ω h,τ .
Proof. We have for T h,−iτ that
Since E h,−iτ = e h,−iτ D h,−iτ and e h,−iτ is a scalar solution, we have
= u(hm, kτ ).
Now we are able to present the following norm estimate.
there exists a positive constant C > 0 such that
Moreover, T h,−iτ is a continuous operator.
Proof. Initially we have
Let us take C(m, k) = max (hn,sτ )∈Ω h,τ |E h,−iτ (hm−hn, kτ −sτ )|. Then there exists C = max C(m, k) > 0, this maximum being taken over all (m, k) such that (hm, kτ ) ∈ Ω h,τ , and the result holds.
As we have done for the analytic case we can establish a decomposition of the l p -space.
Theorem 4.5. For the space l p (Ω h,τ ), 1 < p < ∞, the following direct decomposition
is valid, with correspondent discrete projection operators
denotes the discrete counterpart of the Sobolev space
Convergence of the discrete operators
We say that u ∈ C 1,α (Ω) if its first derivatives are α-Hölder continuous.
Theorem 4.6. Let u ∈ C 1,α (Ω). Then it holds T h,−iτ u → T u as h, τ tend to zero.
Proof. In order to prove the above result we introduce the regularized Teodorescu operator (see [11] )
stands for a regularization of the fundamental (continuous) solution E − and, therefore, it converges in the sense of tempered distributions to E − as ε → 0. In a similar way, we construct the regularized discrete operator T ε h,−iτ in terms of the discrete analogue of the regularized fundamental solution
By definition, we have
Due to the singularity of the continuous fundamental solution E ε − , we will split the continuous domain Ω into parallelepiped W (hn, sτ ) centered at the points (hn, sτ ) of the lattice Ω h,τ with side-lengths h and τ , respectively. Furthermore, let p, q ∈ N be such that
We use Hölder's inequality on the first term and by a convenient adding up we get
].
For the term (I 1 ) we obtain
which goes to zero as h, τ → 0.
Finally the term (I 2 (hn, sτ )) can be estimate using its Taylor series expansion and Hölder's inequality ,sτ ) ) , and again we have that (hn,sτ )∈Ω h,τ , z∈W (hn,sτ ) (I 2 (hn, sτ )) goes to zero as h, τ → 0.
Hence, by ε → 0 we obtain convergence of the discrete Teodorescu operator T h,−iτ to the continuous one.
Moreover, we notice that we have convergence in l p , 1 < p < ∞, of the regularized discrete Teodorescu operator T ǫ h,−iτ to the regularized continuous operator T ǫ .
We now prove the convergence of the discrete Cauchy-Bitsadze operator
Moreover, in what follows we will consider the sub-domains Ω t = x ∈ R 3 : (x, t) ∈ Ω and Ω x = {t ∈ R + : (x, t) ∈ Ω} . Theorem 4.7. If u ∈ ker D x,−it is such that u ∈ C 1,α (Ω) for some 0 < α < 1 then we have
for a positive constant C > 0.
Proof. We use the definition of F h,−iτ , Theorem 4.4 and the fact that u ∈ ker D x,−it . We get then
Additionally, we remark that u ∈ C 1,α (Ω) implies both
Moreover, we have (c.f. [1] , p.268) that
a similar result holding for D −+ h , and
for some positive constants K(kτ ), K(hm). Using these two inequalities we have
We now take K = max Ω h,τ {K(kτ ), K(hm)} > 0 and we recall that
We are now in conditions to prove the convergence of the discrete projection operator Q h,τ to its continuous counterpart (8) . Proof. We start from the equality
and we wish to obtain estimates for the terms Q h,τ P u and (Q h,τ − I)Qu (we recall that, being projection operators, Q(P u) = 0 and Q 2 = Q).
Since P u = F P u and Q h,τ F h,−iτ u = 0, for the first term we obtain
and, therefore, by Theorem 4.7 we get the following estimate
taking in account that Q h,τ has bounded norm. Moreover, due to the fact that P is the projection into the kernel of
For the second term we remember that Qu can be written as Qu =
Hence, taking into account the previous calculations, Theorem 4.7 and relations (19) and (20) we finally obtain
as h, τ goes to zero.
The above discrete operators allow us to establish a discrete equivalent of Theorem 2.7.
Theorem 4.9. Let f ∈ l 2 (Ω h,τ ). The solution of the discrete Schrödinger problem
is given by u = T h,−iτ Q h,τ T h,−iτ f.
The non-linear Schrödinger problem
Let us now consider the non-linear Schrödinger problem
, and |u| 2 = 3 j=0 (u j ) 2 . This problem can be reduced to
a problem for which the next theorem proves existence and uniqueness of solution (see [6] , [7] for details).
Theorem 5.1. The problem (21) has an unique solution given in terms of the iterative method
Moreover, the iteration method converges for each starting point
Based on the discrete operators previously introduced we construct the discrete version of problem (21) for our bounded domain
Indeed, let v be a solution of (22). Then
and due to the properties of the projector Q h,τ we have v = 0 on ∂Ω h,τ . Using the same ideas as in the continuous case (see [7] ) we get results regarding the convergence and uniqueness of the discrete iterative method
The proof of this theorem, being similar to the one in the continuous case, will be omitted.
The following result shows that the solution obtained for the discrete problem, which we will denote by u * , converges to the solution obtained for the continuous, which we will denote by u. In the proof of the following theorem the restriction of M (u) to the space-time grid will be denote by M h,τ (u).
Proof. Again, we need to use the regularized Teodorescu operator. We shall denote u ǫ
which implies that
, where C h,τ is a positive constant which depends from h and τ . By Theorem 5.2 we can guarantee that
This inequality, together with Theorem 5.1, ensures that for sufficiently small h and τ , the following relation
holds. Therefore, the convergence of u * to u depends only on the term (I). Hereby, we have
, where M * (u ǫ ) = |u ǫ | 2 u ǫ and M * h,τ (u ǫ ) denotes its restriction to the spacetime grid. By Theorem 4.6 we can say that (B) and (D) tend to zero as h, τ → 0. Also, Theorem 4.8 implies the same result for both (C) and (E). Finally, for (A) we have, from the boundedness of the discrete operators, the following relation
where C 1 is a finite constant and C h,τ is a constant which depends on h and τ and goes to zero with h and τ. Therefore, (I) tends to zero when h, τ → 0, thus, proving our result as ǫ → 0.
Numerical Examples
In order to study the rate of convergence of our method for different mesh sizes, we shall present some numerical examples. For simplicity sake, we shall use a cubic space domain [−a, a] 3 with an equidistant discretization grid of (N + 1) 3 points. Also, for the discretization of the time domain we shall consider an equidistant grid with M+1 mesh-points. At this point, we emphasize that the choice of M and N takes into account the restriction τ h 2 < 1 6π 2 imposed by Theorem 4.1. For all the examples below we will be presenting a table with the l 1 −error between the approximated solution and the exact solution at given instants of time.
Example 1: As a first example, we consider an exact real-valued C ∞ solution u = (0, u 1 , u 2 , u 3 ) for the problem (21), where
and the corresponding right hand side f = i∂ t u − ∆u − |u 2 |u.
In the following table we show the approximation error between the exact solution u and its discrete approximation u h,τ on the domain Ω = [−5, 5] 3 × [0, 2] for different mesh sizes. The following graphics ( Figures 1. and 2. ) show the evolution of the l 1 −norm for the approximation error, with respect to the space-mesh and to the time-mesh, respectively. Example 2: In this example we consider an exact complex-valued C ∞ solution u = (0, u 1 , u 2 , u 3 ) of (21), where
Below is the table with the error of approximation between the exact solution u and its discrete approximation u h,τ on the domain Ω = [−5, 5] 3 × [0, 2], for different mesh sizes, Again, the corresponding right hand side f = i∂ t u − ∆u − |u 2 |u. The following table gives the error of approximation between the exact solution u and its discrete approximation u h,τ for different mesh sizes considered. Taking into account the previous graphics we are able to observe that the order of convergence for the space coordinate is, in all the examples, of order O(h 8 ), while for the time coordinate we get, in all the examples, an order of convergence of order O(τ 3 2 ). We remark that our method seems to be stable under functions of lower regularity, since the order of convergence for the space and time coordinates remains same in all the three examples.
