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Abstract— Crossmodal conflict resolution is crucial for robot
sensorimotor coupling through the interaction with the envi-
ronment, yielding swift and robust behaviour also in noisy
conditions. In this paper, we propose a neurorobotic experi-
ment in which an iCub robot exhibits human-like responses
in a complex crossmodal environment. To better understand
how humans deal with multisensory conflicts, we conducted
a behavioural study exposing 33 subjects to congruent and
incongruent dynamic audio-visual cues. In contrast to previous
studies using simplified stimuli, we designed a scenario with four
animated avatars and observed that the magnitude and exten-
sion of the visual bias are related to the semantics embedded in
the scene, i.e., visual cues that are congruent with environmental
statistics (moving lips and vocalization) induce the strongest
bias. We implement a deep learning model that processes
stereophonic sound, facial features, and body motion to trigger
a discrete behavioural response. After training the model, we
exposed the iCub to the same experimental conditions as the
human subjects, showing that the robot can replicate similar
responses in real time. Our interdisciplinary work provides
important insights into how crossmodal conflict resolution can
be modelled in robots and introduces future research directions
for the efficient combination of sensory observations with
internally generated knowledge and expectations.
I. INTRODUCTION
Robots operating in the real world must efficiently interact
with their surroundings. Similarly to biological agents, robots
can make use of an array of sensors for processing multiple
modalities such as vision, audio, haptics, and proprioception
with the goal of promptly undertaking behaviourally relevant
decisions through the combination of sensory observations
with prior knowledge and expectations (e.g. internally gen-
erated models of the world) [1].
The integration of multisensory information has been
widely studied in the literature, e.g. in terms of the learning
of multisensory representations from heterogeneous sensor
data [2] or through modelling the development of sensori-
motor skills in embodied autonomous agents [3]. However,
it is typically assumed that the multisensory measurements
provide a complete and coherent data stream that can be
straightforwardly integrated on the basis of spatial and/or
temporal coincidence. Nevertheless, behaviour should be
swift and singular also in situations of sensory uncertainty
and multisensory conflict [4].
1Knowledge Technology, Department of Informatics, Universita¨t Ham-
burg, Germany. {surname}@informatik.uni-hamburg.de
2CAS Key Laboratory of Behavioral Science, Chinese Academy of Sci-
ences (CAS), Beijing, China. {fud,wuhy,liux}@psych.ac.cn
3Department of Psychology, University of CAS, Beijing, China.
4Division of the Humanities and Social Sciences, Caltech, CA, USA.
*Open-source code: cml.knowledge-technology.info
Multisensory conflicts result from sensory uncertainty and
variable reliability under noisy environmental conditions [5].
For instance, when having to identify a speaker in a room,
auditory information may become unreliable if there is music
playing in the background, and localizing the source of sound
may be difficult in this condition. However, humans have
learned from environmental statistics that seeing moving lips
is typically associated with a person speaking. Therefore,
this expectation will influence our ability to promptly detect
a speaker in a noisy room. Conversely, audio may be more
reliable for detecting a speaker if the light conditions of the
room are adverse for vision.
The mammalian brain comprises multisensory areas that
integrate information on the basis of low-level stimuli prop-
erties (e.g., spatial and temporal coincidence) and high-
level properties such as spatiotemporal congruency, prior
knowledge, and expectations [6]. The interplay of low-level
(bottom-up) and high-level (top-down) information is crucial
for swift decision making and conflict resolution [4]. A
number of behavioural studies have shown different audio-
visual effects that reflect the intricate interplay of bottom-
up and top-down information processing. Widely studied
illusions are the spatial ventriloquism effect [7], where the
auditory stimulus is perceptually shifted towards the position
of the synchronous visual one, and the McGurk effect [8],
in which a mismatched audio-visual stimulus of vocalizing
a sound leads to the perception of an illusory sound.
The aforementioned studies with human subjects have
provided valuable insights into how multisensory stimuli can
be modelled in artificial systems. However, the stimuli used
for triggering responses do not reflect the complexity of
the environment that artificial agents are expected to inter-
act with. Critically, audio-visual spatial tasks typically use
(over)simplified stimuli such as light blobs and sound clicks,
and show only one stimulus per modality (e.g., [9]). Under
these experimental conditions, subjects produce responses
based on the spatiotemporal congruency of the audio-visual
cues but neglect likewise important factors such as semantic
congruency and expectations. These top-down factors signif-
icantly contribute to the development of a robust percept [10]
and are crucial for modelling multisensory integration and
conflict resolution in robots.
In this paper, we present a neurorobotic study of cross-
modal conflict resolution in a complex environment. In
order to better understand how humans solve crossmodal
conflicts, we extend a previously proposed behavioural study
consisting of an audio-visual spatial localization task [11].
Our novel study was conducted in an immersive projection
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environment and comprises a scene with four animated
avatars sitting around a table which can produce congruent
and incongruent audio-visual stimuli. We trained a deep
learning model to trigger human-like responses and evaluated
this approach with an iCub robot exposed to the same
experimental conditions as human subjects.
Our neurorobotic study contributes to the leverage of
current models of robot perception and behaviour taking
into account the complex nature of crossmodal environments
and the way humans perceive, learn, and act on the basis
of rich (and often uncertain) streams of multisensory input.
The main contribution of this work is twofold. First, we
provide a quantitative analysis of visually-induced bias on
the estimation of sound source localization for different types
of audio-visual conflicts. Our findings suggest that i) se-
mantics embedded in the scene modulate the magnitude and
extension (in terms of integration window) of the visually-
induced bias and ii) expectation-driven perceptual mecha-
nisms introduced by the exposure to animated avatars induces
a systematic error in the responses comprising static avatars.
Second, we implement a deep neural network architecture
that models human-like behaviour and is shown to trigger
similar responses with an iCub robot in real time. The model
is motivated by neuroscientific findings suggesting i) the
processing of auditory cues (sound source localization) and
visual cues (face and body motion) in distinct brain areas
and ii) their combination, in terms of neurons responding
to (in)congruent multisensory representations, in higher-level
areas [12].
II. BEHAVIOURAL STUDY
A. Overview
In a previous study [11], we proposed an audio-visual (AV)
spatial localization task that comprised a set of 4 animated
avatars. The AV stimuli consisted of one avatar with mov-
ing lips along with a synchronous, spatially congruent or
incongruent auditory cue. Our findings suggest that human
subjects were more inaccurate to spatially localize the sound
when exposed to incongruent AV stimuli. This study made
a step towards evaluating multisensory conflict resolution
in complex environments, i.e., going beyond the typically
used simplified AV stimuli such as lights and clicks [9].
However, it is subject to a number of limitations. First, we
tested subjects on AV stimuli comprising one visual and one
auditory cue. Crucially, natural scenes may include multiple
visual cues influencing multisensory integration to different
extents. Therefore, it is important to assess the interplay of
multiple visual cues conveying different semantic meaning,
e.g., lip and body movement. Second, the visual stimuli were
displayed on a 17-inch monitor and the auditory ones were
presented via a headphone set, thus significantly differing
from natural crossmodal environments and the way humans
(and robots) interact with their surroundings.
In this novel study, we extend our experimental design to
test new hypotheses and propose a new immersive experi-
mental setup so that human subjects and an iCub humanoid
robot can be exposed to the same experimental conditions.
B. Participants
A total of 33 subjects (7 female, aged 21–32, right-handed)
participated in our experiment. All participants reported that
they did not have a history of any neurological conditions
(seizures, epilepsy, stroke), and had normal or corrected-
to-normal vision and hearing. This study was conducted in
accordance to the principles expressed in the Declaration of
Helsinki. Each subject signed a consent form approved by
the Ethics Committee of Universita¨t Hamburg. The range of
accuracy of the task was 28%−98% (mean 64%±23%).
C. Apparatus, Stimuli, and Procedure
Participants sat at a desk with their chins on a chin-rest
positioned 160cm from the projection screen (see Fig 1.a).
Visual stimuli were presented on a concave projection screen
made of acoustically transparent cloth encompassing much
of the visual field. The semi-circular screen has a diameter
of 2.42m and a height of 2.72m of which 2.38m were
illuminated. The visual stimuli were presented overhead from
4 ceiling-mounted HD-projectors with individual projections
warping-corrected and blended to produce a single continu-
ous image (Fig 1.b). The mouths of the avatars were 1.36m
above the ground and the avatar’s locations were at -33, -11,
+11, and +33 degrees off the centre (fixation point). Behind
the screen were 4 free-field speakers that differed in azimuth
and were placed to match the mouths of the projected avatars.
Due to the complexity of the environment which creates
stimulus onset delays for both visual and auditory streams,
the onsets have been synced using a high-speed camera (1000
fps). After synchronization, the average audio-visual onset
difference is 0 ± 32ms.
The AV localization task consisted of the subjects having
to select which avatar (out of the 4 avatars in the scene)
they believe the auditory cue is coming from. The 4 avatars
may move their lips and/or arm in temporal correspondence
with an auditory cue. The latter consists of a vocalized com-
bination of 3 syllables (all permutations without repetition
composed of ”ha”, ”wa”, ”ba”). The duration of both visual
and auditory stimuli is 1000 ms.
The experiment comprised 5 AV conditions:
1) Baseline: Auditory cue and static avatars.
2) Moving Lips: Auditory cue and one avatar with mov-
ing lips.
3) Moving Arm: Auditory cue and one avatar with a
moving arm.
4) Moving Lips+Arm: Auditory cue and one avatar with
moving lips and arm.
5) Moving Lips–Arm: Auditory cue and one avatar with
moving lips and another avatar with a moving arm.
For all the conditions except for Condition 1, the AV pair
may be spatially congruent or incongruent. In Condition 5,
spatial congruency comprises lips-audio or arm-audio pairs.
If we consider all the AV-pair combinations (congruent and
incongruent) derived from the 5 conditions, it results in 200
trials.
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Fig. 1. Behavioural study on audio-visual localization: (a) Immersive experimental setup with acoustically transparent concave projection screen (b)
Subject selecting a position via a keyboard (c) Schematic illustration of one trial of the AV localization task.
Participants began the experiment with 12 practice trials
composed of congruent AV stimuli. This practice session en-
sured that participants understood the instructions and were
using the keyboard properly to select one of the 4 locations.
The formal task consisted of 600 trials (3 sessions of 200
trials presented in random order). A schematic illustration
of one trial is shown in Fig 1.c. Each trial started with
static avatars and a fixation point for 500 ms, followed by an
AV stimulus and then another 1000 ms with static avatars.
The subjects were asked to produce a response within 2000
ms after the onset of the AV stimulus. After completing
the experiment, the subjects were asked which perceptual
strategy they believe they adopted to solve the AV task: i)
mostly auditory, ii) mostly visual, or iii) mixed.
D. Results and Analysis
We analyzed the obtained behavioural data in terms of the
error rate (ER) with respect to the ground-truth position of
the auditory cue.
The amount of visually-induced bias on auditory cues
depends on the proximity of the cues and their position with
respect to the field of view. In the spatial ventriloquism effect,
the perception of the auditory stimulus is shifted towards
the direction of the visual cue in relation to their spatial
proximity. This integration window, however, breaks down
when the distance between the two stimuli is greater than 20-
25 degrees and the magnitude of the visual bias becomes neg-
ligible [13]. Furthermore, visual spatial resolution is higher
in the center of the field of view (FOV), thus the magnitude
of the visual bias is expected to be higher towards the
center rather than towards the periphery [14]. Consequently,
we analyzed the ER by taking into account the distance
between the avatars and their absolute location with respect
to the FOV of the observer. For this purpose, we divided the
conditions in terms of (mirrored) spatial relationships:
• Congruent: Congruent AV pair from one avatar.
• Central: Incongruent AV pair from the two avatars in
the center.
• Lateral: Incongruent AV pair from two of the avatars
on the right or the left side.
• 1-Avatar Gap: Incongruent AV pair from avatars having
a 1-avatar gap.
• 2-Avatar Gap: Incongruent AV pair from avatars having
a 2-avatar gap, i.e., the two at each side of the screen.
We conducted a two-way repeated measures analysis of
variance (ANOVAs). The ER for the different conditions
is shown in Fig. 2.a. Across the conditions, the effect of
the distance between the avatars was significant (F = 37.08,
p < 0.001, η2 = 0.70). Post-hoc t-tests revealed that the
congruent condition had the lowest error rate (ER=7%),
while the highest error was for the avatars in the center
(ER= 64%, p< 0.01) followed by a 1-avatar gap (ER= 59%,
p < 0.01), lateral (ER= 59%, p < 0.14), and a 2-avatar
gap (ER= 56%, p < 0.05). Furthermore, we analyzed the
ER across the 3 sessions. We found a significant learning
effect (LE) between sessions 1 and 2 (p < 0.05), while the
learning effect between sessions 2 and 3 was not significant
(p< 0.71). The interaction between LE and avatar distance
was not significant (F = 1.36, p= 0.24, η2 = 0.04).
We analyzed the responses in terms of the adopted per-
ceptual strategy adopted by the subjects (Fig. 2.b). After
the experiment, 14 subjects reported to have used a mostly
auditory strategy (AS), 9 subjects a mostly visual strategy
(VS), and 10 subjects a mixed strategy (MS). Subjects using
an AS had the highest accuracy (ER= 20%) with respect to
VS (ER= 54%, p < 0.001) and MS (ER= 43%, p < 0.01).
The main effects of the strategy (F = 14.65, p < 0.001,
η2= 0.49), the visual cue (F = 48.00, p< 0.001, η2= 0.62),
and the congruency of the stimulus (F = 192.06, p< 0.001,
η2 = 0.87) were significant. The interaction among these
three factors was also significant (F = 6.06, p < 0.001,
η2 = 0.29).
Our findings suggest that the embedded semantics signifi-
cantly modulate the magnitude and extension (in terms of in-
tegration windows) of the visually-induced bias. Moving lips
cause higher error rates in the final estimate of the location
of the sound with respect to a moving arm (which is visually
more salient). This is in line with fMRI studies suggesting the
highest multisensory integration in terms of neural activation
for congruent mouth-voice stimuli (e.g.,[10]). In contrast to
previous studies showing that the integration window breaks
down for distances greater than 20-25 degrees [13], in our
case the magnitude of the visual bias is significant also when
the incongruent AV stimuli are coming from the two avatars
at the extremes of the screen. This can be interpreted in terms
of synchronized AV pairs being merged as a single event
irrespective of their spatial disparity due to their temporal
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Fig. 2. Data analysis of (in)congruent AV stimuli in terms of the error rate (ER) with respect to the ground-truth position of the auditory cue. (a) Analysis
using the distance between the avatars and their position within the FOV of the observer. (b) ER according to the different perceptual strategies reported
by the subjects. (* denotes 0.01 < p< 0.05, ** 0.001 < p< 0.01, and *** p< 0.001).
correlation perceived as a form of causation [15]. We can
argue that embedded semantics in the scene contribute to
a wider integration window with respect to the boundaries
empirically found for simplified stimuli [12]. To further
verify this hypothesis, we examined whether the induced
bias during incongruent AV stimuli was in the direction of
the visual cue, i.e., we tested the ventriloquist effect. The
results for the different conditions are shown in Fig. 4.d,
which are consistent with the hypothesis that visual cues
encoding environmental statistics induce a stronger bias and
that the magnitude of the bias is related to the embedded
semantics, e.g., moving lips+arm induces a slightly stronger
bias than moving lips. Furthermore, while an incongruent arm
movement in moving lips–arm acts as distractor decreasing
the magnitude of the visual bias towards the lips, this
magnitude is still significant.
Finally, when the auditory cue is played along with static
avatars, subjects were not as accurate as expected in the
absence of a visual bias. One hypothesis for this effect is
that the extended exposure to animated avatars may create
the expectation of seeing similar animated patterns in the
next trials, thus perceiving a static avatar as incongruent
with respect to an expected dynamic visual cue. However, a
more extensive study is required to verify this hypothesis and
measure the modulatory effects of expectation learning [16].
III. NEUROROBOTIC EXPERIMENT
The goal of the neurorobotic experiment was to trigger
human-like responses with an iCub [17] exposed to the same
conditions as the human subjects. For this purpose, we used
the collected behavioural data to train a deep learning model
and compared the results with human responses.
A. Multichannel Deep Learning Model
The modelling of crossmodal integration and conflict res-
olution is particularly complex since behaviourally relevant
responses are mediated by the interplay of functionally
distinct brain areas [12]. For instance, the superior colliculus
in the midbrain processes stimuli on the basis of their
spatiotemporal alignment, whereas higher-order areas, such
as the superior temporal sulcus in the temporal cortex,
process feature-based representations and activate strongly
for semantically congruent stimuli.
We propose a deep learning model processing both spatial
and feature-based information in which low-level areas (such
as the visual and auditory cortices) are predominantly unisen-
sory, while neurons in higher-order areas encode multisen-
sory representations. The proposed architecture comprises 3
input channels (audio, face, and body motion) and a hidden
layer that computes a discrete behavioural response on the
basis of the output of these unisensory channels (see Fig. 3).
For the audio, we extract each auditory channel from
the file recorded with the binaural microphone of the robot
and apply the short-time Fourier transform, obtaining one
spectrogram for each auditory channel with a dimension of
512x26, i.e., 512 temporal bins with 26 descriptors each.
For the body movement channel, we average the images
from the RGB camera over the whole stimuli duration and
create one 80x60 grayscale image representation with the
body movement of all the avatars. Similarly, for the face
channel we average each face individually and obtain four
averaged images per stimulus, each of them transformed to
grayscale and resized to 120x120 pixels.
Our network is composed of three convolutional channels,
Audio (Left & Right) Face Body Motion
D F J K
Robot 
behavioural 
response
4 conv-layers 2 conv-layers 2 conv-layers
Fully connected layer
Fig. 3. Multichannel deep learning model for multisensory integration and
conflict resolution. The model combines sound localization, facial features,
and body motion to produce a discrete behavioural response in real time.
Each channel is first trained with modality-specific spatial information (gray
bounding box) and used as input for a hidden layer trained with multisensory
representations using human behavioural responses as the teaching signals.
following a multichannel architecture [18]: one for learning
auditory features, a second for body movement and the third
for facial expressions. The auditory channel is composed of
four pairs of convolution layers, each with 3x3 filters and
the last layer of each pair has a 2x2 stride. The first pair
of layers has 8 filters, the second 16, the third 24 and the
last one 32. The face and body motion channels comprise
two convolution layers, each with 16 filters of size 3x3
followed by a max pooling layer with a receptive field of 2x2
and a dropout layer. The same architecture is used by our
face channel. These hyperparameters were selected through
an exhaustive exploratory search for optimizing the source
location of unisensory stimuli.
To train our model on crossmodal conflict resolution, we
first train the individual channels using modality-specific
spatial information (Fig. 3; gray bounding box). The auditory
channel is trained to locate a sound source, the face channel
to locate moving lips, and the body motion channel to
locate arm movement. This procedure ensures that each
channel is able to describe modality-specific stimuli. After
the individual training of these 3 channels, a fully connected
hidden layer receives modality-specific representations as
input and is trained using the human responses as teaching
signals. The output softmax layer represents a probability
distribution over the 4 possible responses.
B. Robot Behaviour
For a direct human-robot comparison, we placed the iCub
in front of the projection screen (Fig. 4.a; see Fig. 1.a for
setup with humans). In order to prevent biasing the robot
behaviour towards a specific subject, we evaluate the model
using leave-one-out cross-validation with the responses of
32 subjects for training and of 1 subject for testing. Since
each participant produced 600 responses, we had 32×600
training data points for each training fold, for which a new
network was initialized. This training procedure resulted in
33 network instances from which we generated 33×600
responses used to compare robot-vs-human behaviour.
The error rates of the robot averaged across all conditions
are shown in Fig. 4.b (see Fig. 2.a for comparison with
humans), where it can be seen that the human-vs-robot ER
difference is not significant (F = 1.303, p= 0.26,η2 = 0.02).
Interestingly, there is an inverse trend with respect to humans
in which the ER is higher for the avatars in the center
and decreases for the ones at the sides. This difference can
be explained due to the different ways in which humans
and the robot process incoming visual input. Human vision
has higher spatial resolution towards the center of the FOV
(referred to as foveal vision), which leads to a stronger visual
bias over the estimate of the sound source’s location when
the visual cue occurs towards the center [14]. This effect in
relation to the position of the visual cue is shown in Fig. 4.b,
where the ER is higher for the central position with a
decreasing trend for lateral, 1-avatar gap, and 2-avatar gap.
On the other hand, the visual input processed by the robot
does not comprise such foveal property, and consequently,
the visual bias has the same magnitude irrespective of its
position within the FOV of the camera. However, since
the model is trained with data collected from robot sensors
but using human responses as a teaching signal, there is a
compensation artefact introduced by the hidden layer which
results in such an inverse trend of the magnitude of the
visual bias in relation to its position. In order to address this
artefact, it would be necessary to model properties of foveal
vision embbeded in the convolutional channels processing
the visual input (e.g., [19]).
In terms of the magnitude of the bias reflecting environ-
mental statistics, we analyzed the proportion of ER due to
shifting the estimate towards the visual cue (ventriloquism
effect). It can be seen from Fig. 4.c-d that the behaviour of
the robot resembles human responses for all the conditions.
IV. FUTURE WORK
The obtained results motivate further research in three
main directions. First, the experimental scenario can be
extended to more natural scenes, e.g., by displaying real-
world videos with human characters. Here, we kept the
appearance of the animated avatars equal to prevent any kind
of association or identity learning effect. However, human
characters or human-like avatars can have significantly more
degrees of freedom in terms of body movement, expressive-
ness, and identity features. In this case, several factors would
be more difficult to control in a systematic way.
Second, the deep learning model was trained in a super-
vised fashion, i.e., by providing the expected responses as a
target. Instead, it may be of interest to study whether and how
such behaviour can emerge from the unsupervised exposure
to congruent AV stimuli, e.g., by learning environmental
statistics. This research direction may be of particular interest
for neurorobotic approaches aimed to model specific areas of
the brain responsible for multisensory interaction and conflict
resolution.
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Fig. 4. Neurorobotic experiment: (a) iCub exposed to the immersive ex-
perimental setup (b) Error rate after exposure to congruent and incongruent
AV stimuli (see Fig. 2.a for comparison with human subjects) (c) Robot vs
Human comparison in terms of the ventriloquism effect (response biased
towards the visual cue) showing similar trends for all the conditions with
incongruent AV stimuli.
Third, we observed that subjects adopting a strategy that
relied mostly on auditory cues exhibited smaller error rates.
Studies suggest that the brain changes its strategy according
to the reliability of sensory drive and mechanisms of cog-
nitive control [20]. Consequently, it would be of interest to
further study and model the dynamic selection of perceptual
strategies on the basis of modality-specific reliability, conflict
adaptation effects, top-down attention, and prior knowledge.
V. CONCLUSIONS
We introduced and evaluated a deep learning architecture
for modelling human-like responses with an iCub robot
exposed to complex audio-visual stimuli. For the modelling
of behavioural responses that functionally reflect crossmodal
conflict resolution in humans, we designed an AV local-
ization task comprising a set of congruent and incongruent
conditions with four animated avatars. This scenario provides
a higher degree of complexity that better approximates real-
world experimental setups while still being able to system-
atically control the variability of the stimuli.
Our interdisciplinary work provides important insights into
how multisensory cognitive functions can be modelled in
robots operating in crossmodal environments also in condi-
tions of sensory conflict. We believe that these aspects of
multisensory interaction are crucial for the leverage of cur-
rent models of robot perception which should yield swift and
robust behaviour by combining sensory-driven information
with internally-generated expectations.
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