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Biredox ionic liquids are a new class of functionalized electrolytes that may play an important
role in future capacitive energy storage devices. By allowing additional storage of electrons inside
the liquids, they can improve device performance significantly. However current devices employ
nanoporous carbons in which the diffusion of the liquid and the adsorption of the ions could be
affected by the occurrence of electron-transfer reactions. It is therefore necessary to understand
better the thermodynamics and the kinetics of such reactions in biredox ionic liquids. Here we
perform ab initio molecular dynamics simulations of both the oxidized and reduced species of several
redox-active ionic molecules (used in biredox ionic liquids) dissolved in acetonitrile solvent and
compare them with the bare redox molecules. We show that in all the cases, it is necessary to
introduce a two Gaussian state model to calculate the reaction free energies accurately. These
reaction free energies are only slightly affected by the presence of the IL group on the molecule.
We characterize the structure of the solvation shell around the redox active part of the molecules
and show that in the case of TEMPO-based molecules strong reorientation effects occur during the
oxidation reaction.
INTRODUCTION
Ionic liquids constitute a versatile family of elec-
trolytes: their structure as well as their physico-chemical
properties often vary markedly depending on the ionic
species that constitute them [1]. For example, the vis-
cosity can change by almost one order of magnitude by
changing the length of the alkali chains in imidazolium-
based ionic liquids [2]. As a consequence, there have
been high expectations for the use of ionic liquids as elec-
trolytes for energy storage applications [3, 4]. Despite an
intense activity in the field, their use however remains
very limited to niche applications such as the develop-
ment of multivalent-ion batteries [5].
Another interesting characteristic of ionic liquids lies
in the fact that they can also be functionalized in or-
der to enhance their efficiency for a specific task such
as CO2 capture [6], the extraction of heavy metals [7]
or redox activity [8]. Following this idea, Mourad et
al. have recently introduced so-called biredox ionic liq-
uids (BILs), in which both ions are functionalized with
a redox-active moiety [9]. An interesting feature of BILs
is that the anion can be reduced while the cation can be
oxidized, forming multi-charged species rather than neu-
tral ones. This possibly extends their applications into
the context of supercapacitors, which are energy storage
devices that operate through the adsorption of ions from
an electrolyte at the surface of nanoporous carbon elec-
trodes [10, 11]. In conventional systems, the electrons
and holes are stored inside the electrode only. When
using BILs, additional electrons/holes are accumulated
inside the liquid, leading to a significant increase of the
capacitance of the system [12, 13].
BILs are therefore a promising avenue of research for
future supercapacitors. Nevertheless, much remains to
be understood about the involved charging mechanisms.
In particular, the interplay between ionic diffusion inside
the pores, ion adsorption at the surface of the carbon
and electron transfer events all remain completely un-
known. As established by Fontaine, the first step will
consist in acquiring a deeper understanding of the phys-
ical chemistry of electron transfers in such media [14].
Ionic liquids, due to their peculiar structure character-
ized by Coulomb ordering [1] and eventual formation of
polar/nonpolar domains [15, 16], cannot be considered as
simple dielectric media as is the case of water or simple
organic solvents, especially when adsorbed at electrified
interfaces [17]. Nevertheless, several studies which have
focused on the impact of this structure on the thermody-
namics and kinetics of electron transfers, both by exper-
iments [18, 19] and simulations [20], have concluded that
the generic concepts introduced by Marcus more than
fifty years ago [21], such as the solvent reorganization en-
ergy, may be applicable provided that a few corrections
are introduced.
In this work we study independently the redox prop-
erties of the ionic species forming BILs by using ab ini-
tio molecular dynamics simulations. We first focus on
the redox compounds, namely the anthraquinone (AQ)
and the 2,2,6,6-tetramethylpiperidinyl-1-oxyl (TEMPO),
then we study the functionalized BIL molecules, i.e.
the 2-methyloxaphenylperflurosulfonate-anthraquinone
(AQ-IL−), the methylimidazolium-TEMPO (TEMPO-
IL+1 ), and the methylimidazolium-p-xylyloxa-TEMPO
(TEMPO-IL+2 ). The structures of all these molecules are
provided in Figure 1. In this first step, following the ex-
perimental studies of Mourad et al. [9], we consider the
simplified case where the biredox molecules are dissolved
in an organic solvent, acetonitrile. This allows us to put
the results obtained in perspective with the experiments,
ar
X
iv
:1
91
2.
04
87
9v
1 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 10
 D
ec
 20
19
2AQ AQ-IL-
TEMPO TEMPO-IL1
+ TEMPO-IL2
+
FIG. 1: The molecules investigated in this work include
anthraquinone (AQ), 2-methyloxaphenylperflurosulfonate-
anthraquinone (AQ-IL−), 2,2,6,6-tetramethylpiperidinyl-1-
oxyl (TEMPO), methylimidazolium-TEMPO (TEMPO-IL+1 ),
and methylimidazolium-p-xylyloxa-TEMPO (TEMPO-IL+2 ).
The redox-active component is highlighted within the
coloured region, where yellow represents the part of the
molecule to be reduced and blue represents the part of the
molecule to be oxidized.
as well as to avoid sampling issues that would arise due to
the large viscosity of neat BILs. We follow the approach
introduced by Warshel, which consists in using the verti-
cal energy gap between the reactant and the product of a
reaction as a reaction coordinate [22]. As was shown by
Sprik and co-workers, the vertical energy gap is very ap-
propriate in the context of ab initio molecular dynamics,
and it allows to determine accurately redox properties in
aqueous and organic solvents [23–27]. We show that the
ionic liquid functionalization leads to small shifts in both
the oxidation potentials and in the reorganization ener-
gies. The small variation is easily interpreted by the fact
that the structure of the solvent around the redox-active
part of the molecules remains generally the same for a
given redox moiety.
THEORY AND SIMULATIONS
We study five redox half reactions of the form
Ox + e−= Red (1)
where the two AQ-based molecules displayed in Figure
1 are the oxidized form while the three TEMPO-based
molecules are the reduced form. Ab initio molecular dy-
namics simulations were performed for each oxidation
state, leading to a total of ten simulated systems for
which the compositions and dimensions are displayed in
Table I (details of the simulations are provided below).
To analyze the electrochemical properties of each system,
we computed the vertical energy gap (VEG), defined as
the energy difference between the oxidized and reduced
Sim Solute Ion N L (A˚) 〈∆E〉 (eV) σ (eV)
1 TEMPO• - 96 20.591 3.585 0.194
2 TEMPO+ - 96 20.591 1.478 0.235
3 TEMPO-IL•+1 Cl
− 193 25.922 3.448 0.176
4 TEMPO-IL2+1 Cl
− 193 25.922 1.995 0.248
5 TEMPO-IL•+2 Cl
− 191 25.962 3.274 0.149
6 TEMPO-IL2+2 Cl
− 191 25.962 2.045 0.239
7 AQ - 95 20.550 -0.246 0.194
8 AQ− - 95 20.550 0.921 0.153
9 AQ-IL− Li+ 189 25.970 -0.281 0.211
10 AQ-IL2− Li+ 189 25.970 0.899 0.179
TABLE I: Summary of the simulation setups and main re-
sults. The second column indicates the redox solute which
was present in the simulation box, the third one indicates
which counter-ion was added, the fourth one is the number of
acetonitrile molecules, the fifth one is the length of the cubic
box in Angstroms (A˚), the sixth and the seventh column are
the mean and the standard deviation of the computed vertical
energy gaps.
species (which are respectively noted with the subscript
1 and 0) for a given solvent configuration, RN ,
∆E(RN ) = E1(R
N )− E0(RN ). (2)
This quantity was previously shown to be the proper re-
action coordinate to describe electron transfer reactions
[22]. Once the VEGs are properly sampled along the
potential energy surface of both the oxidized and the re-
duced species of a redox couple, it is straightforward to
analyze the data in the framework of Marcus theory [21].
The only necessary quantities are the mean and the vari-
ance of the VEGs, which are provided for our systems in
Table I. However, Marcus theory relies on the assump-
tion that the fluctuations of the solvent are Gaussian and
that they are identical for the reactant and the product.
As shown in section , this assumption is not fulfilled in
the present systems. We thus resorted to a model that
was previously proposed to account for such deviations,
the so-called two Gaussian states (TGS) model [28, 29].
We recall here those equations that are essential for data
analysis and discussion. In the TGS, it is assumed that
the solvent degrees of freedom can be partitioned into
two different solvation states S1 and S2. The probability
distribution of the VEG associated to each state Si is
assumed to be strictly Gaussian, which leads to a corre-
3sponding “Marcus-like” expression for the free energy:
WSiη (∆E) =
(∆E − λSi −∆ASi)2
4λSi
(3)
+
kBT
2
log(4pikBTλ
Si)
+η(∆E + ∆ASi)
where η = 0 for the reduced species and 1 for the oxidized
species, kB is the Boltzmann constant, T is the temper-
ature, λSi is the reorganization energy and ∆ASi is the
(full) reaction free energy associated with the solvation
state Si.
The Landau free energy of a redox species can then be
expressed as a function of the reaction coordinate as
Wη(∆E) = −kBT log
[
e−βW
S1
η (∆E) + e−β(W
S2
η (∆E)+A
S2 )
]
(4)
where β = (kBT )
−1 and AS2 is a parameter fixing
the position of the free energy parabolas associated to
state S2 with respect to the ones associated to S1. The
TGS therefore introduces five different physical quanti-
ties which are treated as parameters, namely λS1 , λS2 ,
∆AS1 , ∆AS2 and AS2 . The probability distribution of
the VEG can then be expressed as
pη(∆E) = e
βAηe−βWη(∆E) (5)
where we introduced Aη the (full) free energy of the re-
duced and oxidized species:
Aη = −kBT log
[
e−β∆A
S1η + e−β(η∆A
S2+AS2 )
]
(6)
Using equation 6 the total reaction free energy can be
computed as ∆A = A1 −A0.
Computational Details
A total of five biredox systems were simulated in liq-
uid acetonitrile. Classical molecular dynamics simula-
tions were first performed using the DL POLY package
[30] to generate the initial atomic configurations to be
used to begin the ab initio molecular dynamics simula-
tions. The size of the simulation cell was determined in
order to recover the bulk density of acetonitrile. The
number of acetonitrile molecules and dimensions of the
cubic simulation cell can both be found in Table I.
The simulations were performed using the CP2K code
via the Quickstep algorithm[31, 32]. The Becke ex-
change and the Lee-Yang-Parr correlation functional[33,
34] were used, and all atoms of the system were
described using Goedecker-Teter-Hutter (GTH) type
pseudopotentials[35, 36]. Kohn-Sham wavefunctions
were constructed using a hybrid Gaussian and plane wave
scheme, where a basis set of triple-ζ quality with TZV2P
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FIG. 2: Probability distribution of the energy gap ∆E of the
AQ/AQ− system (left) and the TEMPO/TEMPO+ system
(right). The points computed with ab initio MD are displayed
with symbols, the dashed lines were obtained by fitting with
the TGS model.
polarization functions was used along with a 280 Ry plane
wave density cutoff. To properly describe the radical
species in systems 1, 3, 5, 8 and 10, the scaled self-
interaction correction was used[37–39]. Consistently with
previous works, we used values of a = 0.2 and b = 0.0 for
the corresponding parameters [26]. The simulations were
performed using the Born-Oppenheimer method with a
time step of 0.5 fs. They were performed at a con-
stant volume and temperature of 330 K. Trajectories were
gathered for 20 ps, among which the first 2.5 ps were dis-
carded to take into consideration the initial equilibration
of the system. Explicit counterions are included only to
counterbalance the charge introduced to the system via
the ionic liquid moiety. In the case of the change of to-
tal charge of the simulation cell due to oxidation/reduc-
tion of the biredox molecule, a neutralizing background
is introduced through the Ewald summation technique.
The VEG was sampled every 25 fs. Its mean 〈∆E〉 and
standard deviation σ are reported in Table I for all the
systems.
RESULTS AND DISCUSSIONS
Redox properties
Figure 2 shows the probability distributions of the
VEG for the AQ/AQ− and the TEMPO/TEMPO+ sys-
tems. In both cases, it is quite evident that the data
cannot be fitted by a set of two identical Gaussian func-
tions, which indicates that Marcus theory would fail to
analyze the results. Deviations are also observed for
all the other systems (see Supplementary Figures S1 to
S4), and they are especially marked for the TEMPO-
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FIG. 3: Landau free energy curves for the AQ/AQ− system.
The raw data from simulations are displayed with symbols,
the fitted TGS model using the parameters of Table II are the
full and dashed lines.
AQ AQ-IL− TEMPO TEMPO-IL+1 TEMPO-IL
+
2
λS1 0.616 0.665 0.910 0.844 0.674
∆AS1 0.416 0.376 2.449 2.888 2.710
λS2 0.401 0.445 0.489 0.436 0.472
∆AS2 0.564 0.401 3.172 3.057 2.851
AS2 -0.047 0.006 -0.073 -0.067 -0.110
∆A 0.468 0.385 2.520 2.956 2.813
TABLE II: Parameters of the TGS fit (five first lines) and
total free energy difference (last line) for the five redox half-
reactions (all the values are in eV).
functionalized ionic liquid species. We have therefore
used the TGS model to analyze all the data. A discus-
sion on the nature of the two solvation states and how
they differ between the oxidized and reduced species is
provided in subsection . In practice, the set of associated
parameters are fitted on the VEG distributions.
An example of the resulting Landau free energies is
given for the system AQ/AQ− in Figure where the lines
are obtained using the fitted TGS model while the sym-
bols correspond to the raw simulation data (obtained
with −kBT log pη). A similar good agreement is obtained
for all the systems and the set of parameters is given in
Table II, together with the resulting half reaction free en-
ergies. As shown in previous works [25, 26], it is not possi-
ble to compare directly these free energies to those deter-
mined via experimental because the reference electrode
is not the same. Only full reactions, or similar differ-
ences in free energies could be compared. In the present
case, it is worth noting that experimental information is
very scarce, since only half-wave potentials – which are
not true redox potentials – were reported by Mourad et
al. [9]. Nevertheless these potentials were shown to vary
very little with the considered redox species (i.e. less
than 300 mV, which is very small given the large uncer-
tainty in the measure). Our work shows similar results:
taking into account an error of the order of 100 meV
for each free energy computation (which arises from a
statistical uncertainty which was estimated within 50-
70 meV by VandeVondele et al. in similar systems as
well as from the typical errors due to the choice of func-
tionals, etc), AQ and AQ-IL can be considered to have
the same half reaction free energies. Concerning the se-
ries of cationic species, the TEMPO-functionalized ionic
liquids show slightly larger free energies than the bare
TEMPO, by around 300 to 400 meV. This shows that at
least from the thermodynamic point of view, results ob-
tained for the AQ and TEMPO molecules should safely
be transferred to the case of BILs.
Concerning the kinetics of the electron transfer reac-
tions, the experimental data (focused on the TEMPO-
based molecules) showed that the variations were very
small, and that the effective radius that had to be taken
into account was the one of the TEMPO moiety (and not
the whole molecule) to interpret the data with a modified
Marcus theory [9]. In our simulations, we can measure
the impact of the solvent on these kinetic aspects by ex-
amining the variation of the reorganization energies. We
have two sets of data due to the use of the TGS model to
build the free energy curves, but we immediately see that
the variations are most important for λS1 . Indeed, this
quantity varies from 0.910 eV for TEMPO to 0.674 eV
for the TEMPO-IL2 system. This variation will be dis-
cussed in terms of solvent molecules residence time in the
next section. When comparing the AQ-based and the
TEMPO-based system, we also observe a large difference
in this reorganization energy, which may hint towards a
different variation of the solvation shell during the redox
reaction. This point will also be discussed below.
Localization of the additional electron/hole
Before focusing on the solvation properties, we first
look at the localization of the additional electron follow-
ing the reduction of AQ to AQ−, shown in Figure 4. We
can see that it neither falls on a single atom of the redox
species nor is delocalized evenly over the entire molecule,
but it is rather delocalized over the two carbonyl groups
for both AQ− and AQ-IL2− with additional electron den-
sity on the alpha carbons. It should be emphasized that
the IL does not participate nor significantly influence the
localization of the excess electron.
A slightly different picture is observed in the case of
TEMPO and the TEMPO-ILs. Figure 4 shows that the
hole density for TEMPO+ following oxidation is very
strongly localized, on the N-O bond. This is contrary
to the case of AQ where there was a delocalisation of
the charge on various bonds, notably the two carbonyl
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FIG. 4: Electron/hole localization from DFT for biredox
molecules. Top row shows the electron density (gray) for AQ−
and AQ-IL2− and the bottom row shows the hole density in
TEMPO+, TEMPO-IL2+1 and TEMPO-IL
2+
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FIG. 5: Selected solute-solvent radial distribution functions
(RDFs) calculated for AQ and AQ-IL, for both oxidized and
reduced species. The RDFs around the carbonyl oxygen
atoms (O) of the AQ moiety are shown in the left panels,
while the right panels show the RDFs around selected AQ
carbon atoms (C), coloured in violet in Figure 1. For the
acetonitrile the CC (methyl carbon) and N atoms have been
considered.
groups. A similar localization on the N-O bond is ob-
served for both TEMPO-IL2+1 and TEMPO-IL
2+
2 . These
results will allow us to perform a targeted structural anal-
ysis on the solvation shell, by focusing on the regions
where the electron density is most affected by the elec-
tron transfer reaction.
Structural properties
To understand the molecular origin of the redox prop-
erties reported in the previous section, we study the sol-
vation structure of the AQ and TEMPO-based species.
First, we report several radial distribution functions
(RDFs) between acetonitrile and selected sites of the AQ
and AQ-IL systems in Figure 5. On the acetonitrile side,
we focus on the methyl carbon (CC) and nitrogen (N),
while the carbonyl oxygen and the carbon atoms on the
outer rings, furthest from the carbonyl group (identified
as violet atoms in Figure 1) were selected for the AQ moi-
ety. We note the general trend that the first peaks in the
RDFs appear at long distances (more than 3 A˚) and are
not very intense. We can therefore conclude that before
reduction, neither of the redox-active species is strongly
solvated by the acetonitrile. A similar result has been
obtained in a previous study of redox tetrathiafulvalene
and thianthrene species in the same solvent [26].
The two different sites of the AQ moiety were chosen in
order to observe the impact of electron transfer on the sol-
vent structure both close and relatively far to the region
where the electron density is accumulated upon reduc-
tion. We immediately see that the interaction between
the acetonitrile and the carbon atoms is barely affected,
which confirms that most of the solvent reorganization
occurs in the vicinity of the carbonyl groups (note that
similar conclusion can be drawn from the RDFs involv-
ing atoms from the ionic liquid moiety in AQ-IL, that do
not change as shown in Figure S5 of the Supplementary
Information). Moving to the oxygen atom, the initial
organization of the acetonitrile around AQ and AQ-IL−
species, given by the first peak of the RDFs, is character-
ized by shorter O-CC distances (compared to O-N) and
a larger intensity. This is not surprising since acetonitrile
is a highly polar molecule (the dipole moment in the bulk
is close to 5 D) so that its positive end is attracted by the
negatively charged oxygen atoms. When AQ (AQ-IL−)
is reduced in AQ− (AQ-IL2−), the addition of the elec-
tron along the carbonyl bonds reinforces this orientation,
leading to an increase of the intensity of the first peak
of the O-CC RDF, and consequently to slightly longer
O-N distances. No noticeable difference is observed be-
tween the bare AQ and the functionalized ionic liquid,
which is coherent with the very similar sets of parame-
ters which were obtained when studying the properties
of the corresponding half reactions.
Similar RDFs are plotted for TEMPO/TEMPO-ILs
in Figure 6. We selected the oxygen (N-O) and carbon
atoms of the four methyl group adjacent to the N-O bond
(identified in Figure 1) of the TEMPO moiety, again with
the CC and N sites of the acetonitrile. As for AQ-based
systems, the initial (here the reduced) species interact
very weakly with the acetonitrile molecules, as can be
seen from the small intensity of the RDFs first peak. As
for the AQ, the solvent molecules are oriented with their
methyl group located closer to the oxygen atom of the
TEMPO moiety. Marked differences are observed upon
oxidation and formation of a positively charged TEMPO
group. The preferential orientation of the acetonitrile
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FIG. 6: Solute-Solvent radial distribution functions (RDFs) calculated for TEMPO and TEMPO-ILs, for both oxidized and
reduced state. The RDFs around the oxygen atoms (O) of TEMPO moiety are shown in the left panels, while the right panels
show the RDFs around selected TEMPO carbon atoms (C), coloured in violet in Figure 1. For the acetonitrile the CC (methyl
carbon) and N atoms have been considered.
methyl group towards the N-O bond (with the nitro-
gen pointing away from it) for the reduced species is re-
placed by a mixed solvation shell, with some acetonitrile
molecules now oriented with the nitrogen atom towards
the N-O bond and with some remaining solvent atoms
oriented with the methyl carbon nearest to the bond. In
addition, when comparing AQ and TEMPO, the solvent
molecules seem to interact more strongly with the methyl
groups of the TEMPO as can be seen from the increase
of the intensity of the first peaks of the corresponding
RDFs.
Although the orientation of the solvent molecules is
likely to influence the reorganisation energies, previous
works have shown that the main structural signature of
deviations from Marcus theory generally are variations in
the solvation numbers [28, 40–42]. Integrating the num-
ber of solvent molecules in the first solvation shell, we
report in Table III the number of acetonitrile molecules
around the N-O bond of the redox-active molecule. It in-
creases markedly between the reduced and the oxidized
state. There are roughy two acetonitrile molecules (with
the methyl group coordinating, as expected from the
analysis of the RDFs) for the reduced state and more
than three molecules for the oxidized species. In the
latter case, on average more than two molecules are ori-
ented with the nitrogen atom towards the N-O bond, and
less than one molecule oriented with the methyl group.
Again, this behaviour was observed also to be true for
the two TEMPO-ILs systems. We can therefore conclude
NO-CC cutoff (A˚) NO-N cutoff (A˚) Ntot
TEMPO• 2.27 4.30 - - 2.27
TEMPO-IL•+1 2.26 4.30 - - 2.26
TEMPO-IL•+2 2.20 4.30 - - 2.20
NO-CC cutoff (A˚) NO-N cutoff (A˚) Ntot
TEMPO+ 0.84 3.90 2.65 4.40 3.49
TEMPO-IL2+1 0.64 3.90 2.40 4.40 3.04
TEMPO-IL2+2 0.89 3.90 2.50 4.40 3.39
TABLE III: Average coordination numbers of the acetoni-
trile around the oxygen atoms calculated for TEMPO and
TEMPO-ILs, for both the reduced (top) and oxidized (bot-
tom) states. CC and N are the methyl carbon and nitro-
gen acetonitrile atoms, respectively. Note that the cutoff dis-
tances have been chosen as the position of the RDFs first
minimum.
that the strong deviation from Marcus theory observed
in this series of systems is linked to this strong change in
the solvation shell.
If we go back to section , another interesting result was
also the progressive decrease in the reorganization energy
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FIG. 7: Time evolution of the distance between two different
acetonitrile molecules (more precisely their two methyl group
carbons, labeled CC1 and CC2) and the oxygen atom O from
the TEMPO molecule.
λS1 when going from TEMPO to TEMPO-IL1 and fi-
nally to TEMPO-IL2, all in the reduced state. Although
at this stage we cannot easily comment on the impact of
this effect on the kinetics of the redox reaction, we can
observe whether these systems differ from the dynamical
point of view. Indeed, we observed several exchanges of
solvent molecules between the first and the second solva-
tion shells; an example of a molecule arriving and another
one leaving is shown in Figure 7 for TEMPO. We can see
that different solvation configurations are sampled dur-
ing the simulation, with the acetonitrile molecules spend-
ing several picoseconds in the first shell before leaving it.
In particular, the average residence time of the solvent
molecules in the TEMPO oxygen first solvation shell has
been evaluated by means of the Impey method, [43] with
t∗ = 100 fs. Note that t∗ is a characteristic time intro-
duced to take account of molecules which leave the first
coordination shell only temporarily and return to it. The
results show that there is a decrease in the residence time
in the direction TEMPO (3.97 ps), TEMPO-IL1 (2.72 ps)
and finally TEMPO-IL2 (2.50 ps), i.e the same direction
as for the decrease in the reorganization energy. This
suggests a less rigid and more dynamical first solvation
shell for the functionalized species, thus resulting in a
smaller reorganization energy during the electron trans-
fer process.
CONCLUSION
This ab initio molecular dynamics study provides a
first step towards the understanding of biredox ionic liq-
uids as novel electrolytes for supercapacitors with en-
hanced performances. By studying a series of TEMPO
and anthraquinone-functionalized ionic species dissolved
in acetonitrile, we have shown that their electrochemical
properties are very similar to the parent redox groups as
bare molecules. All the systems cannot be well analyzed
by using the standard Marcus theory due to the different
solvation shells between the reduced and oxidized species,
and thus we introduced a two-Gaussian state model to
explore the free energies of the redox reactions. The sim-
ilar redox properties are easily understood by analyzing
the structure of the solvation shell around the functional
group: it is barely affected by the presence of an ionic
moiety, so that most of the difference will probably arise
from interfacial effects. The latter will be studied in fu-
ture works, that will need to involve well-parameterized
classical molecular dynamics study for introducing an ex-
plicit electrode in the system. Several recent studies have
shown that the mechanisms of electron transfer can be
affected by such an interface since it may modify again
the solvation shell [41, 44]. Future work will also be di-
rected towards the analysis of the transport properties
of biredox ionic liquids, since knowing quantities such
as the diffusion coefficients of the species adsorbed inside
electrified nanopores is necessary to assess the power per-
formance of the corresponding supercapacitors [45].
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Supplementary Information
Probabilities and Landau Free energies
We report here the probability distribution (top) and
the Landau free energies (bottom). The symbols corre-
spond to the data computed by molecular dynamics sim-
ulations while the dashed lines correspond to the TGS
model with the parameters given in Table 2 of the main
article.
Radial distribution functions
We report here the RDFs between selected acetonitrile
atoms and the oxygen atoms from the ionic liquid moiety,
extracted from the AQ-IL− and AQ-IL·2− simulations.
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FIG. S1 Probability distributions and Landau free energy
curves for AQ-IL−/AQ-IL2−.
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FIG. S2 Landau free energy curves of TEMPO and
TEMPO+. The corresponding probability distribution is
displayed in Figure 2 of the main article.
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FIG. S5. OIL-CC (left) and OIL-N radial distribution
functions (RDFs). CC and N are the methyl carbon and
nitrogen atoms of the acetonitrile, respectively. OIL are the
three oxygen atoms of the SO−3 group belonging to the IL
part.
