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Abstract The fundamental solution of a Hamiltonian system whose Hamiltonian
H is positive definite and locally integrable is an entire function of exponential type.
Its exponential type can be computed as the integral over
√
det H . We show that
this formula remains true in the indefinite (Pontryagin space) situation, where the
Hamiltonian is permitted to have finitely many inner singularities. As a consequence,
we obtain a statement on non-cancellation of exponential growth for a class of entire
matrix functions.
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1 Introduction
Consider a 2 × 2-Hamiltonian system of the form
d
dx
y(x) = z J H(x)y(x), x ∈ (a, b), (1.1)
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where −∞ < a < b ≤ ∞, the Hamiltonian H takes real and non-negative 2 × 2-
matrices as values, is locally integrable on (a, b) and does not vanish identically on
any set of positive measure. Moreover, J :=
(
0 −1
1 0
)
and z ∈ C.
Assume that Weyl’s limit circle case prevails at the endpoint a, i.e. that
∫ a+ε
a tr H(t) dt < ∞ for some ε > 0, and denote by ω(x; z) = (ωi j (x; z))
2
i, j=1,
x ∈ [a, b), the (transpose of the) fundamental solution of (1.1), i.e. the unique solu-
tion of the initial value problem
{
∂
∂x
ω(x; z)J = zω(x; z)H(x), x ∈ (a, b),
ω(a; z) = I. (1.2)
Recall that a function that is analytic on a simply connected domain D is said to be
of bounded type on D if it can be written as the quotient of two functions that are
bounded and analytic on D; see, e.g. [15, Definition 3.15 and Theorem 3.20] or [4,
Section 8]. Moreover, an entire function f is said to be of exponential type if
et f := lim sup
z→∞
log | f (z)|
|z|
< ∞;
in this case the number et f is called the exponential type of f . By a theorem of
M.G. Kreı˘n an entire function that is of bounded type on the upper and lower half-
planes is of exponential type; see, e.g. [12] or [15, Theorem 6.17].
The following statement is a classical result; see, e.g. [3, Theorem X] or [14]; for
particular situations like strings or Sturm–Liouville equations see also [5] or [16].
Theorem 1.1 (Exponential type of ω(x; · ), cf. [3]). Let (ω(x; · ))x∈[a,b) be the
solution of (1.2), and let x ∈ [a, b) be fixed.
(i) The functions ωi j (x; · ), i, j = 1, 2, are entire functions which take real values
along the real line and are of bounded type on the upper and lower half-planes.
(ii) The exponential types et ωi j (x; · ) of the functions ωi j (x; · ), i, j = 1, 2, coincide.
(iii) The exponential type can be computed from H by means of the formula
et ωi j (x; · ) =
x
∫
a
√
det H(t) dt. (1.3)
Whereas items (i) and (ii) of this statement are rather easy to see, the proof of (iii)
requires significant effort.
In the recent series of papers [9–11] an indefinite (Pontryagin space) analogue of
Hamiltonian systems, their operator models and spectral theory were developed. Very
roughly speaking, an indefiniteHamiltonian system is a systemof the form (1.1)where
the Hamiltonian H is permitted to have a finite number of singularities in (a, b) where
it is not integrable but satisfies certain growth conditions, plus finitely many scalar
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parameters assigned to each singularity which correspond to point-interaction and
interface conditions. The precise definition of this notion is somewhat elaborate, cf.
[9, Definition 8.1]. Since for our present purposes the above rough picture is sufficient,
we do not go into more details.
Although, due to the presence of singularities, the initial value problem (1.2) is
not uniquely solvable, one can single out one ‘fundamental solution’ ω(x; z) which
is meaningful in the sense that it allows one to construct a Titchmarsh–Weyl coeffi-
cient and to prove direct and inverse spectral theorems; see [10, Theorem 5.1], [11,
Theorems 1.3, 1.4]. For a fixed x such a ‘fundamental solution’ ω(x; z) belongs to a
certain class M
<∞
of entire 2 × 2-matrix functions; see Definition 2.1 below. In [8]
maximal chains of matrices from M
<∞
were introduced axiomatically (see Defini-
tion 2.4 below), and in [10,11] it was shown that these chains of matrices are exactly
the ‘fundamental solutions’ of an indefinite Hamiltonian. In particular, such a maxi-
mal chain of matrices satisfies the first equation in (1.2) between the singularities with
some H .
Our aim in the present paper is to prove the analogue of Theorem 1.1 in this more
general situation. Thereby, the properties analogous to (i) and (ii) are again easy to
see (and in essence known). The hard part is to show equality (1.3). This is the main
result of this paper and given in Theorem 4.1.
In Theorem 5.18 we prove ‘non-cancellation of exponential growth’ for matrices
from the class M
<∞
, namely the equality et(W1W2) = et W1 + et W2 for W1, W2
∈ M
<∞
. In order to show this theorem, we consider the following problem in Sect. 5.
For a matrix W ∈ M
<∞
there exists an essentially unique finite maximal chain of
matrices (ω(x; · ))x∈I such that W = ω(sup I ; · ); this chain is called the chain going
down from W . In Sect. 5 we construct a chain going down from W1W2 using the
chains going down from W1 and W2 for two matrices W1, W2 ∈ M<∞. Since some
cancellation may occur, one has to distinguish several cases for which the procedure
of constructing the chain going down from W1W2 varies.
Let us briefly outline the organisation of this paper. In Sect. 2 we recall the defini-
tions of the classes M
<∞
, N
<∞
(the latter being the class of generalized Nevanlinna
functions), the notion of maximal chains of matrices, and provide an explicit proof of
the properties analogous to Theorem 1.1 (i), (ii). In Sect. 3 we investigate two trans-
formations of matrices, which are important tools for the proof of Theorem 4.1; this is
a supplement to [7,8], where these transformations were already studied and proved
to be useful. Section 4 contains our main result, Theorem 4.1, and its proof. In Sect. 5
we discuss pasting of maximal chains. This is needed to prove Theorem 5.18 in full
generality, and supplements [7], where a generic case of pasting was considered. After
these preparations we formulate and prove Theorem 5.18.
2 Chains of Matrices and Exponential Type
This section is divided into three subsections. In the first we recall the notions of the
classes M
<∞
and N
<∞
, and in the second the notion of maximal chains of matrices.
Finally, in the third subsection we turn to the exponential type of matrices from the
class M
<∞
.
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a. Matrices of the Class M
<∞
If W is an entire 2×2-matrix-valued function which
satisfies W (z)J W (z)∗ = J for z ∈ C, then a kernel HW is defined by
HW (w, z) :=
W (z)J W (w)∗ − J
z − w
, z, w ∈ C,
where J is as in the paragraph after (1.1). For z = w this formula has to be interpreted
appropriately as a derivative, which is possible by analyticity.
Definition 2.1 Let W = (wi j )2i, j=1 be a 2×2-matrix-valued function and let κ ∈ N0.
We write W ∈ M
κ
if
(M1) the entries wi j of W are entire functions which take real values along the real
line;
(M2) det W (z) = 1 for z ∈ C, and W (0) = I ;
(M3) the kernel HW has κ negative squares on C.
Note that the conditions (M1) and (M2) together imply that W (z)J W (z)∗ = J .
We need some more generic notation. Set
M
<∞
:
=
⋃
ν∈N∪{0}
M
ν
,
and write ind
−
W = κ to express that W ∈ M
κ
. Define a map t : M
<∞
→ R by
(primes always denote differentiation with respect to the complex variable z)
t(W ) := tr
(
W ′(0)J
)
, W ∈ M
<∞
.
Each matrix W ∈ M
<∞
generates, by means of the kernel HW , a reproducing kernel
Pontryagin space whose elements are 2-vector-valued entire functions, cf. [1]; we
denote this space by K(W ).
2.2 Note that K(W ) is finite-dimensional if and only if W is a polynomial. Since
HW−1(w, z) = −W (z)−1 HW (w, z)(W (w)−1)∗, the kernel HW−1 has finitely many
negative squares if and only if K(W ) is finite-dimensional. Hence W −1 ∈ M
<∞
if
and only if W is a polynomial.
It is often essential that matrices of the class M
<∞
are related to de Branges–
Pontryagin spaces. Let W = (wi j )2i, j=1 ∈ M<∞ be given and assume that the con-
stant (1, 0)T does not belong to K(W ). Then the projection of K(W ) onto its second
component is an isometric isomorphism from K(W ) onto the de Branges–Pontryagin
space P(w22 + iw21) generated by the function w22 + iw21, cf. [6, §8, §9].
Note also that solutions ω(x; · ) of (1.2) are in M0 for every x ∈ [a, b). Chains
of matrices from M
<∞
, which are considered in the next subsections, are therefore a
generalization of fundamental solutions.
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Let us turn to the class N
<∞
of generalized Nevanlinna functions. If q : D → C is
an analytic function defined on some open subset D of the complex plane, we define
a kernel Nq by
Nq(w, z) :=
q(z) − q(w)
z − w
, z, w ∈ D.
Again, for z = w, this formula has to be interpreted appropriately.
Definition 2.3 Let q be a complex-valued function and let κ ∈ N0.Wewrite q ∈ Nκ if
(N1) q is meromorphic on C \ R and real, i.e. q(z) = q(z);
(N2) the kernel Nq has κ negative squares on the domain of holomorphy of q.
As above, we set N
<∞
:
=
⋃
κ∈N∪{0} Nκ , and write ind− q = κ to express that
q ∈ N
<∞
belongs to N
κ
.
Matrices of the class M
<∞
give rise to generalized Nevanlinna functions as fol-
lows: for a 2 × 2-matrix-valued function W (z) = (wi j (z))2i, j=1 and a scalar function
τ(z), we denote by W  τ the scalar function
(W  τ)(z) :=
w11(z)τ (z) + w12(z)
w21(z)τ (z) + w22(z)
wherever this expression is defined. We allow also the parameter τ = ∞, in which
case we set W  τ := w−121 w11. A straightforward computation shows that
(W1W2)  τ = W1  (W2  τ).
Rewriting the kernel NWτ shows that W  τ ∈ N<∞ whenever W ∈ M<∞ and
τ ∈ N
<∞
∪ {∞}. In fact, ind
−
W  τ ≤ ind
−
W + ind
−
τ if we set ind
−
∞ = 0, cf.
[10, §2e].
b. Chains of Matrices In this subsection we consider generalizations of fundamen-
tal solutions of Hamiltonian systems, i.e. solutions of (1.2), to an indefinite situation.
These generalizations of fundamental solutions are introduced axiomatically as objects
of their own right, cf. [8].
The fundamental solution of a classical (positive) Hamiltonian system (1.2) is a
chain of matrices (ω(x; · ))x∈[a,b) where ω(x; · ) ∈ M0 for every x ∈ [a, b). In the
indefinite setting we allow ω(x; · ) to be in M
<∞
, and the chain may have a finite
number of singularities.
Definition 2.4 A mapping ω : I → M
<∞
is called a maximal chain of matrices (or
maximal chain, for short) if the following axioms are satisfied.
(W1) The set I is of the form I = [σ0, σn+1) \ {σ1, . . . , σn} for some numbers
n ∈ N ∪ {0} and σ0, . . . , σn+1 ∈ R ∪ {+∞} with σ0 < σ1 < · · · < σn+1.
(W2) The function ω is not constant on any interval contained in I .
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(W3) For all s, t ∈ I, s ≤ t , the matrix ω(s, t) := ω(s)−1ω(t) belongs to M
<∞
,
and
ind
−
ω(t) = ind
−
ω(s) + ind
−
ω(s, t).
(W4) Let t ∈ I and W ∈ M
<∞
, W 
= I . If W −1ω(t) ∈ M
<∞
and ind
−
ω(t) =
ind
−
W +ind
−
W −1ω(t), then there exists a number s ∈ I such that W = ω(s).
(W5) We have limt↗σn+1 t(ω(t)) = +∞. If I is not connected, i.e. n > 0, then there
exist numbers s, t ∈ (σn, σn+1) such that ω(s, t) is not a linear polynomial.
The points σ1, . . . , σn are called the singularities of ω, and we refer to ω(s, t) =
ω(s, t; · ) as the transfer matrix from s to t . If we want to be specific about the domain
of ω, we also write ω = (ω(x))x∈I = (ω(x; z))x∈I . Observe the notational difference
between ω(x) = ω(x; z) and ω(s, t) = ω(s, t; z).
The limit condition in (W5) means that at the endpoint σn+1 Weyl’s limit point case
prevails. It becomes clear from relation (2.1) below that this is a generalization of the
notion in the definite setting. Moreover, it can be shown that limx↘σ0 ω(x; z) = I , cf.
[8, Lemma 3.5 (v)]. Condition (W4) is a maximality condition, which guarantees that
there are no unnecessary ‘holes’ in the chain.
The bounded analogues of maximal chains of matrices, i.e. chains where also the
right endpoint is in limit circle case, are defined as follows.
Definition 2.5 A mapping ω : I → M
<∞
is called a finite maximal chain of matrices
(or finite maximal chain, for short) if
(W1 f ) the set I is of the form I = [σ0, σn+1] \ {σ1, . . . , σn} for some numbers
n ∈ N ∪ {0} and σ0, . . . , σn+1 ∈ R with σ0 < σ1 < · · · < σn < σn+1
and ω satisfies the axioms (W2), (W3) and (W4) from above. Again, σ1, . . . , σn are
called the singularities of the chain ω.
Two chains ofmatrices sharemany of their properties if they differ only in the choice
of scale. More precisely: we say that ω1 = (ω1(x; z))x∈I1 and ω2 = (ω2(x; z))x∈I2
are reparameterizations of each other, and write ω1 ∼ ω2, if there exists a strictly
increasing bijection ϕ : I1 → I2 such that ω1 = ω2 ◦ ϕ.
Trivially, if ω = (ω(x; z))x∈I is a finite maximal chain, then ω(sup I ; · ) ∈ M<∞.
Far from trivial is the following converse result; see [7, Theorem 7.1].
2.6 Let W ∈ M
<∞
. Then there exists a finite maximal chain ω = (ω(x; z))x∈I such
that ω(sup I ; · ) = W . This chain is unique up to reparameterization.
We refer to a chain having this property as a ‘chain going down from W ’.
A (finite) maximal chain ω is called properly parameterized if for each compact
interval J ⊆ {inf I }∪ I the functions t◦ω|J and (t◦ω|J )−1 are absolutely continuous.
Each equivalence class of (finite) maximal chains modulo reparameterization contains
properly parameterized chains.
With an ‘indefinite Hamiltonian system’ as defined in [11] there is associated a
properly parameterized (finite) maximal chain of matrices which plays the role of
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the fundamental solution in the positive definite setting; see [10, §5]. Conversely,
each properly parameterized (finite) maximal chain of matrices arises in this way; see
[11]. In particular, and this is all we need to know in the present paper, each prop-
erly parameterized (finite) maximal chain of matrices satisfies a canonical differential
equation
∂
∂x
ω(x; z)J = zω(x; z)H(x), x ∈ I,
with some Hamiltonian function H having singularities at σ1, . . . , σn ; see [11,
Definition 2.3 and §3]. It follows easily that if [x1, x2] ⊆ I , then
t (ω(x2; · )) − t (ω(x1; · )) =
x2
∫
x1
tr H(x)dx . (2.1)
Finally, we recall the notion of indivisible intervals. For l, φ ∈ R, set
W
(l,φ)(z) :=
(
1 − lz sin φ cos φ lz cos2 φ
−lz sin2 φ 1 + lz sin φ cos φ
)
.
Let ω = (ω(x; z))x∈I be a (finite) maximal chain. Then a non-empty open interval
(s, t) ⊆ I is called indivisible of type φ ∈ [0, π) if for all s′, t ′ ∈ (s, t),
ω(s′, t ′) = W
(l(s′,t ′),φ),
with some l(s′, t ′) > 0 for s′, t ′ ∈ (s, t), s′ < t ′. The number
sup
{
l(s′, t ′) : s′, t ′ ∈ (s, t), s′ < t ′
}
∈ (0,∞]
is called the length of the indivisible interval (s, t).
If the intersection of two indivisible intervals is non-empty, then their types coin-
cide and their union is again indivisible. Hence, each indivisible interval is contained
in a maximal indivisible interval.
Let us note that the simplest type of a singularity σ in a maximal chain ω is an indi-
visible interval of ‘negative length’, which means that there exist points s
−
< σ < s
+
with ω(s
−
, s
+
) = W
(l,φ) with some l < 0.
c. The Exponential Type of Matrices in M
<∞
We provide an explicit proof of the
indefinite analogues of Theorem 1.1 (i), (ii).
Proposition 2.7 Let W = (wi j )2i, j=1 ∈ M<∞. Then the functions wi j are real along
the real line, of bounded type in the upper and lower half-planes and have the same
exponential type.
Proof Since W ∈ M
<∞
, clearly, wi j (z) is real whenever z ∈ R for all i, j = 1, 2.
M. Langer, H. Woracek
Assume first that no entry of W vanishes identically and that the constant (1, 0)T
does not belong to the reproducing kernel Pontryagin space K(W ) generated by the
kernel HW . Then the function 1 is associated with the de Branges–Pontryagin space
P(w22 + iw21), cf. [6, Proposition 10.3]. Hence, all functions associated with the
space P(w22 + iw21) are of bounded type in the upper half-plane. In particular, this
applies to w21 and w22. Since w21 and w22 are real, they are of bounded type also in
the lower half-plane.
Each of the quotients
w11
w21
,
w12
w22
,
w12
w11
,
w21
w22
belongs to the class N
<∞
and is neither constant equal to 0 nor constant equal to ∞.
Hence, each of these quotients is of bounded type in the upper and lower half planes
and has zero mean type; see [6, Proposition 2.4] (for the definition of mean type and its
connection with the exponential type of an entire function see, e.g. [4, Sections 9 and
10]). This implies that all entries wi j are of bounded type and that their exponential
types coincide.
If one entry of W vanishes identically, then all other entries are polynomials, cf. [6,
Corollary 9.8]. Hence, trivially, all entries are of bounded type and zero exponential
type.
If the constant (1, 0)T belongs to K(W ), consider the matrix −J W J instead. Since
at most one constant can belong to K(W ), cf. [6, Corollary 8.4], we can apply the
above said to −J W J . unionsq
2.8 Let W = (wi j )2i, j=1 ∈ M<∞. Then we denote the common exponential type of
the functions wi j , i, j = 1, 2 by et W .
3 Two Transformations of Matrices
We employ two transformations of matrices. These transformations already appeared
in previous work and have proved to be useful there, cf. [7,8]. For our present pur-
poses we need to provide more properties of these transformations, supplementing the
properties established earlier.
a. The Transformation T a
Definition 3.1 Let a ∈ R. For W ∈ M
<∞
, we define
(T a W )(z) := W (z + a)W (a)−1.
From the fact that W (a)∗ J W (a) = J , which can easily be shown for W ∈ M
<∞
,
it follows that T a maps M
<∞
into itself and preserves negative indices.
In order to show the next lemma, we use similar arguments as in [7, Lemma 10.2]
where a variant for truncated chains was proved. However, for the convenience of the
reader, we provide a complete proof.
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Lemma 3.2 Let W ∈ M
<∞
, and let ω = (ω(x; z))x∈I be a chain going down
from W . Moreover, let a ∈ R. Then a chain going down from T a W is given by
(T aω(x; z))x∈I .
Proof Write I = [σ0, σn+1] \ {σ1, . . . , σn}, and set ˜W := T a W and ω˜(x; z) :=
T aω(x; z). In order to show that (ω˜(x; z))x∈I is a finite maximal chain we use [10,
Proposition 3.10]. Property (i) that is required in that proposition is trivially satisfied.
Since T a preserves negative indices, the function
x → ind
−
ω˜(x; z), x ∈ I,
shares the properties of x → ind
−
ω(x; z) to be non-decreasing, constant on each
component of I and taking different values on different components. Moreover, since
ω˜(x; z)−1 ˜W (z) = ω(x; a) · ω(x; z + a)−1W (z + a) · W (a)−1,
we have ω˜(x; z)−1 ˜W (z) ∈ M
<∞
and
ind
−
[
ω˜(x; z)−1 ˜W (z)
]
= ind
−
ω(x; z)−1W (z)
= ind
−
W − ind
−
ω(x; z) = ind
−
˜W − ind
−
ω˜(x; z).
Thus property (ii) required in [10, Proposition 3.10] holds.
Since ω˜(x; z) depends continuously on x ∈ I with respect to locally uniform con-
vergence, the function x → t(ω˜(x; z)) is continuous. If s, t ∈ I, s < t , are such that
[s, t] ⊆ I , then
t(ω˜(t; z)) = t
(
ω˜(s; z) · ω˜(s; z)−1ω˜(t; z)
)
= t(ω˜(s; z)) + t
(
ω˜(s; z)−1ω˜(t; z)
)
.
Since ω˜(s; z)−1ω˜(t; z) ∈ M0 \ {I }, we have t(ω˜(s; z)−1ω˜(t; z)) > 0. Thus the func-
tion x → t(ω˜(x; z)) is strictly increasing on each component of I .
Let i ∈ {1, . . . , n}, and denote by q
σi the intermediate Weyl coefficient of ω at the
singularity σi , i.e. the limit qσi (z) := limx→σi ω(x; z)  τx , which exists for every
function τx : (σi−1, σi ) ∪ (σi , σi+1) → R ∪ {∞}, x → τx and is independent of τx ;
see [8, Proposition 5.1, Theorem 5.6]. Then, for each τ ∈ R ∪ {∞},
lim
x↗σi
ω˜(x; z)  τ = lim
x↗σi
ω(x; z + a) 
(
ω(x; a)−1  τ
)
︸ ︷︷ ︸
∈R∪{∞} for every x
= q
σi (z + a) = lim
x↘σi
ω(x; z + a) 
(
ω(x; a)−1  τ
)
= lim
x↘σi
ω˜(x; z)  τ.
We see that the limits limx↗σi ω˜(x; z)  τ and limx↘σi ω˜(x; z)  τ exist independently
of τ and coincide. This implies that (iii) and (iv) required in [10, Proposition 3.10]
hold true. Now that proposition directly implies the assertion. unionsq
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Remark 3.3 The same computation as in the positive definite case, cf. [17], shows
that ω˜(x; z) := T aω(x; z) satisfies the differential equation
∂
∂x
ω˜(x; z)J = zω˜(x; z) ˜H(x), x ∈ I,
with ˜H(x) := ω(x; a)H(x)ω(x; a)T .
The reproducing kernel spaces generated by W and T a W are related in a simple
way.
Lemma 3.4 Let W = (wi j )2i, j=1 ∈ M<∞, a ∈ R, and set ˜W = (w˜i j )2i, j=1 := T a W .
Then the map

a
: (F1(z), F2(z))T → (F1(z + a), F2(z + a))T
is an isometric isomorphism from K(W ) onto K( ˜W ), and the map
λ
a
: F(z) → F(z + a)
is an isometric isomorphism from P(w22 + iw21) onto P(w˜22 + iw˜21).
Proof Since W (a)∗ J W (a) = J , we have
H
˜W (w, z) = HW (w + a, z + a).
Thus the map a : HW (w, z)(α, β)T → HW (w, z + a)(α, β)T , (α, β)T ∈ C2,
extends by linearity and isometry to an isometric isomorphism from K(W ) onto K( ˜W ).
Since in both spaces point evaluation is continuous, this extension is nothing but the
map a .
The reproducing kernels of the spaces P(w22 + iw21) and P(w˜22 + iw˜21) are
given by
(0, 1)HW (w, z)(0, 1)T and (0, 1)H
˜W (w, z)(0, 1)
T
,
respectively. Hence, the same argument as used above yields the assertion concerning
isomorphy of these spaces. unionsq
As an immediate consequence of this lemma, we obtain that for a given constant
function (cos α, sin α)T :
(
cos α
sin α
)
∈ K(W ) ⇐⇒
(
cos α
sin α
)
∈ K(T a W ). (3.1)
In the present context the following simple observation is important.
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Lemma 3.5 Let a ∈ R. If W ∈ M
<∞
, then
et(T a W ) = et W. (3.2)
If W1, W2 ∈ M<∞ are such that W −11 W2 ∈ M<∞, then
et
[
(T a W1)−1(T a W2)
]
= et
[
W −11 W2
]
. (3.3)
Proof To see (3.2), note that (T a W )(z) = W (z +a)W (a)−1 implies that et(T a W ) ≤
et W . The reverse inequality follows from writing W (z) = (T a W )(z − a)W (a).
Relation (3.3) follows in the same way from
(T a W1)(z)−1(T a W2)(z) = W1(a) · W1(z + a)−1W2(z + a) · W2(a)−1.
unionsq
b. The Transformation T m
Definition 3.6 Let m ∈ R. For W = (wi j )2i, j=1 ∈ M<∞ we set
α(W ) := 1 − mw′21(0), β(W ) := m
w
′′
21(0)
2
+ mw′21(0)w′11(0) − 2w′11(0).
If α(W ) 
= 0, define
(Tm W )(z) :=
(
1 −mz
0 1
)
W (z)
(
1
α(W ) m
β(W )
α(W ) +
m
z
0 α(W )
)
.
The relation between the chain going down from a matrix W and the chain going down
from its transformed Tm W is not as simple as in the case of T a . Let us comprehensively
recall the content of [8, Theorem 4.4].
3.7 Relation between Chains Going Down from W and Tm W
Let W ∈ M
<∞
and let ω = (ω(x; z))x∈I be a chain going down from W . More-
over, let m ∈ R, and assume that α(W ) 
= 0. Let ω˜ = (ω˜(x; z))x∈ ˜I be a chain going
down from ˜W := Tm W . Then there exists a strictly increasing map
ι :
{x ∈ I : α(ω(x; · )) 
= 0} → ˜I
such that
ω˜(ιx; z) = Tmω(x; z), x ∈ I for which α(ω(x; · )) 
= 0.
The domain and range of ι cover I and ˜I , respectively, with possible exception of
finitely many indivisible intervals of type 0 and finitely many points. At zeros of
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x → α(ω(x; · )) new singularities arise. We have inf I, sup I ∈ dom ι, and
inf ˜I , sup ˜I ∈ ran ι. The parameterization of ω˜ can be chosen such that ι is a translation
on each component of its domain.
Also the relation between the respective Hamiltonians, when we deal with properly
parameterized chains, is not so straightforward. In order to shorten notation, we always
write α(ω(x; · )) and β(ω(x; · )).
Remark 3.8 Let ω be a properly parameterized chain going down from some matrix
W ∈ M
<∞
and let H be the Hamiltonian in the canonical differential equation for ω.
Let m ∈ R and assume that α(W ) 
= 0. Set ˜W := Tm W and let ω˜ be a chain going
down from ˜W being parameterized in such a way that the map ι from 3.7 is a translation
on each component of its domain.
Comparing the power series coefficients of z1 and z2 in the equation ∂
∂x
ω(x; z)J =
zω(x; z)H(x) we obtain relations among ∂
∂x
ω
′
i j (x; 0),
∂
∂x
ω
′′
i j (x; 0) and H(x). These
can be used to show that
∂
∂x
α(x) = mh22(x),
∂
∂x
β(x) = h12(x)α(x). (3.4)
Using (3.4) and the same computation as in the positive definite case, cf. [17], we
arrive at
∂
∂y
ω˜(y; z)J = zω˜(y; z) ˜H(y), y ∈ ran ι,
where
˜H(ιx) :=
(
α(x) −m
β(x)
α(x)
0 1
α(x)
)
H(x)
(
α(x) −m
β(x)
α(x)
0 1
α(x)
)T
, x ∈ dom ι. (3.5)
Since ι is a translation componentwise and ˜H(ιx) = 0 if and only if H(x) = 0, the
function ˜H |ran ι does not vanish identically on any set of positive measure.
The set ˜I \ ran ι consists of at most finitely many intervals and finitely many points.
Hence, we can choose a reparameterization ϕ : ˜I → ˜I such that ϕ|ran ι = idran ι and
such that ω˜ ◦ ϕ is properly parameterized.
Remark 3.9 (i) Assume that W is not a matrix polynomial and let m ∈ R be such
that α(W ) 
= 0. Then we have
(1, 0)T ∈ K(W ) ⇐⇒ (1, 0)T ∈ K(Tm W ).
To see this, recall from [7, Theorem 5.7] that
(1, 0)T ∈ K(W ) ⇐⇒ ¬
[
lim
y→+∞
1
y
(W  ∞) (iy) = 0
]
.
Since (Tm W )∞ = (W ∞)− mz , the property on the right-hand side is inherited.
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(ii) Let W = (wi j )2i, j=1 ∈ M<∞, m ∈ R with α(W ) 
= 0, and write Tm W =
(w˜i j )2i, j=1. Then the de Branges–Pontryagin spaces P := P(w22 + iw21) and
˜
P
:
= P(w˜22 + iw˜21) coincide as sets. Their inner products [·, ·] and [·, ·]∼,
respectively, are related as follows:
[F, G]
∼
= [F, G] + m F(0)G(0), F, G ∈ ˜P.
For a proof see [8, Theorem 4.4].
Again, for our present purposes, it is important to observe the following lemma
about the exponential type of transformed matrices.
Lemma 3.10 Let m ∈ R. If W ∈ M
<∞
and α(W ) 
= 0, then
et(Tm W ) = et W. (3.6)
If W1, W2 ∈ M<∞ are such that α(W1), α(W2) 
= 0 and W −11 W2 ∈ M<∞, then
et
[
(Tm W1)−1(Tm W2)
]
= et
[
W −11 W2
]
.
Proof To see these relations, note that the transformation changes the left lower entry
only by a constant and non-zero factor. unionsq
4 Computing the Exponential Type
The next statement is our main result. It is the precise analogue of Theorem 1.1 (iii) in
the indefinite situation, i.e. for (possibly finite) maximal chains of matrices as intro-
duced in Definitions 2.4, 2.5.
Theorem 4.1 Let ω = (ω(x; z))x∈I be a properly parameterized (possibly finite)
maximal chain of matrices and let H be the Hamiltonian defined on I such that ω
satisfies the canonical differential equation
⎧
⎨
⎩
∂
∂x
ω(x; z)J = zω(x; z)H(x), x ∈ I,
ω(inf I ; z) = I.
Then, for each x ∈ I , the function√det H(t) is defined a.e. and integrable on [inf I, x].
Moreover,
et ω(x; · ) =
x
∫
inf I
√
det H(t) dt,
where et ω(x; · ) is defined as in 2.8.
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Our method to prove Theorem 4.1 is of inductive nature. To carry out this argument,
we need to name one condition for a finite maximal chain ω:
(ET) Whenever ω ◦ ϕ is a proper reparameterization of ω defined on the set I
ϕ
and
H
ϕ
denotes the Hamiltonian function in the canonical differential equation for
ω ◦ ϕ, then
√
det H
ϕ
∈ L1
(
[inf I
ϕ
, sup I
ϕ
]
)
,
et
(
ω ◦ ϕ(sup I
ϕ
)
)
=
sup I
ϕ
∫
inf I
ϕ
√
det H
ϕ
(t) dt, x ∈ I
ϕ
. (4.1)
If ω ◦ ϕ1 and ω ◦ ϕ2 are both proper reparameterizations of ω, then they together do
or do not satisfy (4.1). Hence, in order to establish (ET) for some chain ω it is enough
to find one proper reparameterization with (4.1).
Remark 4.2 The statement in Theorem 1.1 (iii), i.e. the definite analogue of Theo-
rem 4.1, in essence says that each chain going down from a matrix W ∈ M0 satisfies
(ET). In order to prove Theorem 4.1, it is our task to show that in fact all finite maximal
chains satisfy (ET).
Proof of Theorem 4.1 Step 1: Reductions.
We carry out a couple of reductions. First we reduce to (ET). Assume that
ω = (ω(x; z))x∈I is a maximal chain, and let x ∈ I be given. Then ω|I∩[inf I,x] is a
finite maximal chain, cf. [10, Remark 3.15]. If we know that this finite maximal chain
satisfies (ET), then the asserted formula for exponential type holds for the given
point x . Since x ∈ I was arbitrary, the proof of Theorem 4.1 is completed once
we have shown that each finite maximal chain satisfies (ET).
Next we take care of the case that ω is a chain going down from a polynomial
matrix. In this case, ω is composed of a finite union of indivisible intervals, and hence
det H = 0 a.e. on I . Thus, trivially, (ET) holds.
Third, we show that it is sufficient to consider the case that ω is a chain going down
from a matrix W with (1, 0)T /∈ K(W ). Assume that this condition is not satisfied.
Then we consider the chain ω˜(x; · ) := −Jω(x; · )J which is going down from the
matrix ˜W := −J W J . This chain now satisfies the stated condition, and we have
et W = et ˜W and det H = det ˜H where H and ˜H denote the respective Hamiltonians.
Step 2: (ET) is preserved under T a .
Assume thatω = (ω(x; z))x∈I is a chain going down from somematrix W ∈ M<∞
and that ω satisfies (ET). Without loss of generality assume that ω is properly param-
eterized, so that (4.1) holds for ω itself, and let H be the Hamiltonian in the canonical
differential equation for ω.
By Lemma 3.2 a chain going down from T a W is given by ω˜ := (T aω(x; z))x∈I .
By Remark 3.3 it satisfies a canonical differential equation with Hamiltonian ˜H(x) =
ω(x; a)H(x)ω(x; a)T . The Hamiltonian ˜H shares the property of H not to vanish
on any set of positive measure. Hence, ω˜ is properly parameterized. It is obvious
that det ˜H = det H , and (3.2) says that et ω˜(x; · ) = et ω(x; · ). We conclude that ω˜
satisfies (4.1).
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Step 3: (ET) is preserved under Tm .
Assume that ω = (ω(x; z))x∈I is a properly parameterized chain going down
from some matrix W ∈ M
<∞
which satisfies (ET), and let H be the corresponding
Hamiltonian. Let m ∈ R be such that α(W ) 
= 0, and let ω˜ = (ω˜(x; z))x∈ ˜I be a chain
going down from Tm W which is parameterized properly and such that the map ι in
3.7 is a translation on each component. Then the Hamiltonian ˜H corresponding to ω˜
is, on ran ι, given by (3.5) and hence det ˜H(ιx) = det H(x). Moreover, we know that
domain and range of ι cover I and ˜I , respectively, with possible exception of finitely
many indivisible intervals and single points. Together with (3.6) it follows that
et Tm W = et W =
∫
I
√
det H(x) dx =
∫
dom ι
√
det H(x) dx
=
∫
dom ι
√
det ˜H(ιx) dx =
∫
ran ι
√
det ˜H(y) dy
=
∫
˜I
√
det ˜H(y) dy,
which shows that ω˜ satisfies (4.1).
Step 4: A step-by-step procedure.
Assume that ω is a chain going down from some matrix W = (wi j )2i, j=1 ∈ M<∞
which is not a polynomial and satisfies (1, 0)T /∈ K(W ). We denote the de Branges–
Pontryagin space generated by the function w22 + iw21 by P(W ) and its inner product
by [·, ·]W . Similar notation is applied to all other occurring matrices.
By [8, Theorem 3.3], there exist points a1, . . . , aN ∈ R and a number m0 > 0 such
that, for all m ≥ m0, the inner product
(F, G) := [F, G]W + m
N
∑
k=1
F(ak)G(ak), F, G ∈ P(W ), (4.2)
turns the linear space P(W ) into a de Branges–Hilbert space.
This transformation of the inner product can be reproduced on the level of K(W ) by
iteratively applying the transformations T ±ak and Tm . To see this, note that (equalities
do not include equality of inner products)
P(T −aTmT a W ) =
{
F(z − a) : F ∈ P(TmT a W )
}
,
P(TmT a W ) = P(T a W ) = {F(z + a) : F ∈ P(W )} ,
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and hence that P(T −aTmT a W ) = P(W ). Concerning inner products, we compute,
for F, G ∈ P(W ),
[F(z), G(z)]T −aTmT a W = [F(z + a), G(z + a)]TmT a W
= [F(z + a), G(z + a)]T a W + m F(a)G(a)
= [F(z), G(z)]W + m F(a)G(a).
Let us consider the matrix
˜W := (T aN TmT aN ) · · · (T a1TmT a1)W, (4.3)
where m ≥ m0 is chosen such that all transformations are defined. Such a choice is
possible, since the transform Tm M of a matrix M can be undefined for at most one
value of m. Then the spaces P(W ) and P( ˜W ) coincide as sets, and the inner product
of P( ˜W ) is nothing but (4.2).
The property (1, 0)T /∈ K(W ) is preserved when the transformations T ±ai and Tm
are applied. Hence, projection onto the second component is an isometric isomorphism
of K( ˜W ) onto P( ˜W ). In particular, K( ˜W ) is positive definite, i.e. ˜W ∈ M0. Thus, as
we have noted in Remark 4.2 above, a chain going down from ˜W satisfies (ET). By
what we have shown in Steps 2 and 3 above, reversing the transformations (4.3) yields
that the chain ω we started with satisfies (ET). unionsq
5 Pasting of Chains
If W
−
, W
+
∈ M
<∞
, then also their product W := W
−
W
+
belongs to the class M
<∞
.
In fact, we have ind
−
W ≤ ind
−
W
−
+ ind
−
W
+
, which follows immediately from
rewriting the kernel HW ; see, e.g. [10, (2.19)]. Let ω− and ω+ be chains going down
from W
−
and W
+
, respectively. It is our aim in this section to construct a chain ω that
is going down from W . In the generic case, the chain ω can be obtained simply by
appending ω+ to ω−. More precisely, recall the following fact which has been shown
in [7, Section 7].
Proposition 5.1 ([7])
Let W
−
, W
+
∈ M
<∞
be given, and let ω− = (ω−(x; z))x∈I − and ω+ =
(ω
+
(x; z))x∈I + be chains going down from W− and W+, respectively. Assume that
the following condition holds:
(link) If ω− ends with an indivisible interval and ω+ starts with an indivisible
interval, then the types of these intervals are different.
Set l := max I − − min I + and define a map ω : I − ∪ (I + + l) → M
<∞
by
ω(x) :=
{
ω
−
(x), x ∈ I −,
W
−
ω
+
(x − l), x ∈ I + + l.
Then ω is a chain going down from W
−
W
+
.
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If the condition (link) fails to hold, the relation among the chains ω−, ω+ and ω is
not so straightforward. Still, ω is obtained in a way by plugging together ω− and ω+,
but some cancellation may happen. This means that not all matrices of ω− and ω+
necessarily appear in the chain ω. We speak of ‘cancellation’ since it is always an
end section of ω− and a corresponding beginning section of ω+ which might vanish
when plugging them together. Intuitively, one can understand this phenomenon as
cancellation or merging of singularities (of the most simple, finite-dimensional, kind).
Example 5.2 Define two matrices W
−
and W
+
by
W
−
(z) =
(
cos z −2z cos z + sin z
− sin z 2z sin z + cos z
)
, W
+
(z) =
(
1 2z
0 1
)
.
Then
W (z) = W
−
(z)W
+
(z) =
(
cos z sin z
− sin z cos z
)
.
One can show that
ω
−
(x; z) =
⎧
⎪
⎪
⎨
⎪
⎪
⎩
(
cos xz sin xz
− sin xz cos xz
)
, x ∈ [0, 1],
(
cos z sin z
− sin z cos z
) (
1 x−12−x z
0 1
)
, x ∈ (1, 2) ∪ (2, 3],
ω
+
(x; z) =
(
1 xz
0 1
)
, x ∈ [0, 2],
are chains goingdown from W
−
and W
+
, respectively.The correspondingHamiltonians
are given by
H
−
(x) =
⎧
⎪
⎪
⎨
⎪
⎪
⎩
(
1 0
0 1
)
, x ∈ [0, 1],
(
(x − 2)−2 0
0 0
)
, x ∈ (1, 2) ∪ (2, 3],
H
+
(x) =
(
1 0
0 0
)
, x ∈ [0, 2],
On the other hand, a chain going down from W is
ω(x; z) =
(
cos xz sin xz
− sin xz cos xz
)
, x ∈ [0, 1],
and the corresponding Hamiltonian
H(x) =
(
1 0
0 1
)
, x ∈ [0, 1].
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The chain ω is not obtained by appending ω
−
and ω
+
as in Proposition 5.1. The parts
(ω
−
(x; · ))x∈[1,3]\{2} and ω+ of the chains ω− and ω+ do not contribute to ω.
In the following discussion we make explicit how ω is constructed from ω− and
ω
+ in the case that condition (link) does not hold. For the rest of this section, let
W
−
, W
+
∈ M
<∞
and respective chains ω−, ω+ be fixed and assume that (link) fails.
Moreover, let ω be a chain going down from W
−
W
+
. Denote the domains of ω−, ω+
and ω by I −, I + and I , and set
a± := min I ±, b± := max I ±, a := min I, b := max I.
First we have to formalize how far indivisible intervals reach into ω− from the right
and into ω+ from the left endpoint.
Definition 5.3 Wedefine a strictly decreasingfinite or infinite sequence (γ −n ) of points
in [a−, b−] by the following inductive algorithm.
(i
−
) Set γ −0 := b−.
(ii
−
) Let n ∈ N0 and assume that γ −n is already defined. If γ −n is right endpoint
of some indivisible interval, let γ −n+1 be such that (γ
−
n+1, γ
−
n ) is maximal
indivisible.
(iii
−
) Let n ∈ N0 and assume that γ −n is already defined. If γ −n is not right endpoint
of some indivisible interval, terminate.
Moreover, let α−n ∈ [0, π) be the type of the indivisible interval (γ −n , γ
−
n−1), and set
γ
−
:
= inf γ −n .
In a completely symmetric manner, we define a strictly increasing finite or infinite
sequence (γ +n ) of points in [a+, b+] by the following rules.
(i
+
) Set γ +0 := a+.
(ii
+
) Let n ∈ N0, and assume that γ +n is already defined. If γ +n is left endpoint
of some indivisible interval, let γ +n+1 be such that (γ +n , γ
+
n+1) is maximal
indivisible.
(iii
+
) Let n ∈ N0, and assume that γ +n is already defined. If γ +n is not left endpoint
of some indivisible interval, terminate.
Also, let α+n ∈ [0, π) be the type of the indivisible interval (γ
+
n−1, γ
+
n ), and set
γ
+
:
= sup γ +n .
We agree that writing down a number γ ±n always includes the requirement that this
number is actually defined, andwe set N± := sup{n ∈ N0 : γ ±defined} ∈ N0∪{+∞}.
Let us list some obvious properties of the sequences (γ ±n ).
5.4 Properties of (γ ±n )
We formulate statements for the sequence (γ −n ). Symmetric analogues hold for the
sequence (γ +n ).
(i) A point γ −n may happen to be a singularity. However, two consecutive points
γ
−
n , γ
−
n+1 cannot simultaneously be singularities, cf. [8].
(ii) No point γ −n is inner point of an indivisible interval.
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(iii) Consider three consecutive points γ −n+1, γ −n , γ −n−1. If γ −n ∈ I −, thenα−n 
= α−n+1.
If γ −n is a singularity, then α−n = α
−
n+1, cf. [8].
(iv) If the sequence (γ −n ) is infinite, then the point γ − may be right endpoint of an
indivisible interval. If the sequence (γ −n ) is finite, then γ − = γ
−
N− and γ
− cannot
be right endpoint of an indivisible interval.
(v) The transfer matrix ω(x, b−) = ω(x, b−; · ) is a polynomial if and only if there
exists an n ∈ N0 such that γ −n ≤ x . If the sequence (γ −n ) is infinite, this means
that γ − < x ; if it is finite, this means that γ − ≤ x .
It is practical to notationally specify those points γ ±n that are not singularities. Let
(γ˚
−
l ) be the strictly decreasing finite or infinite sequence of all points γ −n that belong
to I −. We use indices so that the sequence is γ˚ −0 > γ˚
−
1 > . . ., i.e. we leave no gaps
in the sequence of indices. Again, when writing γ˚ −l , we implicitly require that this
number is defined. Moreover, we set L− := sup{l ∈ N0 : γ˚ −l defined} ∈ N0 ∪ {+∞},
and let n−(l) ∈ N0 be such that γ˚ −l = γ
−
n−(l).
Similarly, let (γ˚ +l ) be the strictly increasing sequence of all points γ +n that belong
to I +, and define L+ and n+(l) accordingly.
Let us collect some obvious properties of these sequences.
5.5 Properties of (γ˚ ±l )x
Again, we formulate the statements only for the sequences built from ω−.
(i) Since any chain contains only finitely many singularities, the sequences (γ −n )
and (γ˚ −l ) are either both finite or both infinite.
(ii) If the sequence (γ˚ −l ) is finite, then γ − = γ −N− and there are two possibilities:
if γ −N− ∈ I
−
, then n(L−) = N−, i.e. γ˚ −L− = γ
−
N− ; if γ
−
N− is a singularity, then
n(L−) = N− − 1 and γ˚ −L− > γ
−
N− .
(iii) Because of 5.4 (i) and (iii) the interval (γ˚ −l , γ˚ −l−1) is the union of at most two
indivisible intervals, andwemay define α˚−l as the type of this (these) indivisible
interval(s).
Remark 5.6 We use pictures to describe the structure of a chain. These are (hopefully)
helpful and intuitive; still a little explanation is required. For example we might draw:
ω
− : |
◦
|||| | |
×
|
×
| |
. . . γ˚
−
3 γ˚
−
2 γ˚
−
1 γ˚
−
0
γ
−
. . . γ
−
5 γ
−
4 γ
−
3 γ
−
2 γ
−
1 γ
−
0
| . . . this point belongs to I
× . . . this point is a singularity
◦ . . . this point may or may not be a singularity
. . . this piece of ω− does not end indivisibly towards the indicated endpoint
The two possibilities from 5.5 (ii) can thus be visualized as follows:
ω
−: | | |
γ
−
N−
= γ˚
−
L−
ω
−: |
×
| |
γ
−
N−
γ˚
−
L−
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The first step towards understanding how ω is built is to see that cancellation can
happen only within the range of indivisible intervals.
If γ − is not right endpoint of an indivisible interval, set γˆ
−
:
= γ
−
. Otherwise, let
γˆ
− be such that (γˆ −, γ −) is maximal indivisible. Similarly, if γ + is not left endpoint
of an indivisible interval, set γˆ
+
:
= γ
+
, and otherwise let γˆ + be such that (γ +, γˆ +)
is maximal indivisible.
The following lemma shows that the part ω−|I −∩[a−,γˆ −] appears in ω and that also
the part ω+|I +∩[γˆ +,b+] premultiplied by W− can be found in ω.
Lemma 5.7 There exist numbers c−, c+ ∈ I such that
ω|I∩[a,c−] ∼ ω
−
|I −∩[a−,γˆ −], ω|I∩[c+,b] ∼ W−ω+|I +∩[γˆ +,b+].
For example, we may have:
ω : |
◦ ◦
|
a
c−

c+
b
ω
−: |
◦ ◦
|||| |
×
| |
a− γˆ
−
γ
−
. . . b−
ω
+: |
×
| |
×
|
◦
|
a+ γ
+
= γˆ
+ b+
︸ ︷︷ ︸ ︸ ︷︷ ︸

. . . cancellation possible! Still to be determined.
Before we prove this lemma we show the following preliminary observation.
5.8 Let W, M ∈ M
<∞
and assume that W is not a polynomial. Moreover, let ζ
and  be chains going down from W and W M , respectively. Then ζ starts with an
indivisible interval of type α if and only if  does.
The assertion obtained when ‘starts’ is replaced by ‘ends’ and ‘W M’ is replaced
by ‘MW ’ also holds true.
Proof For definiteness, let us assume that α = 0. This can always be achieved by
using rotation isomorphisms; see [10, §3.c].
Step 1 Let ν = (ν(x; · ))x∈I be a chain, and assume that the subset ˜I of all points
of I for which ν(x; · ) is not a polynomial is not empty. Then, by the construction in
[7, §7] and [7, Theorem 5.7], the following equivalences hold:
ν starts with an indivisible interval of type 0
⇐⇒ ∀ τ ∈ N
<∞
∀ x ∈ ˜I : ¬
[
lim
y→+∞
1
y
(ν(x; · )  τ) (iy) = 0
]
(5.1)
⇐⇒ ∃ τ ∈ N
<∞
∃ x ∈ ˜I : ¬
[
lim
y→+∞
1
y
(ν(x; · )  τ) (iy) = 0
]
. (5.2)
Step 2 We show that W M is not a polynomial. Assume on the contrary that P :=
W M is a polynomial. Then we can write W −1 = M P−1. However, P−1 ∈ M
<∞
but
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W −1 /∈ M
<∞
, since by assumption W is not a polynomial; see 2.2. We have reached
a contradiction, and conclude that W M is not a polynomial.
Step 3 Assume that ζ starts with an indivisible interval of type 0. Then (5.1) with
τ = M  ∞ and x equal to the right endpoint of the chain ζ implies that
¬
[
lim
y→+∞
1
y
(W  (M  ∞)) (iy) = 0
]
.
Since W  (M  ∞) = (W M)  ∞, this together with (5.2) implies that  starts with
an indivisible interval of type 0. The converse follows in the same way.
Step 4 To see that the same assertion holds for indivisible intervals at the end of the
chains instead of at their beginning, we only need to reverse the chain, cf. [10, §3.c].
unionsq
Proof of Lemma 5.7 Let x ∈ I − ∩ [a−, γˆ −) be given. We show that there exists a
point y ∈ I ∩ [x, γ −] which is not inner point of an indivisible interval and has the
property that ω(y, b−) is not a polynomial. First, assume that γ − is not right endpoint
of an indivisible interval, so that γˆ − = γ −. In this case we can choose any point y ∈ I
with x ≤ y < γ − such that y is not inner point of an indivisible interval. Second,
assume that γ − is right endpoint of an indivisible interval. Then γˆ − < γ − and the
sequence (γ −n ) is infinite. If γ − ∈ I , choose y := γ −. If γ − is a singularity, then
necessarily γˆ − ∈ I , and we can choose y := γˆ −.
Consider the chain  going down from ω−(y, b−)W
+
. By 5.8,  starts with an
indivisible interval of some type α if and only the chain ζ = (ω−(y, t))t∈I −∩[y,b−]
does. Since y is not inner point of an indivisible interval, it cannot happen that ζ
ends with an indivisible interval and ω−|I∩[a−,y] starts with an indivisible interval
of the same type. Hence, the chains ω−|I∩[a−,y] and  satisfy (link), and we con-
clude that ω−(y) appears as a member of ω because ω is a chain going down from
ω
−
(y)ω−(y, b−)W
+
= W
−
W
+
. Thus ω−|I −∩[a−,y] is a beginning section of ω.
Passing to the limit x ↗ γˆ − if necessary, gives that ω−|I −∩[a−,γˆ −] is a beginning
section of ω.
The assertion concerning the end section of ω is again seen by reversing the chains
ω
± and ω. unionsq
Next, we observe that cancellation cannot happen arbitrarily often.
Lemma 5.9 One of the following two alternatives holds.
(1◦) There exists l0 ∈ N, such that
ω
−
(γ˚
−
l , b
−
)ω
+
(a+, γ˚ +l ) = I, l < l0,
ω
−
(γ˚
−
l0 , b
−
)ω
+
(a+, γ˚ +l0 ) 
= I.
(5.3)
(2◦) At least one of the sequences (γ˚ −l ), (γ˚ +l ) is finite and has at most ind− W− +
ind
−
W
+
+ 1 elements. Moreover,
ω
−
(γ˚
−
l , b−)ω+(a+, γ˚
+
l ) = I for all l for which
γ˚
−
l , γ˚
+
l are defined.
(5.4)
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Proof First of all, note that clearly the condition (5.3) is equivalent to
ω
−
(γ˚
−
l , γ˚
−
l−1)ω
+
(γ˚
+
l−1, γ˚
+
l ) = I, l < l0,
ω
−
(γ˚
−
l0 , γ˚
−
l0−1)ω
+
(γ˚
+
l0−1, γ˚
+
l0 ) 
= I.
(5.5)
Assume that for some l0 ∈ N the first line in (5.5) holds. If l < l0, then not both
ω
−
(γ˚
−
l , γ˚
−
l−1) and ω+(γ˚
+
l−1, γ˚
+
l ) can belong to M0, since the functional t is additive.
Hence at least one of the intervals (γ˚ −l , γ˚
−
l−1) and (γ˚
+
l−1, γ˚
+
l ) must contain a singu-
larity. However, the chain ω− has at most ind
−
W
−
singularities, and the chain ω+ at
most ind
−
W
+
many. It follows that l0 ≤ ind− W− + ind− W+ + 1.
We conclude that, if ω(γ˚ −l , b−)ω(a+, γ˚
+
l ) = I for all l, then γ˚
−
l and γ˚
+
l can both
be defined at most up to l = ind
−
W
−
+ ind
−
W
+
. unionsq
Note that α˚−l = α˚
+
l for all l < l0 in case (1◦) and for all l in Case (2◦).
The case when (1◦) holds is easily dealt with.
5.10 Case (1◦)
First we determine the chain  going down from
M := ω−(γ˚ −l0 , γ˚
−
l0−1)ω
+
(γ˚
+
l0−1, γ˚
+
l0 ) = ω
−
(γ˚
−
l0 , b
−
)ω
+
(a+, γ˚ +l0 ).
The chains − and + going down from ω−(γ˚ −l0 , γ˚
−
l0−1) and ω
+
(γ˚
+
l0−1, γ˚
+
l0 ), respec-
tively, consist of just one indivisible interval or of two indivisible intervals with a
singularity in between. The type of the indivisible interval(s) in − is α˚−l0 , in + it
is α˚+l0 .
If α˚−l0 
= α˚
+
l0 , then 
− and + satisfy (link), and hence  is obtained by pasting
these two chains. If α˚−l0 = α˚
+
l0 , for definiteness say α˚
−
l0 = α˚
+
l0 = 0, then
ω
−
(γ˚
−
l0 , γ˚
−
l0−1; z) =
(
1 p
−
(z)
0 1
)
, ω
+
(γ˚
+
l0−1, γ˚
+
l0 ; z) =
(
1 p
+
(z)
0 1
)
with some polynomials p
±
. Hence, also their product is of this form. The chain  thus
consists either of just one indivisible interval of type 0, namely if p
−
(z)+ p
+
(z) = z
with  > 0, and otherwise of two such intervals with a singularity in between.
In any case, and this is the presently important observation, the chain  starts with
an indivisible interval of type α˚−l0 and ends with one of type α˚
+
l0 . Thus both pairs of
chains
ω
−
|I −∩[a−,γ˚ −l0 ]
,  and , ω+|I +∩[γ˚ +l0 ,b+]
satisfy (link). This implies that the three chains ω−|I −∩[a−,γ˚ −l0 ],,ω
+
|I +∩[γ˚ +l0 ,b
+
]
can
be pasted, which yields a chain that goes down from
ω
−
(γ˚
−
l0 )Mω
+
(γ˚
+
l0 , b
+
) = ω
−
(γ˚
−
l0 )ω
−
(γ˚
−
l0 , b
−
)ω
+
(a+, γ˚ +l0 )ω
+
(γ˚
+
l0 , b
+
)
= W
−
W
+
= W.
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Since the chain going down from W is unique up to reparameterization, there exist
d−, d+ ∈ I such that
ω|I∩[a,d−] ∼ ω
−
|I −∩[a−,γ˚ −n0 ]
, ω|I∩[d−,d+] ∼ , ω|I∩[d+,b] ∼ ω
+
|I +∩[γ˚ +n0 ,b
+
]
.
We may indicate this situation as follows:
ω : | | | |
a
d−
‡
d+
b
ω
−: | | | |
a− γ˚
−
l0
†
γ˚
−
l0−1 b−
ω
+: | | | |
a+ γ˚
+
l0−1
†
γ˚
+
l0 b+
︸ ︷︷ ︸ ︸ ︷︷ ︸
† . . . union of at most two indivisible intervals containing at most one singularity
‡ . . . union of at most four indivisible intervals containing at most two singularities
Remark 5.11 (i) Cancellation can only happen step by step. In order to see this,
assume that, for some l > l0, we have ω−(γ˚ −l , b−)ω+(a+, γ˚
+
l ) = I
but ω−(γ˚ −l0 , b
−
)ω
+
(a+, γ˚ +l0 ) 
= I . By the consideration above, the matrix
ω(γ˚
−
l , b−)ω+(a+, γ˚
+
l ) is the transfer matrix between two different points of
the chain ω, which cannot be equal to I , a contradiction. Hence ω−(γ˚ −l0 , b
−
)
ω
+
(a+, γ˚ +l0 ) 
= I for all l ≥ l0.
(ii) The points γˆ − and γˆ + in Lemma 5.7 can always be replaced by γ − and γ +. To
see this, note first that γˆ − = γ − unless the sequence (γ −n ) is infinite. In the latter
case, however, even ω−|
[a−,γ −n ]
with n := ind
−
W
−
+ ind
−
W
+
+1 is a beginning
section of ω. The same argument works for ‘.+’ instead of ‘.−’.
Assume now that the alternative (2◦) holds. Then the situation is more involved, and
we have to distinguish some subcases. For definiteness, let us assume that (γ˚ −l ) is
the ‘shorter’ sequence, i.e. L− ≤ L+. The case that (γ˚ +l ) is the shorter one is treated
completely similarly; we do not give details.
5.12 Case (2◦ a) : γ˚ −L− = γ
−
In this case γ˚ −L− is not right endpoint of an indivisible interval, and hence the chains
ω
−
|I −∩[a−,γ˚ −L−]
, ω
+
(γ˚
+
L− , · )|I +∩[γ˚ +L− ,b
+
]
satisfy (link). The pasting of these two chains is a chain going down from
ω
−
(γ˚
−
L−)ω
+
(γ˚
+
L− , b
+
) = ω
−
(γ˚
−
L−)ω
−
(γ˚
−
L− , b
−
)ω
+
(a+, γ˚ +L−)ω
+
(γ˚
+
L− , b
+
)
= W
−
W
+
= W,
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where in the first equality we used (5.4). Hence this chain is a reparameterization of
ω, which implies that ω, parameterized appropriately, has the form
ω(x; z) =
{
ω
−
(x; z), x ∈ I − ∩ [a−, γ˚ −L−],
ω
−
(γ˚
−
L−; z)ω
+
(γ˚
+
L− , x − l; z), x ∈ (I
+
∩ [γ˚
+
L− , b
+
]) + l, (5.6)
where the shift l is given by l := γ˚ −L− − γ˚
+
L− . Note that by (5.4), we have
ω
−
(γ˚
−
L−; z)ω
+
(γ˚
+
L− , x − l; z) = W−(z)ω
+
(x − l; z).
ω : | | |
a− b++ l
γ˚
−
L−
= γ˚
+
L−
+ l
ω
−: | | |
a− γ
−
N−
= γ˚
−
L− b−
ω
+: | | |
a+ γ˚
+
L− b+
︸ ︷︷ ︸ ︸ ︷︷ ︸
with l := γ˚ −L− − γ˚
+
L−
5.13 Case (2◦ b) : γ˚ −L− > γ
−
, γ˚
+
L− = γ
+
In this case γ +L− is not left endpoint of an indivisible interval, and we obtain (5.6)
as in the previous case.
ω : |
×
| |
a−
γ˚
−
L−
= γ˚
+
L−
+ l
b++ l
ω
−: |
×
| |
a− γ
−
N−
γ˚
−
L− b−
ω
+: | | |
a+ γ˚
+
L−
=γ
+
N+ b+
︸ ︷︷ ︸ ︸ ︷︷ ︸
with l := γ˚ −L− − γ˚
+
L−
5.14 Case (2◦ c) : γ˚ −L− > γ
−
, γ˚
+
L− < γ
+
, α
−
N− 
= α
+
n+(L−)+1
The types of the two indivisible intervals are different, and hence the chains
ω
−
|I −∩[a−,γ˚ −L−]
and ω+(γ˚ +L− , · )|I +∩[γ˚ +L− ,b+]
satisfy (link). Thus again (5.6) holds.
ω : |
×
|
◦
|
a−
γ˚
−
L−
= γ˚
+
L−
+ l
b++ l
ω
−: |
×
| |
a− γ
−
N−
†
γ˚
−
L− b−
ω
+: | |
◦
|
a+ γ˚
+
L−
†
γ
+
n+(L−)+1 b+
︸ ︷︷ ︸ ︸ ︷︷ ︸
with l := γ˚ −L− − γ˚
+
L−
† . . . indivisible intervals having different types
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5.15 Case (2◦ d) : γ˚ −L− > γ
−
, γ˚
+
L− < γ
+
, α
−
N− = α
+
n+(L−)+1, L
−
= L+
We know that ω−|I −∩[a−,γ −] is a beginning section of ω and W−ω+|I +∩[γ +,b+] is
an end section. In the present case this beginning section ends at a singularity σ
−
, and
this end section starts at a singularity σ
+
. We show that σ
−
= σ
+
. To this end, we
compute the respective intermediate Weyl coefficients (for definiteness, assume that
α
−
N− = α
+
n+(L−)+1 = 0):
q
σ
−
= lim
x↗σ
−
ω(x; · )  ∞ = lim
x↗γ −
ω
−
(x; · )  ∞
= lim
x↘γ −
ω
−
(x; · )  ∞ = ω−(γ˚ −L−; · )  ∞
since ω−(x; z)  ∞ is constant in x on the interval (γ −, γ˚ −L−);
q
σ
+
= lim
x↘σ
+
ω(x; · )  ∞ = lim
x↘γ +
W
−
ω
+
(x; · )  ∞
= lim
x↘γ +
ω
−
(γ˚
−
L−; · )ω
+
(γ˚
+
L− , x; · )  ∞
= ω
−
(γ˚
−
L−; · ) 
(
lim
x↘γ +
ω
+
(γ˚
+
L− , x; · )  ∞
)
= ω
−
(γ˚
−
L−; · ) 
(
lim
x↗γ +
ω
+
(γ˚
+
L− , x; · )  ∞
)
= ω
−
(γ˚
−
L−; ·)  ∞,
where for the third equality we used (5.4) and for the last equality the fact that
(γ˚
+
L− , γ
+
) is an indivisible interval of type 0. We see that q
σ
−
= q
σ
+
. Since the
negative index of the intermediate Weyl coefficient at a singularity equals the negative
index of the matrices in the component to the left of this singularity, this implies that
σ
−
= σ
+
. Thus ω is exhausted by the beginning section ω−|I −∩[a−,γ −] and the end
section W
−
ω
+
|I +∩[γ +,b+].
ω : |
×
|
a−
γ
−
N−
=γ
+
N+
+ l
b++ l
ω
−: | | |
a− γ
−
N−
×
†
γ˚
−
L− b−
ω
+: | |
×
|
a+ γ˚
+
L−
†
γ
+
N+ b+
︸ ︷︷ ︸ ︸ ︷︷ ︸
with l := γ −N− − γ
+
N+
† . . . indivisible intervals having the same type
In order to settle the last remaining case, namely ‘γ˚ −L− > γ
−
, γ˚
+
L− < γ
+
, α
−
N− =
α
+
n+(L−)+1, L
−
< L+’, we need the following preliminary observation, which uses a
similar argument as the observation 5.8.
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5.16 Let W, P ∈ M
<∞
and assume that W is not a polynomial and that P is of the
form
P(z) =
(
1 p(z)
0 1
)
(5.7)
where p is a polynomial. Let ζ, η and  be the chains going down from W, P and
PW , respectively. Assume that ζ starts with an indivisible interval of type 0 whose
right endpoint is a singularity which itself is not left endpoint of an indivisible interval.
Then  starts in exactly the same way as ζ .
The assertion obtainedwhen ‘starts’ and ‘ends’ are exchanged and ‘PW ’ is replaced
by ‘W P’ also holds true.
Proof We carry out the proof in two steps.
Step 1 Let ν = (ν(x; · ))x∈I be a chain and assume that the subset ˜I of all points
of I for which ν(x; · ) is not a polynomial is not empty. Then, again referring to the
construction in [7, §7] and [7, Theorem 5.7], the following equivalences hold:
ν starts with an indivisible interval of type 0 whose right endpoint is a singularity
which itself is not left endpoint of an indivisible interval
⇐⇒ ∀ τ ∈ N
<∞
∀ x ∈ ˜I ∀ p ∈ R[z] :
¬
[
lim
y→+∞
1
y
(p + ν(x; · )  τ) (iy) = 0
]
⇐⇒ ∃ τ ∈ N
<∞
∃ x ∈ ˜I ∀ p ∈ R[z] :
¬
[
lim
y→+∞
1
y
(p + ν(x; · )  τ) (iy) = 0
]
.
Step 2 Assume now that we are in the situation of the statement. Then
(PW )  ∞ = P  (W  ∞) = p + (W  ∞).
The assertion follows from the equivalences in Step 1. The assertion with ‘starts’
exchanged with ‘ends’ and ‘PW ’ replaced by ‘W P’ follows by considering the
reversed chains. unionsq
5.17 Case (2◦ e) : γ˚ −L− > γ
−
, γ˚
+
L− < γ
+
, α
−
N− = α
+
n+(L−)+1, L
−
< L+
Without loss of generality let us assume that α−N− = 0. Then the interval
(γ˚
+
L− , γ˚
+
L−+1) is either one indivisible interval of type 0 or consists of two indivis-
ible intervals both of type 0 with a singularity at γ +
n+(L−)+1 ∈ (γ˚
+
L− , γ˚
+
L−+1). In both
cases the transfer matrix ω+(γ˚ +L− , γ˚
+
L−+1; · ) is of the form (5.7) where p is a polyno-
mial. Hence we can apply 5.16 to the matrices ω−(γ˚ −L−; · ) and ω
+
(γ˚
+
L− , γ˚
+
L−+1; · ). It
follows that the chain  going down from ω−(γ˚ −L−; · )ω
+
(γ˚
+
L− , γ˚
+
L−+1; · ) ends with
an indivisible interval of type α−N− whose left endpoint is a singularity σ+ of  . We
already know that ω−|I −∩[a−,γ −] is a beginning section of  . This section ends at a
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singularity σ
−
of  . We compute the respective intermediate Weyl coefficients in a
similar way as in Case (2◦ d):
q
σ
−
= lim
x↗σ
−
(x; · )  ∞ = lim
x↗γ −
ω
−
(x; · )  ∞
= lim
x↘γ −
ω
−
(x; · )  ∞ = ω−(γ˚ −L−; · )  ∞,
q
σ
+
= lim
x↘σ
+
(x; · )  ∞ = ω−(γ˚ −L−; · )ω
+
(γ˚
+
L− , γ˚
+
L−+1; · )  ∞
= ω
−
(γ˚
−
L−; · )  ∞.
Equality of intermediate Weyl coefficients implies that σ
−
= σ
+
, i.e. the chain  is
exhausted by the beginning section ω−|I −∩[a−,γ −] and to the right of it an indivisible
interval or two indivisible intervals of the same type with a singularity in between. We
see that the chains  and ω+(γ˚ +L−+1, · ; · )|I +∩[γ˚ +L−+1,b+]
satisfy (link). The pasting of
these two chains yields a chain that goes down from
ω
−
(γ˚
−
L−)ω
+
(γ˚
+
L− , γ˚
+
L−+1)ω
+
(γ˚
+
L−+1, b
+
)
= ω
−
(γ˚
−
L−)ω
−
(γ˚
−
L− , b
−
)ω
+
(a+, γ˚ +L−)ω
+
(γ˚
+
L− , b
+
)
= W
−
W
+
= W,
where we used (5.4) for l = L−. Hence this chain is a reparameterization of ω.
ω : |
×
|
|
a−
γ
−
N−
∗
γ˚
+
L−+1
+l
b++ l
ω
−: |
×
| |
a− γ
−
N−
†
γ˚
−
L− b−
ω
+: | | | |
a+ γ˚
+
L−
‡
γ˚
+
L−+1 b+
︸ ︷︷ ︸ ︸ ︷︷ ︸
† . . . indivisible interval
‡ . . . one or two indivisible intervals having the same type
∗ . . . one or two indivisible intervals having the same type as those above
with l := γ −N− − γ˚
+
L−+1 + 1
With these considerations and Theorem 4.1 we can prove a result about non-
cancellation of exponential growth for products of matrices from M
<∞
, which on
first sight may seem surprising.
Theorem 5.18 Let W1, W2 ∈ M<∞. Then et (W1W2) = et W1 + et W2. unionsq
Proof Let ω1 = (ω1(x; · ))x∈I1 , ω2 = (ω2(x; · ))x∈I1 and ω = (ω(x; · ))x∈I1 be prop-
erly parameterized chains going down from W1, W2 and W1W2, respectively, and let
H1, H2 and H be the respective Hamiltonians in the canonical differential equation
satisfied by these chains. By Theorem 4.1, we have
et W j =
∫
I j
√
det Hj (x) dx, j = 1, 2, et W =
∫
I
√
det H(x) dx .
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If the chains ω1 and ω2 satisfy (link), then H is simply a reparameterization of the
Hamiltonian that is obtained by appending H2 to H1, and hence
∫
I
√
det H(t) dt =
∫
I1
√
det H1(t) dt +
∫
I2
√
det H2(t) dt. (5.8)
Assume now that (link) does not hold. Then H is obtained from H1 and H2 by possibly
deleting some indivisible intervals from H1 and H2, plugging together the resulting
Hamiltonians, and possibly inserting some indivisible intervals. This, however, does
not change the values of the integrals in (5.8). Hence, this equality remains true. unionsq
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