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Abstract
The Discrepancy of a hypergraph is the minimum attainable value, over two-
colorings of its vertices, of the maximum absolute imbalance of any hyperedge. The
Hereditary Discrepancy of a hypergraph, defined as the maximum discrepancy of a re-
striction of the hypergraph to a subset of its vertices, is a measure of its complexity.
Lova´sz, Spencer and Vesztergombi (1986) related the natural extension of this quan-
tity to matrices to rounding algorithms for linear programs, and gave a determinant
based lower bound on the hereditary discrepancy. Matousˇek (2011) showed that this
bound is tight up to a polylogarithmic factor, leaving open the question of actually
computing this bound. Recent work by Nikolov, Talwar and Zhang (2013) showed a
polynomial time O˜(log3 n)-approximation to hereditary discrepancy, as a by-product
of their work in differential privacy. In this paper, we give a direct simple O(log3/2 n)-
approximation algorithm for this problem. We show that up to this approximation
factor, the hereditary discrepancy of a matrix A is characterized by the optimal value
of simple geometric convex program that seeks to minimize the largest ℓ∞ norm of any
point in a ellipsoid containing the columns of A. This characterization promises to be
a useful tool in discrepancy theory.
1 Introduction
Discrepancy theory, in the broadest sense, studies the fundamental limits to approximating
a “complex measure” (i.e. continuous, or with large support) with a “simple measure” (i.e.
counting measure, or a measure with small support) with respect to a class of “distinguish-
ers”. A prototypical “continuous discrepancy” question is how uniform can a set P of n
points in the unit square [0, 1)2 be, where uniformity is measured with respect to a class of
geometric shapes, e.g. axis-aligned rectangles [Sch72]. A prototypical “discrete discrepancy”
question asks whether we can color the n vertices of a hypergraph of O(n) edges with two
colors, red and blue, so that each edge has approximately the same number of red vertices
as blue vertices [Spe85]. The two kinds of questions are deeply related, and transference
theorems between different discrepancy measures are known [BS95].
Questions related to discrepancy theory are raised throughout mathematics, e.g. number
theory, Diophantine approximation, numerical integration. Unsurprisingly, they also nat-
urally appear in computer science – questions about the (im)possibility of approximating
continuous, average objects with discrete ones are central to pseudorandomness, learning
theory, communication complexity, approximation algorithms, among others. For a beauti-
ful survey of applications of discrepancy theory to computer science, we refer the reader to
Chazelle’s The Discrepancy Method [Cha00].
Despite discrepancy theory’s many applications in computer science, we have only re-
cently began to understand the computational complexity of measures of discrepancy them-
selves. In this work, we address the problem of approximately computing hereditary dis-
crepancy, one of the fundamental discrepancy measures. Hereditary discrepancy is a ro-
bust version of combinatorial discrepancy, which is the hypergraph coloring problem men-
tioned above. More precisely, the combinatorial discrepancy disc(H) of a hypergraph
H = (H1, . . . , Hm) on the vertices [n] = {1, . . . , n} is the minimum over colorings χ :
[n] → {−1, 1} of the maximum “imbalance” over hyperedges maxmi=1 |
∑
j∈Hi
χ(i)|. While
relatively simple, disc(H) is a brittle quantity, which can make it intractable to estimate.We
may wish to say that disc(H) measures the complexity of H, but it can be 0 for intu-
itively complex H for trivial reasons. For example let (V,E) be a complex hypergraph all
of whose sets have equal size, such as
( [n]
n/2
)
. Consider the hypergraph formed by taking
two identical copies of (V,E), say (V1, E1) and (V2, E2) and defining the new hypergraph
as (V1 ∪ V2, E′ , {e1 ∪ e2 : e1 ∈ E1, e2 ∈ E2}). By coloring V1 as +1 and V2 as −1,
we get discrepancy zero for each edge in E′, despite the intuitive complexity of E. For
this reason it is often more convenient to work with the more robust hereditary discrep-
ancy. Hereditary discrepancy is the maximum discrepancy over restricted hypergraphs, i.e.
herdisc(H) = maxW⊆[n] disc(H|W ), where H|W = (H1 ∩W, . . . ,Hm ∩W ).Notice, for exam-
ple, that the hereditary discrepancy of the above example is in fact Ω(n) – a more fitting
measure of the complexity of the hypergraph.
Discrepancy and hereditary discrepancy have natural generalizations to matrices. The
discrepancy of a matrix A is equal to disc(A) = minx∈{−1,1}n ‖Ax‖∞, and hereditary dis-
crepancy is equal to maxS⊆[n] disc(A|S), where A|S is the submatrix of A consisting of
columns indexed by elements of S. These quantities coincide with hypergraph discrepancy
when evaluated on the incidence matrix of the hypergraph, and are also natural them-
selves. For example, a classical result of Lova´sz, Spencer, and Vesztergombi [LSV86] states
that for any matrix A, any vector c ∈ [−1, 1]n can be rounded to x ∈ {−1, 1}n so that
‖Ax − Ac‖∞ ≤ 2 herdisc(A). In the context of a linear program, this means that we can
round fractional solutions to integral ones while still approximately satisfying the linear
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constraints defined by A. This fact was recently used by Rothvoß to design an improved
approximation algorithm for bin packing [Rot13].
The robustness of hereditary discrepancy in comparison with discrepancy is evident
in the hardness of approximating each of the two measures. By an important result of
Spencer [Spe85], whenever the number of edges in H is m = O(n), the discrepancy is at
most O(
√
n). It turns our that it is NP-hard to distinguish between this worst-case upper
bound and discrepancy zero [CNN11]. By contrast, recently Nikolov, Talwar, and Zhang
gave a polylogarithmic approximation to hereditary discrepancy [NTZ13]. At first glance,
this is surprising, because hereditary discrepancy is a maximum over exponentially many
NP-hard minimization problems. Thus, hereditary discrepancy is not even obviously in NP
(but is NP-hard to approximate within a factor of 2, see [AGH13]). However, the structure
and robustness of hereditary discrepancy explain its more tractable nature. As one classical
illustration to this, we note that the hypergraphs with hereditary discrepancy 1 are exactly
the hypergraphs with totally unimodular incidence matrices [GH62], and are recognizable
by a polynomial time algorithm [Sey80].
Our Results and Techniques. When approximating a function f , we need to pro-
vide (nearly matching) upper bounds and lower bounds on f . When we approximate NP-
optimization problems, usually proving either the upper (for maximization problems) or the
lower bound (for minimization problems) is relatively straightforward: it is given by a com-
binatorial lower (or upper) bound or a convex relaxation. The challenge is to design a bound
which is nearly tight. On the other hand, in a max-min problem like hereditary discrepancy,
both upper and lower bounds are challenging to prove. Nevertheless, a convex relaxation of
discrepancy still turns out to be very useful. The relaxation, vector discrepancy, is derived
by relaxing the condition on the coloring χ : [n] → {−1, 1} to the weaker χ : [n] → Sn−1,
where Sn−1 is the unit sphere inRn. Then the vector discrepancy vecdisc(H) is the minimum
over such χ of maxmi=1 ‖
∑
j∈Hi
χ(i)‖2. Similarly, the extension vecdisc(A) to matrices A is
the minimum over χ : [n]→ Sn−1 of maxmi=1 ‖
∑n
j=1 Aijχ(i)‖2. These quantities can be effi-
ciently approximated to within any prescribed accuracy by solving a semidefinite program.
The hereditary vector discrepancy hvecdisc(A) is defined analogously to hereditary discrep-
ancy as the maximum vector discrepancy over submatrices. Clearly, vecdisc(A) ≤ disc(A)
for any matrix A. There exist matrices A with m = O(n) for which vecdisc(A) = 0 and
disc(A) = Ω(
√
n)1. Nevertheless, in a recent breakthrough, Bansal showed that an upper
bound on hereditary vector discrepancy is useful in efficient discrepancy minimization.
Theorem 1 ( [Ban10]). Let A be an m by n matrix with hvecdisc(A) ≤ λ. Then there
exists a randomized polynomial time algorithm that computes x ∈ {−1, 1}n with discrepancy
at most ‖Ax‖∞ ≤ O(logm) · λ.
Theorem 1 implies that the gap between hvecdisc and herdisc is at most logarithmic.
Corollary 2. For any m× n matrix A
hvecdisc(A) ≤ herdisc(A) ≤ O(logm) hvecdisc(A).
While vecdisc(A) can be approximated to within any degree of accuracy in polynomial
time, it is not clear if hvecdisc(A) can be computed efficiently: notice that hereditary vector
discrepancy is the maximum of the objective functions of an exponential number of convex
1This is the case, for example, for the matrix which contains three copies of each column of a Hadamard
matrix.
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minimization problems. Nevertheless, by using vector discrepancy we remove one of the two
quantifiers over exponentially large sets.
In this paper we prove the following approximation result for hvecdisc.
Theorem 3. There exists a polynomial time algorithm that approximates hvecdisc(A) within
a factor of O(logm) for any m × n matrix A. Moreover, the algorithm finds a submatrix
A|S of A, such that hvecdisc(A) = O(logm) vecdisc(A|S).
Theorem 3 follows from a geometric characterization of hereditary vector discrepancy.
We show that, up to a factor of O(logm), hvecdisc(A) is equal to the smallest value of
‖E‖∞ over all ellipsoids that contain the columns of A. Here, ‖E‖∞ is just the maximum
ℓm∞ norm of all points in E, or, equivalently, the maximum width of E in the directions of
the standard basis vectors e1, . . . , em. A priori, it is not clear how to relate this quantity in
either direction to the hvecdisc(A), as it is not a fractional “relaxation” in the traditional
sense. It is in fact non-trivial to prove either of the two inequalities relating the geometric
quantity to hvecdisc(A).
Proving that this quantity is an upper bound on hereditary discrepancy relies on a
recent result of Nikolov that upper bounds the vector discrepancy of matrices with columns
bounded in Euclidean norm by 1 [Nik13]. We need a slight generalization of Nikolov’s
result that shows that the vector discrepancy of such matrices can be bounded by 1 in
any direction. We then transform linearly the containing ellipsoid E to a unit ball, so that
Nikolov’s result applies; because of the transformation, we need to make sure that in the
transformed space the vector discrepancy is low in a set of directions different from the
standard basis. While, on the face of things, this argument only upper bounds the vector
discrepancy of A, it in fact also upper bounds the vector discrepancy of any submatrix as
well, because if E contains all columns of A, it also contains all the columns of any submatrix
of A. This simple observation is crucial to the success of our arguments.
To show that the smallest value of ‖E‖∞ over all containing ellipsoids also gives a lower
bound on hereditary vector discrepancy, we analyze the convex dual of the problem of finding
containing ellipsoids of small width and show that we can transform dual certificates for this
problem to dual certificates for vector discrepancy of some submatrix of A. The dual of the
problem of minimizing ‖E‖∞ for a matrix A is a problem of maximizing the nuclear norm
(i.e. the sum of singular values) over re-weightings of the columns and rows of A. To get
dual certificates for vector discrepancy for some submatrix, we need to be able to extract
a submatrix with a large least singular value from a matrix of large nuclear norm. We
accomplish this using the restricted invertibility principle of Bourgain and Tzafriri [BT87]:
a powerful theorem from functional analysis which states, roughly, that any submatrix
with many approximately equal singular values contains a large well-conditioned submatrix.
Using a constructive proof of the theorem by Spielman and Srivastava [SS10], we can also find
the well-conditioned submatrix in deterministic polynomial time; this gives us a submatrix
of A on which hereditary vector discrepancy is approximately maximized.
Theorem 3 immediately implies a O(log2m) approximation of herdisc via Bansal’s the-
orem. However, we can improve this bound to an O(log3/2m) approximation.
Theorem 4. There exists a polynomial time algorithm that approximates herdisc(A) within
a factor of O(log3/2m) for any m×n matrix A. Moreover, the algorithm finds a submatrix
A|S of A, such that herdisc(A) ≤ O(log3/2m) vecdisc(A|S).
To prove Theorem 4, we lower bound hereditary vector discrepancy as before, in order
to lower bound hereditary discrepancy. However, for the upper bound, rather than upper
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bounding vector discrepancy in terms of ‖E‖∞ for a containing ellipsoid, and then upper
bounding discrepancy in terms of vector discrepancy, we directly upper bound discrepancy
in terms of ‖E‖∞. For this purpose, we use another discrepancy bound – this time a theorem
due to Banaszczyk [Ban98] that shows that for any convex bodyK of large Gaussian volume,
and a matrix A with columns of at most unit Euclidean norm, there exists a x ∈ {−1, 1}n
such that Ax ∈ CK for a constant C. We use this theorem analogously to the way we used
Nikolov’s theorem: we linearly transform E to the unit ball, and we specify a body K such
that if some ±1 combination of the columns of A is in K after the transformation, then in
the preimage the combination is in an infinity ball scaled by O(
√
logm).
After a preliminary version of this paper was made available, Matousˇek [Mat14] has
shown that our analysis of both the upper and the lower bound on herdisc(A) in terms of
the minimum of ‖E‖∞ over containing ellipsoids E is tight. He also used our characterization
of herdisc(A) in terms of the minimum of ‖E‖∞ and our analysis of the dual to give new
proofs of classical and new results in discrepancy theory.
Comparison with Related Works. Lova´sz, Spencer and Vesztergombi [LSV86] de-
fined a determinant based lower bound on the hereditary discrepancy of a matrix. Ma-
tousˇek [Mat13] showed that this lower bound is tight up to O(log3/2m). These results did
not immediately yield an approximation algorithm for hereditary discrepancy, as the deter-
minant lower bound is a maximum over exponentially many quantities and not known to
be efficiently computable.
Nikolov, Talwar and Zhang [NTZ13] recently studied hereditary discrepancy as a tool
for designing near optimal differentially private mechanisms for linear queries, and as a by-
product, derived an O˜(log3 n)-approximation algorithm for hereditary discrepancy, where
the O˜ notation hides sub-logarithmic factors. Small width containing ellipsoids were im-
plicit in their work. The current paper is the first that explicitly considers this natural
geometric object in the context of discrepancy. While the proof of the upper bound on
discrepancy in [NTZ13] was via a connection between discrepancy and differential privacy
due to Nikolov and Muthukrishnan [MN12], here we give a tight and direct argument using
results of Nikolov [Nik13] and Banaszczyk [Ban98] on the Komlo´s problem. The arguments
via differential privacy cannot give the tight relationship between the minimum width of a
containing ellipsoid and hereditary discrepancy: they necessarily lose a logarithmic factor,
because the relationship between discrepancy and privacy is itself not tight. Moreover, our
arguments are simpler and more transparent. The proof of our lower bound is also more
natural: we relate the duals of the two convex optimization problems under consideration,
i.e. the problem of minimizing vector discrepancy, and the problem of minimizing the width
of a containing ellipsoid. Via this approach we arrive at a new discrepancy lower bound,
which is at least as strong as the determinant lower bound (up to a logarithmic factor), is
tight with respect to hereditary discrepancy up to the same asymptotic factor ofO(log3/2m),
and is efficiently computable. We believe our lower bound will have future applications in
discrepancy theory.
A separate but related line of recent works [Ban10, LM12, Rot14] gives constructive
versions of existence proofs in discrepancy theory.
2 Preliminaries
We start by introducing some basic notation.
For am×nmatrix A and a set S ⊆ [n], we denote by A|S the submatrix of A consisting of
those columns of A indexed by elements of S. Pk is the set of orthogonal projection matrices
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onto k-dimensional subspaces of Rm. We use range(A) for the range, i.e. the span of the
columns, of A. By σmin(A) and σmax(A) we denote, respectively, the smallest and largest
singular value of A. I.e., σmin(A) = minx:‖x‖2=1 ‖Ax‖2 and σmax(A) = maxx:‖x‖2=1 ‖Ax‖2.
In general, we use σi for the i-th largest singular value of A.
By X  0 (X ≻ 0) we denote that X is a positive semidefinite (resp. positive definite)
matrix, and by X  Y that Y −X  0.
Recall that for a block matrix
X =
(
A B
BT C
)
,
the Schur complement of an invertible block C in X is A−BTC−1B. When C ≻ 0, X  0
if and only if A−BTC−1B  0.
For a positive semidefinite (PSD) matrix X  0, we denote by X1/2 the principal square
root of X , i.e. the matrix Y  0 such that Y 2 = X .
2.1 Matrix Norms and Restricted Invertibility
The Schatten 1-norm of a matrix A, also known as the trace norm or the nuclear norm, is
equal to ‖A‖S1 =
∑
i σi(A) = tr((AA
T )1/2).
For a matrix A, we denote by ‖A‖2 = σmax(A) the spectral norm of A and ‖A‖HS =√∑
i σ
2
i (A) =
√∑
i,j a
2
i,j the Hilbert-Schmidt (or Frobenius) norm of A. We use ‖A‖1→2
for the maximum Euclidean length of the columns of the matrix A = (ai)
n
i=1, i.e. ‖A‖1→2 =
maxx:‖x‖1=1 ‖Ax‖2 = maxi∈[n] ‖Ai‖2.
A matrix A trivially contains an invertible submatrix of k columns as long as k ≤
rank(A). An important result of Bourgain and Tzafriri [BT87] (later strengthened by Ver-
shynin [Ver01], and Spielman and Srivastava [SS10]) shows that when k is strictly less than
the robust rank ‖A‖2HS/‖A‖22 of A, we can find k columns of A that form a well-invertible
submatrix. This result is usually called the restricted invertibility principle. Next we state
a weighted version of it, which can be proved by slightly modifying the proof of Spielman
and Srivastava [SS10]. Rather than describe the modification, we give a reduction of the
weighted version to the standard statement in Appendix A.
Theorem 5. Let ǫ > 0, let A be an m by n real matrix, and let Q be a diagonal matrix
such that Q  0 and tr(Q) = 1. For any integer k such that k ≤ ǫ2 ‖AQ1/2‖2HS
‖AQ1/2‖2
2
there exists a
subset S ⊆ [n] of size S = k such that σmin(A|S)2 ≥ (1 − ǫ)2‖AQ1/2‖2HS . Moreover, S can
be computed in deterministic polynomial time.
2.2 Geometry
Let conv{a1, . . . an} be the convex hull of the vectors a1, . . . , an.
A convex body is a convex compact subset of Rm. For a convex body K ⊆ Rm, the polar
body K◦ is defined by K◦ = {y : 〈y, x〉 ≤ 1 ∀x ∈ K}. A basic fact about polar bodies is that
for any two convex bodies K and L, K ⊆ L ⇔ L◦ ⊆ K◦. Moreover, a symmetric convex
body K and its polar body are dual to each other, in the sense that (K◦)◦ = K.
A convex body K is (centrally) symmetric if −K = K. The Minkowski norm ‖x‖K
induced by a symmetric convex body K is defined as ‖x‖K , min{r ∈ R : x ∈ rK}.
The Minkowski norm induced by the polar body K◦ of K is the dual norm of ‖x‖K and
also has the form ‖y‖K◦ = maxx∈K 〈x, y〉. It follows that we can also write ‖x‖K as
‖x‖K = maxy∈K◦ 〈x, y〉. For a vector y of unit Euclidean length, ‖y‖K◦ is the width of K in
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the direction of y, i.e. half the Euclidean distance between the two supporting hyperplanes of
K orthogonal to y. For symmetric body K, we denote by ‖K‖ = maxx∈K ‖x‖ the diameter
of K under the norm ‖ · ‖.
Of special interest are the ℓmp norms, defined for any p ≥ 1 and any x ∈ Rm by ‖x‖p =
(
∑m
i=1 |x|p)
1/p
. The ℓm∞ norm is defined for as ‖x‖∞ = maxmi=1 |xi|. The norms ℓmp and ℓmq
are dual if and only if 1p +
1
q = 1, and ℓ
m
1 is dual to ℓ
m
∞. We denote the unit ball of the
ℓmp norm by B
m
p = {x : ‖x‖p ≤ 1}. As with the unit ball of any norm, Bmp is convex and
centrally symmetric for p ∈ [1,∞].
An ellipsoid in Rm is the image of the ball Bm2 under an affine map. All ellipsoids
we consider are symmetric, and therefore, are equal to an image FBm2 of the ball B
m
2
under a linear map F . A full dimensional ellipsoid E = FBd2 can be equivalently defined
as E = {x : xT (FFT )−1x ≤ 1}. The polar body of a symmetric ellipsoid E = FBd2 is
the ellipsoid E◦ = {x : xTFFTx ≤ 1}. It follows that for E = FBm2 and for any x,
‖x‖E =
√
xT (FFT )−1x and for any y, ‖y‖E◦ =
√
yT (FFT )y.
2.3 Convex Duality
Assume we are given the following optimization problem:
Minimize f0(x) (1)
s.t.
∀1 ≤ i ≤ m : fi(x) ≤ 0. (2)
The Lagrange dual function associated with (1)–(2) is defined as g(y) = infx f0(x) +∑m
i=1 yifi(x), where the infimum is over the intersection of the domains of f1, . . . , . . . fm,
and y ∈ Rm, y ≥ 0. Since g(y) is the infimum of affine functions, it is a concave func-
tion. Moreover, g is upper semi-continuous, and therefore continuous over the convex set
{y : g(y) > −∞}.
For any x which is feasible for (1)–(2), and any y ≥ 0, g(y) ≤ f0(x). This fact is known
as weak duality. The Lagrange dual problem is defined as
Maximize g(y) s.t. y ≥ 0. (3)
Strong duality holds when the optimal value of (3) equals the optimal value of (1)–(2).
Slater’s condition is a commonly used sufficient condition for strong duality. We state it
next.
Theorem 6 (Slater’s Condition). Assume f0, . . . , fm in the problem (1)–(2) are convex
functions over their respective domains, and for some k ≥ 0, f1, . . . , fk are affine functions.
Let there be a point x in the relative interior of the domains of f0, . . . , fm, so that fi(x) ≤ 0
for 1 ≤ i ≤ k and fj(x) < 0 for k + 1 ≤ j ≤ m. Then the minimum of (1)–(2) equals the
maximum of (3), and the maximum of (3) is achieved if it is finite.
For more information on convex programming and duality, we refer the reader to the
book by Boyd and Vandenberghe.
2.4 Hereditary Discrepancy and Relaxations
For a m× n matrix A, discrepancy and hereditary discrepancy are defined as
disc(A) , min
x∈{±1}n
‖Ax‖∞ herdisc(A) , max
S⊆[n]
disc(A|S).
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Vector discrepancy is a convex relaxation of discrepancy in which one can assign arbitrary
unit vectors rather than ±1 to the columns of A. Formally, let Sn−1 be the unit sphere in
R
n, and define
vecdisc(A) , min
u1,...,un∈Sn−1
m
max
i=1
∥∥∥∥∥∥
n∑
j=1
Aijuj
∥∥∥∥∥∥
2
From a computational complexity perspective, the important property of vector dis-
crepancy vecdisc(A) is that it can be approximated to within an arbitrarily small additive
constant ǫ in time polynomial in log 1ǫ by (approximately) solving a semidefinite program.
The following lower bound on vector discrepancy follows by weak convex duality for semidef-
inite programming (see [Mat13]).
Lemma 7. For any m×n matrix A, and any m×m diagonal matrix P ≥ 0 with tr(P ) = 1,
we have vecdisc(A) ≥ √nσmin(P 1/2A).
We define a spectral lower bound based on Lemma 7.
specLB(A) ,
n
max
k=1
max
S⊆[n]:|S|=k
max
P
√
kσmin(P
1/2A|S),
where P ranges over positive (i.e. P  0) m ×m diagonal matrices satisfying tr(P ) = 1.
Lemma 7 implies immediately that hvecdisc(A) ≥ specLB(A).
Notice that it is not clear whether specLB(A) can be computed efficiently. One of our
main contributions is to develop a lower bound on hereditary (vector) discrepancy which is
tractable and can be related to specLB(A).
2.5 Vector Balancing and Banaszczyk’s Theorem
A well-known conjecture by Komlo´s states that disc(A) ≤ C‖A‖1→2, for an absolute con-
stant C. The conjecture remains open, and the best known result towards resolving it is a
discrepancy bound of O(
√
logn ‖A‖1→2) due to Banaszczyk [Ban98]. Banaszczyk’s result in
fact concerns the more general vector balancing problem of determining sufficient conditions
under which there exists an assignment of signs x ∈ {±1}n such that Ax ∈ K for given
m× n matrix A and convex body K. This general version of Banaszczyk’s result is crucial
to our argument.
Theorem 8 ( [Ban98]). There exists a universal constant C such that the following holds.
Let A be an m by n real matrix such that ‖A‖1→2, and let K be a convex body in Rm such
that Pr[g ∈ K] ≥ 1/2 where g ∈ Rm is a standard m-dimensional Gaussian random vector,
and the probability is taken over the choice of g. Then there exists x ∈ {−1, 1}n such that
Ax ∈ CK.
Another partial result towards the Komlo´s conjecture is a recent bound by Nikolov [Nik13]
on the vector discrepancy of matrices A satisfying the condition ‖A‖1→2 ≤ 1. Here we state
a version of the bound that is stronger than the one stated in [Nik13]. However, a minor
variation of the same proof shows this stronger bound; we give the argument in Appendix B.
Theorem 9 ( [Nik13]). For any m×n matrix A satisfying ‖A‖1→2 ≤ 1, there exists a n×n
matrix X  0 such that ∀i ∈ [n] : Xjj = 1 and ‖AXAT ‖2 ≤ 1.
Note that the above theorem implies vecdisc(A) ≤ 1 because ‖AXAT‖2 ≤ 1 implies
eTi (AXA
T )ei ≤ 1 for all standard basis vectors ei. However, the spectral norm bound is
formally stronger then the vector discrepancy upper bound, and this will be essential in our
proofs.
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3 Ellipsoid Upper Bounds on Discrepancy
In this section we show that small-width ellipsoids provide upper bounds on both hered-
itary vector discrepancy and hereditary discrepancy. Giving such an upper bound is in
general challenging because it must hold for all submatrices simultaneously. The proofs use
Theorems 8 and 9. We start with the two main technical lemmas.
Lemma 10. Let A = (aj)
n
j=1 ∈ Rm×n, and let F ∈ Rm×m be a rank m matrix such that
∀j ∈ [n] : aj ∈ E = FBm2 . Then there exists a matrix X  0 such that ∀j ∈ [n] : Xjj = 1
and AXAT  FFT .
Proof. Observe that, aj ∈ E ⇔ F−1aj ∈ Bm2 . This implies ‖F−1A‖1→2 ≤ 1, and, by
Theorem 9, there exists an X with Xjj = 1 for all j such that (F
−1A)X(F−1A)T  I.
Multiplying on the left by F and on the right by FT , we have AXAT  FFT , and this
completes the proof.
Lemma 10 is our main tool for approximating hereditary vector discrepancy. By the re-
lationship between vector discrepancy and discrepancy established by Bansal (Corollary 2),
this is sufficient for a poly-logarithmic approximation to hereditary discrepancy. However,
to get tight upper bounds on discrepancy from small width ellipsoids (and improved ap-
proximation ratio), we give a direct argument using Banaszczyk’s theorem.
Lemma 11. Let A = (aj)
n
j=1 ∈ Rm×n, and let F ∈ Rm×m be a rank m matrix such that
∀j ∈ [n] : aj ∈ E = FBm2 . Then, for any set of vectors v1, . . . , vk ∈ Rm, there exists
x ∈ {±1}n such that ∀i ∈ [k] : |〈Ax, vi〉| ≤ C
√
(vTi FF
T vi) log k for a universal constant C.
Proof. Let P = {y : |〈y, vi〉| ≤
√
vTi FF
T vi ∀i ∈ [k]}. We need to prove that there exists an
x ∈ {−1, 1}n such that Ax ∈ (C√log k)P for a suitable constant C. Notice that the polar
body of P is
P ◦ = conv{±(vTi FFT vi)−1/2vi}ki=1.
Set K = F−1P . To show that there exists an x such that Ax ∈ (C√log k)P , we will show
that there exists an x ∈ {−1, 1}n such that F−1Ax ∈ (C√log k)K. For this, we will use
Theorem 8. As in the proof of Lemma 10, ‖F−1A‖1→2 ≤ 1. To use Theorem 8, we also
need to argue that for a standard Gaussian g, Pr[g ∈ (C√log k)K] ≥ 12 . To this end, we
compute the polar body of K as
K◦ = {y : 〈y, F−1x〉 ≤ 1 ∀x ∈ P} = {y : 〈(FT )−1y, x〉 ≤ 1 ∀x ∈ P}
= {FT z : 〈z, x〉 ≤ 1 ∀x ∈ P} = FTP ◦
By the definition of Minkowski norm, for any t ∈ R, y ∈ tK, if and only if
t ≥ ‖y‖K = sup
z∈K◦
〈y, z〉 = sup
z∈P◦
〈y, FT z〉 = kmax
i=1
1√
vTi FF
T vi
|〈y, FT vi〉|,
where the first equality is by the duality of ‖ · ‖K and ‖ · ‖K◦ , and the final equality holds
because the linear functional 〈y, FT z〉 is maximized at a vertex of P ◦. We have then that
y ∈ tK if and only if ∀i ∈ [k] : |〈y, FT vi〉|2 ≤ t2(vTi FFT vi). Let g be a standard m-
dimensional Gaussian vector. Then Eg|〈g, FT vi〉|2 = viFFT vi; by standard concentration
bounds, Pr[|〈g, FT vi〉|2 > t2(viFFT vi)] < exp(−t2/2). Setting t =
√
2 ln 2k and taking
a union bound over all i ∈ [k] gives us that Pr[g 6∈
√
2 ln 2k K] < 1/2. By Theorem 8,
this implies that there exists an x ∈ {−1, 1}n such that F−1Ax ∈ √2 ln 2k K, and, by
multiplying on both sides by F , it follows that Ax ∈
√
2 ln 2k P .
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Notice that the quantity
√
vTi FF
T vi is just the width of E in the direction of vi. The
property that all columns of a matrix A are contained in E is hereditary: if it is satisfied
for A, then it is satisfied for any submatrix of A. This elementary fact lends the power
of Lemmas 10 and 11: the bound given by ellipsoids is universal in the sense that the
discrepancy bound for any direction vi holds for all submatrices A|S of A simultaneously.
This fact makes it possible to upper bound hereditary discrepancy in arbitrary norms, and
in the sequel we do this for ℓm∞, which is the norm of interest for standard definitions of
discrepancy. We consider ellipsoids E that contain the columns of A and minimize the
quantity ‖E‖∞: the largest ℓ∞ norm of the points of E. Note that ‖E‖∞, for an ellipsoid
E = FBm2 , can be written as
‖E‖∞ = max
x∈E,y:‖y‖1=1
〈x, y〉 = max
y:‖y‖1=1
‖y‖E◦ = max
i∈[n]
√
eTi FF
T ei, (4)
where the first identity follows since ℓ1 is the dual norm to ℓ∞, and the final identity follows
from the formula for ‖ · ‖E◦ and the fact that a convex function over the ℓ1 ball is always
maximized at a vertex, i.e. a standard basis vector. The next theorem gives our main upper
bound on hereditary (vector) discrepancy, which is in terms of ‖E‖∞.
Theorem 12. Let A = (ai)
n
i=1 ∈ Rm×n, and let F be a rank m matrix such that ∀i ∈ [n] :
ai ∈ E = FBm2 . Then hvecdisc(A) ≤ ‖E‖∞, and herdisc(A) = O(
√
logm)‖E‖∞.
Proof. Let A|S be an arbitrary submatrix of A (S ⊆ [n]). Since all columns of A are
contained in E, this holds for all columns of A|S as well, and by Lemma 10, we have that
there exists X  0 with Xjj = 1 for all j ∈ S, and (A|S)X(A|S)T  FFT . Therefore, for all
i ∈ [m], eTi (A|S)X(A|S)T ei ≤ eiFFT ei ≤ ‖E‖2∞, by (4). Since S was arbitrary, this implies
the bound on hvecdisc(A). For bounding herdisc(A), in Lemma 11, set k = m and vi = ei
for i ∈ [m] and ei the i-th standard basis vector.
4 Lower Bounds on Discrepancy
In Section 3 we showed that the hereditary (vector) discrepancy of a matrix A can be upper
bounded in terms of the ‖E‖∞ for any E containing the columns of A. In this section we
analyze the properties of the minimal such ellipsoid and show that it provides lower bounds
for discrepancy as well. We use convex duality and the restricted invertibility theorem for
this purpose. The lower bound we derive is new in discrepancy theory and of independent
interest.
4.1 The Ellipsoid Minimization Problem and Its Dual
To formulate the problem of minimizing ‖E‖∞ = maxx∈E ‖x‖∞ as a convex optimization
problem we need the following well-known lemma, which shows that the matrix inverse is
convex in the PSD sense.
Lemma 13. For any two m×m matrices X ≻ 0 and Y ≻ 0, (12X+ 12Y )−1  12X−1+ 12Y −1.
Proof. Define the matrices
U =
(
X−1 I
I X
)
V =
(
Y −1 I
I Y
)
.
The Schur complement of X in U is 0, and therefore U  0, and analogously V  0.
Therefore U + V  0, and the Schur complement of X + Y in U + V is also positive
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semidefinite, i.e. X−1+Y −1−4(X+Y )−1  0. This completes the proof, after re-arranging
terms.
Consider a matrix A = (aj)
n
j=1 ∈ Rm×n of rank m. Let us formulate min{‖E‖∞ : ∀j ∈
[n] : aj ∈ E} as a convex minimization problem. The problem is defined as follows
Minimize t s.t. (5)
X ≻ 0 (6)
∀i ∈ [m] : eTi X−1ei ≤ t (7)
∀j ∈ [n] : aTj Xaj ≤ 1. (8)
Lemma 14. For a rank m matrix A = (aj)
n
j=1 ∈ Rm×n, the optimal value of the optimiza-
tion problem (5)–(8) is equal to min{‖E‖2∞ : ∀j ∈ [n] : aj ∈ E}. Moreover, the objective
function (5) and constraints (7)–(8) are convex over t ∈ R and X ≻ 0.
Proof. Let λ be the optimal value of (5)–(8) and µ = min{‖E‖∞ : ∀j ∈ [n] : aj ∈ E}.
Given a feasible X for (5)–(8), set E = X−1/2Bm2 (this is well-defined since X ≻ 0).
Then for any j ∈ [n], ‖aj‖E = aTj Xaj ≤ 1 by (8), and, therefore, aj ∈ E. Also, by (4),
‖E‖2∞ = maxmi=1 eTi Xei ≤ t. This shows that µ ≤ λ. In the reverse direction, let E = FBm2
be such that ∀j ∈ [n] : aj ∈ E. Then, because A is full rank, F is also full rank and
invertible, and we can define X = (FFT )−1 and t = ‖E‖2∞. Analogously to the calculations
above, we can show that X and t are feasible, and therefore λ ≤ µ.
The objective function and the constraints (8) are affine, and therefore convex. To show
(7) are also convex, let X1, t1 and X2, t2 be two feasible solutions. Then, Lemma 13 implies
that for any i, eTi (
1
2X1 +
1
2X2)
−1ei ≤ 12X−11 + 12X−12 ≤ 12 t1 + 12 t2, and constraints (7) are
convex as well.
Theorem 15. Let A = (aj)
n
j=1 ∈ Rm×n be a rank m matrix, and let µ = min{‖E‖∞ : ∀j ∈
[n] : aj ∈ E}. Then,
µ2 =max ‖P 1/2AQ1/2‖2S1 s.t. (9)
tr(P ) = tr(Q) = 1 (10)
P,Q  0;P,Q diagonal. (11)
Proof. We shall prove the theorem by showing that the convex optimization problem (5)–(8)
satisfies Slater’s condition, and its Lagrange dual is equivalent to (9)–(11). Let us first verify
Slater’s condition. We define the domain for constraints (7) as the open cone {X : X ≻ 0},
which makes the constraint X ≻ 0 implicit. Let r = ‖A‖1→2, X = 1r I, and t = r + ε for
some ε > 0. Then the affine constraints (8) are satisfied exactly, and the constraints (7) are
satisfied with slack since ε > 0. Moreover, by Lemma 14, all the constraints and the objective
function are convex. Therefore, (5)–(8) satisfies Slater’s condition, and consequently strong
duality holds.
The Lagrange dual function for (5)–(8) is
g(p, q) = inf
t,X≻0
t+
m∑
i=1
pi(e
T
i X
−1ei − t) +
n∑
j=1
qj(a
T
j Xaj − 1),
with dual variables p ∈ Rm and q ∈ Rn, p, q ≥ 0. Equivalently, writing p as a diagonal
matrix P ∈ Rm×m, P  0, q as a diagonal matrix R ∈ Rn×n, R  0, we have g(P,R) =
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inft,X≻0 t+ tr(PX
−1)− tr(tP ) + tr(ARATX)− tr(R). If tr(P ) 6= 1, then g(P,R) = −∞,
since we can take t to −∞ while keeping X fixed. On the other hand, for tr(P ) = 1, the
dual function simplifies to
g(P,R) = inf
X≻0
tr(PX−1) + tr(ARATX)− tr(R). (12)
Since X ≻ 0 implies X−1 ≻ 0, g(P,R) ≥ −tr(R) > −∞ whenever tr(P ) = 1. Therefore,
g(P,R) is continuous over the set of diagonal positive semidefinite P , R such that tr(P ) = 1.
For the rest of the proof we assume that P and ARAT are rank m. This is without loss of
generality by the continuity of g and because both assumptions can be satisfied by adding
arbitrarily small perturbations to P and R. (Here we use the fact that A is rank m.)
After differentiating the right hand side of (12) with respect to X , we get the first-order
optimality condition
X−1PX−1 = ARAT . (13)
Multiplying by P 1/2 on the left and the right and taking square roots gives the equivalent
condition P 1/2X−1P 1/2 = (P 1/2ARATP 1/2)1/2. This equation has a unique solution, since
P and ARAT were both assumed to be invertible. Since tr(PX−1) = tr(P 1/2X−1P 1/2) and
also, by (13), tr(ARATX) = tr(X−1P ) = tr(PX−1), we simplify g(P,R) to
g(P,R) = 2tr((P 1/2ARATP 1/2)1/2)− tr(R) = 2‖P 1/2AR1/2‖S1 − tr(R). (14)
We showed that (5)–(8) satisfies Slater’s condition and therefore strong duality holds, so
by Theorem 6 and Lemma 14, µ2 = max{g(P,R) : tr(P ) = 1, P,R  0, diagonal}. Let us
define new variables Q and c, where c = tr(R) and Q = R/c. Then we can re-write g(P,R)
as
g(P,R) = g(P,Q, c) = 2‖P 1/2A(cQ)1/2‖S1 − tr(cQ) = 2
√
c‖P 1/2AQ1/2‖S1 − c.
From the first-order optimality condition dgdc = 0, we see that maximum of g(P,Q, c) is
achieved when c = ‖P 1/2AQ1/2‖2S1 and is equal to ‖P 1/2AQ1/2‖2S1 . Therefore, maximizing
g(P,R) over diagonal positive semidefinite P and R such that tr(P ) = 1 is equivalent to the
optimization problem (9)–(11). This completes the proof.
4.2 Spectral Lower Bounds via Restricted Invertibility
In this subsection we relate the dual formulations of the min-ellipsoid problem from Sec-
tion 4.1 to the dual of vector discrepancy, and specLB in particular. The connection is via
the restricted invertibility principle and gives our main lower bounds on hereditary (vector)
discrepancy.
Lemma 16. Let A be an m by n real matrix, and let Q  0 be a diagonal matrix such that
tr(Q) = 1. Then there exists a submatrix A|S of A such that |S|σmin(A|S)2 ≥ c
2‖AQ1/2‖2S1
(logm)2 ,
for a universal constant c > 0. Moreover, given A as input, S can be computed in deter-
ministic polynomial time.
Proof. By homogeneity of the nuclear norm and the smallest singular value, it suffices to
show that if ‖AQ1/2‖2S1 = 1, then |S|σmin(A|S)2 ≥ c
2
(logm)2 for a set S ⊆ [n].
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Let Tk = {i ∈ [m] : 2−k−1 ≤ σi(AQ1/2) ≤ 2−k} for an integer 0 ≤ k ≤ log2m, and
R = {i ∈ [m] : σi(AQ1/2) ≤ 12m}. Then
log2 m∑
k=0
∑
i∈Tk
σi(AQ
1/2) = 1−
∑
i∈R
σi(AQ
1/2) ≥ 1/2,
since |R| ≤ m. Therefore, by averaging, there exists a k∗ such that ∑i∈Tk∗ σi(AQ1/2) ≥
1
2 log2 m
. Let Π be the projection operator onto the span of the left singular vectors of
AQ1/2 corresponding to the singular values σi(AQ
1/2) for i ∈ Tk∗ . Setting τ = 12 log2 m and
r = |Tk∗ | = rank(ΠAQ1/2), we have ‖ΠAQ1/2‖S1 ≥ τ by the choice of k∗, and ‖ΠAQ1/2‖2 ≤
2τ/r because all values of ΠAQ1/2 are within a factor of 2 from each other. Finally, applying
Cauchy-Schwarz to the singular values of ΠAQ1/2, we have that ‖ΠAQ1/2‖HS ≥ τ/r1/2.
By Theorem 5 applied with ǫ = 12 , there exists a set S of size |S| ≥ r/16 such that
σmin(ΠA|S)2 ≥ τ2/4r, implying that
|S|σmin(A|S)2 ≥ |S|σmin(ΠA|S)2 ≥ 1
64
τ2.
Moreover, S can be computed in deterministic polynomial time.
Theorem 17. Let µ = min{‖E‖∞ : ∀j ∈ [n] : aj ∈ E} for a rank m matrix A = (aj)nj=1.
Then
µ = O(logm) hvecdisc(A).
Moreover, we can compute in deterministic polynomial time a set S ⊆ [n] such that µ =
O(logm) vecdisc(A|S).
Proof. Let P and Q be optimal solutions for (9)-(11). By Theorem 15, µ = ‖P 1/2AQ1/2‖S1 .
Then, by Lemma 16, applied to the matrices P 1/2A and Q, there exists a set S ⊆ [n],
computable in deterministic polynomial time, such that
specLB(A) ≥
√
|S|σmin(P 1/2A|S) ≥ c‖P
1/2AQ1/2‖S1
logm
=
cµ
logm
. (15)
The determinant lower bound of Lovasz, Spencer, and Vesztergombi [LSV86] is equal
to the maximum of | detAS,T | over all submatrices AS,T of A. We note that up to the log
factor, the lower bound (15) is at least as strong. In particular, assume the determinant
lower bound is maximized by a k × k submatrix AS,T induced by a subset S of the rows
and a subset T of the columns. Then we can set P = 1k diag(1S) and Q =
1
k diag(1T ),
and ‖P 1/2AQ1/2‖S1 = 1k‖AS,T‖S1 is at least as large as | detAS,T | by the geometric mean-
arithmetic mean inequality applied to the singular valus of AS,T .
5 The Approximation Algorithm
We are now ready to give our approximation algorithm for hereditary vector discrepancy
and hereditary discrepancy. In fact, the algorithm is a straightforward consequence of the
upper and lower bounds we proved in the prior sections.
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Theorem 18 (Theorems 3,4, restated). There exists a polynomial time algorithm that,
on input an m × n real matrix A = (aj)nj=1, computes a value α such that the following
inequalities hold
α ≤ hvecdisc(A) ≤ O(logm) · α
α ≤ herdisc(A) ≤ O(log3/2m) · α
Moreover, the algorithm finds a submatrix A|S of A, such that α ≤ vecdisc(A|S).
Proof. We first ensure that the matrix A is of rankm by adding a tiny full rank perturbation
to it, and adding extra columns if necessary2. By making the perturbation small enough,
we can ensure that it affects herdisc(A) and hvecdisc(A) negligibly. Let µ = min{‖E‖∞ :
∀j ∈ [n] : aj ∈ E}. The value α we output is α = µ/(C logm), where C is a sufficiently
large constant so that the asymptotic expression in Theorem 17 holds. The approximation
guarantees follow from Theorems 12 and 17, and S is computed as in Theorem 17.
To compute α in polynomial time, we solve (5)–(8). By Lemma 14, this is a convex
minimization problem, and as such can be solved using the ellipsoid method up to an ǫ-
approximation in time polynomial in the input size and in log ǫ−1. The optimal value is
equal to µ by Lemma 14, and, therefore, we can compute an arbitrarily good approximation
to α in polynomial time.
6 A Geometric Consequence
In this section we derive a geometric consequence of Lemma 16. Specifically, we prove that
any convex body K is contained in an ellipsoid whose Gaussian width is bounded in terms
of the Kolmogorov widths of K. While not necessary for our approximation algorithm, this
result may be of independent interest.
Let us first define the Kolmogorov widths for a convex body K.
Definition 1. The Kolmogorov width dk(K) of a symmetric convex body K ⊆ Rn is equal
to dk(K) , minΠ∈Pn−k+1 ‖ΠK‖2, i.e. the minimum radius (in ℓ2) of any projection of K
of co-dimension k − 1.
We note that Kolmogorov width is more generally defined for linear operators between
Banach spaces, and the definition above is the special case of the Kolmogorov width of the
identity operator I : X → ℓ2, where X is a finite-dimensional Banach space with unit ball
K.
Lemma 16 implies the following result.
Theorem 19. Let K ⊆ Rn be a symmetric convex body. There exists an ellipsoid E = FBn2
containing K such that
‖F‖HS ≤ (C logn) nmax
k=1
√
kdk(K),
for a universal constant C.
2There are other, more numerically stable ways to reduce to the full rank case, e.g. by projecting A
onto its range and modifying the norms we consider accordingly. We choose the perturbation approach for
simplicity.
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The proof of the result relies on Lemma 16 and an optimization problem over ellipsoids
containing K that is closely related to the problem of minimizing width in coordinate direc-
tions, discussed in prior sections. Let v1, . . . , vN be points in R
n, and consider the problem
of minizing ‖F‖2HS subject to v1, . . . , vN ∈ E = FBn2 . The problem can be formulated as
Minimize tr(X−1) s.t. (16)
X ≻ 0 (17)
∀i ∈ [N ] : vTi Xvi ≤ 1. (18)
The constraints (18) are affine, and the convexity of the objective (16) follows from Lemma 13.
An argument analogous to the one in the proof of Theorem 15 shows that the Lagrange dual
function for (16)–(18) is
g(R) = ‖V R1/2‖S1 − tr(R),
where V is the matrix whose columns are v1, . . . , vN , and R is a non-negativeN×N diagonal
matrix. Again analogously to Theorem 15, the Lagrange dual problem is to maximize g(R)
over all non-negative diagonal R, and by strong duality we have the equality
min{‖F‖2HS : ∀i ∈ [N ] vi ∈ E = FBn2 } = max{g(R) : R  0, diagonal} (19)
= max{‖V Q1/2‖2S1 : Q  0, diagonal, tr(Q) = 1}.
Proof of Theorem 19: Let v1, . . . , vN be chosen to form a sufficiently dense net on the
boundary of K and let E = FBn2 be the ellipsoid containing v1, . . . , vN that minimizes
‖F‖2HS ; by taking N sufficiently large, we can ensure that K ⊆ (1 + ǫ)E for an arbitrary
small ǫ.
Let V be the matrix whose columns are the points v1, . . . , vN . By (19) and Lemma 16
(with V used in the role of A), there exists a set S ⊆ [N ] and an absolute constant c such
that
|S|σmin(V |S)2 ≥ c
(logn)2
‖F‖2HS . (20)
We claim that for s = |S|, k = ⌈s/2⌉, and any Π ∈ Pn−k+1 there exists an i ∈ S such that
‖Πvi‖22 ≥ σmin(V |S)2/2. This suffices to prove the theorem, since, together with (20), it
implies that kdk(K)
2 ≥ c/2(logn)2 ‖F‖HS .
Define M , (V |S)(V |S)T and fix some Π ∈ Pn−k+1. By averaging, it suffices to show
that
1
s
∑
i∈S
‖Πvi‖22 =
1
s
tr((V |S)TΠ(V |S)) ≥ σmin(V |S)2/2.
Let Π = UUT , where U is a matrix with n−k+1 mutually orthogonal unit columns. Then,
by the Cauchy interlace theorem (see Lemma 22 in Appendix B),
λk(U
TMU) ≥ λ2k−1(M) ≥ λs(M) = σmin(V |S)2.
Therefore, we have
1
s
tr((V |S)TΠ(V |S)) = 1
s
tr((UTV |S)T (UTV |S)) = 1
s
tr((UTV |S)(UTV |S)T )
=
1
s
tr(UTMU) ≥ k
s
λk(U
TMU) ≥ 1
2
σmin(V |S)2.
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As remarked above, this completes the proof of the theorem together with (20).
The Hilbert-Schmidt norm ‖F‖HS has several natural geometric interpretations in terms
of the ellipsoid E = FBn2 . On one hand, ‖F‖2HS is equal to the sum of squared lengths (in
ℓ2) of the major axes of E. By an easy calculation, ‖F‖HS is also equivalent up to constants
to the norm ℓ∗(K) , E‖g‖K◦ = Emaxx∈K |〈x, g〉|, where g is a standard m-dimensional
Gaussian random variable (see, e.g. [Tal05]). This quantity is also known as the Gaussian
width of K. Phrased in these terms, Theorem 19 shows that for any n-dimensional convex
symmetric K there exists an ellipsoid E containing K such that
ℓ∗(E) ≤ (C log n) nmax
k=1
√
kdk(K). (21)
A qualitatively weaker bound follows from a theorem of Carl and Dudley’s chaining bound.
Carl [Car81] showed that for an absolute constant C1,
n
max
k=1
√
kek(K) ≤ C1 nmax
k=1
√
kdk,
where ek(K) is the k-th entropy number of K, i.e. the least r such that K can be covered
by at most 2k−1 copies of rBn2 . Dudley’s chaining argument [Dud67, Tal05] implies that
there exists a constant C2 such that ℓ
∗(K) ≤ (C2 logn)maxnk=1
√
kek(K); combining the
two bounds we have that
ℓ∗(K) ≤ (C3 logn) nmax
k=1
√
kdk(K), (22)
where C3 = C1C2. This is readily implied by (21) (up to the value of the constant), because
K ⊆ E implies ℓ∗(K) ≤ ℓ∗(E). However, there are examples where (21) is near-tight
while (22) is loose. For example, for the ℓn1 -ball B
n
1 , max
n
k=1
√
kdk(B
n
1 ) = Ω(
√
n) and
ℓ∗(Bn1 ) = Θ(
√
logn), while for any ellipsoid E containing B1 we have ℓ
∗(E) = Ω(
√
n), as
can be seen from (19).
7 Conclusion
We gave an O(log3/2 n)-approximation algorithm for the hereditary discrepancy of a matrix
A, by approximately characterizing the hereditary vector discrepancy of a matrix in terms
of a simple convex program: that of minimizing ‖E‖∞ over all E that contain the columns
of A.
Our lower bound is “constructive”: we can construct in polynomial time a submatrix A|S
demonstrating the lower bound on hvecdisc(A) and hence on herdisc(A). Our upper bound
for hvecdisc(A) is also “constructive” in that the ellipsoid E∗ gives a recipe to construct a
vector solution to the vecdisc(A|S) given any S. Our O(log3/2) upper bound for herdisc(A)
is however non-constructive as it uses the result of Banaszczyk [Ban98], whose proof does
not yield an efficient algorithm for computing the sign vector x. We can however use the
result of Bansal to algorithmically get a coloring for any given S, at the cost of losing a
factor of
√
logn in the approximation.
We leave open several questions of interest. One natural question is whether our ap-
proximation ratios can be improved. The best known hardness of approximating hereditary
discrepancy is 2, but we conjecture that the hardness is superconstant. Another interest-
ing question is whether the guarantee for Bansal’s algorithm (Theorem 1) can be improved
by a factor of O(
√
logm), which would make it tight. This question was previously posed
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by Matousˇek [Mat13]. Such an improvement would also imply a constructive proof of Ba-
naszczyk’s theorem. A further question concerns the complexity of computing herdisc(A)
exactly. Deciding whether herdisc(A) ≤ t for any t is naturally in ΠP2 , but not know to be
in NP. Is this problem complete for ΠP2?
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A Weighted Restricted Invertibility
In this section we show that the weighted restricted invertibility principle reduces to the
standard version of the principle. Let us first give a statement of the principle, in a version
proved by Spielman and Srivastava.
Theorem 20 ( [SS10]). Let ǫ > 0, and let A be an m by n real matrix. For any integer k
such that k ≤ ǫ2 ‖A‖2HS
‖A‖2
2
there exists a subset S ⊆ [n] of size S = k such that σmin(A|S)2 ≥
(1− ǫ)2 ‖A‖2HSn . Moreover, S can be computed in deterministic polynomial time.
The reduction of Theorem 5 to Theorem 20 is based on the following simple technical
lemma.
Lemma 21. Let Q  0 be a diagonal matrix with rational entries, such that tr(Q) = 1.
Then for any m by n matrix A = (aj)
n
j=1, there exists a m × nQ matrix AQ such that
AQA
T
Q = nQAQA
T . Moreover, all columns of AQ are columns of A.
Proof. Let nQ be the least common denominator of all diagonal entries of Q, that is nQQ =
R for an integral diagonal matrix R. Let then AQ be a matrix with Rjj copies of each aj .
Clearly,
AQA
T
Q =
n∑
j=1
Rjjaja
T
j = ARA
T = nQAQA
T .
Observe, finally, that the number of columns of AQ is equal to
∑n
j=1 Rjj = nQ
∑n
j=1Qjj =
nQ.
Proof of Theorem 5: By introducing a tiny perturbation to Q, we can make it rational
while changing ‖AQ1/2‖HS and ‖AQ1/2‖2 by an arbitrarily small amount. Therefore, we
assume that Q is rational. Then, by Lemma 21, there exists a matrix AQ with nQ columns
all of which are columns of A, such that AQA
T
Q = nQAQA
T . Let k be arbitrary integer
such that
k ≤ ǫ2 ‖AQ
1/2‖2HS
‖AQ1/2‖22
= ǫ2
tr(AQAT )
λmax(AQAT )
= ǫ2
nQtr(AQA
T
Q)
nQλmax(AQATQ)
= ǫ2
‖AQ‖2HS
‖AQ‖22
,
where λmax(M) is used to denote the largest eigenvalue of a matrix M . By Theorem 20,
there exists a set SQ of size k, such that
σmin(AQ|SQ)2 ≥ (1−ǫ)2
‖AQ‖2HS
nQ
= (1−ǫ)2 tr(AQA
T
Q)
nQ
= (1−ǫ)2tr(AQAT ) = (1−ǫ)2‖AQ1/2‖2HS .
But since all columns of AQ are also columns of A, and no column in AQ|SQ can be repeated
or otherwise σmin(AQ|SQ) = 0, there exists a set S ⊆ [n] such that σmin(A|S)2 ≥ (1 −
ǫ)2‖AQ1/2‖2HS .
B Vector Discrepancy for the Komlo´s Problem
Theorem 9 follows from the arguments in [Nik13] with few modifications. Here we sketch
the argument.
We need a well-known lemma, also known as the Cauchy Interlace Theorem. It follows
easily from the variational characterization of eigenvalues.
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Lemma 22. Let M be a symmetric real matrix with eigenvalues λ1 ≥ . . . ≥ λn. Let also
U ∈ Rn×k be a matrix with mutually orthogonal unit columns. Then for 1 ≤ i ≤ k,
λn−k+i(M) ≤ λi(UTMU) ≤ λi(M).
The following is an immediate consequence of Lemma 22.
Lemma 23. Let M ∈ Rn×n : M  0 be a symmetric real matrix with eigenvalues σ1 ≥
. . . ≥ σn ≥ 0. Let also U ∈ Rn×k be a matrix with mutually orthogonal unit columns. Then
det(UTMU) ≤ σ1 . . . σk.
The next lemma follows from strong duality for semidefinite programming (see [Mat13]).
Lemma 24. For any real m × n matrix A, the minimum of ‖AXAT ‖22 over X  0 such
that ∀j ∈ [n] : Xjj = 1 is equal to D2 if and only if there exists a matrix P  0, tr(P ) = 1,
and a diagonal matrix Q ≥ 0, such that
tr(Q) ≥ D2 (23)
and for all z ∈ Rn
zTATPAz ≥ zTQz. (24)
The final lemma we need was proved in [Nik13]. It can be proved using the fact that the
function
∑n
i=1 e
zi is symmetric and convex in z = (zi)
n
i=1, and therefore is Schur-convex.
Lemma 25. Let x1 ≥ . . . ≥ xn > 0 and y1 ≥ . . . ≥ yn > 0 such that
∀k ≤ n : x1 . . . xk ≥ y1 . . . yk
Then,
∀k ≤ n : x1 + . . .+ xk ≥ y1 + . . .+ yk.
Theorem 26 (Theorem 9, restated). For any m×n matrix A = (ai)ni=1 satisfying ∀i ∈ [n] :
‖ai‖2 ≤ 1 there exists a n×n matrix X  0 such that ∀i ∈ [n] : Xjj = 1 and ‖AXAT ‖2 ≤ 1.
Proof. We will use Lemma 24 with D =
√
1 + ǫ for an arbitrary ǫ > 0. Assume for con-
tradiction that there exist P and Q such that (23) and (24) are satisfied. Let us define
qi = Qii, and also pi = σi(P ). Let, without loss of generality, q1 ≥ . . . ≥ qn > 0. Denote by
A[k] the matrix (a1, . . . , ak) and by Qk the diagonal matrix with q1, . . . , qk on the diagonal.
We first show that
∀k ≤ n : det(AT[k]PA[k]) ≤ p1 . . . pk. (25)
Let u1, . . . uk be an orthonormal basis for the range of A[k] and let Uk be the matrix
(u1, . . . uk). Then A[k] = UkU
T
k A[k]. Each column of the square matrix U
T
k A[k] has norm at
most 1, and, by Hadamard’s inequality,
det(AT[k]Uk) = det(U
T
k A[k]) ≤ 1.
Therefore,
∀k ≤ n : det(AT[k]PA[k]) ≤ det(UTk PUk).
By Lemma 23, we have that det(UTk PUk) ≤ p1 . . . pk, which proves (25).
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By (24) we know that for all k and for all u ∈ Rk, uTAT[k]PA[k]u ≥ uTQku, since we can
freely choose z such that zi = 0 for all i > k. Then, we have that
∀k ≤ n : det(AT[k]PA[k]) ≥ det(Qk) = q1 . . . qk (26)
Combining (25) and (26), we have that
∀k ≤ n : p1 . . . pk ≥ q1 . . . qk (27)
By Lemma 25, (27) implies that 1 =
∑m
j=1 pj ≥
∑n
j=1 pj ≥
∑n
i=1 qi ≥ 1+ ǫ, a contradiction.
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