The onset of chaotic behavior in a generalization of the Lotka-Volterra system with three additional factors-predator satiety, predator competition for prey, and seasonal changes-is investigated. The study is based on Chirikov's resonance overlap method, which allows one to analyze the conditions of occurrence of resonances and interaction between them. Resonances emerge under the influence of the perturbation term, which models the seasonal change factor. Chirikov's resonance overlap method makes it possible to determine the value of the seasonal change factor at which the original system exhibits a chaotic behavior.
Introduction
In this paper, we study the mathematical biology equation proposed by Lotka (1925) and Volterra [6] (1926) , which describes the interaction in predator-prey systems. Later, this equation was given the name of Lotka-Volterra system. The basic model is the classical Lotka-Volterra system to which the author added three additional factors. The first two factors are the predator satiety and the competition of predators for prey [2] . They provide a more realistic description of the interaction between species in the system. These factors can be introduced in various ways. In the present paper, they are chosen so that the action-angle coordinates can be represented in terms of elliptic integrals. The third additional factor is seasonality, which provides for a more realistic account of the interaction of the two species with the external environment. In this paper, the seasonal factor is represented by an external periodic perturbation force. This force acting upon the Lotka-Volterra system with predator satiety and competition of predators for prey may cause resonances in the system. As the seasonal parameter changes, the system can exhibit chaotic behavior. An important problem is to find the seasonal parameter values at which the system exhibits chaotic behavior. There are different approaches to this problem. In this paper, Chirikov's resonance overlap criterion [3] is used as a tool for determining these values.
In this paper, the following problems are stated: -Analyze the onset of chaos in the system under consideration using Chirikov's resonance overlap method.
-Determine the values of the seasonal parameter at which the system exhibits chaotic behavior. -Reveal the specific features of the application of Chirikov's resonance overlap method to the original equation and find out if it is reasonable to use this method. The investigation of the original equation is important because it is a realistic equation of mathematical biology. It takes into account the influence of seasonal factors that cause nonlinear interacting resonances in the system; as a result, the system exhibits a chaotic behavior.
terizing the interaction between resonances and a criterion for determining the values of this parameters at which the system begins to exhibit a chaotic behavior. To clarify the essence of the present study, we give a derivation of Chirikov's criterion for a system with 3/2 degrees of freedom following Zaslavsky [7] . The Hamiltonian of this system is 
(2.9)
In addition, assume that the difference
is small.
To simplify system of equations (2.7), (2.8), we make the typical approximation steps:
on the right-hand side of system (2.7), (2.8).
(2) Expand the frequency ) (I  using (2.10) as
(2.12) . For such values of ch K , the motion of the system becomes chaotic. Thus, the distance between the adjacent resonances  and the frequency width of the resonance   determine the conditions under which the system starts to exhibit chaotic behavior.
Specific features of the application of Chirikov's method in the problem under study.
In the problem studied in this paper, there is only one external force frequency  . For this reason, the constant 1 0  l in (2.6). Therefore, the adjacent resonances differ by one in the value of the index 0 k in (2.6). Consequently, we can use (2.6) to derive the distance between resonances  in the form
(2.23) This formula implies that
(2.24) Now, the critical value of Chirikov's parameter, which will be later used to investigate the given system in Section 4, is
Upon the brief presentation of Chirikov's resonance overlap method has been completed, we proceed to the definition of the main factors characterizing the dynamics of the original system.
Definition of the Main Factors of the Original System Needed to Apply Chirikov's Resonance Overlap Method
First, we note that the original system must satisfy the following conditions needed for Chirikov's resonance overlap method: the system can be formulated in terms of Hamilton equations (Hamiltonian formalism); action-angle variables must be defined for it; the perturbation term must be expandable in the Fourier series with respect to time and the angle variable in a manageable fashion. The classical Lotka-Volterra system does not satisfy the last condition. For that reason, I propose and investigate an appropriate model consisting of an unperturbed and perturbed parts. The unperturbed part is a generalization of the Lotka-Volterra system with regard to the predator satiety and the competition of predators for prey. For the perturbed part, the perturbation term must be defined. We are coming now to the specific definition of the system factors.
Construction of the Hamiltonian of the generalization of the Lotka-Volterra system and definition of the perturbation term
Since the application of Chirikov's method is based on the knowledge of the Hamiltonian of the unperturbed system and the perturbation term, we proceed to their definition. The unperturbed generalization of the Lotka-Volterra system is chosen to be integrable in terms of elliptic functions (this point will be discussed in Subsection 3.3 in detail). It is written as )) ( 3
Here, x is the prey population, y is the predator population, and the term )) ( 3
takes into account the interaction between the species; the denominator accounts for the predator satiety and the competition of predators for prey. The generalization of the Lotka-Volterra system with perturbation is Lotka-Volterra system using Chirikov's resonance overlap method In this form, the perturbation term is inconvenient for the analysis. The expression
can be transformed. To this end, subtract (3.1.10) from (3.1.9). This yields )) ( 3 
As a result, we obtain the general form of the perturbation term
The dynamic variable  is calculated by quadratures ( 
Construction of action-angle variables for the unperturbed generalization of the Lotka-Volterra system and calculation of the perturbation term by quadratures
Action-angle variables are the most convenient ones for Chirikov's resonance overlap method [1, 5] . For that reason, we introduce such variables for unperturbed generalization of Lotka-Volterra system (3.1.1), (3.1.2). The introduction of these variables will enable us to find the frequency of oscillations of the unperturbed system and calculate the perturbation term by quadratures. The first step in the construction of the action-angle variables is the derivation of a quadrature expression for the variable  . 
The form of the function f suggests a new transformation of the equations.
(3.
2.5)
The right-hand sides of these equations have the common term . 
2.6)
This equation has only one term on the right-hand side. We try to simplify it by dividing the left-hand and right-hand sides of (3.2.6) by f . Let Then, upon the division by f , (3.2.6) takes the form
The right-hand side of (3.2.8) differs from the right-hand side of (3.2.1) only by the factor
. By multiplying the left-hand and right-hand sides of Eq. (3.2.1) by
( 
It is clear that these equations are very similar to the equations in terms of the action-angle variables. The next step is as follows. Find the generating function of the corresponding canonical transform ) , ( I  w  S . The Hamilton-Jacobi equation is
( can be written in terms of elliptic integrals (3.3.17) up to changes of variables using elementary functions.
Construction of the Angle Variable in Terms of Elliptic Integrals and Explicit Determination of the Dynamic Variable  and the Perturbation Term
To explicitly determine the dynamic variable  , we use expression ( 
In (3. 3. 6). we want to get rid of one of the three factors in the denominator of the integrand. For this purpose, we make the change of variables In the new variables, (3.3.6) takes the form
The integral in (3.3.8) is very similar to an elliptic integral. To make them completely identical, we should get rid of the denominator in one of the radicand factors. For this purpose, we make the change of variables 
(3.3.15) Now, the limits of integration are within the required range. However, the integral above is the difference of two elliptic integrals. Let us rewrite (3.3.15) as
(3.3.16) Formula (3.3.16) can be rewritten as is written in terms of elliptic integrals. Up to a constant, it coincides with the angle variable. Thus, we have completed the construction of the angle variable. Next, we determine the dynamic variable  in explicit form.
From (3.3.17), we obtain the following expression for the oscillation period of unperturbed system (3.1.1), (3.1.2): 
By inverting the integral on the right-hand side of (3.3.19), we obtain The left-hand side of (3.3.21) can be written as 
Furthermore, take into account the fact that 
(3.3.24) Formula (3.3.24) can be rewritten as
(3.3.25) Thus, we have obtained the dynamic variable  in explicit form (3.3.25). Using the explicit expression for , we can also explicitly determine the perturbation term V .
Expansion of the perturbation term in the Fourier series with respect to time and the angle variable
To expand the perturbation term in the Fourier series with respect to time and the angle variable, we find the Fourier coefficients n С for the perturbation term. Find the Fourier coefficients of the function ) ( 
It is seen that 0  z is a second-order pole. To calculate the integral, we should find the residue at this pole. Find the first-and second-order derivatives of the
The second-order derivative of
(3.4.18)
Now we can find the values of these derivatives at zero:
Thus, we have the following expression for ) (z f :
(3.4.21)
Rewrite this formula in the form of Laurent series )) 1 ( 
Hence, the Fourier series for the function  is Next, we use the fact that 2 ) 6 (  G and 9
to write the expansion of
(3.4.29)
Take into account the fact that V has the form ... 3 2 9
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The expansion of V in the Taylor series in powers of  suggests the use of a model equation. In this paper, we use the model V defined
The terms that are linear in t can be eliminated: 
Determination of the resonance value of the action variable
Now we want to determine the key quantities affecting the emergence of nonlinear resonances and interaction between them in the original system. Consider in detail the determination of the resonance value of the action variable. For this purpose, return to Subsection 3.2, where the action-angle variables were introduced. Consider the following formulas: - The difficulty is in obtaining an explicit representation of the roots Computations for the right-hand side of Eq. (3.5.7) show that, for positive  , this function first increases starting from zero, then attains its maximum 4/3 at 6   , and then decreases to zero at infinity. For negative  , this function begins at zero and increases with the increasing magnitude of  to infinity at the point
. Such a behavior of this function implies that, if  is such that the equation has three roots, then must be in the interval between 0 and 4/3. In Fig. 1 , these roots correspond to the intersection points of curves 1 and 2.
Consider two quadratic equations for  that model cubic equation 
Determination of the Critical Amplitude of the Seasonal Perturbation Term
Knowing the data found in the preceding sections, we now determine the values of the seasonal factor for which system (3.1.5), (3.1.6) exhibits a chaotic behavior. The presence of the seasonal perturbation term leads to resonances in the system. where I  is the width of the resonance, I  is the distance between the resonances,   is the frequency width of the resonance, and  is the frequency distance between the resonances. The frequency width of the resonance is found by the rule
Here,
is the magnitude of the Fourier coefficient of the perturbation term The frequency width of the resonance can be replaced with the half-sum of two adjacent resonance frequencies
(4.6)
The amplitude of the seasonal perturbation term  appears in formula (4.2) for the resonance frequency width. We find it from (4.6):
(4.7)
Formula (4.7) includes the derivative of the frequency  with respect to I rather than the frequency itself. In this paper, we use the As the frequency  increases, the resonances disappear one after another. It is seen from formula (3.3.18) that the frequency of the unperturbed system  has an upper limit. It is clear that the product  0 k (3.5.2) also has an upper limit. For that reason, when  is greater than this limit, the resonance of order 0 k disappears in the initial system. The plot displays three such values 1  , 2  , and 3  . Thus, the upper limit of the product ). In the plot, the values that are by an order of magnitude greater than unity are shown only in order to demonstrate the behavior of the function ) (  .
The features indicated above do not prevent the understanding of the mechanism of transition to chaos in the system under study.
Conclusions
Chirikov's resonance overlap method is used to investigate the transition to chaos of the system under consideration; this method enables one to estimate the interaction and overlap of the nonlinear resonances occurring in the system.
At the stage of preparing the system to the investigation by the proposed method, the following results were obtained:
it was proved that the system is Hamiltonian; actionangle variables were constructed; the actionangle variables were represented in terms of elliptic integrals; the perturbation term that models the seasonal factor was thoroughly investigated; expansion of the perturbation term in the Fourier series was obtained; the resonance value of the action variable was determined. These results suggest the conclusion that the chosen initial model is successful. As a result, both the unperturbed and perturbed parts of the initial system were thoroughly investigated.
The main results of this study are as follows:
a contribution to the investigation of the transition to chaos for the Lotka-Volterra system and its generalizations is made; the main trends of the transition to chaos for the initial system are revealed; the critical value of the perturbation term amplitude at which the system begins to exhibit a chaotic behavior due to the appearance and interaction of resonances is determined; the behavior of the resonances in this system related to changes in the number of resonances depending on the changes in the frequency of the external force is described. Thus, Chirikov's resonance overlap method made it possible to investigate the mechanism of the transition to chaos in a generalization of the Lotka-Volterra system.
