Joint scaling limit of site percolation on random triangulations in the
  metric and peanosphere sense by Gwynne, Ewain et al.
Joint scaling limit of site percolation on random triangulations
in the metric and peanosphere sense
Ewain Gwynne, Nina Holden, and Xin Sun
Abstract
Recent works have shown that random triangulations decorated by critical (p = 1/2) Bernoulli
site percolation converge in the scaling limit to a
√
8/3-Liouville quantum gravity (LQG) surface
(equivalently, a Brownian surface) decorated by SLE6 in two different ways:
• The triangulation, viewed as a curve-decorated metric measure space equipped with its graph
distance, the counting measure on vertices, and a single percolation interface converges with
respect to a version of the Gromov-Hausdorff topology.
• There is a bijective encoding of the site-percolated triangulation by means of a two-dimensional
random walk, and this walk converges to the correlated two-dimensional Brownian motion
which encodes SLE6-decorated
√
8/3-LQG via the mating-of-trees theorem of Duplantier-
Miller-Sheffield (2014); this is sometimes called peanosphere convergence.
We prove that one in fact has joint convergence in both of these two senses simultaneously.
We also improve the metric convergence result by showing that the map decorated by the full
collection of percolation interfaces (rather than just a single interface) converges to
√
8/3-LQG
decorated by CLE6 in the metric space sense.
This is the first work to prove simultaneous convergence of any random planar map model
in the metric and peanosphere senses. Moreover, this work is an important step in an ongoing
program to prove that random triangulations embedded into C via the so-called Cardy embedding
converge to
√
8/3-LQG.
1 Introduction
1.1 Overview
A planar map is a planar graph (multiple edges and self-loops allowed) embedded into the Riemann
sphere, viewed modulo orientation-preserving homeomorphisms of the sphere. Starting in the 1980’s,
physicists have interpreted random planar maps as the discrete analogs of random fractal surfaces
called Liouville quantum gravity (LQG) surfaces with parameter γ ∈ (0, 2) (see [DS11, Nak04] and
the references therein). Heuristically speaking, if D ⊂ C and h is some variant of the Gaussian free
field (GFF) on D, then for γ ∈ (0, 2) the γ-LQG surface corresponding to (D,h) is the random two-
dimensional Riemannian manifold with Riemannian metric tensor eγh (dx2 + dy2). The parameter γ
depends on the particular type of random planar map model under consideration. Uniform random
planar maps — including uniform maps with local constraints like triangulations and quadrangulations
— correspond to γ =
√
8/3, which is sometimes called “pure gravity”. This case will be our main
interest in this paper. Other values of γ correspond to random planar maps weighted by the partition
function of a statistical mechanics model, such as the Ising model (γ =
√
3) or the uniform spanning
tree (γ =
√
2).
The above definition of an LQG surface does not make literal sense since h is only a distribution,
not a function, so cannot be exponentiated. However, one can rigorously define various aspects of
LQG surfaces using regularization procedures. For example, one can define the γ-LQG area measure
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µh on D as a limit of regularized versions of “e
γh(z) d2z”, where d2z denotes Lebesgue measure [DS11,
Kah85, RV14, DKRV16]. In the special case when γ =
√
8/3, one can also define
√
8/3-LQG as a
random metric space [MS15a, MS16b, MS16c, Mie13, Le 13] (it is a major open problem to construct
a metric on γ-LQG for γ 6= √8/3).
Mathematically, the statement that “random planar maps are the discrete analog of LQG” means
that the former should converge in the scaling limit to the latter as, say, the total number of edges of
the map tends to∞. For a number of natural random planar maps decorated by statistical mechanics
models, various curves associated with the statistical mechanics model also converge in some sense to
Schramm-Loewner evolution (SLEκ) curves [Sch00] for κ ∈ {γ2, 16/γ2} which are independent from
the limiting LQG surface.
There are three main ways to formulate the convergence of random planar maps (decorated by
statistical mechanics models) to LQG surfaces (decorated by SLE curves). The main goal of the
present paper is to show that random triangulations decorated by critical (p = 1/2) Bernoulli site
percolation converge jointly to
√
8/3-LQG decorated by SLE6 in two of these senses: metric conver-
gence and peanosphere convergence. This is a major step toward proving convergence in the third
sense (embedding convergence), which will be accomplished in [HS19]. Let us now briefly review the
main types of convergence for random planar maps.
Metric convergence. One can view a planar map as a random metric measure space — equipped
with the counting measure on vertices and the graph distance — and show convergence to an LQG
surface — equipped with its LQG area measure and LQG metric — with respect to the Gromov-
Hausdorff-Prokhorov topology, the natural analog of the Gromov-Hausdorff topology for metric mea-
sure spaces (see, e.g., [ADH13]). Presently, this type of convergence is well understood for uniform
random planar maps, but not for random planar maps in the γ-LQG universality class for γ 6= √8/3.
The main reason why distances in uniform random planar maps are tractable is the Schaeffer
bijection [Sch97] and its generalization due to Bouttier-Di Francesco-Guitter [BDFG04], which encode
various types of uniform random planar maps by means of labeled trees, where the labels correspond to
graph distances in the map. Using the Schaeffer bijection, it was shown independently by Le Gall [Le
13] and Miermont [Mie13] that uniform quadrangulations converge in the scaling limit to a random
metric measure space called the Brownian map, a continuum metric measure space constructed via
a continuum analog of the Schaeffer bijection. Subsequent works have extended this result to planar
maps with different local constraints [Mie13, Le 13, ABA17, BJM14, Abr16, BLG13] and planar maps
with different topologies (such as the whole plane or disk, instead of the sphere) [BM17,CL14,GM17c,
BMR16,GM19e,AHS19]. Particularly relevant to the present work is the paper [AHS19], which shows
that uniform triangulations of the disk of type II (i.e., multiple edges, but not self-loops, allowed)
converge in the scaling limit to the Brownian disk, the disk analog of the Brownian map which was
constructed in [BM17].
In a series of works [MS15a, MS16b, MS16c], Miller and Sheffield showed that one can define a
metric on a
√
8/3-LQG surface (i.e., a metric on D ⊂ C induced by a GFF-type distribution on D).
Moreover, it is shown in [MS16b, Corollary 1.4] that certain special
√
8/3-LQG surfaces (corresponding
to particular choices of (D,h)) are equivalent, as metric measure spaces, to Brownian surfaces such as
the Brownian map and Brownian disk. We will review the background on Brownian and
√
8/3-LQG
surfaces necessary to understand the present paper in Section 3.3.
For certain planar maps decorated by a curve, one can prove convergence to SLE-decorated LQG
with respect to the Gromov-Hausdorff-Prokhorov-uniform (GHPU) topology, the natural generaliza-
tion of the Gromov-Hausdorff topology for curve-decorated metric measure spaces which was intro-
duced in [GM17c]. For example, it was shown in [GM16, GM17b] that a uniform random planar
map decorated by a self-avoiding walk or a percolation interface converges in the scaling limit to a√
8/3-LQG surface decorated by SLE8/3 or SLE6, respectively.
We remark that the γ-LQG metric for general γ ∈ (0, 2) was very recently constructed in [GM19c],
building on [DDDF19,GM19d,DFG+19,GM19a]; see also [GM19b]. For γ 6= √8/3, it is conjectured,
but not yet proven, that appropriate weighted random planar map models converge to γ-LQG surfaces
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equipped with this metric in the Gromov-Hausdorff sense.
Peanosphere convergence. Certain random planar maps decorated by statistical mechanics models
can be encoded by random walks on Z2 (with increment distributions depending on the model). Some
encodings of this type are called mating-of-trees bijections since the bijection can be interpreted as
gluing together, or “mating”, the discrete random trees associated with the two coordinates of the walk
to construct the map. The simplest such bijection is the Mullin bijection [Mul67] (see [She16b,Ber07b]
for more explicit expositions), which encodes a planar map decorated by a spanning tree by a nearest-
neighbor random walk on Z2. Other mating-of-trees bijections are obtained in [She16b, KMSW15,
GKMW18, Ber07a, BHS18, LSW17]. We will review the mating-of-trees bijection for site percolation
on a uniform triangulation from [Ber07a,BHS18] (which is the only such bijection used in the present
paper) in Section 2.2.
In the continuum setting, Duplantier, Miller, and Sheffield [DMS14] showed that a γ-LQG surface
decorated by a space-filling variant of SLEκ for κ = 16/γ
2 can be encoded by a correlated two-
dimensional Brownian motion, with the correlation of the two coordinates given by − cos(piγ2/4),
via an exact continuum analog of a mating-of-trees bijection. This result is sometimes called the
peanosphere construction since it implies that SLE-decorated LQG is homeomorphic to a random
curve-decorated topological measure space called the peanosphere which is constructed from two cor-
related Brownian motions. For each of the mating-of-trees bijections discussed above, it can be shown
that the walk on Z2 which encodes the decorated random planar map converges in the scaling limit
to the correlated two-dimensional Brownian motion which encodes the SLE-decorated LQG. We in-
terpret this as a scaling limit result for random planar maps in a certain topology — namely, the
one where two decorated “surfaces” are close if their encoding functions are close. Convergence with
respect to this topology is called peanosphere convergence.
Several extensions of peanosphere convergence are possible, giving convergence of a wide range of
different functionals of the decorated random planar map to their continuum analogs. See [GHS16,
GMS19,GS17,GS15,LSW17,BHS18].
Embedding convergence. There are several natural ways of embedding a planar map intoC, such as
circle packing, Riemann uniformization, and Tutte embedding. It is expected that for any reasonable
choice of embedding with conformal properties, the embedded planar maps should converge to LQG,
e.g., in the sense that the counting measure on vertices (appropriately rescaled) should converge to
the LQG measure. Moreover, certain random curves on the embedded planar map should converge to
SLE curves. So far, this type of convergence has only been proven for a special one-parameter family
of random planar maps called mated-CRT maps which are defined for all γ ∈ (0, 2) [GMS17].
A priori, there is no direct relationship between the above modes of convergence. Each encodes
different information about the planar map and none implies any of the others. One expects that
random planar maps in the γ-LQG universality class should converge to γ-LQG in each of the above
three senses. In fact, this convergence should occur jointly, in the sense that the joint law of the
triple consisting of three copies of the random planar map should converge to the joint law of the
triple consisting of three copies of the γ-LQG surface with respect to the product of the above three
topologies.
In this paper, we will prove the joint convergence of critical site percolation on a random trian-
gulation to SLE6 on
√
8/3-LQG in the metric and peanosphere sense (Theorem 1.2). This is the
first such joint scaling limit result for any random planar map model. We will also extend the re-
sult of [GM17b], which gives the GHPU convergence of the map decorated by a single percolation
interface toward
√
8/3-LQG decorated by chordal SLE6, to a convergence result for the full collec-
tion of interfaces toward
√
8/3-LQG decorated by a conformal loop ensemble with κ = 6 [She09]
(Theorem 1.3).
This paper is an important step in an ongoing program of the second and third authors to prove
that site percolation on a random triangulation converges to SLE6-decorated
√
8/3-LQG under a
certain embedding — the so-called Cardy embedding — which is named after Cardy’s formula for
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percolation [Car92, Smi01]. The Cardy embedding is defined by matching crossing probabilities for
percolation on the triangulation to crossing probabilities for percolation on Z2. In fact, combined
with the results of the present paper the argument will give joint convergence in all three of the above
senses. Other papers involved in the proof of the Cardy embedding convergence include [GM17a,
GM17b,BHS18,HLLS18,HLS18,GHSS19,HS19,AHS19]. See Section 1.3 and Remark 6.8 for further
discussion of the Cardy embedding.
1.2 Main result
For a planar map M, we write V(M), E(M), and F(M) for the set of vertices, edges, and faces,
respectively, of M. A map is rooted if one of its edges, called the root edge, is distinguished and
oriented. The face to the right of the root edge is called the root face. Given an integer ` ≥ 2, a
planar map M is called a triangulation with boundary if every face in F(M) has degree 3 except that
the root face has degree `. We call ` the boundary length of M. We write ∂M for the graph consisting
of edges and vertices on the root face of M. A vertex on M is called a boundary vertex if it is on ∂M.
Otherwise, it is called an inner vertex. We similarly define boundary edges and inner edges.
A graph is called 2-connected if removing any vertex does not disconnect the graph. If a trian-
gulation with boundary M is 2-connected, we call it a (loopless) triangulation with simple boundary
since there are no self-loops in M and ∂M is a simple cycle. For an integer ` ≥ 2, let T(`) be the set of
such maps with boundary length `. By convention, we view a map with a single edge as an element in
T(2) which we call the degenerate triangulation. To highlight the role of the root, we will write each
element in ∪`≥2T(`) in the form of (M, e), where e is the directed rooted edge of M.
Given M ∈ ∪`≥2T(`), a site percolation on M is a coloring of V(M) in two colors, say, red and
blue. The Bernoulli- 12 site percolation on M is the random site percolation ω on M such that each
inner vertex is independently colored in red or blue with equal probability. The coloring of the
boundary vertices is called the boundary condition of ω, which can follow any distribution independent
of ω|V(M)\∂V(M). We say ω has monochromatic red (resp. blue) boundary condition if all boundary
vertices are red (resp. blue).
Definition 1.1. For an integer ` ≥ 2, the (critical) Boltzmann triangulation with simple boundary
of length ` is a probability measure on T(`) where each element is assigned probability(
2
27
)n
(`− 2)!`!
(2`− 4)!
(
4
9
)`−1
, where n is the number of inner vertices. (1.1)
Suppose a random triple (M, e, ω) is such that the marginal law of (M, e) is the critical Boltzmann
triangulation given its boundary length and conditioning on (M, e) and ω|V(∂M), the conditional law of
ω is the Bernoulli- 12 V(M) site percolation. Then we call (the law) of (M, e, ω) a critical site-percolated
Boltzmann triangulation.
The primary object of interest in our paper is the scaling limit of the site-percolated Boltzmann
triangulation. To be more precise, fix l > 0 and a sequence {`n}n∈N in [2,∞)∩N such that
(
2
3n
)1/2
`n →
l as n→∞. For n ∈ N, we consider the triple (Mn, en, ωn) where Mn is the Boltzmann triangulation
of boundary length `n rooted at en and conditional on Mn, ωn is a Bernoulli- 12 site percolation on
Mn with monochromatic red boundary condition.
A key tool to study site-percolated Boltzmann triangulation is the peeling process, which was first
studied rigorously in [Ang03] and also plays a fundamental role in, e.g., [Ang05, AC15, AR15, Ric15,
GM16, CC16, GM19e, GM17b]. We will review the peeling process associated with the percolation
interface in Section 2.1. Roughly speaking, this process explores the edges along the percolation
interface in order, keeping red vertices to the left and blue vertices to the right.
In [BHS18], an iterative peeling process was used to define a space-filling exploration1 λ´n of E(Mn),
1Throughout this paper, we denote space-filling curves with a prime and non-space-filling curves (such as percolation
interfaces or ordinary chordal SLE6) without a prime. Note that this differs from the convention of [MS16d, MS16e,
MS16a,MS17], where a prime is used for any non-simple curve.
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i.e., a total ordering of E(Mn). Moreover, λ´n defines a random walk Z´n = (L´n, R´n) of duration
#E(Mn), with steps in {(1, 0), (0, 1), (−1,−1)}, describing the evolution of the lengths of the two
arcs between the starting point and the target point on the boundary of the unexplored region. The
construction of λ´n and Z´n will be reviewed in Section 2.2.2
We equip Mn with the graph distance and the counting measure on vertices, rescaled appropriately
(the precise scaling is specified at the end of Section 3.1). Then M´n := (Mn, λ´n) can be thought of as a
compact metric measure space decorated with two curves, ∂Mn and λ´n. The natural topology on the
space of compact curve-decorated metric measure spaces is the Gromov-Hausdorff-Prokhorov-uniform
(GHPU) topology, whereby two such spaces are close if they can be isometrically embedded into a
common space in such a way that the spaces are close in the Hausdorff distance, the measures are
close in the Prokhorov distance, and the curves are close in the uniform distance. This topology was
introduced in [GM17c], and will be reviewed in Section 3.1.
The continuum analog of site percolation on a Boltzmann triangulation with boundary is a space-
filling SLE6 curve on a Brownian disk (equivalently, by [MS16b, Corollary 1.4], a
√
8/3-LQG disk)
with boundary length l (and random area). This object can be viewed as a metric measure space
decorated by two curves (the SLE6 and the boundary of the disk). We denote this curve-decorated
metric measure space by H′. We will review the definitions of the above objects in more detail in
Section 3.4. In particular, we will explain how the mating-of-trees theorem of [DMS14] allows us to
associate with H′ a pair of correlated Brownian excursions Z ′ = (L′, R′), with correlation 1/2, in a
manner directly analogous to the definition of the left/right boundary length process Z´n above. The
following is an informal statement of our first main result.
Theorem 1.2. Under appropriate scaling, the joint law of (M´n, Z´n) converges to the joint law of
(H′, Z ′) where the first coordinate is given the GHPU topology and the second coordinate is given the
uniform topology.
A precise statement of Theorem 1.2, including the proper scaling, the convergence topology and the
description of the limiting object, will be given in Section 3 as Theorem 3.13. An important input to the
proof of Theorem 1.2 is [GM17b], which give the joint convergence of a random triangulation decorated
by a single percolation interface together with its associated left/right boundary length process to a
Brownian disk decorated by a chordal SLE6 together with its associated left/right boundary length
process.3 Roughly speaking, the idea of the proof is to build the space-filling exploration from nested
percolation interfaces, build the space-filling SLE6 analogously from nested chordal SLE6’s, and then
apply the result of [GM17b] countably many times. The relationship between chordal and space-filling
curves is explained in the discrete (resp. continuum) setting in Section 2.3 (resp. Section 3.4). A similar
iteration strategy is used in [CN08] to extract the convergence to CLE6 from the convergence to SLE6
for Bernoulli- 12 site percolation on the regular triangular lattice. However, the argument in that paper
heavily relies on the fact that the regular triangular lattice is nicely embedded in the plane, where
very strong percolation estimates are known.
1.3 Applications of the main result
Suppose ω is a site percolation on M ∈ ⋃`≥2 T(`) with monochromatic boundary condition. Removing
all edges on M whose endpoints have different colors, we call each connected component in the remain-
ing graph a percolation cluster, or simply a cluster, of ω. By definition, vertices in each cluster share
the same color. Moreover, each pair of neighboring vertices that are on different clusters must have
different colors. We call the cluster containing ∂M the boundary cluster. If C is a non-boundary cluster
2In fact the peeling process perspective is alluded to but not highlighted in [BHS18]. We give a self-contained
treatment in Section 2.2 with this perspective.
3Actually, [GM17b] proves the analogous statement for face percolation on a quadrangulation instead of site perco-
lation on a triangulation. But, as explained in [GM17b, Section 8], the proof carries over verbatim to site percolation
on a triangulation once one has the convergence of triangulations with simple boundary to the Brownian disk, which is
proven in [AHS19].
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of ω, one can canonically define a loop on Mn surrounding C as a path of vertices in the dual map. See
Footnote 5 and Figure 1. The collections of such loops is called the loop ensemble of ω, denoted by
Γ(M, ω). In [CN08], it is proved that given a Jordan domain D, the loop ensemble for Bernoulli- 12 site
percolation on the regular triangular lattice on D converges to the so-called CLE6 on D, as defined
in [She09], as the mesh size tends to zero. In Section 3.5 we review the definition of the CLE6 on
the Brownian disk, which we denote by (H, d, µ, ξ,Γ). We also define a natural topology called the
Gromov-Hausdorff-Prokhorov-uniform-loop (GHPUL) topology on metric measure space decorated
with a boundary curve and a collection of loops. As a byproduct of our proof of Theorem 1.2, we
prove the following.
Figure 1: A site-percolated triangulation with simple boundary with monochromatic red boundary
data along with the associated collection of loops. Theorem 1.3 asserts that this object converges in
the metric space sense to CLE6 on the Brownian disk.
Theorem 1.3. In the setting of Theorem 1.2, let Γn = Γ(Mn, ωn). Then under the appropriate scaling
(Mn,Γn) converges in law to (H, d, µ, ξ,Γ) as loop ensemble decorated metric measure space with a
boundary curve. Moreover, this convergence occurs jointly with the convergence of Theorem 1.2.
We state and prove the precise version of Theorem 1.3 in Section 6.2. In [BHS18], many convergence
results related to (Mn, en, ωn) above are proved under a certain embedding from Mn to D depending
on the randomness of the percolation configuration and a coupling of percolated maps for different n.
Theorems 1.2 and 1.3 allow us to transfer all the convergence result in [BHS18] to a more intrinsic
setting. The reason for this is that Theorem 1.2 reduces convergence results for curves on Mn in the
uniform topology and measures on Mn in the Prokhorov topology to the convergence result of certain
time sets of the random walk Z´n. As examples, we prove convergence results related to pivotal points
and crossing events in Section 6.4 and 6.5, respectively. These results are important inputs for the
work [HS19], which shows the convergence of Mn to
√
8/3-LQG under the Cardy embedding. See
Remarks 6.5 and 6.8 for more detail.
Another important application of Theorem 1.3 is related to the following question. In the setting
of Theorem 1.2, condition on (Mn, en) and let ω˜n be another critical site percolation configuration
on Mn which is conditionally independent from ωn. Let Γ˜n be the loop ensemble associated with ω˜n.
In light of Theorem 1.3, it is natural to conjecture that (Mn,Γn, Γ˜n) converges in law to to (H,Γ, Γ˜)
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where Γ and Γ˜ are conditionally independent CLE6’s on H. In a similar vein, one expects that the
boundary length processes Z´n and
˜´
Z
n
associated with (Mn, en, ωn) and (Mn, en, ω˜n) converge jointly
to the boundary length processes Z ′ and Z˜ ′ associated with two independent space-filling SLE6’s on
the same Brownian disk.
These questions appear to be very challenging since it is difficult to tease apart the randomness
arising from H and from η′ in the definition of Z. Any subsequential scaling limit of (Z´n, Z˜n) is a pair
of coupled Brownian motions. These coupled Brownian motions give rise to a pair of coupled SLE6-
decorated Brownian disks due to the mating-of-trees theorem [MS15b, Theorem 2.1]. Theorem 1.2
implies the the corresponding Brownian disks must be equal almost surely. In [HS19], it will be shown
that in fact the corresponding space-filling SLE6’s are conditionally independent given the Brownian
disk, which proves the joint convergence (Z´n, Z˜n) → (Z ′, Z˜ ′). As demonstrated in [HS19], this joint
convergence is essentially equivalent to the convergence of the Cardy embedding of (Mn, en, ωn) to
SLE6-decorated
√
8/3-LQG.
Outline
The rest of this paper is structured as follows.
Section 2 is the combinatorial foundation of the paper, where we review the space-filling explo-
ration of site-percolated loopless triangulations with simple boundary and the associated random walk
encoding from [Ber07a, BHS18]. In fact, we will reformulate this encoding in terms of an iterative
peeling process, which makes its connection to peeling more clear.
In Section 3, we review the GHPU topology used in Theorem 1.2 and provide the necessary
background on SLE6,
√
8/3-LQG, and the Brownian disk. In particular, we explain how space-filling
SLE6 can be constructed by iterating ordinary chordal SLE6 curves inside the “bubbles” which the
curve cuts out, in a manner analogous to the definition of the space-filling exploration from the
previous section. We will also give a precise statement of Theorem 1.2.
In Section 4, we prove that the joint law of Mn (viewed as a metric measure space with a dis-
tinguished boundary curve) and the random walk Z´n converges in the scaling limit to a Brownian
disk and a correlated Brownian excursion. In other words, we prove all of Theorem 1.2 except for
the uniform convergence of the space-filling exploration toward space-filling SLE6. In Section 5, we
conclude the proof of Theorem 1.2. The proofs in Sections 4 and 5 are both based on the main result
in [GM17b], which gives the GHPU convergence of a single percolation interface and its left/right
boundary length process, together with the description of the space-filling curves in terms of nested
chordal curves. In Section 6, we prove Theorem 1.3 as well as some consequences thereof which will
be used in [HS19].
Basic notation
We write N for the set of positive integers and N0 = N ∪ {0}. For a finite set A we let #A denote
its cardinality. For a, b ∈ R with a < b, we define the discrete interval [a, b]Z := [a, b] ∩ Z. For each
A ⊂ Z, we define the connected components of A to be the connected components with respect to the
graph structure on Z where i, j ∈ Z are adjacent if and only if |i − j| = 1. We write X d= Y if two
random variables X,Y have the same law.
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2 Discrete preliminaries
This elementary section reviews the classical peeling process as well as the bijection between percolated
triangulations and certain random walks discovered in [Ber07a, BHS18]. Our presentation is self-
contained and reveals the close relation between the peeling process and the bijection.
2.1 Peeling process along a percolation interface
Let M ∈ ⋃`≥2 T(`) be a loopless triangulation with simple boundary of length ` ≥ 2, equipped with an
oriented rooted edge e ∈ ∂M. A site percolation ω onM is said to have dichromatic boundary condition
if e is oriented from a red vertex to a blue vertex, and when ∂M is counterclockwise oriented, there
exists a unique edge ê oriented from a blue vertex to a red vertex. Under the dichromatic boundary
condition, ∂M consists of a red (resp. blue) arc clockwise (counterclockwise) between e and ê, which
we call the left (resp. right) boundary of M. The left (resp. right) boundary length `L (resp. `R) is
the number of edges on ∂M whose two endpoints are both red (resp. blue). We let P(n; `L, `R) be the
set of triples (M, e, ω) satisfying the above properties. If M is degenerate, (i.e., M consists of a single
edge), let e = ê be the unique edge in E(M), and let ω be the coloring on V(M) such that e is oriented
from a red vertex to a blue one. Then by convention we consider (M, e, ω) to be the unique element
in P(0; 0, 0). Given `, n ∈ N0, let
P(`L, `R) =
⋃
n∈N0
P(n; `L, `R), P =
⋃
`L,`R∈N0
P(`L, `R),
Pr(n; `) = P(n; `, 0), Pb(n; `) = P(n; 0, `), Pm(n; `) = Pr(n; `) ∪Pb(n; `),
P•(`) =
⋃
n∈N0
P•(n; `), P• =
⋃
`∈N0
P•(`) for • = r,b,m. (2.1)
Remark 2.1. Given a site percolation ω on M ∈ T(`) and an edge e ∈ E(∂M), suppose the boundary
condition for ω is monochromatic red. Then there is a unique way to orient e such that after flipping
the color of the head of e to blue, the percolation on (M, e) belongs to Pr(`). This identifies (M, e, ω)
as an element in Pm(`). The same holds if we swap the roles of red and blue.
Definition 2.2. For (M, e, ω) ∈ P, there is a unique interface from e to ê with red to its left and
blue to its right. We can represent this interface as a function λ : [0,m]Z → E(M) for some m ∈ N
with the property that λ(0) = e, λ(m) = ê, λ(i− 1), and λ(i) share an endpoint for each i ∈ [1,m]Z,
and each edge λ(i) has one red and one blue endpoint (see Figure 2, left). We extend the definition
of λ from [0,m]Z to N0 by declaring that λ(i) = ê for i > m. We call λ the percolation interface of
(M, e, ω) and ê the target of λ.
Given a planar map M and an edge subset E ⊂ E(M), let M−E be the collection of maps obtained
by removing edges in E. The graph corresponding to M − E has vertex set is V(M) and edge set is
E(M) \ E. Throughout this paper we identify M and M− E with their corresponding graphs when a
graph-theoretic notion is applied to them. For simplicity, M− E is written as M− e if E = {e}.
Given a graphG, a nonempty subgraphG′ is called a 2-connected component of G ifG′ is the unique
2-connected subgraph of G containing G′ itself. In Definition 2.2 where λ is the percolation interface,
we write M−λ(N0) as M−λ for simplicity. The graph M−λ has two connected components, both of
which are triangulations with (not necessarily simple) boundary, where each component contains one
endpoint of λ(i) on its boundary for each i ∈ N. Moreover, the boundary of the two components are
both monochromatic. We say that the component with red (resp. blue) boundary is to the left (resp.
right) of λ. The interface λ traces the left component in the counterclockwise direction in the sense
that the left endpoint of λ(i) as i increases from 0 to m traces the boundary of the left component
in the counterclockwise direction. Similarly, λ traces the right component in the clockwise direction.
For each 2-connected component U of the left (resp. right) component of M− λ, let
IU = {i ∈ [0,m]Z : V(λ(i)) ∩ V(U) 6= ∅}. (2.2)
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eˆe
λ
eˆ
e
λ
R(i)
L(i)
Figure 2: A triangulation with simple boundary decorated with a percolation with dichromatic
boundary condition together with the percolation interface. Left: The 2-connected components of
M−λ lying to the left (resp. right) of λ consist of the pink (resp. light blue) regions and the vertices and
edges along their boundaries. By convention, an edge with two red (resp. blue) endpoints which is not
on the boundary of any pink (resp. light blue) triangle also counts as a connected component. Right:
The process Z = (L,R) gives the left and right boundary lengths of the 2-connected component of
M− λ([0, i]Z) with ê on its boundary (shown in gray).
It is not necessarily true that λ(IU ) contains every edge of M with one endpoint in V(U) and the other
endpoint in V(M) \ V(U) (some such edges might not be hit by λ). But, the set of left (resp. right)
endpoints of edges in λ(IU ) equals V(∂U) \V(∂M) if U is on the left (resp. right) side of λ. Moreover,
λ traces ∂U in the counterclockwise (resp. clockwise) direction.
One can also construct λ by exploring M one edge at a time, based on the information of ω. This
is sometimes called peeling. We start by defining some related quantities.
Definition 2.3. Given (M, e, ω) ∈ P which is not degenerate, let t := t(M, e) be the unique triangle
(inner face) of M which is incident to e and let v := v(M, e) be the vertex on t but not on e (such
a vertex exists since M has no loops). Let e′ := e′(M, e, ω) be the edge on t other than e with its
two vertices having the opposite color. Let M′ := M′(M, e, ω) be the 2-connected component of M− e
containing the target edge ê and let ω′ be the restriction of ω to V(M′). If M− e has two 2-connected
components, let M′′ := M′′(M, e, ω) be the one other than M′ and let e′′ := e′′(M, e, ω) be the edge
shared by t and M′′. Moreover, define a coloring ω′′ := ω′′(M, e, ω) on V(M′′) by letting ω′′ = ω
on V(M′′) \ {v} and ω′′(v) be opposite to ω(v). We orient e′ and e′′ so that (M′, e, ω′) ∈ P and
(M′′, e′′, ω′′) ∈ Pm.
See Figure 2.1 for an illustration of Definition 2.3. Note that M−e has two connected components
if and only if v ∈ V(∂M). Otherwise M− e itself is still 2-connected.
Decompositions similar to the one in Definition 2.3 were used by Tutte [Tut68] to enumerate planar
maps of various types. It is also the building block of the peeling process.
Definition 2.4. For (M, e, ω) ∈ P, if M is degenerate, let Peel(M, e, ω) = (M, e, ω). Otherwise, let
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Figure 3: Illustration of Definition 2.3.
Peel(M, e, ω) = (M′, e′, ω′) with notation as in Definition 2.3. We call Peel : P → P the peeling
operator.
Now let (M0, e0, ω0) = (M, e, ω) and for i ∈ N, inductively let (Mi, ei, ωi) = Peel(Mi−1, ei−1, ωi−1).
Then the percolation interface λ for (M, e, ω) satisfies λ(i) = ei for all i ∈ N0. For i ∈ [0,m]Z,
the map Mi is the 2-connected component of M − λ([0, i − 1]Z) containing ê. Here we make the
convention that [0,−1]Z = ∅. We note that this is an example of a peeling process on M; see, e.g., the
lecture notes [Cur16] for more information about such processes. Similar peeling processes to the one
considered here are also used, e.g., in [Ang03,AC15,GM17b,Ric15].
For all i ∈ N0, let L(i) (resp. R(i)) be the left (resp. right) boundary length of (Mi, ei, ωi), as
illustrated in Figure 2, right. We call Z := (L,R) the boundary length process of λ. For 0 ≤ i < m, if
Mi − ei is 2-connected, then Z(i + 1) − Z(i) = (1, 0) (resp. (0, 1)) when the added boundary vertex
is red (resp. blue). Otherwise, let U = M′′(Mi, ei, ωi) be the 2-connected component of Mi − ei other
than Mi+1. Then i and i+ 1 belong to IU (recall (2.2)). If U is on the left of λ, then L(i)−L(i+ 1)
equals the boundary length of U minus 1, and R(i) = R(i + 1). Moreover, L is nondecreasing on
IU ∩ [0, i] with the increments being 0 or 1, and L is constant on IU ∩ [i+ 1,∞). We further observe
that
L(max IU ) = min
j∈[min IU ,max IU ]Z
L(j). (2.3)
Moreover, L(min IU ) = L(max IU ) if and only if E(U) ∩ E(∂M) = ∅. If U is on the right of λ, all
statements hold with L and R swapped.
For i ∈ N0, let ∂i be the boundary of M − λ([0, i − 1]Z) (by convention [0,−1]Z = ∅) and Xi :=
(∂i, ei, ω|∂i). Then {Xj}j∈[0,i]Z and Z|[0,i]Z determine each other.
The main property of Peel that we will rely on is the following domain Markov property.
Lemma 2.5. Given `L, `R ∈ N0, suppose (M, e, ω) is a site-percolated Boltzmann triangulation with
(`L, `R)-boundary condition. Given i ∈ N0, for each 2-connected component of M−λ([0, i]Z), suppose a
root edge is chosen in a manner depending only on {Xj}j∈[0,i+1]Z . Then conditional on {Xj}j∈[0,i+1]Z ,
the 2-connected components of M − λ([0, i]Z) together with the percolation ω restricted to them are
distributed as independent site-percolated Boltzmann triangulations with given boundary condition.
Proof. Since λ can be constructed by a peeling process on M, Lemma 2.5 follows by iteratively ap-
plying the so-called Markov property of peeling (see, e.g., [AC15, Section 2.3.1]). In the notion of
Definition 2.3, it gives that (M′, e′, ω′) and (M′′, e′′, ω′′) (when it is defined) are independent site
percolated Boltzmann triangulation given their respective boundary condition.
2.2 Space-filling peeling and random walk
In this section, we use the peeling process in Section 2.1 to review the bijection between random walks
and site-percolated triangulations from [Ber07a,BHS18]. We also prove some basic lemmas about the
bijections.
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Definition 2.6. Given (M, e, ω) ∈ P, we define a total ordering of E(M), i.e., a bijection λ´ :
[0,#E(M) − 1]Z → E(M). Let λ´(0) = e. If (M, e) is not degenerate, we define λ´|[1,#E(M)−1]Z in-
ductively as follows. Suppose that λ´ is defined for all elements in P whose number of edges is smaller
than #E(M). Recall the notation in Definition 2.3, including t, v, (M′, e′, ω′), and (M′′, e′′, ω′′).
(1) If v /∈ V(∂M), then the total ordering on E(M) induced by λ´, restricted to E(M) \ {e}, is given
by the total ordering for (M′, e′, ω′), which is already defined by our inductive hypothesis;
(2) If v ∈ V(∂M), then λ´(e′′) < λ´(e′) for each e′ ∈ E(M′) and e′′ ∈ E(M′′). Moreover, the total
ordering of E(M) induced by λ´ restricted to E(M′) (resp. E(M′′)) is given by the total ordering
for (M′, e′, ω′) (resp. (M′′, e′′, ω′′)).
We call λ´ the space-filling exploration of (M, e, ω).
In Definition 2.6, let N = #E(M). For i ∈ [0, N − 1]Z, let Mi = M − λ´([0, i − 1]Z) and e´i = λ´(i),
where we set [0,−1]Z = ∅ by convention. As λ´ is inductively defined, e´j is assigned an orientation
along the way (see Definition 2.3). It can be checked inductively that
(1) (Mi, e´i) is a triangulation with (possibly non-simple) boundary such that ê ∈ E(∂Mi);
(2) the 2-connected components of Mi form a chain of triangulations with simple boundary, in the
sense that each component is adjacent to at most 2 other components.
Let L´(i) (resp. R´(i)) be the number of edges on ∂Mi that are traversed when tracing ∂Mi clockwise
(resp. counterclockwise) from the left (resp. right) endpoint of e´i to the left (resp. right) endpoint ê.
Let Z´(i) = (L´(i), R´(i)) for 0 ≤ i < N and Z´(N) = (−1,−1). We call Z´ = {Z´i}i∈[0,N ]Z the boundary
length process of λ´. See Figure 4 for illustration.
Φ
M9
e´9
L´
R´
0
1
2
3
4
5
6
7
8
910
11 12
13
14
15
16
17
18
19
(L´(9), R´(9)) = (3, 5)
Figure 4: Left: Illustration of the bijection Φ in Theorem 2.7 between K and P. We have labeled the
edge e´i = λ´(i) by i for i ∈ [0, N − 1]Z. Right: The map Mi for i = 9 is shown in gray. The length of
the red (resp. blue) curve is equal to L´(i) = 3 (resp. R´(i) = 5).
For each i ∈ [1, N ]Z, we call ∆Z´i := Z´(i)− Z´(i− 1) the step of Z´ associated with the edge e´i−1.
By the definition of λ´, for each i ∈ [1, N ]Z, if e´i−1 itself is a 2-connected component of Mi−1 as the
degenerate element in P, then ∆Z´i = (−1,−1). Otherwise, the edges e´i and e´i−1 share a unique
vertex. If the vertex is the tail (resp. head) of e´i−1, then ∆Zi equals (1, 0) (resp. (0, 1)).
For any function Z = (L,R) from [a, b]Z to R2 for some a < b ∈ N0, given i, j ∈ [a, b]Z with i < j,
we write j ≺Z i if L(k) > L(j) and R(k) > R(j) for all k ∈ [i, j − 1]Z. We say that j is an ancestor4
of i. Geometrically, j ≺Z i means that Z stays in the cone Z(j) + (0,∞)2 between times i and j − 1.
In other words, j is a simultaneous strict running minima of the two coordinates of Z relative to time
4 Our definition of ancestors and ancestor-free times, correspond to the definitions in [DMS14, Section 10.2] for the
time reversal of the process.
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i. Given i ≤ m ∈ [a, b]Z, i is called an ancestor-free time relative to m if each j ∈ [i,m]Z is not an
ancestor of i.
Theorem 2.7. Suppose (M, e, ω) ∈ P(n; `L, `R) for some n, `L, `R ∈ N0 and let Z´ be its boundary
length processes. Let N = #E(M) = 3n+2`L +2`R +1. Then Z´ satisfies the following three properties.
(1) Z´ is defined on [0, N ]Z starting at (`L, `R) and ending at (−1,−1);
(2) ∆Z´i := Z´(i)− Z´(i− 1) ∈ {(1, 0), (0, 1), (−1,−1)} for all i ∈ [1, N ]Z;
(3) N = inf
{
i ∈ [1, N ]Z : i ≺Z´ 0
}
, equivalently, N is an ancestor of 0 while 0 is ancestor-free relative
to N − 1.
Let K(n; `L, `R) be the set of walks satisfying the three properties above and define Φ(M, e, ω) := Z´.
Then Φ is a bijection from P(n; `L, `R) to K(n; `L, `R).
Given n, `L, `R, ` ∈ N0 and • ∈ {r,b,m}, let K(`L, `R), K, K•(n; `), K•(`), and K• be defined as in
(2.1) with P replaced by K. Then Φ defines a bijection from each set defined in (2.1) to its counterpart
for walks.
Remark 2.8. The bijection in Theorem 2.7 is slightly different from the one in [BHS18], since the
walks considered in [BHS18] do not have the final step (−1,−1) but rather end at (0, 0). We include
this step to make the connection to the peeling process cleaner.
Proof. We first prove that Z´ ∈ K(n; `L, `R), which is trivially true when N = 1, where ∆Z´1 = (−1,−1)
is the single step of Z´. When N > 1 we do an induction on N and assume that our assertion holds for
every nonnegative integer smaller than N . Recall the triangle t = t(M, e) and the vertex v = v(M, e)
in Definition 2.3. If v /∈ ∂M, then we are in Case (1) of Definition 2.6. In this case, by the definition
of Z´ and our induction hypothesis, if v is red, then ∆Z´1 = (1, 0) and {Z´(i+ 1) − Z´(1)}i∈[0,N−1]Z
belongs to K(n− 1; `L + 1, `R). Therefore Z´ ∈ K(n; `L, `R). The same arguments hold if v is blue, in
which case ∆Z´1 = (0, 1).
If v ∈ ∂M, so that we are in Case (2) of Definition 2.6, recall (M′, e′, ω′) and (M′′, e′′, ω′′) in
Definition 2.3 and let Z´ ′ and Z´ ′′ be the corresponding boundary length process. Then by the inductive
hypothesis, Z´ ′ ∈ K(n′; `′L, `′R) and Z´ ′′ ∈ K(n′′; `′′L, `′′R) for some (n′; `′L, `′R) and (n′′; `′′L, `′′R). By the
definition of λ´ and Z´, we have
Z´(i) = Z´ ′′(i− 1) + (`′L + 1, `′R + 1) for i ∈ [1, N ′′ + 1]Z,
Z´(N − i) = Z´ ′(N ′ − i) for i ∈ [0, N ′]Z, (2.4)
where N ′ = #E(M′) and N ′′ = #E(M′′). In words, Z´|[1,N ]Z is the concatenation of Z´ ′′ and Z´ ′. In
particular, Z´(1) = (`′′L + 1, `′′R + 1) + (`′L, `′R). Since Z´(0) = (`L, `R), when v is red, we have
`′R = `R, `
′′
R = 0, `
′
L + 1 + `
′′
L = `L. (2.5)
This shows that Z´ ∈ K(n; `L, `R). When v is blue, the same argument works with the two coordinates
of Z´ swapped. As a byproduct, we see that N −N ′ = N ′′ + 1 = inf{i ∈ [2, N ]Z : i ≺Z´ 1}.
To prove that Φ is a bijection, we now define a “peeling” operator PeelZ on K. Fix Z´ ∈ K(n; `L, `R)
and let N = 3n + 2`L + 2`R + 1. If N = 1, let PeelZ(Z´) = Z´. Note that in this case we have
∆Z´1 = (−1,−1). Now we suppose N > 1 so that N ≺Z´ 1. Let Υ = inf
{
i ∈ [2, N ]Z : i ≺Z´ 1
}
. (See
Lemma 2.9 below for the geometric meaning of Υ.)
(1) If Υ = N , then let PeelZ(Z´) := {Z´i+1 − Z´1}i∈[0,N−1]Z .
(2) If Υ < N , let PeelZ(Z´) := (Z´ ′, Z´ ′′) where Z´ ′′ = {Z´i+1−Z´Υ−1}i∈[0,Υ−1]Z and Z´ ′ = {Z´i+Υ}i∈[0,N−Υ]Z .
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Let Peel(M, e, ω) = ((M′, e′, ω′), (M′′, e′′, ω′′)) if M is not degenerate and M− e has two 2-connected
components (recall Definition 2.3). Let Peel = Peel otherwise. Then the proof of Φ(P(n; `L, `R)) ⊂
K(n; `L, `R) above shows that PeelZ ◦Φ = Φ ◦ Peel, where if Peel(M, e, ω) has two components we
apply Φ to each of them. This commuting relation allows us to conclude the bijectivity of Φ by an
induction on N .
We now list a few useful properties of Φ which essentially follow from more general results in
[BHS18]. We give self-contained proofs using the language of peeling, which is not elaborated on
in [BHS18]. Detailed proofs will only be given to relatively involved statements. All the proofs are
based on the same induction as in the proof of Theorem 2.7. We first summarize some useful facts
from this proof. In the following lemma and the rest of this subsection, given any j < k ∈ [0, N ]Z, if
{Z´i+j − Z´j+1}i∈[0,k−j]Z ∈ K, we identify Z´|[j,k]Z with this element in K.
Lemma 2.9. In the setting of Theorem 2.7, suppose N > 1 and let Υ = inf
{
i ∈ [2, N ]Z : i ≺Z´ 1
}
.
Recall notations in Definition 2.3. When v(M, e) ∈ V(∂M), we have Υ = #E(M′′)+1. Moreover, λ´(Υ−
1) is the target edge of (M′′, e′′, ω′′) and λ´(Υ) = e′. Let Z´ ′ = Φ(M′, e′, ω′) and Z´ ′′ = Φ(M′′, e′′, ω′′).
Then
Z´|[1,N ]Z is the concatenation of Z ′ = Z´|[1,Υ]Z and Z ′′ = Z´|[Υ,N ]Z . (2.6)
When v(M, e) /∈ V(∂M), we have that Υ = N and
Z´|[1,N ]Z = Φ(M′, e′, ω′). (2.7)
Lemma 2.9 was proven in the proof of Theorem 2.7. As an immediate corollary, we have the
following.
Lemma 2.10. In the setting of Theorem 2.7, let λ : [0,m]Z → E(M) be the interface of (M, e, ω), and
let Z be the boundary length process of λ as defined in Section 2.1. For i ∈ [0,m]Z, let T (i) be such
that λ(i) = λ´(T (i)). Then {T (0), T (1), · · · , T (m)} is exactly the collection of ancestor-free times for
Z´ relative to N − 1, in increasing order. Moreover, Z(i) = Z´(T (i)) for all i ∈ [0,m]Z.
Proof. The result is immediate for N = 1. By induction, we assume the first statement is true for
maps with less than N edges. For N > 1, we see that T (1) = 1 when v 6∈ V(∂M) and T (1) = Υ as
defined in Lemma 2.9 when v ∈ V(∂M). In both cases, T (1) is the first ancestor-free time relative
to N − 1 after T (0) = 0. By Lemma 2.9, T (i) > Υ for i ≥ 2. Applying the induction hypothesis
to (M′, e′, ω′), we see that {T (1), · · · , T (m)} is the collection of ancestor-free times for Φ(M′, e′, ω′)
relative to #E(M′′)− 1, in increasing order. Now the first statement follows from (2.6).
The second statement follows from the definition of Z and Z´.
Here is another immediate corollary of Lemma 2.9, which we leave to the reader to verify.
Lemma 2.11. In the setting of Lemma 2.10, for i ∈ [0,m − 1]Z, recall (Mi, ei, ωi) in Section 2.1
where ei = λ(i). Then Mi − ei has two 2-connected components if and only if T (i + 1) > T (i) + 1.
Define (M′′i , e
′′
i , ω
′′
i ) as (M
′′, e′′, ω′′) in Definition 2.3 with (Mi, ei, ωi) in place of (M, e, ω). Then
Z´|[T (i)+1,T (i+1)]Z = Φ(M′′i , e′′i , ω′′i ).
Following [BHS18], given N ∈ N, suppose Z´ = (L´, R´) = {Z´(i)}i∈[0,N ]Z is a walk ending at (−1,−1)
satisfying Property (2) in Theorem 2.7. For i ∈ [1, N ]Z, we call ∆Z´i := Z´(i) − Z´(i − 1) an a-step if
∆Z´i = (1, 0), a b-step if ∆Z´i = (0, 1), and a c-step if ∆Z´i = (−1,−1). This identifies Z´ with a word
(i.e., sequence of letters) of length N on the alphabet {a, b, c}. Given i, j ∈ [1, N ]Z such that i < j,
we say that an a-step ∆Z´i and a c-step ∆Z´j are matching if
j = inf{m ∈ [i,N ]Z : L´(m) = L´(i− 1)}.
The matching of b-steps and c-steps is defined analogously in the same way with L´ replaced by R´.
Using this terminology, and examining Property (3) in Theorem 2.7, we see that Z´ ∈ K if and only if
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(1) each a-step and b-step in Z´ has a matching c-step, and
(2) ∆Z´N is a c-step and is the unique c-step of Z´ with neither a matching a- nor b-step.
This identification gives that Theorem 2.7 is equivalent to the bijection in [BHS18, Corollary 2.12].
Since a triangulation of a 2-gon is equivalent to a rooted triangulation of the sphere by gluing the two
boundary edges, the special case `L = `R = 0 of Theorem 2.7 gives a bijection between site-percolated
loopless triangulations and walks in K(0; 0), which is closely related to the one in [Ber07a].
Recall that M0 = M and Mi = M − λ´([0, i − 1]Z) for i ∈ [1, N − 1]Z, which is a triangulation
with boundary but not necessarily 2-connected. The 2-connected components of Mi also have an easy
description in terms of Z´. See the left part of Figure 5 for an illustration.
M
1
i
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i
M
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i
e
ê
e˜
M
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i
M
2
i
M
3
i
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i
Figure 5: Left: Illustration of the maps {Mji}j∈[1,k]Z in Lemma 2.12 for i = 9 and k = 3. The
purple edge on the boundary of M
j
i is e
j
i = λ´(ξj−1). Right: Illustration of Lemmas 2.16 and 2.18.
The percolation interface λ˜ from e to e˜ is shown in orange. Lemma 2.16 describes the 2-connected
components of M− λ˜ that are visited by λ´ before e˜ (blue). Lemma 2.18 describes the components Mji
visited after e˜ (gray), where i is such that e˜ = λ´(i − 1). In the notation of Lemma 2.18, the edges
λ´(σj − 1) are shown in turquoise, while the edges λ´(σj) are shown in purple.
Lemma 2.12. Fix i ∈ [0, N − 1]Z. Set ξ0 = i. Let ξ1, · · · , ξk be the set {ξ ∈ [i + 1, N ]Z : ξ ≺Z′ i}
listed in increasing order. Then Mi has k 2-connected components, which we denote by {Mji}j∈[1,k]Z .
For j ∈ [1, k]Z, we have E(Mji ) = λ´([ξj−1, ξj − 1]Z). Let eji = λ´(ξj−1). For j ∈ [1, k− 1]Z, let vji be
the unique vertex shared by V(Mji ) and V(M
j+1
i ). Let ω
j
i = ω on V(M
j
i ) \ {vji } and ωji (vji ) be the color
opposite to ω(vji ). Let ω
k
i = ω|V(Mki ). Then
(M
j
i , e
j
i , ω
j
i ) ∈ P and Z|[ξj−1,ξj ]Z = Φ(M
j
i , e
j
i , ω
j
i ). (2.8)
Proof. When i = ξ0 = 0, we have k = 1 and ξ1 = N . Lemma 2.12 is trivial in this case. Therefore
Lemma 2.12 holds when N = 1. By induction, we assume that Lemma 2.12 holds for maps with
fewer edges than M. If M1 has a single 2-connected component, then Lemma 2.12 holds for M by
the induction hypothesis. Now suppose that M1 has two components M
′,M′′, as in Case (2) of the
definition of λ´|[1,#E(M)−1]Z . For i ∈ [T (1), N − 1]Z so that λ´(i) ∈ E(M′), we can apply the inductive
hypothesis to (M′, e′, ω′) to get the result. If i ∈ [0, T (1)− 1]Z, so that λ´(i) ∈ E(M′′), then Mki = M′.
Moreover, ξk−1 = T (1)−1 and ξk = N . Therefore (2.8) holds for j = k. Note that in this case vji = v,
which is the unique vertex shared by M′ and M′′. In particular, ω′′(v) 6= ω(v). Now the assertion
about j ∈ [0, k − 1]Z follows by applying the induction hypothesis to (M′′, e′′, ω′′).
The next lemma describes boundary edges in terms of Z´.
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Lemma 2.13. In the setting of Theorem 2.7, except for the c-step ∆ZN , there are exactly `L (resp.
`R) c-steps with no matching a-step (resp. matching b-step), which correspond to the `L left (resp. `R
right) boundary edges of (M, e, ω).
Proof. We first use the induction on N to show the following. For j ∈ [1, `L]Z, let e be the j-th left
boundary edge when tracing ∂M clockwise from e to ê and τj = λ´
−1(e). Then it must be the case that
L´(τj) = `L − j and ∆Z´τj+1 = (−1,−1). Moreover, L´(i) ≥ `L − j for i ∈ [0, τj ]Z. When e ∈ E(M′), we
apply the induction hypothesis and Lemma 2.9 to (M′, e′, ω′). Otherwise, e ∈ E(M′′), in which case
we apply the induction hypothesis and Lemma 2.9 to (M′′, e′′, ω′′). We leave the details to the reader.
Also see the proof of Lemma 2.16 for a detailed implementation of the same induction scheme.
The induction above shows that τj+1 = inf{i ∈ [0, N ]Z : L´(i) = `L−j−1}. In particular, the step
∆Z´τj+1 corresponding to e is a c-step with no matching a-step. Since e 6= e and λ´(N − 1) = e, we see
that τj ≤ N − 2. The number of such c steps is `L since L´|[0,N−1]Z reaches its record infima exactly at
these c-steps. Therefore every c-step without a matching a-step corresponds to a left boundary edge.
The same argument works for right boundary edges.
Given `L, `R ∈ N0, let PBT(`L, `R) be the law of the site-percolated Boltzmann triangulation
with (`L, `R)-boundary condition. For ` ∈ N0, let PBTr(`) = PBT(`, 0). Under the identification in
Remark 2.1, PBTr(`) can be throughout of as the law of a Boltzmann triangulation with boundary
length ` + 2 decorated with a Bernoulli- 12 percolation with monochromatic red boundary condition.
Note that a necessary condition for Property (3) in the definition of K(n; `L, `R) to hold is that
Zi ∈ [0,∞)2 for all i ∈ [0, N−1]Z. Although it is weaker than Property (3) in general, the equivalence
does hold when `L = 0 or `R = 0. This provides the following sampling method for PBT
r(`).
Corollary 2.14. For ` ∈ N0, the set Kr(`) consists of walks with step choices (1, 0), (0, 1), and
(−1,−1), starting at (`, 0) and ending at (−1,−1), such that both of the two coordinates stay non-
negative except at the end point. Let Z´ ∈ Kr(`) be a random variable sampled from the probability
measure where each element in Kr(n; `) is assigned probability (recall (1.1))(
2
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`!(`+ 2)!
(2`)!
(
4
9
)`+1
·
(
1
2
)n
=
1
Z`
(
1
3
)3n
, where Z` =
(2`)!
`!(`+ 2)!
(
9
4
)`+1
.
Then (M, e, ω) := Φ−1(Z´) has the law of PBTr(`)
We conclude this subsection with the target invariance properties of percolation interfaces.
Definition 2.15. Given `L, `R, n ∈ N0 and ` = `L + `R, let (M, e, ω) ∈ Km(`) and ω˜ be such that
ω˜ = ω on V(M) \ V(∂M) and (M, e, ω˜) ∈ P(n; `L, `R). Let λ˜ be the percolation interface of (M, e, ω˜).
We call λ˜ the percolation interface of (M, e, ω) with (`L, `R)-boundary condition.
For an edge e ∈ λ˜(N0) other than the target e˜ of λ˜, let i = λ˜−1(e) and let M˜i be the 2-connected
component of M−λ˜([0, i−1]Z) containing e˜. Then the 2-connected component of Mi−e not containing
e˜, if exists, is called the 2-connected component disconnected from e˜ when the edge e is peeled by λ˜.
Lemma 2.16. In the setting of Definition 2.15, let τ˜ = λ´−1(e˜) so that e´τ˜ = e˜. Let τ(0) = 0, τ(1),· · · ,
τ(m˜) = τ˜ be the increasing sequence of ancestor-free times for Z´ relative to τ˜ . Then λ˜(i) = λ´(τ(i))
for all i ∈ [0, m˜]Z. Let (M˜0, e˜, ω˜0) = (M, e, ω˜) and (M˜i, e˜i, ω˜i) = Peel(M˜i−1, e˜i−1, ω˜i−1) for i ∈ [1,m]Z.
For i ∈ [0, m˜ − 1]Z, τ(i + 1) > τ(i) + 1 if and only if M˜i − e˜i has two 2-connected components and
ê ∈ E(M˜i+1). In this case, define (M˜′′i , e˜′′i , ω˜′′i ) as (M′′, e′′, ω′′) in Definition 2.3 with (M˜i, e˜i, ω˜i) in
place of (M, e, ω). Then Z´|[τ(i)+1,τ(i+1)]Z = Φ(M˜′′i , e˜′′i , ω˜′′i ).
Proof. We will use induction on N . The result is immediate for N = 1 since e˜ = ê. Assume
Lemma 2.16 is true for maps with less than N edges. When N > 1 and v(M, e) /∈ V(∂M), then
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τ(1) = τ(0) + 1 is the first ancestor-free time for Z´ relative to τ˜ after 0. Moreover λ˜(1) = λ(1). Now
Lemma 2.16 follows by applying the induction hypothesis and (2.7) to (M′, e′, ω′).
Now suppose N > 1 and v(M, e) ∈ V(∂M). If e˜ ∈ E(M′) and Υ is as define in Definition 2.9, we have
Υ ≤ τ˜ . By Lemma 2.9, we see that τ(1) = Υ > 1 and λ˜(1) = λ(1) = e′. Moreover, {τ(2), · · · , τ(m˜)} ⊂
[Υ + 1, N ]Z. Since (M˜′′0 , e˜
′′
0 , ω˜
′′
0 ) = (M
′′, e′′, ω′′), we have Z´|[1,τ(1)]Z = Φ(M˜′′0 , e˜′′0 , ω˜′′0 ). Now Lemma 2.16
follows by applying the induction hypothesis and (2.6) to (M′, e′, ω′).
We are left with the case N > 1, v(M, e) ∈ V(∂M), and e˜ /∈ E(M′). In this case, e˜ ∈ E(M′′) and
Υ > τ˜ . By the definition of Υ, we see that 1 is ancestor-free for Z´ relative to Υ−1, hence also relative
to τ˜ . Therefore τ(1) = 1. Since ê /∈ E(M˜1), in this case M˜′′0 is not defined. Now Lemma 2.16 follows
by applying the induction hypothesis and (2.6) to (M′′, e′′, ω′′).
Remark 2.17. By Lemma 2.10 the order in which edges are visited for λ´ and λ are consistent.
The same statement holds for λ´ and λ˜ in the setting of Lemma 2.16. This geometric observation is
fundamental to the construction in Section 2.3.
Lemma 2.16 gives the random walk encoding of the 2-connected components of M − λ˜ that are
visited by λ´ before e˜. Suppose e˜ 6= ê. Set i = τ˜ + 1 in Lemma 2.12 and recall the notations there,
including {ξj}j∈[0,k]Z and {M
j
i}j∈[1,k]Z . Then the 2-connected components visited after e˜ are exactly
{Mji}j∈[1,k]Z . Moreover, we can identify the time relative to λ´ when these 2-connected components
are disconnected from e˜ when exploring along λ˜ using the following lemma.
Lemma 2.18. In the setting of the above paragraph, for j ∈ [1, k]Z, let σj be such that ∆Z´σj is the
unique matching step of the c-step ∆Z´ξj−1 , whose existence is ensured by Lemma 2.13. Then both
λ´(σj − 1) and λ´(σj) are on the interface λ˜. Moreover, the map Mji is the 2-connected component
disconnected from e˜ when the edge λ´(σj − 1) is peeled by λ˜ (recall Definition 2.15).
Proof. Let m′ be the largest nonnegative integer such that ê and e˜ are in the same 2-connected
component of M − λ([0,m′]Z). By definition, λ|[0,m′]Z = λ˜|[0,m′]Z and T (m′) < τ˜ < T (m′ + 1), where
T (·) is as defined in Lemma 2.10. For any i′ ∈ [T (m′), T (m′ + 1)]Z, we see that MT (m′+1) is the last
2-connected component of Mi′ visited by λ´. Therefore M
k
i = MT (m′+1) and ξk−1 = T (m
′+ 1). By the
definition of σk, we have σk = T (m
′)+1. By the definition ofm′, we see that λ´(σk−1) = λ(m′) = λ˜(m′)
is the last common edge of λ and λ˜. Moreover, the mapM
k
i is the 2-connected component disconnected
from e˜ when the edge λ˜(m′) is peeled by λ˜. This gives the desired result for j = k. The j < k case
follows by considering (M′′m′ , e
′′
m′ , ω
′′
m′) (see Lemma 2.11 for definition) via induction.
2.3 A nested percolation interface exploration
Let (M, e) be a triangulation with simple boundary and let ω be a site percolation on (M, e) with
monochromatic boundary condition. We identify (M, e, ω) with an element of Pm as in Remark 2.1
and let λ´ be its space-filling exploration. In this section, we represent λ´ as a nested percolation
exploration which will be convenient when we take the scaling limit in Section 4.
Definition 2.19. A multi-index is an element of k ∈ ⋃∞m=0Nm (where here N0 = {∅}). For a multi-
index k = (k1, . . . , km) ∈ Nm, we define its parent k− := (k1, . . . , km−1) ∈ Nm−1. By convention, we
write N0 = {∅} so that k− = ∅ for k ∈ N. We write k−r for the rth parent of k, i.e., the rth iterate
of the parent function applied to k. We define the set of children of k by
Ck :=
{
k
′ ∈ Nm+1 : k− = k}.
For each n ∈ N, we iteratively define for each multi-index k ∈ ⋃∞m=0Nm an element (Mk, ek, ωk)
in P ∪ {∅}. We also assign a type in {mono,di} to this element, denoted by typek. As we will
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explain in Remark 2.20, the strings mono and di typically indicate whether the associated element
has monochromatic or dichromatic boundary condition, but there are some exceptions, and the precise
definition of typek is as given below.
For each multi-index k = (k−, km), the map (Mk, ek, ωk) will be defined as a particular percolated
submap of (Mk− , ek− , ωk−) (modulo minor modifications to the boundary condition of ωk). The
idea of the iteration is to consider a percolation interface for (Mk− , ek− , ωk−), and let (Mk, ek, ωk)
be the km-th largest complementary component of the percolation interface. If typek− = di, then
the percolation interface is the natural percolation interface between blue and red as defined right
after Remark 2.1, while if typek− = mono then the percolation interface is obtained by considering a
percolation exploration towards the boundary edge which is directly opposite ek− .
We will now give the precise definition of the maps (Mk, ek, ωk) and typek. First consider the
case m = 0 and the empty multi-index ∅. Let (M∅, e∅) = (M, e) and let `∅ be the boundary length
of M. Let ω∅ be the site percolation on M∅ such that ω∅ and ω agree on V(M∅) \ V(∂M∅) and
(M∅, e∅, ω∅) ∈ P(b `2c − 1, d `2e − 1). Let λ∅ be the percolation interface of (M∅, e∅, ω∅) and let ê∅ be
the target edge of ω∅. We let type∅ = mono.
Now suppose m = 1 and k ∈ C∅. Then k = k1 for some k1 ∈ N. Let Mk be the 2-connected
component of M∅ − λ∅ with the k1-th largest boundary length, with ties broken in some arbitrary
manner; or let Mk = ∅ if there are fewer than k1 such components. Let typek = mono (resp.
typek = di) if Mk is a 2-connected component of M − λ∅ visited by λ´ before (resp. after) ê∅. If
Mk 6= ∅, let ek be the first edge in E(Mk) visited by λ´ and let `k be the boundary length of Mk.
We will now define ωk. If typek = mono, let ωk be such that
(Mk, ek, ωk) ∈ P
(⌊`k
2
⌋
− 1,
⌈`k
2
⌉
− 1
)
and ωk = ω on V(Mk) \ V(∂Mk). (2.9)
For the case typek = di, let i = λ´
−1(ê∅) + 1 and recall the notations of Lemma 2.12, including Mi, k
and (M
j
i , e
j
i , ω
j
i )j∈[1,k]Z . By Lemma 2.18, there must be j ∈ [1, k]Z such that (Mk, ek) = (M
j
i , e
j
i ). We
let ωk = ω
j
i for this choice of j. By Lemma 2.12, there exists a unique vertex v ∈ V(Mk) such that
ωk(v) 6= ω(v). When Mk = Mki , then v is the unique vertex on e∅ in Mi. Otherwise v is the unique
vertex shared by Mk and the 2-connected component visited by λ´ right after Mk. By Lemma 2.12,
the space-filling exploration of (Mk, ek, ωk) visits edges of E(Mk) in the same order as λ´.
For Mk 6= ∅, let λk be the percolation interface of (Mk, ek, ωk) and let êk be the target edge. This
concludes our construction for k ∈ C∅.
Now we assume k ∈ N2. If Mk− = ∅, set Mk = ∅. Otherwise, if typek− = di, we still let Mk be
defined from (Mk− , ek− , ωk−) in the same way as Mk is defined from (M∅, e∅, ω∅). However, in this
case, if Mk 6= ∅, then Mk is visited by λ´ before êk− and ωk− |V(Mk) is monochromatic. In light of this
we assign typek = mono for all k such that Mk 6= ∅. Still let ek be the first edge in Mk visited by
λ´. Let `k, ωk, λk, êk be defined from (Mk, ek, ω|V(Mk)\V(∂Mk)) in the same way as `∅, ω∅, λ∅, ê∅ are
defined from (M∅, e∅, ω|V(M∅)\V(∂M∅)) described above.
Now let m > 1 and consider a multi-index k = (k1, · · · , km). Inductively, suppose our construction
has been done for all multi-indices in ∪m−1n=0 Nn. If typek1 = mono, let k = k1 and k′ = (k2, · · · , km).
If m > 2, typek1 = di, and type(k1,k2) = mono, let k = (k1, k2) and k
′ = (k3, · · · , km). In both
cases, let (Mk, ek, ωk), typek, `k, λk, êk be defined from (Mk, ek, ω|V(Mk)\V(∂Mk)) in the same way
as (Mk′ , ek′ , ωk′), typek′ , `k′ , λk′ , êk′ are defined from (M∅, e∅, ω|V(M∅)\V(∂M∅)). Besides these two
cases, we must have M
k
= ∅ and we set Mk = ∅.
For each multi-index k, the iterative construction allows us define Mk to be ∅ or (Mk, e, ωk) ∈ P
with typek ∈ {mono,di} and `k, λk, ek being the boundary length, percolation interface, and the
target edge of (Mk, e, ωk), respectively. If Mk 6= ∅, we call Mk the bubble of index k associated with
(M, e, ω). We make some basic observations about these bubbles:
(1) λ´ visits λk(N0) in the same order as λk;
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(2) typek = mono if and only if k = ∅ or Mk is visited by λ´ before êk− , in which case (Mk, ek, ωk) ∈
P(b `k2 c − 1, d `k2 e − 1) and ωk = ω on V(Mk) \ V(∂Mk);
(3) typek = di if and only if Mk is visited by λ´ after êk− , in which case the space-filling exploration
of (Mk, ek, ωk) visits edges in E(Mk) in the same order as λ´.
Remark 2.20. When (M, e, ω) is sampled from PBTr(`), for large `, the types mono and di typically
indicate whether the maps Mk (with coloring as induced from M) are monochromatic or dichromatic.
When typek = mono, we always have that ωk− is monochromatic on V(∂Mk). When k− = ∅ and
typek = di, since ω (restricted to Mk) and ωk only differ at a single vertex and ωk is dichromatic, we
see that ω is dichromatic unless (Mk, ek, ωk) ∈ Pm. The exception occurs if and only if V(∂Mk) ⊂
V(∂Mk−), in which case ω|V(∂Mk) is monochromatic. As we will see later, for any fixed k, this type of
exceptional events and the event {Mk = ∅} occur with probability o`(1) in the setting of Theorem 1.2.
Therefore as `→∞, typek honestly indicates whether ω has monochromatic or dichromatic boundary
condition on Mk.
For each Mk 6= ∅, let Sk, Tk ∈ N0 be such that λ´([Sk, Tk]Z) = E(Mk) and let T̂k := λ´−1(êk) ∈
[Sk, Tk]Z. Lemmas 2.13, 2.12, and 2.16 give the description of Sk, T̂k, Tk in terms of Z´ = (L´, R´).
(1) If typek = mono and ω|V(∂Mk) is red, then T̂k = inf
{
t ≥ Sk : L´t − L´Sk = d `k2 e − 1
}
− 1;
If typek = mono and ω|V(∂Mk) is blue, then T̂k = inf
{
t ≥ Sk : R´t − R´Sk = b `k2 c − 1
}
− 1.
If typek = di, then T̂k = Tk. (See Lemma 2.13.)
(2) For t ∈ [0,#E(M)]Z, let anfr(t) be the set of ancestor-free times for Z ′ relative to t. For each
Mk 6= ∅, the set of intervals {[Sk′ , Tk′ ]Z : k′ ∈ Ck and typek′ = mono} equals the set of connected
components of [Sk, T̂k]Z \ anfr(T̂k). (See Lemma 2.16.)
(3) If typek = mono, the set of intervals {[Sk′ , Tk′ ]Z : k′ ∈ Ck and typek′ = di} forms a disjoint
union of [T̂k + 1, Tk]Z. Moreover, t ∈ {Tk′ : k′ ∈ Ck and typek′ = di} if and only if t+ 1 ∈ {ξ ∈
[Sk, Tk]Z : ξ ≺Z′ 1 + T̂k}. (See Lemma 2.12.)
Let Zk = (Lk,Rk) be the boundary length process for λk. By iteratively applying Lemma 2.5,
we have the following Markov property.
Lemma 2.21. Suppose (M, e, ω) has law of PBTr(`) for some ` ∈ N0. For m ∈ N0, conditioned on
{Zk : k ∈
⋃m
i=1Ni}, the conditional law of {(Mk′ , ek′ , ωk) : k′ ∈ Nm+1,Mk′ 6= ∅} is that of a collection
of independent critical site-percolated Boltzmann triangulations with given boundary condition.
3 Precise scaling limit statement and continuum background
In this section we describe the scaling, topology and continuum limit in Theorem 1.2 precisely. To do
this, we will need to review a number of existing results from the literature. Our exposition will be
far from self-contained, but we aim to provide all of the background needed to understand the present
paper.
3.1 The Gromov-Hausdorff-Prokhorov-uniform metric
We first review the definition of the Gromov-Hausdorff-Prokhorov-uniform (GHPU) metric from [GM17c],
the natural generalization of the Gromov-Hausdorff topology to curve-decorated metric measure
spaces. We will need the case of spaces decorated by multiple curves, rather than just a single
curve. In this setting, which is also explained in [GM17b, Section 2.2], all of the statements and
proofs are the same as in the one-curve case treated in [GM17c]. We follow closely the exposition
of [GM17b, Section 2.2].
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Hausdorff, Prokhorov, and uniform distances
We first need some basic definitions for metric spaces. For a metric space (X, d), A ⊂ X, and x ∈ X,
we write d(x,A) = sup{d(x, y) : y ∈ A}. For r > 0, we let Br(A; d) = {x ∈ X : d(x,A) ≤ r}. If
A = {y} is a singleton, we write Br(y; d) instead of Br({y}; d).
For two closed sets E1, E2 ⊂ X, their Hausdorff distance is given by
d
H
d (E1, E2) := inf{r > 0 : E1 ⊂ Br(E2, r) and E2 ⊂ Br(E1, r)}.
For two finite Borel measures µ1, µ2 on X, their Prokhorov distance is given by
d
P
d (µ1, µ2) = inf{ > 0 : µ1(A) ≤ µ(A2) +  and µ2(A) < µ1(A) +  for all closed set A ⊂ X}.
Let f1 : I1 → X and f2 : I2 → X be two functions where I1, I2 ⊂ R are intervals. Their
d-Skorokhod distance is given by
d
SK
d (f1, f2) = inf
φ
{
sup
t∈I1
(d(f1(t), (f2 ◦ φ)(t)) + d(φ(t), t))
}
,
where φ ranges over all strictly increasing, continuous bijections from [a1, b1] to [a2, b2]. If I1 = I2 = R,
then the uniform distance between f1, f2 is given by
d
U
d (f1, f2) = sup
t∈R
d(f1(t), f2(t)).
Let C0(R, X) be the space of continuous curves η : R→ X which extend continuously to the extended
real line [−∞,∞], i.e., the limits of η(t) as t → ∞ or t → −∞ exist. For a finite interval [a, b], we
can view a curve η : [a, b] → X as an element of C0(R, X) by defining η(t) = η(a) for t < a and
η(t) = η(b) for t > b. It is easy to see that dSKd and d
U
d induce the same topology on C0(R;X), which
we assume throughout.
Definition of the GHPU metric
For k ∈ N, let MGHPUk be the set of 3 + k-tuples X = (X, d, µ, η1, . . . , ηk) where (X, d) is a compact
metric space, µ is a finite Borel measure on X, and η1, . . . , ηk ∈ C0(R, X). If we are given elements
X1 = (X1, d1, µ1, η11 , . . . , η
1
k) and X
2 = (X2, d2, µ2, η21 , . . . , η
2
k) of M
GHPU
k and isometric embeddings
ι1 : (X1, d1) → (W,D) and ι2 : (X2, D2) → (W,D) for some metric space (W,D), we define the
GHPU distortion of (ι1, ι2) by
DisGHPUX1,X2
(
W,D, ι1, ι2
)
:= dHD
(
ι1(X1), ι2(X2)
)
+ dPD
(
((ι1)∗µ1, (ι2)∗µ2)
)
+
k∑
j=1
d
U
D
(
ι1 ◦ η1j , ι2 ◦ η2j
)
,
(3.1)
The Gromov-Hausdorff-Prokhorov-Uniform distance between X1 and X2 is given by
d
GHPU
(
X1,X2
)
= inf
(W,D),ι1,ι2
DisGHPUX1,X2
(
W,D, ι1, ι2
)
, (3.2)
where the infimum is over all compact metric spaces (W,D) and isometric embeddings ι1 : X1 → W
and ι2 : X2 → W . Using the same argument in [GM17c], dGHPU is a complete separable metric
on MGHPUk provided we identify any two elements of M
GHPU
k which differ by a measure- and curve-
preserving isometry.
Convergence with respect to dGHPU can be rephrased in terms of convergence of subsets, measures,
and curves embedded in a common metric measure space, as we now explain.
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Definition 3.1 (HPU convergence). Let (W,D) be a metric space. Fix k ∈ N. Let Xn = (Xn, dn, µn, ηn1 , . . . ,
ηnk ) for n ∈ N and X = (X, d, µ, η1, . . . , ηk) be elements of MGHPUk such that X and each Xn is a
subset of W satisfying D|X = d and D|Xn = dn. We say that Xn → X in the D-Hausdorff-Prokhorov-
uniform (HPU) sense if Xn → X in the D-Hausdorff metric, µn → µ in the D-Prokhorov metric, and
for each j ∈ [1, k]Z, ηnj → ηj in the D-uniform metric.
The following result is the k-curve variant of [GM17c, Proposition 1.9] and is identical to [GM17c,
Proposition 2.2].
Proposition 3.2. Let Xn = (Xn, dn, µn, ηn1 , . . . , η
n
k ) for n ∈ N and X = (X, d, µ, η1, . . . , ηk) be
elements of MGHPUk . Then X
n → X in the GHPU topology if and only if there exists a compact metric
space (W,D) and isometric embeddings Xn → W for n ∈ N and X → W such that the following is
true. If we identify Xn and X with their embeddings into W , then Xn → X in the D-HPU sense.
Graphs as curve-decorated metric measure spaces
Given a graph G, let dG be the graph distance on V(G) and let µG be the measure on V(G) where the
mass of each vertex equals half of its degree. In order to study continuous curves on G, we identify
each edge of G with a copy of the unit interval [0, 1] and extend dG and µG by requiring that this
identification is an isometric measure-preserving embedding from [0, 1] to (G, dG, µG). For a discrete
interval [a, b]Z, a function ρ : [a, b]Z → E(G) is called an edge path if ρ(i) and ρ(i+1) share an endpoint
for each i ∈ [a, b− 1]Z. We can extend an edge path ρ from [a, b]Z to [a− 1, b] in such a way that ρ is
continuous and ρ([i − 1, i]) lies on the edge ρ(i). Note that there are multiple ways to extend ρ, but
any two different extensions result in curves with uniform distance at most 1. If G is a finite graph
with edge paths ρ1, . . . , ρk, then (G, dG, µG, ρ1, . . . , ρk) is an element of M
GHPU
k under the extensions
above. As an example, given (M, e, ω) ∈ Pm such that M has boundary length `, let λ´M be the
space-filling exploration of M based on ω, as in Section 2.2, and let βM : [0, `]Z → E(∂M) be defined
by tracing ∂M counterclockwise with β(0) = β(`) = e. Then both λ´ and β are edge paths of M and
therefore (M, dM, µM, βM, λ´M) can be viewed as an element in M
GHPU
2 .
Space associated with site percolation on a triangulation
We now give the precise definition of the curve-decorated metric measure space M´n in Theorem 1.2,
including the precise scaling for distances, areas, and boundary lengths. Throughout the rest of this
paper, we define the scaling constants
a = (2/3)1/4, b = 3, c = (3/2)1/2. (3.3)
Recall the setting in Theorem 1.2 including l > 0 and the sequence {`n}n∈N. In our new terminology,
(Mn, en, ωn) has the law of PBTb(`n), where ωn|V(∂Mn) can be thought of as monochromatic red in
the sense of Remark 2.1. Let dn = a−1n−1/4dMn and µn = b−1n−1µMn . Let ξnk(s) := βMn(cn
1/2s) for
s ∈ [0, c−1n−1/2`n]. Let η´n be a reparametrization of λ´n such that in each unit of time η´n(t) traverses
one unit of µn-mass of Mn. Then the precise definition of M´n in Theorem 1.2 is given by
M´n := (Mn, dn, µn, ξn, η´n) ∈MGHPU2 . (3.4)
3.2 Background on Brownian disk,
√
8/3-LQG and chordal SLE6
We retain the notation M´n given in (3.4). Fix lL, lR > 0 such that lL + lR = l and a sequence of pairs
of positive integers {(`nL, `nR)}n∈N such that c−1n−1/2(`nL, `nR) → (lL, lR) and `nL + `nR + 2 = `n. Let
λn be the percolation interface of (Mn, en, ωn) with (`nL, `
n
R)-boundary condition (recall Lemma 2.16).
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Then λn is an edge path on Mn that can be extended to a curve as in the preceding subsection.5 Set
s = 6c3/2. For t ≥ 0 let ηn(t) := λn(sn3/4t). Define
Mn := (Mn, dn, µn, ξn, ηn) ∈MGHPU2 . (3.5)
Note that Mn differs from M´n in that it is decorated by only a single interface, instead of the whole
space-filling exploration.
It is proved in [AHS19] that (Mn, dn, µn, ξn) converges in the GHPU topology to a random curve-
decorated metric measure space BDl := (H, d, µ, ξ) ∈MGHPU1 called the Brownian disk with boundary
length l, which was introduced in [BM17]. The space (H, d) is homeomorphic to a closed disk [Bet15]
and the curve ξ parametrizes its boundary ∂H according to its natural length measure. For con-
creteness, we will orient ∂H by requiring that ξ traces ∂H in the counterclockwise direction. The
construction of BDl given in [BM17] is based on a standard linear Brownian motion stopped upon
reaching −l and a Brownian snake on top of it. We refer to [BM17] for more details, which are not
required to understand our paper. We will need the following basic scaling relation for Brownian disks
(see [BM17, Section 2.3]): if (H, d, µ, ξ) is a Brownian disk of boundary length l, then
(H, l−1/2d, l−2µ, ξ(l·)) d= BD1. (3.6)
We will now describe the scaling limit of the rescaled interface ηn, as obtained in [GM17b]. Given
a simply connected domain D ⊂ C whose boundary is a continuous curve and two distinct points
a, b ∈ ∂D, the chordal SLE6 on (D, a, b) is a random non-simple curve from a to b whose law mod-
ulo parametrization is singled out by the so-called conformal invariance, domain Markov property,
and target invariance [Sch00]. We refer to [Law05] for more on SLE6 and its basic properties. Fol-
lowing Smirnov’s breakthrough [Smi01], it has been proven that under various topologies, percola-
tion interfaces for critical site percolation of on the regular triangular lattice converge to chordal
SLE6 [CN08,GPS13,HLS18].
In light of the scaling limit of percolation interface on the triangular lattice, it is reasonable to
expect that Mn defined above converge in law to the “SLE6 on the Brownian disk”. A priori, the
Brownian disk is only defined as a curve-decorated metric measure space, without an embedding into
the unit disk D, so it is not a priori clear how to define an SLE6 on it. However, it was shown
in [MS15a, MS16b, MS16c] that there is a canonical way of embedding the Brownian disk into D,
i.e., there is a natural way to define a random metric and a random measure on D and a random
parametrization of ∂D in such a way that the resulting curve-decorated metric measure space agrees
in law with BDl. This in particular allows us to define SLE6 on the Brownian disk (Definition 3.3).
The embedding of the Brownian disk is constructed using the theory of Liouville quantum gravity,
which we now briefly review. Our presentation is by no means self-contained. But once Definition 3.3
is assumed, detailed knowledge of LQG and SLE is not required to understand the rest of the paper.
Consider a pair (D,h), where D ⊂ C is a domain and h is some variant of the Gaussian free field
(GFF) on D (see [She07,SS13,She16a,MS16d] for background on the GFF). For γ ∈ (0, 2), the random
measures µh = e
γhd2z (resp. νh = e
γhdz) supported on D (resp. ∂D) are constructed in [DS11] via
a regularization procedure. In this paper, we will only need the special case when γ =
√
8/3. In
this case, given two distinct points a, b ∈ ∂D and a chordal SLE6 curve η on (D, a, b) independent of
h, the field h determines a parametrization of η called the quantum natural time [DMS14, Definition
6.23]. Roughly speaking, parametrizing by quantum natural time is equivalent to parametrizing
by “quantum Minkowski content”, analogously to the Euclidean Minkowski content parametrization
studied in [LS11, LZ13, LR15]. Hereafter we always assume that SLE6 is given this parametrization.
In [MS15a, MS16b, MS16c], a metric dh on D depending on h was constructed via a growth process
called the quantum Loewner evolution [MS16f]. We will not need the precise definition of this metric
here.
5 Although the edges of λn may not be oriented in a consistent manner if we view λn as an edge path, they can be
oriented in a consistent manner if we instead think of λn as a path on the dual map M∗.
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It is shown in [MS15a, Corollary 1.4] that there exists a variant h of the GFF on D (corresponding
to the so-called quantum disk with boundary length l) with νh(∂D) = l and two universal constants
cd, cm > 0 such that if ξh denotes the curve which parametrizes ∂D according to its νh length, then
(D, cddh, cmµh, ξh)
d
= BDl as random variables in M
GHPU
1 . (3.7)
See [DMS14, Section 4.5] for a precise definition of the quantum disk (which will not be needed in this
paper). The values of cd and cm are currently unknown. It is shown in [MS16c], that the Brownian
disk (D, cddh, cmµh, ξh) (viewed as a curve-decorated metric measure space) a.s. determines the field
h, and hence its parametrization by D.
The equality in law (3.7) allows us to define chordal SLE6 on the Brownian disk H between two
marked points in ∂H as follows.
Definition 3.3 (SLE6 on the Brownian disk). For lL, lR > 0, let BDlL+lR = (H, d, µ, ξ) be a Brow-
nian disk with boundary length lL + lR. Using (3.7), we can identify BDlL+lR with a quantum disk
and thereby parametrize our Brownian disk by D, i.e., we can take H = D. Let ηh be a random curve
such that conditioned on BDlL+lR , the conditional law of ηh is a chordal SLE6 on (D, ξh(0), ξh(lR))
parametrized by the quantum natural time with respect to h. Then (D, cddh, cmµh, ξh, ηh) can be
viewed as a random variable in MGHPU2 , which we call the SLE6-decorated Brownian disk with (lL, lR)-
boundary condition.
Assuming the GHPU convergence (Mn, dn, µn, ξn) → BDl (which is proven in [AHS19]), it is
proved in [GM17b, Theorem 8.3] that Mn converges in law in the space MGHPU2 to an SLE6-decorated
Brownian disk with (lL, lR)-boundary condition. Indeed, the procedure Peel in Section 2.1 is precisely
the so-called percolation peeling process for site percolation on triangulations which is studied in
detail in [GM17b] in the setting of face percolation on a quadrangulation. In fact, [GM17b] obtains a
slightly stronger result which also gives convergence of the boundary length process for the percolation
interface (as described in Section 2.1); see Theorem 3.7 below.
3.3 Continuum boundary length process, Markov property, and single in-
terface scaling limit
We now review the the definition of the boundary length process for SLE6 on the Brownian disk as well
as a continuum domain Markov property analogous to Lemma 2.5, which is a consequence of results
in [DMS14, GM18] and the equivalence between the Brownian disk and the
√
8/3-LQG disk. Let us
first recall the notion of internal metric. Let (X, dX) be a metric space. For a curve γ : [a, b] → X,
the dX-length of γ is defined by
len(γ; dX) := sup
P
#P∑
i=1
dX(γ(ti), γ(ti−1))
where the supremum is over all partitions P : a = t0 < · · · < t#P = b of [a, b]. Note that the dX -length
of a curve may be infinite. For Y ⊂ X, the internal metric dY of dX on Y is defined by
dY (x, y) := inf
γ⊂Y
len(γ; dX), ∀x, y ∈ Y (3.8)
where the infimum is over all curves in Y from x to y. The function dY satisfies all of the properties
of a metric on Y except that it may take infinite values.
Now let H = (H, d, µ, ξ, η) be the SLE6-decorated Brownian disk with (lL, lR)-boundary condition
as in Definition 3.3. Given t ≥ 0, let B be a connected component of H \ η[0, t], let x be the
first point on ∂B visited by η, and let dB be the interval metric of d on B. A boundary length
measure can be defined on ∂B by first identifying (H, d, µ, ξ) with a quantum disk (D, h, 1) and then
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η(∞)
η(0)
lL lRη([0, t])
L(t) R(t)
Ht
Figure 6: Illustration of the definition of the left/right boundary length process Z = (L,R) for
SLE6 on the Brownian disk. The red (resp. blue) curve has length L(t) (resp. R(t)). Note that
Z(0) = (lL, lR) and Z(σ) = (0, 0). This is the continuum analog of Figure 2, right.
considering the
√
8/3-LQG measure on ∂B (this is made sense of in [She16a]). An equivalent but
more intrinsic construction of this boundary length measure is given in [LG19] by taking limit of the
suitably normalized µ-measure on a small tubular neighborhood of ∂B.
Let σ be the first time when η reaches the target point η(∞) of η. (Recall that η is viewed as an
element of C0(R, H).) For t ≤ σ, let Ht be the connected component of H \ η([0, t]) containing η(∞)
on its boundary. Let L(t) and R(t) be the boundary lengths of the clockwise and counterclockwise
arcs on ∂Ht from η(t) to η(∞) respectively, we call Z := (L,R) the boundary length process of H. To
describe the law of Z, let L∞, R∞ be two independent standard 3/2-stable processes starting from
0 with no drift and no positive jumps, i.e., the Le´vy process with Le´vy measure 3
4
√
pi
|x|−5/21x<0dx .
Let Z∞ := (L∞, R∞). The following lemma is [GM18, Theorem 1.2].6
Lemma 3.4 ( [GM18]). Let σ∞ = inf{t ≥ 0 : L∞(t) ≤ 0 or R∞(t) ≤ 0}. For each t > 0, the law of
Z|[0,t] · 1t<σ is absolutely continuous with respect to (Z∞ + (lL, lR))|[0,t] · 1t<σ∞ with Radon-Nikodym
derivative given by (L∞(t) +R∞(t))−5/21t<σ∞ . Moreover, lim
t→σZ(t) = (0, 0) almost surely.
As in the discrete setting, the downward jumps of Z|[0,t] give the boundary length of the comple-
mentary connected components of η([0, t]). The following lemma, which is a restatement of [GM18,
Theorem 1.1], is the continuum analog of Lemma 2.5.
Lemma 3.5 ( [GM18]). For t ≥ 0, the connected components of H \ η([0, t]) lying to the left (resp.
right) of η are in one-to-one correspondence with the downward jumps of L (resp. R) up to time t. If
t ≥ 0 and we condition on Z|[0,t], then the conditional law of the connected components of H \η([0, t]),
each equipped with the internal metric of d, the restriction of µ, and the path which parametrizes its
boundary according to the natural length measure, are Brownian disks with given boundary lengths.
Moreover, Z together with this collection of Brownian disks for t = σ determines H a.s.
Proof. The first two statements from [GM18, Theorem 1.1] and the equivalence of Brownian disk and√
8/3-LQG disks [MS16b, Corollary 1.4]. The second statement follows from [DMS14, Theorem 1.16]
and local absolute continuity (see the proof of [GM18, Lemma 3.8] for a similar argument).
6In fact, the quantum natural time is defined only up to a multiplicative constant. There is a unique constant such
that Lemma 3.4 holds. This is the way we fix the multiplicative constant.
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Remark 3.6. It is shown in [GM17a, Theorem 7.12] that SLE6 on the Brownian disk is uniquely
characterized by the Markov property of Lemma 3.5 together with the topology of the curve. This
statement is a key input in the proof of the scaling limit result for a single interface in [GM17b].
Recall the triangulation decorated by a percolation interface Mn = (Mn, dn, µn, ξn, ηn) from the
beginning of Section 3.2. Let Zn = (Ln,Rn) be the boundary length process of the percolation
interface λn as defined in Section 2.1. Let
Zn(t) := (Ln(t), Rn(t)) := c−1n−1/2Zn(bstn3/4c) for all t ≥ 0, (3.9)
where s = 6c3/2.7 The starting point of the proof of Theorem 1.2 is the following theorem, which
follows from results in [GM17b,AHS19].
Theorem 3.7. The pair (Mn, Zn) converges in law to the SLE6 decorated quantum disk H together
with its boundary length process Z with respect to the GHPU topology on the first coordinate and the
Skorokhod topology for ca`dla`g processes on the second coordinate.
Theorem 3.7 is proved as [GM17b, Theorem 8.3] conditioned on the assumption that (Mn, dn, µm, ξn)
converge to (H, d, µ, ξ) in the GPHU topology. This convergence is proved in [AHS19].
3.4 Nested exploration, space-filling SLE6, and Brownian motion
In this section, we describe the continuum limit of λ´n in Theorem 1.2, which is the space-filling
SLE6 on the Brownian disk. This will allow us to give a precise statement of our main theorem
(Theorem 3.13).
The space-filling SLE6 is a conformally invariant random space-filling curve whose precise definition
relies on the full strength of imaginary geometry developed in [MS16d, MS17]. In Theorem 3.9 we
give an alternative construction based on the continuum analog of the nested exploration procedure
in Section 2.3, and we use the imaginary geometry construction as a black box in the proof of the
theorem to argue existence of the curve. The construction in Theorem 3.9 provides all information
about space-filling SLE6 which is needed for Theorem 1.2.
Start with a sample (H, d, µ, ξ) of the Brownian disk BDl. We will iteratively define for each
multi-index k ∈ ⋃∞m=0Nm a Brownian disk decorated by an independent chordal SLE6 curve Hk =
(Hk, dk, µk, ξk, ηk) in a manner analogous to the discrete construction in Section 2.3. See Figure 7
for an illustration.
Let H∅ = H, d∅ = d, µ∅ = µ, ξ∅ = ξ, and x∅ = ξ∅(0). Let `∅ be the total length of ∂H∅ and
x̂∅ = ξ∅(`∅/2). Let η∅ be a chordal SLE6 on (H,x∅, x̂∅). Set H∅ = (H∅, d∅, µ∅, ξ∅, η∅) so that H∅ satisfies
(`/2, `/2)-boundary condition (Definition 3.3). For convenience, we call the counterclockwise arc of
∂H from x∅ to x̂∅ — i.e., the set ξ∅([0, `/2]) — the right boundary arc of H and its complementary
arc the left boundary arc of H.
Inductively, suppose m ∈ N and Hk′ = (Hk′ , dk′ , µk′ , ξk′ , ηk′), `k′ , xk′ , and x̂k′ have been defined
for each k′ ∈ Nm−1 in such a way that xk′ = ξk′(0) = ηk′(0), x̂k′ = η(∞), and `k′ is the boundary
length of ∂Hk′ . Let k = (k1, . . . , km) ∈ Nm and let k− := (k1, . . . , km−1) ∈ Nm−1 be its ancestor. Let
Hk be the closure of the (almost surely unique) connected component of Hk− \ ηk− with the km-th
largest boundary length. We call Hk the bubble of index k.
Let dk be the internal metric of dk− on Hk, let µk := µk− |Hk , and let ξk be the path which
traverses ∂Hk according to its natural boundary length measure as in Section 3.3, started from the
point xk = ξk(0) where ηk− finishes tracing ∂Hk and oriented in the counterclockwise (resp. clockwise)
direction if Hk is to the left (resp. right) of ηk. We know from Lemma 3.5 that (Hk, dk, µk, ξk) is a
Brownian disk conditional on its boundary length. Let `k be this boundary length.
In order to choose the target point for the chordal SLE6 curve ηk, we need to specify a notion
of “color” for the boundaries of the bubbles Hk analogous to the coloring of the boundaries of the
7The constant s is not explicitly given in [GM17a]. With our choice of normalizations, it follows from [AC15, Page
23] that s = 6c3/2.
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x∅
xˆ∅
η∅
x∅
xˆ∅
η∅
Figure 7: Left: The main Brownian disk H (shown as the unit disk) with several stages of the nested
chordal SLE6 process which we use to construct the space-filling SLE6 η
′. The stage-0 curve η∅ is
shown in purple. Several stage-1 domains Hk for k ∈ N are shown in light blue, and their associated
curves ηk are shown in orange. Several stage-2 domains Hk for k ∈ N2 are shown in light green, and
their associated chordal SLE6 curves ηk are shown in dark green. The coloring of the boundary of
each of the domains, as defined in Section 3.4, is also shown. The initial and target points xk and x̂k
for the curves ηk are shown as black dots; note that these are necessarily the points separating the red
and blue arcs for domains with dichromatic boundary. Right: The Brownian disk H and the curve
η∅ (still in purple) with points colored based on the order in which they are hit by η′: first η′ traces
η∅ in order and fills in each of the bubbles in the pink region (which are monochromatic) immediately
after tracing the segment of η∅ which cuts it off. Then, η′ fills in the dichromatic bubbles (yellow
region) in order as it travels from x̂∅ to x∅.
bubbles in Section 2.3. We say that the H∅ is monochromatic red. Moreover, by induction we assume
that the color of Hk′ is defined for each k
′ ∈ Nm−1.
(1) If either Hk ∩ ∂Hk− = ∅ or ∂Hk ∩ ∂Hk− is traced in the same order by ξk and ξk− , we say that
∂Hk is monochromatic. We say that it is monochromatic red (resp. monochromatic blue) if Hk
lies to the left (resp. right) side of ηk− , equivalently if ξk travels in the counterclockwise (resp.
clockwise) direction. In this case, we let x̂k = ξk(`k/2).
(2) If Hk ∩ ∂Hk− 6= ∅ and ∂Hk ∩ ∂Hk− is traced in the opposite order by ξk and ξk− , we say
that ∂Hk is dichromatic. In this case, we let x̂k be the common endpoint of ∂Hk ∩ ∂Hk− and
∂Hk \ ∂Hk− other than xk.
With these definitions, Hk is monochromatic whenever Hk− is dichromatic. If Hk− is monochromatic
red (resp. blue), then Hk is dichromatic if and only if Hk intersects the right (resp. left) bound-
ary of Hk− . We now let ηk be a chordal SLE6 on the Brownian disk Hk from xk to x̂k (using
Definition 3.3). This completes the inductive construction of our SLE6-decorated Brownian disks
Hk = (Hk, dk, µk, ξk, ηk).
For each multi-index k, let Zk = (Lk, Rk) be the boundary length process associated with Hk as in
Section 3.3. Then one has the following domain Markov property by iteratively applying Lemma 3.5.
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Lemma 3.8. Let m ∈ N0. Conditioned on {Zk}k∈Nm , the conditional law of {Hk′}k′∈Nm+1 is that of
a collection of independent SLE6-decorated Brownian disks with specified left/right boundary condition.
Now we move to construct the space-filling SLE6 on the Brownian disk following the discrete intu-
ition in Section 2. For each multi-index k and child multi-indices k1,k2 ∈ Ck, if Hk1 is monochromatic
and Hk2 is dichromatic, then we write Hk1 ≺k Hk2 . If both Hk1 and Hk2 are monochromatic (resp.
dichromatic) and the time at which ηk finishes tracing ∂Hk1 is smaller than that for ∂Hk2 , then we
write Hk1 ≺k Hk2 (resp. Hk2 ≺k Hk1). By the color convention for bubbles, this uniquely defines ≺k
as a total ordering ≺k on {Hk′}k′∈Ck .
The following theorem is essentially proven in [MS17, Section 4.3].
Theorem 3.9. In the above setting, with probability 1, there exists a unique continuous curve η′ :
[0, µ(H)]→ H with the following properties:
(1) η′(0) = x∅, η′([0, µ(H)]) = H and µ(η′([0, s])) = s for each s ∈ [0, µ(H)];
(2) For each multi-index k, given any k1,k2 ∈ Ck and times s1, s2 such that η′(si) is in the interior
of Hki for i = 1, 2, we have Hk1 ≺ Hk2 if and only if s1 < s2.
As a random variable in MGHPU2 , H
′ := (H, d, µ, ξ, η′) is called the the space-filling SLE6-decorated
Brownian disk with boundary length l.
In words, η′ is the unique curve that visits {Hk′}k′∈Ck in the order of ≺k for each multi-index k and
is parametrized by µ-mass. Note that the definition of our ordering implies that η′(0) = η′(µ(H)) = x∅.
We first record a lemma which is useful for the uniqueness part of Theorem 3.9.
Lemma 3.10. Let z be a point sampled according to µ. For m ∈ N, let km be the index of the m-th
largest bubble containing z. Then limm→∞ µ(Hkm) = 0 a.s.
Proof. Let (H, d, µ, ξ) be embedded in (D, 1) so that z is mapped to 0. By the target invariance of
SLE6, the concatenation of ηkm from xkm to xkm+1 for all m ∈ N gives the so-called radial SLE6 on
D starting from 1 and targeting at 0. In particular, the Euclidean diameter of Hkm a.s. shrinks to 0.
Since µ is a.s. non-atomic, this concludes the proof.
Proof of Theorem 3.9. Conditional on (H, d, µ, ξ), suppose z, z′ ∈ H are two points sampled indepen-
dently from µ (normalized to be a probability measure). Let {Hkm}m∈N be the sequence of bubbles
containing z in decreasing order. Then Lemma 3.10 implies that limm→∞ P[z′ ∈ Hkm ] = 0. There-
fore z and z′ are almost surely contained in two disjoint bubbles with a common ancestor. Now let
{zn}n∈N be a sequence of points in H sampled independently according to µ. Then almost surely any
two points in {zn}n∈N are contained in two disjoint bubbles with a common ancestor. Therefore two
space-filling curves satisfying Condition (2) must visit {zn}n∈N in the same order. Since {zn}n∈N is
almost surely dense in H, these two curves must agree if they both satisfy Condition (1). This gives
the uniqueness part of Theorem 3.9.
For the existence part, it suffices to show that the ordering of {zn}n∈N above can be extended to
a continuous curve. As explained in [MS17, Section 4.3], this ordering is the same as the one coming
from the definition in the introduction of [MS17] based on the flow lines of the GFF. In light of this,
the desired continuous extension is achieved in [MS17, Theorem 1.16].
For k ∈ ⋃∞m=0Nm, there exists a unique interval [sk, tk] such that Hk = η′[sk, tk]. We also write
t̂k ∈ [sk, tk] for the a.s. unique time in this interval such that η′(t̂k) = x̂k. Note that t̂k = tk for
dichromatic bubbles. Then ηk can be obtained from η
′|[sk,tk] by skipping the times during which
it is filling in bubbles disconnected from x̂k and then parameterizing by quantum natural time. By
the definition of the ordering of bubbles above, the curve η′|[sk,t̂k] fills in each monochromatic bubble
cut out by ηk immediately after it finishes tracing its boundary, but does not fill in the dichromatic
bubbles cut out by ηk until the time interval [t̂k, tk]. In particular, η
′(µ(H)) = η′(0) = ξ(0). This
means that η′ is a space-filling loop based at ξ(0).
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If we view (H, d, µ, ξ) as being embedded intoD via (3.7), then the curve η′ modulo parametrization
is determined by the trace of chordal SLE6 curves {ηk : k ∈
⋃∞
m=0Nm}, so is independent from the
field h which describes the associated quantum disk and hence also from (H, d, µ, ξ). This puts the
space-filling SLE6 decorated Brownian disk H
′ = (H, d, µ, ξ, η′) into the mating-of-trees framework
developed in [DMS14] and gives the continuum analog of the random walk encoding in Section 2.2.
To be more precise, by identifying (H, d, µ) with a quantum disk as in (3.7), we can (using [She16a])
define for each t ≥ 0 the quantum lengths of the clockwise and counterclockwise arcs of η′[t,∞] =
H \ η′[0, t] from η′(t) to η(µ(H)) = x∅. Denote these lengths by L′t and R′t, respectively. We call
Z ′ := (L′, R′) the boundary length process of H′. Note that ∂H counts as part of the left boundary.
The following fundamental result is immediate from [MS15b, Theorem 2.1] and the equivalence of the√
8/3-quantum disk and the Brownian disk.
Theorem 3.11 ( [MS15b]). There is a deterministic constant c > 0 such that the law of Z ′ can be
described as follows. Let (Xt, Yt)t≥0 be a pair of correlated linear Brownian motions with
Var(Xt) = Var(Yt) =
2
3
t and Cov(Xt, Yt) =
1
3
t, ∀t ≥ 0,
started from (X0, Y0) = (l, 0). For  > 0, let τ = inf{t ≥ 0 : Xt = − or Yt = −}. The conditional
law of (Xt, Yt)[0,τ] given that Xτ ≤  and Yτ ≤  converges to the law of (Z ′t)[0,µ(H)] as → 0.
Moreover, Z ′ and H′ are measurable with respect to each other.
The process Z ′ is illustrated in Figure 8.
L′(t)
R′(t)
η′([0, t])
R′
L′(l, 0)
Figure 8: Left: The process Z ′ = (L′, R′) gives the left (red) and right (blue) boundary lengths of
H \ η′([0, t]) for each t ≥ 0. Right: By Theorem 3.11, the law of Z ′ is that of a planar Brownian
motion with correlation 1/2, started from (l, 0), and conditioned to first exit [0,∞)2 at (0, 0). This
conditioning is made sense of via a limiting procedure.
Remark 3.12 (A comment on constants). In [DMS14,MS15b], the variance of the Brownian motion
encoding a space-filling SLE6-decorated quantum disk is unknown; only the covariance is specified.
However, in our setting the variance has the explicit value 23 because µ(H) is known to have density
1√
2pit5
exp{− 12t}1t>0dt when l = 1 [BM17]. This does not give the variance of the Brownian motion
in [DMS14] because the constant cm in (3.7) governing the relationship between LQG areas and
Brownian disk areas is unknown.
We conclude this section with a precise statement of Theorem 1.2.
Theorem 3.13. Given l > 0, let M´n ∈MGHPU2 for n ∈ N be the site-percolated triangulations as in
(3.4). Let Z´n = Φ(Mn, en, ωn) be the encoding walk as in Theorem 2.7 and let
Z´n(t) := (L´n(t), R´n(t)) = c−1n−1/2Z´n(bbntc) for all t ∈ [0, µn(Mn)]. (3.10)
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Let H′, Z ′ be the space-filling SLE6-decorated Brownian disk and its associated boundary length process
as above. Then the joint law of (M´n, Z´n) converges the that of (H′, Z ′) with respect to the GHPU
topology on the first coordinate and the uniform topology on the second coordinate.
3.5 The conformal loop ensemble associated with η′
The space-filling SLE6 curve η
′ traces the loops of a conformal loop ensemble (CLE6; [She09]) on
H, as we now explain. Given k ∈ ⋃m∈N0 Nm, if Hk is dichromatic, we define a loop γk as follows.
Let σ¯k and τ¯k be the almost surely unique times when the chordal SLE6 curve ηk− visits the points
η′(tk) and η′(sk), respectively, where η′ starts and finishes filling in Hk. Let γk(t) = ηk−(t+ σ¯k) for
t ∈ [0, τ¯k − σ¯k] and γk(t) = ηk(t + σ¯k − τ¯k) for t > τ¯k − σ¯k. In words, γk is the parametrized loop
obtained by concatenating ηk− |[σ¯k,τ¯k] and ηk. See Figure 9 for an illustration.
xk−
xˆk−
ηk−([σ¯k, τ¯k])
ηk−([0, σ¯k])
ηk−([σ¯k,∞))
xˆk
xk
ηk
Figure 9: Shown are two nested bubbles Hk− (the whole disk) and Hk (light green) with Hk
dichromatic. The CLE6 loop γk is the concatenation of the orange curve and the green curve. The
collection of all such loops, as k ranges over all dichromatic bubbles, is a CLE6.
Definition 3.14. The collection of loops Γ :=
{
γk : k ∈
⋃
m∈N0 N
m, Hk is dichromatic
}
is called
CLE6 on the Brownian disk H under its natural parametrization.
Definition 3.14 is equivalent to the construction of CLE6 on D given in [CN08, Section 3] once
(H, d, µ, ξ) is viewed as being embedded into D via (3.7) and Γ is viewed a collection of unrooted,
oriented, unparametrized loops on D, which in turn is equivalent to the one defined in [She09].
4 Scaling limit of the nested exploration
We retain the notations in Theorem 1.2, which was just made precise by Theorem 3.13. In this section
we carry out the first main step of the proof of Theorem 3.13 by showing that the joint law of the
rescaled map (Mn, dn, µn, ξn) and the rescaled boundary length process Z´n associated with the space-
filling exploration of (Mn, en, ωn) converges to the joint law of the Brownian disk (H, d, µ, ξ) and the
boundary length process Z ′ associated with a space-filling SLE6 on H. The uniform convergence of
the associated space-filling curves will be established in the next section.
To prove the above joint convergence, we will start in Section 4.1 by showing that the joint law
of all of the triangulations Mn
k
for k ∈ ⋃∞m=0Nm decorated by percolation interfaces λnk along with
their boundary length processes Zn
k
, as constructed in Section 2.3, converges to the joint law of the
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analogous continuum processes from Section 3.4. We will then show in Section 4.2 that one also
has the convergence Z´n → Z ′ by “concatenating” the boundary length processes associated with the
nested SLE6 curves.
Identify (Mn, en, ωn) with an element of Pm as in Remark 2.1. For k ∈ ⋃∞m=0Nm, let Mnk, enk,
ωn
k
, ên
k
, `n
k
, λn
k
be defined in the same way as Mk, ek, ωk, êk, `k, λk with (M
n, en, ωn) in place of
(M, e, ω) in the nested exploration of Section 2.3. Let dn
k
= a−1n−1/4dMn
k
and µn
k
= b−1n−1µMn
k
.
For s ∈ [0, c−1n−1/2`n] let ξn
k
(s) := βMn
k
(cn1/2s). For t ≥ 0 let ηn
k
(t) := λn
k
(sn3/4t). Let Mn
k
=
(Mn
k
, dn
k
, µn
k
, ξn
k
, ηn
k
). Let Zn
k
= (Ln
k
, Rn
k
) be the boundary length process of λn
k
renormalized as in
(3.9), with ηn
k
in place of ηn there.
Recall the Brownian disk (H, d, µ, ξ) and the nested exploration {Hk : k ∈
⋃∞
m=0Nm} from
Section 3.4. Also recall the boundary length processes {Zk : k ∈
⋃∞
m=0Nm} and Z ′ = (L′, R′) from
the same section.
4.1 Joint convergence of nested explorations
In this subsection we will prove that (Mn
k
, Zn
k
) converges jointly in law to (Hk, Zk) by iteratively
applying Theorem 3.7. We will use this to derive the joint convergence of the nested exploration and
Z´n in Section 4.2.
Proposition 4.1. One has the following convergence of joint laws as n→∞:{
(Mn
k
, Zn
k
) : k ∈
∞⋃
m=0
N
m
}
→
{
(Hk, Zk) : k ∈
∞⋃
m=0
N
m
}
, (4.1)
where for each k, the first coordinate is given the GHPU topology and the second coordinate is given
the Skorokhod topology.
Proposition 4.1 will be a consequence of the convergence results for a single interface proven
in [GM17b] (Theorem 3.7) together with the iterative constructions of the pairs (Mn
k
, Zn
k
) and (Hk, Zk)
from Sections 2.3 and 3.4, respectively. Before we give the proof, let us discuss what we need
from [GM17b]. Theorem 3.7 immediately implies that (Mn∅ , Z
n
∅ )→ (H∅, Z∅) in law as n→∞. In fact,
the proof of Theorem 3.7 from [GM17b] (in the case of site percolation on a loopless triangulation)
yields the following slightly stronger statement.
Lemma 4.2. One has the convergence of joint laws(
Mn∅ , Z
n
∅ , {(Mnk , dnk , µnk , ξnk (0))}k∈N
)→ (H∅, Z∅, {(Hk, dk, µk, ξn(0))}k∈N), (4.2)
where the first coordinate is given the GHPU topology, the second coordinate is given the Skorokhod
topology, and the third coordinate is given the countable product of the pointed Gromov-Hausdorff-
Prokhorov topology (i.e., the GHPU topology but restricted to spaces where the curve is constant).
Recall that {(Hk, dk, µk, ξk(0))}k∈N is the set of connected components of H∅ \ η∅, each equipped
with the internal metric of d∅, the restriction of µ∅, and the last point on its boundary hit by η∅.
In particular, these pointed metric measure spaces are a.s. determined by H∅. The pointed metric
measure spaces (Mnk , d
n
k , µ
n
k , ξ
n
k (0)) are determined by M
n
∅ and η
n
∅ in an analogous manner.
We briefly explain why the proof in [GM17b] yields Lemma 4.2. In our notation, the proof of Theo-
rem 3.7 in [GM17b, Section 7] starts out with a subsequence along which the left side of (4.2) converge
in law, then shows that the subsequential limit coincides with the right side of (4.2). In particular, it
was shown in [GM17b, Section 7.2] that the subsequential limits of the (Mnk , d
n
k , µ
n
k , ξ
n
k (0))’s coincide
with the (Hk, dk, µk, ξ
n(0))’s (although at that point in the proof in [GM17b], the subsequential limit
of (Mn∅ , Z
n
∅ ) had not yet been shown to agree in law with (H∅, Z∅) — this was not established until
the very end of [GM17b, Section 7]).
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Proof of Proposition 4.1. If we couple so that Zn∅ → Z∅ a.s. in the Skorokhod sense (which we can do
by Theorem 3.7), then for k ∈ N, the magnitude of the kth largest jump of Zn∅ converges a.s. to the
magnitude of the kth largest jump of Z∅. In other words,
c
−1n−1/2#∂Mnk → ν(∂Hk).
By the discrete and continuum Markov properties (Lemmas 2.21 and 3.8) and Theorem 3.7 (the latter
applied once for each k ∈ N), a.s. the joint conditional law of {(Mnk , Znk )}k∈N given Zn∅ converge a.s.
to the joint conditional law of {(Hk, Zk)}k∈N given Z∅. This yields the convergence of joint laws(
Zn∅ , {(Mnk , Znk )}k∈N
)→ (Z∅, {(Hk, Zk)}k∈N). (4.3)
We will now deduce from Lemma 4.2 and (4.3) the convergence in law(
Mn∅ , Z
n
∅ , {(Mnk ,Znk )}k∈N
)→ (H∅, Z∅, {(Hk, Zk)}k∈N), (4.4)
which is the special case of (4.1) when we restrict to m ∈ {0, 1}. Indeed, by Lemma 4.2, (4.3), and
the Prokhorov theorem for any sequence of n’s tending to ∞ there is a coupling of (Z∅,H∅) with a
collection of pairs
{
(H˚k, Z˚k)
}
k∈N
d
= {(Hk, Zk)}k∈N and a subsequence along which(
Zn∅ ,M
n
∅ , {(Mnk ,Znk )}k∈N
)→ (Z∅,H∅,{(H˚k, Z˚k)}
k∈N
)
in law. (4.5)
As explained after the statement of Lemma 4.2, {(Hk, dk, µk, ξk(0))}k∈N is a.s. determined by H∅. By
Lemma 4.2, if we write H˚k = (H˚k, d˚k, µ˚k, ξ˚k, η˚k) then (H˚k, d˚k, µ˚k, ξ˚(0)) = (Hk, dk, µk, ξ(0)) as metric
measure spaces for each k ∈ N. The metric and area measure on the Brownian disk a.s. determine its
boundary length measure (see, e.g., [LG19, Proposition 2]). This boundary length measure together
with the marked boundary point ξ˚(0) determines ξ˚, so we get that a.s.
(H˚k, d˚k, µ˚k, ξ˚k) = (Hk, dk, µk, ξk), ∀k ∈ N, (4.6)
where here we mean equality as curve-decorated metric measure spaces. We henceforth identify the
curve decorated metric measure spaces appearing in (4.6).
By (4.3), if we condition on Z∅ then the curve-decorated metric measure spaces H˚k are condition-
ally independent SLE6-decorated Brownian disks with boundary lengths specified by the downward
jumps of Z∅. In particular, under the conditional law given Z∅ and {(Hk, dk, µk, ξk)}k∈N, each of
the curves η˚k is an SLE6 on Hk going from xk = ξk(0) to the marked boundary point x̂k which is
determined by Z∅ and {(Hk, dk, µk, ξk)}k∈N. That is, the conditional laws of {H˚k}k∈N and {Hk}k∈N
given Z∅ and {(Hk, dk, µk, ξk)}k∈N agree. The measurability statement in Lemma 3.5 implies Z∅ and
{(Hk, dk, µk, ξk)}k∈N a.s. determine H∅, so we get that the conditional laws of {H˚k}k∈N and {Hk}k∈N
given (Z∅,H∅) agree. Since Hk a.s. determines Zk and (Hk, Zk)
d
= (H˚k, Z˚k), we infer that the right
sides of (4.4) and (4.5) have the same law. Since our initial choice of subsequence was arbitrary, this
implies (4.4).
Due to the iterative constructions of the Hk’s and the M
n
k
’s, we may now iterate the above argument
to obtain (4.1). In particular, we prove by induction on m that{
(Mn
k
, Zn
k
) : k ∈
m⋃
r=0
N
r
}
→
{
(Hk, Zk) : k ∈
m⋃
r=0
N
r
}
, (4.7)
in law. The base case m = 1 is (4.4). Now assume that (4.7) holds for some m ∈ N. Then the same
reasoning leading to (4.3) together with (4.7) applied once inside each of the bubbles of Mn∅ yields(
Zn∅ , {(Mnk, Znk )}k∈⋃m+1r=1 Nr
)
→
(
Z∅, {(Hk, Zk)}k∈⋃m+1r=1 Nr
)
. (4.8)
One can then combine Lemma 4.2 and (4.8) via exactly the same argument used to prove (4.4) to
get (4.7) with m+ 1 in place of m. This completes the induction, hence (4.1) holds.
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4.2 Joint convergence with the random walk encoding
By standard facts on lattice walks in the first quadrant (see e.g. [DW15, Theorem 4]), Z´n → Z ′ in
law with respect to the uniform topology. The main result in this section is the following.
Proposition 4.3. The convergence of Z´n to Z ′ holds jointly with the one in Proposition 4.1.
By the Skorokhod representation theorem, for each subsequence of N there exists a further subse-
quence N and a coupling of {(Hk, Zk) : k ∈
⋃∞
m=0N
m} and {M´n}n∈N such that almost surely
1. limN3n→∞(Mnk, Z
n
k
) = (Hk, Zk) for each k ∈
⋃∞
m=0N
m with respect to the topology in Propo-
sition 4.1,
2. Z´n converges to a stochastic process Z˚ ′ in C0(R,R2) with the same law as Z ′.
Throughout this section we work under such a coupling and assume n ∈ N . Then Proposition 4.3 is
an immediate consequence of the following result concerning the coupling.
Proposition 4.4. Z ′ = Z˚ ′ almost surely.
For each multi-index k ∈ C∅, recall the times sk, tk, t̂k in Section 3.4 for the bubble Hk, which are
defined so that η′([sk, tk]) = Hk and η′(t̂k) = x̂k. If Mnk 6= ∅, we will also need the discrete analog of
these times in the setting of Section 2.3. Let Sn
k
, Tn
k
∈ N0 be such that λ´n([Snk , Tnk ]Z) = E(Mnk) and
let T̂n
k
∈ [Sn
k
, Tn
k
]Z be such that λ´
n(Tn
k
) = ên
k
. The rescaled version of these times are given by
sn
k
:= b−1n−1Sn
k
, t̂n
k
:= b−1n−1T̂n
k
, and tn
k
:= b−1n−1Tn
k
. (4.9)
Recall the description of Sn
k
, T̂n
k
, Tn
k
in terms of Z´n at the end of Section 2.3, namely, Facts (1)-(3)
above Lemma 2.21. We now give the continuum analog of these facts and the convergence of these
discrete quantities to their continuum counterparts. Fix s, t ∈ [0, µ(H)] such that s < t. Given a
sample of Z ′, we say that t is an ancestor of s if L′u > L
′
t and R
′
u > R
′
t for all s < u ≤ t. We call s an
ancestor-free time relative to t if there are no ancestors of s in (s, t). Let AnFr(t) be the set of ancestor-
free times relative to t, which is known to be a closed set with Hausdorff dimension 3/4 [DMS14, Section
10.2] (see also [GHM15, Example 2.3]). Let Cut(s) = {t′ ∈ (s, µ(H)) : t′ is an ancestor of s}. The
set Cut(s) is the same as the set of so-called pi/2-cone times8 for Z ′ whose corresponding pi/2-cone
intervals contain s. Therefore Cut(s) is a closed set of Hausdorff dimension 1/4 by the main result
of [Eva85] (see also the proof of [DMS14, Lemma 8.5]).
Proposition 4.5. For each multi-index k ∈ ⋃m∈N0 Nm, the following hold.
(1) If Hk is monochromatic red, then t̂k = inf{t ≥ sk : L′sk − L′t = `k/2}. If Hk is monochromatic
blue, then t̂k = inf{t ≥ sk : R′sk −R′t = `k/2}. If Hk is dichromatic, then t̂k = tk.
(2) If Hk is monochromatic, then the set of open intervals {(sk′ , tk′) : k′ ∈ Ck and Hk′ is dichromatic}
equals the set of connected components of (t̂k, tk) \ Cut(t̂k).
(3) The set of open intervals {(sk′ , tk′) : k′ ∈ Ck and Hk′ is monochromatic} equals the set of
connected components of (sk, t̂k) \AnFr(t̂k).
(4) (Z´n, sn
k
, tn
k
, t̂n
k
) converges in law to (Z ′, sk, tk, t̂k).
8A time t is a pi/2-cone time for Z′ = (L′, R′) is there exists a u < t such that L′
u′ > L
′
t and R
′
u′ > R
′
t for all
u′ ∈ (u, t). Note that this definition of a cone time corresponds to a cone time for the time reversal of Z′ in some other
literature.
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Proof. We will first argue that (1)-(3) hold for k = ∅ and k ∈ C∅, then we argue that (4) holds for
k = ∅ and k ∈ C∅, and then we argue that (1)-(4) hold for k ∈ N2 with Hk− dichromatic. This will
allow us to conclude by iteration.
The statements concerning t̂∅ and {sk, tk}k∈C∅ in Assertions (1)-(3) are consequences of Theo-
rem 3.11, which are explained in detail in [BHS18, Section 6.9], based on Sections 6.1-6.8 there.
Assertion (4) for t̂n∅ and {snk, tnk}k∈C∅ follows from [BHS18, Lemma 9.25]: indeed, the convergence of
t̂n∅ follows from [BHS18, Lemma 9.25, (i)] and Fact (1) above Lemma 2.21. The convergence of {snk, tnk :
k ∈ C∅, Hk is monochromatic} follows from [BHS18, Lemma 9.25, (i)] and Fact (2) above Lemma 2.21.
The convergence of {sn
k
, tn
k
: k ∈ C∅, Hk is dichromatic} follows from [BHS18, Lemma 9.25, (ii)] and
Fact (3) above Lemma 2.21. Here Facts (1)-(3) give the Z´n-description of special points corresponding
to the percolation interface λn∅ . Section 6.9 in [BHS18] describes the same quantities in the continuum
in terms of Z ′ and [BHS18, Lemma 9.25] show that the random walk quantities converge to their
Brownian motion counterparts.
For k ∈ C∅ such that Hk is monochromatic, since (Z´n, snk, tnk) converges in law to (Z ′, sk, tk), we
may repeat the argument for t̂n∅ to conclude that (Z´
n, t̂n
k
) converges in law to (Z ′, t̂k).
Now for k ∈ N2 with Hk− being dichromatic, since t̂nk− = tnk− converges to t̂k− = tk− , Assertions
(1)-(3) for sk, tk follows from [BHS18, Section 6.9]. Moreover, Assertion (4) for s
n
k
, tn
k
follows from
[BHS18, Lemma 9.25 (i)] and Fact (2) above Lemma 2.21.
Since we have proved Proposition 4.5 for multi-indices in
Cinitial := {∅} ∪ N ∪ {k ∈ N2 : Hk− is dichromatic} (4.10)
the remaining cases follow from iteration.
Remark 4.6. In the proof of Proposition 4.5 and other arguments in this section where the iteration is
used, it is important to consider the cases indexed by Cinitial instead of just C∅. Otherwise it would only
cover the cases where the parent bubble is monochromatic. As seen in the proof of Proposition 4.5,
when the parent bubble is dichromatic, it requires a separate argument.
Lemma 4.7. For all k ∈ ⋃m∈N0 Nm, we have (Z˚ ′, sk, tk, t̂k) d= (Z ′, sk, tk, t̂k). Moreover, (snk, tnk, t̂nk)→
(sk, tk, t̂k) in probability as n tends to ∞.
Proof. For each multi-index k, let s˚k, t˚k be such that (Z˚
′, s˚k, t˚k)
d
= (Z ′, sk, tk). By Assertion (4) of
Proposition 4.5, we see that (Z´n, sn
k
, tn
k
) converges in probability to (Z˚ ′, s˚k, t˚k).9 To show (Z˚ ′, sk, tk)
d
=
(Z ′, sk, tk) and (snk, t
n
k
)→ (sk, tk) in probability, it suffices to show that s˚k = sk and t˚k = tk a.s.
We first consider the case when k ∈ Cinitial. Since η′ is parametrized by µ-mass and µ(ηk) = 0 for
all multi-indices k, we have
sk − sk− =
∑
k′
k−k
µ(Hk′) for each multi-index k, (4.11)
where here the sum ranges over all k′ ∈ Ck− such that k′ ≺k− k (recall ≺k− from Section 3.4).
Suppose k ∈ C∅ and Hk is monochromatic. For any k′ ≺∅ k, by Proposition 4.1, for large enough
n, the bubble Mn
k′ is contained in η´
n([0, sn
k
]). By letting n → ∞, we have ∑
k′∅k µ(Hk′) ≤ s˚k a.s.
Since sk
d
= s˚k, we must have sk = s˚k a.s.
Suppose k ∈ C∅ and Hk is dichromatic. Then µ(H∅)− tk =
∑
k∅k′ µ(Hk′), where the sum ranges
over all k′ ∈ C∅ such that k ≺∅ k′. Similarly as in the monochromatic case we have µ(H∅) − tk ≤
µ(H∅)− t˚k a.s. and hence t˚k = tk a.s.
9Here and in several places below, we use the general fact that if f is a measurable function and {Xn}n∈N and X
are random variables such that (Xn, f(Xn)) → (X, f(X)) in law and Xn → X a.s, then f(Xn) → f(X) in probability.
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For each multi-index k, we have tk − sk = µ(Hk) and tnk − snk = µn(Mn). By letting n→∞ and
using Proposition 4.1 and the two preceding paragraphs, we get that s˚k = sk and t˚k = tk a.s. for all
k ∈ C∅.
We have µ(H) − t̂∅ =
∑
k
µ(Hk) where k ranges over all k ∈ C∅ such that Hk is dichromatic. A
similar argument as above then shows that (Z˚ ′, t̂∅)
d
= (Z ′, t̂∅) and t̂n∅ → t̂∅ in probability. For k ∈ C∅
such that Hk is monochromatic, since (Z˚
′, sk, tk)
d
= (Z ′, sk, tk) and (snk, t
n
k
)→ (sk, tk) in probability,
we may repeat the argument for t̂∅ to conclude that (Z˚ ′, t̂k)
d
= (Z ′, t̂k) and t̂nk → t̂k in probability.
Now suppose k ∈ N2 and Hk− is dichromatic. Since snk− converges to sk− in probability, we can
use (4.11) and the same argument as in the case where k ∈ C∅ and Hk is monochromatic to conclude.
This proves Lemma 4.7 for k ∈ Cinitial.
Lemma 4.7 for general multi-indices now follows by iterating the argument above.
For each k ∈ ⋃∞m=0Nm, let `lk and `rk be the boundary lengths of the clockwise and counterclock-
wise arc on ∂Hk from xk to x̂k, respectively. Equivalently, (`
l
k
, `r
k
) = Zk(0). In particular, with
probability 1, (`l
k
, `r
k
) = (`k/2, `k/2) if and only if Hk is monochromatic.
Lemma 4.8. (Z˚ ′, `l
k
, `r
k
)
d
= (Z ′, `l
k
, `r
k
) and Z˚ ′(tk)− Z˚ ′(sk) = Z ′(tk)− Z ′(sk) for each k ∈ C∅.
Proof. Let `l,n
k
and `r,n
k
be such that (Mn
k
, en
k
, ωn
k
) ∈ P(cn1/2`l,n
k
, cn1/2`r,n
k
). By Proposition 4.5
and Lemma 4.7, (Z´n, `l,n
k
, `r,n
k
) converges to (Z ′, `l
k
, `r
k
) in law. On the other hand, in our coupling
(Z´n, `l,n
k
, `r,n
k
) converge to (Z˚ ′, `l
k
, `r
k
) in probability. This gives (Z˚ ′, `l
k
, `r
k
)
d
= (Z ′, `l
k
, `r
k
).
If Hk is monochromatic, then Z
′(tk) − Z ′(sk) = (−`k, 0) or (0,−`k) depending on whether the
the color is red or blue. If Hk is dichromatic, then Z
′(tk) − Z ′(sk) = −(`rk, `lk). In both cases since
(Z˚ ′, `l
k
, `r
k
)
d
= (Z ′, `l
k
, `r
k
), we have Z˚ ′(tk)− Z˚ ′(sk) = Z ′(tk)− Z ′(sk) almost surely.
The next two lemmas are the main steps towards the proof of Proposition 4.4.
Lemma 4.9. (Z ′, Z∅)
d
= (Z˚ ′, Z∅).
Proof. Recall the pair of independent 32 -stable Le´vy processes Z
∞ = (L∞, R∞) in Lemma 3.4. It
is well known that for each t > 0 the process L∞|[0,t] is almost surely determined by the ordered
downward jumps, i.e., the lengths of these jumps as well as the order in which the jumps appear. By
Lemma 3.4, the same almost sure statement holds for Z∅. Let Z˚∅ be such that (Z ′, Z∅)
d
= (Z˚ ′, Z˚∅). It
is clear from Lemma 4.8 that Z∅ and Z˚∅ have the same set of jumps. (Note that a.s. there are no two
jumps for Z∅ of the same size, and similarly for Z˚∅). Therefore we are left to show that the order in
which the jumps appear also agree.
Suppose k,k′ ∈ C∅. We need to show that the jumps of Z∅ and Z˚∅ of size `k and `k′ corresponding
to the bubbles Hk and Hk′ occur in the same order. If Hk and Hk′ are both monochromatic (resp.
both dichromatic), then since the order in which η′ fills in the monochromatic (resp. dichromatic)
bubbles cut out by η∅ is the same (resp. the opposite) as the order in which η∅ cuts these bubbles off,
the jump of length `k comes before the jump of length `k′ if and only if sk < sk′ (resp. sk > sk′). By
Lemma 4.7, the same holds for Z˚∅.
Now suppose Hk is dichromatic and Hk′ is monochromatic. Let
σk = sup{t ≤ sk : R′t ≤ R′sk}.
Then σk is a.s. the first time such that η
′ visits xk; equivalently, σk is the time that the bubble Hk is
enclosed, i.e., separated from xˆ∅ by η′ (recall that H∅ is monochromatic red, so Hk is a bubble cut out
by η∅ which intersects the right boundary of Hk). See the left part of Figure 10. Recall the definition
of the ordering ≺∅ on bubbles cut out by η∅ from Section 3.4. The jump of length `k for Z∅ comes
before the jump of length `k′ if and only if Hk′ ⊂ η′([σk, sk]), which is further equivalent to σk < sk′ .
Let σ˚k be such that (Z˚
′, σ˚k)
d
= (Z ′, σk).
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x∅
x̂∅
η′(σk)η′(sk′)
Hk
Hk′
Hk
η′(sk)
x∅
x̂∅
x∅
x̂∅
η′(tk)
η∅(u) = η′(tk) = xk
Hk
Hu
η∅
η∅
αk
η∅
Figure 10: Left: Illustration of the proof of Lemma 4.9 in the case where Hk is dichromatic and
Hk′ is monochromatic. Middle: Illustration of the proof of Lemma 4.10 in the case where Hk is
dichromatic. Right: Illustration of the proof of Lemma 4.10 in the case where Hk is monochromatic.
In both of the middle and right figures, the red (resp. blue) curve indicates the left (resp. right)
boundary at time tk. The green curve on the right figure has length αk.
In the discrete setting, supposeMn
k
(resp.Mn
k′) is visited by λ´
n after (resp. before) ên∅ . Equivalently,
typek = di and typek′ = mono. By Lemma 2.18, ∆Z´nSn
k
is a c-step, corresponding to the last edge on
Mn
k
visited by λ´n. Let σn
k′ be such that ∆Z´nbnσn
k′
is the matching b-step of ∆Z´nSn
k
. Then by Lemma 2.18,
Mn
k
comes before Mn
k′ in the peeling process of λ
n
∅ if and only if σ
n
k′ < s
k
n. Then as in the proof of
Lemma 4.7, limn→∞ σnk′ = σ˚k′ in probability. Therefore Hk is disconnected by η∅ from x̂∅ before Hk′
(equivalently, the jump `k comes before the jump `k′) if and only if σ˚k < sk′ . Combined with the
previous paragraph, we see that σ˚k < sk′ if and only if σk < sk′ . Since there exists a sequence {km}
in C∅ such that skm ↓ σk′ , we have σ˚k′ = σk′ almost surely. Therefore if Hk is dichromatic and Hk′
is monochromatic, the jump of length `k comes before the jump of length `k′ for Z∅ if and only if the
same holds for Z˚∅, since this event occurs exactly when σk < sk′ (equivalently, when σ˚k < sk′). This
gives (Z ′, Z∅)
d
= (Z˚ ′, Z∅).
Lemma 4.10. Z˚ ′(sk) = Z ′(sk) and Z˚ ′(tk) = Z ′(tk) almost surely for all k ∈ C∅.
Proof. Suppose Hk is dichromatic. Since the right boundary of the unexplored region at time tk is
the union of the right boundaries of the dichromatic bubbles which come after Hk, we have R
′(tk) =∑
k∅k′ `
r
k′ where here the sum ranges over all k
′ ∈ C∅ such that k ≺∅ k′. Note that the ordering ∅
on C∅ is determined by {sk′ , tk′ , t̂k′}k′∈C∅ . Moreover, both {sk′ , tk′ , t̂k′}k′∈C∅ and {`rk′ , `lk′}k′∈C∅ are
determined by Z ′. By Lemmas 4.7 and 4.8, {sk′ , tk′ , t̂k′}k′∈C∅ and {`rk′ , `lk′}k′∈C∅ are also determined
by Z˚ ′ via the same measurable functions. Therefore
R˚′(tk) =
∑
k∅k′
`r
k′ = R
′(tk). (4.12)
See the middle part of Figure 10. The same statement holds for L˚′(tk) and L′(tk) with `rk′ replaced
by `l
k′ . Therefore Z˚
′(tk) = Z ′(tk). By the second equality in Lemma 4.8, we conclude the proof in
the dichromatic case.
Suppose Hk is monochromatic. Let u be the last time such that η∅(u) = xk and let Hu be the
connected component of H \ η∅([0, u]) containing x̂∅ on its boundary. See the right part of Figure
10. Then both L˚′(tk) and L′(tk) are equal to L∅(u) + `r∅. Therefore L˚
′(tk) = L′(tk). Let αk be the
boundary length of the intersection of ∂Hu and the right arc on (H∅, x∅, x̂∅). Then `r∅−αk =
∑
k′ `
l
k′
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where k′ ranges over k′ ∈ C∅ such that Hk′ is dichromatic and the jump of length `k′ comes before `k
in Z∅. By Lemmas 4.8 and 4.9, we have (Z ′, αk)
d
= (Z˚ ′, αk). Note that R′(tk) = R∅(u)−αk+
∑
k′ `
r
k′ .
By a similar argument as for (4.12), Lemmas 4.8 and 4.9 yield R˚′(tk) = R∅(u)− αk +
∑
k′ `
r
k′ where
k′ ranges over k′ ∈ C∅ such that Hk′ is dichromatic and the jump of length `k′ comes before the jump
of length `k for Z∅. Therefore R˚′(tk) = R′(tk) hence Z˚ ′(tk) = Z ′(tk). Now the second equality in
Lemma 4.8 concludes the proof.
Proof of Proposition 4.4. When k ∈ C∅ and Hk is monochromatic, having established Lemma 4.10,
the argument in Lemma 4.9 gives that (Z ′, Zk)
d
= (Z˚ ′, Zk). When k ∈ C∅ and Hk is dichromatic, we
have the same statement with an even simpler argument. In this case the order of jumps for Zk is given
by the ordering ≺k, which is determined by {sk′}k′∈Ck . Therefore by Lemma 4.7, (Z ′, Zk) d= (Z˚ ′, Zk).
Now the argument in Lemma 4.10 gives that Lemma 4.10 still holds with C∅ replaced by Ck.
By iteration, both Lemmas 4.9 and 4.10 hold for all multi-indices. Since {sk, tk : k ∈
⋃∞
m=0Nm}
is dense in [0, µ(H∅)], we must have Z ′ = Z˚ ′ a.s.
5 Scaling limit of the space-filling exploration
Throughout this section we work in the setting of Theorem 3.13 and Proposition 4.1. By Propo-
sition 4.3 and the Skorokhod representation theorem, we can work under a coupling of {M´n}n∈N
and {(Hk, Zk) : k ∈
⋃∞
m=0N
m} where almost surely the convergence in Proposition 4.1 holds and
Z´n → Z ′. Henceforth fix such a coupling.
By Proposition 3.2, for each k ∈ ⋃∞m=0Nm there a.s. exists a compact metric space (Wk, Dk) and
isometric embeddings
ιk : Hk →Wk and ιnk : Mnk →Wk, ∀n ∈ N (5.1)
such that ιn
k
(Mn
k
) → ιk(Hk) a.s. in the Dk-HPU sense (Definition 3.1). Write ι = ι∅, ιn = ιn∅ , and
(W,D) := (W∅, D∅). We henceforth identify H′ and M´n with their images under ι and ιn, respectively.
Note that this has the effect of identifying Hk and M
n
k
for n ∈ N with their images under ι and ιn,
respectively, so that every Hk and M
n
k
is a subset of W . The goal of this section is to prove the
following proposition, which implies Theorem 3.13.
Proposition 5.1. In the above setting, a.s. limn→∞ η´n = η′ in the D-uniform topology.
To prove Proposition 5.1, we will define for M,K ∈ N a curve η′M,K by concatenating, in a certain
manner, the (finite) collection of SLE6 curves ηk corresponding to k ∈
⋃M
m=0[1,K]
m
Z
, parametrized by
disconnected area (see Section 5.2 for this parametrization). We also define analogous discrete curves
η´nM,K . We will show that if M and K are chosen sufficiently large, independently of n, then all of the
connected components of H \η′M,K and Mn \ η´nM,K for n ∈ N are uniformly close. This will imply that
η′M,K (resp. η´
n
M,K) is uniformly close to η
′ (resp. η´n). We can also deduce from the results of Section 5.2
that η´nM,K is close to η
′
M,K when n is large, which will give the desired GHPU convergence. Before
proceeding to this argument we first record some basic facts about the above-defined embeddings in
Section 5.1.
5.1 Basic properties of the embeddings
Recall (5.1). For each multi-index k 6= ∅, let
H˜k =
(
H˜k, d˜k, µ˜k, ξ˜k, η˜k
)
:= ιk(Hk) and M˜
n
k
=
(
M˜n
k
, d˜n
k
, µ˜n
k
, ξ˜n
k
, η˜n
k
)
:= ιn
k
(Mn
k
) (5.2)
so that a.s. limn→∞ M˜nk = H˜k in the Dk-HPU sense. Then the curves ξ˜
n
k
and η˜n
k
converge to ξ˜k and
η˜k, respectively, in the space (Wk, Dk). In this section we show that the analogous convergence holds
for the curves which are all embedded into the same space (W,D).
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Lemma 5.2. ξn
k
→ ξk and ηnk → ηk a.s. as n→∞ in D-uniform distance for each k ∈
⋃∞
m=0N
m.
To prove Lemma 5.2, for n ∈ N let fk := ι−1k : H˜k → W and fnk := (ιnk)−1 : M˜nk → W , which take
us from the embedding of Hk (resp. M
n
k
) into Wk to its embedding into W . Let g∅ (resp. gn∅ ) be the
identity map on H (resp. Mn) and for k 6= ∅, let
gk := ιk− ◦ ι−1k : H˜k →Wk− and gnk := ιnk− ◦ (ιnk)−1 : M˜nk →Wk−
where ιk− (resp. ι
n
k−) is considered as a map from Hk (resp. M
n
k
) to Wk− under the natural inclusion
Hk → Hk− (resp. Mnk → Mnk−). Then fk (resp. gk) is 1-Lipschitz from (H˜k, d˜k) to (W,D) (resp.
(Wk− , Dk−) and its image is Hk (resp. ιk−(Hk)). Furthermore, fk pushes forward µ˜k to µk, ξ˜k to
ξk, and η˜k to ηk; and
fk = g∅ ◦ gk−(m−1) ◦ · · · ◦ gk− ◦ gk. (5.3)
Analogous statements hold for fn
k
and gn
k
. We start by proving a limit result for fn
k
and gn
k
.
Lemma 5.3. Almost surely, for each subsequence of N of N there is a further subsequence N ′ such
that for each k ∈ ⋃∞m=1Nm the maps fnk converge to fk and the maps gnk converge to gk in the following
sense as N ′ 3 n → ∞. For each subsequence N ′′ of N ′ and each sequence of points xn ∈ M˜n
k
for
n ∈ N ′′ such that xn → x ∈ H˜k, one has D(fnk (xn), fk(x)) → 0 and Dk−(gnk(xn), gk(x)) → 0 as
N ′′ 3 n→∞.
Proof. By [GM17c, Lemma 2.1] and a diagonalization argument, it is a.s. the case that for each
subsequence of N there exists a further subsequence N ′ and maps f˚k : H˜k →W and g˚k : H˜k →Wk−
for each k ∈ ⋃∞m=1Nm such that fnk → f˚k and gnk → g˚k in the sense described in the statement of
the lemma as N ′ 3 n→∞.
Repeating verbatim the proof of [GM17b, Lemma 7.5, assertions 2 and 3] shows that each g˚k is an
isometry from (H˜k \ ∂H˜k, d˜k) to g˚k(H˜k \ ∂H˜k), equipped with the internal metric of d˜k− ; and pushes
forward µ˜k to µ˜k− |H˜k . Repeating verbatim the proof of [GM17b, Lemma 7.6, assertion 1] shows that
in fact f˚k(H˜k \ ∂H˜k) is a connected component of H˜k− \ η˜k− , so must be equal to ιk−(Hk). From
this and the uniqueness statement [GM17a, Proposition 7.3] for isometries of Brownian surfaces, we
infer that g˚k = gk. By (5.3), the analogous relation for f
n
k
and gn
k
, and the convergence statement for
the gn
k
’s, we find that also fn
k
= fk.
Proof of Lemma 5.2. Fix k ∈ ⋃∞m=0Nm. By our choice of coupling and isometric embeddings, one has
ξ˜n
k
→ ξ˜k and η˜nk → η˜k uniformly with respect to the metric Dk. The maps fnk : (M˜nk, d˜nk) → (W,D)
are 1-Lipschitz, so the curves ξn
k
= fn
k
◦ ξ˜n
k
and ηn
k
= fn
k
◦ η˜n
k
are equicontinuous in (W,D). By
the Arze´la-Ascoli theorem, it is a.s. the case that for every subsequence of N, there exists a further
subsequence N∗, a curve ξk,∗ : [0, ν(∂Hk)] → H, and a curve ηk,∗ : [0,∞) → H which is constant at
∞ such that ξn
k
→ ξk,∗ and ηnk → ηnk,∗ in the D-uniform distance as N∗ 3 n → ∞. By Lemma 5.3,
after possibly passing to a further subsequence we can arrange that the maps fn
k
converge to fk in
the sense of Lemma 5.3 along the subsequence N∗. This implies in particular that for each s ∈ R,
ξn
k
(s) = fn
k
(ξ˜n
k
(s))→ fn
k
(ξ˜k(s)) = ξk(s)
along N∗, and similarly for each u ≥ 0 one has ηnk(u)→ ηk(u). Hence ξk,∗ = ξk and ηk,∗ = ηk.
5.2 Parameterizing by disconnected area
In this brief subsection we prove variants of the scaling limit results of the previous subsections where
we parametrize the paths ηn
k
and ηk by the accumulated areas of the monochromatic bubbles which
they disconnect from the target point (so that the curves are constant on some intervals of time)
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instead of by quantum natural time. The reason for considering this choice of parametrization is that
it is more closely connected to the peano curves η´n and η′.
For k ∈ ⋃∞m=0Nm, recall from Section 3.4 that [sk, tk] is the interval of times during which η′
is filling in Hk and t̂k is the time such that η
′(t̂k) = x̂k. Note that t̂k = tk if and only if Hk is
dichromatic. For t ∈ [sk, t̂k], if η′(t) ∈ ηk(R), let uk(t) = sup{u : ηk(u) = η′(t)}. If η′(t) /∈ ηk(R),
then η′(t) must belong to a monochromatic bubble Hk′ for some k′ ∈ Ck. Let uk(t) = uk(sk′). Let
ηa
k
: [sk, t̂k]→ Hk be defined by
ηa
k
(t) := ηk(uk(t)). (5.4)
Recall that the set of ancestor-free times AnFr(t̂k) is the same as the set of times t for which η
′(t) ∈
ηk, equivalently the times when η
′ is not filling in a connected component of Hk \ ηk (see (3) in
Proposition 4.5). Therefore, uk is a nondecreasing continuous function on [sk, t̂k], which stays constant
on each connected component of (sk, t̂k) \AnFr(t̂k).
In the discrete setting, for n ∈ N and k ∈ ⋃∞m=0Nm, recall the (unscaled) time Snk , T̂nk and Tnk
in Section 4.2. For i ∈ [Sn
k
, T̂n
k
], let jn
k
(i) = inf{j : λn
k
(j) ∈ λ´n([i,∞)Z)} and let λa,nk (i) := λnk(jnk(i)).
Note that
λa,n
k
(i) = λ´n(i), ∀i ∈ [Sn
k
, T̂n
k
]Z with λ´
n(i) ∈ λn
k
.
Extend the curve λa,n
k
from [Sn
k
, T̂n
k
]Z to [S
n
k
, T̂n
k
] as in Section 3.1. For t ∈ [sn
k
, t̂n
k
], let
ηa,n
k
(t) := λa,n
k
(bnt) and un
k
(t) := s−1n−3/4jn
k
(bnt),
where here we extend jn
k
to [Sn
k
, Tn
k
] in such a way that ηa,n
k
= ηn
k
◦ un
k
.
Lemma 5.4. For each k ∈ ⋃∞m=0N,, ηa,nk → ηak uniformly in (W,D) in probability.
Proof. By [BHS18, Lemma 9.25], (Z´n, un
k
) converges in law to (Z ′, uk). Therefore unk → uk in proba-
bility in our coupling. Now Lemma 5.4 follows from Lemma 5.2 and (5.4).
5.3 Proof of Theorem 3.13
Now we carry out the strategy outlined at the beginning of Section 5. Fix M,K ∈ N. We will define
curves η′M,K and η´
n
M,K for M,K ∈ N in terms of the chordal curves ηak and ηa,nk , respectively. Let us
start by defining η′M,K . Let IM,K =
⋃M
m=0
⋃
k∈[1,K]m
Z
[sk, t̂k]. For each t ∈ IM,K , let k′ be such that
[sk′ , t̂k′ ] is the shortest interval containing t in {[sk, t̂k]}k∈[1,K]m
Z
and set η′M,K(t) := η
a
k′(t). For each
t ∈ [0, µ(H)] \ IM,K , set η′M,K(t) := η′M,K(t), where t is the next time after t which belongs to IM,K .
Roughly speaking, η′M,K is obtained by concatenating finitely many of the chordal curves ηk.
The curve η´nM,K is defined similarly: let I
n
M,K =
⋃M
m=0
⋃
k∈[1,K]m
Z
[sn
k
, t̂n
k
]. For each t ∈ InM,K , let
k′ be such that [sn
k′ , t̂
n
k′ ] is the shortest interval containing t in {[snk′ , t̂nk′ ]}k∈[1,K]mZ and set η´nM,K(t) :=
ηa,n
k
(t). For each t ∈ [0, µn(H)] \ InM,K , set η´nM,K(t) := η´nM,K(t), where t is the next time after t which
belongs to InM,K .
We note that η′M,K is left continuous with right limits, but not right continuous. Indeed, for
k ∈ [1,K]m
Z
such that m ∈ [0,M ]Z and Hk is monochromatic, the curve ηM,K |[t̂k,tk] will “jump”
across strings of dichromatic bubbles Hk′ for k
′ ∈ Ck \ [1,K]m+1Z which are traced in order by η′. Note
that this discontinuity always occurs at one of the times t̂k for k ∈
⋃M
m=0[1,K]
m
Z
. However, as we will
eventually show in Lemma 5.9, these discontinuities are typically small when M and K are large.
We introduce the following notations for the next lemma. Given a metric space (X, d) and a
subset A ⊂ X, the d-diameter of A is defined by diam(A; d) := inf{d(x, y) : x, y ∈ A}. Suppose
(X, d) = (Mn, dn) for some n ∈ N. If A is a subgraph of Mn, we write diam(V(A); d) as diam(A; d). If
A ⊂ E(Mn), then we write diam(B; d) as diam(A; d) where B is the set of vertices which are endpoints
of edges in B. We write Mn −E as Mn − η´nM,K where E is the collection of edges that are contained
in the range of η´nM,K .
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Lemma 5.5. Almost surely, for each  > 0 there exists M,K ∈ N only depending on  such that
diam(U ; d) ≤ , ∀ connected component U of H \ η′M,K ; (5.5)
diam(Un; dn) ≤ , ∀ 2-connected component Un of Mn − η´nM,K for all n ∈ N. (5.6)
Lemma 5.5 together with Lemma 5.9 below will allow us to show that when M and K are large,
η′M,K is close to η
′ and η´nM,K is close to η´
n uniformly in n. The bound (5.5) is an immediate consequence
of the following lemma.
Lemma 5.6. Almost surely, for each  > 0 there exists random M,K ∈ N such that each connected
component of H \ η′M,K has µ-mass at most µ(H).
Proof. For  ∈ (0, 1), let E() be the event that for each M,K ∈ N, there exists a connected component
of H \ η′M,K with µ-mass larger than µ(H). By way of contradiction, we assume that there exists
an  with P[E()] > 0. Fix M ∈ N. For each m ∈ [0,M ]Z and k ∈ Nm such that µ(Hk) > µ(H), let
Kk ∈ N be such that
∑∞
j=Kk
µ(H(k,j)) < M
−1µ(Hk) (such a Kk can be found since the union of the
bubbles Hk′ for k
′ ∈ Ck is all of Hk up to a set of µ-mass zero). Let K ′M be the maximum over all
such Kk’s, which is finite since there are only finitely many k ∈
⋃M
m=1N
m with µ(Hk) > µ(H). On
the event E(), there exists a connected component U of H \ η′M,K′ such that µ(U) > µ(H). The
component U must be a bubble HkM for certain multi-index kM . By our choice of K
′
M , we must have
kM ∈
⋃
m>M Nm. Let z ∈ H be a point sampled according to µ. Then lim infM→∞ P[z ∈ HkM ] ≥
P[E()] > 0. This contradicts Lemma 3.10.
Proof of (5.5) in Lemma 5.5. Since η′ is continuous, almost surely there exists δ = δ() > 0 such
that d(η′(t1), η′(t2)) ≤  for each t1, t2 ∈ [0, µ(H)] with |t1 − t2| ≤ δ. By Lemma 5.6, there a.s. exists
M,K ∈ N such that each connected component of H \ η′M,K has µ-mass at most δ. Thus each such
connected component can be filled in by η′ in a single interval of length at most δ Therefore (5.5)
holds for our choices of M,K.
The bound (5.6) does not directly follows from (5.5) and the scaling limit results that we have
already established, since we only have convergence of each Mn
k
to Hk individually, not uniformly
over all k ∈ ⋃∞m=0Nm, and there are infinitely many connected components of H \ η′M,K . To prove
(5.6), we first record a simple lemma reducing estimates for the diameter of the set itself to estimates
for the diameter of its boundary, which is more amenable to analysis via the boundary length process
(see Lemma 5.8).
Lemma 5.7. Given a subgraph S of Mn, let ∂S be the graph such that V(∂S) is the union of V(S)∩
V(∂Mn) and {v ∈ V(S) : v is adjacent to a vertex in V(Mn) \ V(S)}; and E(∂S) is the set of edges
in E(S) with both endpoints in V(∂S). Almost surely, for each  ∈ (0, 1) there exists a random δ > 0
such that for each n ∈ N and each subgraph S of Mn with diam(∂S; dn) ≤ δ, we have diam(S; dn) ≤ .
Proof. The proof is essentially the same as that of [GM17b, Lemma 5.7], but we give the details since
the statement in our setting is slightly different.
Suppose by way of contradiction that the statement of the lemma is false. It is clear that for each
 > 0, we can find a δ > 0 which works for any fixed finite collection of n ∈ N, so there must exist
 > 0 and a subsequence {nq}q∈N ⊂ N such that for each q ∈ N, there exists a subgraph Snq ⊂ Mnq
with diam(Snq , dnq ) ≥  and diam(∂Snq , dnq ) ≤ 1/q.
For q ∈ N, choose ynq ∈ ∂Snq . It is clear that a.s. lim infq→∞ diam(∂Mnq ; dnq ) > 0, so there exists
ζ > 0 such that for large enough q ∈ N, the dnq -diameter of Mnq \ Snq is at least ζ.
For δ ∈ (0, ( ∧ ζ)/100), define
V
nq
δ := S
nq \B4δ(ynq ; dnq ) and Unqδ := Mnq \ (Snq ∪B4δ(ynq ; dnq )).
For large enough q ∈ N, the set V nqδ (resp. Unqδ ) has dnq -diameter at least /2 (resp. ζ/2). Furthermore,
since diam(∂Snq , dnq ) ≤ 1/k, it follows that for large enough q ∈ N the sets ∂Snq ⊂ B2δ(ynq ; dnq ) so
the sets V
nq
δ and U
nq
δ lie at d
nq -distance at least δ from each other.
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By possibly passing to a further subsequence, we can find y ∈ H closed sets Uδ, Vδ ⊂ H for each
rational δ ∈ (0, ( ∧ ζ)/100) such that as q → ∞, a.s. ynq → y and Unqδ → Uδ and V nqδ → Vδ in the
D-Hausdorff metric. Then Uδ and Vδ lie at d-distance at least δ from each other and have d-diameters
at least /2 and ζ/2, respectively. Furthermore, we have H = Uδ ∪ Vδ ∪B4δ(y; d). Sending δ → 0, we
see that removing y from H disconnects H into two components. But, H a.s. has the topology of a
disk [Bet15], so we obtain a contradiction.
The following lemma together with the equicontinuity of the curves ηn
k
for k ∈ ⋃Mm=0[1,K]mZ will
allow us to bound the diameters of the boundaries (with respect to the dn-metric on Mn) of all but
finitely many 2-connected components of Mn − η´nM,K simultaneously.
Lemma 5.8. Almost surely, for each M,K ∈ N and each δ > 0 there exists a random r = r(M,K, δ) ∈
(0, δ) such that the following is true. For n ∈ N and k ∈ ⋃Mm=0[1,K]mZ , if U is a 2-connected component
of Mn
k
−λn
k
with boundary length at most cr
√
n, then there exist no times un1 , u
n
2 , u
n
3 such that λ
n
k
(bnuni )
has an endpoint on V(U) for i = 1, 2, 3 and un1 < un2 − δ < un3 − 2δ.
Proof. To simply the notion, we only prove the case when k = ∅ so that (Mn
k
, λk, η
n
k
) = (Mn, λn, ηn).
For other k, since M,K are finite, we can iterate the argument for k = ∅ to conclude. The idea of the
proof is that if the statements of the lemma were false, then ηn would have to have an “approximate
triple point”, but we know the limiting SLE6 curve η has no triple points by [MW17, Remark 5.4].
However, we work with boundary length processes instead of curves since we do not know a priori
that ηn does not have any complementary 2-connected components with small boundary length but
large diameter. To be more precise, let σ be the time when η hits its target point x̂. We know
from [GM17b, Lemma 7.8] that there a.s. do not exist times u1 < u2 < u3 ≤ σ for which the left
boundary length process satisfies
L(u1) = L(u2) = L(u3) = inf
u∈[u1,u3]
L(u) or R(u1) = R(u2) = R(u3) = inf
u∈[u1,u3]
R(u) (5.7)
Assume by way of contradiction that the statement of the lemma is false. Then we can find δ > 0
such that for each q ∈ N there exists nq ∈ N and a 2-connected component Unq of Mnq − ηnq with
boundary length at most c
√
n/q and u
nq
1 , u
nq
2 , u
nq
3 such that λ
n(bnu
nq
i ) has an endpoint on V(U) for
i = 1, 2, 3 and u
nq
1 < u
nq
2 − δ < unq3 − 2δ. Define the time set InqU as in (2.2) but with λn in place of λ.
Without loss of generality, we may assume that bnu
nq
1 = min I
nq
U and bnu
nq
3 = max I
nq
U . By left/right
symmetry, after possibly passing to a further subsequence we can assume without loss of generality
that each Unq lies to the left of ηnq . By (2.3) and since |Lnq (s)−Lnq (t)| ≤ c−1n−1/2#E(∂Unq ) ≤ 1/q
for each s, t ∈ Unq ,
Lnq (u
nq
3 ) = min{Lnq (t) : t ∈ [un
q
1 , u
nq
3 ]} ≥ max{Lnq (unq1 ), Ln(unq2 )} − 1/q. (5.8)
By compactness and (5.8), we can possibly passing along a further subsequence and assume that
there exits times u1, u2, u3 ∈ [0, σ] with u2 ∈ [u1 + δ, u3− δ] and a number ` ∈ R such that as q →∞,
u
nq
i → ui and Lnq (unqi )→ `, ∀i ∈ {1, 2, 3}.
By the Skorokhod convergence Ln → L, a.s. for any t ∈ (u1, u3) there exist tnq ∈ (unq1 , unq3 ) such that
Ln(tnq ) → L(t). Now (5.8) implies ` ≤ L(t), for all such t. Hence ` = inf{L(t) : t ∈ [u1, u3]}, which
contradicts (5.7).
Proof of (5.6) of Lemma 5.5. Fix  > 0. By Lemma 5.7, there a.s. exists δ0 = δ0() ∈ (0, ) such that
for each n ∈ N and each subgraph S of Mn with diam(∂S; dn) ≤ δ0, it holds that diam(S; dn) ≤ . As
we proved earlier, there a.s. exist M,K such that (5.5) holds with δ0/2 in place of .
By Lemma 5.2, the paths ξn
k
and ηn
k
for fixed k ∈ ⋃∞m=0Nm are equicontinuous as an n-indexed
sequence. Hence we can a.s. find δ2 = δ2(δ0,M,K) > 0 such that for each n ∈ N and each
k ∈ ⋃Mm=0[1,K]mZ , it holds for each s, s′ ∈ R with |s − s′| ≤ δ2 that dnk(ξnk(s), ξnk(s′)) ≤ δ0/3 and
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dn
k
(ηn
k
(s), ηn
k
(s′)) ≤ δ0/3. Set δ in Lemma 5.8 to be δ2 and let r = r(M,K, δ2) ∈ (0, δ2) be as in that
lemma.
Each 2-connected component of Mn − η´nM,K is equal to Mnk′ for some k′ ∈
⋃M
m=0
⋃
k∈[1,K]m
Z
Ck.
Suppose U is such a component with boundary length at most cr
√
n and choose k ∈ ⋃Mm=0[1,K]mZ
such that U = Mn
k′ for k
′ ∈ Ck. By our choice of r from Lemma 5.8, V(∂U) is contained in the union
of the endpoints of the edges in λn
k
([an
k
, an
k
+ δ2]) ∪ λn([bnk − δ2, bnk]), where ank (resp. bnk) is the first
(resp. last) time that λn
k
hits ∂U , and an arc of ∂Mn with at most cr
√
n ≤ cδ2
√
n edges. By our
choice of δ2 and the triangle inequality, diam(∂U ; d
n
k
) ≤ δ0. By our choice of δ0, this implies that
diam(U ; dn) ≤ .
By the Skorokhod convergence Zn
k
→ Zk and since the components Mk′ are ordered in decreasing
order by their boundary lengths, we can a.s. find k∗ ∈ N such that for each k ∈
⋃M
m=0[1,K]
m
Z
and
each k′ ∈ Ck whose last coordinate is at least k∗, the boundary length of Mnk′ is at most cr
√
n. By the
preceding paragraph, it is a.s. the case that for large enough n ∈ N, each such Mn
k′ has d
n-diameter
at most .
It remains to consider the finitely many two-connected components of the form Mn
k′ for k
′ ∈⋃M
m=0
⋃
k∈[1,K]m
Z
Ck with the last coordinate of k′ less than or equal to k∗. Let K be the set of such
multi-indices k′. For each k′ ∈ K, the rescaled boundary path ξn
k′ converges D-uniformly to ξk′ ,
which is the boundary path of a connected component of H \ η′M,K , so has d-diameter at most δ0/2.
Therefore, for large enough n ∈ N it holds that
diam(∂Mn
k′ ; d
n) ≤ δ0, ∀k′ ∈ K. (5.9)
By our choice of δ0, we see that (5.9) implies (5.6).
Lemma 5.5 is not quite good enough for our purposes since the curves η′ (resp. η´n) can trace
arbitrarily long strings of small dichromatic bubbles without interacting with η′M,K (resp. η´
n
M,K). See
Figure 7, right. So, we need to bound the maximal diameter of a string of dichromatic bubbles which
do not intersect our approximating curves.
Lemma 5.9. Almost surely, for each  > 0 there exists a random M0 ∈ N such that for each
M ≥M0, there exist random K,N ∈ N (allowed to depend on M) satisfying the following conditions.
For m ∈ [0,M ]Z and k ∈ [1,K]mZ , if Hk is monochromatic, and I is a connected component of [t̂k, tk]\
(
⋃
k′∈[1,K]m+1
Z
[sk′ , tk′ ]), then diam(η
′(I); d) ≤ . Furthermore, for m ∈ [0,M ]Z and k ∈ [1,K]mZ , if Mnk
is visited by λ´n before êk− , and I
n is a connected component of [T̂n
k
, Tn
k
]Z \ (
⋃
k′∈[1,K]m+1
Z
[Sn
k′ , T
n
k′ ]Z),
then diam(λ´n(In); dn) ≤  for n ≥ N . (Here for a subset A of Z, the connected component of A is
with respect the adjacency relation i ∼ j if and only if |i− j| = 1.)
Proof. The idea of the proof is that each connected component η′(I) (resp. η´n(In)) as in the statement
of the lemma is close to the arc of ∂Hk (resp. ∂M
n
k
) which it intersects. The length of this boundary
arc is small if K is large, and its diameter can be bounded using equicontinuity of the boundary paths.
Fix  > 0. It is clear that increasing M or K cannot increase the maximal diameter of connected
components of H \ η′M,K ; and the analogous statement holds for η´nM,K . By Lemma 5.5, we can a.s.
find M0,K0, N0 ∈ N such that as long as M ≥M0,K ≥ K0 and n ≥ N0, we have
diam(U ; d) ≤ 
4
, ∀ connected component U of H \ η′M,K ; and (5.10)
diam(Un; dn) ≤ 
4
, ∀ 2-connected component Un of Mn − η´nM,K . (5.11)
We will now fix M ≥M0 and find K satisfying the conditions in Lemma 5.9.
By Lemma 5.2, there a.s. exists δ > 0 such that for each k ∈ ⋃Mm=0[1,K0]mZ and each s1, s2 ∈ R
with |s1− s2| ≤ δ, the boundary paths satisfy d(ξk(s1), ξk(s2)) ≤ /4 and dn(ξnk(s1), ξnk(s2)) ≤ /2 for
each n ∈ N.
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Every non-trivial arc of each ∂Hk shares a non-trivial boundary arc with a connected component
of Hk\ηk. Hence we can a.s. find K ≥ K0 such that for each k ∈
⋃M0
m=0[1,K0]
m
Z
and each arc J of ∂Hk
with boundary length at least δ/2, there exists k′ ∈ Ck ∩ [1,K]Z such that Hk′ shares a non-trivial
arc with J .
From the Skorokhod convergence Zn
k
→ Zk and the encoding of boundary intersections of ηk (resp.
ηn
k
) in terms of the running infima of the coordinates of Zk (resp. Z
n
k
) — see Lemma 2.13 — we find
that for large enough n ∈ N, it holds for each k ∈ ⋃M0m=0[1,K0]mZ and each arc Jn of ∂Mnk with rescaled
boundary length at least δ that there exists k′ ∈ Ck ∩ [1,K]Z such that Mnk′ shares a non-trivial arc
with Jn.
If I is a connected component of [t̂k, tk] \ (
⋃
k′∈[1,K]m+1
Z
[sk′ , tk′ ]) for k ∈
⋃M
m=0[1,K]
m
Z
, then
η′(I) ∩ ∂Hk is a connected arc of ∂Hk which does not share a non-trivial arc with ∂Hk′ for any
k′ ∈ Ck ∩ [1,K]Z, so has boundary length at most δ by our choice of K. By our choice of δ, the arc
η′(I)∩∂Hk has d-diameter at most /4. The set η′(I) is the union of closures of connected components
of Hk \η′M,K whose boundaries intersect η′(I)∩∂Hk. By (5.10), each such component has d-diameter
at most /4, so diam(η′(I)) ≤ . This gives the continuum part of the lemma. The discrete part
statement is obtained similarly, using (5.11) and the last sentence of the preceding paragraph.
Proof of Proposition 5.1. Fix  > 0 and choose M,K ∈ N for which the conclusions of Lemmas 5.5
and 5.9 are both satisfied. We will now show that η′M,K (resp. η´
n
M,K) is a good approximation for
η′ (resp. η´n). By the definition of η′M,K , we have η
′
M,K(t) = η
′(t) for each t such that η′(t) ∈ η′M,K .
For each time t such that η′M,K(t) does not lie in η
′
M,K , either η
′(t) is contained in a connected
component of H \ η′M,K with η′M,K(t) on its boundary; or t is contained in a connected component of
[t̂k, tk] \ (
⋃
k′∈[1,K]m+1
Z
[sk′ , tk′ ]), where m ∈ [0,M ]Z, k ∈ [1,K]mZ , and Hk is monochromatic. In both
cases, d
(
η′M,K(t), η
′(t)
) ≤ . To sum up, dUD(η′M,K , η′) ≤ . Similarly, there exists N ∈ N such that
dUD(η´
n
M,K , η´
n) ≤  for n ≥ N .
We claim that lim supn→∞ d
Sk
D
(
η′M,K , η´
n
M,K
) ≤ 2, where dSkD denotes the D-Skorokhod distance.
Combined with the previous paragraph, we have lim supn→∞ d
Sk
D (η
′, η´n) ≤ 4. Since  > 0 can be
made arbitrarily small, we see that dSkD (η´
n, η′) → 0. Since η´n and η′ are continuous, we will have
dUD(η´
n, η′)→ 0, as desired.
Since the interval endpoints satisfy sn
k
→ sk and t̂nk → t̂k (Lemma 4.7) and the sk’s and t̂k’s for
k ∈ ⋃Mm=0[1,K]mZ are distinct, we can find for n ∈ N an increasing homeomorphism φn : [0, µ(H)]→
[0, µn(Mn)] which satisfies φn(sk) = s
n
k
and φn(t̂k) = t̂
n
k
for k ∈ ⋃Mm=0[1,K]mZ and which converges
uniformly to the identity map [0, µ(H)]→ [0, µ(H)] as n→∞. By Lemma 5.4, we have ηa,n
k
◦φn → ηa
k
uniformly on [sk, t̂k] for each k ∈
⋃M
m=0[1,K]
m
Z
. From this and the definitions of η′M,K and η´
n
M,K , we
see that η´nM,K ◦ φn → η´nM,K uniformly on the set
A :=
M⋃
m=0
⋃
k∈[1,K]m
Z
[sk, t̂k].
For each t ∈ [0, µ(H)] \ A, we have η′M,K(t) = η′M,K(t), where t is the rightmost point of A ∩ [0, t].
By Lemma 5.9, D(η′M,K(t), η
′
M,K(t)) ≤ . Similar considerations hold for η´nM,K ◦φn off of A. We thus
obtain lim supn→∞ d
Sk
D
(
η′M,K , η´
n
M,K
) ≤ 2.
Remark 5.10. At a first glance, it might appear possible to prove Theorem 1.2 more directly in the
following manner. If one can establish tightness of M´n with respect to the GHPU topology, then by the
Prokhorov theorem (M´n, Z´n) admits subsequential limits. Each such subsequential limit (H˜′, Z˜ ′) is a
Brownian disk decorated by a space-filling curve together with a correlated two-dimensional Brownian
motion which describes (in some sense) the evolution of the left and right boundary lengths of the
curve. One can then try to argue that this space-filling curve has to be space-filling SLE6.
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This does not follow from [DMS14, Theorem 1.11], which implies that the space-filling SLE6-
decorated Brownian disk H′ is a.s. determined by its left/right boundary length process Z ′. The
reason is that [DMS14, Theorem 1.11] only shows that H′ is given by a non-explicit measurable
function of Z ′, not that any curve-decorated Brownian disk whose left/right boundary length process
agrees with Z ′ has to be equal to H′.
The paper [GM17a] gives conditions under which a curve on a Brownian surface with known
left/right boundary length process is in fact a form of SLE6. One of the results of [GM17a] is used
to identify a subsequential limit of random planar maps decorated by a single percolation interface
in [GM17b]. It is likely possible to prove Theorem 1.2 by first establishing tightness of M´n, then
checking the hypotheses of the space-filling SLE6 version of the result of [GM17a] (see [GM17a,
Theorem 7.1]). However, it appears that deducing Theorem 1.2 from the case of a single interface, as
we do here, is easier.
6 Consequences of the main result
In this section we prove some consequences of Theorem 3.13 mentioned in Section 1.3. In Sections 6.1
and 6.2 we provide the precise statement and the proof of Theorem 1.3. In Section 6.4 we prove results
on the scaling limit of pivotal points.
6.1 The GHPUL topology
Given a metric space (X, d), an unrooted oriented loop on X is a continuous map from the circle to
X identified up to reparametrization by orientation-preserving homeomorphisms of the circle. Define
the pseudo-distance between two continuous maps from the circle R/Z to X by
d
u
d(`, `
′) = inf
ψ
sup
t∈R/Z
d(`(t), `′(ψ(t)), (6.1)
where the infimum is taken over all orientation-preserving homeomorphisms ψ : R/Z → R/Z. Then
dud induces a complete metric, which we still denote by d
u
d, on unrooted oriented loops (see, e.g., [AB99,
Lemma 2.1], which treats the case of curves viewed modulo time parametrization). It is also easily
seen that the space of parametrized loops is separable with respect to dud.
A closed set of unrooted oriented loops on X with respect to the dud-metric is called a loop ensemble
on X. We let L(X) be the space of loop ensembles on X and consider the function
d̂
L
d (c, c
′) = inf{ > 0 : ∀` ∈ c,∃`′ ∈ c′ such that dud(`, `′) ≤ } ∀ c, c′ ∈ L(X).
Then dLd defined by
d
L
d (c, c
′) = max{d̂Ld (c, c′), d̂Ld (c′, c)}, ∀ c, c′ ∈ L(X) (6.2)
is a metric on L(X). Let MGHPUL be the set of 5-tuples X = (X, d, µ, η, c), where (X, d) is a compact
metric space, µ is a finite Borel measure on X, η ∈ C0(R, X), and c ∈ L(X). If we are given
elements X1 = (X1, d1, µ1, η1, c1) and X2 = (X2, d2, µ2, η2, c2) of MGHPUL and isometric embeddings
ι1 : (X1, d1) → (W,D) and ι2 : (X2, d2) → (W,D) for some metric space (W,D), we define the
GHPU-Loop (GHPUL) distortion of (ι1, ι2) by
DisGHPULX1,X2
(
W,D, ι1, ι2
)
:= DisGHPUX1,X2
(
W,D, ι1, ι2
)
+ dLD
(
ι1(c1), ι2(c2)
)
,
where DisGHPUX1,X2 (·) is the GHPU distortion as defined in (3.1). The GHPU-Loop (GHPUL) distance
between X1 and X2 is given by
d
GHPUL
(
X1,X2
)
= inf
(W,D),ι1,ι2
DisGHPULX1,X2
(
W,D, ι1, ι2
)
,
42
where the infimum is over all compact metric spaces (W,D) and isometric embeddings ι1 : X1 → W
and ι2 : X2 →W . Then (MGHPUL, dGHPUL) is a complete separable metric space.
Let (H, d, µ, ξ) be a Brownian disk as in Theorem 3.13 and let Γ be a CLE6 on (H, d, µ, ξ) as in
Definition 3.14, where each loop is viewed as an unrooted oriented loop by forgetting the parametriza-
tion. The closure of Γ under the dud-metric is given by Γ together with all points in D identified as
trivial loops (see the the last paragraph in [CN08, Section 3]). In this sense, we view Γ as an random
variable in L(H) throughout this section.
6.2 The scaling limit of the loop ensemble
Suppose (M, e) is a triangulation with simple boundary and ω is a site percolation on (M, e) with
monochromatic boundary condition. Let C be a non-boundary cluster of ω, as defined in Section 1.3.
Let ¬C be the connected component of V(M) \ V(C) containing ∂M. The filled cluster C of C is the
largest subgraph of M such that v ∈ V(C) if and only if v /∈ ¬C. See Figure 11. The outer boundary
∂C of C is the largest subgraph of C such that v ∈ V(∂C) if and only if v is adjacent to a vertex on
¬C. The loop γ = γ(C) surrounding C is defined10 to be the collection of edges with one endpoint in
C and the other in ¬C. Order the edges in γ in the order of visits by the space-filling exploration λ´ of
(M, e, ω). As shown in [BHS18, Lemma 5.11], γ is an edge path in the sense of Section 3.1 under this
order. Let Γ(M, e, ω) be the collection of all the loops on (M, e) defined as above.
Recall the setting in Theorem 1.3. Let Γn = Γ(Mn, en, ωn). If we identify each γn ∈ Γn with an
edge path on Mn and extend it to a continuous curve as in Section 3.1, then γn can be viewed as an
unrooted oriented loop on (Mn, dn). Hence Γn is a loop ensemble on Mn in the sense of Section 6.1.
Now (Mn, dn, µn, ξn,Γn) can be identified as an element in MGHPUL. Now we are ready to state the
precise version of Theorem 1.3.
Theorem 6.1. (Mn, dn, µn, ξn,Γn) converges in law to (H, d, µ, ξ,Γ) with respect to the GHPUL
topology. Moreover, this convergence occurs jointly with the convergence of Theorem 3.13.
In the rest of this section, we will work in the setting of Proposition 5.1, so that {M´n}n∈N is a
sequence of percolated triangulations each equipped with its space-filling exploration path and H′ is a
Brownian disk decorated by a space-filling SLE6. By the Skorokhod representation theorem, we can
couple {M´n}n∈N and H′ such that the convergence in Theorem 3.13 and Proposition 4.1 holds almost
surely. Moreover, we use Proposition 3.2 to isometrically embed {M´n}n∈N and H′ into a metric space
(W,D) so that M´n → H′ in the D-HPU sense.
Proof of Theorem 6.1. For  > 0, let Γ be the set of loops in Γ with D-diameter larger than . Define
Γn for n ∈ N similarly. Note that DLdn(Γn \Γn ,Γ \Γ) ≤ 2+ on(1) for each n ∈ N. It suffices to show
that in our coupling limn→∞ dLD(Γ
n
 ,Γ) = 0 almost surely for each fixed  > 0. Recall the bubbles
Hk ⊂ H for k ∈
⋃∞
m=0N
m from Section 3.4. For k ∈ ⋃∞m=0Nm, define
Γ(k) := {γ ∈ Γ : Hk is the smallest bubble containing γ} and Γ(k) := Γ(k) ∩ Γ. (6.3)
Here we emphasize that Hk is closed, and that a loop γ ∈ Γ(k) may intersect ∂Hk. Define Γn (k) ⊂
Γn(k) ⊂ Γn similarly with Γ replaced by Γn and Hk replaced by the triangulation Mnk of Section 2.3.
We claim that Γ(k) 6= ∅ if and only if Hk is monochromatic and, furthermore, that γ ∈ Γ(k) if and
only if γ = γk′ for some k
′ ∈ Ck where Hk′ is dichromatic (recall that γk′ is defined in Section 3.5).
Indeed, if all the γk′ ’s are removed from Hk, we are left with monochromatic bubbles smaller than
Hk. Other loops in Hk must be inside these smaller bubbles.
Let K = {k ∈
⋃∞
m=0Nm : diam(Hk;D) ≥ }. Then by Lemma 5.5, #K < ∞ almost surely.
Moreover, for n large enough, diam(Mn
k
;D) ≥  if and only if k ∈ K. Since Γ(k) ⊂
⋃
k′∈K Γ(k
′)
10In [BHS18] γ was called the outside-cycle of C.
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and Γn (k) ⊂
⋃
k′∈K Γ
n
 (k
′) almost surely for large enough n, Theorem 6.1 will follow from the
following assertion: for each k ∈ K, almost surely
lim
n→∞#Γ
n
 (k) = #Γ(k); (6.4)
lim
n→∞d
L
D(Γ
n
 (k),Γ(k)) = 0 if Γ(k) 6= ∅, namely, Hk is monochromatic. (6.5)
We first prove (6.4)-(6.5) for k = ∅, which constitutes the main body of our proof.
In the continuum, let m := inf{t ∈ R : η∅(t) = x̂∅}. For each K ∈ N, let
ΓK(∅) := {γk : k ∈ [1,K]Z, Hk is dichromatic}.
IK := {t ∈ [0,m] : η∅(t) /∈
⋃
γ∈ΓK(∅)
γ}
By the definition of Γ(∅) in (6.3), Γ(∅) is the set of loops that have a nontrivial segment traced by
η∅. By the construction in Section 3.5, Γ(∅) = ∪K∈NΓK(∅) and
⋂
K∈N IK is the set of times where γ∅
visits the right boundary of (H,x∅, x̂∅). If u is uniform in (0, 1) independent of everything else, then
almost surely γ∅(um) is not on the boundary of H. Therefore the Lebesgue measure of
⋂
K∈N IK is
zero a.s., hence the Lebesgue measure of IK tends to 0 as K →∞. By the continuity of η∅ and since
H \ η∅ has only finitely many connected components with diameter >  for each  > 0 (this follows
from the continuity of η′ — see the proof of Lemma 5.5), we may choose K large enough such that
(1) for each connected component of IK , the D-diameter of η(I) is smaller than /2;
(2) if k > K and Hk dichromatic, then diam(Hk;D) < /2.
For this choice of K, each loop in Γ(∅) \ ΓK(∅) has D-diameter less than , hence Γ(∅) ⊂ ΓK(∅).
Now we turn our attention to the discrete. In the rest of the proof, the colors on V(Mn) are with
respect to ωn unless otherwise stated. We identify a loop in Γn with the cluster it surrounds. We
assume n to be so large that for each k with γk ∈ ΓK(∅), we have typek = di and ωn is dichromatic
on (Mnk , e
n
k ). For each such k, let Cnk be the cluster containing the blue vertices on ∂Mnk . Let Γn,K(∅)
be the collection of such clusters, which is viewed as a subset of Γn(∅).
We will now argue that loops in Γn,K(∅) admit an analogous description to loops in ΓK(∅), and
use this to show that they converge to the loops in ΓK(∅). We recall the setting of Section 2.3. For
each k such that Cnk ∈ Γn,K(∅), let λn,2 be the percolation interface of (Mnk , en, ωn|V(Mnk )) and ê′k be
the target of λn,2. For e = ek or ê
′
k, let tri(e) be the unique triangle containing e that is visited by
λn∅ . There are exactly two edges on tri(e) visited by λ
n
∅ . Let êk and ek be the second edge on tri(ê
′
k)
and the first edge on tri(ek) visited by λ
n
∅ , respectively. Let λ
n,1
k be the segment of λ
n
∅ from êk to ek.
Let γnk be the loop surrounding Cnk . Then γnk is the concatenation of λn,1∅ and λn,2∅ . See Figure 11.
By Lemma 2.5 and Proposition 4.1, λn,2 converges to ηk in the d
u
D-metric, as defined in (6.1).
Note that the target edge of λn,2 and λnk as defined in Section 2.3 are different, but that the two
target edges share a vertex. Therefore, the two interfaces have the same scaling limit. Recall σ¯k =
inf{s : η∅(s) ∈ ∂Hk} and τ¯k = sup{s : η∅(s) ∈ ∂Hk} defined in Section 3.5. Let σ¯nk and τ¯nk be such
that λn∅ (sn
3/4σ¯nk ) = êk and λ
n
∅ (sn
3/4τ¯nk ) = ek. Since η
n
∅ (σ¯
n
k ) → η∅(σ¯k), ηn(τ¯nk ) → η∅(τ¯k), and both
η∅(σ¯k) and η∅(τ¯k) are visited by η∅ once, we have (σ¯nk , τ¯
n
k ) → (σ¯k, τ¯k) almost surely. Therefore λn,1
converges to η∅|[σ¯k,τ¯k] in the duD-metric. By Definition 3.14, we have
d
u
D(γ
n
k , γk)→ 0 almost surely. (6.6)
Let mn = inf{i ∈ N0 : λn(i) = ên} and
In,K := {i ∈ [0,mn]Z : λn∅ (i) /∈
⋃
λ∈Γn,K(∅)
λ}.
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Figure 11: Left: Let C be the cluster consisting of seven blue vertices. Then the filled cluster C is
the map with bold edges. Right: Illustration of objects in the proof of Theorem 6.1. The map Mnk
is shown in gray, while tri(ek) (upper) and tri(ê
′
k) (lower) are shown in blue. The percolation cycle
γnk is the concatenation of λ
n,1
∅ (orange) and λ
n,2
∅ (purple), while the percolation interface λ
n
∅ is the
concatenation of the yellow paths and the orange path.
Then by the previous paragraph the endpoints of the connected components of In,K rescaled by sn3/4
converge to the endpoints of the connected components of IK . Choose δ such that Lemma 5.7 holds
with  replaced by /2. Using the equicontinuity of ηn∅ for large enough n, by possibly increasing K,
we can require that for each connected component I of In,K , the following hold:
(1) The D-diameter of λn∅ (I) is less than δ/2.
(2) Let a, b be the endpoints of I. Let va and vb be the endpoints of λ
n
∅ (a) and λ
n
∅ (b) on ∂M
n
respectively. Then the D-diameter of the arc on ∂Mn between va and vb is less than δ/2.
We claim that Γn (∅) ⊂ Γn,K(∅) for such choice of K. For each C ⊂ Γn(∅), by definition the set
J(C) := {j ∈ [0,mn]Z : λn∅ (j) has an endpoint on C} is nonempty. Moreover, for each j ∈ J(C)
the endpoint of λn∅ (j) on C must be blue since the red endpoint is on the boundary cluster. If C
is surrounded by γk for some γk ∈ Γn,K(∅), then J(C) = {j ∈ [0,mn]Z : λn∅ (j) ∈ γnk }. Therefore,
if C /∈ Γn,K(∅), then J(C) ⊂ In,K . Consider a j ∈ J(C) and the connected component I of In,K
containing j. Let va, vb be defined as in (2) above. Since edges in {λn∅ (i)}i∈I and boundary edges
between va and vb are not in C, it must be the case that C is in the region bounded by these edges.
By our choice of K, we have diam(C;D) ≤ /2. Hence diam(γn;D) ≤  if a−1n−1/4 < /2. This gives
Γn (∅) ⊂ Γn,K(∅). By (6.6), we obtain (6.4)-(6.5) for k = ∅.
As a byproduct of the argument above, for n large enough, each blue cluster on Γn(∅) with a
vertex adjacent to the right endpoint of e has diameter smaller than . Now given k ∈ N such that
Hk is dichromatic, choose n so large that typek = di. Recall that ω
n and ωnk only differ at a single
vertex v, which is an endpoint of ênk . Therefore each cluster in Γ
n(k) must have a vertex adjacent to
v. Therefore the same argument as for the aforementioned byproduct implies that the diameters of
these clusters are smaller than  for large enough n. Since Γ(k) = ∅, this proves (6.4) for k = k.
By iterating the argument above for each multi-index in K ∩ (N ∪ N2) that corresponds to a
monochromatic bubble, we obtain (6.4)-(6.5) for all k ∈ K.
6.3 The embedding from the mating-of-trees bijection
Suppose {M´n}n∈N and H′ are coupled such that Z´n → Z ′ almost surely, which is satisfied in our
coupling. In [BHS18, Section 7.2], a sequence of mappings φn from V(Mn) ∪ E(Mn) to the unit disk
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D are considered. Identifying D with the Brownian disk H (via (3.7)), we obtain an embedding of
V(Mn) ∪ E(Mn) into H, which we still denote by φn. Under {φn}, several important percolation
observables are proved to converge to their continuous counterpart, including the loop ensemble, the
exploration tree, and the counting measure on pivotal points. The precise definition of φn relies on
more detailed information of the bijection in Section 2, which we will not review here. Here we list
two properties of {φn} which follow from the definition and [BHS18, Lemma 9.20], which specify φn
up to an on(1) error:
(1) For each e ∈ E(Mn), let te be such that λ´n(bnte) = e. Then almost surely
lim
n→∞ supe∈E(Mn)
d(φn(e), η′(te)) = 0.
(2) limn→∞ supe,v d(φ
n(v), φn(e)) = 0 where e, v in the sup range over edges and vertices on Mn
such that v is an endpoint of e.
The following lemma is an immediate consequence of these two properties of φn and the almost
sure convergence of the space-filling exploration η´n to η′ in D-uniform metric.
Lemma 6.2. In the coupling above, almost surely
lim
n→∞ supe∈E(Mn)
D(φn(e), e) + sup
v∈V(Mn)
D(φn(v), v) = 0.
Lemma 6.2 allows us to transfer all the convergence results in [BHS18, Theorem 7.2] to convergence
in the D-metric in our coupling. Let us illustrate this in the setting of loop ensembles. For each γ ∈ Γn,
let reg(γ) = C where C is the cluster of ωn surround by γ and C is the filled cluster defined in Section 6.2.
Let area(γ) = µn(reg(γ)). For each γ ∈ Γ, let ¬γ be the connected component of H \γ containing ∂H.
Let reg(γ) be the closure of the union of all connected components of H \ γ other than ¬γ where γ
visits the boundary in the same orientation as visiting ∂(¬γ). Let area(γ) = µ(reg(γ)). For j ∈ N, let
γnj (resp. γj) be the loop in Γ
n (reps. Γ) with the j-th largest area. Then by [BHS18, Theorem 7.2],
limn→∞ duD(φ
n ◦ γnj , γj) = 0, with duD as in (6.1). By Lemma 6.2, limn→∞ duD(φn ◦ γnj , γnj ) = 0 hence
limn→∞ duD(γ
n
j , γj) = 0. In fact, [BHS18, Theorem 7.2] gives the convergence γ
n
j → γj in the D-
uniform metric under the following parametrizations: γnj is parametrized starting from the first edge
visited by λ´n and rescaled as ηn, while γj is as in Definition 3.14. Although this convergence is stronger
than the duD-convergence for individual loops, [BHS18, Theorem 7.2] does not imply Theorem 6.1
because it does not rule out the existence of sequence γn ∈ Γn such that γn encloses on(1) units of
µn-area but diam(γn;D) is uniformly larger than a positive constant. Our proof of Theorem 6.1 rules
this out by the equicontinuity of η´n.
6.4 Pivotal measure and the color flipping at a pivotal point
In this subsection, we will explain why our results imply that the so-called pivotal measures associated
with (Mn, en, ωn) converge to their continuum analogues under the coupling described just after
Theorem 6.1. This result will play an important role in the proof of the convergence of the Cardy
embedding in [HS19]; see Remark 6.5.
For v ∈ V(Mn) \ V(∂Mn), let Γnv be the loop ensemble associated with the percolation obtained
from ωn by flipping the color of v, and let Lnv be the symmetric difference of Γn and Γnv . For  > 0,
we say that v is an -pivotal point of (Mn, en, ωn) if there are at least three loops in Lnv with area (see
the definition at the end of Section 6.2) at least . Morally speaking, v is an -pivotal point if flipping
the color of v results in some splitting or merging of clusters of “size” at least .
A point v ∈ D is called a pivotal point of Γ if it is a point of intersection of at least two loops of
Γ or if it is visited at least twice by a loop in Γ. As shown in [CN08, Theorem 2], with probability 1,
v ∈ D is a pivotal point of Γ if and only if one of the following two occurs:
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(1) there exist exactly two loops γ, γ′ ∈ Γ such that v ∈ γ ∩ γ′ and both γ and γ′ visit v once;
(2) there exists a unique loop γ ∈ Γ that visits v and γ visits v exactly twice.
By flipping the color at v, we mean merging γ, γ′ into a single loop in Case (1) and splitting γ into
two loops in Case (2). See Figure 12. If a loop does not visit v, flipping the color at v keeps the
loop unchanged. Let Γv be the set of loops obtained after flipping the color at v. Then it is easy
to see that the orientation of Γ induces an orientation on each loop in Γv, making it an ensemble of
unrooted oriented loops. Moreover, the symmetric difference Lv of Γ and Γv always contains exactly
three loops. We say that v is an -pivotal point of Γ if each loop in Lv has area at least .
v
e2
e0e1
P
v v
v v
Mn
Figure 12: Left: Illustration of the operation of flipping the color at v ∈ D. Each loop is drawn with
a different color. In Case (1) we go from left to right when we merge the two loops, while in Case
(2) we go from right to left when we split the single loop. The top (resp. bottom) row illustrates the
case of non-nested (resp. nested) loops. Right: Illustration of the event En(e0, e1; e2, v) considered
in Section 6.5.
Let νn be the measure on V(Mn) where each vertex is assigned mass n−1/4. For each  > 0, let νn
be the restriction of νn to the -pivotal points of Γn. By [BHS18, Theorem 7.2], there exists a random
finite Borel measure ν supported on the set of -pivotal points of Γ such that (φ
n)∗νn, which is the
pushforward of νn under φ
n, converges to ν in probability.
Proposition 6.3. In our coupling νn converges to ν in probability with respect to the D-Prokhorov
metric.
Proof. Conditional on everything else, let pivn be a uniformly sampled -pivotal point of Γn and let
piv be a point sampled according to ν(·)/ν(H). By [BHS18, Theorem 7.2], we may extend our
coupling such that almost surely
lim
n→∞ d(φ
n(pivn),piv) = 0 and lim
n→∞ ν
n
 (V(Mn)) = ν(H).
By Lemma 6.2, we have limn→∞D(pivn,piv) = 0 almost surely. This concludes the proof.
We will now prove the convergence of the loop ensemble obtained by flipping the color of a single
pivotal point. Let pivn be a uniformly sampled -pivotal point of Γn, and let piv be a point sampled
according to ν. Let Γ
n
pivn (resp., Γpiv) be the loop ensemble obtained by flipping the color of piv
n
(resp., piv). Let ν̂n be the restriction of ν to the -pivotal points of Γ
n
pivn . We may extend our
coupling such that D(pivn,piv) → 0. By [BHS18, Proposition 7.9], there exists a random finite
Borel measure ν̂ supported on the set of -pivotal points of Γ̂ such that (φ
n)∗ν̂n converges to ν̂ in
probability. By Lemma 6.2, we have the following.
Proposition 6.4. In the coupling above, ν̂n → ν̂ and Γnpivn → Γpiv in probability with respect to the
D-Prokhorov topology and the topology on loop ensembles on (W,D), respectively.
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Proof. The proof of the first result is identical to Proposition 6.3. The second convergence follows
from Theorem 6.1, Lemma 6.2, and [BHS18, Proposition 7.11 ], where it is shown that for each δ > 0,
loops in Γnpivn with area larger than δ under the pushforward of φ
n converge to loops in Γpiv with
area larger than δ in a topology stronger than dLD.
Remark 6.5. The dynamical percolation on Mn is the following Markov process: starting with a
sample of ωn, flip the colors on V(Mn) according to the Poisson point process with intensity νn ⊗ dt,
where dt is the Lebesgue measure on (0,∞). As a consequence of Propositions 6.3 and 6.4, it will
be shown in [HS19] that the variant of dynamical percolation on Mn where only -pivotal points
are allowed to flip converges to its continuum analog. As  → 0, this -dependent limiting dynamic
further converges to an ergodic Markov process called the Liouville dynamical percolation introduced
in [GHSS19]. It will also be shown that ν and ν̂ can be defined equivalently as the “
√
8/3-LQG
Minkowski content” of the set of pivotal points of Γ and Γpiv, respectively,.
6.5 Re-rooting invariance and crossing events
If e˜n is another choice of root edge for Mn, then the order in which points are traced by the space-
filling explorations of (Mn, en, ωn) and (Mn, e˜n, ωn) are different, and hence these processes give rise
to different left/right boundary length processes. Here we will describe the joint scaling limit of these
processes for any finite number of different root vertices. This allows us to show that certain “crossing
events” for site percolation on Mn converge to their continuum analogs, which in turn will be a key
input in [HS19] (see Remark 6.8).
Suppose ω is a site percolation on (M, e) with monochromatic boundary condition and let Γ(M, e, ω)
be its loop ensemble as defined in the first paragraph of Section 6.2. Our definition of Γ(M, e, ω) there
depends on e because it uses the space-filling exploration λ´ of (M, e, ω). However, it is well known
that for each γ ∈ Γ the collection of dual edges on γ forms a simple cycle on the dual map of M.
Moreover, if each dual edge is oriented such that the red (resp. blue) vertex is on the left (resp. right),
then the simple cycle is itself oriented. This gives an ordering of edges on γ up to cyclic permutations,
thus making γ an unrooted oriented loop. Since this definition of γ agrees with the one in Section 6.2
based on λ´, we see that Γ(M, e, ω) only depends on (M, ω) but not on e.
Lemma 6.6. In the setting of Theorem 6.1, we further assume that we have chosen our coupling so
that (Mn, dn, µn, ξn,Γn) converges to (H, d, µ, ξ,Γ) almost surely with respect to the GHPUL topology.
Let k ∈ N and let 0 < u1 < · · · < uk < 1. For i ∈ [1, k]Z, let eni = βn(dui`ne) where βn and `n
are the boundary curve and boundary length of (Mn, en), respectively. For i ∈ [1, k]Z, let λ´ni be the
space-filling exploration of (Mn, eni , ω
n) and let η´n and Z´ni be the corresponding rescaled space-filling
exploration and random walk, respectively. Let η′i be such that (H, η
′) d= (H, η′i), η
′
i(0) = ξ(ui) and
the CLE6 corresponding to η
′
i agrees with Γ as an element in L(H). Let Z ′i be the boundary length
process of η′i. Then (M
n, dn, µn, ξn, η´n, η´n1 , · · · , η´nk ) and (Z´ni )i∈[1,k]Z jointly converge in probability to
(H, d, µ, ξ, η′, η′1, · · · , η′k) and (Z ′i)i∈[1,k]Z in the product topology of MGHPUk+2 × C0(R;Rk).
Proof. In Definition 3.14, Γ as an element in L(H) and η′ modulo monotone reparametrization deter-
mine each other. From our construction of Γ, it is clear to η′ determines Γ a.s. On the other hand,
Γ determines η′ a.s. since it determines the nested exploration. Therefore (H, d, µ, ξ,Γ) determines
(η′, Z ′) and (η′i, Z
′
i)i∈[1,k]Z a.s. By Theorem 3.13 and Footnote 9 we conclude the proof.
Although the definition of the k walks (Z´ni )i∈[1,k]Z is quite elementary, their coupling is not straight-
forward to understand without using the loop ensemble. This was the obstruction in [BHS18] to
proving the joint convergence of certain crossing events which we can prove here. In the setting of
Theorem 6.1, suppose e0, e1, e2 are three distinct edges on ∂M
n ordered clockwise. For i, j ∈ [0, 2]Z,
we denote by (ei, ej) the set of boundary vertices of M
n situated between ei and ej in clockwise
order (including one endpoint of ei and one endpoint of ej). For a vertex v ∈ V(Mn), we denote by
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En(e0, e1; e2, v) the event that there exists a simple path (i.e., a sequence of distinct vertices on M
n
where any two consecutive vertices are adjacent) P on Mn such that
(a) P contains one endpoint in (e1, e2) and one endpoint in (e2, e0), while all other vertices of P are
inner blue vertices;
(b) either v ∈ P or v is on the same side of P as the edge e2.
See Figure 12.
In the setting of Lemma 6.6, let k = 3. Write en as en0 and set u0 = 0. Let xi = ξ(ui) for
i ∈ [0, 3]Z. Let un be a uniform integer from [1,#E(Mn)]Z. We further assume that {un}n ∈ N is
independent of everything else and un/#E(Mn) converge almost surely to a uniform variable u on
(0, 1). Let v = η(u). Conditioning on un, let vn be a uniformly chosen endpoints of λ´n(un). Then
vn ∈ V(Mn) is sampled from µn(·)/µn(Mn) and v ∈ D is sampled from µ(·)/µ(H). It is proved
in [BHS18, Theorem 7.6]11 that in such a coupling, where Z´n → Z ′ and vn → v almost surely, the
events En(en0 , e
n
1 ; e
n
2 , e
n
3 ) and E
n(en0 , e
n
1 ; e
n
2 , v) converge in probability to some events E(x1, x2;x3, v)
and E(x1, x2;x3, x4). These two events are defined in terms of (Z
′, u) in [BHS18, Section 6.9]. By
rotating the role of these boundary edges, we have the following.
Proposition 6.7. Under the convention that 4 = 1 and 5 = 2, the indicators of events En(en0 , e
n
1 ; e
n
2 , e
n
3 ),
En(en1 , e
n
2 ; e
n
3 , e
n
0 ), and {En(eni , eni+1; eni+2, v)}i∈[1,3]Z jointly converge.
The joint convergence in Proposition 6.7 is far from obvious using the techniques in [BHS18].
Remark 6.8 (Cardy embedding). Under the convention that 4 = 1 and 5 = 2, let
pni (v) = P
[
En(eni , e
n
i+1; e
n
i+2, v)
∣∣(Mn, en)] for i = 1, 2, 3 and v ∈ V(Mn). (6.7)
Then the function Cardyn : V(Mn) → ∆ := {(x1, x2, x3) ∈ (0,∞)3 : x1 + x2 + x3 = 1} defined by
Cardyn = (pn1 + p
n
2 + p
n
3 )
−1(pn1 , p
n
2 , p
n
3 ) is the so called Cardy embedding. When M
n is replaced by
the the intersection of the regular triangular lattice with a Jordan domain Ω with three boundary
marked points, the result of Smirnov [Smi01] is equivalent to the statement that the Cardy embedding
converges to the Riemann mapping from Ω to ∆, where the three marked points are mapped to the
three vertices of ∆. In [HS19], based on results mentioned in Remark 6.5, the second and third author
will show that Cardyn converges to the conformal embedding from (H,x0, x1, x3) to ∆.
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