ABSTRACT: A fundamental problem in limnology and oceanography is the inability to measure the taxonomic composition of plankton quickly over a broad range of scales. Traditional sampling with bottles and nets provides critical data at the species-level, but has limited spatio-temporal coverage and can destroy ubiquitous delicate forms. To augment traditional sampling, recent advances in bioacoustics and non-imaging optics provide real-time high-resolution data on biomass abundance and size composition. New optical imaging approaches provide coarse taxonomic composition but require manual image identification, preventing real-time observation. Here, we describe a method of optical sampling and analysis, using the Video Plankton Recorder, to automatically identify plankton to major taxa (and to species in some cases) and observe their distributions at sea in real time. We present a detailed assessment of classifier accuracy, including a comparison of machine-and handclassification of images. The automated classification method was found to be sufficiently accurate for estimating abundance patterns of dominant taxa but not for less abundant taxa. The range in overall accuracy was 60 to 70% for 7 taxa and 79 to 82% for 2 taxa, with accuracies for individual taxa ranging between 45 and 91%. Classification error was small relative to natural variability in abundance of dominant taxa. For a given taxon, the error in the abundance estimate was low in regions of high relative abundance. A manual correction step can be used in areas of low relative abundance to obtain accurate abundance estimates. Example data from 2 cruises are presented to illustrate the utility of real-time taxa-specific data collection. These data represent the first real-time automatic identification and mapping of plankton taxa at sea. This methodology represents an intermediate step towards the ultimate goal of real-time identification of plankton to the level of species and life stage. At present, optical imaging methods cannot replace net and bottle surveys, but can be used to obtain coarse taxonomic composition of plankton (including fragile forms) with an identification accuracy that is high enough to produce quantitative high-resolution maps of abundant taxa in real time.
INTRODUCTION
It is well known that plankton distributions are patchy in nature and that high-resolution sampling is required to resolve the patchiness (Fasham 1978 , Haury et al. 1978 , Omori & Ikeda 1984 , Mackas et al. 1985 . The large effort involved in sample collection and analysis, however, sets limits on sampling intensity. Plankton surveys can generate hundreds or thousands of samples, requiring months or years of analysis (Sherman 1980 , Warner & Hays 1994 , Ohman & Smith 1995 and still may not have sufficient sample density for quantification of patchiness (Huntley et al. 1995) . Thus, while traditional sampling provides essential data on species and life stages that are presently unattainable by other methods, newer automated methods are being developed to augment this sampling with rapid high-resolution data acquisition.
Automated high-resolution sampling methods, including fluorometry, and acoustical and optical particle counters, have been developed to quantify abundance patterns of total plankton (Denman & Herman 1978 , Holliday et al. 1989 , Herman 1992 , Wiebe et al. 1996 , and these methods have led to insights into factors controlling patchiness (Platt & Denman 1978 ) and more generally pelagic ecosystem size structure (Silvert & Platt 1980 , Sprules & Munawar 1986 ). These sampling methods do not as yet distinguish between taxonomic groups of plankton but do provide critical data on bulk plankton and particulate properties.
A greater understanding of pelagic ecosystems requires high-resolution data on the abundance of planktonic taxa in relation to their associated environmental variables over a broad range of scales (Marine Zooplankton Colloquium 1989) . The focus in plankton ecology on population and predator-prey dynamics requires taxa-specific information (Davis 1984 , 1987 , Rothschild 1988 , GLOBEC 1991 . The dynamical nature of both the biological and physical components of pelagic environments necessitates rapid high-resolution sampling, while the large size of these ecosystems in relation to the small size of the individual organisms requires sampling a wide range of scales.
Advances in optical imaging have led to the development of sampling systems such as the Video Plankton Recorder (VPR) that are being used to determine abundance and behavioral patterns of plankton (Davis et al. 1992a ,b, Schulze et al. 1992 , Gallager et al. 2004 ). These systems have several advantages, including the ability to identify planktonic taxa, measure distributions nearly continuously over a broad range of scales, and sample delicate plankton and particulate matter. A current limitation of optical imaging systems is that they do not yet have the resolving power to identify plankton to the level of species and life stage. Nonetheless, optical imaging now can provide important information on coarse taxonomic composition and abundance of distinctive taxa. Importantly, these new systems acquire images in an electronic format that is suitable for automatic processing. Data acquired from these systems to date have been obtained largely by manual analysis of the video, a tedious and timeconsuming process (Benfield et al. 1996 , Norrbin et al. 1996 , Ashjian et al. 2001 .
Although such manual analysis is labor-intensive, these VPR studies have yielded high-resolution data on distributional patterns of plankton taxa and marine snow in relation to environmental variables. Abundance estimates from spatially averaged VPR data have been shown to agree closely with abundance estimates from standard net sampling systems (e.g. MOCNESS) for dominant non-fragile zooplankton taxa (e.g. copepods) (Benfield et al. 1996 , Gallager & Davis 2003 . By contrast, quantification of delicate forms such as colonial radiolaria (Dennett et al. 2002) , larvaceans (Benfield et al. 1996) , marine snow (Ashjian et al. 2001) and algal colonies (Sieracki et al. 1998 , Villareal et al. 1999 has revealed that the non-destructive nature of video sampling provides more accurate abundance estimates, which can be up to 2 orders of magnitude greater than estimates from traditional net and bottle samplers. Video samplers, however, have a much smaller sampling volume than do plankton nets, and can undersample rare organisms (e.g. < 50 ind. m -3 for the high-magnification VPR camera, Benfield et al. 1996) .
Current plankton imaging systems have taken a long time to develop. Sir Alistair Hardy suggested as early as 1956 that underwater television is an important new tool 'which promises much for the future' (Hardy 1956) . Video imaging of plankton has only recently become a reality, and real-time automatic processing of the video from image to taxa-specific densities has not yet been achieved due to the time-lag involved in development and integration of image processing hardware and software. As an intermediate step, a semi-automated method for quantifying plankton distributions using the VPR was developed, requiring manual identification of plankton images extracted from the video by an image processing system . More recent algorithms have been developed for automatic identification of planktonic taxa from video images (Tang et al. 1998 ), but these algorithms have not been used for their ultimate purpose: real-time identification of plankton in the field. The accuracy level of these classifiers was found to be promising, but was based on a small set of images and accuracy was not thoroughly examined.
In the current paper, we describe in detail a method for acquiring real-time data on coarse taxonomic composition and abundance of dominant major groups of plankton. We present example data from 2 cruises that demonstrate, for the first time, real-time automatic quantification of taxa-specific plankton distributions. Finally, we analyze in detail the accuracy of the plankton classification method.
The paper includes an initial overview of the VPR system and a description of the real-time automatic identification and classification accuracy assessment. Example data then are presented from cruises to Georges Bank on the R/V 'Endeavor' in June 1997 (EN302) and June 1999 (EN323). Data from the first cruise are used in a detailed analysis of the accuracy of automatic versus manual classification of the images.
MATERIALS AND METHODS
VPR system overview. The VPR system includes an underwater unit with video and other sensors, and a deck unit for data logging, processing and display (Fig. 1) . For the studies reported here, the VPR underwater unit consisted of 2 analog video cameras (high and low magnification) synchronized at 60 Hz to a xenon strobe, environmental and flight control sensors sampling at 3 to 6 Hz (pressure, temperature, salinity, fluorescence, beam attenuation, downwelling light, pitch, roll, velocity and altitude), and a data telemetry system. The cameras, strobe and sensors were mounted on a frame attached to the bottom of a 1.22 m V-fin depressor. The underwater unit was towed at 4 m s -1 using a 1.73 cm (0.68 in) diameter triple-armor electro-optical cable. A fiber-optic transmitter sent video and sensor data to a receiver mounted in the winch drum on the ship where it subsequently passed through electrical slip rings and deck cable to the deck unit in the ship's lab. The deck unit ( Fig. 1) consisted of a video recording/display system, an environmental/navigational data logging system, an image processing system and a data display system. Video was time-stamped at field rates (60 fields s -1 , fps) and recorded on SVHS recorders. The video time code was synchronized with time from the P-code Global Positioning System data string. Latitude and longitude were logged together with video time code and the VPR environmental data at 3 Hz on a PC and a Silicon Graphics Inc (SGI) workstation. , while video is processed on board to extract in-focus images, identify them to major taxa and display their distributions. Abbreviations are: Shipboard Unit -FDPC = flight display PC, VH = Video input High magnification, VL = Video input Low magnification, VMH = Video Monitor High magnification, VML = Video Monitor Low magnification, TCG = Time Code Generator, VTRH = Video Tape Recorder High magnification, VTRL = Video Tape Recorder Low magnification, DLPC = Data Logging PC, PS = Power Supply, SGI = Silicon Graphics Inc. workstation, TCR = Time Code Reader, SS20 = Sparcstation 20, IP = Imaging Technologies Image Processor, 1 = power out to underwater unit, 2 = environmental sensor data from underwater unit, 3 = navigational data from ship (latitude, longitude, bottom depth), 4 = data out to flight display computer, 5 = serial time code from TCG to DLPC, 6 = environmental and navigation data to SGI, 7 = video to time code reader, 8 = video from TCR to image processor, 9 = serial time code to SS20, 10 = data transfer between SS20 and IP, 11 = data transfer between SGI and SS20. Underwater unit -C = conductivity sensor, TR = Transmissometer, MCE = Main Control Electronics, L = Light sensor, A = Altimeter, FL = Fluorometer, T = Temperature sensor, CA = Cameras (high and low magnification), F = Flowmeter, S = Strobe Image processing. Image processing consisted of infocus object detection, object feature extraction and object feature classification. The methods used for each step are as follows.
Detection of in-focus objects: Video (with time code) from a selected camera was sent to the focus detection system, which included an image processor (Imaging Technology, Models 151 and 150-40) interfaced to a computer (Sun Sparcstation or Pentium PC). Video was digitized at field rates (60 Hz), in-focus objects were detected using an edge detection method, and subimages comprising the region of interest (ROI) were saved to the computer disk as tagged image format files using the video time code as the filename. In this way each ROI was time-stamped for subsequent spatial mapping 1 . The 'in-focus' volume is contained within the strobe beam such that video images include illuminated but out-of-focus portions of the light beam, thus requiring a step to select only in-focus objects. Focus detection was used to capture subimages of only those objects contained within the depth of field (DOF). The DOF was determined in a laboratory calibration by moving a tethered copepod measured distances towards and away from the camera, while using the focus detection system to objectively determine whether the animal was in or out of focus. The DOF was determined in the center of the field of view (both cruises) and additionally in each of the 4 corners (for EN323) to account for any uneven illumination across the field. DOF measurements were used together with measurements of field width and height to objectively quantify the imaged volume (see Davis et al. 1992a) . Total volume (ml) is defined by:
, where W is field width (cm), H is field height (cm) and D is the depth of field (cm) at the center and 4 corners of the field of view. For the 2 cruises discussed here, calibrated image volumes were 0.50 ml for the high-magnification camera on EN302 and 7.16 ml for the low-magnification camera on EN323.
In-focus object detection involves brightness correction, segmentation, connectivity, labeling, size thresholding, edge detection, coalescing and ROI generation. Incoming images are dynamically adjusted to correct for temporal changes in mean brightness by translating the pixel brightness values so that the mean is 125. Translation is used rather than scaling (normalization) to avoid changing brightness gradients within the image. Brightness correction is followed by segmentation, which involves binarization of the grey-scale image such that pixels above a certain brightness threshold are given a value of unity and zero otherwise. After segmentation, a connectivity algorithm determines which non-zero pixels are connected to each other in a 'blob' 2 . The distinct blobs then are 'labeled' or numbered from 1 to N, where N is the number of blobs present. Since many small blobs (e.g. single pixel) are created this way, a size threshold is imposed so that only blobs above a minimum number of pixels are processed. A rectangular bounding box is then placed around each blob and the brightness gradient at each pixel in the box is determined using a Sobel operation (Pingle 1969 , Pratt 1976 . If the average brightness gradient of the blob pixels is above a threshold value, the blob is considered in focus. Since planktonic organisms usually are partially transparent or translucent, their images when binarized often comprise several smaller blobs. A coalesce algorithm is applied to group in-focus blobs that are in close proximity to each other. A ROI containing each group of coalesced blobs (including a specified proportion of marginal space around the group) is written to disk.
Object feature extraction: Object feature extraction algorithms operate on the ROI files and generate a feature file for each ROI. Automatic brightness correction, segmentation and connectivity are performed again on each ROI file to determine the position of blob pixels in the ROI. The smallest rectangular bounding box that can fit around the blob at any angle is determined. Morphological measurements computed for each ROI include P (perimeter = number of edge pixels in blob), A (area = total number of pixels in blob),
, where x and y are pixel coordinates of perimeter], E 1 , E 2 (rotation invariant principal moments = ∑y 'y ', ∑x 'x ', where x ' and y ' are x and y rotated through θ), θ (angle of major principal moment axis to horizontal).
Features included shape factor (P 2 ͞(4 × π × A)), the 7 invariant moments (Hu 1962 , Gonzalez & Wintz 1987 , Fourier descriptors (Zahn & Roskies 1972) , granulometric curves (Vincent 1993 ) and the ratios E 1 ͞E 2 , L 1 ͞L 2 , W center ͞L 2 , W left 1 ͞ 4 ͞L 2 , W right 1 ͞ 4 ͞L 2 . These features are combined into a single feature vector totaling 237 elements. Principal component analysis is then used to eliminate linear-dependence among elements of the feature vector (for details, see Tang et al. 1998) . The 80 first 20 to 30 components account for nearly all the variance in the training sample feature space. These EOFs are applied to the feature vectors of the nontraining ROIs to obtain transformed feature vectors of 20 to 30 linearly independent elements.
Object classification: For classification, a neural network classifier was first trained by manually sorting a set of representative ROIs into different taxonomic groups, extracting and transforming their feature vectors, and using the Learning Vector Quantization (LVQ) method (Kohonen et al. 1988) to fit neurons to these transformed feature vectors. The resulting classifier was then used to automatically sort the remaining ROIs. Since the neural network classification involves only a series of multiplications, it is very fast. Classifier accuracy was determined for each of the VPR tows presented below.
Output from the classification system generated a list of time codes for each taxon. The classifier operated on a second computer (SGI or PC) and the output was saved to disk.
Data display. Distributional data for the observed taxa and environmental variables were displayed at sea in real time. The data display system, also operating on the second computer, read the output of the neural network classifier from the disk files, binned the time codes into 4 or 10 s bins, and time-matched these data with the navigational and environmental data, yielding the latitude, longitude and depth of each bin. The abundance (number of ind. l -1 ) of a given taxon was determined from the number observed in each time bin divided by the volume imaged (e.g. 10 s × 60 fps × 0.5 ml = 0.30 l for the high-magnification camera in EN302). The ship speed was fast enough that the fields were non-overlapping. The abundance then was plotted in Matlab (Mathworks) as a scatter plot of depth versus along-transect distance, with dot color corresponding to abundance level. Using the same dot-color scheme, abundance also could be plotted as depth versus elapsed time or as a 3D scatter plot of depth versus latitude and longitude. In other windows of the computer screen, environmental data were displayed using the same color dot-plot method. This technique allows direct side-by-side comparison of the distribution of a planktonic taxon with the associated environmental variables in real time as the tow is progressing. We also have objectively mapped (e.g. kriged) the data and displayed it in volume-rendered plots, but for the purposes of this paper we limit display of example real-time data to the dot-plots to avoid confusion from interpolation/smoothing.
Classification error analysis. A detailed analysis of the automatic classification error rate was performed in the laboratory after the cruises. Particular emphasis was placed on VPR 7, a 24 h tow in the Great South Channel, in which we had obtained the first real-time taxa-specific plankton data. The classification error rate or simply the error rate, P e , is the ultimate measure of the performance of a classifier. There is no single best way to measure the error rate. In practice, the error rate is measured by building a confusion matrix for the classifier. The confusion matrix is an N × N matrix, where N is the number of taxa or classes in the classifier. Each element of the matrix is the true number of Class j that is classified as Class i. The confusion matrix is a way to measure the conditional probability that a sample belonging to Class j is classified as Class i. The confusion matrices were built using 3 different methods, including resubstitution, holdout and cross-validation (see below, this subsection).
A series of tests was conducted to assess the effect of various factors on classification accuracy. These tests included assessment of the at-sea classifiers used during the cruises as well as subsequent classifiers built in the laboratory after the cruise. Factors examined included the method of quantifying classifier accuracy, the source of the training ROIs (same tow or different tows), the number of training ROIs (both total number and distribution among taxa), random versus ad hoc selection of training ROIs, the number of neurons used to build the classifier, neuron dimension (feature length) and the use of an 'other' category versus neuron-distance rejection methods. We also examined classifier variability resulting from randomization of initial neuron position and presentation order of the training samples to the LVQ algorithm.
The accuracy of the original classifiers built at sea during the cruise was determined using the resubstitution and cross-validation methods (Cover 1969 , Fukunaga & Hummels 1989 , Jain et al. 2000 . The resubstitution method simply classifies the training ROIs that were used to build the classifier, so this method obviously yields accuracy estimates that are biased towards the high end when compared to the true accuracy of classifying the non-training ROIs. The resulting confusion matrix then is the number of classified ROIs versus the number of hand-sorted training ROIs. The cross-validation method (also termed the 'leave-one-out' method; Fukunaga & Hummels 1989) provides a better estimate of the true accuracy. This method also uses only the set of training ROIs to assess the classifier accuracy, but instead of using all the training ROIs at once to build 1 classifier, multiple classifiers are built. An initial classifier is built using all the ROIs in the training set except 1. This classifier is then used to classify the left-out ROI. This process is then repeated for every ROI in the training set and the results tallied in the cells of the confusion matrix.
After the EN302 cruise, during post-processing, a new training set was made by sorting ROIs from several different tows in an ad hoc fashion until 200 to 250 training ROIs had been sorted for each taxon. During this sorting process, additional taxa were found to be abundant, and thus were added to the training set. A classifier was built using these new training ROIs and used to reclassify all the ROIs in VPR tow 7. Confusion matrices were developed to determine the accuracy of this classifier compared with the real-time classifier.
Finally, to determine the true classifier accuracy, all 20 399 ROIs from VPR Tow 7 (EN302) were manually sorted and subsets containing 200 ROIs per taxon were randomly selected for the training set. Confusion matrices then were built and compared for resubstitution, cross-validation and a third method, called the hold-out method (Fukunaga & Hummels 1989 , Jain et al. 2000 . In the latter method, the classifier built using the 200 randomly selected training ROIs per taxon was used to classify the remaining, non-training ROIs, so that a confusion matrix could be developed by directly comparing the automatically classified ROIs with the manually sorted ones. In this case, since none of the manually sorted ROIs was used to build the classifier, it provides the truest estimate of classifier accuracy (assuming the human classification was perfect, but see Culverhouse et al. 2003) .
In addition to assessing methods for quantifying classifier accuracy, the effects of other factors affecting classifier accuracy were examined. These factors included feature length, neuron number and relative abundance of taxa. Classifiers were built using 6, 10 and 20 neurons per taxon for a total number of 42, 70 and 140, respectively. The initial post-cruise training set of 200 to 250 ROIs per taxon (from different tows) was used to build these classifiers. Additional tests of the effect of neuron number were performed for the other tows.
The effect of using the same number of training ROIs for all taxa (e.g. 200) versus having the number of training ROIs proportional to mean abundance of each taxon was examined using the post-cruise data set (VPR 7) in which all ROIs had been hand-sorted. The effect of using 200 training ROIs per taxon but weighting the resulting neurons by the proportion of the taxa in the tow also was examined. The latter weighting method was applied using the mean proportion for the whole tow as well as weightings based on the running average of the taxonomic proportions throughout the tow.
Beyond classifier accuracy per se, we needed to develop a method to correct for the statistical bias we found to be inherent in quantifying relatively rare taxa, i.e. false-negative identification of abundant taxa causes overestimation of rare taxa. We presented a statistical method to correct for this bias elsewhere (Solow et al. 2001 ) and the effects on our data are given below. The method assumes an unbiased classifier (one built from representative training samples) and uses the error rate determined by cross-validation to correct relative abundance errors.
Field sampling. We have used the automated VPR system routinely to quantify distributional patterns of dominant planktonic taxa at sea in real time. Here, we present examples of distributional data of planktonic taxa during cruises to Georges Bank in June 1997 and June 1999. These cruises were part of the US Global Ocean Ecosystem Dynamics (GLOBEC) Georges Bank Study of the biological/physical processes controlling copepod and larval fish abundance in this important fishing ground. Results are presented for phytoplankton and zooplankton taxa from study sites in the Great South Channel (GSC) in 1997 and from a frontal mapping study along the edge of the well-mixed area on the crest of Georges Bank (GB) in 1999 (Fig. 2) . During the GSC study, sampling was conducted over 24 h back and forth along a 40 km east/west transect from the crest of the bank to the center of the channel to measure plankton populations as they moved through the channel (in tidal time) and recirculated around the bank. This transect was sampled 12 times during the 24 h period. During the George Bank frontal study in 1999, the VPR was towyoed (hauled up and down using the winch) along a zigzag grid centered on the tidal mixing front. In these studies, the VPR was continuously towyoed from near surface to within 5 to 10 m of the bottom while the ship steamed at 4 m s 
RESULTS AND DISCUSSION

Real-time observation of distributional patterns
In this section, example data are presented to demonstrate the use of optical sampling as a method for acquiring taxa-specific abundance information at sea in real time 3 .
Great South Channel
During this study, a region of higher-density water (lower temperature and higher salinity) was observed to enter the western end of the transect during the latter part of each 12 h tidal cycle (Fig. 3) . This water contained high concentrations of the colonial diatom Chaetoceros socialis (Fig. 3) , a dominant phytoplankton species in coastal systems of the North Atlantic. This fragile species has a distinctive appearance on the video images, and VPR observations have been corroborated at sea using bottle collections and microscopic analysis (see Sieracki et al. 1998) 4 . Previously during the cruise, a grid survey of the region just south of this transect line had revealed a large patch of C. socialis. The GSC study indicated that the NW edge of this patch moved back and forth through the transect with the tidal flow (Fig. 3) . The close association of the C. socialis patch with seawater density and its movement with the tidal flow indicated that physical factors were controlling the distribution of C. socialis over these short time and space scales. The patch of C. socialis had become more diffuse by the second tidal cycle (Fig. 3) . The sudden appearance of high C. socialis abundance toward the end of the 5th transect leg was a surprise, since such high concentrations had not been observed during the first 4 legs. This high concentration clearly was associated with high-density water advected northward. The high abundance was obvious in real-time as evidenced by the large numbers of C. socialis colonies appearing in the video and by the quantitative real time color dot plots (Fig. 3) . The ship departed from this patch during the end of the 5th leg but re-entered it shortly after turning eastward again on the 6th leg (Fig. 3) . The patch had disappeared by the 7th leg, leading to the conclusion that it was tidally transported, and to the (correct) prediction by observers on board the ship that the patch would be seen again during the next tidal phase (12 h) (Fig. 3) .
Georges Bank
The frontal mapping study was designed to quantify the 3D distributional patterns of Calanus and other plankton in the tidal mixing front of GB (Fig. 4) . These data were incorporated into a real-time data assimilative biological/physical model of cross-frontal exchange running on board the ship (McGillicuddy & Kosnyrev 1999 , Lynch et al. 2001 . The data also were used to determine locations of high abundance of Calanus for a tracer release/patch study (rhodamine dye injection and tracking; Ledwell 1999). The realtime distributional data for Calanus and planktonic hydroids shows the inverse spatial relationship between these 2 taxa (Fig. 4) . Calanus were more abun-83 3 Hypotheses and objectives for these GLOBEC cruises are given in Beardsley et al. (1992) 4 Chaetoceros socialis colonies are very fragile and are not sampled quantitatively using conventional methods. We found that the colonies are easily destroyed when sampled through the spigot of a Niskin bottle but could be collected with less damage by siphoning them gently out of the top of the bottle (S.M.G. pers. obs.) Fig. 3 . Data from GSC study, June 17 (03:11 h GMT) to 18 (03:53 h), 1997. 3D dot plots of seawater density and Chaetoceros socialis abundance show the time-space evolution of the tow. Dots correspond to 3 Hz data decimated to 4 s. Dot size for C. socialis is directly proportional to abundance. Also shown are VPR images of C. socialis colonies dant on the deeper south side of the front, while the predatory hydroids were more abundant on the shallower north side (Fig. 4) . This survey ran from east to west and took 24 h to complete, during which time the semi-diurnal tidal excursions (~6 km) caused timespace aliasing in the data. Thus, the lower abundance of hydroids in the NW half of the survey was due, at least in part, to northward tidal flow reducing the amount of well-mixed water in this portion of the grid. When these data were assimilated into the model as time-space points, the aliasing was removed and corrected distributional patterns were computed (McGillicuddy & Kosnyrev 1999 , Lynch et al. 2001 ).
The GSC and GB studies demonstrate that optical imaging technology can be used effectively to acquire taxa-specific plankton abundance data at sea in real time. Such a capability is useful for on-board data assimilative modeling studies and for interactive at-sea sampling strategies.
Identification accuracy
Manually identified images
The accuracy of the automatic classifier was examined for each VPR deployment. In order to directly compare the automatic classification results with human-classified results, all 20 399 ROIs collected during the 24 h GSC tow (June 1997; Fig. 3 ) were both hand-sorted and automatically classified. These VPR images initially were sorted into 17 taxa and these taxa were subsequently grouped for the analyses (Table 1 ). The taxa were grouped together because the rarer taxa had too few individuals and because the present classification method is not accurate enough to distinguish between genera.
Example images
Each of the resulting taxonomic categories was distinct and could be readily identified by a human expert (Fig. 5) . The ROIs displayed in Fig. 5A include individuals from each taxon randomly selected from the GSC ROI set. As described in the 'Materials and methods' section, the features extracted from these images for automatic classification were scale-and rotation-invariant. Hydroid medusae were the largest of the taxa and had distinctive bell and tentacles (Fig. 5A) . Like the other taxa, they were variously oriented in 3D and thus presented a range of 2D projections in the video images. In addition, owing to their relatively large size (4 to 5 mm bell diameter), usually only a portion of their bodies were present in the images (Fig. 5A) . The next largest categories were Chaetoceros chains and marine snow (Fig. 5A) . Chaetoceros chains were typically 1 to 5 mm long and often curved with distinctive spines that scattered light well. Marine snow also exhibited a large range of sizes (1 to 5 mm) and had distinctive darker regions of optically dense matter resulting from their non-living detrital nature (Fig. 5A) . The remaining taxa were smaller and included copepods, C. socialis colonies, rod-shaped diatom chains and a category for all others (Table 1) . Copepods were distinguished visually by a combination of their prosome, urosome and/or antennules, while C. socialis colonies were easily recognized by their shape and texture (Fig. 5A) . Rod-shaped diatom chains also were readily identifiable (Fig. 5A ). Objects that were either unrecognizable and/or uncommon were grouped into an 'Other' category (Fig. 5A ).
For the GB frontal study, images from the lowmagnification camera were used. Dominant taxa used in training were Calanus, Pseudocalanus with eggs, other copepods, pteropods, hydroid colonies and unknown oval-shaped objects (possibly meroplanktonic larval forms) (Table 1, Fig. 5B ). Although the images were much smaller and contained fewer pixels, the taxa were easily distinguished at this magnification (Fig. 5B) . Since the focus detection algorithm was not perfect, a certain portion of the ROIs were out of focus. To automatically separate these ROIs, a 7th, 'unfocused', category was added.
Accuracy of at-sea classifiers
The classifier used at sea during the GSC study was found to have an overall accuracy for true positives of 93 and 84% for resubstitution and cross-validation methods, respectively ( Table 2 ). As discussed in the 'Materials and methods' section, cross-validation is a truer estimate of accuracy for classification of nontraining ROIs 5 . The first real-time, at-sea, automatic classification of plankton was successfully performed during this GSC study. Highest identification accuracy was obtained for Chaetoceros socialis colonies (91%), so that the real-time plot of this species (Fig. 3) Table 2 . Confusion matrices for EN302, VPR Tow 7, based on real-time (at-sea) classifier and computed using (A) resubstitution and (B) cross-validation methods. Column and row headings are coded as: 1 = copepod, 2 = rod-shaped diatom chains, 3 = Chaetoceros socialis colonies, 4 = hydroid medusae, 5 = blank, TC = Total Computer count, TH = Total Human count, A = Accuracy (% true positive, also known as probability of detection), C/H = Computer/Human total count. True counts (i.e. human counts) for a given taxa are given in the columns, while counts by automatic identification (= computer) are given in the rows. For example, in Table 2a , 364 copepods were identified correctly by the computer, whereas 5 copepods were misclassified by the computer as being rod-shaped diatoms. Likewise 934 Chaetoceros socialis were correctly identified by the computer whereas 6 C. socialis were incorrectly identified by the computer as being copepods. Thus, correct identifications by the computer are given along the main diagonal, while the off-diagonal entries are the incorrect identifications by the computer viewed as accurate representations of this species' distributional pattern. This at-sea training set was created quickly, based on 5 categories (it did not include marine snow), and used a limited number (<100) of training ROIs for hydroid medusae and rodshaped diatom chains (Table 2) . Lower accuracy for these latter taxa reflects the reduced number of training ROIs used. Medusae in particular had a low accuracy because the classifier misidentified some of them as C. socialis colonies. Portions of each taxon were incorrectly classified by the computer as belonging to the wrong taxa (false negatives), while a similar number of images from the wrong taxa were incorrectly classified as belonging to the correct taxa (false positives). The numbers of true and false positives were similar, so that the computer/human ratio was high for all taxa (Table 2) . For images from the low-magnification camera in the GB study, accuracies were 94 and 69% for resubstitution and cross-validation, respectively (Table 3) . In this study, hydroid colonies and unidentified ovals had the highest identification accuracy (90 to 91%), while Pseudocalanus with eggs, Calanus and pteropods were second highest (62 to 73%). Unidentified copepods and unfocused had the lowest accuracy (45 to 51%); 8% of Calanus were misidentified as Pseudocalanus with eggs, while 15% were misidentified as other copepods; by contrast, only 5% of hydroid colonies were misidentified as Calanus. Thus, the real-time plot of hydroid colonies across the GB tidal front (Fig. 4) has very small errors resulting from misidentification, while the real-time plot of Calanus may be in error bỹ 25 to 35% due to misclassification. Much of this 'misclassification', however, was due to confusion with 'other copepods', most of which were likely to have been younger stages of Calanus not readily identifiable as such in the video images 6 . So the true error was likely to have been much less than 25 to 35%. In addition, this error is due to misclassification of Calanus as other taxa, while, as mentioned above, a nearly equal number of individuals from other taxa were misidentified as Calanus. These false positives serve to balance the false negatives, so that the reduced abundance of Calanus due to false negatives is compensated somewhat by the addition of false positives. While this balance may not be reassuring, it does in fact serve to improve the absolute abundance estimates. The Calanus plot (Fig. 4) is, therefore, expected to be a reasonable estimate of the true abundance.
Post-cruise analyses
Assessment of methods for quantifying classifier accuracy
The resubstitution method essentially shows how well the neural network classifier fits the training data and, as such, gives higher overall accuracy than the cross-validation method, which estimates how accurately the classifier is able to sort non-training ROIs (Tables 2 & 3) . Post-cruise manual sorting of all the ROIs from VPR-7 (EN302) allowed for a direct comparison of human-and machine-classified images using the hold-out method (Table 4) . Initially, it was found that the cross-validation method overestimated the accuracy of the classifier (74%) relative to the true accuracy (63%) obtained using the hold-out method (Table 4) . For this classifier, however, training ROIs had been sorted from several tows (Table 4) and only distinctive ROIs for each taxon were selected. Using 87 6 Because calanoid copepods share the same general morphology, differentiation of copepod genera/species/life-stages is a more difficult task than differentiating major taxa or particles the cross-validation method on these distinctive training ROIs, therefore, overestimated the true accuracy of the classifier. Nonetheless, the true accuracy of the classifier was reasonable for 7 classes. This classifier demonstrates that training ROIs selected in an ad hoc fashion from several different tows 7, 8, 9) in the same general region can be used to classify a given tow (VPR-7) with reasonable accuracy (Table 4) .
The cross-validation estimate of accuracy for the at-sea classifier (84%, Table 2) was significantly higher than the true accuracy in the post-cruise classifier (63% , Table 4 ). This difference is partially due to the difference in number of taxa classified (5 versus 7), but also was due to the selection of training ROIs at sea, which included a 'blank' category for empty frames due to the VPR breaking the surface on occasion. These blank ROIs were identified with fairly high accuracy (80%) but were over-represented in the atsea training set so were manually removed from the post-cruise ROI data set. The overall accuracy of the at-sea classifier was likely to have been somewhere between 63 and 84%, but since different taxa were used to build the classifiers, a direct comparison cannot be made. Direct comparison of cross-validation and hold-out methods for the second postcruise classifier revealed identical total accuracy (61%, Table 5A,B). The 9 replicate, randomly selected sets of training ROIs (200 per taxon) from VPR-7 yielded means and variances for the cross-validation and hold-out methods (Table 5A,B) . Randomness inherent in building the neural network classifier caused some differences in taxon-specific accuracies between the 2 methods, but the overall accuracy of the cross-validation method was found to agree well with the true accuracy from the hold-out method.
To examine the effect of using different training sets, a further test was performed in which a single set of 200 randomly selected training ROIs was used to build 10 replicate classifiers (Table 5C ). It can be seen that using the same set of training ROIs did not significantly reduce the variability (cf. Table 5A,B), implying that most of the variance comes from randomizations inherent in building the classifiers.
Selecting training ROIs, such that the number of ROIs per taxon was directly proportional to taxon abundance, did not significantly affect the overall accuracy (Table 5D ). Accuracy for the more abundant taxa, such as copepods and Chaetoceros socialis colonies, did increase somewhat, but accuracy for rarer taxa, such as Chaetoceros chains, was markedly reduced. It was found then that a uniform number of training ROIs is the best overall choice.
Variability inherent in building the classifier comes from 2 sources: (1) randomization of initial position of the neurons and (2) randomization of the order of presentation of the training ROIs to the LVQ algorithm. To determine which source of variation was greater, a further test was performed in which a single set of training ROIs was used to build 2 sets of 10 classifiers. In the first set, classifiers were built using randomized initial positions of neurons and, in the other set, classifiers were built with a single initial distribution of neurons. In both cases, the presentation order of the training ROIs was randomized. For this test, the resubstitution method was used to generate the confusion matrices (Table 6 ). The variance was found to be the same in the 2 cases, thus it can be inferred that randomization of presentation order of training ROIs is the main source of variability. From these results, it can be concluded that variability in the classification method is due primarily to the nature of the neural network method and not to variability resulting from the random selection of training ROIs. Accuracy increased only slightly with number of training ROIs used to build the classifier (Table 7) . Overall accuracy ranged from 57 to 63% for 50 to 400 training ROIs per taxon, respectively. Thus, development of large training sets, requiring large human sorting effort, does not greatly improve classification accuracy. Lower numbers of training ROIs (< 50), however, can greatly reduce classification accuracy.
The number of neurons used to build the classifier, if greater than 6 per taxon, did not appear to substantially affect classification accuracy (Table 8) . Accuracy was lower in cases where 3 and 4 neurons per taxon were used. In contrast, use of very large numbers of neurons did not improve classification accuracy.
Likewise, feature length did not affect classification accuracy (Table 9 ). Feature lengths from 10 to 40 yielded total accuracies of 57 to 60%. It appears, therefore, that the first 10 principal components are sufficient for classification (Table 9) .
Much of the classification error results from confusion between the 'Other' category and the rest of the taxa. To examine this effect, a hypothetical case was considered in which the ROIs from the 'Other' category were left completely out of the analysis (Table 10 ). Without these 'Other' ROIs, overall accuracy increased from 61% (Table 5A ) to 75%, showing that the ROIs from the 'Other' category had added significantly to the error in the previous classifier (Table 5A) .
Despite the added confusion caused by the 'Other' category, we found that inclusion of an 'Other' category is still necessary. When the 'Other' category is not used (but the 'Other' ROIs are included) and a neuron distance rejection method is used instead, the classification accuracy is much lower. By contrast, when the 'Other' category is included (i.e. training the classifier with samples from the 'Other' category), even when they overlap to a large degree in feature space with the other taxa, the LVQ method does map the neurons for the 'Other' category to these training samples and in doing so reduces the number of false positives.
Accuracy was examined for the 2 dominant taxa, copepods and Chaetoceros socialis colonies, using a 89 Table 5 . Confusion matrices for EN302, VPR-7. (A-C) Mean confusion matrices. In (A) and (B), the mean matrices shown are computed from 9 individual matrices built with different randomly selected sets of 200 training ROIs and computed using: (A) cross-validation and (B) hold-out method. In (C), the mean matrix is computed from 10 individual matrices each using the same set of 200 randomly selected training ROIs and computed using the hold-out method. (D) confusion matrix computed using the hold-out method and randomly selected training ROIs, where the number of training ROIs for a given taxon is proportional to its average abundance during the tow. x and s are mean and standard deviation, N = 9 for both (A) and (B), and N = 10 for (C). Column and row headings as in Table 4 pair-wise analysis (Table 11) . When the 2 classes were copepods versus all others, the overall accuracy was 79% and the accuracy for true positives of copepods was 80%. When the 2 classes were C. socialis versus all others, the total accuracy was 82%, while the accuracy for true positives of C. socialis was 86%.
Abundance versus time plots
Time series plots of taxon abundance for VPR-7 reveal the differences between at-sea and post-cruise classification (Fig. 6A) . It is immediately clear that the real-time at-sea classifier yielded abundance patterns (top panel) that are in general very similar to those obtained by manually sorting all the ROIs in the tow (bottom panel). Thus, the general trends in the data can be captured effectively using the realtime imaging methodology, even with an incomplete training set.
The absolute abundances, however, were higher in the real-time case, especially for copepods and Table 7 . Accuracy as a function of number of training ROIs used (per taxon) to build the classifier. EN302, VPR-7. Conditions are the same as for Table 8C for the 70-neuron case. Accuracy is given as percent true positives. Taxa (1 to 7) as in Table 4 Training 1 2 3 4 5 6 7 T otal ROIs used , i.e. 3, 4, 6, 10, 15, 20, 30, 50 and 100 neurons per taxon for 21, 28, 42, 70, 105, 140, 210, 350 Table 9 . Accuracy as a function of the number of features (PCA components) used in the classifier. EN302, VPR-7. Conditions are the same as for Table 8C for the 70 neuron case. Accuracy is given as percent true positives Feature  1  2  3  4  5  6  7  T otal  length   10  44  84  69  61  32  42  61  57  15  45  78  69  64  37  45  62  57  20  52  87  68  58  54  50  51  59  25  47  87  67  56  53  54  54  58  30  45  84  73  63  38  51  61  58  35  53  89  69  53  54  54  51  60  40  47  87  69  57  52  57  56  59 Chaetoceros socialis, owing in part to the lack of categories for 'Marine snow' and 'Other' (Fig. 5A , Table 1 ), which resulted in these latter taxa being automatically sorted into the other groups. Peaks in C. socialis colonies were 25% higher than in the handsorted case. Higher copepod and C. socialis abundances can be seen clearly by direct comparison of the methods (Fig. 6B) . Initial post-cruise classification reduced the absolute abundance estimates mainly through the addition of 'Marine snow' and 'Other' categories (Table 1) (cf. Fig. 6A , second and bottom panels), which provided the automatic classifier with categories into which the ROIs for these 2 taxa could be sorted. With this classifier (Post-Cruise AutoID 1), however, copepod and Chaetoceros socialis abundances were reduced by half and actually underestimated the hand-sorted abundances. This underestimation was due to the fact that the training ROIs for this initial post-cruise classifier were chosen such that only 'good' images of each taxon were selected for training. This biased training process caused the resulting classifier to be selective for 'good' images of each taxon, leading to many false negatives being generated.
Random selection of training ROIs from VPR-7 resulted in much closer agreement between automatic and manually derived abundances (Fig. 6A , Post-Cruise AutoID 2). Discrepancies remained, however, and although agreement was very good for higher abundances of Chaetoceros socialis, in regions of low abundance, the automatic method overestimated abundance. Likewise, the automated method closely followed trends in rod-shaped diatom abundance but systematically overestimated this abundance and the relative overestimate was greater in the troughs (Fig. 6B ).
An attempt was made to correct for classification bias in regions of low relative abundance by applying the method of Solow et al. (2001) (Fig. 6A,B) . As discussed in the 'Materials and methods' section, this technique corrects for statistical bias resulting from imperfect classification that causes taxa in low relative abundance to be overestimated. Application of this method met with limited success. Abundances of copepods and hydroids were not improved, while those of rod-shaped diatoms were improved in the troughs but overestimated in the peaks. Chaetoceros socialis was underestimated in the low-abundance regions. In general, this correction method had no obvious improvement on these abundance estimates.
Although the abundance estimates based on computer classification deviated from the hand-sorted results, the changes in natural abundance were generally much larger, so that the trends in the abundance data were quantified reasonably well, especially for the more variable diatom taxa (Fig. 6B) . For all taxa, the relative error in abundance decreased in areas of high abundance (compare red and blue curves in Fig. 6B ). This effect is examined directly in Fig. 6C , where, for each taxon, the relative error is plotted versus relative abundance (top panel). Each individual data point in this figure corresponds to an individual towyo (double-oblique vertical cast) (Fig. 3) . Thus, the data are comparable to a series of 254 double-oblique plankton tows ('tow' durations are about 6 min each). The average abundance value for each 'tow' was determined for computer-and human-classified results. This plot shows clearly that the relative error falls off markedly with increasing relative abundance. When the relative abundance of a taxon is above 20 to 25%, Table 11 . Pairwise confusion matrix for EN302, VPR-7, based on post-cruise classifier using 200 randomly chosen training ROIs. Each classifier was built with 2 categories: copepods versus all others or Chaetoceros socialis versus all others. 200 non-training ROIs then were randomly selected and classified to give the resulting confusion matrix (i.e. hold-out method with 200 ROIs 'held out'). Column and row headings as in Table 4 Copepods All others TC 
C D
the relative error due to misclassification falls well within the natural variation for replicate plankton tows, which typically vary by at least a factor of 0.5 to 2 (relative error = 0.5 to 1; see dashed lines in Fig. 6C ) (e.g. Wiebe & Holland 1968) . Regression analysis directly comparing computer and human abundance estimates reveals that, for all taxa, variation due to misclassification is significantly smaller than that due to natural changes in abundance (Fig. 6C, middle panel) . For the 2 diatom taxa, variability due to misclassification was ≤10% of the total variance, and even for the less variable copepods and hydroid medusa, about half of the variation was due to changes in natural abundance, implying that significant trends in natural abundance are quantifiable despite the higher misclassification error.
We also have used a manual correction step to quickly remove errors due to computer misclassification of a given taxon. This method involves using a point and click user interface to manually remove false positives from the automatic identification results for that taxon. Abundances are then computed from the corrected identification results and these abundances are divided by the probability of detection (% true positive) for that taxon obtained from the confusion matrix. The effort involved in removal of false positives is minimal. We found from timed trials that a trained observer can visually scan through 100 to 200 ROIs per minute, removing false positives. In regions of high relative abundance, the proportion of false positives is low, facilitating their removal, but these areas also have more ROIs. By contrast, areas of low abundance have a high proportion of false positives, but the number of ROIs is lower. As an example, in VPR-7, the number of ROIs automatically classified as copepods ranged from 10 to 387 h -1 , requiring 0.1 to 2 min h -1 to remove the false positives. Thus, this manual step can be done quickly, allowing for real-time on-the-fly correction. This method eliminates most of the error due to computer misclassification and greatly improves the accuracy for the abundance of the corrected taxon (e.g. Chaetoceros socialis, Fig. 6C, bottom panel) .
Although the pair-wise classifiers for copepods and Chaetoceros socialis had apparently higher accuracy based on their confusion matrices (Table 11 ), this was due largely to the reduction in number of categories from 7 to 2 and did not increase the accuracy in terms of abundance (Fig. 6D) . In fact, this approach made the agreement between automatic and manual methods much worse, with the automatic sorting resulting in systematic overestimation of copepods. C. socialis abundance peaks were underestimated while its troughs were overestimated. Two 2-taxa classifiers were used, one built with 200 training ROIs for each taxon and the other with the number of training ROIs proportional to taxon abundance. Neither of these 2-taxa classifiers worked very well. The 7-taxa classifier clearly outperformed them (Fig. 6D) .
Summary of classification analysis
The analysis of different approaches and criteria permits the formulation of some general guidelines for establishing training sets and classifiers for data sets similar to ours: (1) Classifier accuracy depends on a variety of factors. The range in overall accuracy was 60 to 70% for 7 taxa and 79 to 82% for 2 taxa, with accuracies for individual taxa ranging between 45 and 91%. (2) The minimum number of ROIs needed for training is far less than might be considered intuitively, with a training set of 200 images per category (7% of total ROIs) performing as well as larger sets (but note that performance fell off below 50 images per category). (3) Equal numbers of training ROIs per category produces more accurate classifiers than using category abundances that were proportional to observed abundances. (4) Increasing the number of neurons per category in the classifier beyond 6 or the feature length beyond 10 does not improve classification accuracy. (5) Using an ad hoc versus random selection of training ROIs does not significantly affect true accuracy (cf .  Tables 4B & 5B) , but it is important to select representative ROIs, rather than only distinctive ones. (6) Classifier variability is affected mainly by presentation order of the training ROIs and not by initial neuron positions. (7) Including an 'Other' category increases accuracy. Abundance estimates are more accurate when using all categories of taxa and particles present (grouping rare categories into 'Other'), although overall classification accuracy naturally decreases as the number of categories is increased. (8) Errors due to misclassification by computer are typically lower than the natural variations in dominant plankton. (9) A rapid manual correction step can be used to correct errors in abundance due to computer misclassification. (10) In general, artificial neural networks are able to learn from labeled samples and can provide reliable abundance estimation for dominant taxa.
Significance and future directions
The field data presented here reveal high-resolution spatio-temporal patterns in plankton and illustrate the utility of rapid automated approaches to measuring abundance of planktonic taxa in a dynamical environment. The machine identification accuracy was found to be sufficient for quantitative measurement of abundance patterns for dominant plankton taxa. The ability to observe plankton distributions in real time allows plankton ecologists to interactively alter the sampling design as new information is acquired. This capability is particularly important in mapping plankton patches and sampling plankton distributions and behaviors in these characteristically ephemeral environments. Optical sampling technology enables plankton ecologists to sample plankton distributions quickly over the same broad range of time and space scales as their associated environmental variables, thus improving our understanding of factors controlling aquatic ecosystem dynamics. Care must be taken when applying this approach for non-dominant taxa, since the rate of false positives will be relatively large, even when the statistical correction method is applied. In this case, a rapid manual correction step can be used. For dominant taxa, machine classification was found to be a viable approach, with accuracies similar to those reported for humans (43 to 95%, Culverhouse et al. 2003) . We are actively researching ways to improve the image quality and identification accuracy, including incorporation of other features and classification methods.
