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1. INTRODUCTION 
We study the second order linear matrix difference equation 
Lt[P(t-l)dY(t-l)]+Q(t) Y(t)=0 (1) 
and its special case (when P(t - 1) is the identity for all t) 
A*Y(t- l)+Q(r) Y(t)=0 (2) 
on an interval [a, co) = { a, a + 1, a + 2, . . . } of integers. In (1 ), A denotes 
the forward difference operator, P: [a, cc) + @“x “, where Vx n denotes the 
set of n xn matrices with complex entries, Q: [a+ 1, cc) + C”““, and a 
solution Y(t) is a function from [u, 00) into FXn satisfying (1) for all t. 
Equation (1) is often referred to as a three term recurrence relation since 
it may be written in the form 
where 
P(f) Y(t+l)+B(t) Y(t)+P(t-1) Y(t-l)=O, (3) 
B(t) := Q(r) - P(r - 1) -P(r). (4) 
The main results of this paper assume P(t) and Q(t) are Hermitian with 
P(t) > 0 (positive definite) for all s and provide further conditions on P and 
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Q which are sufficient for all prepared bases to be oscillatory. (Appropriate 
definitions are given in Section 2 below.) Several recent papers 
[I, 3,6, 11-14, 16-181 have dealt with this problem in the scalar case (that 
is, when P(t), Q(t), and Y(t) are real valued). An extensive recent literature 
exists on the oscillation theory of 
(P(t) Y’)’ + Q(r) Y(r) = 0, 
the ordinary matrix differential equation analogous to Eq. (1). The papers 
of Etgen and Lewis [8], Byers, Harris, and Kwong [4], and Butler, Erbe, 
and Mingarelli [S] give important results and provide a good account of 
the development of the literature. Most of the known results on discon- 
jugacy and oscillation of Eq. (1) are due to Ahlbrandt and Hooker and are 
summarized in [2]. Our paper depends heavily on [2], especially with 
regard to formulating appropriate definitions. Some oscillation results for 
superlinear matrix difference quations are given by the authors in [19]. 
Riccati techniques will be essential in all that follows. The proofs differ 
rather dramatically from those in the differential equations case since 
positive definiteness of the matrix P(t - 1) - B’(t) for an appropriately 
defined Riccati function w(t) replaces the concept of nonsingularity of a 
solution Y(t) in the continuous case. 
Theorems 14 below are oscillation results which follow from a direct 
study of the associated Riccatic equation. Theorems 5 and 6 may be 
viewed as matrix difference quations analogues of Rab’s theorem for scalar 
differential equations [ 7, p. 17, Theorem 111. 
2. PRELIMINARIES AND DEFINITIONS 
We assume and freely use the calculus of matrix differences. The reader 
is referred to [2] or [19] for some of the basic facts. Throughout this 
paper, we will be making the following assumption which we designate as 
HYPOTHESIS H. P(t - 1) and Q(r) are both Hermitian with P(t - 1) 
positive definite for all t in [a + 1, GO). 
Since P(t) is invertible for any t, it is clear from (3) that, given r, in 
[a, co), A and B in C”““, and initial conditions 
Y(hJ = 4 dY(t,)= B, (5) 
the initial value problem (1 ), (5) has a unique solution on [a, co). 
It is well known that a successful oscillation theory for matrix equations 
can be carried out only for the class of prepared solutions. A solution Y(t) 
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of (1) is said to be prepared provided that Y*(r) P(t) d Y(t) is Hermitian 
for all t in [a, co). Here, as elsewhere, Y*(t) is the Hermitian adjoint (con- 
jugate transpose) of Y(t). Many authors (e.g., [2,21]) refer to prepared 
solutions as self-conjoined solutions. Under Hypothesis H, for any solution 
Y(t) of (1), the difference 
is identi~lly zero; therefore, the (algebraic) difference of Y*(t) P(t) d Y(t) 
and its adjoint is constant and prepared solutions can be determined by a 
judicious assignment of the initial conditions (5) at a single point f,. 
Proposition 2.2 of 123 states that, if U(t) is an n x n matrix solution of 
(1) and 4?(t) is the 2n x n matrix defined by %(t) := c U(t) P(t- l)dU(t- 1) 1 ’ (6) 
then the 4?(t) has the same rank for all t. This is a consequence of the 
fact that the matrix equation (1) considered as a second order system of 
n-dimensional vector difference quations may be converted to a first order 
2~-dimensional system of vector difference equations in a way so that a 
column of @(t) is a vector solution of the resulting first order system. The 
rank of q(t) is then the number of linearly independent vector solutions 
represented by the columns of 4?(t). Since the concept of whether or not 
the solution U(t) is oscillatory depends on the occurrence of points t, where 
U(t) is a singular matrix, the oscillation theory should be concerned only 
with those prepared solutions U(t) such that S(t) defined by (6) has 
rank n. We call such a solution a prepared basis. Ahlbrandt and Hooker 
[2] call the same a conjoined basis. 
Finally, the matrix difference equations case is further complicated by 
the fact that the singula~ties of a prepared basis U(i) need not occur at a 
discrete point t in the domain of U in a sense which we now describe. In 
the real scalar case, a solution u(t) which changes sign in passing from a 
point to to the point to+ 1 ought to be considered as having a generalized 
zero at to + 1 (cf. [ 111) and the scalar oscillation theory revolves about this 
fact. In the case of matrix difference quations, a prepared basis U(t) which 
is nonsingular at to and at to -t 1 may be considered as having a generalized 
singularity at to + 1 if the matrix U*(t,) P(t,) U(t, + 1) fails to be positive 
definite. Indeed, we say a prepared basis U(t) for (1) is nonoscillatory 
if U*(t) P(t) U(t + 1) is positive definite for all sufficiently large t and is 
oscihtory if there are arbitrarily large values of t, where U*(t) P(t) 
U(t + 1) is not positive definite. This is a reasonable definition since it 
follows from [2, Theorem 2.1 and the corollary to Theorem 3.11 that either 
all prepared bases are oscillatory or all prepared bases are nonoscillatory. 
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Thus a complete analogue of the oscillation theory of second order real 
scalar differential equations is achieved. We further say that Eq. (1) is 
oscillatory if ail the prepared bases are oscillatory; in the contrary case, we 
say Eq. ( 1) is nonoscillatory. 
We point out that Ahlbrandt and Hooker assume a standing hypothesis 
in [2], one part of which is that B(t) as defined in (4) above satisfies 
B(t) < 0 for all t. However, we are not assuming B(t) < 0 in this paper and 
are yet utilizing the results of [Z]. To see that this is valid, one needs to 
check that the proofs of Theorem 2.1 and of Theorem 3.1 and its corollary 
in [23 do not utilize the hypothesis B(r) < 0. Indeed, this is the case though 
the above-mentioned check is complicated by the fact that the proof of 
Theorem 2.1 of [Z] is given in a reference which has not yet appeared in 
print. However, the same result in the scalar case appears in [3] and the 
extension to the matrix case is fairly straightforward. Finally, we remark 
that the definition of conjugate intervals of [3, p. 171, needs to be altered 
very slightly in order to obtain the equivalences in Theorem 2.1. That is, in 
defining IP = [ p, p + 1 ] and I, = [q, q -t- 1 ] to be conjugate intervals, 
assume p < q and require xq #O (rather than x,, , #O as is written). 
Without this change, the proof of (iii)* (iv) [3, p. 251, is not valid. 
Furthermore, as the definition presently stands, counterexamples to the 
statement hat (iii) is equivalent to (iv) can be found. 
Ahlbrandt and Hooker [2] point out that B(t) < 0 is the strengthened 
Legendre condition in the calculus of variations. It can be shown by varia- 
tional techniques (as in [20]) to be a necessary condition for disconjugacy. 
(Also, a proof of the necessity of the Legendre condition in the scalar case 
appears in [ 1, p. 141). Hence, results depending on disconjugacy may, 
without loss of generality, also assume B(t) < 0. 
If Y(t) is a solution of (l), we define an associated Riccati function W(t) 
by 
W(t)= -P(t-l)dY(t-1) Y-‘(t-l). (7) 
Clearly, I+‘(t) is defined only when t > CI + 1 and Y - ’ (t - 1) exists. A simple 
calculation, as in [Z] or [19], shows that 
P(1-1) Y(f) Y-‘(t-1)=P(f-1)-W(t) 
and W satisfies the Riccati equation 
LlW(t)=Q(t)+ W(t)[P(t-l)- W(t)]-’ W(r). (8) 
Note that, if Y(t) is invertible on an interval [b - 1, c] of integers, then 
W(t) satisfies (8) on [b, c]. Furthermore, W(t) is Hermitian when Y(t) is 
prepared. 
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The following elementary lemma establishes the connection between the 
oscillation of Eq. (1) and solutions of the Riccati equation which will be 
essential in proving our results. 
LEMMA 1. Assume Hypothesis H. A prepared basis Y(t) for (1) and the 
associated Riccati function W(t) are related by 
Y*(t) P(t) Y(t + 1) = Y*(t)[P(t) - W(t + l)] Y(t) (9) 
at points t, where W(t + 1) is defined. Consequently, the prepared basis Y(t) 
is nonoscillatory if and only if W(t) is defined and 
lyt- l)- W(t)>0 (10) 
for all sufficiently large t. 
Proof If Y(t) is nonsingular, we have 
Y*(t) P(t) Y(t+ 1) = Y*(t) P(t)[Y(t) + AY(t)] 
= Y*(r) P(r) Y(t) + Y*(t) P(t) AY(t) Y-‘(r) Y(t) 
= Y*(t)[P(t) - W(t + I)] Y(t). 
The rest follows immediately from (9), the definitions and the fact that 
A*BA is positive definite when A is nonsingular and B is positive 
definite. 1 
For an n x n Hermitian matrix A, we denote the eigenvalues of A (in 
increasing order) by 
&i”(A)=1l(A)<A,(A)d ‘.. <l,(A)=A,,,(A)* 
An important comparison result is Weyl’s inequality [ 15, p. 1811 which 
says that 
Ai + A,,“(B) d Ai(A + B) <n,(A) + I,,,(B) 
for any Hermitian matrices A and B and for 1 < i < n. 
3. MAIN RESULTS 
Our first two theorems are oscillation results for Eq. (2). To shorten 
notation, for t,>a+l and tat,, we let 
S(Q; t,, t) := 1 Q(T) 
7 = t, 
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R(P, W; t,, t) := i W(z)[P(z- l)- W(r)]-’ w(z). (11) 
If P(t) = I in (11) (as when we study Eq. (2)), we simply write R( W; t,, t) 
instead of R(I, W; tl, t). 
THEOREM 1. Assume Hypothesis H and for any to 3 a + 1 there exists 
t, B t,, such that 
lim sup L,,[S(Q; f,, t)] 2 2. 
,-CX 
(12) 
Then Eq. (2) is oscillatory. 
Proof. Assume not. Let Y(t) be a prepared basis. Let the Riccati 
function W(t) be as in (7). By Lemma 1, we choose t, so large that W(t) 
exists and satisfies (8) (the Riccati equation) and (10) for t > t,,. 
We then choose t, 2 t, so that (12) holds. Summing both sides of (8) 
from t, to t yields 
W(t+l)=W(t,)+s(Q;t,,t)+R(W;tl,t) 
= W(t,)[Z- W(t,)]-‘+S(Q;tI,t)+R(W;tl+l,t). (13) 
Let U be a unitary transformation carrying W(tI) to the diagonal matrix 
with li [ W(t,)] as the i th diagonal entry; that is, we have 
U*W(t,) U=D, u*u= I 
with D = diag[d,, . . . . d,,] and di=ii[W(t,)]. Note that di< 1 for 1 <i<n 
since I- W(t,)>O. Then 
W(t,)[Z- W(tl)]-’ = UDU*[Z- UDU*]-’ 
= UDU*[U(I- D) U*]-’ 
= UD(I- D)-’ U*. 
Hence the numbers di/( 1 - dJ, 1 < i< n, represent the eigenvalues of 
W(t,)[I- W(t,)]-‘. Since dj< 1 implies that d,/(l -di) is greater than 
- 1, we have 
Ai( W(t,)[Z- W(fl)] -1) > -1 
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for 1 < i < n. Since R( W; t, + 1, t) 2 0, we see on applying Weyl’s inequality 
in (13) that 
lim SUPL,,CW(t+ I)] >~~i~(W(tl)[Z- W(tl)]pl) 
t-m 
+lim SUP k,,,(S(Q, t,, t)l)> 1. 
I-m 
But this contradicts W(t) <I for t 2 t, and completes the proof. 1 
In the following theorem and elsewhere, tr(A) denotes the trace of a 
matrix A. 
THEOREM 2. Assume Hypothesis H and for any t, B a + 1 there exists 
t, 3 t, and a real number M such that 
lim sup &,,,,[S(Q; t,, t)] 2 1 
f--tee 
(14) 
trCs(Q; t,, t)l> ~4 for tat,. (15) 
Then Eq. (2) is oscillatory. 
Proof: Assume not. Let Y(t) be a prepared basis, let IV(t) be defined by 
(7), and choose t,, 2 a so large that W(t) satisfies (8) and (10) for t 2 to. 
We next choose t, > t, such that (14) and (15) hold. By the proof of 
Theorem 1, we may assume 
lim SUP L,,Cs(Q; I,, tJ1.c 2; 
t-m 
hence, there exists tz > I, such that 
LxCS(Q; t, > tJ1-c 2 for t>t2. 
I+-om &[s(Q; t,, t)] -C 2, 1 d i < n, and 
MGtrCS(Q; cl, t)l =&CS(Q; t,, t)l+ .a* +A,[S(Q; tl, t)], 
we obtain 
JminCJj’(Q; tl, t)l >M-z(n- 1) for talt,. (16) 
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Summing (8) as in the proof of Theorem 1 again leads to (13). As before, 
it follows that the eigenvalues of lV(t,)[Z- IV(t’ are bounded below 
by - 1. From (lo), (13), (16), and Weyl’s inequality, we see that 
1>&n,xC~(~+l)l>An,, [R(W,r,+l,t)]-l+M-2(n-1) 
for t 2 t,. Hence, there is a constant L so that 
L,,CNW t1+ 1, ?)I <L for t> t,. 
Since W(r)[Z- W(r)]-’ W(z)>0 for ~2 t,, it follows that 
i L,,( Wt)CZ- w(t)1 -l W)) 
I,+ 1 
< C tr{ W(z)[Z- W(z)]-’ W(z)} 
,,+ 1 
= tr[R( W, t, + 1, t)] 
G GmxCN w t, + 1, t)l 
< nL, 
is valid for t 2 t2. Hence the series 
converges which implies that 
lim &{ W(r)[Z- W(r)]-’ W(z)} = 0, 1 <i<n. (17) 7-m 
In the proof of Theorem 1, we showed that the eigenvalues of 
W(t,)[Z- W’(tl)]-’ were &[IV(t,)]/(l-&[IV(t,)], 1 <i<n. Employing 
the same argument, one sees that (Li [ W(r)])*/( 1 - pi [ W(Z)]), 1 G i < n, 
are the eigenvalues of W(z)[Z- W(r)] -’ IV(t). Consequently, (17) leads to 
Since ni[ W(r)] < 1, we see from (18) and elementary calculus that 
lim ;li[W(7)] =O, l<i<n. 
z-00 
(18) 
In particular, lim, _ o. A,,,[ W( t + 1 )] = 0. 
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But now, we look at (13) again and argue as in the proof of Theorem 1 
to arrive at a contradiction. Here, lim, _ co &,,,,[ W( t + 1 )] = 0 replaces 
J.,,,[ FV(t + 1 )] < 1 and (14) replaces (12) in the previous argument. 1 
We see that the hypotheses of Theorem 2 weaken the condition on 
the maximum eigenvalue of S(Q; t, , t) in Theorem 1 at the expense of 
imposing an additional condition via (15) on the remaining eigenvalues. 
It is still possible in Theorem 2 to have &,,,[S(Q; t,, t)] tending to - cc 
provided that n,,,[s( Q; t, , t)] tends to + co as t --t co. Also, given a 
positive integer t,,, the choice of t, 2 t, so that (12) or (14) holds may be 
crucial as the following example shows. 
EXAMPLE 1. Let Q(t) be the sequence 
{I, -fz, -41, :z, 51, iz, -+z, -.jz, -$z, -$z )... }. 
Then Theorem 2 applies (though Theorem 1 does not) to show that Eq. (2) 
is oscillatory. 
The following corollary follows immediately from Theorem 1 and Weyl’s 
inequality. 
COROLLARY 1. Zf Hypothesis H holds and lim sup, _ co &,,,[s(Q; a, t)] 
= CO, then Eq. (2) is oscillatory. 
An open question for several years was whether or not the condition 
lim t-co L,C~:, Q(T) dT1 = co is sufficient for the matrix differential 
equation 
Y"+ Q(f) Y=O 
to be oscillatory (assuming of course that Q is Hermitian). Earlier partial 
results were obtained but the question was settled in the affirmative by 
Byers, Harris, and Kwong [4] who also recount the history of the 
problem. Corollary 1 shows that the analogous statement for matrix 
difference quations is also true. 
It is a well known theorem of Hartman [9] that nonoscillation of the 
scalar equation y” + q(t) y = 0 on [a, co) and semi-boundedness of q(t) 
imply that j: q(T) dz either converges to a finite limit or diverges to - 00 
as t --f co. The next theorem shows that an analogous statement is true for 
matrix difference quations, even without a semi-boundedness assumption. 
A scalar difference quations version of the result has been proved by Chen 
and Erbe [6]. 
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THEOREM 3. Suppose Hypothesis H hola% and there is a constant c1 such 
that 0 < P(t) < alfor t 2 a. If Eq. (1) is nonoscillatory, then either 
6) lim,,, S(Q; a + 1, t) exists as a finite matrix or 
(ii) lim, _ co A,i”[S(Q; a+ 1, t)] = --CO. 
Proof. Let Y(t) be a prepared basis, let W(t) be as in (7), and let 
t, 2 a + 1 be so large that W(t) satisfies (8) and (10) for t > t,. Summing 
both sides of (8) from t, to t and rearranging results in 
S(Q; t,, t) = W(t + 1) - W(to) - R(P, W; t,, t). (19) 
We now consider two cases. 
Case 1. C,“=,,A,,,{ W(z)[P(z- l)- W(z)]-’ W(z)} < co. 
Since 0 < P(t - 1) - W(r) 6 al- W(z), we obtain 
[P(z- l)- W(t)]-‘> [al- W(z)]-‘>0 
and 
W(7)[P(7 - 1) - W(z)]-’ W(7) > W(z)[aI- W(z)]-’ W(7) 20 (20) 
for 7 3 t,. Therefore, 
f A,,,{ W(t)[aZ- W(7)]-’ W(7)} < co. (21) 
Let the eigenvalues of W(7) be A,.(r), 16 i<n. Since Af(t)/[a - Ai(z 
1~ i<n, are the eigenvalues of W(r)[aZ- W(7)] -’ W(7), it follows from 
(20) and (21) that 
. At (t) 
t!? a-R,(t)=07 1 <i<n. (22) 
Since &(t) <a, we see from (22) that 
lim A,(t) = 0, ldi<n, 
t-m 
and consequently that lim, _ o. W(t) = 0. 
Let s=~,“=~,,A,,,(W(~)[P(~- l)- W(7)lp’ W(7)>. By Weyl’s inequal- 
ity, the partial sums of the infinite series 
f W(z)[P(z- l)- W(z)]-’ W(7) 
7 = lo 
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form an increasing sequence of nonnegative Hermitian matrices 
bounded above by SL By a theorem of F. Riesz (see [lo, p. 387]), 
lim f _ o. R(P, W; t,,, t) exists as a finite matrix. From (19) we then obtain 
(i) in the statement of Theorem 3. 
Case 2. C,“=,, A,,,( W(z)[P(r - 1) - W(r)] -’ W(r)} = +co. 
From (19) and Weyl’s inequality, we obtain for t 2 r,, that 
n,i”Cs(Q;to,t)l~~,,,CW(t+l)l+~,,,C--W(t,)l+~,i,C-R(P, Kto,t)l 
~A,xaxC~(~)l+ LxC - Wh)l - LxCW, K to, t)l 
<a + L,,C- W(to)l -i trCR(P, W; to, r)] 
=/3-i i tr{W(r)[P(r-l)- W(r)]-’ W(z)} 
r = to 
;v j? = c1 + A,,,[ - W(to)]. Letting t + co, we see that 
t+ co AninCs(Q; to, t)l = - co. Hence, (ii) of Theorem 3 follows. 
This completes the proof. 1 
Theorem 3 may be used to generate sufficient conditions for oscillation 
since Eq. (1) must be oscillatory when neither (i) nor (ii) holds. We give 
the following as an example. 
COROLLARY 2. Suppose Hypothesis H holds and 0 < P(t) < uZ for some 
u and all t 3 a. Then Eq. (1) is oscillatory provided that 
lim sup A,,,[S(Q; a+ 1, t)] > --cc 
t-m 
and either 
(i) lim sup &,,,[S(Q; a + 1, t)] = cc 
t-m 
or 
(ii) limsupIZi[S(Q;u+l, t)]>h,tn~fli[S(Q;u+l, t)] 
r-m 
for some i with 1 <i<n 
holds. 
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We give a lemma which will be instrumental in the proof of the next 
theorem. 
LEMMA 2. Zf K and X are Hermitian matrices with K > 0 and K - X > 0, 
then -X-X[K-X1-l X<K. 
ProoJ From matrix theory [15, Corollary 4.6.121, we choose a non- 
singular matrix R so that 
R*KR = Z and R*XR=D, 
where D is a diagonal matrix with real entries. Then K = R* - 'R- ', 
X=R*-‘DR-‘, and R*(K-X)R=Z-D>O. We obtain 
K+X+X[K-Xl-'X 
The conclusion then follows since Z-D > 0. 1 
THEOREM 4. Equation (1) is oscillatory provided that Hypothesis H holds 
and 
limsup~,,,{S(Q;a+l, t)-P(t)}=co. 
f-rcc 
(23) 
ProojI Suppose (23) holds but Y(t) is a nonoscillatory prepared basis. 
As usual, define W(t) by (7) and choose to > a + 1 so that W(t) satisfies (8) 
and (10) for t 2 to. We again sum both sides of (8) to arrive at (19). For 
t > to+ 1, we have from (10) and R(P, W, to+ 1, t) 20 that 
S(Q; to, t) < - Wto) - Wto)CP(to- 1) - Wto)l --I Wto) + f’(t). 
Applying Lemma 2, we are then led to 
stQ;to,t)<P(to-l)+P(t), t>t,+l. (24) 
On the other hand, 
w?; to, t) - P(to - 1) - P(t) 
=S(Q;a+l,t)-P(t)-s(Q;a+l,to-l)-P(to-1). (25) 
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Applying Weyl’s inequality on the right hand side of (25), we see from (23) 
that there are arbitrarily large values of t so that 
L,,L-S(Q; to, f)-nto- I)-p(t)1 ‘0 
which contradicts (24) and completes the proof. 1 
Most oscillation theorems give separate conditions on P(t) and Q(t) 
which guarantee that the equation is oscillatory. The interesting thing 
about Theorem 4 is that the condition in (23) is a direct relation between 
P(t) and Q(t) involving only the maximum eigenvalue. The following 
slightly stronger version of Corollary 1 follows immediately from 
Theorem 4. 
COROLLARY 3. If Hypothesis H holds, if there exists c1> 0 such that 
O<P(t-l)<crZfor t>a+l, andiflimsup,,,I,,,[S(Q;a+l,t)]=co, 
then Eq. (1) is oscillatory. 
We now introduce some more notation. If Q: [a + 1, cc ) -+ C” x n, 
U: [a, OO)--+C”~’ and t,>a+ 1, let 
T(Q, U;t,, t)= i [U*(T)Q(T) U(t)-dU*(r-l)dU(t-l)]. 
r = to 
Note that the negative of Z(Q, U; to, t) is a matrix version of the quadratic 
form (see [2, p. 71) which is so useful in disconjugacy theory. The 
following lemma establishes an identity which will be used in the proof of 
the last two theorems. 
LEMMA 3. Zf Hypothesis H holds, P(t) = Z for t 2 a, to 2 a + 1, IV(t) is a 
Hermitian solution of (8) satisfying (10) on the interval [to, co) and 
U: [to- 1, co) + C”““, then 
U*(t) W(t+ 1) U(t)= U*(t,) W(t,+ 1) U(t,)+ T(Q, U; to, t) 
+ i A*(T)A(T), (26) 
where 
A(t) := [Z- w(t)]-“* W(t) U(t)- [Z- Iv(t)]-“*dU(t- 1). 
ProoJ: From (8), we obtain 
U*(t) AM’-(t) U(t) = U*(t) Q(t) U(t) 
+ u*(t) W(t)[Z- W(t)] -l W(t) U(C) (27) 
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for t > to. Since 
Ll[U*(t- 1) W(t) U(t- l)] = u*(t)dW(t) U(t)+dU*(t- 1) W(t) U(t) 
+ u*(t- 1) Iv(t) dU(t- l), (28) 
we find on summing both sides of (28), using (27), and adding and 
subtracting appropriately that 
u*(t) W(t + 1) U(t)= u*(t,) W(to+ 1) U(t,)+ i Z(r), 
t = 10 
where 
Z(z)=U*(r)Q(r)U(r)-dU*(r-l)dU(r-1) 
+ u*(z) W(z)[Z- W(T)] -l W(z) U(z) 
+dU*(r-1)[z-W(r)]LlU(r-1)+dU*(r-1)W(r)dU(r-1) 
+dU*(t-1) W(r) U(Z)+U*(r-1) W(r)dU(r-1) 
= U*(t) Q(Z) U(r)-dU*(z- l)dU(r- 1) 
+ u*(z) W(z)[Z- W(z)] -’ W(z) U(t) 
+ u*(z) W(t) dU(z - 1) + du*(r - 1) W(r) U(r) 
+ du*(z - l)[Z- W(r)] dU(t - 1) 
= U*(z) Q(Z) U(z) - dU*(z - 1) dU(z - 1) 
+ {u*(r) W(r)[Z- W(z)] -l’* + du*(T - l)[Z- w(r)]“*) 
x (LIZ- w(~)l- l’* W(z) u(T)+ [Z- w(T)]“* dU(r - l,} 
= U*(z) Q(Z) U(T) - dU*(z - 1) dU(z - 1) + A*(z) A(r). 
The lemma then follows. 1 
The next two theorems are analogous to a theorem of Rab [7, p. 17, 
Theorem 111, for scalar differential equations. 
THEOREM 5. Suppose Hypothesis H holds, P(t) = Z for t > a and there 
exists U: [a, 00) + C”X” such that 
lim n,i”[T(Q, U;a+ 1, t)] = CO. (29) ,-CC 
Then Eq. (2) is oscillatory. 
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Proof: Suppose not. By [2, Theorem 4.11, we choose a (dominant) 
prepared basis Y(t) and an integer t, > a such that Y*(r) Y(t + 1) > 0 for 
t> t, and the series X:=,0 [Y*(r) Y*(r + l)]-’ is convergent; that is, there 
is a finite Hermitian matrix 2 such that 
lim i [Y*(z) Y*(t+l)]-‘=Z. (30) ,-CC 7 = to 
Let V’(t) be defined by (7) for ta to. Then IV(t) satisfies (8) for t 2 lo; 
furthermore, from Lemma 1 and Lemma 3, we see that (10) and (26) also 
hold for t > t,. From (29) and an application of Weyl’s inequality to the 
right hand side of (26) we see that 
A,i”[U*(t) W(t+ 1) U(t)] + 03 as t--tax 
Consequently, we choose I, 2 to so that W(t) > 0 on [t, , co). 
We then let V be defined by 
V(t)= -dY(t- 1) Y-‘(t), t2 to. 
The function V(t) is an alternative to IV(t) in that we could have derived 
a Riccati equation for V(t) and based our analysis on it rather than on (8). 
Simple calculations establish that 
W(t)=Z- Y(t) Y-‘(t-l), V(t)= Y(t-1) r-‘(t)-z, 
V(t)= [Z- W(t)]-l-z, 
(31) 
t> to 
For t 2 t, , we have 0 < IV(t) < Z which implies 0 < I- W(t) < Z and, conse- 
quently, [Z- W(t)] - ’ > Z. Therefore, from (31), V(t) is Hermitian and 
positive definite for t 2 t,. 
We use the positive definiteness of IV(t) and V(r) as follows. For t > tI, 
d[Y-‘(t+l) r*-‘(t)]= -Y-‘(t+l)dY(t+l) Y-‘(t+2) Y*-‘(t+l) 
-Y-‘(t+ 1) Y*-‘(t) dY*(t) Y*-‘(t+ 1) 
= Y-‘(t+ l)[V(t+2)+ W(t+ l)] Y*-‘(t+ 1) 
>o (32) 
From (32), we see that the eigenvalues of Y-‘(t) Y* -‘(t - 1) increase as 
t increases for t 2 t,. By Weyl’s inequality, 
Lin ~ y-l(Z+ 1) Y*-‘(T) ~ ~ ~*,[Y-‘(z+ 1) Y*-‘(z)] 
r = f, 1 r = f,
b(t-tl+ l)n,i,[Y-‘(t, + 1) Y*-‘(tl)]. 
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But then 
lim Amin 
[ 
i Y-‘(t+ 1) Y*-;(r) = co 
I+00 r= f, I 
which is easily seen to contradict (30). This completes the proof. 1 
THEOREM 6. Suppose P( t - 1) = Z and Q(t) > 0 for t 2 a + 1. Suppose 
also that there exists U: [a, co) --* Cnx” such that 
lim sup A,,,[ T(Q, U; a + 1, t)] = co. 
t+cc 
(33) 
Then Eq. (2) is oscillatory. 
Proof Suppose not and let Y(t) be a prepared basis and to 2 a + 1 an 
integer such that W(t) defined by (7) satisfies (8) and (10) for t 2 t,. 
First, we make use of the hypothesis Q > 0 to prove that W(t) is negative 
definite for all sufficiently large t. Since Q(t) > 0 and (10) holds, we see 
from (8) that AW(t) >O for t 2 t,; therefore, by Weyl’s inequality, each 
eigenvalue A,[ W(t)], 1 < k < n, increases as t increases for t 2 t,. Since (10) 
holds, each A,[ W(t)] is bounded above by 1 for t 2 t, and hence, 
lim A,[ W(t)] exists, l<kdn. (34) ,+CC 
It is an immediate consequence of the Courant-Fischer min-max theorem 
[15, p. 1793 that 
uA*HA) 2 ;1,(AA*) n,,“(H) (35) 
for any positive definite Z-Z in Cnxn and any A in Vxn. From (8), Weyl’s 
inequality, and (35), we obtain, for 1 < k < n, 
J-/cCAw(t)l >/n/cCW*(t)l J-min(lIZ- w(t)l-‘), 
=AjCW2(t)l nmin([:z- w(t)l-l), (36) 
where (36) holds for some j, possibly different from k, with 1 6 j < n. 
We claim that 
lim A.,[ W(t)] = 0 for l<k<n. (37) ,-CO 
Suppose not. Then the eigenvalues of I- W(t) are positive and decreasing 
so the eigenvalues of [Z- W(t)]-’ are positive and increasing; therefore, 
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we find 6r > 0 so that ~min( [I- IV(t)]-’ > 6i for t 2 t,,. Since (37) does not 
hold, it follows from (36) that there is a2 > 0 so that 
LaxC~Wt)l >~,b t> t,. (38) 
But then 
(39) 
We see from (38), (39) and Weyl’s inequality that J,,,[ W(t)] + 00 as 
t + 00. However, this contradicts (34) therefore showing that (37) holds. 
From (37) and the fact that the eigenvalues of W(t) are increasing, we 
see that W(t) is negative definite for all sufficiently large t, say for 
t> fl> to. 
We also know, because of Lemma 3, that (26) holds for t 2 to. However, 
we see on applying Weyl’s inequality to the right hand side of (26) and 
making use of (33) that there are arbitrarily large values of t, where 
A,,,[U*(t) W(t+ 1) U(t)] is positive. This contradicts W(t)<0 for t 2 t1 
and completes the proof. 1 
In going from Theorem 5 to Theorem 6 we have weakened the 
hypothesis on the eigenvalues of T[Q, U; a + 1, t] dramatically at the 
expense of adding in Theorem 6 the hypothesis that Q(t) is positive delinite 
for t>a+ 1. 
By making specific choices of the “test function” U(t), we generate direct 
conditions on Q(t) which are sufficient for Eq. (2) to be oscillatory. For 
example, letting U(t) = tZ, the following corollary follows immediately from 
Theorem 5. 
COROLLARY 4. Suppose Hypothesis H hola5 and 
lim ~min J 
t-m { mnr[~~~~l~2Q(7)]-t}=~. 
Then Eq. (2) is oscillatory. 
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A very interesting corollary of Theorem 6 is the following which shows 
that if the Rab criterion is met for a k x k principal submatrix Qk of Q, then 
Eq. (2) is oscillatory. 
COROLLARY 5. Suppose an integer k with 1~ k<n and a set 
S= {iI, . . . . ik} of integers with 1 < i, < . . . < ik <n are given. Let Q(t) = 
(qii(t)), 1 <i<n, 1 <j<n be a given function from [a+ 1, CO) into C”‘, 
and let es(t) be a k x k principal submatrix of Q(t) whose (r, s)-entry is 
qi,i,(t)* Then &- (2) is oscillatory provided there exists Us: [a, CC ) -+ Ck x k 
such that 
limsupL,,,[T(Q,, U,;a+ 1, t)]=co. 
,-Cc 
(40) 
Proof. Let E, denote the n x n matrix whose (i, j)-entry is 1 and all 
other entries are zero. It is easy to see that 
E:Q(t) Ek, = qik( 1) Ej,. 
Consequently, we let 
E=Ei,,l + ..’ + E,,k 
and obtain 
Q,(t) 0 
E*Q(t) E= [ 1 0 0’ 
Letting Us(t) 0 
U(t) = E [ 1 0 0’ 
we then find that 
T(Q,, U,; a + 1, t) 0 
T(Q, U;a+ 1, t)= 1 (41) 
0 0’ 
Hence, (40) and (41) together imply (33) holds completing the proof. m 
This suggests the following conjecture with which we conclude this 
paper. 
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Con&cture. If there exists a k x k principal submatrix Q,(t) of Q(t) such 
that the k x k matrix difference quation 
d’Y(t- l)+Q,(f) Y(f)=0 
is oscillatory, then Eq. (2) is also oscillatory. 
For 1 x 1 principal submatrices and matrix ordinary differential 
equations, the truth of this conjecture is known [8]. 
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