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Abstract
In this paper we study the asymptotic theory for spectral analysis in stationary random
fields, including linear and nonlinear fields. Asymptotic properties of Fourier coefficients and
periodograms, including limiting distributions of Fourier coefficients, and uniform consistency of
kernel spectral density estimators are obtained under various conditions on moments and weak
dependence structures. The validity of the aforementioned asymptotic results for estimated
spatial fields is also established.
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1 Introduction
In a wide variety of disciplines, such as digital imaging, ecology, earth sciences, astronomy and
meteorology, analysis of spatial data plays an important role. In particular, random field theory
provides a theoretical modeling framework for statistical inference on spatial data, see [2] and [13].
Modeling and inferring spatial dependence expressed in terms of autocovariance functions in spatial
domain have been focused in the literature. Another approach for modeling spatial dependence is
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using spectral analysis in frequency domain. Primary goals of spectral analysis include estimating
the spectral density function and establishing asymptotic properties of Fourier coefficients and
periodograms.
The spectral density function estimation and the asymptotic properties of Fourier coefficients
and periodograms for random fields on a d-dimensional lattice are relevant for many applications,
including frequency domain bootstrap methods, specification and testing of parametric models,
detecting anisotropies, signal extraction, interpolation, prediction, and smoothing. There are two
main types of estimators in nonparametric spectral density estimation for random fields, namely
smoothed periodogram estimators and lag-windowed estimators, and they are closely related since
smoothed periodogram estimator can be viewed as a numerical integration approximation to lag-
windowed estimator; see, for example, [6, 7, 8, 9, 11, 14]. Most of the existing asymptotic results
require conditions on the underlying random fields such as linearity, strong mixing or summability
of joint cumulants functions. Therefore, establishing uniform consistency of the spectral density
estimator for nonlinear random fields under other conditions is also of independent interest. For
time series context, in particular, [10] proved the uniform consistency of the kernel spectral density
estimator. [12] proved the asymptotic normality of Fourier coefficients and the uniform consistency
of the kernel spectral density estimator under moment conditions and weak dependence structures
which are easily verifiable for a variety of nonlinear time series. This paper extends the results of
[10] and [12] in time series context to spatial context, and also generalizes the asymptotic results
to estimated spatial fields. Moreover, uniform consistency results remain to be explored in the
literature.
In this paper, we study the asymptotic theory for spectral analysis in stationary random fields.
In Section 2, we describe the setting and background. Section 3 discusses the assumptions on the
weak dependence structures of the random fields, and the kernel functions used in the spectral
density estimation, which are required for establishing the main results. In Section 4, we establish
the asymptotic normality of the Fourier coefficients and also the asymptotic behavior of the Fourier
coefficients and periodograms. Section 5 considers the uniform consistency of the kernel spectral
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density estimators. Section 6 establishes the asymptotic results for estimated spatial fields. Proofs
and technical details are given in Section 7.
2 Setting and Preliminary
In this section, we describe the basic settings and preliminary about the random fields of interest.
First, we introduce some notations. For a = (a1, a2) ∈ R2, denote ∣a∣ = ∣a1∣∣a2∣, ∥a∥ = max{∣a1∣, ∣a2∣}
and ∥a∥p = (∣a1∣p + ∣a2∣p)1/p for p ≥ 1. Let T = {(t1, t2) ∈ Z2,1 ≤ tk ≤ dk, k = 1,2} be a spatial
rectangular lattice and dT = (d1, d2) ∈ Z2, denote j⊙ dT = (j1d1, j2d2) for j = (j1, j2) ∈ R2. For any
set G, denote the cardinality of G by ∣G∣. For random variables X ∈ Lp, denote the Lp norm as
∥X∥p = (E(∣X ∣p))1/p. For any two real sequences {an} and {bn}, we say an ≍ bn if an = O(bn) and
bn = O(an). For any x ∈ R, ⌊x⌋ is the greatest integer that is less than or equal to x.
Let {V (t) ∶ t ∈ Z2} be a stationary random field on a two-dimensional grid with mean µ =
E(V (0)). Assume that we have observed {V (t) ∶ t ∈ T} on a rectangular lattice T = {(t1, t2) ∈
Z
2,1 ≤ tk ≤ dk, k = 1,2} with dT = (d1, d2) ∈ Z2 and cardinality ∣T ∣ = d1d2. Throughout the paper,
T →∞ denotes both d1, d2 →∞.
2.1 Fourier Coefficients for Spatial Data
Define the Fourier coefficients x(j) and y(j) as
x(j) = 1√∣T ∣ ∑t∈T V (t)cos(−λ
′
jt) , y(j) = 1√∣T ∣ ∑t∈T V (t)sin(−λ
′
jt) , (2.1)
for j = (j1, j2) ∈ T and λj = (2pij1d1 , 2pij2d2 ). Note that the Fourier coefficients x(j), y(j) depend on T ,
but to keep the notation simple we suppress this dependence. From the definition of the Fourier
coefficients, we have
x(dT − j) = x(j), y(dT − j) = −y(j) . (2.2)
By using the symmetry property in (2.2), we now partition T as T = N ∪ N˜ ∪M such that the
Fourier coefficients defined on N˜ are determined by the Fourier coefficients defined on N . Also, the
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information about the covariance structure and mean of the random field are contained in N and
M respectively. Hence, a spatial lattice can be reconstructed from the Fourier coefficients defined
on N and M . In particular, when d1, d2 are both odd, define
N = {(t1, t2) ∶ 1 ≤ t1 ≤ d1, 1 ≤ t2 ≤ d2 − 1
2
} ∪ {(t1, t2) ∶ 1 ≤ t1 ≤ d1 − 1
2
, t2 = d2} .
When d1 is odd and d2 is even (similar for d1 is even and d2 is odd), define
N = {(t1, t2) ∶ 1 ≤ t1 ≤ d1, 1 ≤ t2 ≤ d2
2
− 1} ∪ {(t1, t2) ∶ 1 ≤ t1 ≤ d1 − 1
2
, t2 = d2
2
, d2} .
When d1, d2 are both even, define
N = {(t1, t2) ∶ 1 ≤ t1 ≤ d1, 1 ≤ t2 ≤ d2
2
− 1} ∪ {(t1, t2) ∶ 1 ≤ t1 ≤ d1
2
− 1, t2 = d2
2
, d2} .
Then, using the symmetry property in (2.2), define the subset N˜ of T as
N˜ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(t1, t2) ∈ T ∶ ti =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
di − si , if si < di
di , if si = di
for i = 1,2 , (s1, s2) ∈ N
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
.
Note that the Fourier coefficients at j ∈ N˜ can be completely determined by the Fourier coefficients
at j ∈ N . From (2.1), for all c ∈ R, the Fourier coefficients of {V (t) − c ∶ t ∈ T} at j ∈ N are the
same. In other words, the Fourier coefficients in N and N˜ are invariant under additive constants
and thus contain no information about the mean. In contrast, all of the information about the
mean is contained in the Fourier coefficients x(j) for j ∈M , where
M =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
{(d1, d2)} , when d1, d2 are odd ,
{(d1, d2), (d1/2, d2)} , when only d1 is even ,
{(d1, d2), (d1, d2/2)} , when only d2 is even ,
{(d1, d2), (d1/2, d2), (d1, d2/2), (d1/2, d2/2)} , when d1, d2 are even .
(2.3)
Table 1 summarizes the value of the Fourier coefficients in M . Figure 1 illustrates the sets N and
M in the rectangular lattices with different d1 and d2.
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Figure 1: Illustration for extracting Fourier coefficients at j ∈ N . In the grid, ⋆ are coefficients in the set
N and ○ are coefficients containing information about mean in the set M as described above.
d1, d2 are both odd d1 is odd, d2 is even (vice versa) d1, d2 are both even
d1 = 7, d2 = 7 d1 = 7, d2 = 8 d1 = 8, d2 = 8
(1,1)
(1,2)
(1,3)
.
.
(1,6)
(1,7)
(2,1) (3,1) . . . (6,1) (7,1)
(7,7)
☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ◯
(1,1)
(1,2)
(1,3)
(1,4)
.
.
(1,7)
(1,8)
(2,1) (3,1) . . . (6,1) (7,1)
(8,7)
☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ◯
☀ ☀ ☀ ◯
(1,1)
(1,2)
(1,3)
(1,4)
.
.
(1,7)
(1,8)
(2,1) (3,1) . . . (6,1) (7,1) (8,1)
(8,8)
☀ ☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ☀ ☀ ☀ ☀ ☀
☀ ☀ ☀ ◯ ◯
☀ ☀ ☀ ◯ ◯
Table 1: Fourier coefficients in M contain information about the mean.
j (d1, d2) (d1/2, d2) (d1, d2/2) (d1/2, d2/2)
x(j)
√∣T ∣VT 1√∣T ∣ ∑t∈T (−1)t1V (t) 1√∣T ∣ ∑t∈T (−1)t2V (t) 1√∣T ∣ ∑t∈T (−1)t1+t2V (t)
y(j) 0 0 0 0
2.2 Kernel Spectral Density Estimators for Spatial Data
We consider the following kernel spectral density estimator
f̂T (λ) = ∑j∈Z2 K (
λ1−λj1
hT 1
,
λ2−λj2
hT 2
) I(j)
4π2∑j∈Z2 K ( λj1hT 1 , λj2hT 2 )
, (2.4)
for λ = (λ1, λ2) ∈ [0,2π]2, where K(⋅) is the kernel function, (λj1, λj2) = λj = (2pij1d1 , 2pij2d2 ), hT =(hT 1, hT 2) ∈ R2 is the bandwidth satisfying hT k → 0 and hT kdk →∞ for k = 1,2, and
I(j) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 , if j ∈ D = {(c1d1, c2d2) ∶ (c1, c2) ∈ Z2} ,
x2(j) + y2(j) , if j ∈ Z2/D ,
is the periodogram at frequency λj = (2pij1d1 , 2pij2d2 ). The periodogram can be set to 0 on D since it
only contains information about the mean. Note that it is asymptotically equivalent to the usual
smoothed periodogram estimators and lag-windowed estimators in the literature, see Lemma 7.7
in Section 7.
3 Assumptions
In this section, we impose some assumptions on the underlying random fields as well as kernel
functions which are required for establishing the asymptotic results in Sections 4 to 6.
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3.1 Assumptions on the underlying random fields
We impose the following assumptions about the lattice structure and underlying random fields
to establish the asymptotic results.
Assumption P.1. For all sufficiently large ∣T ∣, there exist 0 < ξ ≤ 1/2 and c1, c2 > 0 such that
d1 > c1∣T ∣ξ and d2 > c2∣T ∣ξ.
Assumption P.2. The random field {V (t) ∶ t ∈ Z2} is stationary with absolutely summable auto-
covariance function γ(⋅), i.e., ∑j∈Z2 ∣γ(j)∣ < ∞, where γ(j) = Cov(V (0), V (j)). In this case the
spectral density of the random field exists and can be expressed as
f(λ) = 1
4π2
∑
j∈Z2 e
−iλ′jγ(j) , (3.1)
where λ ∈ [0,2π]2. Moreover, f(⋅) is continuous and bounded. See, e.g., Gaetan and Guyon [5],
Section 1.2.2, for details.
Assumption P.3. The spectral density is bounded from below, i.e., f(λ) ≥ c for some c > 0 and
all λ ∈ [0,2π]2.
Assumption P.4(v). For some 0 < v ≤ 12 , the sample autocovariance function
RV (r) = ∣T ∣−1 ∑
j,j+r∈T(V (j) − µ)(V (j + r) − µ)
satisfies that, uniformly on r ∈ Z2, ∣RV (r) −E(RV (r))∣ = Op(∣T ∣−v).
For linear random fields with finite fourth moments, the asymptotic normality of the sample
autocovariance implies that Assumption P.4(v) is fulfilled with v = 12 .
Assumption P.5(r). The random field {V (t) ∶ t ∈ Z2} is a real-valued linear random fields, i.e.,
V (j) − µ = ∑s∈Z2 asεj−s, where {εi}i∈Z2 is an i.i.d. random field with E(ε0) = 0, E(ε80) < ∞ and∑s∈Z2 ∣as∣∥s∥r <∞ for some r > 0. Also, (ε0, ε20) satisfies Crame´r’s Condition: there exist δ > 0 and
t0 > 0 such that, for all ∥t∥ > t0, ∣E exp(it′(ε0, ε20)′)∣ ≤ 1 − δ.
Assumption P.6(p). For j ∈ Z2, assume that V (j)−µ = G(εj−s ∶ s ∈ Z2), where G(⋅) is a measurable
function and {εi}i∈Z2 is an i.i.d. random field. Let {ε̃i}i∈Z2 be an i.i.d. copy of {εi}i∈Z2 . Define the
coupled version of V (j) as Ṽ (j) = G(ε∗j−s ∶ s ∈ Z2), where
ε∗j−s = { εj−s if j − s ≠ 0 ,ε̃0 if j − s = 0 .
Assume that there exists some p > 0 such that V (j) belongs to Lp and
∆p ∶= ∑
j∈Z2 δj,p ∶= ∑j∈Z2 ∥V (j) − Ṽ (j)∥p <∞ .
Assumption P.6(p) is the p-stable condition for random fields defined in El Machkouri et al. [4] in
which central limit theorems and invariance principles are established for a wide class of stationary
nonlinear random fields. The next assumption is a geometric-moment contraction (GMC) condition:
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Assumption P.7. Under the notation of Assumption P.6(p), define another coupled version of
V (j) as Ṽ †(j) = G(ε†
j−s ∶ s ∈ Z2), where
ε
†
j−s = { εj−s if ∥s∥ < ∥j∥ ,ε̃j−s if ∥s∥ ≥ ∥j∥ .
Assume that there exist α > 0,C > 0 and 0 < ρ = ρ(α) < 1 such that for all j ∈ Z2,
E(∣V (j) − Ṽ †(j)∣α) ≤ Cρ∥j∥ .
Assumption P.7 is the spatial extension of the geometric-moment contraction condition for
time series, see Shao and Wu [12]. This condition is fulfilled for short-range dependent linear
random fields with finite variance, and a large class of nonlinear random fields such as nonlinearly
transformed linear random fields and Volterra fields, see El Machkouri et al. [4].
3.2 Assumptions on the kernel function K
We impose the following mild regularity assumptions on the kernel function K(⋅).
Assumption K.1. The kernel K(⋅) is a real, positive, even function with ∫R2 K(λ)dλ = 1 and
4π2∣hT ∣∣T ∣ ∑j∈Z2K ( 2πj1hT 1d1 , 2πj2hT 2d2) = ∫R2 K(λ)dλ + o(1) = 1 + o(1) .
Assumption K.2. Assume that supλ∈[0,2pi]2 ∣Kh(λ)∣ = O ((hT 1hT 2)−1), where
Kh(λ) = 1∣hT ∣ ∑j∈Z2K (λ1 + 2πj1hT 1 , λ2 + 2πj2hT 2 ) . (3.2)
Assumption K.3. The kernel K(⋅) is absolutely integrable, i.e., ∫R2 ∣K(λ)∣dλ <∞. Furthermore,
the inverse Fourier transform of K(⋅),
k(x) = 1
4π2 ∫R2 K(λ) exp(ix′λ)dλ , (3.3)
satisfies ∣k(x)∣ ≤ k̃(x), where k̃(x) is monotonically decreasing with respect to ∥x∥ on [0,∞)2, i.e.,
k̃(x) ≥ k̃(y) if ∥x∥ ≤ ∥y∥, and is an even function with ∫R2+ k̃(x)dx <∞.
Assumption K.4. The inverse Fourier transform k(x) in (3.3) is Lipschitz continuous with sup-
port [−1,1]2.
Assumption K.5. The quantity Kh(λ) in (3.2) is uniformly Lipschitz continuous, i.e., for some
constant LK > 0, ∣hT ∣2∣Kh(λs) −Kh(λt)∣ ≤ LK ∣s1 − t1
d1
∣ ∣s2 − t2
d2
∣ ,
uniformly in λs = (2pis1d1 , 2pis2d2 ) and λt = (2pit1d1 , 2pit2d2 ).
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Remark 3.1. Assumption K.2 is mild, as it holds for any bounded kernels with compact support.
Moreover, under Assumptions K.3 and K.4, we have
Kh(λ) = 1
4π2
∑
j∈Z2 k(j1hT 1, j2hT 2) exp(−ij′λ) and K(λ) = 14π2 ∫ k(x) exp(−ix′λ)dx ,
where k(⋅) is defined in (3.3). From the above representations it is clear that for large T ,
Kh(λ) ≅ 1∣hT ∣K ( λ1hT 1 , λ2hT 2) , (3.4)
which is of order O (∣hT ∣−1) for bounded K(⋅). By (3.4), if the kernel K(⋅) is uniformly Lipschitz
continuous with compact support, then Assumption K.5 holds for a small enough hT = (hT 1, hT 2).
For infinite support kernels, if K(⋅) is bounded and continuously differentiable, then AssumptionK.5 also holds. Assumptions K.1 to K.5 hold for many commonly used kernels such as uniform
kernels, polynomial kernels and Gaussian kernels.
4 Asymptotic Properties of Fourier Coefficients and Periodograms
In this section, we establish some asymptotic results on the Fourier coefficients and the peri-
odograms. The following theorem shows that the asymptotic normality of the Fourier coefficients
hold in spatial lattice data. Specifically, linear combinations of Fourier coefficients are uniformly
asymptotic normal.
Theorem 4.1. Let Assumptions P.1, P.3 and P.6(p) hold with some p ≥ 2. Denote, for j ∈ N ,
s̃T (j, k) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(j)√
2pi2f(λj) , k = 1 ,
y(j)√
2pi2f(λj) , k = 2 ,
and FN ∶= {(j, k) ∶ j ∈ N, k = 1,2}. Then, for each fixed q ∈ N, as T →∞,
sup
ai∈FN ,∀i=1,...,q,
ai1≠ai2 ,∀i1≠i2 , c∈R
q∥c∥2=1, z∈R
∣P ((s̃T (a1), ..., s̃T (aq))′c ≤ z) −Φ(z)∣ = o(1) .
Theorem 4.1 is a nontrivial generalization of Shao and Wu [12] from time series to spatial
lattice data. The uniformity in Theorem 4.1 is helpful to show the convergence of the empirical
distribution function of the Fourier coefficients in the following corollary.
Corollary 4.2. Let Assumptions P.1, P.3 and P.6(p) hold with some p ≥ 2. For any weights{wj,N ∶ j ∈N} such that ∑j∈N wj,N = 1 and ∑j∈N w2j,N → 0 as T →∞, we have
sup
z∈R
RRRRRRRRRRR12 ∑j∈N wj,N (1{x(j)≤z√2pi2f(λj)} + 1{y(j)≤z√2pi2f(λj)}) −Φ(z)
RRRRRRRRRRR pÐ→ 0 ,
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where Φ(⋅) is the standard normal distribution function. If {{wj,N,s ∶ j ∈ N} ∶ s ∈ S} is a
class of weights indexed by a countable index set S satisfying ∑j∈N wj,N,s = 1 for all s ∈ S and
sups∈S∑j∈N w2j,N,s → 0, then the assertion remains true in the sense that, for any ε > 0,
sup
s∈S P
⎛⎝supz∈R
RRRRRRRRRRR12 ∑j∈N wj,N,s (1{x(j)≤z√2pi2f(λj)} + 1{y(j)≤z√2pi2f(λj)}) −Φ(z)
RRRRRRRRRRR ≥ ε⎞⎠ → 0 .
The following theorem establishes some asymptotic behaviors of the Fourier coefficients and
periodograms relative to the spectral density function.
Theorem 4.3. Assume that Assumptions P.1 and P.2 hold, and either Assumption P.5(r) with
r = 2 holds, or Assumption P.7 with E (∣V (0)∣16) <∞ holds, then
(a)
1
2∣N ∣ ∑j∈N x(j) + y(j)√f(λj) pÐ→ 0 . (4.1)
(b) If ∑∥j∥≥1 ∥j∥q ∣γ(j)∣ <∞ for some q > 0 holds, then
sup
l,k∈N ∣Cov(x(l), x(k)) − 2π2f(λk)δl,k∣ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
O(∣T ∣−q), 0 < q < 1 ,
O ( log ∣T ∣∣T ∣ ) , q = 1 ,
O(∣T ∣−1), q > 1 .
sup
l,k∈N ∣Cov(y(l), y(k)) − 2π2f(λk)δl,k∣ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
O(∣T ∣−q), 0 < q < 1 ,
O ( log ∣T ∣∣T ∣ ) , q = 1 ,
O(∣T ∣−1), q > 1 .
(4.2)
(c)
1
4π2∣N ∣ ∑j∈N I(j)f(λj) pÐ→ 1 . (4.3)
(d)
1∣N ∣ ∑j∈N I
2(j)
f2(λj) = 2(4π2)2 + op(1) . (4.4)
(e) There exists some q = 4 + ǫ with ǫ ∈ (0,1) such that
1∣N ∣ ∑j∈N I
q(j)
f q(λj) < C2 + op(1) . (4.5)
The next theorem describes the asymptotic behavior of the weighted mean of the Fourier coef-
ficients and periodograms.
Theorem 4.4. Assume that Assumptions P.1 and P.2 hold, and either Assumption P.5(r) with
r = 2 holds, or Assumption P.7 with E (∣V (0)∣16) < ∞ holds. Also, assume that the bandwidth
fulfills (∣hT ∣3∣T ∣)−1 = o(1), and the kernel K(⋅) fulfills Assumptions K.1 and K.5, and
1∣T ∣∣hT ∣ ∑j∈Z2K2 (2πj1d1 , 2πj2d2 ) = O(1) .
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Define the weights ps,T as
ps,T = K ( 2pis1hT 1d1 , 2pis2hT 2d2 )∑j∈Z2 K ( 2pij1hT 1d1 , 2pij2hT 2d2 ) . (4.6)
Then, the following results hold.
(a) If
sup
l,k∈N ∣Cov(x(l), x(k)) − 2π2f(λk)δl,k∣ = O ( 1∣hT ∣∣T ∣) , (4.7)
sup
l,k∈N ∣Cov(y(l), y(k)) − 2π2f(λk)δl,k∣ = O ( 1∣hT ∣∣T ∣ ) , (4.8)
are satisfied, then
sup
j∈N
RRRRRRRRRRR∑s∈Z2 ps,T (x(j + s) + y(j + s))
RRRRRRRRRRR = op(1) .
(b)
sup
j∈N
RRRRRRRRRRR∑s∈Z2 ps,T I(j + s) − 4π2f(λj)
RRRRRRRRRRR = op(1).
(c)
sup
j∈N ∑s∈Z2
ps,T I
2(j + s) ≤ C1 + op(1) .
(d) There exists some q = 4 + ǫ with ǫ ∈ (0,1) such that
sup
j∈N ∑s∈Z2
ps,T I
q(j + s) ≤ C2 + op(1) .
5 Uniform Consistency for Kernel Spectral Density Estimators
In this section, we study the uniform consistency of the kernel spectral density estimator for
spatial lattice data. Nonparametric spectral density estimation for random fields has been discussed
in [6, 7, 8, 9, 11, 14]. Most of the existing asymptotic results require conditions on the underlying
random fields such as linearity, strong mixing or summability of joint cumulants functions. More-
over, uniform consistency results remain to be explored in the literature. Therefore, establishing
uniform consistency of the spectral density estimator for nonlinear random fields under other con-
ditions is also of independent interest. The following theorem establishes the uniform consistency
of f̂T (λ) in (2.4) under two different sets of regularity conditions.
Theorem 5.1. Suppose that Assumptions P.1, P.2 and K.1 hold.
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(a) If Assumptions K.3 and P.4(v) with some 0 < v ≤ 1/2 hold, and the bandwidth satisfies∣hT ∣ + ∣hT ∣−1∣T ∣−v → 0, then
max
λ∈[0,2pi]2 ∣f̂T (λ) − f(λ)∣ pÐ→ 0 .
(b) If Assumptions K.4, P.3, P.6(p) and P.7 hold with some p ≥ 2, E(∣V (0)∣µ) < ∞ for some
4 < µ ≤ 8, and the bandwidth satisfies ∣hT ∣ → 0, (∣hT ∣∣T ∣η)−1 = O(1) for some 0 < η < (µ−4)µ ,
then
max
λ∈[0,2pi]2 ∣f̂T (λ) − f(λ)∣ pÐ→ 0 .
6 Asymptotic Results on Estimated Spatial Fields
In many applications, the Fourier coefficients and kernel spectral density estimators are not
applied directly to stationary spatial data {V (t) ∶ t ∈ T}, but to an estimate {V̂ (t) ∶ t ∈ T} from
the spatial data {Y (t) ∶ t ∈ T}. The following theorem gives conditions for the validity of the
aforementioned asymptotic results in Sections 4 and 5 in this situation. We use a subscript V̂
(resp. V ) on the notation to indicate the use of V̂ (resp. V ) in the calculations, e.g. x
V̂
(j), y
V̂
(j)
(resp. xV (j), yV (j)) denote the Fourier coefficients based on V̂ (⋅) (resp. V (⋅)).
Theorem 6.1. Suppose that for the spatial data {Y (⋅)}, we have an estimator V̂ (⋅) of V (⋅) such
that
1∣T ∣ ∑t∈T (V (t) − V̂ (t))2 = op (α−1T ) ,
as αT → ∞. Furthermore, assume that the kernel function of the spectral density estimator (2.4)
satisfies Assumptions K.1 and K.2; and the kernel function used in defining the weights ps,T in
(4.6) satisfies Assumptions K.1 and K.2. Then given {Y (⋅)}, we have the followings hold:
(a) Under the setting of Theorem 5.1 and αT = O (∣hT ∣−1), then we have
sup
j∈T ∣f̂V (λj) − f̂V̂ (λj)∣ = op(1) .
(b) Under the setting of Theorem 4.3 and αT = O(∣T ∣ q−1q ) for q = 4+ ǫ with ǫ ∈ (0,1) as defined in
Theorem 4.3(e), then we have
(i)
1∣N ∣ ∑j∈N xV (j) − xV̂ (j) + yV (j) − yV̂ (j)√f(λj) = op(1) .
(ii)
1∣N ∣ ∑j∈N IV (j) − IV̂ (j)f(λj) = op(1) .
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(iii)
1∣N ∣ ∑j∈N I
2
V (j) − I2V̂ (j)
f2(λj) = op(1) .
(iv)
1∣N ∣ ∑j∈N I
q
V (j) − IqV̂ (j)
f q(λj) = op(1) .
(c) Under the setting of Theorem 4.4 and αT = O ((∣T ∣q−1/∣hT ∣) 1q ) for q = 4 + ǫ with ǫ ∈ (0,1) as
defined in Theorem 4.4(d), then we have
(i)
sup
k∈N
RRRRRRRRRRRR∑j∈Z2 pj,T [xV (k + j) − xV̂ (k + j) + yV (k + j) − yV̂ (k + j)]
RRRRRRRRRRRR = op(1) .
(ii)
sup
k∈N
RRRRRRRRRRRR∑j∈Z2 pj,T (IV (k + j) − IV̂ (k + j))
RRRRRRRRRRRR = op(1) .
(iii)
sup
k∈N ∑j∈Z2
pj,T (I2V (k + j) − I2V̂ (k + j)) = op(1) .
(iv)
sup
k∈N ∑j∈Z2
pj,T (IqV (k + j) − IqV̂ (k + j)) = op(1) .
7 Proofs
7.1 Proof of Theorem 4.1
Proof of Theorem 4.1. Consider FN1 = {(j,1) ∶ j ∈ N} and hence s̃T (j,1) corresponds to the real
parts of x(j) + iy(j). For notation simplicity, denote s̃T (j,1) ≜ s̃T (j). The argument easily extends
to general cases. Also, we assume here E(V (0)) = 0. Denote A = (a1, ...,aq) ⊂ FN1. Let HT =
∑
k∈T µkV (k), where µk = µk(c,A) = q∑i=1 ci cos(k′λai)√2pi2f(λai) . Since f∗ = minλ∈R2 f(λ) > 0, there exists µ∗ such
that ∣µk∣ ≤ µ∗ for all c ∈ Rq, ∥c∥2 = 1 and A ⊂ FN1. Let dT (h) where h ∈ Z2,
dT (h) = ⎧⎪⎪⎨⎪⎪⎩
1∣T ∣ ∑
k∈T∶ k−h∈Tµkµk−h if {k ∈ T ∶ k − h ∈ T} ≠ φ ,
0 if {k ∈ T ∶ k − h ∈ T} = φ .
Note that
∑
k∈T
cos(k′λau) cos((k + h)′λav) = ∣T ∣2 cos(h′λau)1{au=av} .
Thus, it is easily seen that there exists a constant K0 > 0 such that for all h ∈ Z2,
τT (h) = sup
a1,...,aq∈FN1 supc∈Rq,∥c∥2=1 ∣dT (h) −
q
∑
i=1 c
2
i
cos(h′λai)
4π2f(λai) ∣ ≤ K0∣h∣∣T ∣ .
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Clearly τT (h) ≤ µ2∗ + (4π2f∗)−1 ≜K1. So we have uniformly over (a1, ...,aq) ⊂ FN1 and c that
∣∥HT ∥22∣T ∣ − 1∣ = RRRRRRRRRRR 1∣T ∣E⎛⎝ ∑k1∈T µk1V (k1) ∑k2∈T µk2V (k2)⎞⎠ − 1
RRRRRRRRRRR
= RRRRRRRRRRR 1∣T ∣ ∑k1∈T ∑k2∈T µk1µk2γ(k1 − k2) − 1
RRRRRRRRRRR
=
RRRRRRRRRRR∑h∈Z2 dT (h)γ(h) − 1
RRRRRRRRRRR
=
RRRRRRRRRRR∑h∈Z2 dT (h)γ(h) −
q
∑
i=1 c
2
i
RRRRRRRRRRR
=
RRRRRRRRRRR∑h∈Z2 dT (h)γ(h) −
q
∑
i=1
⎡⎢⎢⎢⎣c2i ∑h∈Z2 γ(h) cos(h
′λai)
4π2f(λai)
⎤⎥⎥⎥⎦
RRRRRRRRRRR
=
RRRRRRRRRRR∑h∈Z2 γ(h)(dT (h) −
q
∑
i=1 c
2
i
cos(h′λai)
4π2f(λai) )
RRRRRRRRRRR≤ ∑
h∈Z2
τT (h)γ(h)
≤ ∑
h∈Z2
K2min( ∣h∣∣T ∣ ,1) γ(h) where K2 = 2(K1 +K0)
≤ ∑
h∈{(h1,h2)∶ h1<d 121 and h2<d 122 }
K2
∣γ(h)∣∣T ∣ 12 + ∑
h∈{(h1,h2)∶ h1≥d 121 or h2≥d 122 }
K2∣γ(h)∣
→ 0 , as T →∞ .
Let ĤT = ∑
k∈T µkV̂ (k), where V̂ (k) = E(V (k)∣Fk,<lT >), Fk,<lT> = {εi, ∥i − k∥ < lT }, ∥x∥ = maxi=1,2 ∣xi∣ for
x = (x1, x2) ∈ Z2. Also, assume that {V̂ (k)} are lT -dependent and δlT = ∥V (0) − V̂ (0)∥2 → 0 as
lT →∞. Denote Fm,n = {εi ∶ i = (i1, i2) ∈ Z2 with i1 <m, i2 < n}.
Table 2: Illustration of the the locations of εi included.
Set: Fk,<lT > Fk,<lT > ∩ F0,0
Locations of εi included:
k
lT lT
k
lT
lT
Fk,<lT > ∩F0,0
Define projection operator P0 for any F∞,∞-measurable random variable X(k) as
P0(X(k)) ∶= E[X(k)∣F0,0] − E[X(k)∣F0,−1] − E[X(k)∣F−1,0] +E[X(k)∣F−1,−1] .
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If ∥k∥ < lT , then ε0 ∈ Fk,<lT >, and we have
P0(V̂ (k)) = P0[E(V (k)∣Fk,<lT >)]= E[E(V (k)∣Fk,<lT >)∣F0,0] − E[E(V (k)∣Fk,<lT >)∣F0,−1]
−E[E(V (k)∣Fk,<lT >)∣F−1,0] + E[E(V (k)∣Fk,<lT >)∣F−1,−1]= E[V (k)∣Fk,<lT >⋂F0,0] −E[V (k)∣Fk,<lT >⋂F0,−1]
−E[V (k)∣Fk,<lT >⋂F−1,0] +E[V (k)∣Fk,<lT >⋂F−1,−1]= E[P0(V (k))∣Fk,<lT >⋂F0,0] .
If ∥k∥ ≥ lT , then ε0 ∉ Fk,<l>, so P0(V̂ (k)) = 0. Clearly, ∥P0(V (k) − V̂ (k))∥2 ≤ 2δl for all k ∈ Z2.
Since by Lemma 1 of El Machkouri et al. [4], we have ∥P0V (j)∥2 ≤ δj,p for all j ∈ Z2, and hence
by Assumption P.6(p) and the Lebesgue dominated convergence theorem, it entails that
∥HT − ĤT ∥2√∣T ∣ =
⎡⎢⎢⎢⎢⎣ 1∣T ∣ ∑j∈Z2 ∥Pj(HT − ĤT )∥22
⎤⎥⎥⎥⎥⎦
1
2
=
⎡⎢⎢⎢⎢⎣ 1∣T ∣ ∑j∈Z2 ∥Pj {∑k∈T µk(V (k) − V̂ (k))}∥
2
2
⎤⎥⎥⎥⎥⎦
1
2
≤
⎡⎢⎢⎢⎢⎣µ
2∗∣T ∣ ∑
j∈Z2
∥Pj ∑
k∈T
(V (k) − V̂ (k))∥2
2
⎤⎥⎥⎥⎥⎦
1
2
≤
⎡⎢⎢⎢⎢⎣µ
2∗∣T ∣ ∑k∈T ∑j∈Z2 ∥Pj(V (k) − V̂ (k))∥22
⎤⎥⎥⎥⎥⎦
1
2
=
⎡⎢⎢⎢⎢⎣µ2∗ ∑j∈Z2 ∥P0(V (j) − V̂ (j))∥22
⎤⎥⎥⎥⎥⎦
1
2
≤ µ∗ ∑
j∈Z2
∥P0(V (j) − V̂ (j))∥2
≤ µ∗ ∑
j∈Z2
2min(∥P0V (j)∥2, δl)
→ 0 , as l →∞ .
Let gT (r) = r2E⎛⎝V̂ 21{∣V̂ ∣≥√∣T ∣r }⎞⎠. Since E(V̂ 2) < ∞, limT→∞gT (r) = 0 for any fixed r > 0. Note
that gT is non-decreasing in r. Then, there exists a sequence rT ↑ ∞ such that gT (rT ) → 0. Let
U(k) = V̂ (k)1{∣V̂k∣≤√∣T ∣rT } andHT,U = ∑k∈T µkU(k). Then ∥U(k) − V̂ (k)∥2 = o( 1rT ). Since U(k)−V̂ (k)
are lT -dependent,
∥HT,U − ĤT ∥2 ≤ ∑
a∈L
XXXXXXXXXXXXXXXXXXXXXXXXX
∑
b∈T,
b−a=(ml,nl),
m,n∈Z+0={0,1,2,...}
µb (U(b) − V̂ (b))
XXXXXXXXXXXXXXXXXXXXXXXXX2
= o⎛⎝
√∣T ∣
rT
⎞⎠ , (7.1)
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where L = {(l1, l2) ∶ 1 ≤ l1 ≤ lT ,1 ≤ l2 ≤ lT }, ∣L∣ = l2T . See Table 3 for a graphical illustration of the
partition of the rectangular lattice T and the set L.
Let pT = ⌊rT 18 ⌋ and blocks
Bm = {a = (a1, a2) ∈ Z2 ∶ 1 + (mk − 1)(pn + lT ) ≤ ak ≤ pn + (mk − 1)(pn + lT ) for k = 1,2}
where m = (m1,m2) ∈MB, where
MB = {(m1,m2) ∈ N2 ∶ 1 ≤m1 ≤mT1 = ⌊1 + d1 − pnpn + lT ⌋ , 1 ≤m2 ≤mT2 = ⌊1 + d2 − pnpn + lT ⌋} .
See Table 4 for a graphical illustration of the locations of blocks in set Bm.
Table 3: The partition of the rectangular lattice T
L
lT
lT
2lT
2lT
3lT
3lT
Table 4: The locations of the blocks Bm
B
B
B
B
B
B
lT
lT
lT
lT
lT
lT
lT
.......
.......
.......
........
.
.
.
.
.
Define Tm = ∑
k∈Bm µkU(k), ST = ∑m∈MB Tm, RT = HT,U − ST , W = ST−E(ST )√∣T ∣ , and ∆ = ĤT√∣T ∣ −W .
Then, Tm are independent and ∥RT ∥2 = O (√∣MB ∣) since U(k) are lT -dependent. Note that∣E(ST )∣ = o(√∣T ∣rT ) with similar argument in (7.1). Thus, by (7.1),√∣T ∣∥∆∥2 ≤ ∣E(ST )∣ + ∥ST − ĤT ∥2
≤ o⎛⎝
√∣T ∣
rT
⎞⎠ + ∥ST −HT,U∥2 + ∥HT,U − ĤT ∥2
≤ o⎛⎝
√∣T ∣
rT
⎞⎠ +O (√∣MB ∣) + o⎛⎝
√∣T ∣
rT
⎞⎠
= O (√∣MB ∣) .
(7.2)
Since ∣Tm∣3 ≤ µ3∗p4T ∑
k∈Bm ∣U(k)∣3 and E(U(k)2) ≤ E(V (k)2), we have E(∣Tm∣3) = O (p6T
√∣T ∣
rT
).
By the Berry-Esseen theorem,
sup
x
∣P(W ≤ x) −Φ( x∥W ∥2)∣ ≤ C ∑m∈MB E(∣Tm∣3)∥ST −E(ST )∥−32
= O⎛⎝∣MB ∣p6T
√∣T ∣
rT
⎞⎠ × ∣T ∣− 32
= O(p−4T ) .
(7.3)
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Let δ = δT = p− 12T . By (7.2), (7.3) and the following inequality
P(W ≤ w − δ) − P(∣∆∣ ≥ δ) ≤ P(W +∆ ≤ w) ≤ P(W ≤ w + δ) + P(∣∆∣ ≥ δ) ,
we have
sup
x
∣P(ĤT ≤√∣T ∣x) −Φ(√∣T ∣x/∥ĤT ∥2)∣ = O (p−4n + P(∣∆∣ ≥ δ) + δ + δ2) = O(δ) . (7.4)
Note that supx ∣Φ( xσ1 ) −Φ( xσ2 )∣ ≤ C ∣(σ1σ2 − 1)∣ holds for some constant C. Let W1 = ĤT√∣T ∣ , ∆1 =
HT−ĤT√∣T ∣ and η = ηlT ,T = ( ∥HT−ĤT ∥2√∣T ∣ ) 12 . Applying (7.4) with w, ∆ replaced by W1, ∆1, we have
sup
x
RRRRRRRRRRRP⎛⎝ HT√∣T ∣ ≤ x⎞⎠ −Φ⎛⎝ x∥HT ∥2/√∣T ∣⎞⎠
RRRRRRRRRRR = O (P(∣∆1∣ ≥ η) + δ + η + η2) .
Thus, the conclusion follows by first letting T →∞ and then lT →∞. ∎
7.2 Proof of Corollary 4.2
Proof of Corollary 4.2. Denote
s̃T (j, k) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(j)√
2pi2f(λj) , j ∈N, k = 1 ,
y(j)√
2pi2f(λj) , j ∈N, k = 2 .
and FN ∶= {(j, k) ∶ j ∈N, k = 1,2} as in Theorem 4.1. The uniform asymptotic normality of vectors
of s̃T (⋅) is proven in Theorem 4.1. We will give the arguments only for vectors of length 2, but the
same results hold true for any length p by induction. Precisely, we will prove that
sup
a1,a2∈FN ,a1≠a2,
c∈Rp,∥c∥2=1,z1∈R,z2∈R
∣P((s̃T (a1) ≤ z1, s̃T (a2) ≤ z2)) −Φ(z1)Φ(z2)∣ = o(1) . (7.5)
Now, vectorize S̃T,a1,a2 = (s̃T (a1), s̃T (a2))′,a1,a2 ∈ FN , where N is the corresponding subset
of T , to form a single sequence St = (St(1), St(2))′, t ∈ N in such a way that if St1 corresponds to
S̃T1,a11,a12 for some a11,a12 ∈ FN1 , and St2 corresponds to S̃T2,a21,a22 for some a21,a22 ∈ FN2 , then∣T1∣ ≤ ∣T2∣ implies that t1 ≤ t2. By Levy’s continuity theorem and Theorem 4.1, it holds for each
z = (z1, z2)′ that
φSt(z) = E(eiz′St) = E(ei∣z∣( z∣z∣)′St)
= φ z′St∣z∣ (∣z∣) → φG1(∣z∣) = E(ei∣z∣G1)
= E(ei∣z∣( z∣z∣)′(G1,G2)) = φ(G1,G2)(z) ,
where φX denote the characteristic function of X, and G1,G2 are two independent standard normal
random variables. Next, a second application of Levy’s continuity theorem yields
∣P(St(1) ≤ z1, St(2) ≤ z2) −Φ(z1)Φ(z2)∣ = o(1) ,
and by definition of St we get (7.5).
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Consider FN1 = {(j,1) ∶ j ∈ N} and hence s̃T (j,1) corresponds to the real parts of x(j) + iy(j).
For notation simplicity, denote s̃T (j,1) ≜ s̃T (j). The argument easily extends to general cases.
Define Pj(z) = P(s̃T (j) ≤ z) and Pj1,j2(z) = P(s̃T (j1) ≤ z, s̃T (j2) ≤ z). Then it holds by (7.5) and
Theorem 4.1 thatRRRRRRRRRRRE⎛⎝∑j∈N wj,N1{s̃T (j)≤z}⎞⎠ −Φ(z)
RRRRRRRRRRR ≤ supl∈FN1 ∣Pl(z) −Φ(z)∣∑j∈N wj,N = o(1) ,
and RRRRRRRRRRRRRE
⎛⎝∑j∈N wj,N1{s̃T (j)≤z}⎞⎠
2
−Φ2(z)RRRRRRRRRRRRR
≤ sup
j1,j2∈N
j1≠j2
∣Pj1,j2(z) −Φ2(z)∣ ∑
j1,j2∈N
j1≠j2
wj1,Nwj2,N + ( sup
l∈FN1 ∣Pl(Z) −Φ(z)∣ + ∣Φ(z) −Φ2(z)∣)∑j∈N w2j,N
=o(1) ,
which remains true uniformly in s ∈ S if {{wj,N,s ∶ j ∈ N} ∶ s ∈ S} is a class of weights indexed by a
countable index set S satisfying ∑j∈N wj,N,s = 1 for all s ∈ S and sups∈S∑j∈N w2j,N,s → 0. Since
E
⎛⎝∑j∈N wj,N1{s̃T (j)≤z} −Φ(z)⎞⎠
2
=E⎛⎝∑j∈N wj,N1{s̃T (j)≤z}⎞⎠
2
−Φ2(z) − 2Φ(z)⎡⎢⎢⎢⎢⎣E
⎛⎝∑j∈N wj,N1{s̃T (j)≤z}⎞⎠ −Φ(z)
⎤⎥⎥⎥⎥⎦ = o(1) ,
we get both assertions by the Chebyshev inequality, and the uniformity in z follows from the
continuity of Φ(z). ∎
7.3 Proof of Theorem 4.3 with lemmas
Before we prove Theorem 4.3, we need the following lemmas.
Lemma 7.1. Assume that either Assumption P.5(r) with r > 1/2 holds, or Assumption P.7 with
E (∣V (0)∣8) <∞ holds, then
max
j,k∈N ∣Cov(I(j), I(k)) − (4π2f(λj))2δj,k∣ = O ( 1∣T ∣) , (7.6)
max
j,k∈N ∣Cov(I2(j), I2(k)) − 4(4π2f(λj))4δj,k∣ = O ( 1∣T ∣) . (7.7)
Proof. With Assumption P.5(r) with r > 1/2, an analogous proof of Theorem 10.3.2 in Brockwell
and Davis [1] yields the results. With Assumption P.7 with E (∣V (0)∣8) < ∞, an analogous proof
of Lemma A.4 in Shao and Wu [12] yields the results. ∎
Proof of Theorem 4.3. For assertion (a), we show that
sup
l,k∈N ∣Cov(x(l), x(k)) − 2π2f(λk)δl,k∣→ 0 ,
sup
l,k∈N ∣Cov(y(l), y(k)) − 2π2f(λk)δl,k∣→ 0 . (7.8)
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Note that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Cov(x(l), x(k)) +Cov(y(l), y(k)) = Re( 1∣T ∣ ∑
j,s∈T e
−i(j′λl−s′λk)Cov(V (j), V (s))) ,
Cov(x(l), x(k)) −Cov(y(l), y(k)) = Re( 1∣T ∣ ∑
j,s∈T e
−i(j′λl+s′λk)Cov(V (j), V (s))) . (7.9)
Furthermore, it holds that
∑
j∈T
e−ij′(λl+λk) = ⎛⎝ d1∑j1=1 e−i
2pi(l1+k1)
d1
j1⎞⎠⎛⎝ d2∑j2=1 e−i
2pi(l2+k2)
d2
j2⎞⎠ = 0 .
Hence RRRRRRRRRRR 1∣T ∣ ∑j,s∈T e−i(j′λl+s′λk)Cov(V (j), V (s))
RRRRRRRRRRR
=
RRRRRRRRRRR 1∣T ∣ ∑j,s∈T e−i(j′λl+j′λk+(s−j)′λk)γ(s − j)
RRRRRRRRRRR
=
RRRRRRRRRRR 1∣T ∣∑j∈T e−ij′(λl+λk) [∑s∈T e−i(s−j)′λkγ(s − j)]
RRRRRRRRRRR
=
RRRRRRRRRRR 1∣T ∣∑j∈T e−ij′(λl+λk) [∑s∈T e−i(s−j)′λkγ(s − j) − 4π2f(λk)]
RRRRRRRRRRR
=
RRRRRRRRRRR 1∣T ∣∑j∈T e−ij′(λl+λk)
⎡⎢⎢⎢⎣∑s∈T e−i(s−j)′λkγ(s − j) − ∑s∈Z2 e−i(s−j)′λkγ(s − j)
⎤⎥⎥⎥⎦
RRRRRRRRRRR
=
RRRRRRRRRRRR
1∣T ∣∑j∈T e−ij′(λl+λk)
⎡⎢⎢⎢⎢⎣ ∑s∈Z2/T −e−i(s−j)′λkγ(s − j)
⎤⎥⎥⎥⎥⎦
RRRRRRRRRRRR
≤ 1∣T ∣∑j∈T ∑s∈Z2/T ∣γ(s − j)∣
= 1∣T ∣∑j∈T
⎡⎢⎢⎢⎢⎣ ∑s∈Z2/T ∗ ∣γ(s − j)∣ + ∑s∈T ∗/T ∣γ(s − j)∣
⎤⎥⎥⎥⎥⎦
≤ ∑
s∈Z2/T ∗∗
∣γ(s)∣ + d1√d2
d1d2
+
d2
√
d1
d1d2
+
√
d1
√
d2
d1d2
=o(1) ,
(7.10)
where T ∗ = {(t1, t2) ∶ tk ∈ Z,1 ≤ tk ≤ dk +√dk, k = 1,2} and T ∗∗ = {(t1, t2) ∶ tk ∈ Z,1 ≤ tk ≤√dk, k =
1,2}, uniformly in l,k by the absolute summability of the auto-covariance function. Analogously,
we have, uniformly for l ≠ k, i.e. λl ≠ λk, that
1∣T ∣ ∑j,s∈T e−i(j′λl−s′λk)Cov(V (j), V (s)) = o(1) . (7.11)
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Finally, we have that, uniformly in k,
1∣T ∣ ∑j,s∈T e−i(j−s)′λkCov(V (j), V (s)) − 4π2f(λk)
= 1∣T ∣ ∑j,s∈T e−i(j−s)′λkγ(j − s) − 4π2f(λk)
= 1∣T ∣ ∑
h∶(∣h1∣,∣h2∣)∈T
(d1 − ∣h1∣)(d2 − ∣h2∣)e−ih′λkγ(h) − 4π2f(λk)
= ∑
h∶(∣h1∣,∣h2∣)∈T
(d1 − ∣h1∣)(d2 − ∣h2∣)∣T ∣ e−ih′λkγ(h) − 4π2f(λk)
=o(1) .
(7.12)
Putting together (7.9)-(7.12) yields (7.8). Note that a refined version of (7.10)-(7.12) under the
stronger assumption that ∑∥j∥≥1 ∥j∥q ∣γ(j)∣ <∞ for some q > 0, gives the uniform convergence rate⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
O(∣T ∣−q), 0 < q < 1 ,
O ( log ∣T ∣∣T ∣ ) , q = 1 ,
O(∣T ∣−1), q > 1 ,
which yields (4.2) in assertion (b). Note that E(x(k)) = E(y(k)) = 0 and ∑
j∈T e
−ij′λk = 0. We have
E(x(k) + iy(k)) = 1√
T
E(V (⋅))∑
j∈T
e−ij′λk = 0.
Thus, by (7.8), a simple application of Markov-inequality yields
1
2∣N ∣ ∑j∈N x(j)√f(λj) = op(1), 12∣N ∣ ∑j∈N y(j)√f(λj) = op(1) ,
hence assertion (a) follows. Since
E(I(j)) = E(x2(j) + y2(j)) = Var(x(j)) +Var(y(j))
= Cov(x(j), x(j)) +Cov(y(j), y(j)) .
By (7.8), we then have
sup
j∈N ∣E(I(j)) − 4π2f(λj)∣ = o(1) , (7.13)
and thus assertion (c) follows from an application of the Markov inequality and (7.6). Since
E(I2(j)) = Var(I(j)) + E(I(j))2
=(4π2f(λj))2 + (4π2f(λj))2 = 2(4π2f(λj))2 ,
it holds by (7.6) and (7.13) that
sup
j∈N ∣E(I2(j)) − 2(4π2f(λj))2∣ = o(1) .
Hence by (7.7) and an application of the Markov inequality, assertion (d) follows.
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For assertion (e), if Assumption P.5(r) with r = 2 holds, by an analogous proof of Lemma 3 in
Dahlhaus and Janas [3], we have for any s < 8,
1∣N ∣ ∑j∈N I
s(j)
f s(λj) < C2 + op(1) . (7.14)
Besides, if Assumption P.7 with E (∣V (0)∣16) <∞ holds, then an analogous proof of Lemma A.5 in
Shao and Wu [12] under the existence of higher moments yields (7.14).
∎
7.4 Proof of Theorem 4.4
Proof of Theorem 4.4. Let mT = (⌊d11/3hT 1 ⌋ , ⌊ d21/3hT 2 ⌋). Then, the supremum in (a) can be decomposed
as
sup
j∈N
RRRRRRRRRRR∑s∈Z2 ps,Tx(j + s)
RRRRRRRRRRR ≤ supl∶∣l1∣≤mT1∣l2∣≤mT2
RRRRRRRRRRR∑s∈Z2 ps,Tx(sl + s)
RRRRRRRRRRR + supq,r∶∣q1−r1∣≤ d1mT1 +1∣q2−r2∣≤ d2mT2 +1
RRRRRRRRRRR∑s∈Z2 ps,T (x(q + s) − x(r + s))
RRRRRRRRRRR
=Op (∣hT ∣−1∣T ∣− 13 ) ,
where sl = (⌊ l1d1mT1 ⌋ , ⌊ l2d2mT2 ⌋),mT ≜ (mT1,mT2), l = (l1, l2) ∈ Z2. The last line follows by the following
two arguments. The first summation follows from the Chebyshev’s inequality, the assumptions on
K(⋅), f(⋅), and (4.7) and (4.8). Note that we have ∑
s∈Z2 p
2
s,T = O(∣hT ∣∣T ∣)O(∣hT ∣2∣T ∣2) . Hence, we have
P
⎛⎜⎜⎜⎝∣hT ∣∣T ∣
1
3 sup
l∶∣l1∣≤mT1∣l2∣≤mT2
RRRRRRRRRRR∑s∈Z2 ps,Tx(sl + s)
RRRRRRRRRRR ≥ ε
⎞⎟⎟⎟⎠ ≤ ∑l∶∣l1∣≤mT1∣l2∣≤mT2
∣hT ∣2∣T ∣ 23
ε2
Var
⎛⎝∑s∈Z2 ps,Tx(sl + s)⎞⎠
≍ ∣mT1∣∣mT2∣ ∣hT ∣2∣T ∣ 23
ε2
∑
s∈Z2
p2s,T (2π2f(λsl+s))
≤ ∣mT1∣∣mT2∣ ∣hT ∣2∣T ∣ 23
ε2
O(1) ∑
s∈Z2
p2s,T
= ∣T ∣ 13∣hT ∣ ∣hT ∣2∣T ∣
2
3
ε2
O(1)( O (∣hT ∣∣T ∣)
O (∣hT ∣2∣T ∣2))
= O(1) .
For the second summand, using Assumptions K.1 and K.5, we have
sup
q,r∶∣q1−r1∣≤ d1mT1 +1∣q2−r2∣≤ d2mT2 +1
RRRRRRRRRRR∑s∈Z2 ps,T (x(q + s) − x(r + s))
RRRRRRRRRRR = supq,r∶∣q1−r1∣≤ d1mT1 +1∣q2−r2∣≤ d2mT2 +1
RRRRRRRRRRR∑s∈Z2(ps−q,T − ps−r,T )x(s)
RRRRRRRRRRR
≍ 1∣T ∣∣hT ∣2∣mT ∣∑j∈T ∣x(j)∣
= Op (∣hT ∣−1∣T ∣− 13 ) .
Analogous arguments yield the assertion for y(⋅), and the results in (b), (c) and (d). ∎
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7.5 Proof of Theorem 5.1(a)
Proof of Theorem 5.1 (a). Under the Assumptions of Theorem 5.1(a), we have for any ε > 0, η > 0,
and ∣T ∣ large enough, that
P( max
λ∈[0,2pi]2 ∣f̂T (λ) − f(λ)∣ > η)
≤ P( max
λ∈[0,2pi]2 ∣f̂T (λ) − f(λ)∣ > η, ε−1 ≤ ∣hT ∣−1 ≤ ε∣T ∣v) + P(ε∣hT ∣−1 < 1) + P(∣hT ∣−1 > ε∣T ∣v) .
The last two probabilities converge to 0 under the assumptions. It remains to prove that
max
ε−1≤∣hT ∣−1≤ε∣T ∣v maxλ∈[0,2pi]2 ∣f̂T (λ) − f(λ)∣ pÐ→ 0, as T →∞.
Recall that
f̂T (λ) = 1
4π2
∑
j∈Z2
R̂V (j)k(j1hT 1, j2hT 2) exp(−ij′λ) + o(1) .
Then, denote f¯T (λ) = 14pi2 ∑
j∈Z2RV (j)k(j1hT 1, j2hT 2) exp(−ij′λ), we have
f̂T (λ) − f(λ) = a1 + a2 + a3 ,
where a1 = f̂T (λ) − f¯T (λ), a2 = f¯T (λ) − E(f¯T (λ)), and a3 = E(f¯T (λ)) − f(λ). By similar argument
as in the proof of Theorem 5.1(b) below, it holds uniformly for ε−1 ≤ ∣hT ∣−1 ≤ ε∣T ∣v that
max
λ∈[0,2pi]2
ε−1≤∣hT ∣−1≤ε∣T ∣v
∣a3∣ ≤ max
λ∈[0,2pi]2 ∣E(f¯T (λ)) − f(λ)∣ = o(1) .
For a2, we have
max
λ∈[0,2pi]2
ε−1≤∣hT ∣−1≤ε∣T ∣v
∣a2∣ ≤ max
ε−1≤∣hT ∣−1≤ε∣T ∣v
1
4π2
∑
j∈Z2
∣k(j1hT 1, j2hT 2)∣∣RV (r) − E(RV (r))∣
=Op ⎛⎝∣T ∣−v ∑j∈Z2 k̃ ( j1√εdv1 , j2√εdv2 )⎞⎠
=Op (ε∫
R2+
k̃(x)dx)
=Op(ε) .
Since ε is arbitrary, we have
max
λ∈[0,2pi]2
ε−1≤∣hT ∣−1≤ε∣T ∣v
∣a2∣ pÐ→ 0 .
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Finally, we have
max
λ∈[0,2pi]2
ε−1≤∣hT ∣−1≤ε∣T ∣v
∣a1∣
≤ max
ε−1≤∣hT ∣−1≤ε∣T ∣v
⎧⎪⎪⎨⎪⎪⎩ 14π2∣T ∣ ∑j∈Z2 ∣k̃(j1hT 1, j2hT 2)∣ ×
⎡⎢⎢⎢⎢⎣
RRRRRRRRRRR ∑l,l+g∈T (V (l) − E(V (⋅)))(V¯T −E(V (⋅)))
RRRRRRRRRRR
+
RRRRRRRRRRR ∑l,l+g∈T (V (l + g) −E(V (⋅)))
RRRRRRRRRRR ∣V¯T −E(V (⋅))∣ + ∣V¯T − E(V (⋅))∣2
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭
=Op ⎛⎝ 1∣T ∣ ∑j∈Z2 k̃ ( j1√εdv1 , j2√εdv2 )⎞⎠ pÐ→ 0 ,
where boundedness of the spectral density f is used. ∎
7.6 Proof of Theorem 5.1(b) with lemmas
Before we prove Theorem 5.1(b), we need the following subsection about summability of cumu-
lants under GMC(α) in Assumption P.7.
7.6.1 Summability of Cumulants under GMC(α) for spatial process
Assume that V (j) = G(εj−s ∶ s ∈ Z2), j ∈ Z2, where G(⋅) is a measurable function and {εi}i∈Z2 is
an i.i.d. random field. Assume the geometric-moment contraction condition GMC(α) in Assump-
tion P.7 holds.
Let (U1, ...,Uk) be a random vector. Then the joint cumulant is defined as
cum(U1, ...Uk) =∑(−1)p(p − 1)!E⎛⎝∏j∈V1Uj⎞⎠ . . .E⎛⎝∏j∈VpUj⎞⎠ ,
where V1, ..., Vp is a partition of the set {1,2, ..., k} and the sum is taken over all such partition.
Lemma 7.2. Assume that there exists C1 > 0, r1 ∈ (0,1) and k ∈ N, k ≥ 2 such that E{∣V (j)∣k} <∞
and E{∣V (j) − Ṽ (j)∣k} ≤ C1r∥j∥1 for j ∈ N2. Then, whenever 0 ≤ ∥m1∥ ≤ ∥m2∥ ≤ ... ≤ ∥mk−1∥ where
m1, ...,mk−1 ∈ N2, mk = (mk1,mk2) and ∥mk∥ =max{∣mk1∣, ∣mk2∣},
∣cum(V (0), V (m1), V (m2), ..., V (mk−1))∣ ≤ Cr1 ∥mk−1∥2k(k−1) ,
where the constant C > 0 is independent of m1, ...,mk−1.
Proof of Lemma 7.2. Let C > 0 be a generic constant which is independent of m1, . . . ,mk−1. In the
proof, C may vary from line to line and it only depends on C1, r1 and the moments E(∣V (j)∣i),1 ≤
i ≤ k. Let J = cum(V (0), V (m1), ..., V (mk−1)), where m0 = 0, l ∈ N, 1 ≤ l ≤ k − 1. Define coupled
version Ṽl(mi) as
Ṽl(mi) = G(ε∗mi−s, s ∈ Z2) ∀mi ∈ Z2, l ∈ N ,
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where
ε∗mi−s = { εmi−s, ∥s∥ < l ,ε̃mi−s, ∥s∥ ≥ l .
Also, denote ̃̃
Vl(mi) = G(ε∗∗mi−s, s ∈ Z2) ∀mi ∈ Z2 ,
where
ε∗∗mi−s = { εmi−s, ∥s∥ < l ,̃̃εmi−s, ∥s∥ ≥ l .
Note that {εi}i∈Z2 ,{ε̃i}i∈Z2 and {̃̃εi}i∈Z2 are i.i.d. random fields. By the GMC property, we have
E (∣V (mi) − Ṽl(mi)∣α) ≤ Crl1 and E(∣V (mi) − ̃̃Vl(mi)∣α) ≤ Crl1 .
Define nl = ∥ml∥ − ∥ml−1∥,1 ≤ l ≤ k − 1 and m0 = 0. We have
J =cum(V (0), V (m1), . . . , V (ml−1), . . . , V (mk−1))
=cum(V (m0 −ml−1), V (m1 −ml−1), . . . , V (0), . . . , V (mk−1 −ml−1))
=cum(V (m0 −ml−1), . . . , V (0), V (ml −ml−1) − Ṽnl
2
(ml −ml−1), V (ml+1 −ml−1),
. . . , V (mk−1 −ml−1)) + k−l−1∑
j=1 cum(V (m0 −ml−1), . . . , V (0), Ṽnl2 (ml −ml−1),
. . . , Ṽnl
2
(ml+j−1 −ml−1), V (ml+j −ml−1) − Ṽnl
2
(ml+j −ml−1),
V (ml+j+1 −ml−1), . . . , V (mk−1 −ml−1)) + cum(V (m0 −ml−1),
. . . , V (0), Ṽnl
2
(ml −ml−1), . . . , Ṽnl
2
(mk−1 −ml−1))
≜Ã0 + k−l−1∑
j=1 Ãj + cum
(V (m0 −ml−1), . . . , V (0), Ṽnl
2
(ml −ml−1), . . . , Ṽnl
2
(mk−1 −ml−1))
=Ã0 + k−l−1∑
j=1 Ãj +
̃̃
B0 +
l−1
∑
i=1
̃̃
Bi +C0 ,
where
Ã0 = cum(V (m0 −ml−1), . . . , V (0), V (ml −ml−1) − Ṽnl
2
(ml −ml−1),
V (ml+1 −ml−1), . . . , V (mk−1 −ml−1)) ,
Ãj = cum(V (m0 −ml−1), . . . , V (0), Ṽnl
2
(ml −ml−1), . . . ,
Ṽnl
2
(ml+j−1 −ml−1), V (ml+j −ml−1) − Ṽnl
2
(ml+j −ml−1), V (ml+j+1 −ml−1), . . . ,
V (mk−1 −ml−1)) ,̃̃
B0 = cum(V (m0 −ml−1), . . . , V (0) − ̃̃Vnl
2
(0), Ṽnl
2
(ml −ml−1), . . . , Ṽnl
2
(mk−1 −ml−1)) ,̃̃
Bi = cum(V (m0 −ml−1), . . . , V (ml−i−2 −ml−1), V (ml−i−1 −ml−1) − ̃̃Vnl
2
(ml−i−1 −ml−1), . . . ,̃̃
Vnl
2
(0), Ṽnl
2
(ml −ml−1), . . . , Ṽnl
2
(mk−1 −ml−1)) ,
C0 = cum(̃̃Vnl
2
(m0 −ml−1), . . . , ̃̃Vnl
2
(0), Ṽnl
2
(ml −ml−1), . . . , Ṽnl
2
(mk−1 −ml−1)) .
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Since (̃̃Vnl
2
(m0 −ml−1), . . . , ̃̃Vnl
2
(0)) and (̃̃Vnl
2
(ml −ml−1), . . . , ̃̃Vnl
2
(mk−1 −ml−1)) are independent,
we have C0 = 0. We shall now show that ∣Ã0∣ ≤ Cr1 nl2k . To this end, let Uj = V (mj −ml−1) for
j = 0,1, . . . , k−1, j ≠ l and Ul = V (ml −ml−1)− Ṽnl
2
(ml −ml−1). Let ∣F ∣ be the cardinality of the set
F . For any subset F ⊂ {0,1, . . . , k − 1} such that l ∉ F, by Ho¨lder’s and Jensen’s inequity, we haveRRRRRRRRRRRE⎛⎝∏j∈F Uj⎞⎠
RRRRRRRRRRR ≤ E(∣V (0)∣∣F ∣) ,
and RRRRRRRRRRRE⎛⎝Ul∏j∈F Uj⎞⎠
RRRRRRRRRRR ≤ ∥Ul∥1+∣F ∣E⎛⎝∏j∈F ∣Uj ∣
∣F ∣+1
∣F ∣ ⎞⎠
∣F ∣
1+∣F ∣
≤ ∥Ul∥k (E(∣V (0)∣∣F ∣+1)) ∣F ∣1+∣F ∣
≤ (C1r1 nl2k )C ′ ,
where C ′ = k−1∑
i=0 E (∣V (0)∣i+1) i1+i . By definition of joint cumulant, ∣Ã0∣ ≤ Cr1 nl2k for some constant C.
Similarly, for j = 1, . . . , k − l − 1, ∣Ãj ∣ ≤ Cr1 nl2k ,
and for i = 0, . . . , l − 1, ∣ ̃̃Bi∣ ≤ Cr1 nl2k ,
which implies that ∣J ∣ ≤ Cr1 nl2k for 1 ≤ l ≤ k − 1. Hence, we have ∣J ∣ ≤ C min
1≤l≤k−1 r1
nl
2k . Since
∥mk−1∥ = k−1∑
l=1
(∥ml∥ − ∥ml−1∥) = k−1∑
l=1
nl ≤ (k − 1) max
1≤l≤k−1nl ,
we have
∥mk−1∥
k−1 ≤ max1≤l≤k−1nl. Finally, we have
∣J ∣ ≤ Cr1 max1≤l≤k−1 nl2k ≤ Cr1 ∥mk−1∥2k(k−1) .
∎
Lemma 7.3. Let the sequence of sets indexed by T be ST ⊂ N2 satisfying ST ⊂ T , i.e., ST ={(t1, t2),1 ≤ tk ≤ STk, k = 1,2}, where T = {(t1, t2),1 ≤ tk ≤ dk, k = 1,2}, ST1 ≤ d1, ST2 ≤ d2 and
BT ⊂ N2, BT = {(l1, l2),1 ≤ lk ≤ BTk, k = 1,2}, (BT1,BT2) = ( 1hT 1 , 1hT 2 ), ∣BT ∣ = o(∣ST ∣), and
Uj = Uj(λ) = (4π2)−1 ∑
l∶(∣l1∣,∣l2∣)∈BT
V (j)V (j + l)k(l1hT 1, l2hT 2) cos(l′λ) .
Then, under GMC(4), we have ∥ ∑
j∈ST (Uj −E(Uj))∥
2
2
∼ ∣ST ∣∣BT ∣σ2.
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Proof of Lemma 7.3. Let L(s) = {(m1,m2,m3) ∈ Z2×Z2×Z2 ∶ max
1≤i≤3 ∥mi∥ = s} and C(m1,m2,m3) =
cum(X0,Xm1 ,Xm2 ,Xm3). Thus, ∣L(s)∣ ≤ 24(2s + 1)3, By Lemma 7.2, we have
∑
m1,m2,m3∈Z2
∣C(m1,m2,m3)∣ ≤ C ′ ∞∑
s=0 ∑(m1,m2,m3)∈L(s)
∣C(m1,m2,m3)∣
≤ C ′′ ∞∑
s=0s
3ρ
s
2(4)(4−1)
<∞ .
Then, the lemma follows from similar arguments in equations (3.9)-(3.12) in Rosenblatt [11], page
1174. ∎
7.6.2 Uniform consistency of the smoothed periodogram spectral density estimators
Define the smoothed periodogram spectral density estimator as
f̃T (λ) = 1
4π2
∑
j∈Z2
R̂V (j)k(j1hT 1, j2hT 2) exp(−ij′λ) ,
where
R̂V (j) = 1∣T ∣ ∑l,l+j∈T [V (l) − E(V (0))][V (l + j) − E(V (0))] ,
and k(⋅) is defined as in (3.3). The following theorem prove the uniform consistency of the smoothed
periodogram spectral density estimator f̃T (λ) using the results of Lemma 7.3. Without loss of
generality, we assume that E(V (0)) = 0 in the following.
Theorem 7.4. Define BT = {(l1, l2),1 ≤ lk ≤ BTk, k = 1,2}, where (BT1,BT2) = ( 1hT 1 , 1hT 2 ) → ∞.
Assume GMC(α), α > 0, V (j) ∈ L4+δ for some δ ∈ (0,4], and ∣BT ∣ = O(∣T ∣η), i.e., (∣hT ∣∣T ∣η)−1 =
O(1) for some 0 < η < δ2(4+δ) and f∗ =min
θ∈R2 f(θ) > 0. Then,
max
λ∈[0,2pi]2
√∣T ∣∣hT ∣ ∣f̃T (λ) −E(f̃T (λ))∣ = Op ((log ∣T ∣) 12 ) .
Remark 7.1. If GMC(α), α > 0 and V (j) ∈ L4+δ, then V (j) satisfies GMC(4), see Wu and Min
[16], Lemma 2.
Proof of Theorem 7.4. Let
Uj = Uj(λ) = 1
4π2
∑
l∶(∣l1∣,∣l2∣)∈BT
V (j)V (j + l)k(l1hT 1, l2hT 2) cos(l′λ)
= 1
4π2
∑
l∶(∣l1∣,∣l2∣)∈BT
V (j)V (j + l)αl ,
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where αl = k(l1hT 1, l2hT 2) cos(l′λ). Note that
f̃T (λ) = 1
4π2
∑
l∶(∣l1∣,∣l2∣)∈BT
⎡⎢⎢⎢⎢⎣ 1∣T ∣ ∑j,j+l∈T(V (j)V (j + l)αl)
⎤⎥⎥⎥⎥⎦
= 1∣T ∣∑j∈T Uj − 1∣T ∣ (√∣T ∣∣BT ∣qT (λ)) ,
where
qT (λ) = 1
4π2
√∣T ∣∣BT ∣
⎛⎜⎜⎜⎝ ∑l∶(∣l1∣,∣l2∣)∈BT ∑j∶j∈Tj+l∉T V (j)V (j + l)αl
⎞⎟⎟⎟⎠ .
By the summability of cumulants of order 2 and 4, we have
∥qT (λ)∥ = (∣T ∣∣BT ∣)− 12O(∣BT ∣)
= O⎛⎜⎝
¿ÁÁÀ∣BT ∣∣T ∣ ⎞⎟⎠ = O
⎛⎜⎝
¿ÁÁÀ∣T ∣η∣T ∣ ⎞⎟⎠ = o(1).
Denote gT = gT (λ) = ∑
j∈T Uj. We have√∣T ∣∣hT ∣(f̃T (λ) −E(f̃T (λ))) = gT − E(gT )√∣T ∣∣BT ∣ − qT (λ) + E(qT (λ)) . (7.15)
Let ρ = ρ(4) < 1 as in GMC(4). For l ∈ Z2, define V̂ (l) = E(V (l)∣Fl,<m>), where Fl,<m> is defined
the same as in the proof of Theorem 4.1 above, m = mT = ⌊−8 log ∣T ∣log ρ ⌋ ∈ N. Let Ûj = Ûj(λ) be the
corresponding sum with V (l) replaced by V̂ (l). Observe that V̂ (i) and V̂ (j) are i.i.d. if ∥i−j∥ ≥ 2m
and Ûi and Ûj are i.i.d. if ∥i − j∥ ≥ 2max{BT1,BT2} + 2m. Define ĝT = ĝT (λ) = ∑
j∈T Ûj(λ). Then,∥gT − ĝT ∥2 = o(1) since
∥Uj − Ûj∥2 ≤ 1
4π2
∑
l∶(∣l1∣,∣l2∣)∈BT
∥V (j)V (j + l) − V̂ (j)V̂ (j + l)∥2∣αl∣
= O(∣BT ∣)O (∥V (j)V (j + l) − V̂ (j)V̂ (j + l)∥)
= O(∣BT ∣)O (ρm4 )
= O (∣BT ∣ρm4 ) .
(7.16)
Therefore, we have ∥gT − ĝT ∥2 ≤∑
j∈T
∥Uj − Ûj∥2 = O (∣T ∣∣BT ∣ρm4 )
=O (∣T ∣∣BT ∣ρ− 2 log ∣T ∣log ρ ) = O (∣T ∣∣BT ∣ 1∣T ∣2)
=o(1) .
We now define four sets of blocks such that the blocks within the same set are i.i.d.. Let
pT = ⌊∣T ∣ 12− 2ηδ (log ∣T ∣)− 4δ−2⌋. We have pT →∞, ∣BT ∣ = o(pT ), and
kT = {(n1, n2) ∶ 1 ≤ n1 ≤ ⌊ d1
pT
⌋ ,1 ≤ n2 ≤ ⌊ d2
pT
⌋} .
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Define
kTA = {(n1, n2) ∈ kT ∶ n1 = 2z1 + 1, n2 = 2z2 + 1 ∃z1, z2 ∈ N} ,
kTB = {(n1, n2) ∈ kT ∶ n1 = 2z1, n2 = 2z2 + 1 ∃z1, z2 ∈ N} ,
kTC = {(n1, n2) ∈ kT ∶ n1 = 2z1 + 1, n2 = 2z2 ∃z1, z2 ∈ N} ,
kTD = {(n1, n2) ∈ kT ∶ n1 = 2z1, n2 = 2z2 ∃z1, z2 ∈ N} .
Then, define the blocks
Ar = {(j1, j2) ∈ N2 ∶ (r1 − 1)pT + 1 ≤ j1 ≤ r1pT , (r2 − 1)pT + 1 ≤ j2 ≤ r2pT } ,
for r = (r1, r2) ∈ kTA and Br, Cr and Dr are defined similarly. Let
Ar = ∑
j∈Ar
Û(j),Br = ∑
j∈Br
Û(j),Cr = ∑
j∈Cr
Û(j),Dr = ∑
j∈Dr
Û(j) .
Observe that {Ar}r∈kTA are i.i.d., similar to {Br}r∈kTB , {Cr}r∈kTC , {Dr}r∈kTD .
Also, define the remaining part RT ∶= T /(kTA ⋃kTB ⋃kTC ⋃kTD) and R = R(λ) = ∑
j∈RT Ûj(λ).
The following two lemmas state the order of the asymptotic behavior of Ar, Br, Cr, Dr and R
respectively.
Lemma 7.5. Let τ = 2 + δ/2. We have
max
λ∈[0,2pi]2∥A1(λ)∥τ = O (m√∣BT ∣pT) .
Proof of Lemma 7.5. By the definition of A1(λ),
∥A1(λ)∥τ = XXXXXXXXXXX∑j∈A1 Û(j)
XXXXXXXXXXXτ = 14π2
XXXXXXXXXXXX∑j∈A1 ∑l∶(∣l1∣,∣l2∣)∈BT V̂ (j)V̂ (j + l)αl
XXXXXXXXXXXXτ
≤ 1
4π2
XXXXXXXXXXXXXXXXXX
∑
j∈A1
∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣>2m
V̂ (j)V̂ (j + l)αl
XXXXXXXXXXXXXXXXXXτ
+
1
4π2
XXXXXXXXXXXXXXXXXX
∑
j∈A1
∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣≤2m
V̂ (j)V̂ (j + l)αl
XXXXXXXXXXXXXXXXXXτ
.
For the first summation, we have
XXXXXXXXXXXXXXXXXX
∑
j∈A1
∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣>2m
V̂ (j)V̂ (j + l)αl
XXXXXXXXXXXXXXXXXXτ
≤ ∑
h∶1≤h1≤2m
1≤h2≤2m
XXXXXXXXXXXXXXXXXXXXXXXXXX
∑
j∶∣j1∣≤⌊pT −h12m ⌋∣j2∣≤⌊pT −h22m ⌋
∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣>2m
V̂ (h + 2mj)V̂ (h + 2mj + l)
XXXXXXXXXXXXXXXXXXXXXXXXXXτ
≤O (m2) pT
m
XXXXXXXXXXXXXXXXXX
∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣>2m
V̂ (l)αl
XXXXXXXXXXXXXXXXXXτ
≤O(pTm) ∑
h∶h1≤2m
h2≤2m
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
∑
j∶∣j1∣≤⌊BT1−h12m ⌋∣j2∣≤⌊BT2−h22m ⌋(∣j1∣,∣j2∣)≠(0,0),(1,1)
V̂ (h + 2mj)αh+2mj
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXτ
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=O(pTm)O⎛⎝m2
√∣BT ∣
m2
⎞⎠
=O (pT√∣BT ∣m2) .
On the other hand, for the second summation, we haveXXXXXXXXXXXXXXXXXX
∑
j∈A1
∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣≤2m
V̂ (j)V̂ (j + l)αl
XXXXXXXXXXXXXXXXXXτ
≤ ∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣≤2m
XXXXXXXXXXX∑j∈A1 V̂ (j)V̂ (j + l)αl
XXXXXXXXXXXτ
≤ ∑
l∶(∣l1∣,∣l2∣)∈BT∣l1∣,∣l2∣≤2m
∑
h∶h1≤6m
h2≤6m
XXXXXXXXXXXXXXXXXXXXXXXXXX
∑
j∶∣j1∣≤⌊ pT −h16m ⌋∣j2∣≤⌊ pT −h26m ⌋
V̂ (h + j′(6m,6m) + l) V̂ (h + j′(6m,6m))
XXXXXXXXXXXXXXXXXXXXXXXXXXτ
=O ⎛⎝m2m
√
pT 2
m2
⎞⎠
=O (m3pT ) .
Then, we have ∥A1(λ)∥τ = O (pT√∣BT ∣m2) +O (m3pT )
= O (pT√∣BT ∣m2) .
It is easily seen that it holds uniformly over λ ∈ [0,2π]2 that
∑
λ∈[0,2pi]2 ∥A1(λ)∥τ = O (m√∣BT ∣pT ) .
∎
Next, define cT ≜√∣T ∣∣BT ∣(log ∣T ∣)− 12 and the truncated version
Ar(λ)′ = Ar(λ)1{∣Ar(λ)∣≤cT } .
Also, we define Br(λ)′, Cr(λ)′, Dr(λ)′ similarly. The following lemma investigates the asymptotic
behavior of each term.
Lemma 7.6. Under the Assumptions in Theorem 7.4, we have
E( max
λ∈[0,2pi]2 ∣R(λ)∣) = O (√pT (d1 + d2 − pT )m∣BT ∣) , (7.17)
E( max
λ∈[0,2pi]2 ∣qT (λ)∣) = o(1) , (7.18)
max
λ∈[0,2pi]2 Var(A1(λ)) = O (p2T ∣BT ∣) , (7.19)
Var(A1(λ)′) = Var(A1(λ))[1 + o(1)] , (7.20)
uniformly on λ ∈ [0,2π]2.
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Proof of Lemma 7.6. Define τ = 2 + δ2 . We have
E( max
λ∈[0,2pi]2 ∣R(λ)∣) ≤ C ∑l∶(∣l1∣,∣l2∣)∈BT E
RRRRRRRRRRR ∑j∈RT V̂ (j)V̂ (j + l)
RRRRRRRRRRR .
For ∣l1∣ ≤ 2m and ∣l2∣ ≤ 2m, since V̂ (j)V̂ (j + l) is 4m-dependent, we haveXXXXXXXXXXX ∑j∈RT V̂ (j)V̂ (j + l)
XXXXXXXXXXX2 = O (
√∣RT ∣m) .
For ∣l1∣ > 2m and ∣l2∣ > 2m,XXXXXXXXXXX ∑j∈RT V̂ (j)V̂ (j + l)
XXXXXXXXXXX
2
2
= ∑
j1∈RT
∑
j2∈RT
E (V̂ (j1)V̂ (j1 + l)V̂ (j2)V̂ (j2 + l))
=O (∣RT ∣m2) ,
since the sum vanishes if ∥j1 − j2∥∞ > 2m, E(V̂ (j)) = 0.
As a result,
E( max
λ∈[0,2pi]2 ∣R(λ)∣) =O (√∣RT ∣m∣BT ∣)
=O (√pT (d1 + d2 − pT )m∣BT ∣) .
Let q̂T (λ) be the corresponding sum of qT (λ) with V (j)V (j + l) replaced by V̂ (j)V̂ (j + l). As in
(7.16), we have
E( max
λ∈[0,2pi]2 ∣qT (λ) − q̂T (λ)∣) = o(1) .
To show (7.18), it suffices to show E (maxλ∈[0,2pi]2 ∣q̂T (λ)∣) = o(1), which follows from a similar
arguments as in the proof of (7.17).
Regarding (7.19), we have
Var(A1(λ)) = XXXXXXXXXXXX∑j∈A1 ∑l∶(∣l1∣,∣l2∣)∈BT [V (j)V (j + l) − γ(l)]αl
XXXXXXXXXXXX
2
= ∑
j,j∗∈A1
∑
l,l∗∶(∣l1∣,∣l2∣)∈BT(∣l∗1 ∣,∣l∗2 ∣)∈BT
[γ(j − j∗)γ(j − j∗ + l − l∗) + γ(j∗ − j + l∗)γ(j∗ − j − l)
+ cum(V (0), V (l), V (j∗ − j), V (j∗ − j + l∗))]αlαl∗
= I1 + I2 + I3 ,
where
I1 = ∑
j,j∗∈A1
∑
l,l∗∶(∣l1∣,∣l2∣)∈BT(∣l∗1 ∣,∣l∗2 ∣)∈BT
γ(j − j∗)γ(j − j∗ + l − l∗)αlαl∗ ,
I2 = ∑
j,j∗∈A1
∑
l,l∗∶(∣l1∣,∣l2∣)∈BT(∣l∗1 ∣,∣l∗2 ∣)∈BT
γ(j∗ − j + l∗)γ(j∗ − j − l)αlαl∗ ,
I3 = ∑
j,j∗∈A1
∑
l,l∗∶(∣l1∣,∣l2∣)∈BT(∣l∗1 ∣,∣l∗2 ∣)∈BT
cum(V (0), V (l), V (j∗ − j), V (j∗ − j + l∗))αlαl∗ .
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Note that I1 is bounded by
C ∑
j∈A1
(pT − ∣j1∣)(pT − ∣j2∣)(γ(j)) ∑
l∶(∣l1 ∣,∣l2∣)∈2BT
(2BT1 + 1 − ∣l1∣)(2BT2 + 1 − ∣l2∣)∣γ(j + l)∣ ,
which is less than
Cp2T (4∣BT ∣ + o(∣BT ∣)) ⎛⎝∑l∈Z2 ∣γ(l)∣⎞⎠
2
= O (p2T ∣BT ∣) .
Similarly, smaller bounds can be obtained for I2 and I3 due to the summability of the second and
fourth cumulants. Thus, we have maxλ∈[0,2pi]2 Var(A1(λ)) = O (p2T ∣BT ∣).
For (7.20), let ν = Var(A1(λ) −A1(λ)′) and c = E(A1(λ)′)E(A1(λ) −A1(λ)′). Then,
Var(A1(λ)′) = Var(A1(λ)) − ν + 2c .
By Markov’s inequality, Holder’s inequality and Lemma 7.5,
ν = Var(A1(λ) −A1(λ)′)
= Var (A1(λ)1{∣A1(λ)∣>cT })
≤ E (A21(λ)1{∣A1(λ)∣>cT })
≤ E(∣A21(λ)∣ τ2 ) 2τ [E (1{∣A1(λ)∣>cT })] τ−2τ
≤ E (A1(λ)τ ) 2τ [E (∣A1(λ)∣τ )
cT τ
] τ−2τ
≤ E(∣A1(λ)∣τ )
cT τ−2
= O (m√∣BT ∣pT)τ
cT τ−2
= o (p2T ∣BT ∣) ,
and similarly, c ≤ ∥A1(λ)∥τ+1τ /cT τ−1 = o (p2T ∣BT ∣). By Lemma 7.3 and the fact that f is every-where
positive, (7.20) follows. ∎
Using Lemmas 7.5 and 7.6, we now continue the proof of Theorem 7.4. Let
GT (λ) = ∑
r∈kTA
[Ar(λ) − E(Ar(λ))],
GT (λ)′ = ∑
r∈kTA
[Ar(λ)′ − E(Ar(λ)′)] .
Let λj = (pij1tn1 , pij2tn2 ) where j1 = 0, . . . , tn1 ∶= ⌊Bn1 log(Bn1)⌋, j2 = 0, . . . , tn2 ∶= ⌊Bn2 log(Bn2)⌋. Let
Cn1 = 1
1 − 3pilogBn1
→ 1 ,
Cn2 = 1
1 − 3pilogBn2
→ 1 .
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By the argument similar to Corollary 2.1 in Woodroofe and Van Ness [15], we have
max
λ∈[0,2pi]2 ∣GT (λ)∣ ≤ Cn1Cn2 maxj1≤tn1
j2≤tn2
∣GT (λj)∣ .
By (7.19) and (7.20), there exists a constant C1 > 1 such that
max
λ∈[0,2pi]2Var(A1(λ)′) ≤ C1p2T ∣BT ∣ .
Let βT = (C1∣T ∣∣BT ∣ log ∣T ∣) 12 , By Bernstein’s inequality, we have
P
⎛⎜⎝ max0≤j1≤tn1
0≤j2≤tn2
∣GT (λj)′∣ ≥ 4βT⎞⎟⎠ ≤
tn1
∑
j1=0
tn2
∑
j2=0
P(∣GT (λj)′∣ ≥ 4βT )
= O(tn1tn2) exp( −16β2T
2∣kTA ∣C1p2T ∣BT ∣ + 16cTβT )= o(1) .
Let Ar(λ)′′ = Ar(λ) − Ar(λ)′ and GT (λ)′′ = GT (λ) − GT (λ)′. Then, by Markov’s inequality and
Lemma 7.5,
P
⎛⎜⎝ max0≤j1≤tn1
0≤j2≤tn2
∣GT (λj)′′∣ ≥ 4βT⎞⎟⎠ ≤
tn1
∑
j1=0
tn2
∑
j2=0
P(∣GT (λj)′′∣ ≥ 4βT )
≤ tn1∑
j1=0
tn2
∑
j2=0
Var(Ar(λj)′′)∣kTA ∣
16β2
T
= O (tn1tn2 ∣kTA ∣pτT ∣BT ∣ τ2mτ)
β2T c
τ−2
T
= O
⎛⎜⎜⎜⎝
(∣BT ∣ log ∣T ∣) ( ∣T ∣p2
T
)pτT ∣BT ∣ τ2 (log ∣T ∣τ)(∣T ∣∣BT ∣ log ∣T ∣)(∣T ∣∣BT ∣) τ2−1(log ∣T ∣)− τ2+1
⎞⎟⎟⎟⎠
= O ((log ∣T ∣)− δ4 )
= o(1) .
So, max
λ∈[0,2pi]2 ∣GT (λ)∣ = Op(βT ). Clearly the same bound also holds for the sums
∑
r∈kTB
[Br(λ) − E(Br(λ))] ,
∑
r∈kTC
[Cr(λ) − E(Cr(λ))] ,
and
∑
r∈kTD
[Dr(λ) − E(Dr(λ))] .
By (7.16),
E( max
λ∈[0,2pi]2 ∣ĝT (λ) − gT (λ)∣) = o(1) .
As a result, by (7.17), (7.18) and (7.15), the proof is completed. ∎
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The following lemma states that f̂T (λ) in (2.4) and f̃T (λ) are asymptotically equivalent.
Lemma 7.7. Under Assumption K.1, we have
max
λ∈[0,2pi]2 ∣f̃T (λ) − f̂T (λ)∣ = o(1) .
Proof of Lemma 7.7. For any λ ∈ [0,2π]2, we have
f̂T (λ) =∑j∈Z2 K (λ1−λj1hT 1 , λ2−λj2hT 2 ) I(j)
4π2∑j∈Z2 K ( λj1hT 1 , λj2hT 2 )
= 1∣hT ∣∣T ∣ ∑j∈Z2K (λ1 − λj1hT 1 , λ2 − λj2hT 2 ) I(j) + o(1)
= 1∣hT ∣∣T ∣ ∑j∈Z2 ∑t∈T I(t + jdT )K (λ1 − λt1+j1d1hT 1 , λ2 − λt2+j2d2hT 2 ) + o(1)
= 1∣hT ∣∣T ∣ ∑t∈T I(t) ∑j∈Z2K (λ1 − λt1 + 2πj1hT 1 , λ2 − λt2 + 2πj2hT 2 ) + o(1)
= 1∣T ∣ ∑t∈T I(t)Kh(λ − λt) + o(1)
= 1
4π2∣T ∣ ∑t∈T I(t) ∑j∈Z2 k(j1hT 1, j2hT 2) exp(−ij′(λ − λt)) + o(1)
= 1
4π2
∑
j∈Z2
( 1∣T ∣ ∑t∈T I(t) exp(ij′λt))k(j1hT 1, j2hT 2) exp(−ij′λ) + o(1)
= 1
4π2
∑
j∈Z2
R̂V (j)k(j1hT 1, j2hT 2) exp(−ij′λ) + o(1)
=f̃T (λ) + o(1) .
For the last two equalities, note that by Assumption P.6(p) with p > 2, [V¯T −E(V (0))]2 is asymp-
totically negligible. ∎
Proof of Theorem 5.1(b). As a direct consequence of Theorem 7.4 and Lemma 7.7, we have
max
λ∈[0,2pi]2 ∣f̂T (λ) − E(f̃T (λ))∣ = o(1) .
It remains to show that
max
λ∈[0,2pi]2 ∣E(f̃T (λ)) − f(λ)∣ = o(1) .
This holds since by Assumption K.4, k(⋅) is bounded, continuous and with compact support [−1,1]2.
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Also, k(0) = 1 as T →∞. Thus, for any λ ∈ [0,2π]2, we have
∣E(f̃T (λ)) − f(λ)∣
=
RRRRRRRRRRRR
1
4π2
∑
j∶(∣j1∣,∣j2∣)∈T
(d1 − ∣j1∣)(d2 − ∣j2∣)∣T ∣ γ(j)k(j1hT 1, j2hT 2) exp(−ij′λ) − 14π2 ∑
j∈Z2
γ(j) exp(ij′λ)RRRRRRRRRRRR
≍ ∑
j∶(∣j1∣,∣j2∣)∈T
∣((d1 − ∣j1∣)(d2 − ∣j2∣)∣T ∣ )k(j1hT 1, j2hT 2) − 1∣ ∣γ(j)∣ + o(1)
≍ ∑
j∶∥j∥≥√ 1∥hT ∥
∣γ(j)∣ + ∑
j∶∥j∥≤√ 1∥hT ∥
[((d1 − ∣j1∣)(d2 − ∣j2∣)∣T ∣ )k(j1hT 1, j2hT 2) − 1] ∣γ(j)∣
=o(1) .
The above arguments used the fact that for ∥j∥ ≥√ 1∥hT ∥ , we have
∣((d1 − ∣j1∣)(d2 − ∣j2∣)∣T ∣ )k(j1hT 1, j2hT 2) − 1∣ ≤ ∣(d1 − ∣j1∣)(d2 − ∣j2∣)∣T ∣ C∗∣ + 1
≤C∗ + 1 ,
and for ∥j∥ ≤√ 1∥hT ∥ , we have
((d1 − ∣j1∣)(d2 − ∣j2∣)∣T ∣ )k(j1hT 1, j2hT 2) − k(0)
=(1 − ∣j1∣
d1
)(1 − ∣j2∣
d2
)k(j1hT 1, j2hT 2) − k(0)
=(1 − ∣j1∣
d1
)(1 − ∣j2∣
d2
) [k(j1hT 1, j2hT 2) − k(0)] + ∣j1∣
d1
+
∣j2∣
d2
−
∣j1∣∣j2∣
d1d2
≍ sup∥x∥≤√∥hT ∥ ∣k(x1, x2) − k(0)∣ + 1√∥hT ∥d1 + 1√∥hT ∥d2
=o(1) + o(1) + o(1)
=o(1) .
∎
7.7 Proof of Theorem 6.1
Proof of Theorem 6.1. First, note that we haveRRRRRRRRRRR∑j∈T [cos(λ′jt1) cos(λ′jt2) + sin(λ′jt1) sin(λ′jt2)]
RRRRRRRRRRR = { ∣T ∣, t1 = t2 ,0, t1 ≠ t2 .
For t1 = t2, the equation is trivial by considering cos2 x + sin2 x = 1.
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For t1 ≠ t2, we have
∑
j∈T
[cos(λ′jt1) cos(λ′jt2) + sin(λ′jt1) sin(λ′jt2)]
=∑
j∈T
cos(λ′j(t1 − t2))
=∑
j∈T
cos(λ′jc) (By letting t1 − t2 = c ∈ Z2)
=∑
j∈T
cos(λj1c1 + λj2c2)
=∑
j∈T
[cos(λj1c1) cos(λj2c2) − sin(λj1c1) sin(λj2c2)]
= d1∑
j1=1
d2
∑
j2=1
[cos(2πj1
d1
c1) cos(2πj2
d2
c2) − sin(2πj1
d1
c1) sin(2πj2
d2
c2)]
=
⎡⎢⎢⎢⎢⎣
d1
∑
j1=1
cos(2πj1
d1
c1)⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
d2
∑
j2=1
cos(2πj2
d2
c2)⎤⎥⎥⎥⎥⎦ −
⎡⎢⎢⎢⎢⎣
d1
∑
j1=1
sin(2πj1
d1
c1)⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
d2
∑
j2=1
sin(2πj2
d2
c2)⎤⎥⎥⎥⎥⎦
=0 .
Furthermore, denote
FT (j) = ∑
t∈T
(V (t) − V̂ (t)) cos(λ′jt), j ∈ T ,
GT (j) = ∑
t∈T
(V (t) − V̂ (t)) sin(λ′jt), j ∈ T .
By the previous equality, the definition of the kernel spectral density estimator (2.4), applying the
Cauchy-Schwarz inequality yields
∣FT (j)∣ ≤ ∑
t∈T
∣V (t) − V̂ (t)∣ ≤√∑
t∈T
(V (t) − V̂ (t))2 ∑
t∈T
12
=
¿ÁÁÀ( 1∣T ∣ ∑t∈T(V (t) − V̂ (t))2) ∣T ∣2 = op (∣T ∣α− 12T ) .
Similarly, we have ∣GT (j)∣ = op (∣T ∣α− 12T ) .
Also, we have
∑
j∈T
(F 2T (j) +G2T (j))
=∑
j∈T
F 2T (j) +∑
j∈T
G2T (j)
= ∑
t1∈T
∑
t2∈T
(V (t1) − V̂ (t1))(V (t2) − V̂ (t2))⎡⎢⎢⎢⎢⎣∑j∈T(cos(λ′jt1) cos(λ′jt2) + sin(λ′jt1) sin(λ′jt2))
⎤⎥⎥⎥⎥⎦
≍∣T ∣∑
t∈T
(V (t) − V̂ (t))2 + ∑
t1≠t2
∣(V (t1) − V̂ (t1))(V (t2) − V̂ (t2))∣ × 0
≍op (∣T ∣2α−1T ) + (∑
t∈T
∣V (t) − V̂ (t)∣)2 × 0
=op (∣T ∣2α−1T ) .
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With this definition, we get
xV (j) − xV̂ (j) = 1√∣T ∣ ∑t∈T(V (t) − V̂ (t)) cos(−λ′jt) = ∣T ∣− 12FT (j) ,
yV (j) − yV̂ (j) = 1√∣T ∣ ∑t∈T(V (t) − V̂ (t)) sin(−λ′jt) = ∣T ∣− 12 (−GT (j)) .
Since a2 − b2 = −(a − b)2 + 2a(a − b), we have
IV (j) − IV̂ (j)
=x2V (j) + y2V (j) − x2V̂ (j) − y2V̂ (j)
=[x2V (j) − x2V̂ (j)] + [y2V (j) − y2V̂ (j)]
= − (xV (j) − xV̂ (j))2 + 2xV (j)(xV (j) − xV̂ (j)) − (yV (j) − yV̂ (j))2 + 2yV (j)(yV (j) − yV̂ (j))
= − 1∣T ∣ (F 2T (j) +G2T (j)) + 2 1√∣T ∣xV (j)FT (j) − 2 1√∣T ∣yV (j)GT (j) .
Now, we can prove the assertion in Theorem 6.1. For the proof of (a), recall that by the
assumption K(x) ≥ 0, we have sup ∣K(x)∣ <∞ and
4π2∣T ∣∣hT ∣ ∑j∈Z2K ( 2πj1hT 1d1 , 2πj2hT 2d2) = 1 + o(1),
sup
λ∈[0,2pi]2 ∣Kh(λ)∣ = O (∣hT ∣−1) = O (∣hT 1hT 2∣−1) .
Let
pl,T = K ( 2pil1hT 1d1 , 2pil2hT 2d2 )∑
j∈Z2K ( 2pij1hT 1d1 , 2pij2hT 2d2 ) .
By the Cauchy-Schwarz inequality,
sup
j∈T ∣f̂V (λj) − f̂V̂ (λj)∣
≤ sup
j∈T ∑k∈Z2
pj−k,T ∣IV (k) − IV̂ (k)∣
≍ 1∣hT ∣∣T ∣2 ∑k∈T(F 2T (k) +G2T (k)) + supj∈T 1√∣T ∣ ∑k∈Z2 pj−k,T (xV (k)FT (k) − yV (k)GT (k))
≍op ( 1∣hT ∣αT ) + supj∈T 1√∣T ∣ ∑k∈Z2[p 12j−k,TxV (k)p 12j−k,TFT (k) + p 12j−k,TyV (k)p 12j−k,T (−GT (k))]
≍op ( 1∣hT ∣αT ) + supj∈T 1√∣T ∣
¿ÁÁÁÀ⎛⎝∑k∈Z2 pj−kIV (k)⎞⎠⎛⎝∑k∈Z2 pj−k,T (F 2T (k) +G2T (k))⎞⎠
≍op ( 1∣T ∣αT ) + supj∈T 1√∣T ∣
¿ÁÁÁÀ⎛⎝∑k∈Z2 pj−kIV (k)⎞⎠( 1∣hT ∣∣T ∣ ∑k∈T(F 2T (k) +G2T (k)))
=op ((∣hT ∣αT )−1) + op ((∣hT ∣αT )− 12 )
=op(1) .
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It yields the assertion in part (a).
For the proof of (b)(i), we have
1∣N ∣ ∑j∈N xV (j) − xV̂ (j) + yV (j) − yV̂ (j)√f(λj) = 1∣N ∣ ∑j∈N 1√∣T ∣ FT (j) −GT (j)√f(λj)
≤ 1∣N ∣√∣T ∣
¿ÁÁÀ∑
j∈N
1
f(λj) ∑j∈N(F 2T (j) +G2T (j))
≤ 1∣N ∣√∣T ∣
¿ÁÁÀ∑
j∈N
1
f(λj)∑j∈T(F 2T (j) +G2T (j))
≍ 1∣T ∣ 32
√
O(∣N ∣)op (∣T ∣2α−1T )
=op (α− 12T )
=op(1) .
It yields the assertion in part (b)(i).
For the proof of (b)(ii), using Assumption P.3, similar to the argument above, we getRRRRRRRRRRR 1∣N ∣ ∑j∈N IV (j) − IV̂ (j)f(λj)
RRRRRRRRRRR
=
RRRRRRRRRRRRR
1∣N ∣ ∑j∈N
−
1
T
(F 2T (j) +G2T (j)) + 2√∣T ∣(xV (j)FT (j) − yV (j)GT (j))
f(λj)
RRRRRRRRRRRRR
≤
RRRRRRRRRRR 1∣N ∣∣T ∣ ∑j∈N (F
2
T (j) +G2T (j))
f(λj)
RRRRRRRRRRR +
RRRRRRRRRRR 2∣N ∣√∣T ∣ ∑j∈N xV (j)FT (j) − yV (j)GT (j)f(λj)
RRRRRRRRRRR
≤ RRRRRRRRRRR 1∣N ∣∣T ∣ ∑j∈N (F
2
T (j) +G2T (j))
f(λj)
RRRRRRRRRRR +
RRRRRRRRRRRR
2∣N ∣√∣T ∣
¿ÁÁÀ∑
j∈N
IV (j)
f(λj) ∑j∈N(F 2T (j) +G2T (j))
RRRRRRRRRRRR
≤
RRRRRRRRRRR 2∣T ∣2
op (∣T ∣2α−1T )
c
RRRRRRRRRRR +
RRRRRRRRRRRR
2∣T ∣ 32
¿ÁÁÀ∑
j∈N
IV (j)
f(λj)∑j∈T(F 2T (j) +G2T (j))
RRRRRRRRRRRR
=op (α−1T ) + RRRRRRRRRRR 2∣T ∣ 32 op (∣T ∣ 32α−
1
2
T
)RRRRRRRRRRR
=op (α−1T ) + op (α− 12T )
=op(1) .
It yields the assertion in part (b)(ii).
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For the proof of (b)(iii), similarly,RRRRRRRRRRR 1∣N ∣ ∑j∈N (IV (j) − IV̂ (j))
2
f2(λj)
RRRRRRRRRRR
=
RRRRRRRRRRRRRRRRRR
1
N
∑
j∈N
[− 1∣T ∣(F 2T (j) +G2T (j)) + 2√∣T ∣(xV (j)FT (j) − yV (j)GT (j))]2
f2(λj)
RRRRRRRRRRRRRRRRRR
≍
RRRRRRRRRRRR
1
N
∑
j∈N
1∣T ∣2 (F 2T (j) +G2T (j))2 + 4∣T ∣(xV (j)FT (j) − yV (j)GT (j))2
f2(λj)
RRRRRRRRRRRR
≤ RRRRRRRRRRR 1∣N ∣∣T ∣2 ∑j∈N (F
2
T (j) +G2T (j))2
f2(λj)
RRRRRRRRRRR +
RRRRRRRRRRR 4∣N ∣∣T ∣ ∑j∈N (xV (j)FT (j) − yV (j)GT (j))
2
f2(λj)
RRRRRRRRRRR
≍ RRRRRRRRRRR 1∣N ∣∣T ∣2 ∑j∈N (F
2
T (j) +G2T (j))2
f2(λj)
RRRRRRRRRRR +
RRRRRRRRRRR 4∣N ∣∣T ∣ ∑j∈N x
2
V (j)F 2T (j) + y2V (j)G2T (j)
f2(λj)
RRRRRRRRRRR
= ∣ 1∣N ∣∣T ∣2 op (∣T ∣4α−2T )∣ +
RRRRRRRRRRRRRRR
4∣N ∣∣T ∣
¿ÁÁÁÀ⎛⎝∑j∈N x
4
V
(j) + y4
V
(j)
f2(λj) ⎞⎠⎛⎝∑j∈N F
4
T
(j) +G4
T
(j)
f2(λj) ⎞⎠
RRRRRRRRRRRRRRR
≤op ( ∣T ∣
α2T
) + RRRRRRRRRRRRRRR
4∣N ∣∣T ∣
¿ÁÁÁÀ⎛⎝∑j∈N I2(j)f2(λj)⎞⎠⎛⎝∑j∈T FT (j) +GT (j)f(λj) ⎞⎠
2RRRRRRRRRRRRRRR
=op ( ∣T ∣
α2
T
) + ∣ 4∣N ∣∣T ∣√C ∣N ∣ + op(∣N ∣)op (∣T ∣2α−1T )∣
=op ( ∣T ∣
α2
T
) + op ⎛⎝∣T ∣
1
2
αT
⎞⎠
=op(1) .
From this we get, by a2 − b2 = −(a − b)2 + 2a(a − b),
1∣N ∣ ∑j∈N I
2
V (j) − I2V̂ (j)
f2(λj)
= − 1∣N ∣ ∑j∈N (IV (j) − IV̂ (j))
2
f2(λj) + 2∣N ∣ ∑j∈N IV (j)(IV (j) − IV̂ (j))f2(λj)
≤ 1∣N ∣ ∑j∈N (IV (j) − IV̂ (j))
2
f2(λj) + 2∣N ∣
¿ÁÁÁÀ⎛⎝∑j∈N I
2
V
(j)
f2(λj)⎞⎠⎛⎝∑j∈N (IV (j) − IV̂ (j))
2
f2(λj) ⎞⎠
=op ( ∣T ∣
α2
T
) + op ⎛⎝∣T ∣
1
2
αT
⎞⎠ + 2∣N ∣
¿ÁÁÁÀ(C ∣N ∣ + o(∣N ∣)) ⎡⎢⎢⎢⎢⎣op (∣N ∣∣T ∣α2T ) + op
⎛⎝∣N ∣∣T ∣
1
2
αT
⎞⎠
⎤⎥⎥⎥⎥⎦
=op ( ∣T ∣
α2
T
) + op ⎛⎝∣T ∣
1
2
αT
⎞⎠ + op ⎛⎜⎝∣T ∣
1
4
α
1
2
T
⎞⎟⎠
=op(1) .
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It yields the assertion in part (b)(iii).
Next, we have that the following holds,
1∣N ∣ ∑j∈N I
q
V
(j) − Iq
V̂
(j)
f q(λj)
≍ RRRRRRRRRRR 1∣N ∣ ∑j∈N (IV (j) − IV̂ (j))
q
f q(λj)
RRRRRRRRRRR
≍
RRRRRRRRRRRRRR
1∣N ∣ ⎛⎝∑j∈N (IV (j) − IV̂ (j))
2
f2(λj) ⎞⎠
q
2
RRRRRRRRRRRRRR
=
RRRRRRRRRRRRRR
1∣N ∣ ⎛⎝∣N ∣op ( ∣T ∣α2T ) + ∣N ∣op ⎛⎝∣T ∣
1
2
αT
⎞⎠⎞⎠
q
2
RRRRRRRRRRRRRR
=op (∣T ∣q−1
α
q
T
)
=op(1) .
It yields the assertion in part (b)(iv).
For the proof of (c)(i), we have
sup
k∈N
RRRRRRRRRRRR∑j∈Z2 pj,T [xV (k + j) − xV̂ (k + j) + yV (k + j) − yV̂ (k + j)]
RRRRRRRRRRRR
= sup
k∈N
RRRRRRRRRRRR∑j∈Z2 pj,T
⎛⎝ 1√∣T ∣ (FT (k + j) −GT (k + j))⎞⎠
RRRRRRRRRRRR
≤ sup
k∈N
1√∣T ∣√∑j∈Z2 pj,T ∑j∈Z2 pj,T (F 2T (k + j) +G2T (k + j))
≤ sup
k∈N
1√∣T ∣
¿ÁÁÀ 1∣hT ∣∣T ∣∑j∈T(F 2T (k + j) +G2T (k + j))
≤ sup
k∈N
1√∣T ∣ 1√∣hT ∣∣T ∣
√
op (∣T ∣2α−1T )
=op ((∣hT ∣αT )− 12 )
=op ((∣hT ∣∣T ∣)− q−12q )
=op(1) as ∣hT ∣∣T ∣→∞ .
It yields the assertion in part (c)(i).
By the same arguments as for part (a), we get
sup
k∈N
RRRRRRRRRRRR∑j∈Z2 pj,T (IV (k + j) − IV̂ (k + j))
RRRRRRRRRRRR = op ((∣hT ∣αT )−1) + op ((∣hT ∣αT )−
1
2 ) = op(1) .
It yields the assertion in part (c)(ii).
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Similar to the proof for part (b)(iii), we get
sup
k∈N ∑j∈Z2
pj,T (IV (k + j) − IV̂ (k + j))2
= sup
k∈N ∑j∈Z2
pj,T
⎡⎢⎢⎢⎣− 1∣T ∣ (F 2T (j) +G2T (j)) + 2√∣T ∣ (xV (j)FT (j) − yV (j)GT (j))
⎤⎥⎥⎥⎦
2
≍ sup
k∈N ∑j∈Z2
pj,T [ 1∣T ∣2 (F 2T (j) +G2T (j))2 + 4∣T ∣ (xV (j)FT (j) − yV (j)GT (j))2]
≍ sup
k∈N
1∣T ∣2 ∑
j∈Z2
pj,T [(F 2T (j) +G2T (j))2] + 4∣T ∣ ∑
j∈Z2
pj,T [xV (j)FT (j) − yV (j)GT (j)]2
≍ 1∣T ∣2 1∣hT ∣∣T ∣∑j∈T[F 2T (j) +G2T (j)]2 + 4∣T ∣ ∑j∈Z2 pj,T [x2V (j)F 2T (j) + y2V (j)G2T (j)]
≍ 1∣T ∣2 1∣hT ∣∣T ∣ ⎛⎝∑j∈T F 2T (j) +G2T (j)⎞⎠
2
+
4∣T ∣ ∑
j∈Z2
[√pj,Tx2V (j)√pj,TF 2T (j) +√pj,Ty2V (j)√pj,TG2T (j)]
≍op ( ∣T ∣∣hT ∣α2T ) + 4∣T ∣
√
∑
j∈Z2
pj,T (x4V (j) + y4V (j)) ∑
j∈Z2
pj,T (F 4T (j) +G4T (j))
≍op ( ∣T ∣∣hT ∣α2T ) + 4∣T ∣
¿ÁÁÀ∑
j∈Z2
pj,T I2(j) 1∣hT ∣∣T ∣∑j∈T(F 4T (j) +G4T (j))
≍op ( ∣T ∣∣hT ∣α2T ) + 4∣T ∣
¿ÁÁÁÀ(C + op(1)) 1∣hT ∣∣T ∣
⎡⎢⎢⎢⎢⎣∑j∈T F 2T (j) +G2T (j)
⎤⎥⎥⎥⎥⎦
2
≍op ( ∣T ∣∣hT ∣α2T ) + 4∣T ∣ 1√∣hT ∣√∣T ∣op (∣T ∣2α−1T )
=op ( ∣T ∣∣hT ∣α2T ) + op ⎛⎝ ∣T ∣
1
2∣hT ∣ 12αT ⎞⎠
=op(1) ,
which yield
sup
k∈N ∑j∈Z2
pj,T (I2V (k + j) − I2V̂ (k + j))
= sup
k∈N ∑j∈Z2
pj,T [−(IV (k + j) − IV̂ (k + j))2 + 2IV (k + j)(IV (k + j) − IV̂ (k + j))]
≤ sup
k∈N
RRRRRRRRRRRR∑j∈Z2 pj,T (IV (k + j) − IV̂ (k + j))2
RRRRRRRRRRRR + supk∈N
RRRRRRRRRRRR2 ∑j∈Z2 pj,T IV (k + j)(IV (k + j) − IV̂ (k + j))
RRRRRRRRRRRR
=op ( ∣T ∣∣hT ∣α2T ) + op ⎛⎝ ∣T ∣
1
2∣hT ∣ 12αT ⎞⎠
=op(1) .
It yields the assertion in part (c)(iii).
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Next, we have
sup
k∈N ∑j∈Z2
pj,T (IqV (k + j) − IqV̂ (k + j))
≍ sup
k∈N ∑j∈Z2
pj,T (IV (k + j) − IV̂ (k + j))q
≍ sup
k∈N(∣hT ∣∣T ∣)q−1
RRRRRRRRRRRR∑j∈Z2 pj,T (IV (k + j) − IV̂ (k + j))
RRRRRRRRRRRR
q
=op ( ∣T ∣q−1∣hT ∣αqT )=op(1) .
It yields the assertion in part (c)(iv).
∎
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