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ABSTRACT
The anisotropy of the redshift space bispectrum contains a wealth of cosmological in-
formation. This anisotropy depends on the orientation of three vectors k1,k2,k3 with
respect to the line of sight. Here we have decomposed the redshift space bispectrum
in spherical harmonics which completely quantify this anisotropy. To illustrate this we
consider linear redshift space distortion of the bispectrum arising from primordial non-
Gaussianity. In the plane parallel approximation only the first four even ℓ multipoles
have non-zero values, and we present explicit analytical expressions for all the non-zero
multipoles i.e. upto ℓ = 6,m = 4. The ratio of the different multipole moments to the
real space bispectrum depends only on β1 the linear redshift distortion parameter and
the shape of the triangle. Considering triangles of all possible shapes, we have studied
how this ratio depends on the shape of the triangle for β1 = 1. We have also studied
the β1 dependence for some of the extreme triangle shapes. If measured in future,
these multipole moments hold the potential of constraining β1. The results presented
here are also important if one wishes to constrain fNL using redshift surveys.
Key words: methods: statistical – cosmology: theory – large-scale structures of
Universe.
1 INTRODUCTION
Redshift space distortion (RSD) caused by peculiar veloci-
ties introduces a very distinct pattern in the observations of
large-scales structures (LSS) in the Universe. This is present
in all the LSS tracers where distances are inferred from red-
shifts, e.g. galaxies, quasars, the Lyman-α forest and the
cosmological 21-cm signal. At large length scales coherent
inflows into over-dense regions cause these to appear en-
hanced and squashed along the line of sight (LoS) direc-
tion whereas outflows from under-dense regions cause these
to appear more under dense and elongated along the LoS
(Kaiser effect; Kaiser 1987). At small length-scales, random
motions cause the structures to appear elongated along the
LoS (Finger of God effect; Jackson 1972). The net effect is
that the clustering pattern, which is expected to be statisti-
cally isotropic in real space (where the actual distances are
known), appears anisotropic relative to the LoS direction in
redshift space (see Hamilton 1998 for a review).
The anisotropy of the redshift space two-point cor-
relation function, or equivalently the power spectrum, is
well studied in the literature. Considering a biased tracer,
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the redshift space power spectrum P s(k1) in linear the-
ory (valid on large scales) can be expressed as an enhance-
ment of the isotropic real space power spectrum P r(k1)
by a factor (1 + β1µ
2
1)
2 which is known as the Kaiser en-
hancement factor (Kaiser 1987), where β1 = f/b1 is the
linear redshift distortion parameter which is the ratio of
f(Ωm) the logarithmic derivative of the growth rate of lin-
ear density perturbations and the linear bias b1, and µ1 =
zˆ · k1/k1 is the cosine of the angle between the wavevector
k1 and LoS direction zˆ. Measurements of P
s(k1) at large
scales can be used to constrain f as a function of redshift
(Loveday et al. 1996; Peacock et al. 2001; Hawkins et al.
2003; Guzzo et al. 2008). In addition to f , P s(k1) at rel-
atively small (weakly non-linear) scales contain a number
of important cosmological information, e.g. the signature of
massive neutrinos (Hu et al. 1998), which requires a careful
modelling of P s(k1). Several models based on higher or-
der perturbation theory (Heavens et al. 1998; Scoccimarro
2004; Matsubara 2008; Taruya et al. 2010) and effective field
theory (Desjacques et al. 2018) have been proposed to de-
scribe P s(k1) at weakly non-linear scales. At small (non-
linear) scales, where the Finger of God (FoG) effect is im-
portant, a number of models have been considered where
the FoG suppression is modelled by considering a damping
term along with the Kaiser enhancement (Davis & Peebles
1983; Peacock 1992; Park et al. 1994; Ballinger et al. 1996;
c© 2019 The Authors
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Hatton & Cole 1999; Seljak 2001; White 2001; Bharadwaj
2001). It is convenient to study the anisotropic P s(k1) ≡
P s(k1, µ1) in terms of angular multipoles P
s
ℓ which define
the decomposition of P s(k1, µ1) into Legendre polynomi-
als Pℓ(µ) as P s(k1, µ1) =
∑
ℓ P
s
ℓ (k1)Pℓ(µ1) (Hamilton 1992;
Cole et al. 1994). In linear theory under the plane parallel
approximation, only the first three even moments namely
monopole (ℓ = 0), quadrupole (ℓ = 2) and hexadecapole
(ℓ = 4) are non-zero (Cole et al. 1994). Also, in linear the-
ory, the ratio P s2 /P
s
0 reduces to (4β1/3+4β
2
1/7)(1+2β1/3+
β21/5)
−1 which gives a direct measure of β1 (Cole et al.
1994). Since RSD is a direct consequence of the velocity field,
it is sensitive to the density potential fluctuation and thus
can be used to test theories of modified gravity (Linder 2008;
Song & Percival 2009; de la Torre et al. 2016; Johnson et al.
2016; Mueller et al. 2018).
The power spectrum is adequate to fully characterises
the statistical properties of the clustering pattern if it is
a Gaussian random field. The simplest models of inflation
predict the primordial fluctuations to be a Gaussian random
field (Baumann 2009), the density fluctuations are however
predicted to become non-Gaussian as they evolve (induced
non-Gaussianity; Fry 1984) due to the non-linear growth
and non-linear biasing. Further, several inflationary scenar-
ios predict the primordial fluctuations to be non-Gaussian
(primordial non-Gaussianity; Bartolo et al. 2004). It is then
necessary to consider higher order statistics, the three-point
correlation function or its Fourier conjugate the bispectrum
being the lowest order statistic sensitive to non-Gaussianity.
Measurements of bispectrum from the observations of
Cosmic Microwave Background (CMB) (Fergusson et al.
2012; Oppizzi et al. 2018; Planck Collaboration et al. 2019;
Shiraishi 2019) and galaxy surveys (Feldman et al. 2001;
Scoccimarro et al. 2004; Liguori et al. 2010; Ballardini et al.
2019) have been used to place tight constraints on primor-
dial non-Gaussianity. Second order perturbation theory pre-
dicts (Matarrese et al. 1997) that measurements of the bis-
pectrum in the weakly non-linear regime can be used to de-
termine the bias parameters, and this has been employed in
the galaxy surveys to quantify the galaxy bias parameters
(Feldman et al. 2001; Scoccimarro et al. 2001; Verde et al.
2002; Nishimichi et al. 2007; Gil-Mar´ın et al. 2015). Further,
the measurements of bispectrum enable us to lift the degen-
eracy between Ωm (which appears in f(Ωm)) and b1, some-
thing which is not possible by considering only the power
spectrum (Scoccimarro et al. 1999).
Like the power spectrum, the anisotropy of the redshift
space bispectrum contains a wealth of cosmological informa-
tions. It is therefore quite important to accurately model and
quantify this. Hivon et al. (1995) and Verde et al. (1998)
have calculated the bispectrum in redshift space. However,
the focus in these works has been on measuring the large
scale bias and the cosmological parameters, and they have
not quantified the anisotropy arising from redshift space dis-
tortion. Scoccimarro et al. (1999) have quantified the red-
shift space anisotropy of the bispectrum by decomposing
it into spherical harmonics. However, beyond the monopole
the analysis is restricted to only one of the quadrupole com-
ponents (ℓ = 2,m = 0). Hashimoto et al. (2017) also have
considered the single quadrupole component of the redshift
space bispectrum. The works mentioned above all use non-
linear perturbation theory to calculate the induced redshift
space bispectrum arising from Gaussian initial perturbation.
The results are also extensively validated using large N-body
simulations. However the anisotropy arising from redshift
space distortions has only been partly analysed, the analy-
sis being restricted to a single quadrupole component and a
very restricted set of triangle configurations. In a more re-
cent work, Slepian & Eisenstein (2018) present a technique
to quantify the redshift space three-point correlation func-
tion by expanding it in terms of products of two spheri-
cal harmonics. In a very recent work Sugiyama et al. (2019)
have used a tri-polar spherical harmonic decomposition to
quantify the anisotropy of the redshift space bispectrum,
and they demonstrate this technique by applying it to the
Baryon Oscillation Spectroscopic Survey (BOSS) Data Re-
lease 12. The last two works mentioned here present very
efficient computational techniques which are well suited for
large galaxy surveys.
In the present work we focus on quantifying the
anisotropy of the redshift space bispectrum. The bispectrum
in real space (as against redshift space) only depends on the
shape and size of the triangle k1,k2,k3 and is independent
of how the triangle is oriented. The redshift space bispec-
trum, however, also depends on the orientation of the trian-
gle through µ1, µ2, µ3 where µa = zˆ · ka/ka with a = 1, 2, 3.
The issue here is to fix the shape and size of the triangle,
and quantify the joint µ1, µ2, µ3 dependence of the redshift
space bispectrum. We show that the redshift space bispec-
trum can be expressed as Bs(k1, µ, t, pˆ) where the param-
eters k1 and µ, t (defined later) respectively quantify the
size and the shape of the triangle, while the orientation of
the three vectors k1,k2,k3 with respect to zˆ is quantified
through the unit vector pˆ which has components pz = zˆ · kˆ1
and px = zˆ · kˆ1⊥. Here kˆ1 is an unit vector along k1 which
is taken to be the largest side of the triangle, and kˆ1⊥
is an unit vector perpendicular to k1 in the plane of the
triangle. We have quantified the anisotropy of the redshift
space bispectrum by decomposing it in spherical harmonics
Y mℓ (pˆ). The multipole moments B¯
m
ℓ (k1, µ, t) provide a rel-
atively simple and straight forward method to quantify the
redshift space distortion of the bispectrum. In order to illus-
trate this method we have considered the bispectrum from
primordial non-Gaussianity where the linear theory of red-
shift space distortion can be applied. In this case R¯mℓ (β1, µ, t)
which is the ratio of multipole moment B¯mℓ (k1, µ, t) to the
real space bispectrum Br(k1, µ, t) is independent of k1 the
size of the triangle, and it depends only on β1 the linear red-
shift distortion parameter and µ, t the shape of the triangle.
Here we provide analytical expressions for all the non-zero
R¯mℓ (β1, µ, t) i.e. up to (ℓ = 6, m = 4). We study the shape
dependence of R¯(β1, µ, t) considering triangles of all possible
shapes for β1 = 1. We have also studied the β1 dependence
for a few extreme triangle shapes and briefly discuss the
possibility of using observations to measure β1. We plan to
carry out a similar analysis for the induced bispectrum aris-
ing from non-linear evolution and present the results in a
subsequent paper. A brief outline of the present paper fol-
lows.
Section 2 presents the parameters that we use to quan-
tify the shape, size and orientation of a triangle, while our
method to quantify the anisotropy of the redshift space bis-
pectrum is presented in Section 3. Our results for linear red-
shift space distortions are presented in Section 4, and these
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3are discussed in Section 5. Results for some of the multi-
pole moments which are not included in Section 4 have been
presented in an Appendix.
2 PARAMETERIZING TRIANGLE
CONFIGURATIONS
The bispectrum is defined as
B(k1,k2,k3) = V
−1 〈∆(k1)∆(k2)∆(k3)〉 , (1)
with the condition k1 + k2 + k3 = 0 which ensures that the
three vectors form a closed triangle. Further, Br(k1,k2,k3)
the real space bispectrum (as against redshift space) is in-
dependent of how the triangle is oriented in space, and it
depends only on the shape and size of the triangle. In order
to uniquely quantify the shape and size of any triangle we
label the sides such that
k1 > k2 > k3 (2)
where ki =| ki |.
We next identify a reference triangle k˜1, k˜2, k˜3 in the
x− z plane (Figure 1) which is related to k1,k2,k3 through
a rigid body rotation which maps (k˜1, k˜2, k˜3) to (k1,k2,k3)
where
k˜1 = k1 zˆ . (3)
We use the length of the largest side k1 to specify the size
of the triangle. Considering k˜2, we express this as
k˜2 = tk1[−µ zˆ+
√
1− µ2 xˆ] (4)
where t = k2/k1 specifies k2 in units of k1 and µ = cos θ =
−k˜1 · k˜2/(k1k2) is the cosine of the angle between −k˜1 and
k˜2. We use the parameters µ and t to specify the shape of the
triangle. From Equation (2) it follows that k˜2 is restricted to
lie within the shaded region shown in Figure 1. This implies
that the values of µ and t are restricted to the range
0.5 6 t, µ 6 1with tµ > 0.5 . (5)
Triangles of all possible shapes are uniquely represented by
points in the allowed region of the µ, t configuration space
shown in Figure 2. We use the parameters k1, µ, t to repre-
sent the shape and size of all possible triangles, and express
the bispectrum as Br(k1, µ, t).
We now briefly discuss the shapes corresponding to the
different µ, t values shown in Figure 2. The right boundary
µ = 1 corresponds to linear triangles (χ = 180◦ in Figure 1)
where k˜1, k˜2, k˜3 are all aligned. The limit µ→ 1 and t→ 0.5
converges to stretched triangle where k˜2 = k˜3 = −k˜1/2, and
the limit µ → 1 and t → 1 converges to squeezed triangle
where k˜2 = −k˜1 and k˜3 = 0. The upper boundary t = 1 cor-
responds to the L isosceles triangles (k1 = k2) where the two
larger sides are of equal length, whereas the lower boundary
2µt = 1 corresponds to the S isosceles triangles (k2 = k3)
where the two smaller sides are of equal length. The limit
µ → 0.5 and t → 1 converges to the equilateral triangle
which separates the L and S isosceles triangles. Contours
corresponding to various values of cosχ are shown for ref-
erence. The line µ = t corresponds to right angle triangles
(cosχ = 0), whereas µ > t and µ < t respectively correspond
to obtuse (cosχ < 0) and acute (cosχ > 0) triangles.
Starting from a reference triangle (k˜1, k˜2, k˜3) in the
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triangle.
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Figure 2. This shows the allowed µ, t space along with the tri-
angle shapes corresponding to different values of µ and t. The
contours correspond to different values of cosχ.
x− z plane it is possible to obtain a triangle (k1,k2,k3) of
the same shape and size but with a different spatial orien-
tation through a rigid body rotation Rαβγ : (k˜1, k˜2, k˜3) →
(k1,k2,k3) where α, β, γ are three angles which parameter-
ize all possible rigid body rotations. Here we represent rigid
body rotations using α which is the rotation angle and nˆ
which is an unit vector that denotes the rotation axis. The
angles β and γ denote the direction of nˆ which has compo-
nents nˆx = sin β cos γ, nˆy = sin β sin γ and nˆz = cosβ. The
transformation V = RαβγV˜ of an arbitrary vector V˜ under
this rotation can be expressed as
V = cosα V˜ − sinα nˆ× V˜ + (1− cosα)(V˜ · nˆ) nˆ . (6)
We can express the three sides of the triangle as
k1 = k1Rαβγ zˆ (7)
MNRAS 000, 1–10 (2019)
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k2 = tk1(−µRαβγ zˆ+
√
1− µ2Rαβγ xˆ) (8)
and
k3 = −k1 − k2 (9)
The range 0 6 α 6 π, 0 6 β 6 π and 0 6 γ 6 2π covers all
rigid body rotations which also corresponds to all possible
orientations of the triangle. We also need to integrate over
all possible orientations of the triangle. The rotation group
SO(3) corresponds to the upper hemisphere of S3 where we
have the volume element
d3Rαβγ = 1
2
sin2
α
2
sin β dα dβ dγ . (10)
Integrating over all possible triangle orientations denoted by
O, we have∫
O
d3Rαβγ = π2 (11)
We see that six parameters α, β, γ, k1, µ, t are required
to completely specify a triangle k1,k2,k3. Alternatively we
could use the three components of k1 and k2, six in total,
to completely specify the same triangle. The new parame-
terization of the redshift space bispectrum introduced here,
however, has the advantage that it allows us to fix the shape
and size of the triangle by fixing the values of k1, t and µ. In
our parameterization it is possible to vary the orientation of
the triangle while keeping the shape and size of the triangle
fixed.
3 QUANTIFYING REDSHIFT SPACE
DISTORTION
As mentioned earlier, the real space bispectrum does not
depend on the triangle orientation, and we can express
this as Br(k1, µ, t) which depends only on the size and
shape of the triangle. Redshift space distortion introduces
an addition feature where the redshift space bispectrum
Bs(α, β, γ, k1, µ, t) also depends on the triangle orientation.
Assuming the plane-parallel approximation along the line
of sight (LoS) direction zˆ, this dependence is through µ21, µ
2
2
and µ23 where µa = zˆ·ka/ka is the cosine of the angle between
zˆ and the wave vector ka with a = 1, 2, 3 . The issue here is
how to quantify the orientation dependence or anisotropy of
the redshift space bispectrum which depends on µ1, µ2, µ3
i.e. the orientation of the three vectors k1,k2,k3 with re-
spect to the LoS direction zˆ.
To place the issue in perspective we briefly recollect
the redshift space power spectrum P s(µ1, k1) where the
anisotropy depends only on µ1 = zˆ · k1/k1. In this case it is
possible to quantify the anisotropy by using the multipole
moments
P sℓ (k1) =
∫
1
−1
Pℓ(µ1)P s(µ1, k1) dµ1∫
1
−1
[Pℓ(µ1)]2 dµ1
(12)
where Pℓ(µ1) are the Legendre polynomials. The difficulty
with the bispectrum is that the anisotropy depends on µ1, µ2
and µ3 which refer to the orientation of the three different
vectors k1,k2,k3 with respect to the LoS direction zˆ. Fur-
ther, µ1, µ2 and µ3 are not independent but are related by
the fact that they refer to particular triangles whose shape
and size are fixed, and whose orientation varies through dif-
ferent rigid body rotations Rαβγ .
Considering µ1, µ2 and µ3, using Equations (7),(8) and
(9) we have
µ1 = pz (13)
µ2 = −µpz +
√
1− µ2px (14)
µ3 =
−[(1− tµ)pz + t
√
1− µ2px]√
1− 2tµ+ t2 (15)
where using Equation (6) we have
pz = zˆ · Rαβγ zˆ = cosα+ (1− cosα)n2z (16)
and
px = zˆ · Rαβγ xˆ = sinαny + (1− cosα)nxnz . (17)
We can treat pz and px as the Cartesian components of
an unit vector pˆ = R−1αβγ zˆ with py =
√
1− p2x − p2z. Since
µ1, µ2 and µ3 can all be expressed in terms of pˆ, we use
Bs(pˆ, k1, µ, t) to denote the orientation dependence of the
redshift space bispectrum. Note that the entire α, β, γ de-
pendence is contained within pˆ (Equations 16 and 17) which
rotates as the orientation of the triangle is changed. We use
spherical harmonics Y mℓ (pˆ) to quantify the orientation de-
pendence or anisotropy of Bs(pˆ, k1, µ, t).
We define the multipole moments of the redshift space
bispectrum Bs(pˆ, k1, µ, t) as
B¯mℓ (k1, µ, t) =
√
(2ℓ+ 1)
4π
∫
O
[Y mℓ (pˆ)]
∗Bs(pˆ, k1, µ, t) d
3Rαβγ∫
O
| Y mℓ (pˆ) |2 d3Rαβγ
.
(18)
The normalization here has been chosen such that for m = 0
we have
B¯0ℓ (k1, µ, t) =
∫
O
Pℓ(µ1)Bs(pˆ, k1, µ, t) d3Rαβγ∫
O
[Pℓ(µ1)]2 d3Rαβγ . (19)
which are exactly analogous to the multipole moments of
the power spectrum defined in Equation (12). In the absence
of redshift space distortion the monopole matches the real
space bispectrum (B¯00(k1, µ, t) = B
r(k1, µ, t)), and all the
higher multipole moments are zero (B¯mℓ (k1, µ, t) = 0 for
ℓ > 0).
Note that the integration here is over all possible orien-
tations of the triangle. From the observational point of view,
we need to identify the set T of all triangles (k1,k2,k3)
which correspond to a fixed shape and size k1, µ, t, these es-
sentially sample all possible orientations of the triangle. For
each triangle, we determine kˆ1 = k1/k1 = Rαβγ zˆ the unit
vector along k1 and kˆ1⊥ = Rαβγxˆ the unit vector perpen-
dicular to k1 in the plane of the triangle (k1,k2,k3). We
then have pz = zˆ · kˆ1 and px = zˆ · kˆ1⊥, and we can use
B¯mℓ (k1, µ, t) =
√
(2ℓ+ 1)
4π
∑
T
[Y mℓ (pˆ)]
∗Bs(pˆ, k1, µ, t)∑
T
| Y mℓ (pˆ) |2
(20)
to estimate the various multipole moments. The present pa-
per focuses on theoretical predictions and we do not apply
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this in future work.
Considering the theoretical perspective, we note that
pˆ = R−1αβγ zˆ uniformly samples all possible directions if we
consider the set of rigid body rotations O. We can theoreti-
cally estimate the multipole moments using
B¯mℓ (k1, µ, t) =
√
(2ℓ+ 1)
4π
∫
[Y mℓ (pˆ)]
∗Bs(pˆ, k1, µ) dΩpˆ (21)
where the dΩpˆ integral is over 4π steradians. In other
words, instead over integrating over various orientations of
the triangle (k1,k2,k3) we can theoretically predict the
various multipole moments by considering a fixed triangle
(k˜1, k˜2, k˜3) in the x−z plane and integrating over all possi-
ble orientations of pˆ = R−1αβγ zˆ. In order to check that Equa-
tions (18) and (21) give the same results, we have explicitly
evaluated several of the multipole moments B¯mℓ (k1, µ, t) us-
ing both these equations for the linear theory considered in
the next section.
Like the power spectrum, here too the odd multipoles
(ℓ = 1, 3, 5, ...) are all zero because the anisotropy only
involves even powers of µ1, µ2 and µ3 in the plane par-
allel approximation. Further, since Bs(pˆ, k1, µ, t) is a real
valued function with no explicit py dependence, we have
B¯−mℓ (k1, µ, t) = (−1)mB¯mℓ (k1, µ, t) where B¯mℓ (k1, µ, t) are
all real. Considering linear triangles (µ = 1), the vectors
k1,k2 and k3 are aligned in the same direction and we have
µ1 = pz = −µ2 = −µ3. In this case the redshift space bispec-
trum Bs(pˆ, k1, µ, t) has no px dependence, the anisotropy is
completely quantified by the m = 0 multipole moment and
the multipole moments with m 6= 0 are all zero. We how-
ever need both the m = 0 and m 6= 0 multipole moments
to completely quantify the anisotropy of Bs(pˆ, k1, µ, t) when
the three vectors k1,k2 and k3 are not aligned i.e. (µ < 1).
4 LINEAR REDSHIFT SPACE DISTORTION
Here we consider the linear theory of redshift space distor-
tion (Hamilton 1998) where the fluctuations in redshift space
∆s(k1) is related to the corresponding fluctuation ∆
r(k1)
in real space as
∆s(k1) = (1 + β1µ
2
1)∆
r(k1) (22)
with β1 = f(Ωm)/b1 being the linear redshift distortion pa-
rameter. Here f(Ωm) is the linear growth rate of density
perturbations and b1 is the linear bias parameter. We then
have
Bs(pˆ, k1, µ, t) = (1+β1µ
2
1)(1+ β1µ
2
2)(1+ β1µ
2
3)B
r(k1, µ, t) .
(23)
Considering sufficiently large length scales which are in
the linear regime, Equation (23) is a valid model for
the bispectrum arising from primordial non-Gaussianity
(Bartolo et al. 2004). We can define the enhancement fac-
tor
R¯mℓ (β1, µ, t) =
B¯mℓ (k1, µ, t)
Br(k1, µ, t)
(24)
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Figure 3. This shows the monopole enhancement factor R¯0
0
(µ, t)
for triangles of different shapes.
which only depends on β1 and the shape of the triangle. We
can calculate this using
R¯mℓ (β1, µ, t) =
√
(2ℓ+ 1)
4π
∫
dΩpˆ [Y
m
ℓ (pˆ)]
∗ ×
(1 + β1µ
2
1)(1 + β1µ
2
2)(1 + β1µ
2
3) .(25)
As mentioned earlier, only the even multipole moments are
non-zero. In this case only the first four even terms ℓ =
0, 2, 4, 6 are non-zero.
Considering the monopole first, we have
R¯00(β1, µ, t) = 1 + β1 +
3β21
5
+
β31
7
−
4β21(3β1 + 7)
(
1− µ2) (t2 − µt+ 1)
105 (t2 − 2µt + 1) .(26)
Figure 3 shows R¯00(β1, µ, t) for different triangle shapes con-
sidering β1 = 1. We see that redshift space distortion en-
hances the bispectrum monopole (R¯00(β1, µ, t) > 1) for tri-
angles of all shapes. This enhancement is maximum for lin-
ear triangles. This corresponds to the first term in the r.h.s.
of Equation (26) which is independent of t, the second term
having value zero when µ = 1. The value of the enhance-
ment factor R¯00(β1, µ, t) falls off away from the µ = 1 line
i.e. the three vectors k1,k2,k3 are no longer aligned, and it
is minimum for µ = 0.5 which corresponds to equilateral tri-
angles. However, the difference between the maximum value
(96/35) and the minimum value (81/35) is not very large
((96− 81)/81 ≈ 18%) for β1 = 1, and it is smaller for other
values β1 < 1. Figure 4 shows R¯
0
0(β1, µ, t) as a function of
β1 for the two extreme triangle shapes µ = 1 and µ = 0.5
respectively.
We now consider the different ℓ > 0 multipole mo-
ments which characterise the anisotropy of the redshift space
bispectrum. From Equation (23) we see that in linear the-
ory all of these are expected to be polynomials of the form
aβ1 + bβ
2
1 + cβ
3
1 where a, b, c depend on ℓ,m and the shape
of the triangle (µ, t). The multipole moments with m = 0
are only sensitive to pz = µ1. These multipole moments
with m = 0 are all expected to have the maximum value
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Figure 4. This shows β1 dependence of R¯00(β1, µ, t), R¯
0
2
(β1, µ, t)
and R¯2
2
(β1, µ, t) for the specific triangle configurations indicated
in the figure.
for linear triangles (µ = 1) where k1,k2,k3 are aligned and
µ21 = µ
2
2 = µ
2
3 = p
2
z (Equations 13, 14 and 15), and they are
expected to have the minimum value for equilateral triangles
(µ = 0.5). The multipole moments with m 6= 0 quantify the
joint pz, px dependence of B
s(pˆ, k1, µ, t). The linear trian-
gles have no px dependence, and in this case the multipole
moments with m 6= 0 are all predicted to be zero. Further,
the highest power of px in Equation (23) is p
4
x, and this
implies that the multipole moments with m > 4 are all zero.
The quadruple R¯m2 (β1, µ, t) has three independent
terms m = 0, 1 and 2 for which the results are presented
below.
R¯02(β1, µ, t) =
2
21
β1
(
5β21 + 18β1 + 21
)− β1
(
1− µ2)
21 (t2 − 2µt + 1)
×
[
9β21 + 22β1 + 2t
2(β21
(
2µ2 + 5
)
+ 20β1
+21)− 2 (7β21 + 20β1 + 21)µt+ 21
]
, (27)
R¯12(β1, µ, t) =
1
21 (t2 − 2µt+ 1)
√
2
3
β1
√
1− µ2(2µt− 1)
×
[
t
(
β21
(
2µ2 + 3
)
+ 18β1 + 21
)
− (5β21 + 18β1 + 21)µ
]
, (28)
R¯22(β1, µ, t) =
1
21
√
6 (t2 − 2µt+ 1)β1
(
1− µ2)
×
[
β1(β1 + 6) + 2t
2(β1
(
2β1µ
2 + β1 + 12
)
+21)− 6(β1(β1 + 4) + 7)µt+ 21
]
. (29)
Considering R¯02(β1, µ, t) (Equation (27)) and left panel
of Figure 5), we see that, like the monopole, and as expected,
this is maximum for the linear triangle (µ = 1) independent
of t. This corresponds to the first term in the r.h.s. of Equa-
tion (27) which is independent of t, the second term having
value zero when µ = 1. The value of R¯02(β1, µ, t) falls off away
from the line corresponding to µ=1, and it is minimum for
µ = 0.5 which corresponds to equilateral triangles. Unlike
the monopole, we find a rather large difference between the
maximum value (88/21) and the minimum value (61/84) of
the quadrupole component R¯02(β1, µ, t) for β1 = 1. Figure 4
shows the β1 dependence of R¯
0
2(β1, µ, t) for the two extreme
triangle shapes µ = 1 and µ = 0.5 respectively.
Considering the two other quadrupole components
R¯12(β1, µ, t) and R¯
2
2(β1, µ, t) respectively presented in Equa-
tions (28) and (29) and shown in the center and right panels
of Figure 5, we see that unlike R¯00(β1, µ, t) and R¯
0
2(β1, µ, t),
these are zero for linear triangles (µ = 1) independent of the
value of t. Further, R¯12(β1, µ, t) is also zero for the S isosceles
triangles (2tµ = 1) and the equilateral triangle (µ = 0.5). We
see that R¯12(β1, µ, t) has negative values in the lower right
region µ > t corresponding to obtuse triangles. We have
R¯12(β1, µ, t) ≈ 0 around the line µ = t which corresponds to
right-angle triangles. However the exact curve
t =
5β21 + 18β1 + 21
(2µ2 + 3)β2
1
+ 18β1 + 21
(30)
along which R¯12(β1, µ, t) = 0 is slightly above µ = t and
it also encompasses some of the acute triangles. R¯12(β1, µ, t)
has positive values for most of upper left region µ < t which
corresponds to acute triangles. We also note that the dif-
ference between the maximum and the minimum values of
R¯12(β1, µ, t) is of the order of unity for β1 = 1, this will be
less for lower values of β1.
Considering R¯22(β1, µ, t), we see that it has values in
the range 0 6 R¯22(β1, µ, t), and it has a maximum value
of 61/(28
√
6) for equilateral triangles. Figure 4 shows the
β1 dependence of R¯
2
2(β1, µ, t) for equilateral triangles. We
note that both R¯02(β1, µ, t) and R¯
2
2(β1, µ, t) show very similar
β1 dependence for equilateral triangles. Also, the contour
plots corresponding to R¯02(β1, µ, t) and R¯
2
2(β1, µ, t) (the left
and right panels of Figure 5 respectively) show very similar
patterns, though the values are quite different.
We next consider the hexadecapole R¯m4 (β1, µ, t) for
which we have five independent terms m = 0, 1, 2, 3, 4. We
only discuss the first three hexadecapole moments (m =
0, 1, 2) for which the results are shown in Figure 6 for β1 = 1.
The other haxadecapole moments (m = 3, 4) have rela-
tively small values | R¯m4 (β1, µ, t) |< 0.1, and for complete-
ness we have presented these in Appendix A. Considering
R¯04(β1, µ, t) (Equation (31) and left panel of Figure 6), as
expected, we see that this has the maximum value (384/385
for β1 = 1) for linear triangles. This corresponds to the first
term in the r.h.s. of Equation (31), and the second term in
the r.h.s is zero for µ = 1. The values of R¯04(β1, µ, t) falls off
away from the line corresponding to µ = 1, and it is mini-
mum for equilateral triangles where it has a value 81/1540
for β1 = 1.
R¯04(β1, µ, t) =
24
385
β21(5β1 + 11) −
β21
(
1− µ2)
385 (t2 − 2µt+ 1) ×[
8(17β1 + 33) + t
2(3β1
(
65µ2 + 47
)
+385µ2 + 319) − 16(21β1 + 44)µt
]
(31)
We next consider the multipole moments R¯14(β1, µ, t)
and R¯24(β1, µ, t) for which the results are presented in Equa-
tions (32) and (33) and shown in the center and right pan-
els of Figure 6 respectively. As expected, both of these are
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Figure 5. This shows the three quadrupole moments R¯0
2
(β1, µ, t), R¯12(β1, µ, t) and R¯
2
2
(β1, µ, t) as functions of (µ, t) for β1 = 1.
zero for linear triangles (µ = 1). Further, R¯14(β1, µ, t) is also
zero for the S isosceles triangles and equilateral triangles.
This multipole moment has predominantly negative values
with the minimum value occurring near the stretched trian-
gle configuration, and the difference between the maximum
and minimum values is around 0.5 for β1 = 1. Considering
R¯24(β1, µ, t), we see that this is predominantly positive with
maximum value near the squeezed triangle configuration and
small negative values near the stretched triangle configura-
tion. The difference between the maximum and minimum
values gets smaller as we go to larger values of m, and con-
sidering R¯24(β1, µ, t) it is around 0.25 for β1 = 1.
R¯14(β1, µ, t) =
1
77
√
5 (t2 − 2µt + 1)β
2
1
√
1− µ2(2µt− 1)
[
t
(
β1
(
37µ2 + 3
)
+ 77µ2 + 11
)
−8(5β1 + 11)µ
]
(32)
R¯24(β1, µ, t) =
1
77 (t2 − 2µt+ 1)
√
2
5
β21
(
1− µ2) [6β1 +
t2
(
β1
(
31µ2 + 5
)
+ 77µ2 + 11
)−
4(9β1 + 22)µt + 22
]
(33)
The multipole moments with ℓ = 4 and m = 3, 4, 5, and
all the multipole moments with ℓ = 6 have small values |
R¯mℓ (β1, µ, t) |< 0.1 and we have shown these in the Appendix
for completeness.
5 DISCUSSION
Here we have proposed a method to quantify the redshift
space bispectrum by decomposing it into multipole mo-
ments B¯mℓ (k1, µ, t). In this work we have carried out a de-
tailed analysis of the situation where the bispectrum is pro-
duced by primordial non-Gaussianity, and is assumed to
evolve according to linear theory. We provide explicit analyt-
ical expressions relating all the non-zero multipole moments
to the real space bispectrum Br(k1, µ, t). Considering the
monopole (Equation (26)) we find that this is enhanced with
respect to Br(k1, µ, t), the enhancement factor depending on
the shape of the triangle and the value of β1. The enhance-
ment factor is maximum (1 + β1 + (3/5)β
2
1 + (1/7)β
3
1 ) for
linear triangles and minimum (1+β1+(3/10)β
2
1 +(1/70)β
3
1)
for equilateral triangles, and has values in between these for
triangles of other shapes.
The bisprectrum measured from redshift surveys will,
in general, be a combination of the bispectrum of pri-
mordial non-Gaussianity (PNG) and the bispectrum in-
duced by the non-linear gravitational evolution (NG). The
PNG parameter fNL is tightly bound by the bispectrum
of the CMB temperature and polarization anisotropies
(Planck Collaboration et al. 2019), and one expects the
measured bispectrum to be dominated by the NG contri-
bution at the length-scales of the Baryon Acoustic Oscil-
lation (BAO) and smaller. The analysis presented in this
paper, which is the first in a series of papers, is restricted to
the PNG bispectrum. The same formalism can be used to
quantify the redshift space distortion of the NG bispectrum
which will be presented in a subsequent paper. It may be
noted that the relative contribution from the PNG bispec-
trum becomes significant at high redshifts and at k 6 keq
where keq is the comoving wave-number corresponding to
epoch of matter radiation equality. The enhancement due to
R¯00(β1, µ, t) (Figure 4) increases the prospects of detecting
the PNG bispectrum using redshift surveys. Considering a
future scenario where we have a measurement of the PNG
bispectrum B¯mℓ (k1, µ, t) from redshift surveys, it is neces-
sary to account for the fact that this will yield an estimate
of R¯00(β1, µ, t) × fNL which depends on β1 and the shape
of the triangle. It will be important to account for this en-
hancement in order to infer a precise fNL value.
The quadrupole and the other higher multipole mo-
ments explicitly quantify the anisotropy introduced by red-
shift space distortion. The leading multipole here is the
quadrupole component B¯02(k1, µ, t). Expressing this in terms
of Br(k1, µ, t), we find that this has a a maximum value of
2
21
β1
(
5β21 + 18β1 + 21
)
for linear triangles and a minimum
value of 1
84
β1
(
β21 + 18β1 + 42
)
for equilateral triangles, and
has values in between these for triangles of other shapes. We
see that B¯02(k1, µ, t) has a strong β1 dependence (Figure 4),
particularly for linear triangles. This holds the possibility of
allowing us to use measurements of the redshift space bispec-
trum to estimate β1, analogous to the β1 estimates from the
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Figure 6. This shows the three quadrupole moments R¯0
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ratio as a function of β1 for both linear as well as equilateral
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0
)
ratio for the redshift space power spectrum.
redshift space power spectrum. To illustrate this we consider
a situation where the measured bispectrum is dominated by
the contribution from primordial non-Gaussianity, the in-
duced bispectrum caused by the non-linear evolution making
a subdominant contribution. Figure 7 shows the quadrupole
(B¯02) to monopole (B¯
0
0) ratio as a function of β1 for both
linear as well as equilateral triangles, in addition to the
quadrupole to monopole ratio for the power spectrum. We
see that this ratio is more sensitive to β1 for linear triangles
as compared to the power spectrum, whereas for equilateral
triangles it is less sensitive than the power spectrum. This
ratio is sensitive to both β1 and the shape of the triangle,
and it should be possible to improve the β1 estimates by
jointly modelling the power spectrum and the bispectrum
(Gil-Mar´ın et al. 2017) instead of using the power spectrum
alone. RSD
The multipole moment R¯mℓ (k1, µ, t) shows a very inter-
esting shape dependence where it is positive for acute tri-
angles and negative for obtuse triangles. The various other
multipole moments each shows a very distinctive shape de-
pendence. Several of these (ℓ,m) = (2, 1), (2, 2), (4, 0)) show
variations of order unity if the shape of the triangle is
changed for β1 = 1. A couple more (ℓ,m) = (4, 1), (4, 2)
show variations of order ∼ 0.4. These characteristic varia-
tions, if measured, will impose further constraints on β1. Fur-
ther, such characteristic shape dependencies may also prove
to be a distinctive feature of linear primordial non-Gaussian
fluctuations.
The present paper is entirely restricted to a linear the-
ory analysis of the bispectrum arising from primordial non-
Gaussianity. We however expect the induced bispectrum
arising from non-linear evolution to dominate, particularly
at low redshifts. We plan to address the theoretical predic-
tions for this scenario in future work.
APPENDIX A: HIGHER MULTIPOLES
Here we first consider two of the hexadecapole moments
R¯34(β1, µ, t) and R¯
4
4(β1, µ, t) for which the analytical expres-
sions are respectively presented in Equations (A1) and (A2),
and the results shown for β1 = 1 in Figure A1.
R¯34(β1, µ, t) =
β21(3β1 + 11)
(
1− µ2) 32 t(2µt− 1)
11
√
35 (t2 − 2µt + 1) (A1)
R¯44(β1, µ, t) =
β21(β1 + 11)
(
1− µ2)2 t2
11
√
70 (t2 − 2µt + 1) (A2)
Considering ℓ = 6 and m = 0 to 4, the analytic ex-
pressions for the various multipole moments are presented
in Equations (A3) to (A7). For these the results are shown
in Figures A2 and A3. As mentioned earlier, R56(β1, µ, t) and
R66(β1, µ, t) are both zero.
R¯06(β1, µ, t) =
16β31
231
− 2β
3
1
(
1− µ2)
231
×(
5
(
7µ2 + 1
)
t2 − 40µt + 12)
(t2 − 2µt + 1) (A3)
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Figure A1. This shows the three quadrupole moments R¯3
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(β1, µ, t) and R¯44(β1, µ, t) as functions of (µ, t) for β1 = 1.
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Figure A3. This shows the two multipole moments R¯3
6
(β1, µ, t) and R¯46(β1, µ, t) as functions of (µ, t) for β1 = 1.
R¯16(β1, µ, t) = 2
√
2
21
β31
√
1− µ2(2µt − 1) ×
((
7µ2 − 3) t− 4µ)
33 (t2 − 2µt+ 1) (A4)
R¯26(β1, µ, t) =
8β31
(
1− µ2) ((7µ2 − 1) t2 − 6µt+ 1)
33
√
105 (t2 − 2µt + 1) (A5)
R¯36(β1, µ, t) =
4β31
(
1− µ2)3/2 t(2µt− 1)
11
√
105 (t2 − 2µt+ 1) (A6)
R¯46(β1, µ, t) =
√
2
7
β31
(
1− µ2)2 t2
33 (t2 − 2µt+ 1) (A7)
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