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(CO)HOMOLOGY OF CROSSED PRODUCTS IN WEAK CONTEXTS
JORGE A. GUCCIONE, JUAN J. GUCCIONE, AND CHRISTIAN VALQUI
Abstract. We obtain a mixed complex simpler than the canonical one the computes the
type cyclic homologies of the weak crossed products E := A ×Fχ V introduced in [2]. This
complex is provided with a canonical filtration, whose spectral sequence generalizes the spectral
sequence obtained in [6]. Under suitable conditions, the above mentioned mixed complex is
provided with another filtration, whose spectral sequence generalize the Feigin-Tsygan spectral
sequence. These results apply in particular to the crossed products of algebras by weak
bialgebras.
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Introduction
Due to the relation of the actions of groups on algebras with non-commutative geometry, the
problem of developing tools to compute the cyclic homology of smash products algebras A#k[G],
where A is an algebra and G is a group, was considered in [9, 12, 18]. For instance, in the first
paper the authors obtained a spectral sequence converging to the cyclic homology of A#k[G],
and in [12], this result was derived from the theory of paracyclic modules and cylindrical mod-
ules developed by the authors. The main tool for this computation was a version for cylindri-
cal modules of the Eilenberg-Zilber theorem. More recently, and also due to its connections
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with non-commutative geometry, the cyclic homology of algebras obtained through more general
constructions (Hopf crossed products, Hopf Galois extensions, Braided Hopf crossed products,
etcetera) has been extensively studied. See for instance [1, 6, 7, 13, 15, 19, 20]. The method de-
veloped in [6, 7, 13] has the advantage over others that it works for arbitrary cocycles. In this
paper we use it to compute the Hochschild (co)homology and the type cyclic homologies of the
weak crossed products introduced in [2]. Specifically, for such a crossed product E := A ×Fχ V ,
we construct a mixed complex, simpler than the canonical one, that computes the Hochschild,
cyclic, negative and periodic homologies of E. The Hochschild and cyclic complexes of this
mixed complex are provided with canonical filtrations whose spectral sequences generalize the
Hochschild-Serre spectral sequence and the Feigin and Tsygan spectral sequence. We also study
the Hochschild cohomology of these algebras. In the subsequent paper [14] we use the main
results of this paper in order to compute the Hochschild (co)homology and the type cyclic ho-
mologies of crossed products of algebras by weak Hopf algebras with invertible cocycle. We hope
that our method works also for partial crossed products (see [3])
The paper is organized as follows:
A crossed product system with preunit is a tuple (A, V, χ,F , ν), where A a k-algebra, V a
k-vector space and χ : V ⊗k A→ A⊗k V and F : V ⊗k A→ A⊗k V are maps satisfying suitable
conditions. Each such a tuple has associated an algebra E := A ×Fχ V . If F is a cocycle that
satisfied the twisted module condition (see Definition 1.5), then E is an associative algebra with
unit, which is named the unitary crossed product of A by V associated with χ and F . In Section 1
we give a review of the these crossed products (that includes the crossed products introduced
in [5]), we also recall the concept of mixed complex and the perturbation lemma. In Section 2
we construct a resolution of E as an E-bimodule. In Section 3 and 4 we use this resolution to
obtain complexes, simpler than the canonical ones, that compute the Hochschild homology and
the Hochschild cohomology of E with coefficients in an E-bimodule M . Then, in Section 5 we
study the cup and the cap products of E, and, finally, in Section 6 we obtain a mixed complex,
simpler that the canonical one, that computes the type cyclic homologies of E.
1 Preliminaries
In this article we work in the category of vector spaces over a field k. Hence we assume implicitly
that all the maps are k-linear maps. The tensor product over k is denoted by ⊗k. By an algebra
we understand and associative algebra over k. Given an arbitrary algebra K, a K-bimodule V
and a n ≥ 0, we let V ⊗nK denote the n-fold tensor product V ⊗K · · · ⊗K V , which is considered
as a K-bimodule via
λ · (v1 ⊗K · · · ⊗K vn) · λ′ := λ · v1 ⊗K · · · ⊗K vn · λ′.
Given k-vector spaces U , V , W and a map g : V →W we write U ⊗k g for idU ⊗kg and g ⊗k U
for g⊗k idU . Given a algebra C, we let µ : C ⊗k C → C denote its multiplication map. When C
is unitary we let η : k → C, denote its unit.
In some parts of this article we use the nowadays well known graphic calculus for monoidal
and braided categories. As usual, morphisms will be composed from top to bottom and tensor
products will be represented by horizontal concatenation from left to right. The identity map of
a k-vector space will be represented by a vertical line. Given an algebra A, the diagrams
, , and
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stand for the multiplication map, the unit (when C is unital), the action of C on a left C-module
and the action of C on a right C-module, respectively. We will also use the diagrams
, , F and
ν
to denote the flip, a twisting map (See Definition 1.1), and the maps F and ν of a crossed product
system with preunit (See Definition 1.3).
1.1 Weak Brzezin´ski’s crossed products
In this subsection we recall a very general notion of crossed product developed in [2,10], and we
review its basic properties. Also we compare this construction with the one given in [5].
Definition 1.1. A triple (A, V, χ), consisting of an associative algebra A, a k-vector space V
and a map χ : V ⊗k A −→ A⊗k V , is a twisted space if
χ ◦ (V ⊗k µA) = (µA ⊗k V ) ◦ (A⊗k χ) ◦ (χ⊗k A). (1.1)
In such a case we say that χ is a twisting map.
Throughout this paper we assume that A is a unitary algebra and (A, V, χ) is a twisted space.
A direct computation shows that A⊗k V is a non unitary A-bimodule via
a′ · (a⊗k v) = a′a⊗k v and (a⊗k v) · a′ = a · χ(v ⊗k a′).
Let ∇χ be the endomorphism of A ⊗k V defined by ∇χ(a ⊗k v) := a · χ(v ⊗k 1A). It is easy
to see that ∇χ is a left and right A-linear idempotent, and that χ(V ⊗k A) ⊆ A × V , where
A × V := ∇χ(A ⊗k V ). Let pχ and ıχ be the corestriction of ∇χ to A × V and the canonical
inclusion of A× V in A⊗k V , respectively. By the above discussion pχ ◦ ıχ = idA×V . Moreover
A× V is an unitary A-subbimodule of A⊗k V and both pχ and ıχ are A-bimodule morphisms.
Remark 1.2. Note that ∇χ(x) = x · 1A for all x ∈ A⊗k V . So, A× V is the set of all the x’s in
A⊗k V such that x · 1A = x. The group Xχ :=
{
x ∈ A⊗k V : x · 1A = 0
}
. is an A-subbimodule
of A⊗k V and A⊗k V = A× V ⊕Xχ. Moreover the projection of A⊗k V onto A× V along Xχ
coincides with pχ.
Let C be a k-vector space and let ∇C : C → C be an idempotent map. An associative product
µC : C ⊗k C −→ C is said to be normalized with respect to ∇C if ∇C(cc′) = cc′ = ∇C(c)∇C(c′),
for all c, c′ ∈ C.
Let C be an algebra. A map ν : k → C is a preunit of µC if ν(1) is a central idempotent of C.
Definition 1.3. We say that a tuple (A, V, χ,F , ν) is a crossed product system with preunit if
(1) (A, V, χ) is a twisted space,
(2) F : V ⊗k V −→ A⊗k V is a map with Im(F) ⊆ A× V ,
(3) ν : k −→ A⊗k V is a map satisfying
(µA ⊗k V ) ◦ (A⊗k F) ◦ (χ⊗k V ) ◦ (V ⊗k ν) = ∇χ ◦ (ηA ⊗k V ), (1.2)
(µA ⊗k V ) ◦ (A⊗k F) ◦ (ν ⊗k V ) = ∇χ ◦ (ηA ⊗k V ), (1.3)
(µA ⊗k V ) ◦ (A⊗k χ) ◦ (ν ⊗k A) = (µA ⊗k V ) ◦ (A⊗k ν). (1.4)
Notation 1.4. Given a crossed product system with preunit (A, V, χ,F , ν), we let A⊗Fχ V denote
A⊗k V endowed with the (non necessarily associative) multiplication map µA⊗Fχ V defined by
µA⊗Fχ V := (µA ⊗k V ) ◦ (µA ⊗k F) ◦ (A⊗k χ⊗k V ),
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and we let A×Fχ V denote A× V endowed with the (non necessarily associative) multiplication
map µA×Fχ V , defined as the restriction and corestriction of µA⊗Fχ V to A×V (this is correct since
clearly Im
(
µA⊗Fχ V
) ⊆ A × V ). In the sequel for simplicity we will write E instead of A ×Fχ V
and E instead of A⊗Fχ V .
Definition 1.5. Let (A, V, χ,F , ν) be a crossed product system with preunit. We say that F is
a cocycle that satisfies the twisted module condition if
F
=
F
and
F
F =
F
F
More precisely, the first equality says that F satisfies the twisted module condition, and the
second one says that F is a cocycle.
Let (A, V, χ,F , ν) be a crossed product system with preunit and let
∇ν : E −→ E , ′ν : A→ E , ν : A→ E and γ : V → E
be the arrows defined by
∇ν(a⊗k v) := (a⊗k v)ν(1k), ′ν(a) := a·ν(1k), ν(a) := ∇χ(′ν(a)) and γ(v) := ∇χ(1A⊗k v).
Theorem 1.6. Let (A, V, χ,F , ν) be a crossed product system with preunit. If F is a cocycle
that satisfies the twisted module condition, then the following facts hold:
(1) µE is a left and right A-linear associative product, that is normalized with respect to ∇χ.
(2) ν is a preunit of µE , ∇ν = ∇χ and ν(k) ⊆ E.
(3) µE is left and right A-linear, associative and has unit 1E := ν(1k).
(4) The maps ıχ and pχ are multiplicative.
(5) ′ν is left and right A-linear, multiplicative, and 
′
ν(A) ⊆ E.
(6) ν is left and right A-linear, multiplicative and unitary.
(7) ν(a)x = a · x and xν(a) = x · a, for all a ∈ A and x ∈ E.
(8) χ(v ⊗k a) = (1A ⊗k v)′ν(a) and F(v ⊗k w) = (1A ⊗k v)(1A ⊗k w).
(9) χ(v ⊗k a) = γ(v)ν(a) and F(v ⊗k w) = γ(v)γ(w).
Proof. Except for items 4), 7) and the assertions about the right A-linearity in items 3), 5)
and 6), whose proofs we leave to the reader, this follows immediately from [10, Remark 3.10, one
implication of Theorem 3.11 and Corollary 3.12]. 
Remark 1.7. By item 5) of the previous theorem, ν(a) = 
′
ν(a) for all a ∈ A.
When the hypotheses of Theorem 1.6 are fulfilled we say that E is the unitary crossed product
of A with V associated with χ and F .
Example 1.8. Let (A, V, χ) and F be as in items 1) and 2) of Definition 1.3 and let 1V ∈ V . If
χ(1V ⊗k a) = a · χ(1V ⊗k 1A) and F is a twisted module cocycle satisfying
F(1V ⊗k v) = F(v ⊗k 1V ) = χ(v ⊗k 1A),
then the tuple (A, V, χ,F , ν), where ν is the map defined by ν(1k) := χ(1V ⊗k 1A), is a crossed
product system with preunit.
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Example 1.9. The crossed product systems introduced by Brzezin´ski in [5] are the crossed
product systems with unit (A, V, χ,F , 1V ), such that χ(v ⊗k 1A) = 1A ⊗k v and F is a normal
cocycle that satisfies the twisted module condition. The crossed product constructed from the
datum (A, V, χ,F , 1V ) is called the Brzezin´ski crossed product of A with V associated with χ, F
and 1V . If (A, V, χ,F , 1V ) is a Brzezin´ski’s crossed product system, then
χ(1V ⊗k a) = a⊗k 1V and ∇ = idA⊗V ,
which implies E = E . Suppose now that V is an algebra with unit 1V . A Brzezin´ski’s crossed
product in which F is the trivial cocycle given by F(v⊗kw) := 1A⊗kvw, is called a twisted tensor
product. In this case F is automatically a normal cocycle and the twisted module condition says
that
χ ◦ (µV ⊗k A) = (A⊗k µV ) ◦ (χ⊗k V ) ◦ (V ⊗k χ).
When we deal with twisted tensor products we write A⊗χ V instead A⊗Fχ V .
In the rest of the section we assume that (A, V, χ,F , ν) is a crossed product system with
preunit, in which F is a cocycle that satisfies the twisted module condition.
Remark 1.10. By definition ∇χ(a⊗k v) = a ·γ(v). Consequently; if a ·γ(v) =
∑
l a(l)⊗k v(l), then
ν(a)γ(v) = a · γ(v) =
∑
l
a(l) · γ(v(l)) =
∑
l
ν(a(l))γ(v(l)); (1.5)
if χ(v ⊗k a) =
∑
l a(l) ⊗k v(l), then
γ(v)ν(a) = χ(v ⊗k a) =
∑
l
ν(a(l))γ(v(l)); (1.6)
and if F(v ⊗k w) =
∑
l a(l) ⊗k u(l), then
γ(v)γ(w) = F(v ⊗k w) =
∑
l
ν(a(l))γ(u(l)). (1.7)
Proposition 1.11. For each subalgebra R of A,
(R⊗k V ) ∩ E ⊆ R · γ(V ) = ν(R)γ(V ).
Moreover, if γ(V ) ⊆ R⊗k V , then the equality holds.
Proof. Since ∇χ is a left A-linear projection with image E, we have
(R⊗k V ) ∩ E = ∇χ
(
(R⊗k V ) ∩ E
) ⊆ ∇χ(R⊗k V ) = R · γ(V ) = ν(R)γ(V ).
The last assertion holds since γ(V ) ⊆ R⊗k V implies R · γ(V ) ⊆ R · (R⊗k V ) = R⊗k V . 
Definition 1.12. We say that a subalgebra R of A is stable under χ if χ(V ⊗k R) ⊆ R⊗k V .
Lemma 1.13. If R is a stable under χ subalgebra of A, then
γ(V )ν(R) ⊆ (R⊗k V ) ∩ E = ν(R)γ(V ).
Proof. Since R is stable under χ, we know that γ(V ) ⊆ R⊗k V . So,
γ(V )ν(R) = χ(V ⊗k R) ⊆ (R⊗k V ) ∩ E = ν(R)γ(V ),
where the first equality holds by Theorem 1.6(9); and the last one, by Proposition 1.11. 
Lemma 1.14. Let R be a k-subalgebra of A. If F(V ⊗k V ) ⊆ R⊗k V , then
γ(V )γ(V ) ⊆ (R⊗k V ) ∩ E ⊆ ν(R)γ(V ).
Proof. By Theorem 1.6(9), the fact that F(V ⊗k V ) ⊆ (R⊗k V ) ∩ E and Proposition 1.11. 
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Notation 1.15. We let χ
jl
: V ⊗
j
k ⊗k A⊗lk −→ A⊗lk ⊗k V ⊗jk denote the map defined by:
χ11 := χ,
χj+1,1 :=
(
χj1 ⊗k V
) ◦ (V ⊗jk ⊗k χ) for j ≤ 1,
χ
j,l+1
:=
(
A⊗
l
k ⊗k χj1
) ◦ (χ
jl
⊗k A
)
for j, l ≤ 1.
Furthermore, we set χ
j0
:= id
V ⊗
j
k
and χ
0l
:= id
A⊗
l
k
for all j, l ≥ 1.
Proposition 1.16. Let K be a subalgebra of A and let A := A/K. If K is stable under χ, then
each χjl induces maps
χ¯jl : V
⊗jk ⊗k A⊗lK −→ A⊗lK ⊗k V ⊗
j
k and χjl : V
⊗jk ⊗k A⊗
l
K −→ A⊗
l
K ⊗k V ⊗
j
k .
Proof. Straightforward. 
1.2 Mixed complexes
In this subsection we recall briefly the notion of mixed complex. For more details about this
concept we refer to [4, 16].
A mixed complex X := (X, b,B) is a graded k-module (Xn)n≥0, endowed with morphisms
b : Xn −→ Xn−1 and B : Xn −→ Xn+1,
such that
b ◦ b = 0, B ◦B = 0 and B ◦ b+ b ◦B = 0.
A morphism of mixed complexes g : (X, b,B) −→ (Y, d,D) is a family of maps g : Xn → Yn, such
that d◦g = g◦b and D◦g = g◦B. Let u be a degree 2 variable. A mixed complex X := (X, b,B)
determines a double complex
BP(X ) =
...
...
...
...
· · · X3u−1 X2u0 X1u X0u2
· · · X2u−1 X1u0 X0u
· · · X1u−1 X0u0
· · · X0u−1
b b b b
B B B B
b b b
B B B
b b
B B
b
B
,
where b(xui) := b(x)ui and B(xui) := B(x)ui−1. By deleting the positively numbered columns
we obtain a subcomplex BN(X ) of BP(X ). Let BN′(X ) be the kernel of the canonical surjection
from BN(X ) to (X, b). The quotient double complex BP(X )/BN′(X ) is denoted by BC(X ).
The homology groups HC∗(X ), HN∗(X ) and HP∗(X ), of the total complexes of BC(X ), BN(X )
and BP(X ) respectively, are called the cyclic, negative and periodic homology groups of X . The
homology HH∗(X ), of (X, b), is called the Hochschild homology of X . Finally, it is clear that a
morphism f : X → Y of mixed complexes induces a morphism from the double complex BP(X )
to the double complex BP(Y).
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Let C be an algebra. If K is a subalgebra of C we will say that C is a K-algebra. Given a
K-bimodule M , we let M⊗K denote the quotient M/[M,K], where [M,K] is the k-submodule of
M generated by all the commutators mλ− λm, with m ∈M and λ ∈ K. Moreover, for m ∈M ,
we let [m] denote the class of m in M⊗K .
By definition, the normalized mixed complex of the K-algebra C is (C ⊗K C⊗
∗
K⊗K , b∗, B∗),
where C := C/K, b∗ is the canonical Hochschild boundary map and the Connes operator B∗ is
given by
B
(
[c0 ⊗K · · · ⊗K cr]
)
:=
r∑
i=0
(−1)ir[1⊗K ci ⊗K · · · ⊗K cr ⊗K c0 ⊗K c1 ⊗K · · · ⊗K ci−1].
The cyclic, negative, periodic and Hochschild homology groups HCK∗ (C), HN
K
∗ (C), HP
K
∗ (C) and
HHK∗ (C) of C are the respective homology groups of (C ⊗K C
⊗∗K⊗K , b∗, B∗).
1.3 The perturbation lemma
Next, we recall the perturbation lemma. We present the version given in [8].
A homotopy equivalence data
(Y, ∂) (X, d)
p
i
X∗ X∗+1h (1.8)
consists of the following:
(1) Chain complexes (Y, ∂), (X, d) and quasi-isomorphisms i, p between them,
(2) A homotopy h from i ◦ p to id.
A perturbation of (1.8) is a map δ : X∗ → X∗−1 such that (d + δ)2 = 0. We call it small if
id−δ ◦ h is invertible. In this case we write A := (id−δ ◦ h)−1 ◦ δ and we consider de diagram
(Y, ∂1) (X, d)
p1
i1
X∗ X∗+1,h
1 (1.9)
where
∂1 := ∂ + p ◦A ◦ i, i1 := i+ h ◦A ◦ i, p1 := p+ p ◦A ◦ h, h1 := h+ h ◦A ◦ h.
A deformation retract is a homotopy equivalence data such that p◦ i = id. A deformation retract
is called special if h ◦ i = 0, p ◦ h = 0 and h ◦ h = 0.
In all the cases considered in this paper the morphism δ◦h is locally nilpotent (in other for all
x ∈ X∗ there exists n ∈ N such that (δ◦h)n(x) = 0). Consequently, (id−δ◦h)−1 =
∑∞
n=0(δ◦h)n.
Theorem 1.17 ([8]). If δ is a small perturbation of (1.8), then the diagram (1.9) is an homotopy
equivalence data. Furthermore, if (1.8) is a special deformation retract, then so it is (1.9).
2 A resolution for a weak Brzezin´ski’s crossed product
Let A be an algebra, V a k-vector space, K a subalgebra of A and (A, V, χ,F , ν) a crossed
product system with preunit. Assume that F is a cocycle that satisfies the twisted module
condition and that K is stable under χ. Recall that E = A ×Fχ V . By the discussions above
Remark 1.2 we know that E is an A-bimodule, and so it is also a K-bimodule. Moreover, by
Theorem 1.6(7) the left and right actions of A on E coincide with those obtained through the
morphism ν : A → E. Let Υ denote the family of all the epimorphisms of E-bimodules which
split as (E,K)-bimodule maps. In this section we construct a Υ-relative projective resolution
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(X∗, d∗), of E as an E-bimodule, simpler than the normalized bar resolution of E. Also we will
construct comparison maps between both resolutions. We let ⊗ denote ⊗K and we set
A :=
A
K
, E :=
E
ν(K)
and E˜ :=
E
ν(A)
.
Notations 2.1. We will use the following notations:
(1) For each x ∈ E we let x and x˜ denote its class in E and E˜, respectively. Similarly, for
a ∈ A we let a denote its class in A.
(2) Given x1, . . . , xs ∈ E and 1 ≤ i ≤ j ≤ s, we set
xij := xi ⊗ · · · ⊗ xj and x˜ij := x˜i ⊗A · · · ⊗A x˜j .
(3) Given v1, . . . , vs ∈ V and 1 ≤ i ≤ j ≤ s, we set vij := vi ⊗k · · · ⊗k vj .
(4) Given a1, . . . , ar ∈ A and 1 ≤ i ≤ j ≤ r, we set aij := ai⊗· · ·⊗aj , and we let aij denote
the class of aij in A
⊗j−i+1
.
(5) We let γ : V → E and γ˜ : V → E˜ denote the maps induced by γ.
(6) Given v1, . . . , vs ∈ V and 1 ≤ i ≤ j ≤ s, we write γ(vij), γA(vij) and γ˜A(vij) to mean
γ(vi)⊗ · · · ⊗ γ(vj), γ(vi)⊗A · · · ⊗A γ(vj) and γ˜(vi)⊗A · · · ⊗A γ˜(vj),
respectively.
(7) We let ν : A→ E denote the map induced by ν .
(8) Given a1, . . . , ar ∈ A and 1 ≤ i < j ≤ r, we set ν(aij) := ν(ai)⊗ · · · ⊗ ν(aj).
(9) We let
µ˜E : E ⊗A E → E, µE : E ⊗ E → E and µA : A⊗A→ A
denote the maps induced by the multiplication maps µE and µA.
For all s ≥ 0, we set
Y ′s := E ⊗A E⊗
s
A ⊗A E and Ys := E ⊗A E˜⊗sA ⊗A E,
while, for all r, s ≥ 0, we set
X ′rs := E ⊗A E⊗
s
A ⊗A⊗
r
⊗ E and Xrs := E ⊗A E˜⊗sA ⊗A⊗
r
⊗ E.
Remark 2.2. For each s ≥ 0, we consider E ⊗k V ⊗sk as a right A-module via
(x⊗k v1s) · a :=
∑
x · a(l) ⊗k v(l)1s ,
where
∑
l a
(l) ⊗k v(l)1s := χ(v1s ⊗k a).
Proposition 2.3. The following assertions hold:
(1) For each s ≥ 0 the map θs :
(
E ⊗k V ⊗sk
)⊗A E −→ Y ′s , given by
θs
(
(1E ⊗k v1s)⊗A 1E
)
:= 1E ⊗A γA(v1s)⊗A 1E ,
is an isomorphism of E-bimodules.
(2) For each r, s ≥ 0 the map θrs :
(
E ⊗k V ⊗sk
)⊗A⊗r ⊗ E −→ X ′rs, given by
θrs
(
(1E ⊗k v1s)⊗ a1r ⊗ 1E
)
:= 1E ⊗A γA(v1s)⊗ a1r ⊗ 1E ,
is an isomorphism of E-bimodules.
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Proof. We prove item (2) and leave the proof of item (1), which is similar, to the reader. By
Remark 1.2 we have a canonical isomorphism
X ′rs = E ⊗A (A⊗k V )⊗
s
A ⊗A⊗
r
⊗ E ' (E ⊗k V ⊗sk)⊗A⊗r ⊗ E. (2.10)
Let a1, . . . , ar ∈ A and v1, . . . , vs ∈ V . Since, for all v ∈ V ,
γ(v) = (1⊗k v) · 1A ≡ 1⊗k v (mod Xχ),
the isomorphism (2.10) maps 1E ⊗A γA(v1s) ⊗ a1r ⊗ 1E to (1E ⊗k v1s) ⊗ a1r ⊗ 1E , and so it is
the inverse of θrs. 
Remark 2.4. The following assertions hold:
(1) Y ′0 = Y0 ' E ⊗A E and X ′r0 = Xr0 ' E ⊗A
⊗r ⊗ E as E-bimodules.
(2) X ′0s ' E ⊗A E⊗
s
A ⊗ E and X0s ' E ⊗A E˜⊗sA ⊗ E as E-bimodules.
Consider the diagram of E-bimodules and E-bimodule maps
...
Y2 X02 X12 · · ·
Y1 X01 X11 · · ·
Y0 X00 X10 · · · ,
−∂3
−∂2
−∂1
υ2 d
0
12 d
0
22
υ1 d
0
11 d
0
21
υ0 d
0
10 d
0
20
where (Y∗, ∂∗) is the normalized bar resolution of the A-algebra E, introduced in [11]; for each
s ≥ 0, the complex (X∗s, d0∗s) is (−1)s-times the normalized bar resolution of the K-algebra A,
tensored on the left over A with E ⊗A E˜⊗sA , and on the right over A with E; and for each s ≥ 0,
the map υs is the canonical surjection.
Proposition 2.5. Each one of the rows of the above diagram is contractible as a (E,K)-bimodule
complex. A contracting homotopy
σ00s : Ys → X0s and σ0r+1,s : Xrs → Xr+1,s for r ≥ 0,
of the s-th row, is given by
σ00s(x0 ⊗A x˜1s ⊗A xs+1) :=
∑
x0 ⊗A x˜1s · a(l) ⊗ γ(v(l))
and
σ0r+1,s(x0 ⊗A x˜1s ⊗ a1r ⊗ xs+1) := (−1)r+s+1
∑
x0 ⊗A x˜1s ⊗ a1r ⊗ a(l) ⊗ γ(v(l)),
where
∑
l a(l) ⊗k v(l) = xs+1.
Proof. To begin not that the morphism σ00s is well defined, since
σ˜00s(x0 ⊗A x˜1s ⊗k a · xs+1) =
∑
x0 ⊗A x˜1s · aa(l) ⊗ γ(v(l)) = σ˜00s(x0 ⊗A x˜1s · a⊗k xs+1).
In order to finish the proof of the proposition we must check that
υs ◦ σ00s = idYs , (2.11)
σ00s ◦ υs + d01s ◦ σ01s = idX0s (2.12)
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and
σ0rs ◦ d0rs + d0r+1,s ◦ σ0r+1,s = idXrs for r > 0. (2.13)
A direct computation shows that
υ
(
σ0(x0 ⊗A x˜1s ⊗A xs+1)
)
=
∑
x0 ⊗A x˜1s ⊗A a(l) · γ(v(l)),
σ0
(
υ(x0 ⊗A x˜1s ⊗ xs+1)
)
=
∑
l
x0 ⊗A x˜1s · a(l) ⊗ γ(v(l)),
σ0
(
d0(x0⊗A x˜1s⊗ a1r⊗ xs+1)
)
=
∑
(−1)rx0 ⊗A x˜1s⊗A b′
(
1A ⊗ a1r⊗ 1A
)⊗A a(l) ⊗ γ(v(l))
and
d0
(
σ0(x0⊗A x˜1s⊗ a1r⊗ xs+1)
)
=
∑
(−1)r+1x0⊗A x˜1s⊗A b′
(
1A ⊗ a1r⊗ a(l) ⊗ 1A
)⊗A γ(v(l)),
where b′∗ is the boundary map of the normalized Hochschild resolution of the K-algebra A. So,
equalities (2.11), (2.12) and (2.13) follow immediately from equality (1.5). 
Remark 2.6. Using equality (1.5) it is easy to see that if xs+1∈(K⊗k V )∩E, then, for all a∈A,
σ00s(x0 ⊗A x˜1s ⊗A a · xs+1) = x0 ⊗A x˜1s · a⊗ xs+1 (2.14)
and
σ0r+1,s(x0 ⊗A x˜1s ⊗ a1r ⊗ a · xs+1) = (−1)r+s+1x0 ⊗A x˜1s ⊗ a1r ⊗ a⊗ xs+1. (2.15)
Remark 2.7. The complex of E-bimodules
E Y0 Y1 Y2 Y3 Y4 Y5 · · ·
−µ˜E −∂1 −∂2 −∂3 −∂4 −∂5 −∂6
is contractible as a complex of (E,A)-bimodules. A chain contracting homotopy
σ−10 : E → Y0 and σ−1s+1 : Ys → Ys+1 for s ≥ 0,
is given by σ−1s+1(x0 ⊗A x˜1s ⊗A xs+1) := (−1)sx0 ⊗A x˜1,s+1 ⊗A 1E .
Notation 2.8. In the sequel we will use the following notations:
(1) Let r, s ≥ 0 and let 0 ≤ u ≤ r. For each k-subalgebra R of A, we let Lurs(R) denote the
(A,K)-subbimodule of Xrs generated by the simple tensors of the form
1E ⊗A γ˜A(v1s)⊗ a1r ⊗ 1E ,
where v1, . . . , vs ∈ V , a1, . . . , ar ∈ A and at least u of the aj ’s are in R.
(2) Let r, s ≥ 0 and let 0 ≤ u ≤ r. For each k-subalgebra R of A, we let Lurs(R) denote the
(A,K)-subbimodule of X ′rs generated by the simple tensors of the form
1E ⊗A γA(v1s)⊗ a1r ⊗ 1E ,
where v1, . . . , vs ∈ V , a1, . . . , ar ∈ A and at least u of the aj ’s are in R.
(3) Let r, s ≥ 0 and let 0 ≤ u ≤ r. For each k-subalgebra R of A we set
Uurs(R) := L
u
rs(R) · γ(V ), Wurs(R) := Lurs(R) ·A and Uurs(R) := Lurs(R) · γ(V )
Remark 2.9. Note that for 0 ≤ u ≤ r and all R ⊆ A,
Lurs(A) = L
0
rs(R), U
u
rs(A) = U
0
rs(R) and W
u
rs(A) = W
0
rs(R).
To abbreviate expressions we will write Lrs, Urs and Wrs instead of L
0
rs(A), U
0
rs(A) and W
0
rs(A),
respectively.
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For r ≥ 0 and 1 ≤ l ≤ s, we define E-bimodule maps dlrs : Xrs → Xr+l−1,s−l recursively on l
and r, by:
dl(z) :=

σ0 ◦ ∂ ◦ υ(z) if l = 1 and r = 0,
−σ0 ◦ d1 ◦ d0(z) if l = 1 and r > 0,
−∑l−1j=1 σ0 ◦ dl−j ◦ dj(z) if 1 < l and r = 0,
−∑l−1j=0 σ0 ◦ dl−j ◦ dj(z) if 1 < l and r > 0,
for z ∈ E ·Lrs.
Theorem 2.10. The chain complex
E X0 X1 X2 X3 X4 · · · ,
µE d1 d2 d3 d4 d5
where
Xn :=
⊕
r+s=n
Xrs and dn :=
n∑
l=1
dl0n +
n∑
r=1
n−r∑
l=0
dlr,n−r,
is a Υ-relative projective resolution of E.
Proof. This is an immediate consequence of [13, Corollary A2]. 
In order to carry out our computations we also need to give an explicit contracting homotopy
of this resolution. For this we define (E,K)-bimodule maps
σll,s−l : Ys −→ Xl,s−l and σlr+l+1,s−l : Xrs −→ Xr+l+1,s−l
recursively on l, by:
σlr+l+1,s−l := −
l−1∑
i=0
σ0 ◦ dl−i ◦ σi (0 < l ≤ s and r ≥ −1).
Proposition 2.11. A contracting homotopy
σ0 : E → X0 and σn+1 : Xn → Xn+1 for n ≥ 0,
of the resolution introduced in Theorem 2.10, is given by
σ0(x) := −σ000 ◦ σ−10 (x)
and
σn+1(x) :=

−
n+1∑
l=0
σll,n−l+1 ◦ σ−1n+1 ◦ υn(x) +
n∑
l=0
σll+1,n−l(x) if x ∈ X0n,
n−r∑
l=0
σlr+l+1,n−r−l(x) if x ∈ Xr,n−r with r > 0.
Proof. This is a direct consequence of [13, Corollary A2]. 
Notation 2.12. Given a right A-submodule E1 of E and a left A-submodule E2 of E, we let
E1⊗¯AE˜⊗sA⊗¯AE2 denote the image of the canonical map E1⊗A E˜⊗sA ⊗AE2 −→ E⊗A E˜⊗sA ⊗AE.
Remark 2.13. By its very definition,
σ0(ν(A)⊗¯AE˜⊗sA⊗¯AE) ⊆ U0s and σ0(Lrs ·E) ⊆ Ur+1,s for all r, s ≥ 0.
So,
dl(E ·Lrs) ⊆ E ·Ur+l−1,s−l for all r ≥ 0 and 1 ≤ l ≤ s. (2.16)
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Remark 2.14. By Remark 2.13 and the definition of σl, we have
σl(Ys) ⊆ E ·Ul,s−l and σl(Xrs) ⊆ E ·Ur+l+1,s−l for all r ≥ 0 and 0 ≤ l ≤ s.
Remark 2.15. By Remark 2.14 and the definition of σ, we have
σ(Xr,n−r) ⊆
{⊕n
l=−1E ·Ul+1,n−l if r = 0,⊕n−r
l=0 E ·Ur+l+1,n−r−l if r > 0.
From now on we assume that K is stable under χ and that 1E ∈ K⊗kV . By the first condition
we have γ(V ) ⊆ K ⊗k V . So, by equality (2.15),
σ0(E ·Urs) = 0 for all r, s ≥ 0. (2.17)
On the other hand, by the second condition and equalities (2.14) and (2.15),
σ0
(
ν(A)⊗¯AE˜⊗sA⊗¯Aν(A)
) ⊆ L0s for all r, s ≥ 0. (2.18)
and
σ0(Wrs) ⊆ Lr+1,s for all s ≥ 0. (2.19)
Remark 2.16. By Remark 2.14 and equality (2.17), we have σ0 ◦ σ0 = 0.
Remark 2.17. By Remark 2.14, the definitions of σ, υ and σ−1, and the inclusion in (2.18),
σ(X0n) ⊆ E ·L0,n+1 ⊕
n⊕
l=0
E ·Ul+1,n−l.
Proposition 2.18. The homotopy σ found in Proposition 2.11 satisfies
σn+1(x) = −σ00,n+1 ◦ σ−1n+1 ◦ υn(x) +
n∑
l=0
σll+1,n−l(x) for all x ∈ X0n.
Proof. By the definitions of σ, υ and σ−1, it suffices to prove that
σl
(
E⊗¯AE˜⊗
n+1
A ⊗¯Aν(A)
)
= 0 for all l ≥ 1.
Suppose this is false, and let l ≥ 1 be the least upper index for which the above equality is wrong.
Hence
σl(x) = −
l−1∑
i=0
σ0 ◦ dl−i ◦ σi(x) = −σ0 ◦ dl ◦ σ0(x) for each x ∈ E⊗¯AE˜⊗
n+1
A ⊗¯Aν(A).
But, by the inclusions in (2.16) and (2.18)
σ0 ◦ dl ◦ σ0(x) ∈ σ0 ◦ dl(E ·L0n) ⊆ σ0
(
E ·Ul+1,n−l),
which, by equality (2.17) is zero. This contradiction shows that the proposition is true. 
Proposition 2.19. The contracting homotopy σ satisfies σ ◦ σ = 0.
Proof. By Proposition 2.18 it will be sufficient to see that σ0 ◦ σ−1 ◦ υ ◦ σ0 ◦ σ−1 ◦ υ = 0 and
σl ◦ σl′ = 0 for all l, l′ ≥ 0. The first equality is true because υ ◦ σ0 = id and σ−1 ◦ σ−1 = 0.
Since σ0 ◦ σ0 = 0, in order to prove the second one it suffices to show that there exists a map ς l
such that σl = σ0 ◦ ς l ◦ σ0 for all l ≥ 1. But this follows by an easy inductive argument. 
Proposition 2.20. For all r ≥ 0 and 1 ≤ l ≤ s, we have σl(E ·Wrs) = 0.
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Proof. We proceed by induction on l. Suppose that this assertion is true for all l < l0. By the
definition of σl0 and the inductive hypothesis,
σl0(x) = −
l0−1∑
i=0
σ0 ◦ dl0−i ◦ σi(x) = σ0 ◦ dl0 ◦ σ0(x) for each x ∈ E ·Wrs.
But, by the inclusions in (2.16) and (2.19)
σ0 ◦ dl0 ◦ σ0(x) ∈ σ0 ◦ dl0(E ·Lr+1,s) ⊆ σ0(E ·Ur+l+1,s−l),
which by equality (2.17) is zero. 
Remark 2.21. Since σ−1 ◦ υ(E ·W0n) = 0, by the definition of σ and Proposition 2.20,
σ(x) = σ0(x) for all 0 ≤ r ≤ n and all x ∈ E ·Wr,n−r.
Consequently, by the inclusion in (2.19),
σ(Wr,n−r) ⊆ Lr+1,n−r for all 0 ≤ r ≤ n. (2.20)
Definition 2.22. For each r ≥ 0 and s > 0, we define E-bimodule maps
µ′i : X
′
rs −→ X ′r,s−1 for 0 ≤ i ≤ s,
by
µ′i(x0s ⊗ as+1,s+r ⊗ 1E) :=

x0x1 ⊗A x2s ⊗ as+1,s+r ⊗ 1E if i = 0,
x0,i−1 ⊗A xixi+1 ⊗A xi+2,s ⊗ as+1,s+r ⊗ 1E if 0 < i < s,∑
l x0,s−2 ⊗A xs−1ν(as)⊗ a(l)s+1,s+r ⊗ γ(v(l)s ) if i = s,
where a0, . . . , as+r ∈ A, v0, . . . , vs ∈ V , xj := ν(aj)γ(vj) for 0 ≤ j ≤ s, and∑
l
a
(l)
s+1,s+r ⊗k v(l)s := χ
(
vs ⊗k as+1,s+r
)
.
Theorem 2.23. The map d1 : Xrs → Xr,s−1 is induced by
∑s
i=0(−1)iµ′i.
Proof. For 0 ≤ i ≤ s, let xi = ν(ai)γ(vi) with ai ∈ A and vi ∈ V . Assume that r = 0. Since
1E ∈ K ⊗k V and γ(vs) ⊆ K ⊗k V , from equality (2.14) it follows that
d1(x0 ⊗A x˜1s ⊗ 1E) = σ0 ◦ ∂ ◦ υ(x0 ⊗A x˜1s ⊗ 1E)
= x0x1 ⊗A x˜2s ⊗ 1E
+
s−1∑
i=1
(−1)ix0 ⊗A x˜1,i−1 ⊗A xixi+1˜ ⊗A x˜i+2,s ⊗ 1E
+ (−1)sx0 ⊗A x˜1,s−2 ⊗A xsν(as)˜ ⊗ γ(vs).
Assume now that r > 0 and that the theorem holds for r−1 and s. Let T ∈ E⊗AE˜⊗sA⊗A⊗
r−1
⊗E
be defined by
T := x0 ⊗A x˜1,s−1 ⊗A xsν(as+1)˜ ⊗ as+2,s+r ⊗ 1E
+
r−1∑
i=1
(−1)ix0 ⊗A x˜1s ⊗ as+1,s+i−1 ⊗ as+ias+i+1 ⊗ ai+2,r ⊗ 1E ,
where as+1, . . . , as+r ∈ A. By the very definition of d1,
σ0 ◦ d1(T ) =
{
σ0 ◦ σ0 ◦ ∂ ◦ υ(T ) if r = 1,
−σ0 ◦ σ0 ◦ d1 ◦ d0(T ) if r > 1,
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which, by Remark 2.16 and the definition of d1, implies
d1
(
x0 ⊗A x˜1s ⊗ as+1,s+r ⊗ 1E
)
= (−1)s+r+1σ0 ◦ d1(x0 ⊗A x˜1s ⊗ as+1,s+r−1 ⊗ ν(as+r)).
Now the theorem for d1rs can be obtained easily by induction on r, using that 1E ∈ K ⊗k V and
γ(V ) ⊆ K ⊗k V , the first equality in Theorem 1.6(9) and equality (2.15). 
In the following theorem we assume that V is a non unitary associative algebra, a non counitary
coassociative coalgebra such that
(vw)(1) ⊗k (vw)(2) = v(1)w(1) ⊗k v(2)w(2) for all v, w ∈ V ,
where we are using the Sweedler notation. Assume also that there exist maps ρ : V ⊗k A → A
and f : V ⊗k V → A such that
γ(v)ν(a) = v
(1) · a⊗k v(2) and γ(v)γ(w) = f(v(1) ⊗k w(1))⊗k v(2)w(2), (2.21)
where v ·a := ρ(v⊗k a). We will use the following notation: Given v ∈ V and a1, . . . , ar ∈ A, we
set
v · a1r := v(1) · a1 ⊗ · · · ⊗ v(r) · ar ∈ A⊗
r
.
The previous conditions are satisfied for the crossed products of algebras by weak bialgebras. So
Theorems 3.6 and 4.6 (which are immediate consequences of the following result) apply in this
context. We will use these results in [14].
Theorem 2.24. The map d2 : Xrs → Xr+1,s−2 is given by
d2(zrs) = (−1)s+11E ⊗A γ˜A(v1,s−2)⊗ T(v(1)s−1, v(1)s ,a1r)⊗ γ(v(2)s−1v(2)s ),
where zrs := 1E ⊗A γ˜A(v1s)⊗ a1r ⊗ 1E, with v1, . . . , vs ∈ V and a1, . . . , ar ∈ A, and
T(vs−1, vs,a1r) :=
r∑
i=0
(−1)iv(1)s−1 · (v(1)s · a1i)⊗ f(v(2)s−1 ⊗k v(2)s )⊗ v(3)s−1v(3)s · ai+1,r.
Proof. We proceed by induction on r. Assume r = 0. By definition d2(z0s) = −σ0 ◦ d1 ◦ d1(z0s).
Since 1E ∈ K ⊗k V and γ(V ) ⊆ K ⊗k V , by Theorem 2.23 and equality (2.15), we have
d2(z0s) = σ
0
(
1E ⊗A γ˜A(v1,s−2)⊗ γ(vs−1)γ(vs)
)
.
Consequently, by the second equalities (2.15) and (2.21),
d2(z0s) = (−1)s+11E ⊗A γ˜A(v1,s−2)⊗ f(v(1)s−1 ⊗k v(1)s )⊗ γ
(
v
(2)
s−1v
(2)
s
)
,
as desired. Suppose now that the result is true for r. By definition
d2(zr+1,s) = −σ0 ◦ (d2 ◦ d0 + d1 ◦ d1)(zr+1,s). (2.22)
A similar computation as above (using the inductive hypothesis) shows that
σ0 ◦ d2 ◦ d0(zr+1,s) = (−1)rσ0
(
1E ⊗A γ˜A(v1,s−2)⊗ T(v(1)s−1, v(2)s ,a1r)⊗ γ(v(2)s−1v(2)s )ν(ar+1)
)
and
σ0 ◦ d1 ◦ d1(zr+1,s) = −σ0
(
1E ⊗A γ˜A(v1,s−2)⊗ v(1)s−1 · (v(1)s · a1,r+1)⊗ γ(v(1)s−1)γ(v(1)s )
)
.
The formula for d2(zr+1,s) follows now from equalities (2.15), (2.21) and (2.22). 
Proposition 2.25. Let R be a k-subalgebra of A. If R is stable under χ, then
µ′i(L
u
rs(R)) ⊆

E · Lur,s−1(R) if i = 0,
Lur,s−1(R) if 0 < i < s,
Uur,s−1(R) if i = s.
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Proof. For i = 0 this is trivial, while for 0 < i < s it follows using equality (1.6) repeatedly.
Finally for i = s, it follows from the very definition of µ′s using that R is stable under χ. 
Theorem 2.26. Let R be a k-subalgebra of A. If R is stable under χ and F(V ⊗k V ) ⊆ R⊗k V ,
then the following assertions hold:
(1) d0(Lurs(R)) ⊆ Lu−1r−1,s(R) ·R+ Lur−1,s(R) ·A, for each r ≥ 1, s ≥ 0 and 0 < u ≤ r.
(2) d1(Lurs(R)) ⊆ E ·Lur,s−1(R) + Uur,s−1(R), for each r ≥ 0, s ≥ 1 and 0 ≤ u ≤ r.
(3) dl(Lurs(R)) ⊆ Uu+l−1r+l−1,s−l(R), for each r ≥ 0, s ≥ 2, 0 ≤ u ≤ r and 2 ≤ l ≤ s.
Proof. Item (1) is trivial and item (2) is an immediate consequence of Theorem 2.23 and Propo-
sition 2.25. It remains to prove item (3). Assume that s ≥ l > 1, r ≥ 0 and that the result is
true for every djr′s′ with j ≤ min(l − 1, s′), or with j = l ≤ s′ and r′ < r, or with j = l ≤ s′ < s
and r′ = r. We claim that
l−1∑
j=1
σ0 ◦ dl−j ◦ dj(Lurs(R)) ⊆ Uu+l−1r+l−1,s−l(R).
By item (2) and the inductive hypothesis
l−1∑
j=1
σ0 ◦ dl−j ◦ dj(Lurs(R)) ⊆ σ0 ◦ dl−1(E ·Lur,s−1(R))+ l−1∑
j=1
σ0 ◦ dl−j(Uu+j−1r+j−1,s−j(R)).
So, by the inclusion in (2.16) and equality (2.17),
l−1∑
j=1
σ0 ◦ dl−j ◦ dj(Lurs(R)) ⊆ l−1∑
j=1
σ0 ◦ dl−j(Uu+j−1r+j−1,s−j(R)). (2.23)
Since, by item (2),
d1
(
Uu+l−2r+l−2,s−l+1(R)
) ⊆ E ·Uu+l−2r+l−2,s−l(R) + Lu+l−2r+l−2,s−l(R) · γ(V )γ(V ),
and, by the inductive hypothesis,
dl−j
(
Uu+j−1r+j−1,s−j(R)
) ⊆ Lu+l−2r+l−2,s−l(R) · γ(V )γ(V ) for l − j > 1,
from the inclusion (2.23) we obtain that
l−1∑
j=1
σ0 ◦ dl−j ◦ dj(Lurs(R)) ⊆ σ0(E ·Uu+l−2r+l−2,s−l(R))+ σ0(Lu+l−2r+l−2,s−l(R) · γ(V )γ(V )).
Thus, the claim follows using equality (2.17) and the fact that, by the second equality in Theo-
rem 1.6(9), Proposition 1.11 and equality (2.15),
σ0(Lu+l−2r+l−2,s−l(R) · γ(V )γ(V )) ⊆ Uu+l−1r+l−1,s−l(R).
Consequently, by the very definition of dl we have
dl(Lurs(R)) ⊆
{
Uu+l−1r+l−1,s−l(R) if r = 0
σ0 ◦ dl ◦ d0(Lurs(R)) + Uu+l−1r+l−1,s−l(R) if r > 0.
Hence, we are reduced to prove that
σ0 ◦ dl ◦ d0(Lurs(R)) ⊆ Uu+l−1r+l−1,s−l(R) for each r > 0.
But, by item (1) and the inductive hypothesis,
σ0 ◦ dl ◦ d0(Lurs(R)) ⊆ σ0
(
Uu+l−2r+l−2,s−l(R) ·R+ Uu+l−1r+l−2,s−l(R) ·A
)
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⊆ σ0
(
Lu+l−2r+l−2,s−l(R) · γ(V )ν(R) + Lu+l−1r+l−2,s−l(R) ·E
)
,
and so, by the definition of σ0, Lemma 1.13, the fact that γ(V ) ⊆ K ⊗k V and equality (2.15),
σ0 ◦ dl ◦ d0(Lurs(R)) ⊆ Uu+l−1r+l−1,s−l(R),
as we want. 
Corollary 2.27. If F takes its values in K⊗k V , then (X∗, d∗) is the total complex of the double
complex (X∗∗, d0∗∗, d
1
∗∗).
2.1 Comparison with the normalized bar resolution
Let (E⊗E⊗
∗
⊗E, b′∗) be the normalized bar resolution of the K-algebra E. As it is well known,
the complex
E E ⊗ E E ⊗ E ⊗ E E ⊗ E⊗
2
⊗ E · · · ,
µE b
′
1 b
′
2 b
′
3
is contractible as a complex of (E,K)-bimodules, with contracting homotopy
ξ0 : E −→ E ⊗ E and ξn+1 : E ⊗ E⊗
n
⊗ E −→ E ⊗ E⊗
n+1
⊗ E for n ≥ 0,
given by ξn+1(x) := (−1)n+1x⊗ 1E . Let
φ∗ : (X∗, d∗) −→ (E ⊗ E⊗
∗
⊗ E, b′∗) and ψ∗ : (E ⊗ E
⊗∗ ⊗ E, b′∗) −→ (X∗, d∗)
be the morphisms of E-bimodule complexes, recursively defined by
φ0 := id, ψ0 := id,
φn(x⊗ 1E) := ξn ◦ φn−1 ◦ dn(x⊗ 1E) for n > 0
and
ψn(y ⊗ 1E) := σn ◦ ψn−1 ◦ b′(y ⊗ 1E) for n > 0.
Notation 2.28. Given a right K-submodule E1 of E, we let E ⊗E⊗
n
⊗¯E1 denote the image of
the canonical map E ⊗ E⊗
n
⊗ E1 −→ E ⊗ E⊗
n
⊗ E.
Proposition 2.29. ψ∗ ◦ φ∗ = id∗ and φ∗ ◦ ψ∗ is homotopically equivalent to the identity map.
More precisely, the one degree map
ω∗+1 : E ⊗ E⊗
∗
⊗ E −→ E ⊗ E⊗
∗+1
⊗ E,
recursively defined by
ω1 := 0 and ωn+1(y ⊗ 1E) := ξn+1 ◦ (φn ◦ ψn − id−ωn ◦ b′n)(y ⊗ 1E) for n ≥ 0,
is a homotopy from φ∗ ◦ ψ∗ to id∗.
Proof. We prove both assertions by induction. Clearly ψ0 ◦ φ0 = id. Assume that ψn ◦ φn = id.
Since
φn+1(E ·Ln+1−s,s) = ξn+1 ◦ φn ◦ dn+1(E ·Ln+1−s,s) ⊆ E ⊗ E⊗
n+1
⊗¯ν(K),
on E ·Ln+1−s,s, we have
ψn+1 ◦ φn+1 = σn+1 ◦ ψn ◦ b′n+1 ◦ ξn+1 ◦ φn ◦ dn+1
= σn+1 ◦ ψn ◦ φn ◦ dn+1 − σn+1 ◦ ψn ◦ ξn ◦ b′n ◦ φn ◦ dn+1
= σn+1 ◦ dn+1
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= idn+1−dn+2 ◦ σn+2,
So, to conclude that ψn+1 ◦ φn+1 = id it suffices to check that σn+2(E · Ln+1−s,s) = 0. But by
the definition of σn+2 and the arguments in the proof of Proposition 2.19, this will follow if we
prove that
σ−1 ◦ υ(E ·L0,n+1) = 0 and σ0(E ·Ln+1−s,s) = 0.
The first equality is clear and the second one is a particular case of equality (2.17).
Now we prove the second assertion. Clearly φ0 ◦ ψ0 − id = 0 = b′1 ◦w1. Let
Un := φn ◦ ψn − id and Tn := Un − ωn ◦ b′n.
Assuming that b′n ◦ ωn + ωn−1 ◦ b′n−1 = Un−1, we get that, on E ⊗ E
⊗n⊗¯ν(K),
b′n+1 ◦ ωn+1 + ωn ◦ b′n = b′n+1 ◦ ξn+1 ◦ Tn + ωn ◦ b′n
= Tn − ξn ◦ b′n ◦ Tn + ωn ◦ b′n
= Un − ξn ◦ b′n ◦Un + ξn ◦ b′n ◦ ωn ◦ b′n
= Un − ξn ◦Un−1 ◦ b′n + ξn ◦ b′n ◦ ωn ◦ b′n
= Un − ξn ◦Un−1 ◦ b′n + ξn ◦Un−1 ◦ b′n − ξn ◦wn−1 ◦ b′n−1 ◦ b′n
= Un.
Hence, b′n+1 ◦ ωn+1 + ωn ◦ b′n = Un on E ⊗ E
⊗n ⊗ E. 
Proposition 2.30. We have ψ(x0 ⊗ x1n ⊗ 1E) = (−1)nσ ◦ ψ(x0 ⊗ x1,n−1 ⊗ xn) for all n ≥ 1.
Proof. By definition ψ(E ⊗ E⊗
n−1
⊗¯ν(K)) ⊆ Im(σ). So, by Proposition 2.19,
ψ(x0 ⊗ x1n ⊗ 1E) = σ ◦ ψ ◦ b′(x0 ⊗ x1n ⊗ 1E) = (−1)nσ ◦ ψ(x0 ⊗ x1,n−1 ⊗ xn),
as desired. 
Remark 2.31. Let x0, . . . , xn ∈ E and let x := x0 ⊗ x1n ⊗ 1E . Since
ω
(
E ⊗ E⊗
n−1
⊗¯ν(K)
) ⊆ E ⊗ E⊗n⊗¯ν(K)
and ξ vanishes on E ⊗ E⊗
n
⊗¯ν(K),
ω(x) = ξ
(
φ(ψ(x))− x− ω(b′(x))) = ξ(φ(ψ(x))− (−1)nω(x0 ⊗ x1,n−1 ⊗ xn)).
2.2 The filtrations of the resolutions
Notation 2.32. For each n, i ≥ 0 we write
F i(Xn) :=
⊕
0≤s≤i
Xn−s,s
and we let F i
(
E
⊗n)
denote the K-subbimodule of E
⊗n
generated by the tensors x1n such that
at least n− i of the xj ’s belong to ν(A). Furthermore, given a right K-submodule E1 of E and
a left K-submodule E2 of E, we let E1⊗¯F i(E⊗
n
)⊗¯E2 denote the image of the canonical map
E1⊗F i
(
E
⊗n)⊗E2 −→ E⊗E⊗n ⊗E. Moreover we write F i(E⊗E⊗n ⊗E) := E⊗¯F i(E⊗n)⊗¯E.
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The normalized bar resolution
(
E ⊗ E⊗
∗
⊗ E, b′∗
)
and the resolution (X∗, d∗) are filtered by
F 0
(
E ⊗ E⊗
∗
⊗ E) ⊆ F 1(E ⊗ E⊗∗ ⊗ E) ⊆ F 2(E ⊗ E⊗∗ ⊗ E) ⊆ . . .
and
F 0(X∗) ⊆ F 1(X∗) ⊆ F 2(X∗) ⊆ F 3(X∗) ⊆ F 4(X∗) ⊆ F 5(X∗) ⊆ . . . ,
respectively.
Notation 2.33. Let 0≤ i≤n and 0≤u≤n− i. For each k-subalgebra R of A, we let F iR,u
(
E
⊗n)
denote the K-subbimodule of E
⊗n
generated by all the simple tensors x1n such that
#{j : xj /∈ν(A) ∪ γ(V )} = 0, #{j : xj /∈ν(A)} ≤ i and #{j : xj ∈ν(R)} ≥ u.
Furthermore, given a right K-submodule E1 of E and a left K-submodule E2 of E, we let
E1⊗¯F iR,u(E
⊗n
)⊗¯E2 denote the image of the canonical map E1⊗F iR,u(E
⊗n
)⊗E2 −→ E⊗E⊗
n
⊗E.
Remark 2.34. Note that F iR,0
(
E
⊗n)
and E1⊗¯F iR,0
(
E
⊗n
)⊗¯E2 do not depend on R.
Definition 2.35. For s ≥ 1 and i ≥ 0, we define zsi : V ⊗sk ⊗k A⊗
i
K −→ V ⊗s−1k ⊗k A⊗
i
K ⊗K E, by
zsi(v1s ⊗k a1i) := (−1)i
∑
v1,s−1 ⊗k a(l)1i ⊗K γ
(
v(l)s
)
,
where
∑
l a
(l)
1i ⊗k v(l)s := χ¯(vs ⊗k a1i).
Remark 2.36. Note that zs0(v1s) = v1,s−1 ⊗k γ(vs).
Definition 2.37. For s, r ≥ 0, we let Shsr : V ⊗sk ⊗k A⊗
r
−→ E⊗
r+s
denote the map recursively
defined by:
Sh0r := 
⊗r
ν and Shsr :=
r∑
i=0
(
Shs−1,i⊗E⊗
r−i+1)
◦
(
zsi ⊗ ⊗r−iν
)
for s ≥ 1.
Remark 2.38. LetR be a k-subalgebra ofA and let v1, . . . , vs ∈ V and a1, . . . , ar ∈ A. It is evident
that if R is stable under χ, then Shsr(v1s ⊗k a1r) ∈ F sR,u
(
E
⊗r+s)
, where u = #{i : ai ∈ R}.
Proposition 2.39. Let R be a k-subalgebra of A. If R is stable under χ and F takes its values
in R⊗k V , then
φ
(
1E ⊗A γ˜A(v1i)⊗a1,n−i⊗1E
)≡1E ⊗Sh(v1i⊗k a1,n−i)⊗1E mod ν(A)⊗¯F i−1R,1 (E⊗n)⊗¯ν(K),
for all v1, . . . , vi ∈ V and a1, . . . , an−i ∈ A.
Proof. We proceed by induction on n. For n = 0 the proposition is trivial. Assume that n > 0
and that the proposition is true for n− 1. Write
x := 1E ⊗A γ˜A(v1i)⊗ a1,n−i ⊗ 1E .
By item (3) of Theorem 2.26, Remark 2.38, the inductive hypothesis and the definition of ξ,
ξ ◦ φ ◦ dl(x) ∈ ν(A)⊗¯F i−l+1R,1 (E
⊗n
)⊗¯ν(K) for all l > 1.
So,
φ(x) = ξ ◦ φ ◦ d0(x) + ξ ◦ φ ◦ d1(x) mod ν(A)⊗¯F i−1R,1 (E
⊗n
)⊗¯ν(K).
Note now that, since by the inductive hypothesis, φ(E · Li′,n−i′−1) ⊆ Im(ξ) ⊆ ker(ξ), from the
definition of d0 it follows that
ξ ◦ φ ◦ d0(x) = (−1)nξ ◦ φ(1E ⊗A γ˜A(v1i)⊗ a1,n−i−1 ⊗ ν(an−i)),
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while, by Theorem 2.23 and Proposition 2.25, we have
ξ ◦ φ ◦ d1(x) =
∑
(−1)iξ ◦ φ(1E ⊗A γ˜A(v1,i−1)⊗ a(l)1,n−i ⊗ γ(v(l)i )),
where
∑
l a
(l)
1,n−i ⊗k v(l)i := χ(vi ⊗k a1,n−i). Now the proof can be finished using the inductive
hypothesis. 
Remark 2.40. If the hypothesis of Proposition 2.39 are satisfied, then there exist maps
φ′in : V
⊗ik ⊗k A⊗
n−i
K −→ ν(A)⊗¯F i−1R,1
(
E
⊗n)⊗¯ν(K) for 0 ≤ i ≤ n,
such that
φn
(
1E ⊗A γ˜A(v1i)⊗ a1,n−i ⊗ 1E
)
= 1E ⊗ Sh(v1i ⊗k a1,n−i)⊗ 1E + φ′in(v1i ⊗k a1,n−i),
for all v1, . . . , vi ∈ V and a1, . . . , an−i ∈ A (of course φ′0n = 0 for all n).
Notation 2.41. Given v1, . . . , vi ∈ V and a1, . . . , an−i ∈ A we will write φ′in(v1i ⊗k a1,n−i) in
the form φ′′in(v1i ⊗k a1,n−i)⊗ 1E .
Theorem 2.42. The maps φ, ψ and ω preserve filtrations.
Proof. Since for φ this follows from Proposition 2.39, we only must check it for ψ and ω. In
order to abbreviate expressions we set
F iQ(Xn) :=
i⊕
s=0
E ·Un−s,s for 0 ≤ i ≤ n.
Let 0 ≤ i ≤ n. By Remark 2.15
σ
(
F i(Xn)
) ⊆ F iQ(Xn+1) if i < n, (2.24)
while, by Remark 2.17,
σ(X0n) ⊆ E ·L0,n+1 + FnQ(Xn+1). (2.25)
Furthermore, by the inclusion (2.20),
σ(E ·Wn−i,i) ⊆ E ·Ln+1−i,i for 0 ≤ i ≤ n. (2.26)
We claim that
ψ
(
E⊗¯F i(E⊗n)⊗¯ν(K)) ⊆ E ·Ln−i,i + F i−1Q (Xn). (2.27)
For n = 0 this is trivial. Suppose (2.27) is valid for n. Let
x0 ⊗ x1,n+1 ⊗ 1E ∈ E⊗¯F i
(
E
⊗n+1)⊗¯ν(K),
where 0 ≤ i ≤ n+ 1. By Proposition 2.30, to prove (2.27) for n+ 1, we only must check that
σ(ψ(x0 ⊗ x1n ⊗ xn+1)) ⊆ E ·Ln+1−i,i + F i−1Q (Xn+1).
If xn+1 ∈ ν(A), then i ≤ n and using (2.24), (2.26) and the inductive hypothesis, we get
σ
(
ψ(x0 ⊗ x1n ⊗ xn+1)
)
= σ
(
ψ(x0 ⊗ x1n ⊗ 1E)xn+1
)
⊆ σ(E ·Wn−i,i + F i−1(Xn))
⊆ E ·Ln+1−i,i + F i−1Q (Xn+1),
while if xn+1 /∈ ν(A), then x0 ⊗ x1n ⊗ xn+1 ∈ F i−1
(
E ⊗E⊗
n
⊗E), which together with (2.24),
(2.25) and the inductive hypothesis, implies that
σ
(
ψ(x0 ⊗ x1n ⊗ xn+1)
) ⊆ σ(F i−1(Xn)) ⊆ E ·Ln+1−i,i + F i−1Q (Xn+1),
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which finishes the proof of the claim. From (2.27) it follows immediately that ψ preserves fil-
trations. Next, we prove that ω also does it. More concretely we claim that
w
(
E⊗¯F i(E⊗n)⊗¯ν(K)) ⊆ E⊗¯F i(E⊗n+1)⊗¯ν(K).
This is trivial for ω1, since ω1 = 0. Assume that ωn does it. Let
x := x0 ⊗ x1n ⊗ 1E ∈ E⊗¯F i
(
E
⊗n)⊗¯ν(K).
By Remark 2.31, we know that
ω(x) = ξ ◦ φ ◦ ψ(x) + (−1)nξ ◦ ω(x0 ⊗ x1,n−1 ⊗ xn).
Since, by inclusion (2.27), Proposition 2.39 and the definition of ξ,
ξ ◦ φ ◦ ψ(x) ∈ ξ ◦ φ(E ·Ln−i,i + F i−1Q (Xn))
⊆ ξ
(
E⊗¯F iA,0(E
⊗n
)⊗¯ν(K) + ν(A)⊗¯F i−1A,0 (E
⊗n
)⊗¯ν(K) · γ(V )
)
⊆ E⊗¯F iA,1(E
⊗n+1
)⊗¯ν(K),
in order to finish the proof of the claim it remains to check that
ξ
(
ω(x0 ⊗ x1,n−1 ⊗ xn)
) ∈ E⊗¯F i(E⊗n+1)⊗¯ν(K).
If xn ∈ ν(A), then, by the inductive hypothesis,
ξ
(
ω(x0 ⊗ x1,n−1 ⊗ xn)
)
= ξ
(
ω(x0 ⊗ x1,n−1 ⊗ 1E)xn
)
⊆ ξ(E⊗¯F i(E⊗n)⊗¯ν(A))
⊆ E⊗¯F i(E⊗n+1)⊗¯ν(K),
while if xn /∈ ν(A), then x0 ⊗ x1,n−1 ⊗ xn ∈ F i−1
(
E ⊗ E⊗
n−1
⊗ E), and so
ξ
(
ω(x0 ⊗ x1,n−1 ⊗ xn)
) ∈ ξ(F i−1(E ⊗ E⊗n−1 ⊗ E)) ⊆ E⊗¯F i(E⊗n+1)⊗¯ν(K),
as we want. 
3 Hochschild homology of general crossed products
In this section we use freely the notations introduced in Section 2. We assume that all the proper-
ties required in that section are fulfilled (for the convenience of the reader we recall that all these
properties were established at the beginning of Section 2, with the only exception of the fact that
K is stable under χ and 1E ∈ K⊗k V , which were established below Remark 2.15). Let M be an
E-bimodule. Since (X∗, d∗) is a Υ-relative projective resolution of E, the Hochschild homology
HK∗ (E,M), of the K-algebra E with coefficients in M , is the homology of M ⊗Ee (X∗, d∗). It is
well known that when K is separable, HK∗ (E,M) is the absolute Hochschild homology of E with
coefficients in M . We consider M as an A-bimodule through the map ν : A→ E. For r, s ≥ 0,
write
X̂rs(M) := M ⊗A E˜⊗sA ⊗A⊗
r
⊗ .
Since E˜⊗
0
A = ν(A) and A
⊗0
= K, we have
X̂r0(M) 'M ⊗A⊗
r
⊗ and X̂0s(M) 'M ⊗A E˜⊗sA ⊗ . (3.28)
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Throughout this section we let [m⊗A x˜1s ⊗ a1r] denote the class of m⊗A x˜1s ⊗ a1r in X̂rs(M).
It is easy to check that the map
X̂rs(M) M ⊗Ee Xrs
[m⊗A x˜1s ⊗ a1r] m⊗Ee (1E ⊗A x˜1s ⊗ a1r ⊗ 1E)
is an isomorphism. Let d̂lrs : X̂rs(M) −→ X̂r+l−1,s−l(M) be the map induced by idM ⊗Eedlrs.
Via the above identifications, M ⊗Ee (X∗, d∗) becomes the complex (X̂∗(M), d̂∗), where
X̂n(M) :=
⊕
r+s=n
X̂rs(M) and d̂n :=
n∑
l=1
d̂l0n +
n∑
r=1
n−r∑
l=0
d̂lr,n−r.
Consequently, we have the following result:
Theorem 3.1. The Hochschild homology HK∗ (E,M), of the K-algebra E with coefficients in M ,
is the homology of (X̂∗(M), d̂∗).
Remark 3.2. It follows immediately from Corollary 2.27 that, if F takes its values in K ⊗k V ,
then (X̂∗(M), d̂∗) is the total complex of the double complex (X̂∗∗(M), d̂0∗∗, d̂
1
∗∗).
Remark 3.3. If K = A, then (X̂∗(M), d̂∗) = (X̂0∗(M), d̂10∗).
For r, s ≥ 0, let Xrs(M) := M ⊗A E⊗sA ⊗ A⊗
r
⊗. Likewise for X̂rs(M), we have canonical
identifications Xrs(M) 'M ⊗Ee X ′rs. For 0 ≤ i ≤ s, let µi : Xrs(M) −→ Xr,s−1(M) be the map
induced by µ′i. It is easy to see that
µi([m⊗A x1s ⊗ as+1,s+r])=

[m · x1 ⊗A x2s ⊗ as+1,s+r] if i = 0,
[m⊗A x1,i−1 ⊗A xixi+1 ⊗A xi+2,s ⊗ as+1,s+r] if 0 < i < s,∑
l[γ(v
(l)
s ) ·m⊗A x1,s−2 ⊗A xs−1ν(as)⊗ a(l)s+1,s+r] if i = s,
where m ∈M , a1, . . . , as+r ∈ A, v1, . . . , vs ∈ V , xj := ν(aj)γ(vj) for 0 ≤ j ≤ s and∑
l
a
(l)
s+1,s+r ⊗k v(l)s := χ
(
vs ⊗k as+1,s+r
)
.
Notation 3.4. Given a k-subalgebra R of A and 0 ≤ u ≤ r, we let X̂urs(R,M) denote the k-
submodule of X̂rs(M) generated by all the circular simple tensors
[
m ⊗A γ˜A(v1s) ⊗ a1r
]
, with
m ∈M , v1, . . . , vs ∈ V , a1, . . . , ar ∈ A, and at least u of the aj ’s in R.
Theorem 3.5. The following assertions hold:
(1) The morphism d̂0 : X̂rs(M) → X̂r−1,s(M) is (−1)s-times the boundary map of the nor-
malized chain Hochschild complex of the K-algebra A with coefficients in M ⊗A E˜⊗sA ,
considered as an A-bimodule via the left and right canonical actions.
(2) The morphism d̂1 : X̂rs(M)→ X̂r,s−1(M) is induced by
∑s
i=0(−1)iµ̂′i.
(3) Let R be a k-subalgebra of A. If R is stable under χ and F takes its values in R ⊗k V ,
then d̂l
(
X̂rs(M)
) ⊆ X̂ l−1r+l−1,s−l(R,M), for each r ≥ 0 and 1 < l ≤ s.
Proof. Item (1) follows from the definition of d0, item (2), from Theorem 2.23, and item (3),
from Theorem 2.26(3). 
Theorem 3.6. Under the hypothesis of Theorem 2.24 the map d̂2 : X̂rs(M) → X̂r+1,s−2(M) is
given by
d̂2
(
[m⊗A γ˜A(v1s)⊗ a1r]
)
= (−1)s+1[γ(v(2)s−1v(2)s ) ·m⊗A γ˜A(v1,s−2)⊗ T(v(1)s−1, v(1)s ,a1r)],
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where m ∈M , v1, . . . , vs ∈ V , a1, . . . , ar ∈ A and T(vs−1, vs,a1r) is as in Theorem 2.24.
Proof. This follows immediately from Theorem 2.24. 
Proposition 3.7. If F takes its values in K ⊗k V , then A⊗A⊗
r
⊗M is an E-bimodule via
ν(a)γ(v) · T · ν(a′)γ(v′) :=
∑
aa
(l)
0 ⊗ a(l)1r ⊗ γ(v(l)) ·m · ν(a′)γ(v′),
where r ≥ 0, T := a0 ⊗ a1r ⊗m and
∑
l a
(l)
0 ⊗ a(l)1r ⊗k v(l) = (A⊗ χ) ◦ (χ⊗A
⊗rK )(v ⊗k a0 ⊗ a1r).
Proof. It is clear that A⊗A⊗
r
⊗M is a right E-module. We next prove it is also a left E-module.
For this it suffices to show that the left action is unitary and that
γ(v)ν(a) · T = γ(v) ·
(
ν(a) · T
)
and γ(v1)γ(v2) · T = γ(v1) ·
(
γ(v2) · T
)
. (3.29)
The first equality in (3.29) follows easily using equality (1.6), while for the second one, it suffices
to check that
F
γ
=
F
γ
=
F
γ
= F
γν
,
where the domain is V ⊗k V ⊗k A ⊗ A⊗r ⊗M and the codomain is A ⊗ A⊗r ⊗M . But this
follows easily by an inductive argument using the twisted module condition and the fact that F
takes its values in K ⊗k V . The proof that the left action is unitary follows the same pattern,
but using equality (1.4) instead of the twisted module condition. 
Remark 3.8. Note that Hr
(
X̂∗s(M), d̂0∗s
)
= HKr
(
A,M ⊗A E˜⊗sA
)
and that if F takes its values in
K ⊗k V , then Hs
(
X̂r∗(M), d̂1r∗
)
= HAs
(
E,A⊗A⊗
r
⊗M).
3.1 Comparison maps
Let
(
M ⊗ E⊗∗⊗, b∗
)
be the normalized Hochschild chain complex of the K-algebra E with coe-
fficients in M . Recall that there is a canonical identification(
M ⊗ E⊗
∗
⊗, b∗
) 'M ⊗Ee (E ⊗ E⊗∗ ⊗ E, b′∗).
From now on we let [m⊗ x1n] denote the class of m⊗ x1n in M ⊗ E⊗
n
⊗. Let
φ̂∗ : (X̂∗(M), d̂∗) −→
(
M ⊗ E⊗
∗
⊗, b∗
)
and ψ̂∗ :
(
M ⊗ E⊗
∗
⊗, b∗
) −→ (X̂∗(M), d̂∗)
be the morphisms of complexes induced by φ∗ and ψ∗, respectively. By Proposition 2.29 we know
that ψ̂∗ ◦ φ̂∗ = id∗ and φ̂∗ ◦ ψ̂∗ is homotopically equivalent to the identity map. More precisely a
homotopy ω̂∗+1, from φ̂∗ ◦ ψ̂∗ to id∗, is the family of maps(
ω̂n+1 : M ⊗ E⊗
n
⊗ −→M ⊗ E⊗
n+1
⊗
)
n≥0
,
induced by
(
ωn+1 : E ⊗ E⊗
n ⊗ E −→ E ⊗ E⊗n+1 ⊗ E)
n≥0.
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3.2 The filtrations of the complexes that give the Hochschild homology
The complex (X̂∗(M), d̂∗) is filtered by
F 0(X̂∗(M)) ⊆ F 1(X̂∗(M)) ⊆ F 2(X̂∗(M)) ⊆ F 3(X̂∗(M)) ⊆ F 4(X̂∗(M)) ⊆ . . . ,
where F i(X̂n(M)) :=
⊕i
s=0 X̂n−s,s(M). Hence, by Remark 3.8 there is a spectral sequence
Elrs =⇒ HKr+s(E,M), with E1rs = HKr
(
A,M ⊗A E˜⊗sA
)
. (3.30)
Let F i
(
M ⊗ E⊗
n
⊗) be the image of the canonical map M ⊗ F i(E⊗n)⊗ −→ M ⊗ E⊗n⊗. The
normalized Hochschild complex
(
M ⊗ E⊗
∗
⊗, b∗
)
is filtered by
F 0
(
M ⊗ E⊗
∗
⊗) ⊆ F 1(M ⊗ E⊗∗⊗) ⊆ F 2(M ⊗ E⊗∗⊗) ⊆ . . . .
The spectral sequence associated with this filtration is called the homological Hochschild-Serre
spectral sequence of E with coefficients in M .
Theorem 3.9. The maps φ̂∗, ψ̂∗ and ω̂∗ preserve filtrations.
Proof. This follows immediately from Theorem 2.42. 
Corollary 3.10. The homological Hochschild-Serre spectral sequence of E with coefficients in M
is isomorphic to the spectral sequence (3.30).
Notation 3.11. For 0 ≤ u ≤ n, i ≥ 0 and each k-subalgebra R of A, we let M⊗¯F iR,u(E
⊗n
)⊗¯
denote the image of the canonical map M ⊗ F iR,u
(
E
⊗n)⊗ −→M ⊗ E⊗n⊗.
Proposition 3.12. Let R be a k-subalgebra of A. If R is stable under χ and F takes its values
in R⊗k V , then
φ̂
(
[m⊗A γ˜A(v1i)⊗ a1,n−i]
)
=
[
m⊗ Sh(v1i ⊗k a1,n−i)
]
+
[
m⊗A φ′′in(v1i ⊗k a1,n−i)
]
,
where m ∈M , a1, . . . , an−i ∈ A, v1, . . . , vi ∈ V and φ′′in(v1i ⊗k a1,n−i) is as in Notation 2.41.
Proof. This is an immediate consequence of Remark 2.40. 
To prove Propositions 3.13 and 3.14 we will need some technical results that we establish in
an appendix. For the sake of brevity we set F iR
(
X̂n(M)
)
:=
⊕i
s=0 X̂
1
s,n−s(R,M).
Proposition 3.13. Let R be a k-subalgebra of A. Assume that R is stable under χ and that F
takes its values in R ⊗k V . Let m ∈ M , v, v1, . . . , vi ∈ V and a, ai+1, . . . , an ∈ A. The map ψ̂n
has the following properties:
(1) ψ̂([m⊗ γ(v1i)⊗ ν(ai+1,n)]) = [m⊗A γ˜A(v1i)⊗ ai+1,n].
(2) Let x1, . . . , xn ∈ ν(A) ∪ γ(V ). If there exist indices j1 < j2 such that xj1 ∈ ν(A) and
xj2 ∈ γ(V ), then ψ̂([m⊗ x1n]) = 0.
(3) If x =
[
m⊗ γ(v1,i−1)⊗ a · γ(v)⊗ ν(ai+1,n)
]
, then
ψ̂(x) ≡ [m⊗A γ˜A(v1,i−1)⊗A a · γ˜(v)⊗ ai+1,n]
+
∑[
γ(v(l)) ·m⊗A γ˜A(v1,i−1)⊗ a⊗ a(l)i+1,n
]
,
mod F i−2R
(
X̂n(M)
)
,
where
∑
l a
(l)
i+1,n ⊗k v(l) := χ(v ⊗k ai+1,n).
(4) If x =
[
m⊗ γ(v1,j−1)⊗ a · γ(v)⊗ γ(vj+1,i)⊗ ν(ai+1,n)
]
with j < i, then
ψ̂(x) ≡ [m⊗A γ˜A(v1,j−1)⊗A a · γ˜(v)⊗A γ˜A(vj+1,i)⊗ ai+1,n] mod F i−2R (X̂n(M)).
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(5) If x =
[
m⊗ γ(v1,i−1)⊗ ν(ai,j−1)⊗ a · γ(v)⊗ ν(aj+1,n)
]
with j > i, then
ψ̂(x) ≡
∑
γ(v(l)) ·m⊗A γ˜A(v1,i−1)⊗ ai,j−1 ⊗ a⊗ a(l)j+1,n] mod F i−2R
(
X̂n(M)
)
,
where
∑
l a
(l)
j+1,n ⊗k v(l) := χ(v ⊗k aj+1,n).
(6) Let x1, . . . , xn ∈ E satisfying #{l : xl /∈ ν(A) ∪ γ(V )} = 1. If there exist j1 < j2 such
that xj1 ∈ ν(A) and xj2 ∈ γ(V ), then
ψ̂([m⊗ x1n]) ∈ F i−2R
(
X̂n(M)
)
,
where i := #{l : xl /∈ ν(A)}.
Proof. This follows immediately from Proposition A.3. 
Proposition 3.14. Let x1, . . . , xn ∈ E be such that #{l :xl /∈ν(A)∪γ(V )}=1, let m ∈M and let
i := #{l : xl /∈ ν(A)}. There exists y ∈ ν(A)⊗F iA,0
(
E
⊗n+1)
such that ω̂([m⊗x1n]) = [m⊗Ay].
Proof. This is an immediate consequence of Proposition A.5. 
4 Hochschild cohomology of general crossed products
In this section we are in the same conditions as in the previous one. Since (X∗, d∗) is a Υ-relative
projective resolution of E, the Hochschild cohomology H∗K(E,M), of the K-algebra E with co-
efficients in an E-bimodule M , is the cohomology of the cochain complex HomEe
(
(X∗, d∗),M
)
.
It is well known that when K is separable, H∗K(E,M) is the absolute Hochschild cohomology of
E with coefficients in M . For each s≥0, we will denote by HomA(E˜⊗sA ,M) the abelian group of
left A-linear maps from E˜⊗sA to M . As it is well known, HomA(E˜⊗
s
A ,M) is an A-bimodule via
(a · α)(x˜1s) := α(x˜1s · a) and (α · a)(x˜1s) := α(x˜1s) · a.
For each r, s ≥ 0, write
X̂rs(M) := Hom(A,K)
(
E˜⊗
s
A ⊗A⊗
r
,M
) ' HomKe(A⊗r ,HomA(E˜⊗sA ,M)). (4.31)
Note that, since E˜⊗
0
A = ν(A) and A
⊗0
= K, we have
X̂r0(M) ' HomKe
(
A
⊗r
,M
)
and X̂0s(M) ' Hom(A,K)
(
E˜⊗
s
A ,M
)
. (4.32)
It is easy to check that the k-linear map
ζrs : HomEe(Xrs,M) −→ X̂rs(M),
given by ζ(α)(x˜1s ⊗ a1r) := α(1E ⊗A x˜1s ⊗ a1r ⊗ 1E), is an isomorphism. For each l ≤ s, we
let d̂rsl : X̂
r+l−1,s−l(M) −→ X̂rs(M) denote the map induced by HomEe(dlrs,M). Via the above
identifications, HomEe((X∗, d∗),M) becomes the complex (X̂∗(M), d̂∗), where
X̂n(M) :=
⊕
r+s=n
X̂rs(M) and d̂n :=
n∑
l=1
d̂0nl +
n∑
r=1
n−r∑
l=0
d̂r,n−rl .
We have thus proven the following result:
Theorem 4.1. The Hochschild cohomology H∗K(E,M), of the K-algebra E with coefficients in
M , is the cohomology of (X̂∗(M), d̂∗).
Remark 4.2. It follows immediately from Corollary 2.27 that, if F takes its values in K ⊗k V ,
then (X̂∗(M), d̂∗) is the total complex of the double complex (X̂∗∗(M), d̂∗∗0 , d̂
∗∗
1 ).
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Remark 4.3. If K = A, then (X̂∗(M), d̂∗) = (X̂0∗(M), d̂0∗1 ).
For each s ≥ 0, we let HomA(E⊗sA ,M) denote the abelian group of left A-linear maps from
E⊗
s
A to M . Likewise HomA(E˜
⊗sA ,M), the group HomA(E⊗
s
A ,M) is an A-bimodule via
(a · α)(x1s) := α(x1s · a) and (α · a)(x1s) := α(x1s) · a,
For r, s ≥ 0, let
Xrs(M) := Hom(A,K)
(
E⊗
s
A ⊗A⊗
r
,M
) ' HomKe(A⊗r ,HomA(E⊗sA ,M)).
Similarly like for X̂rs(M), we have canonical identifications Xrs(M) ' HomEe(X ′rs,M). Let
µi : Xr,s−1(M) −→ Xrs(M) (0 ≤ i ≤ s),
be the map induced by µ′i. It is easy to see that
µi(α)(γA(v1s)⊗ a1r) =

γ(v1) · α
(
γA(v2s)⊗ a1r
)
if i = 0,
α
(
γA(v1,i−1)⊗A γ(vi)γ(vi+1)⊗A γA(vi+2,s)⊗ a1r
)
if 0 < i < s,∑
α
(
γA(v1,s−1)⊗ a(l)1r
) · γ(v(l)s ) if i = s,
where a1, . . . , ar ∈ A, v1, . . . , vs ∈ V and
∑
l a
(l)
1r ⊗k v(l)s := χ(vs ⊗k a1r).
Notation 4.4. Given a k-subalgebra R of A and 0 ≤ u ≤ r, we set X̂rsu (R,M) := ζrs(Turs(M)),
where Turs(M) denote the k-submodule of HomEe
(
Xrs,M
)
consisting of all the E-bimodule maps
that factorize throughout the E-subbimodule of Xr+u,s−u−1 generated by all the simple tensors
1E ⊗A x˜1,s−u−1 ⊗ a1,r+u ⊗ 1E , with at least u of the aj ’s in R.
Theorem 4.5. The following assertions hold:
(1) Via the identifications (4.31), the morphism d̂0 : X̂
r−1,s(M) → X̂rs(M) is (−1)s-times
the coboundary map of the normalized cochain Hochschild complex of the K-algebra A
with coefficients in HomA(E˜
⊗sA ,M), considered as an A-bimodule as at the beginning of
this section.
(2) The morphism d̂1 : X̂
r,s−1(M)→ X̂rs(M) is induced by ∑si=0(−1)iµi.
(3) Let R be a k-subalgebra of A. If R is stable under χ and F takes its values in R ⊗k V ,
then d̂l
(
X̂r+l−1,s−l(M)
) ⊆ X̂rsl−1(R,M), for each r ≥ 0 and 1 < l ≤ s.
Proof. Item (1) follows from the definition of d0; item (2), from Theorem 2.23; and item (3),
from Theorem 2.26(3). 
Theorem 4.6. Under the hypothesis of Theorem 2.24 the map d̂2 : X̂
r+1,s−2(M)→ X̂rs(M) is
given by
d̂2(α)(γ˜A(v1s)⊗ a1r) = (−1)s+1α
(
γ˜A(v1,s−2)⊗ T(v(1)s−1v(1)s ,a1r)
) · γ(v(2)s−1v(2)s ),
where v1, . . . , vs ∈ H, a1, . . . , ar ∈ A and T(vs−1, vs,a1r) is as in Theorem 2.24.
Proof. This follows immediately from Theorem 2.24. 
Remark 4.7. Note that Hr
(
X̂∗s(M), d̂∗s0
)
= HrK
(
A,HomA
(
E˜⊗
s
A ,M
))
.
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4.1 Comparison maps
Let
(
HomKe
(
E
⊗∗
,M
)
, b∗
)
be the normalized Hochschild cochain complex of the K-algebra E
with coefficients in M . Recall that there is a canonical identification(
HomKe
(
E
⊗∗
,M
)
, b∗
) ' HomEe((E ⊗ E⊗∗ ⊗ E, b′∗),M).
Let
φ̂∗ :
(
HomKe
(
E
⊗∗
,M
)
, b∗
)−→(X̂∗(M), d̂∗) and ψ̂∗: (X̂∗(M), d̂∗)−→(HomKe(E⊗∗,M), b∗)
be the morphisms of complexes induced by φ∗ and ψ∗ respectively. Proposition 2.29 implies that
φ̂∗ ◦ ψ̂∗ = id∗ and ψ̂∗ ◦ φ̂∗ is homotopically equivalent to the identity map. An homotopy ω̂∗+1
from ψ̂∗ ◦ φ̂∗ to id∗, is the family of maps(
ω̂n+1 : HomKe
(
E
⊗n+1
,M
) −→ HomKe(E⊗n ,M))
n≥0
,
induced by
(
ωn+1 : E ⊗ E⊗
n ⊗ E −→ E ⊗ E⊗n+1 ⊗ E)
n≥0.
4.2 The filtrations of the complexes that give the Hochschild cohomology
The complex (X̂∗(M), d̂∗) is filtered by
F0(X̂
∗(M)) ⊇ F1(X̂∗(M)) ⊇ F2(X̂∗(M)) ⊇ F3(X̂∗(M)) ⊇ F4(X̂∗(M)) ⊇ . . . ,
where Fi(X̂
n(M)) :=
⊕n
s=i X̂
n−s,s(M). Hence, by Remark 4.7 there is an spectral sequence
Ersl =⇒ Hr+sK (E,M), with Ers1 = HrK(A,HomA(E˜⊗
s
A ,M)). (4.33)
We let Fi
(
HomKe
(
E
⊗∗
,M
))
denote the k-submodule of HomKe
(
E
⊗∗
,M
)
consisting of all homo-
morphisms α ∈ HomKe
(
E
⊗∗
,M
)
, such that α
(
F i
(
E
⊗∗))
= 0. The normalized Hochschild co-
chain complex
(
HomKe
(
E
⊗∗
,M
)
, b∗
)
is filtered by
F0
(
HomKe(E
⊗∗
,M)
) ⊇ F1(HomKe(E⊗∗ ,M)) ⊇ F2(HomKe(E⊗∗ ,M)) ⊇ . . . . (4.34)
The spectral sequence associated to this filtration is called the cohomological Hochschild-Serre
spectral sequence of E with coefficients in M .
Theorem 4.8. The maps φ̂∗, ψ̂∗ and ω̂∗ preserve filtrations.
Proof. This follows immediately from Theorem 2.42. 
Corollary 4.9. The cohomological Hochschild-Serre spectral sequence is isomorphic to the spec-
tral sequence (4.33).
Recall that the cup product in HH∗K(E), of β ∈ HomKe(E
⊗m
, E) and β′ ∈ HomKe(E⊗
n
, E),
is given by (β ^ β′)(x1,m+n) := β(x1m)β′(xm+1,m+n).
Corollary 4.10. When M = E the spectral sequence (4.33) is multiplicative.
Proof. By Corollary 4.9 and the fact that the filtration (4.34) satisfies Fi ^ Fj ⊆ Fi+j . 
Proposition 4.11. Let R be a k-subalgebra of A and let ρl be the left action of A on M . If R
is stable under χ and F takes its values in R⊗k V , then for all β ∈ HomKe(E⊗
n
,M),
φ̂(β)
(
γ˜A(v1i)⊗ a1,n−i
)
= (β ◦ Sh)(v1i ⊗k a1,n−i)+
(
ρl ◦ (A(A)⊗ β) ◦ φ′′in
)
(v1i ⊗k a1,n−i),
where a1, . . . , an−i ∈ A, v1, . . . , vi ∈ V and φ′′in(v1i ⊗k a1,n−i) is as in Notation 2.41.
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Proof. This is an immediate consequence of Remark 2.40. 
We will use the following proposition in the next section.
Proposition 4.12. Let 0 ≤ s ≤ n and α ∈ X̂n−s,s(M). Let a1, . . . , ai ∈ A, vi+1, . . . , vn ∈ V
and x1, . . . , xn ∈ ν(A) ∪ γ(V ). The map ψ̂(α) have the following properties:
(1) If i = s, then ψ̂(α)
(
γ(v1s)⊗ ν(as+1,n)
)
= α
(
γ˜A(v1s)⊗ as+1,n
)
.
(2) If i 6= s, then ψ̂(α)(γ(v1i)⊗ A(ai+1,n)) = 0.
(3) If there exist j1 < j2 such that xj1 ∈ ν(A) and xj2 ∈ γ(V ), then ψ̂(α)(x1n) = 0.
Proof. This follows immediately from items (1) and (2) of Proposition A.3. 
5 The cup and cap products for general crossed products
In this section we obtain formulas involving the complexes (X̂∗(E), d̂∗) and (X̂∗(M), d̂∗) that
induce the cup product of HH∗K(E) and the cap product of H
K
∗ (E,M). First of all recall that
for m ≤ n, the cap product a : HKn (E,M)×HHmK (E) −→ HKn−m(E,M), is induced by the map(
M ⊗ E⊗
n
⊗)×HomKe(E⊗m , E) −→M ⊗ E⊗n−m⊗,
defined by [m⊗ x1n] a β := [m · β(x1m)⊗ xm+1,n]. When m > n we set [m⊗ x1n] a β := 0.
Definition 5.1. For α ∈ X̂rs(E) and α′ ∈ X̂r′s′(E) we define α • α′ ∈ X̂r′′,s′′(E) by
(α • α′)(γ˜A(v1s′′)⊗ a1r′′) := ∑(−1)rs′α(γ˜A(v1s)⊗ a(l)1r )α′(γ˜A(v(l)s+1,s′′)⊗ ar+1,r′′),
where r′′ := r + r′, s′′ := s+ s′, v1, . . . , vs′′ ∈ V , a1, . . . , ar′′ ∈ A and∑
l
a
(l)
1r ⊗k v(l)s+1,s′′ := χ
(
vs+1,s′′ ⊗k a1r
)
.
Theorem 5.2. Let α∈X̂rs(E) and α′∈X̂r′s′(E). If F takes its values in K ⊗k V , then, for all
v1, . . . , vi ∈ V and ai+1, . . . , an ∈ A, we have
φ̂
(
ψ̂(α) ^ ψ̂(α′)
)(
γ˜A(v1i)⊗ ai+1,n
)
=
{
(α • α′)(γ˜A(v1s′′)⊗ as′′+1,n) if i = s′′,
0 otherwise,
where s′′ := s+ s′ and n := r + r′ + s+ s′.
Proof. For the sake of brevity we set T := Sh(v1i ⊗k ai+1,n). By Proposition 4.11,
φ̂
(
ψ̂(α) ^ ψ̂(α′)
)(
γ˜A(v1i)⊗ ai+1,n
)
=
(
ψ̂(α) ^ ψ̂(α′)
)
(T ).
Since, by the definition of ^ and Proposition 4.12,
- if i 6= s′′, then(ψ̂(α) ^ ψ̂(α′))(T ) = 0,
- if i = s′′, then(
ψ̂(α)^ψ̂(α′)
)
(T ) =
∑
(−1)s′rα(γ˜A(v1s)⊗ a(l)i+1,i+r)α′(γ˜A(v(l)s+1,i)⊗ ai+r+1,n),
where
∑
l a
(l)
i+1,i+r ⊗k v(l)s+1,i := χ
(
vs+1,i ⊗k ai+1,i+r
)
,
the result follows. 
Corollary 5.3. If F takes its values in K ⊗k V , then the cup product of HH∗K(E) is induced by
the operation • in (X̂∗(E), d̂∗).
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Proof. This follows immediately from Theorem 5.2. 
Remark 5.4. Let M be and E-bimodule. There is an evident generalization of the definition
of the cup products that makes up H∗K(E,M) in a HH
∗
K(E)-bimodule. It is clear that obvious
generalizations of Theorem 5.2 and Corollary 5.3 hold.
Definition 5.5. Let α ∈ X̂r′s′(E) and let x := [m⊗A γA(v1s)⊗ a1r] ∈ X̂rs(M), where m ∈M ,
v1, . . . , vs ∈ V and a1, . . . , ar ∈ A. If r′ ≤ r and s′ ≤ s, then we define x  α ∈ X̂r−r′,s−s′(M) by
x  α :=
∑
(−1)r′(s−s′)[m · α(γ˜A(v1s′)⊗ a(l)1r′)⊗A γ˜A(v(l)s′+1,s)⊗ ar′+1,r],
where
∑
l a
(l)
1r′ ⊗k v(l)s′+1,s := χ
(
vs′+1,s ⊗k a1r′
)
. If r′ > r or s′ > s, the we set x  α := 0.
Theorem 5.6. Let m ∈ M , v1, . . . , vs ∈ V , a1, . . . , ar ∈ A and α ∈ X̂r′s′(E). If F takes its
values in K ⊗k V , then
ψ̂
(
φ̂([m⊗A γ˜A(v1s)⊗ a1r]) a ψ̂(α)
)
= [m⊗A γ˜A(v1s)⊗ a1r]  α.
Proof. By Proposition 3.12,
ψ̂
(
φ̂([m⊗A γA(v1s)⊗ a1r]) a ψ̂(α)
)
= ψ̂
(
[m⊗ T ] a ψ̂(α)),
where T := Sh(v1s ⊗k a1r). Now, by the definition of a and Proposition 4.12, we know that
- If s′ > s or r′ > r, then [m⊗ T ] a ψ̂(α) = 0.
- If s′ ≤ s and r′ ≤ r, then
[m⊗ T ] a ψ̂(α) =
∑
(−1)r′s−r′s′m · α(γ˜A(v1s′)⊗ a(l)1r′)⊗ Sh(v(l)s′+1,s ⊗k ar′+1,r),
where
∑
l a
(l)
1r′ ⊗k v(l)s′+1,s := χ(vs′+1,s ⊗k a1r′).
The result follows now immediately from items (1) and (2) of Proposition 3.13. 
Corollary 5.7. If F takes its values in K ⊗k V , then in terms of the complexes (X̂∗(M), d̂∗)
and (X̂∗(E), d̂∗), the cap product is induced by the operation .
Proof. This follows from Theorem 5.6. 
6 Cyclic homology of a general crossed product
In this section we construct a mixed complex computing the cyclic homology of E, whose under-
lying Hochschild complex is (X̂∗(E), d̂∗). The notation X̂n+1(M) is not only meaningful in the
case where M is an E-bimodule, but also when M is an A-bimodule. Throughout this section
we will use it with M = ν(A).
Notation 6.1. For i ≤ n, we let F i,1A,0
(
E
⊗n)
denote the K-subbimodule of E
⊗n
generated by
all the simple tensors x1n such that #{j : xj /∈ ν(A) ∪ γ(V )} ≤ 1 and #{j : xj /∈ ν(A)} ≤ i.
Furthermore we let ν(K)⊗¯F i,1A,0
(
E
⊗n)⊗¯ denote the image of the canonical map
ν(K)⊗ F i,1A,0
(
E
⊗n)⊗ −→ E ⊗ E⊗n ⊗ .
Lemma 6.2. Let φ̂ and ω̂ be as in Subsection 3.1. The composition B ◦ ω̂ ◦B ◦ φ̂, where the map
B∗ : E ⊗ E⊗
∗
⊗ −→ E ⊗ E⊗
∗+1
⊗ is the Connes operator, is the zero map.
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Proof. By Proposition 3.12, Remark 2.38 and the very definition of B,
B ◦ φ̂(X̂n−i,i(E)) ⊆ ν(K)⊗¯F i+1,1A,0 (E⊗n+1)⊗¯.
So, by Proposition 3.14 we have
ω̂ ◦B ◦ φ̂(X̂n−i,i(E)) ⊆ ν(K)⊗¯F i+1A,0 (E⊗n+2)⊗¯ ⊆ kerB,
as desired. 
For each n ≥ 0, let D̂n : X̂n(E)→ X̂n+1(E) be the map D̂ := ψ̂ ◦B ◦ φ̂.
Theorem 6.3.
(
X̂∗(E), d̂∗, D̂∗
)
is a mixed complex that yields the Hochschild, cyclic, negative
and periodic homologies of the K-algebra E. Moreover we have chain complexes maps
Tot
(
BP(X̂∗(E), d̂∗, D̂∗)
)
Tot
(
BP(E ⊗ E⊗
∗
⊗, b∗, B∗)
)Ψ̂
Φ̂
given by Φ̂n(xu
i) := φ̂(x)ui + ω̂ ◦B ◦ φ̂(x)ui−1 and Ψ̂n(xui) :=
∑
j≥0 ψ̂ ◦ (B ◦ ω̂)j(x)ui−j. These
maps satisfy Ψ̂ ◦ Φ̂ = id and Φ̂ ◦ Ψ̂ is homotopically equivalent to the identity map. A homotopy
Ω̂∗+1 : Φ̂∗ ◦ Ψ̂∗ → id∗ is given by Ω̂n+1(xui) :=
∑
j≥0 ω̂ ◦ (B ◦ ω̂)j(x)ui−j.
Proof. For each i ≥ 0, let
φ̂ui : X̂n−2i(E)ui −→
(
E ⊗ E⊗
n−2i
⊗)ui,
ψ̂ui :
(
E ⊗ E⊗
n−2i
⊗)ui −→ X̂n−2i(E)ui
and
ω̂ui :
(
E ⊗ E⊗
n−2i
⊗)ui −→ (E ⊗ E⊗n+1−2i⊗)ui,
be the maps defined by φ̂ui(xui) := φ̂(x)ui, etcetera. By the results in Subsection 2.1 we have a
special deformation retract
Tot
(
BC(X̂∗(E), d̂∗, 0)
)
Tot
(
BC(E ⊗ E⊗
∗
⊗, b∗, 0)
)⊕i≥0 ψ̂ui⊕
i≥0 φ̂u
i
⊕
i≥0 ω̂u
i.
Applying the perturbation lemma to this datum endowed with the perturbation induced by B,
and taking into account Lemma 6.2, we obtain the special deformation retract
Tot
(
BP(X̂∗(E), d̂∗, D̂∗)
)
Tot
(
BP(E ⊗ E⊗
∗
⊗, b∗, B∗)
)Ψ̂
Φ̂
Ω̂∗+1.
It is easy to see that Φ̂, Ψ̂ and Ω̂ commute with the canonical surjections
Tot
(
BC(X̂∗(E), d̂∗, D̂∗)
) −→ Tot(BC(X̂∗(E), d̂∗, D̂∗))[2]
and
Tot
(
BC(E ⊗ E⊗
∗
⊗, b∗, B∗)
) −→ Tot(BC(E ⊗ E⊗∗⊗, b∗, B∗))[2].
A standard argument, from these facts, finishes the proof. 
Remark 6.4. If K is a separable algebra, then mixed complex
(
X̂∗(E), d̂∗, D̂∗
)
gives the Hochs-
child, cyclic, negative and periodic absolute homologies of E.
Definition 6.5. For each r, s ≥ 0, let D̂0rs : X̂rs → X̂r,s+1 and D̂1rs : X̂rs → X̂r+1,s be the maps
defined by
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- If x = [ν(a0)γ(v0)⊗A γ˜A(v1s)⊗ a1r], with a0, . . . , ar ∈ A, v0, . . . , vs ∈ V , then
D̂0(x) :=
s∑
j=0
∑
l
(−1)js+s[1E ⊗A γ˜A(v(l)j+1,s)⊗A ν(a0)γ(v0)˜ ⊗A γ˜A(v1j)⊗ a(l)1r ]
and
D̂1(x) :=
r∑
j=0
∑
l
(−1)jr+r+s[γ(v(l)0 )⊗A γ˜A(v(l)1s )⊗ aj+1,r ⊗ a0 ⊗ a(l)1j ],
where∑
l
a
(l)
1r ⊗k v(l)j+1,s := χ(vj+1,s ⊗k a1r) and
∑
l
a
(l)
1j ⊗k v(l)0 ⊗k v(l)1s := χ(v0s ⊗k a1j).
- If x = [ν(a0)⊗A γ˜A(v1s)⊗ a1r] with a0, . . . , ar ∈ A, v1, . . . , vs ∈ V , then
D̂0(x) := 0 and D̂1(x) :=
r∑
j=0
∑
l
(−1)jr+r+s[1E ⊗A γ˜A(v(l)1s )⊗ aj+1,r ⊗ a0 ⊗ a(l)1j ],
where
∑
l a
(l)
1j ⊗k v(l)1s := χ(v1s ⊗k a1j).
Proposition 6.6. Let R be a k-subalgebra of A. Assume that R is stable under χ and F takes
its values in R⊗k V . Let a0, . . . , an−i ∈ A and v0, . . . , vi ∈ V . The Connes operator D̂ satisfies
the following properties:
(1) If x = [ν(a0)γ(v0)⊗A γ˜A(v1i)⊗ a1,n−i], then
D̂(x) = D̂0(x) + D̂1(x) mod F i−1R
(
X̂n+1(E)
)
+ F iR
(
X̂n+1(ν(A))
)
.
(2) If x = [ν(a0)⊗A γ˜A(v1i)⊗ a1,n−i], then
D̂(x) = D̂1(x) mod F i−1R
(
X̂n+1(ν(A))
)
.
Proof. (1) We must compute D̂(x) = ψ̂ ◦B ◦ φ̂(x). By Proposition 3.12
D̂(x) = ψ̂ ◦B([ν(a0)γ(v0)⊗ Sh(v1i ⊗k a1,n−i)])+ ψ̂ ◦B([ν(a0)γ(v0)⊗A y]),
where [ν(a0)γ(v0)⊗A y] ∈ E⊗¯F i−1R,1 (E
⊗n
)⊗¯. Now
- B
([
ν(a0)γ(v0)⊗Sh(v1i⊗k a1,n−i)
])
is a sum of classes in E⊗E⊗
n+1
⊗ of simple tensors
1⊗y1,n+1, with n− i of the yj ’s in ν(A), i of the yj ’s in γ(V ) and one yj /∈ ν(A)∪γ(V ).
- B
(
[ν(a0)γ(v0) ⊗A y]
)
is a sum of classes in E ⊗ E⊗
n+1
⊗ of simple tensors 1 ⊗ z1,n+1,
with at least one zj in ν(R), at least n − i + 1 of the zj ’s in ν(A) and at most one zj
in E \ ν(A) ∪ γ(V ).
The result follows now using items (3)–(6) of Proposition 3.13 and the definitions of Sh and B.
(2) As in the proof of item (1) we have
D̂(x) = ψ̂ ◦B([ν(a0)⊗ Sh(v1i ⊗k a1,n−i)])+ ψ̂ ◦B([ν(a0)⊗A y]),
where [ν(a0)⊗A y] ∈ F i−1R,1
(
E ⊗ E⊗
n
⊗). Now
- B
(
[ν(a0) ⊗ Sh(v1i ⊗k a1,n−i)]
)
is a sum of classes in E ⊗ E⊗
n+1
⊗ of simple tensors
1⊗ y1,n+1, with n− i+ 1 of the yj ’s in ν(A) and i of the yj ’s in γ(V ).
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- B
(
[ν(a0) ⊗A y]
)
is a sum of classes in E ⊗ E⊗
n+1
⊗ of simple tensors 1 ⊗ z1,n+1, with
each zj in ν(A) ∪ γ(V ), at least one zj in ν(R), and at least n − i + 2 of the zj ’s in
ν(A).
The result follows now from items (1)–(2) of Proposition 3.13 and the definition of Sh and B. 
Corollary 6.7. If K = A, then
(
X̂∗(E), d̂∗, D̂∗
)
=
(
X̂0∗(E), d̂10∗, D̂0∗
)
, where
D̂0n
(
[ν(a)γ(v0)⊗A γ˜A(v1n)]
)
=
n∑
j=0
(−1)n+jn[1E ⊗A γ˜A(vj+1,n)⊗A ν(a)γ(v0)˜ ⊗A γ˜A(v1j)].
6.1 The spectral sequences
In this subsection we study two spectral sequences. The first one generalizes those obtained
in [6, Section 3.1] and [20, Theorem 4.7], while the second one generalizes those obtained in [1,17]
and [6, Section 3.2]. Let d̂0rs and d̂
1
rs be as at the beginning of Section 3 and let D̂
0
rs and D̂
1
rs be
as in Definition 6.5.
6.1.1 The first spectral sequence
Recall from Remark 3.8 that Hr
(
X̂∗s, d̂0∗s
)
= HKr
(
A,E ⊗A E˜⊗sA
)
. Let
d˘rs : H
K
r
(
A,E ⊗A E˜⊗sA
)−→ HKr (A,E ⊗A E˜⊗s−1A )
and
D˘rs : H
K
r
(
A,E ⊗A E˜⊗sA
)−→ HKr (A,E ⊗A E˜⊗s+1A )
be the maps induced by d̂1 and D̂0, respectively.
Proposition 6.8. For each r ≥ 0,
H˘
K
r
(
A,E ⊗A E˜⊗∗A
)
:=
(
HKr
(
A,E ⊗A E˜⊗∗A
)
, d˘r∗, D˘r∗
)
is a mixed complex and there is a convergent spectral sequence
(Evsr, ∂
v
sr)v≥0 =⇒ HCKr+s(E),
such that E2sr = HCs
(
H˘
K
r
(
A,E ⊗A E˜⊗∗A
))
for all r, s ≥ 0.
Proof. For each s, n ≥ 0, let
F s
(
Tot(BC(X̂, d̂, D̂)n)
)
:=
⊕
j≥0
F s−2j(X̂n−2j)uj ,
where F s−2j(X̂n−2j) is the filtration introduced in Subsection 3.2. Let (Evsr, ∂
v
sr)v≥0 be the
spectral sequence associated with the filtration
F 0
(
Tot(BC(X̂∗, d̂∗, D̂∗))
) ⊆ F 1(Tot(BC(X̂∗, d̂∗, D̂∗))) ⊆ · · ·
of Tot
(
BC(X̂∗, d̂∗, D̂∗)
)
. A straightforward computation shows that
- E0sr =
⊕
j≥0 X̂r,s−2ju
j ,
- ∂0sr : E
0
sr −→ E0s,r−1 is
⊕
j≥0 d̂
0
r,s−2ju
j ,
- E1sr =
⊕
j≥0 Hr
(
X̂∗,s−2j , d̂0∗,s−2j
)
uj ,
32 JORGE A. GUCCIONE, JUAN J. GUCCIONE, AND C. VALQUI
- ∂1sr : E
1
sr −→ E1s−1,r is
⊕
j≥0 d˘r,s−2ju
j +
⊕
j≥1 D˘r,s−2ju
j−1.
From this it follows easily that H˘
K
r
(
A,E ⊗A E˜⊗∗A
)
is a mixed complex and
E1sr =
⊕
j≥0
HKr
(
A,E ⊗A E˜⊗
s−2j
A
)
uj and E2sr = HCs
(
H˘
K
r
(
A,E ⊗A E˜⊗∗A
))
.
In order to finish the proof note that the filtration of Tot
(
BC(X̂∗, d̂∗, D̂∗)
)
introduced above is
canonically bounded, and so, by Theorem 6.3, the spectral sequence (Evsr, ∂
v
sr)v≥0 converges to
the cyclic homology of the K-algebra E. 
6.1.2 The second spectral sequence
Assume that F takes its values in K ⊗k V . Let
dˇrs : H
A
s
(
E,A⊗A⊗
r
⊗ E)−→ HAs (E,A⊗A⊗r−1 ⊗ E)
and
Dˇrs : H
A
s
(
E,A⊗A⊗
r
⊗ E)−→ HAs (E,A⊗A⊗r+1 ⊗ E)
be the maps induced by d̂0 and D̂1, respectively.
Proposition 6.9. For each s ≥ 0,
Hˇ
A
s
(
E,A⊗A⊗
∗
⊗ E):= (HAs (E,A⊗A⊗∗ ⊗ E), dˇ∗s, Dˇ∗s)
is a mixed complex and there is a convergent spectral sequence
(Evrs, d
v
rs)v≥0 =⇒ HCKr+s(E),
such that E2rs = HCr
(
Hˇ
A
s
(
E,A⊗A⊗
∗
⊗ E)) for all r, s ≥ 0.
Proof. For each r, n ≥ 0, let
Fr
(
Tot(BC(X̂, d̂, D̂)n)
)
:=
⊕
j≥0
Fr−2j(X̂n−2j)uj ,
where Fr−2j(X̂n−2j) :=
⊕
i≤r−2j X̂i,n−i−2j . Consider the spectral sequence (E
v
rs, d
v
rs)v≥0, asso-
ciated with the filtration
F0
(
Tot(BC(X̂∗, d̂∗, D̂∗))
) ⊆ F1(Tot(BC(X̂∗, d̂∗, D̂∗))) ⊆ · · ·
of Tot
(
BC(X̂∗, d̂∗, D̂∗)
)
. A straightforward computation shows that
- E0rs =
⊕
j≥0 X̂r−2j,su
j ,
- d0rs : E
0
rs −→ E0r,s−1 is
⊕
j≥0 d̂
1
r−2j,su
j ,
- E1rs =
⊕
j≥0 Hs
(
X̂r−2j,∗, d̂1r−2j,∗
)
uj ,
- d1rs : E
1
rs −→ E1r−1,s is
⊕
j≥0 dˇr−2j,su
j +
⊕
j≥1 Dˇr−2j,su
s−j .
From this and Remark 3.8 it follows that Hˇ
A
s
(
E,A⊗A⊗
∗
⊗ E) is a mixed complex,
E1rs =
⊕
j≥0
HAs−j
(
E,A⊗A⊗
r−j
⊗ E) and E2rs = HCr(HˇAs (E,A⊗A⊗∗ ⊗ E)).
In order to finish the proof note that the filtration of Tot
(
BC(X̂∗, d̂∗, D̂∗)
)
introduced above is
canonically bounded, and so, by Theorem 6.3, the spectral sequence (Evsr, d
v
sr)v≥0 converges to
the cyclic homology of the K-algebra E. 
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Appendix
For each 0 ≤ i < n and each k-subalgebra R of A we set F iU,R(Xn) :=
⊕i
s=0 U
1
n−s,s(R).
Lemma A.1. Let R be a k-subalgebra of A. Assume that R is stable under χ and that F takes
its values in R⊗k V . Let r, s ≥ 0 and let n := r + s. For each z ∈ Xrs it is true that:
(1) If z ∈ E ·Wrs, then σ(z) = σ0(z) ∈ E ·Lr+1,s.
(2) If z ∈ Lurs(R) ·E, then σl(z) ∈ U l+ur+l+1,s−l(R) for all l ≥ 0.
(3) If z ∈ E ·Urs, then σl(z) = 0 for l ≥ 0.
(4) If z ∈ Lrs ·E and r > 0, then σ(z) ≡ σ0(z) modulo F s−1U,R (Xn+1).
(5) If z ∈ L0n ·E, then σ(z) ≡ σ0(z)− σ0 ◦ σ−1 ◦ υ(z) modulo Fn−1U,R (Xn+1).
(6) If z ∈ E ·Urs and r > 0, then σ(z) = 0.
(7) If z ∈ E ·U0n, then σ(z) = −σ0 ◦ σ−1 ◦ υ(z).
Proof. Item 1) is Remark 2.21 and item (2) holds for l = 0 by the very definition of σ0. Assume
that item (2) is true for all the maps σi with i < l. By items (2) and (3) of Theorem 2.26,
σl(z) = −
l−1∑
i=0
σ0 ◦ dl−i ◦ σi(z)
∈
l−1∑
i=0
σ0
(
dl−i(Uu+ir+i+1,s−i(R))
)
⊆ σ0(E ·Uu+l−1r+l,s−l(R)) + σ0(Lu+l−1r+l,s−l(R) · γ(V )γ(V )).
So, σl(z) ∈ Uu+lr+l+1,s−l(R), since by the definition of σ0, equality (2.17) and Lemma 1.14,
σ0(E ·Uu+lr+l,s−l(R)) = 0 and σ0(Lu+l−1r+l,s−l(R) · γ(V )γ(V )) ⊆ Uu+lr+l+1,s−l(R).
Item (3) follows easily by induction on l using the recursive definition of σl (the initial case
l = 0 is equality (2.17)). Items (4), (5), (6) and (7) follow from Proposition 2.18 and items (2)
and (3). 
Remark A.2. From the definition of σ and item (2) of the previous lemma it follows that
σ
(
F iU,R(Xn) ·E
) ⊆ F iU,R(Xn+1) for i < n.
Proposition A.3. Let R be a k-subalgebra of A. Assume that R is stable under χ and that F
takes its values in R ⊗k V . Let v, v1, . . . , vi ∈ V and a, ai+1, . . . , an ∈ A. The map ψn has the
following properties:
(1) ψ
(
1E ⊗ γ(v1i)⊗ ν(ai+1,n)⊗ 1E
)
= 1E ⊗A γ˜A(v1i)⊗ ai+1,n ⊗ 1E.
(2) Let x1, . . . , xn ∈ ν(A) ∪ γ(V ). If there exist indices j1 < j2 such that xj1 ∈ ν(A) and
xj2 ∈ γ(V ), then ψ(1E ⊗ x1n ⊗ 1E) = 0.
(3) If x = 1E ⊗ γ(v1,i−1)⊗ a · γ(v)⊗ ν(ai+1,n)⊗ 1E, then
ψ(x) ≡ 1E ⊗A γ˜A(v1,i−1)⊗A a · γ˜(v)⊗ ai+1,n ⊗ 1E
+
∑
1E ⊗A γ˜A(v1,i−1)⊗ a⊗ a(l)i+1,n ⊗ γ
(
v(l)
) mod F i−2U,R (Xn),
where
∑
l a
(l)
i+1,n ⊗k v(l) := χ(v ⊗k ai+1,n).
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(4) If x = 1E ⊗ γ(v1,j−1)⊗ a · γ(v)⊗ γ(vj+1,i)⊗ ν(ai+1,n)⊗ 1E with j < i, then
ψ(x) ≡ 1E ⊗A γ˜A(v1,j−1)⊗A a · γ˜(v)⊗A γ˜A(vj+1,i)⊗ ai+1,n ⊗ 1E mod F i−2U,R (Xn).
(5) If x = 1E ⊗ γ(v1,i−1)⊗ ν(ai,j−1)⊗ a · γ(v)⊗ ν(aj+1,n)⊗ 1E with j > i, then
ψ(x) ≡
∑
1E ⊗A γ˜A(v1,i−1)⊗ ai,j−1 ⊗ a⊗ a(l)j+1,n ⊗ γ(v(l)) mod F i−2U,R (Xn),
where
∑
l a
(l)
j+1,n ⊗k v(l) := χ(v ⊗k aj+1,n).
(6) Let x1, . . . , xn ∈ E satisfying #{l : xl /∈ ν(A) ∪ γ(V )} = 1. If there exist j1 < j2 such
that xj1 ∈ ν(A) and xj2 ∈ γ(V ), then
ψ(1E ⊗ x1n ⊗ 1E) ∈ F i−2U,R (Xn),
where i := #{l : xl /∈ ν(A)}.
Proof. (1) We proceed by induction on n. The case n = 0 is trivial. Suppose n > 0 and the
result is valid for n− 1. Assume first that i < n. By Proposition 2.30, the inductive hypothesis
and item (1) of Lemma A.1,
ψ
(
1E ⊗ γ(v1i)⊗ ν(ai+1,n)⊗ 1E
)
= (−1)nσ ◦ ψ(1E ⊗ γ(v1i)⊗ ν(ai+1,n−1)⊗ ν(an))
= (−1)nσ(1E ⊗A γ˜A(v1i)⊗ ai+1,n−1 ⊗ ν(an))
= (−1)nσ0(1E ⊗A γ˜A(v1i)⊗ ai+1,n−1 ⊗ ν(an)),
and the result follows from equality (2.15), since 1E ∈K ⊗k V . Assume now that i = n. By
Proposition 2.30, the inductive hypothesis, item (7) of Lemma A.1 and the definitions of υ
and σ−1,
ψ
(
1E ⊗ γ(v1n)⊗ 1E
)
= (−1)nσ ◦ ψ(1E ⊗ γ(v1,n−1)⊗ γ(vn))
= (−1)n+1σ0 ◦ σ−1 ◦ υ(1E ⊗A γ˜A(v1,n−1)⊗ γ(vn))
= σ0
(
1E ⊗A γ˜A(v1n)⊗A 1E
)
.
The result follows now immediately from equality (2.14), since 1E ∈ K ⊗k V .
(2) We proceed by induction on n. The case n = 0 is trivial. Suppose n > 0 and the result is
valid for n− 1. By Proposition 2.30 and the inductive hypothesis, if there exist j1 < j2 < n such
that xj1 ∈ ν(A) and xj2 ∈ γ(V ), then
ψ(1E ⊗ x1n ⊗ 1E) = (−1)nσ ◦ ψ(1E ⊗ x1,n−1 ⊗ xn) = (−1)nσ(0) = 0.
On the other hand, if x1n=γ(v1,i−1)⊗ ν(ai,n−1)⊗ γ(vn), then, by Proposition 2.30 and state-
ment (1),
ψ(1E ⊗x1n⊗ 1E) = (−1)nσ ◦ψ(1E ⊗x1,n−1⊗xn) = (−1)nσ
(
1E ⊗A γ˜A(v1,i−1)⊗ai,n−1⊗ γ(vn)
)
,
and the result follows from item (6) of Lemma A.1.
(3) We proceed by induction on n. The case n = 0 is trivial. Suppose n > 0 and the result is
valid for n− 1. Assume first that i < n. Let
y := 1E ⊗ γ(v1,i−1)⊗ a · γ(v)⊗ ν(ai+1,n−1)⊗ ν(an),
z := 1E ⊗A γ˜A(v1,i−1)⊗A a · γ˜(v)⊗ ai+1,n−1 ⊗ ν(an)
and
z′ :=
∑
1E ⊗A γ˜A(v1,i−1)⊗ a⊗ a(l)i+1,n−1 ⊗ γ
(
v(l)
)
ν(an),
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where
∑
l a
(l)
i+1,n−1⊗k v(l) := χ(v⊗k ai+1,n−1). Clearly z′ ∈ Ln−i,i−1 ·E, while z ∈Wn−i−1,i (use
equality (1.6) repeatedly). By Proposition 2.30 and the inductive hypothesis,
ψ(x) = (−1)nσ ◦ ψ(y) ≡ (−1)nσ(z + z′) mod σ(F i−2U,R (Xn−1) · ν(A))
So, by Remark A.2 and items (1) and (4) of Lemma A.1,
ψ(x) ≡ (−1)nσ0(z + z′) mod F i−2U,R (Xn).
Using the fact that γ(V ) ⊆ K ⊗k V and equalities (1.6) and (2.15) in order to compute σ0(z′),
and using the fact that 1E ∈ K ⊗k V and equality (2.15) in order to compute σ0(z), we obtain
the desired expression for ψ(x). Assume now that i = n. Let
y := 1E ⊗ γ(v1,n−1)⊗ a · γ(v),
z := 1E ⊗A γ˜A(v1,n−1)⊗ a · γ(v)
and
z′ := 1E ⊗A γ˜A(v1,n−1)⊗A a · γ˜(v)⊗A 1E .
By Proposition 2.30, item (1) and Lemma A.1(5),
ψ(x) = (−1)nσ ◦ ψ(y) = (−1)nσ(z) ≡ (−1)nσ0(z)− (−1)nσ0 ◦ σ−1 ◦ υ(z) mod Fn−2U,R (Xn).
Hence, by the definitions of υ and σ−1,
ψ(x) ≡ (−1)nσ0(z) + σ0(z′) mod Fn−2U,R (Xn).
The desired formula for ψ(x) follows now easily using the fact that γ(V ) ⊆ K ⊗k V and equal-
ity (2.15) in order to compute σ0(z), and using the fact that 1E ∈ K ⊗k V and equality (2.14)
in order to compute σ0(z′).
(4) We proceed by induction on n. The case n = 0 is trivial. Suppose n > 0 and the result is
valid for n− 1. Assume first that i < n. Let
y := 1E ⊗ γ(v1,j−1)⊗ a · γ(v)⊗ γ(vj−1,i)⊗ ν(ai+1,n−1)⊗ ν(an)
and
z := 1E ⊗A γ˜A(v1,j−1)⊗A a · γ˜(v)⊗A γ˜A(vj−1,i)⊗ ai+1,n−1 ⊗ ν(an).
Note that z ∈Wn−i−1,i. By Proposition 2.30 and the inductive hypothesis,
ψ(x) = (−1)nσ ◦ ψ(y) ≡ (−1)nσ(z) mod σ(F i−2U,R (Xn−1) · ν(A)).
So, by Remark A.2 and item (1) of Lemma A.1,
ψ(x) ≡ (−1)nσ0(z) mod F i−2U,R (Xn).
The desired formula for ψ(x) follows from equality (2.15), because 1E ∈ K ⊗k V . Assume now
that j < i− 1 and i = n. Let
y := 1E ⊗ γ(v1,j−1)⊗ a · γ(v)⊗ γ(vj+1,n−1)⊗ γ(vn),
z := 1E ⊗A γ˜A(v1,j−1)⊗A a · γ˜(v)⊗A γ˜A(vj+1,n−1)⊗ γ(vn)
and
z′ := 1E ⊗A γ˜A(v1,j−1)⊗A a · γ˜(v)⊗A γ˜A(vj+1,n)⊗A 1E .
Clearly z ∈ U0,n−1. By Proposition 2.30 and the inductive hypothesis,
ψ(x) = (−1)nσ ◦ ψ(y) ≡ (−1)nσ(z) mod σ(Fn−3U,R (Xn−1) ·E).
Consequently, by Remark A.2 and item (7) of Lemma A.1,
ψ(x) ≡ (−1)n+1σ0 ◦ σ−1 ◦ υ(z) mod Fn−3U,R (Xn).
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So, the definitions of υ and σ−1,
ψ(x) ≡ σ0(z′) mod Fn−3U,R (Xn),
and the formula for ψ(x) follows from equality (2.14), because 1E ∈ K ⊗k V . Assume finally
that j = i− 1 and i = n. Let
y := 1E ⊗ γ(v1,n−2)⊗ a · γ(v)⊗ γ(vn),
z := 1E ⊗A γ˜A(v1,n−2)⊗A a · γ˜(v)⊗ γ(vn),
z′ := 1E ⊗A γ˜A(v1,n−2)⊗ a⊗ γ(v)γ(vn)
and
z′′ := 1E ⊗A γ˜A(v1,n−2)⊗A a · γ˜(v)⊗A γ˜(vn)⊗A 1E .
Clearly z′ ∈ L1,n−2 ·E and z ∈ U0,n−1. By Proposition 2.30 and item (3),
ψ(x) = (−1)nσ ◦ ψ(y) ≡ (−1)nσ(z + z′) mod σ(Fn−3U,R (Xn−1) ·E).
Hence, by Remark A.2 and items (4) and (7) of Lemma A.1,
ψ(x) ≡ (−1)n+1σ0 ◦ σ−1 ◦ υ(z) + (−1)nσ0(z′) mod Fn−3U,R (Xn).
By Lemma 1.14 and the definition of σ0 we have σ0(z′) ∈ U12,n−2(R). Consequently, by the
definitions of υ and σ−1,
ψ(x) ≡ σ0(z′′) mod Fn−2U,R (Xn).
Since 1E ∈ K ⊗k V , the formula for ψ(x) follows now immediately from equality (2.14).
(5) We proceed by induction on n. The case n = 0 is trivial. Suppose n > 0 and the result is
valid for n− 1. Assume first that j < n. Let
y := 1E ⊗ γ(v1,i−1)⊗ ν(ai,j−1)⊗ a · γ(v)⊗ ν(aj+1,n−1)⊗ ν(an)
and
z :=
∑
1E ⊗A γ˜A(v1,i−1)⊗ ai,j−1 ⊗ a⊗ a(l)j+1,n−1 ⊗ γ(v(l)
)
ν(an),
where
∑
l a
(l)
j+1,n−1 ⊗k v(l) := χ(v ⊗k aj+1,n−1). Note that z ∈ Ln−i,i−1 ·E. By Proposition 2.30
and the inductive hypothesis,
ψ(x) = (−1)nσ ◦ ψ(y) ≡ (−1)nσ(z) mod σ(F i−2U,R (Xn−1) · ν(A)).
Thus, by Remark A.2 and item (4) of Lemma A.1,
ψ(x) ≡ (−1)nσ0(z) mod F i−2U,R (Xn).
The expression for ψ(x) follows now from the fact that γ(V ) ⊆ K ⊗k V and equalities (1.6)
and (2.15). We next consider the case j = n. Let
y := 1E ⊗ γ(v1,i−1)⊗ ν(ai,n−1)⊗ a · γ(v)
and
z := 1E ⊗A γ˜A(v1,i−1)⊗ ai,n−1 ⊗ a · γ(v).
Note that z ∈ Ln−i,i−1 ·E. By Proposition 2.30 and item (1),
ψ(x) = (−1)nσ ◦ ψ(y) = (−1)nσ(z).
Thus, by item (4) of Lemma A.1,
ψ(x) ≡ (−1)nσ0(z) mod F i−2U,R (Xn).
The expression for ψ(x) follows now from the fact that γ(V ) ⊆ K ⊗k V and equality (2.15).
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(6) By Proposition 2.30,
ψ(1E ⊗ x1n ⊗ 1E) = (−1)nσ ◦ ψ(1E ⊗ x1,n−1 ⊗ xn).
Assume first that xn /∈ ν(A) ∪ γ(V ). Then, by item (2),
ψ(x) = (−1)nσ(0) = 0.
Assume now that xn ∈ ν(A). By inductive hypothesis, ψ(x) ∈ σ
(
F i−2U,R (Xn−1) · ν(A)
)
, and so,
by Remark A.2,
ψ(x) ∈ F i−2U,R (Xn),
Assume finally that xn∈γ(V). If j2 in the statement can be taken lesser than n, then, by inductive
hypothesis, ψ(x) ∈ σ(F i−3U,R (Xn−1) · γ(V )), and so, again by Remark A.2,
ψ(x) ∈ F i−3U,R (Xn) ⊆ F i−2U,R (Xn).
If j2 is necessarily equals n, then, by items (3), (4) and (5),
ψ(x) ∈ σ(Un−i,i−1 + Ln−i+1,i−2 · γ(V )γ(V ))+ σ(F i−3U,R (Xn−1) · γ(V )).
So, by Remark A.2 and items (4) and (6) of Lemma A.1,
ψ(x) ∈ σ0(Ln−i+1,i−2 · γ(V )γ(V ))+ F i−3U,R (Xn),
and the result follows from Lemma 1.14, the fact that γ(V ) ⊆ K ⊗k V and equality (2.15). 
Proposition A.4. Let R be a k-subalgebra of A. Assume that R is stable under χ and that F
takes its values in R ⊗k V . Let v, v1, . . . , vi ∈ V and a, ai+1, . . . , an ∈ A. The map φn ◦ ψn has
the following properties:
(1) If x := 1E ⊗ γ(v1i)⊗ ν(ai+1,n)⊗ 1E, then
φ ◦ ψ(x) ≡ 1E ⊗ Sh(v1i ⊗k ai+1,n)⊗ 1E mod ν(A)⊗¯F i−1R,1 (E
⊗n
)⊗¯ν(K).
(2) Let x1, . . . , xn ∈ ν(A) ∪ γ(V ). If there exist indices j1 < j2 such that xj1 ∈ ν(A) and
xj2 ∈ γ(V ), then φ ◦ ψ(1E ⊗ x1n ⊗ 1E) = 0.
(3) If x = 1E ⊗ γ(v1,i−1)⊗ a · γ(v)⊗ ν(ai+1,n)⊗ 1E, then
φ ◦ ψ(x) ≡
∑
ν(a
(j))⊗ Sh(v(j)1,i−1 ⊗k v ⊗k ai+1,n)⊗ 1E
+
∑
1E ⊗ Sh
(
v1,i−1 ⊗k a⊗ a(l)i+1,n
)⊗ γ(v(l)),
modulo
ν(A)⊗¯F i−1R,1 (E
⊗n
)⊗¯ν(K) + ν(A)⊗¯F i−2R,1 (E
⊗n
)⊗¯ν(K) · γ(V ),
where∑
j
a(j) ⊗k v(j)1,i−1 := χ(v1,i−1 ⊗k a) and
∑
l
a
(l)
i+1,n ⊗k v(l) := χ(v ⊗k ai+1,n).
(4) If x = 1E ⊗ γ(v1,j−1)⊗ a · γ(v)⊗ γ(vj+1,i)⊗ ν(ai+1,n)⊗ 1E with j < i, then
φ ◦ ψ(x) ≡
∑
ν(a
(l))⊗ Sh(v(l)1,i−1 ⊗k v ⊗k ai+1,n)⊗ 1E
modulo
ν(A)⊗¯F i−1R,1 (E
⊗n
)⊗¯ν(K) + ν(A)⊗¯F i−2R,1 (E
⊗n
)⊗¯ν(K) · γ(V ),
where
∑
l a
(l) ⊗k v(l)1,i−1 := χ(v1,i−1 ⊗k a).
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(5) If x = 1E ⊗ γ(v1,i−1)⊗ ν(ai,j−1)⊗ a · γ(v)⊗ ν(aj+1,n)⊗ 1E with j > i, then
φ ◦ ψ(x) ≡
∑
l
1E ⊗ Sh
(
v1,i−1 ⊗k ai,j−1 ⊗ a⊗ a(l)j+1,n
)⊗ γ(v(l))
modulo ν(A)⊗¯F i−2R,1 (E
⊗n
)⊗¯ν(K) · γ(V ), where
∑
l a
(l)
j+1,n ⊗k v(l) := χ(v ⊗k aj+1,n).
(6) Let x1, . . . , xn ∈ E satisfying #{l : xl /∈ ν(A) ∪ γ(V )} = 1. If there exist j1 < j2 such
that xj1 ∈ ν(A) and xj2 ∈ γ(V ), then
φ ◦ ψ(1E ⊗ x1n ⊗ 1E) ∈ ν(A)⊗¯F i−2R,1 (E
⊗n
)⊗¯ν(K) · γ(V ),
where i := #{l : xl /∈ ν(A)}.
Proof. (1) This is a consequence of Proposition 2.39 and item (1) of Proposition A.3.
(2) This is a consequence of item (2) of Proposition A.3.
(3) By item (3) of Proposition A.3,
φ ◦ ψ(x) ≡ φ(1E ⊗A γ˜A(v1,i−1)⊗A a · γ˜(v)⊗ ai+1,n ⊗ 1E)
+
∑
φ
(
1E ⊗A γ˜A(v1,i−1)⊗ a⊗ a(l)i+1,n ⊗ γ(v(l))
) mod φ(F i−2U,R (Xn)),
Hence, by equality (1.6) and Proposition 2.39,
φ ◦ ψ(x) ≡
∑
ν(a
(j))⊗ Sh(v(j)1,i−1 ⊗k v ⊗k ai+1,n)⊗ 1E
+
∑
1E ⊗ Sh
(
v1,i−1 ⊗k a⊗ a(l)i+1,n
)⊗ γ(v(l)),
modulo
ν(A)⊗¯F i−1R,1 (E
⊗n
)⊗¯ν(K) + ν(A)⊗¯F i−2R,1 (E
⊗n
)⊗¯ν(K) · γ(V ) + φ
(
F i−2U,R (Xn)
)
.
Since, by Remark 2.38, Proposition 2.39, and the definition of F i−2U,R (Xn),
φ
(
F i−2U,R (Xn)
) ⊆ ν(A)⊗¯F i−2R,1 (E⊗n)⊗¯ν(K) · γ(V ),
the assertion in the statement is true.
(4) Mimic the proof of item (3).
(5) Mimic the proof of item (3).
(6) Mimic the proof of item (3). 
Proposition A.5. If x1, . . . , xn ∈ E satisfy #{j : xj /∈ ν(A) ∪ γ(V )} ≤ 1, then
ω(x) ∈ ν(A)⊗¯F iA,0(E
⊗n+1
)⊗¯ν(K),
where x := 1E ⊗ x1n ⊗ 1E and i := #{j : xj /∈ ν(A)}.
Proof. We first claim that if #{j : xj /∈ ν(A) ∪ γ(V )} = 0, then ω(x) = 0. We proceed by
induction on n. The case n = 1 is trivial, since ω1 = 0 by definition. Assume that n > 1 and the
claim holds for n− 1. Then,
ω(x) = ξ
(
φ ◦ ψ(x)− (−1)nω(1E ⊗ x1,n−1 ⊗ xn)
)
= ξ ◦ φ ◦ ψ(x) = 0,
where the first equality holds by Remark 2.31; the second one, by the inductive hypothesis; and
the last one, by the facts that ν(A)⊗¯F iA,0(E
⊗n
)⊗¯ν(K)⊆ ker(ξ) and, by items (1) and (2) of
Proposition A.4,
φ ◦ ψ(x) ∈ ν(A)⊗¯F iA,0(E
⊗n
)⊗¯ν(K).
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We now assume that #{j : xj /∈ ν(A) ∪ γ(V )} = 1 and we prove the proposition by induction
on n. This is trivial for n = 1 since w1 = 0. Suppose that n > 1 and the proposition is true for
n− 1. Since by Remark 2.31
ω(x) = ξ
(
φ ◦ ψ(x)− (−1)nω(1E ⊗ x1,n−1 ⊗ xn)
)
,
and, by items (3)–(6) of Proposition A.4, Remark 2.38, Proposition 2.39 and the definition of ξ,
ξ ◦ φ ◦ ψ(x) ∈ ξ
(
ν(A)⊗¯F iA,0(E
⊗n
)⊗¯ν(K) + ν(A)⊗¯F i−1A,0 (E
⊗n
)⊗¯ν(K) · γ(V )
)
⊆ ν(A)⊗¯F iA,0(E
⊗n+1
)⊗¯ν(K),
in order to finish the proof it suffices to check that
ξ ◦ ω(1E ⊗ x1,n−1 ⊗ xn) ∈ ν(A)⊗¯F iA,0(E
⊗n+1
)⊗¯ν(K). (A.35)
But, since by the inductive hypothesis and the claim,
- if xn ∈ ν(A), then ω(1E ⊗ x1,n−1 ⊗ xn) ∈ F iA,0(E ⊗ E
⊗n ⊗ E) · ν(A),
- if xn ∈ γ(V ), then ω(1E ⊗ x1,n−1 ⊗ xn) ∈ F i−1A,0 (E ⊗ E
⊗n ⊗ E) · γ(V ),
- if xn /∈ ν(A) ∪ γ(V ), then ω(1E ⊗ x1,n−1 ⊗ xn) = 0,
the condition (A.35) is satisfied. 
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