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Abstract
In this article, it is proved that for any probability law µ over R and a drift field b : R → R
and killing field k : R → R+ which satisfy hypotheses stated in the article and a given terminal
time t > 0, there exists a string m, an α ∈ (0, 1], an initial condition x0 ∈ R and a process X with
infinitesimal generator
(
1
2
∂
2
∂m∂x
+ b ∂
∂m
− ∂K
∂m
)
where k = ∂K
∂x
such that for any Borel set B ∈ B(R),
P (Xt ∈ B|X0 = x0) = αµ(B).
Firstly, it is shown the problem with drift and without killing can be accommodated, after a simple
co-ordinate change, entirely by the proof in [20]. The killing field presents additional problems and
the proofs follow the lines of [20] with additional arguments.
Key words: Time homogeneous gap diffusion, drift, killing, Kre˘in strings, marginal distribution.
1 Introduction
1.1 Results and Method of Proof
Let µ be a probability measure over R, b : R → R and k : R → R+ given drift and killing functions.
Set
b˜(x) =
{
b(x) x ∈ suppt(µ)
0 x 6∈ suppt(µ)
, B(x) =
{ ∫
[0,x] b˜(y)dy x ≥ 0
−
∫
[x,0) b˜(y)dy x < 0
(1)
where suppt(µ) denotes the support of the measure µ. Let
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k̂(x) =
{
k(x) x ∈ suppt(µ)
0 x 6∈ suppt(µ)
, K(x) =
{ ∫
[0,x] k̂(y)dy x ≥ 0
−
∫
[x,0) k̂(y)dy x < 0.
(2)
Hypothesis 1.1 (Hypothesis on drift b, killing field k and measure µ). The target probability measure,
drift and killing (µ, b, k) satisfy the following conditions.
1. B from (1) and K from (2) are absolutely continuous with respect to µ.
2. Let l−(x) = sup{y ∈ suppt(µ) ∩ (−∞, x)} and let l+(x) = inf{y ∈ suppt(µ) ∩ (x,+∞)}, then
sup
x∈R
lim
h↓0
∫ l+(x)+h
l−(x)−h
|˜b(x)|dx < 1 (3)
where b˜ is from (1).
3. Let c : (0, 1)→ R+ denote the function defined by:
c(x) =
(
ln 1x
)
− (1− x)
(1− x)2
. (4)
Let γ satisfy:
γ =
1
2
(
1− sup
x∈R
lim
h↓0
∫ l+(x)+h
l−(x)−h
|˜b(x)|dx
)
. (5)
Then (b, µ) satisfies:
∫ ∞
−∞
(∫ 0∨x
0∧x
eF (b,y)dy
)
µ(dx) < +∞ (6)
where
F (b, y) = 2
(∫ 0∨y
0∧y
∣∣∣˜b(x)∣∣∣ dx+ c(γ) sup
t:(0∧y)=t0<...<tn=(0∨y)
n−1∑
i=0
{(∫ ti+1
ti
|˜b(x)|dx
)2})
(7)
and b˜ is defined by (1). Here the maximum is taken over sequences of length n for all n ∈ N.
4. limx→±+∞
∂K
∂µ (x) = 0.
Let z+ = sup{x ∈ suppt(µ)} and z− = inf{x ∈ suppt(µ)}. Then
∂K
∂µ (x) is defined to be 0 for
x > z+ and x < z−.
This article addresses the following problem: suppose that (µ, b, k) satisfy Hypothesis 1.1. It is shown
that there exists a string measure m, an α ∈ (0, 1] and an x0 ∈ R such that
1
2
∂2
∂m∂x
+
∂B
∂m
∇m −
∂K
∂m
(8)
where ∇m is defined in Section 2 is the infinitesimal generator of a process X satisfying
P(Xt ∈ B|X0 = x0,Xt 6∈ {D}) = µ(B) ∀B ∈ B(R)
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where D is a cemetery state, Xt ∈ {D} denotes that the process has been killed by time t and
α := 1− P (Xt ∈ {D}) > 0.
If t is replaced by an exponential time, α, x0 and m are uniquely determined and an explicit construc-
tion is given. If t is a deterministic time, only existence is given, although the method of proof may
indicate how to provide approximations.
Remarks on Hypothesis 1.1
1. For γ defined by (5), it follows from (3) that γ > 0 (where the inequality is strict).
2. For x ∈ (0, 1), the power series expansion of 1− x gives:
log
1
x
= − log(1− (1− x)) =
∞∑
j=1
(1− x)j
j
so that
c(x) =
∞∑
j=0
(1− x)j
j + 2
.
It follows that limx↑1 c(x) =
1
2 , c(x) is decreasing in the range x ∈ (0, 1), c(x) < +∞ for x > 0
and limx↓0 c(x) = +∞.
3. It is straightforward (and easier) to obtain the existence of a measure m which gives an α > 0
and a process with infinitesimal generator(
1
2
∂2
∂m∂x
+
∂B
∂m
∇m
)
− k (9)
for a given drift b and killing k, which has distribution
P(Xτ ∈ {D}) = 1− α P(Xτ ∈ A) = αµ(A) ∀A ∈ B(R),
where τ is the terminal time, µ is the prescribed measure, D denotes the cemetery state and
{Xτ ∈ {D}} denotes that the process has been killed by time τ . As with the case discussed
in this article, with similar proofs, there is uniqueness and explicit construction when stopped
at an independent geometric / exponential time. When finding a process with generator given
by (9), the hypothesis on the killing field k may be relaxed; Part 4 of Hypothesis 1.1 is irrelevant
for this problem, since it is only connected with ensuring that the limit of processes on atomised
state spaces is not dead with probability 1 by the terminal time for a generator given by (8).
This issue resolves itself without this hypothesis for the generator given by (9).
The line of proof is as follows:
1. Discrete time and finite state space are considered; conditions under which a suitable Markov
chain with a given distribution when stopped at an independent geometric time are established.
The solution, when it exists, is unique and the construction is explicit.
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2. This is then extended to establish conditions under which there exists a Markov chain with a
given distribution when stopped at an independent negative binomial time. This uses the fact
that a negative binomial variable is the sum of independent identically distributed geometric
variables and uses a fixed point theorem. For the problem of finding an infinitesimal generator
of the form of (8) or (9), substantial modifications of the arguments in [20] are required when
killing is introduced.
3. Limits of negative binomial times by reducing the time mesh are taken to obtain a time with
Gamma distribution as in [20]. Limits are then taken to obtain a deterministic time. The
arguments are along similar lines to those of [20], with some crucial modifications.
4. Finally, arbitrary state space is considered. As in [20], the target measure is approximated by
a sequence of atomised measures. The drift is dealt with by a change of co-ordinates and the
sequence of atomised measures in the transformed co-ordinates is considered. The killing is dealt
with by considering the process without killing, together with the conditional distribution of the
killing time. Both of these converge. The problem is to ensure that the diffusion coefficient does
not tend to infinity and the probability that the process has been killed does not tend to 1 as
the limit is taken. The proof requires Hypothesis 1.1 Part 4.
1.2 Background
The problem of constructing a gap diffusion with a given law with compact support at an independent
exponential time has been discussed fully by Cox, Hobson and Ob lo´j in [4] (2011). The problem of
constructing a martingale diffusion that has law µ at a fixed time t has been solved by Jiang and
Tao in [11] (2001) under certain smoothness assumptions. Recently, Forde in [8] (2011) extended the
work of Cox, Hobson and Ob lo´j [4] to provide a process with prescribed joint law for the process at
an independent exponential time τ and its supremum over the time interval [0, τ ].
For any prescribed measure µ, the problem of finding a martingale diffusion with given marginal µ
at a fixed time t > 0 was solved in [20] (2013). Independently and simultaneously, Ekstro¨m, Hobson,
Janson and Tysk [7] (2013) found a different proof; in [7], the target distribution is again approximated
by atomic measures, but general results from algebraic topology to conclude existence of a limit. In [19]
(1972), Monroe constructs a general symmetric stable process with a prescribed marginal at a fixed
time, but does not require that the resulting process satisfies a martingale property.
1.3 Motivation
The subject of strong Markov processes generated by Kre˘in-Feller generalised second order differential
operators and, more specifically, the inverse problem of computing a function a to give a solution f
to the parabolic equation
∂f
∂s
= a
(
1
2
∂2
∂x2
+ b
∂
∂x
− k
)
f
is of interest in its own right. Here a is understood as 1m′(x) and the initial condition at s = 0 is a
dirac mass f(0, x) = δx0(x) at point x0 ∈ R; the end condition f(t, x) for s = t > 0 is prescribed.
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The operator ∂
2
∂m∂x and its spectral theory were introduced by Kre˘in [16] (1952) and, for a more
developed treatment, Kac and Kre˘in [12] (1958). A lucid account of the spectral theory is given by
Dym and McKean [6] (1976). The operator, viewed as the generator of a strong Markov process, is
discussed in Knight [14] (1981) where it is referred to as a gap diffusion and Kotani and Watanabe [15]
(1982) where it is referred to as a generalised diffusion.
In recent years, interest in gap diffusion operators and their associated processes has been strongly
renewed by applications to the field of modelling financial markets. The general motivating problem
within finance is that of automating the pricing and risk management of derivative securities. This is
discussed by Carr and Nadtochiy in [3] (2014), where the Local Variance Gamma model is developed
to do this.
The addition of drift and killing have importance when the prices of both the nume´raire and the
asset are modelled by stochastic processes. The covariation between the price of the nume´raire and
the price of the asset changes the drift of the discounted asset price process, hence the requirement to
incorporate a drift b. The inclusion of a killing field extends the class of models available.
Acknowledgements I thank Peter Carr for suggesting the problem of drift and killing and indi-
cating the importance to financial applications. I also thank an anonymous referee whose thorough
reading and careful comments led to substantial improvements.
2 Definitions, Infinitesimal Generators and Processes
A definition of the operator G = ∂
2
∂m∂x used in (8) may be found in Dym and McKean [6] or Kotani
and Watanabe [15]. The Kotani Watanabe definition is more useful in this setting, because it extends
to strings defined over the whole real line. The domain of the operator, denoted D(G) is the space of
functions f ∈ B(R) such that there exists anm-measurable function g satisfying
∫ x2
x1
g2(x)m(dx) < +∞
for all −∞ < x1 < x2 < +∞ such that
f(x) = f(x0) + (x− x0)f
′
−(x0) +
∫ x
x0
∫ y
x0−
g(z)m(dz)dy ∀ −∞ < x0 < x < −∞
where f ′− denotes the left derivative,
∫ b
a denotes integration over (a, b] and
∫ b
a− denotes integration
over the closed interval [a, b]. The quantity Gf = ∂
2
∂m∂xf is defined as g.
The operator ∇m is defined as follows: let z− = inf{x ∈ R|x ∈ suppt(m)} and let z+ = sup{x ∈
R|x ∈ suppt(m)}. For x ∈ (z−, z+), define:{
x∗m(x) = limǫ↓0 inf{y > x+ ǫ|y ∈ suppt(m)}
x∗m(x) = limǫ↓0 sup{y < x− ǫ|y ∈ suppt(m)}.
The operator ∇m is defined on functions f ∈ D(G) as:
∇mf(x) =
{
limh→0
f(x∗m(x)+h)−f(x∗m(x)−h)
x∗m−x∗m+2h
x ∈ (z−, z+)
0 other.
(10)
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Note 1 This definition of ∇m is the definition associated with the drifts of the Markov chains under
discussion. It boils down to Equation (13) (given later) for a discrete state space and to ∂∂x for
m(dx) = dx.
Note 2 The definition of the domain of the operator is not discussed further in this article, since the
method of proof does not require it, but it is reasonably straightforward to show that, for any process
X obtained as the limit (in law) of processes with generators which converge to (8) (as described in
the article), if f ∈ D(G), then for all t > 0, F (t, .) ∈ D(G) where F (t, x) := E[f(Xt)|X0 = x]. It
follows from the analysis given that F thus defined satisfies:
∂
∂t
F =
1
2
∂2
∂m∂x
F +
∂B
∂m
∇mF −
∂K
∂m
F.
When m has a well defined density m′ > 0, let a = 1m′ then (8) may be written as:
a
(
1
2
∂2
∂x2
+ b
∂
∂x
− k
)
. (11)
When a finite discrete state space S = {i1, . . . , iM} is considered, the generator may be written as:
a
(
1
2
∆ + b∇− k
)
.
where, for discrete state space, the definitions of the operators ∆ and ∇ are given in Definition 2.1
below and, with abuse of notation, b(ij) : j = 2, . . . ,M − 1 here represents the sizes of the atoms of B
(Equation (1)), with b(i1) = b(iM ) = 0.
Definition 2.1 (Laplacian and Derivative, Discrete state space). Consider a state space
S = {i1, . . . , iM}, i1 < . . . < iM .
For a function f : S → R, the Laplace operator ∆ is defined as:
{
∆f(i1) = ∆f(iM ) = 0
∆f(ij) =
2
(ij+1−ij)(ij−ij−1)
(
ij−ij−1
ij+1−ij−1
f(ij+1)− f(ij) +
ij+1−ij
ij+1−ij−1
f(ij−1)
)
j = 2, . . . ,M − 1
(12)
The derivative operator ∇ is defined as:{
∇f(i1) = ∇f(iM ) = 0
∇f(ij) =
f(ij+1)−f(ij−1)
ij+1−ij−1
2 ≤ j ≤M − 1
(13)
Remarks
1. If the function f is defined on an interval (y0, y1), f ∈ C
2((y0, y1)) (twice differentiable with
continuous second derivative) and a sequence Sn is considered, where Sn = {in,1, . . . , in,Mn},
in,j < in,j+1, in,1 ↓ y0, in,Mn ↑ y1 and limn→+∞maxj(in,j+1 − in,j) = 0, with ∆Sn the operator
defined on Sn, then limn→+∞∆Snf =
d2
dx2
f . Note that the function f has been defined on
C2((y0, y1)). The sense in which convergence is meant is: let jn(x) = max{j : in,j ≤ x} then for
all x ∈ (y0, y1),
6
lim
n→+∞
∣∣∣∣ 2(in,jn(x)+1 − in,jn(x))(in,j(x) − in,j(x)−1)
(
in,j(x) − in,j(x)−1
in,j(x)+1 − in,j(x)−1
f(in,j(x)+1)
−f(in,j(x)) +
in,j(x)+1 − in,j(x)
in,j(x)+1 − in,j(x)−1
f(in,j(x)−1)
)
−
d2
dx2
f(x)
∣∣∣∣ = 0.
2. If the function f is defined on the whole interval (y0, y1) and f ∈ C
1(R) (differentiable, continuous
first derivative) and a sequence Sn is considered where Sn = {i1,n, . . . , iM,n}, ij,n < ij+1,n i1,n ↓ y0
and iM,n ↑ y1 and
lim
n→+∞
max
j
(ij+1,n − ij,n) = 0,
with ∇n the operator defined on Sn, then limn→+∞∇nf =
d
dxf in the sense that for f ∈
C1((y0, y1)) (differentiable with continuous derivative, for all x ∈ (y0, y1)
lim
n→+∞
∣∣∣∣f(ijn(x)+1)− f(ijn(x)−1)ijn(x)+1 − ijn(x)−1 − ddxf(x)
∣∣∣∣ = 0
if limn→+∞maxj(in,j+1 − in,j) = 0.
Notation For finite discrete state space S = {i1, . . . , iM}, b(ij) and k(ij) are used to denote the
sizes of the atoms of B and K respectively from Equations (1) and (2). This is a minor abuse of
notation, since in (1) and (2), b and k are used to denote the derivatives of B and K on suppt(µ).
This notation will be used throughout when dealing with the problem on discrete state space.
Furthermore, for finite discrete state space S = {i1, . . . iM}, let b : S\{i1, iM} → R and k :
S\{i1, iM} → R+ denote the drift and killing respectively. The following notation will be used: let
b = (b2, . . . , bM−1) where (with slight abuse of notation) bj = b(ij) and k = (k2, . . . , kM−1) where
(same notation) kj = k(ij). The notation k˜j will be used to denote the following:{
k˜j = (ij+1 − ij)(ij − ij−1)kj j ∈ (2, . . . ,M − 1)
k˜1 = k˜M = 0
(14)
and k˜ = (k˜1, . . . , k˜M ).
For all results with finite state space, the following hypothesis will be required:
Hypothesis 2.2. For a discrete, finite state space S = {i1, . . . iM} where i1 < . . . < iM , the vector b
satisfies the condition:
−
1
ij+1 − ij
< bj <
1
ij − ij−1
j = 2, . . . ,M − 1. (15)
Set {
qj,j+1 =
ij−ij−1
ij+1−ij−1
(1 + (ij+1 − ij)bj) j = 2, . . . ,M − 1
qj,j−1 =
ij+1−ij
ij+1−ij−1
(1− (ij − ij−1)bj) j = 2, . . . ,M − 1
(16)
Condition (15) is necessary and sufficient to ensure that qj,j+1 and qj,j−1 are non negative for each j.
With these definitions of b, k and k˜, the following definitions are made for the transitions (in discrete
time) and the intensities (in continuous time) of the Markov processes that are of interest.
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Definition 2.3 (Transition Matrix). Let λ = (λ2, . . . , λM−1) ∈ R
M−2
+ . For h <
1
maxj∈{2,...,M−1} λj(1+k˜j)
,
let P˜ (h)(k, λ) be the M + 1×M + 1 matrix defined by:
P˜
(h)
j,M+1(k, λ) = hλj k˜j j = 2, . . . ,M − 1
P˜
(h)
1,M+1(k, λ) = P˜
(h)
M,M+1(k, λ) = 0
P˜
(h)
M+1,M+1(k, λ) = 1
P˜
(h)
M+1,j(k, λ) = 0 j = 1, . . . ,M
P˜
(h)
jj (k, λ) = 1− λj(1 + k˜j)h j = 2, . . . ,M − 1
P˜
(h)
11 (k, λ) = P˜
(h)
MM (k, λ) = 1
P˜
(h)
12 (k, λ) = P˜
(h)
M,M−1(k, λ) = 0
P˜
(h)
j,j+1(k, λ) = hλjqj,j+1 j = 2, . . . ,M − 1
P˜
(h)
j,j−1(k, λ) = hλjqj,j−1 j = 2, . . . ,M − 1
P˜
(h)
jk (k, λ) = 0 |j − k| ≥ 2, (j, k) ∈ {1, . . . ,M}
2
(17)
Let P (h)(k, λ) denote the M ×M matrix defined by P
(h)
ij (k, λ) = P˜
(h)
ij (k, λ) for (i, j) ∈ {1, . . . ,M}
2.
Definition 2.4 (Intensity Matrix). Let
Θ(k, λ) = lim
h→0
1
h
(
P˜ (h)(k, λ)− I
)
(18)
It is straightforward to see that the matrix Θ(k, λ) satisfies:
Θj,M+1(k, λ) = λj k˜j j = 2, . . . ,M − 1
Θ1,M+1(k, λ) = ΘM,M+1(k, λ) = 0
ΘM+1,j(k, λ) = 0 j = 1, . . . ,M + 1
Θjj(k, λ) = −λj(1 + k˜j) j = 2, . . . ,M − 1
Θ11(k, λ) = ΘMM (k, λ) = 0
Θ12(k, λ) = ΘM,M−1(k, λ) = 0
Θj,j+1(k, λ) = λjqj,j+1 j = 2, . . . ,M − 1
Θj,j−1(k, λ) = λjqj,j−1 j = 2, . . . ,M − 1
Θj,k(k, λ) = 0 |j − k| ≥ 2, (j, k) ∈ {1, . . . ,M}
(19)
which is the intensity matrix of a Continuous Time Markov Chain on state space {1, . . . ,M + 1}.
Note The dependence on k and λ for P˜ (h)(k, λ), P (h)(k, λ) and Θ(k, λ) will be suppressed; these will
be written as P˜ (h), P (h) and Θ respectively.
For h < 1
maxj∈{2,...,M−1} λj(1+k˜j)
, P˜ (h) is the one-step transition matrix for a time homogeneous Markov
process X(h), with time step length h, satisfying
P(X
(h)
h(t+1)
= ik|X
(h)
ht = ij) = P˜
(h)
jk .
As discussed in [20], as h→ 0, the process X(h) → X (convergence in the sense of finite dimensional
marginals) to a continuous time Markov chain with intensity matrix Θ = limh→0
1
h(P˜
(h) − I) from
Definition 2.4.
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Lemma 2.5. Let S = {i1, . . . , iM} and let X be a continuous time Markov process on S ∪ {D} with
transition intensity matrix from Definition 2.4 Equation (18) in the sense that{
limh→0
1
hP (Yh = ik|Y0 = ij) = Θjk (j, k) ∈ {1, . . . ,M + 1}
2 j 6= k,
limh→0
1
h (P (Yh = ij |Y0 = ij)− 1) = Θjj j ∈ {1, . . . ,M + 1}
Let {
aj = λj(ij+1 − ij)(ij − ij−1) j = 2, . . . ,M − 1
a1 = aM = 0
(20)
and (where the notation is clear) let a : S → R+ denote the function defined by a(i1) = a(iM ) = 0,
a(ij) = aj for j = 2, . . . ,M − 1. Then Y has infinitesimal generator
a
(
1
2
∆ + b∇− k
)
.
Proof Recall the definition of k˜ (Equation (14)). Let f be a function defined on {i1, . . . , iM} and
let F (t, ij) = Eij [f(Yt)]. Then, for j = 2, . . . ,M − 1,
∂
∂t
F (t, ij) = lim
h→0
F (t+ h, ij)− F (t, ij)
h
= lim
h→0
1
h
Eij [f(Yt+h)− f(Yt)]
= lim
h→0
1
h
(
Eij [F (t, Yh)]− F (t, ij)
)
= λj
(
qj,j+1F (t, ij+1)− F (t, ij) + qj,j−1F (t, ij−1)− k˜jF (t, ij)
)
= λj
((
ij − ij−1
ij+1 − ij−1
F (t, ij+1)− F (t, ij) +
ij+1 − ij
ij+1 − ij−1
F (t, ij−1)
)
+ ((ij+1 − ij)(ij − ij−1)) bj
(
F (t, ij+1)− F (t, ij−1)
ij+1 − ij−1
)
− k˜jF (t, ij)
)
= aj
(
1
2
∆ + bj∇− kj
)
F (t, ij)
For j ∈ {1,M},
∂
∂t
F (t, ij) = 0
as required.
3 Coordinate change to deal with the drift
The addition of the drift b can be dealt with through a simple change of co-ordinates, described here.
The aim is to find a mapping of the process from space S (the state space of the process) to a space R
such that the transformed process is drift free. For finite state space, S = {i1, . . . , iM}, i1 < . . . < iM
the aim is to find a map κ where (with abuse of notation) κj = κ(ij) for j = 1, . . . ,M where κj < κj+1
for j = 1, . . . ,M − 1 such that qj,j−1 and qj,j+1, for j = 2, . . . ,M − 1, defined by (16), satisfy:
qj,j+1 =
κj − κj−1
κj+1 − κj−1
qj,j−1 =
κj+1 − κj
κj+1 − κj−1
. (21)
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Let
δj = ij − ij−1, j = 2, . . . ,M.
Directly from (16) and (21), it follows that κj − κj−1 = ǫj for j = 2, . . . ,M where ǫ2, . . . , ǫM satisfy
ǫj
ǫj+1 + ǫj
=
δj
δj + δj+1
+
δjδj+1
δj + δj+1
bj.
It follows that ǫ = (ǫ2, . . . , ǫM ) satisfies
ǫj+1
ǫj
=
δj+1
δj
1− δjbj
1 + δj+1bj
j = 2, . . . ,M − 1. (22)
Clearly, (22) does not determine κ uniquely; two additional conditions have to be specified, which
represent centring and scaling. The following choice is made: let
e− = inf
{
j :
j∑
i=1
pi ≥ α
}
, e+ = sup
j :
M∑
i=j
pi ≥ α
 . (23)
where 0 < α < 0.5 is a number chosen such that e− < e+ (the inequality is strict). This is possible if
S has 3 or more distinct states. Let K = (ie+ − ie−) ∨ 1. Then ǫ = (ǫ2, . . . , ǫM ) defined by
ǫj+1 = K
δj+1
∏j
k=1
(
1−δkbk
1+δk+1bk
)
∑e+−1
a=e−
δa+1
∏a
k=1
(
1−δkbk
1+δk+1bk
) . (24)
satisfies (22) and κe+ − κe− = K.
Define κ in the following way: let e satisfy
∑e
i=1 pi ≥
1
2 and
∑M
i=e pi ≥
1
2 and set κe = 0. For j 6= e,
set {
κe+j+1 = κe+j + ǫe+j+1 j = 0, . . . ,M − e− 1
κe−j−1 = κe−j − ǫe−j−1 j = 0, . . . , e− 2
(25)
where ǫ is defined by (24). It is easy to see that κ, thus defined, satisfies (21).
This choice ensures that κ is centred (so that in the transformed coordinates the process is a
martingale with mean zero) and, furthermore, that when the discussion is extended in Section 6 to
the case of arbitrary measure µ on R with an appropriate sequence of atomised measures µ(N), the
processes with state spaces κ(N) have suitable convergence properties.
4 A Function to Accommodate the Killing Field
The method of proof adopted in this article is to try and rephrase the problem, as much as possible,
in the language of [20] and to use as much of the technique from [20] as possible. The previous section
introduced a co-ordinate change to deal with the drift b; under the co-ordinate change, the problem
with drift, but without killing, reduces to that of [20]. The introduction of killing presents other
problems: firstly, even without drift, the initial condition is no longer as clear as it was in [20] when the
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killing field is non trivial. It cannot be taken as simply the expectation of the target distribution, since
the process in the time interval [0, t], conditioned on being alive at time t, is no longer a martingale.
Secondly, the process is killed at rate λj k˜j on site ij , where λ is the holding intensity vector which is to
be computed. This feeds into the equation required to obtain the intensities and there is no longer an
explicit expression, even for the process stopped at an independent exponential time, like the formula
λj =
1
pj
Fj(p) that was available in [20]. The function G described in this section plays the role of F
in [20].
Let p = (p1, . . . , pM ) satisfy minj pj > 0 and
∑M
j=1 pj = 1. Let S = {i1, . . . , iM}, i1 < . . . < iM
be a finite state space with M elements; i = (i1, . . . , iM ) will be used to denote the elements of the
space. Let b = (b2, . . . , bM−1) satisfy Hypothesis 2.2 and let κ = (κ1, . . . , κM ) denote the coordinate
change of i defined by Section 3. Let k = (k2, . . . , kM−1) ∈ R
M−2
+ denote the killing field and let k˜ be
defined by Equation (14). Let Gj(t, p) : j ∈ {1, . . . ,M} be defined as follows:
G1 = GM = 0
Gj =
1
tpj
(κj+1−κj−1)
(κj+1−κj)(κj−κj−1)
×
{ ∑j−1
a=1(κj − κa)pa(1 + tGak˜a) 2 ≤ j ≤ l − 1∑M
a=j+1(κa − κj)pa(1 + tGak˜a) l ≤ j ≤M − 1
l : κl−1 <
∑M
j=1 κjpj(1+tGj k˜j)∑M
j=1 pj(1+tGj k˜j)
≤ κl.
(26)
Note that, for fixed t, G : SM → {0} × RM−2+ × {0}, where
S
M =
(p1, . . . , pM ) : 0 < pj < 1, j = 1, . . . ,M,
M∑
j=1
pj = 1
 . (27)
Notation Throughout, a discrete target probability p = (p1, . . . , pM ) will be taken as a row vector.
The following lemma shows that such a function is well defined, which is a necessary step in accom-
modating the killing field.
Lemma 4.1. For a given p ∈ SM , there exists (G1, . . . ,GM ) satisfying Equation (26).
Proof Consider (α1, . . . , αM ) such that αj > 0 for all j and
∑M
j=1 αj = 1. Now consider, for some
k ∈ {2, . . . ,M − 1}, βk ∈ (0, 1) and, for j 6= k, βj =
1−βk
1−αk
αj . Then
∑M
j=1 βj = 1. Let y =
∑M
j=1 κjαj
and let z =
∑M
j=1 κjβj , then
z = y
1− βk
1− αk
+
(βk − αk)
1− αk
κk ⇒ y = z +
(βk − αk)
(1− βk)
(z − κk).
so that, for z < κk, it follows that βk < αk ⇒ y < κk and βk > αk ⇒ y < z < κk. It therefore follows
that z < κk ⇒ y < κk.
Recall that k˜1 = k˜M = 0 and let G
+
1 = G
+
M = G
−
1 = G
−
M = 0. For j = 2, . . . ,M − 1 define G
+
j and G
−
j
by: {
G−j =
1
tpj
(κj+1−κj−1)
(κj+1−κj)(κj−κj−1)
∑j−1
a=1(κj − κa)pa(1 + tG
−
a k˜a) 2 ≤ j ≤M − 1
G+j =
1
tpj
(κj+1−κj−1)
(κj+1−κj)(κj−κj−1)
∑M
a=j+1(κa − κj)pa(1 + tG
+
a k˜a) 2 ≤ j ≤M − 1
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Then these are well defined and positive. Define x0,j by:
x0,1 =
∑M
a=1 κapa(1+tG
+
a k˜a)∑M
a=1 pa(1+tG
+
a k˜a)
x0,j =
∑j−1
a=1 κapa(1+tG
−
a k˜a)+
∑M
a=j κapa(1+tG
+
a k˜a)∑j
a=1 pa(1+tG
−
a k˜a)+
∑M
a=j+1 pa(1+tG
+
a k˜a)
j = 2, . . . ,M
x0,M+1 =
∑M
a=1 κapa(1+tG
−
a k˜a)∑M
a=1 pa(1+tG
−
a k˜a)
Clearly κ1 < x0,j < κM for each j ∈ {1, . . . ,M +1}. To prove the lemma, it is necessary and sufficient
to show that there is a j such that κj−1 < x0,j ≤ κj . Note that x0,M < κM . Suppose that x0,j < κj−1.
Then, it follows from the argument above that x0,j−1 < κj−1. If, furthermore, x0,j−1 > κj−2, then
existence has been established; otherwise, proceed inductively. Since κ1 < x0,j < κM for all j, the
result follows.
Let
x0 =
∑M
j=1 κjpj(1 + tGj(t, p)k˜j)∑M
j=1 pj(1 + tGj(t, p)k˜j)
. (28)
This will give the initial condition for the process for geometric / exponential stopping times. x0 may
be considered as the average of κ under the measure Q(t, p,G(t, p)) where the quantity Q is defined
by (29) below:
Qj(s, p, λ) =
pj(1 + sk˜jλj)∑M
i=1 pi(1 + sk˜iλi)
j ∈ {1, . . . ,M} (29)
(the killing field is considered fixed; this quantity will be considered as a function of time variable, the
target probability and the intensities when it is used later).
5 Results
This section states the main results of the article, which are given as Theorems 5.1, 5.2, 5.3 and 5.4.
These theorems are stated separately, because each of them is of use in its own right. Firstly, The-
orem 5.1 concerns Exponential and Geometric times. In this setting, an explicit solution can be
obtained; α and λ are determined uniquely and there are equations to produce the explicit values.
Theorem 5.2 considers Negative Binomial and Gamma times. Uniqueness is not shown, but the result
comes in terms of the solution to an explicit fixed point problem. Theorem 5.3 takes an appropriate
limit to obtain the result for deterministic times. While the result of Theorem 5.3 is the objective,
the result of Theorem 5.2 which is a step along the way has an interesting interpretation in terms of
the Local Variance Gamma Model of Carr [3] and is therefore stated as a theorem in its own right.
Theorems 5.1, 5.2 and 5.3 consider discrete state spaces, while Theorem 5.4 considers arbitrary
probability measures where the measure and drift satisfy Hypothesis 1.1.
For Theorems 5.1, 5.2 and 5.3, let p = (p1, . . . , pM ) ∈ S
M , defined by (27). Let S = {i1, . . . , iM},
i1 < . . . < iM be a finite state space withM elements and let b = (b2, . . . , bM−1) satisfy Hypothesis 2.2.
Let k = (k2, . . . , kM−1) ∈ R
M−2
+ denote the killing field and let k˜ = (k˜1, . . . , k˜M ) be defined by (14).
12
Theorem 5.1. There exists a unique λ = (λ2, . . . , λM−1) ∈ R
M−2
+ , α ∈ (0, 1), l ∈ {2, . . . ,M} and
β ∈ (0, 1] such that for all
h ∈
(
0, min
j∈{2,...,M−1}
(
1
λj(1 + k˜j)
)]
P˜ (h) given by Definition 2.3 is the one step transition matrix for a Markov chain X(h) with state space
S = {i1, . . . , iM ,D} and time step length h which satisfies
αpj = (1 − β)P
(
X
(h)
hτ = ij |X
(h)
0 = il−1
)
+ βP
(
X
(h)
hτ = ij |X
(h)
0 = il
)
j = 1, . . . ,M,
where τ is independent of X(h) and satisfies τ ∼ Ge(a) with a = tt+h , so that E[hτ ] =
ah
1−a = t. The
constant α satisfies:
α =
1
1 + t
∑M
j=1 pjλj k˜j
(30)
where λ1 = λM = 0, while β satisfies:
β =
x0 − κl−1
κl − κl−1
(31)
where x0 is defined by (28). The intensity vector λ satisfies:
λj = Gj j = 2, . . . ,M − 1 (32)
where G is defined by (26), existence of such a function given by Lemma 4.1. Taking h → 0, there
exists a continuous time Markov chain Y with state space S, where for each j = 2, . . . ,M − 1, site ij
has holding intensity λj given by the same formula, and Y satisfies
αpj = (1− β)P(Yτ = ij |Y0 = il−1) + βP(Yτ = ij|Y0 = il),
τ ∼ Exp(1/t) (that is, exponential, with expected value E[τ ] = t), α satisfies (30) and β satisfies (31).
Let a satisfy (20) with λ given by (32), then the infinitesimal generator of the process Y is given by:
a
(
1
2
∆ + b∇− k
)
. (33)
The quantity β is interpreted in the following way: the process X(h) has initial condition X
(h)
0 = x0 ∈
(il−1, il] such that
P(X
(h)
0+ = il|X
(h)
0 = x0) = β P(X
(h)
0+ = il−1|X
(h)
0 = x0) = (1− β).
Now consider negative binomial times.
Theorem 5.2. For any r ≥ 1, there exists an l ∈ {2, . . . ,M}, a vector λ = (λ2, . . . , λM−1) ∈ R
M−2
+ ,
a β ∈ (0, 1], and an h0 ∈ (0, 1), such that for all h ∈ (0, h0), there is an α satisfying
α ∈
[(
1 +
(kλ)∗t
r
)−r
, 1
]
(34)
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where (kλ)∗ = maxj∈{2,...,M−1} k˜jλj and P˜
(h) from Definition 2.3 is the one step transition matrix for
a time homogeneous discrete time Markov chain X(h), time step length h such that
(1− β)P(X
(h)
hτ = ij |X
(h)
0 = il−1) + βP(X
(h)
hτ = ij |X
(h)
0 = il) = αpj j = 1, . . . ,M
where τ ∼ NB(r, tt+hr ), so that E [hτ ] = t.
By taking the limit h → 0, there is a continuous time, time homogeneous Markov chain Y with
transition intensity matrix Θ given by (19), Definition 2.4, such that
(1− β)P(YT = ij|Y = il−1) + βP(YT = ij |Y0 = il) = αpj j = 1, . . . ,M
where α satisfies (34) and T ∼ Gamma(r, rt ); that is, T is a Gamma time, with density function
fT (x) =
rr
tr
1
Γ(r)
xr−1e−xr/t x ≥ 0 (35)
and expected value E[T ] = t.
This is extended to deterministic time:
Theorem 5.3. For a given t > 0, there exists a vector λ = (λ2, . . . , λM−1) ∈ R
M−2
+ , an
α ∈ [exp {−t(kλ)∗} , 1] , (36)
where (kλ)∗ = maxj∈{2,...,M−1} λj k˜j , an l ∈ {2, . . . ,M}, a β ∈ (0, 1], such that Θ (Equation (19)
Definition 2.4) is the intensity matrix for a time homogeneous continuous time Markov chain X such
that
βP(Xt = ij |X0 = il) + (1− β)P(Xt = ij |X0 = il−1) = αpj j = 1, . . . ,M.
Again, if a satisfies (20), then the infintesimal generator of X is defined by (33).
Finally, the continuous limit in the space variable can be taken.
Theorem 5.4. Let µ be a probability measure on R, b : R→ R a drift field and k a killing field such
that (µ, b, k) satisfy Hypothesis 1.1, then there exists a string measure m, a point x0 ∈ R, an α ∈ (0, 1]
and a function K satisfying Equation (2) such that 12
∂2
∂m∂x+
∂B
∂m∇m−
∂K
∂m is the infinitesimal generator
of a process X which satisfies
P(Xt ≤ x|X0 = x0) = αµ((−∞, x]).
Here B is defined by (1). The initial condition X0 = x0 is interpreted as follows: let S denote the
support of µ. Let z− = sup{y < z|y ∈ S} and z+ = inf{y > z|y ∈ S}. Then there is a β ∈ (0, 1] such
that
βP(Xt ≤ x|X0 = x0+) + (1− β)P(Xt ≤ x|X0 = x0−) = αµ((−∞, x]).
That is, if x0 6∈ S, then the process immediately jumps into S, taking values x0+ or x0− with proba-
bilities β and 1− β respectively:
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P(X0+ = x0+|X0 = x0) = β P(X0+ = x0−|X0 = x0) = 1− β.
Note: if m has a density m′, then the infinitesimal generator may be written as
1
m′
(
1
2
∂2
∂x2
+ b
∂
∂x
− k
)
.
6 Proofs of the results in the absence of a killing field
For Theorems 5.1, 5.2 and 5.3 which consider a finite state space S = {i1, . . . , iM}, let κ be defined
by (25). For κ so defined, the quantities qj,j+1 and qj,j−1 from (16) satisfy (21). With k ≡ 0, the
problem is therefore that of finding a martingale generalised diffusion when viewed in the changed
co-ordinates described above and is therefore solved in the article [20].
For Theorem 5.4, the proof also follows similarly to that of [20], with the following alterations. As
in [20], at stage N , the points iN,1 < . . . < iN,MN are chosen in the following way: let
iN,1 = inf
{
x|µ((−∞, x]) ≥ 1
2N
}
iN,j = inf
{
x > iN,j−1|µ((iN,j−1, iN,j ]) ≥
1
2N
}
MN = inf
{
j : 1− µ((−∞, iN,j ]) ≤
1
2N
}
.
(37)
As in [20], let p(N) be defined as
p
(N)
j =

µ((−∞, iN,1]) j = 1
µ((iN,j−1, iN,j ]) j = 2, . . . ,MN − 1
1− µ((−∞, iN,MN ]) j =MN .
(38)
Let b˜ be defined by (1) and set:
b
(N)
j =
1
iN,j+1 − iN,j−1
∫ iN,j+1−
iN,j−1+
b˜(x)dx j = 2, . . . ,MN − 1 (39)
where
∫ b−
a+ means
∫
(a,b), the integral over the open interval. Note that (15) of Hypothesis 2.2 is satisfied
if: {
−1 < minj∈{2,...,MN−1}
iN,j+1−iN,j
iN,j+1−iN,j−1
∫ iN,j+1−
iN,j−1+
b˜(x)dx,
maxj∈{2,...,MN−1}
iN,j−iN,j−1
iN,j+1−iN,j−1
∫ iN,j+1−
iN,j−1+
b˜(x)dx < 1.
From (6) and (3) of Hypothesis 1.1, it follows that there is an N0 such that for all N > N0
− 1 + γ < min
j∈{2,...,MN−1}
∫ iN,j+1−
iN,j−1+
b˜(x)dx ≤ max
j∈{2,...,MN−1}
∫ iN,j+1−
iN,j−1+
b˜(x)dx < 1− γ (40)
where γ is from (5). It follows that (15) of Hypothesis 2.2 is satisfied for N > N0. For the remainder
of the argument, only N > N0 is considered. Using b
(N) defined by (39), let λN = (λN,2, . . . , λN,MN−1)
(λN,j the holding intensity for site iN,j , j = 2, . . . ,MN − 1) denote the intensity vector that provides
a solution to the marginal distribution problem. Let
a
(N)
j =
{
λ
(N)
j (iN,j+1 − iN,j)(iN,j − iN,j−1) j = 2, . . . ,MN − 1
0 j = 1,MN
(41)
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and
m(N)({iN,j}) =

(iN,j+1−iN,j−1)
a
(N)
j
j ∈ {2, . . . ,MN − 1}
+∞ j = 1,MN
(42)
The measure m(N) has support {iN,1, . . . , iN,MN }. Let z− = inf{x : x ∈ suppt(µ) and z+ = sup{x :
x ∈ suppt(µ). Then, from the arguments of [20], there is a limiting measure m such that for any
z− < x < y < z+ there exists a subsequence (Nj)j≥1 satisfying
lim
j→+∞
sup
x<a<b<y
∣∣∣m(Nj)([a, b]) −m([a, b])∣∣∣ = 0. (43)
Using the notation of Section 3, let δN,j = iN,j − iN,j−1 for j = 2, . . . ,MN , ǫN,j = κN,j − κN,j−1 and
eN− = inf
{
j :
j∑
i=1
p
(N)
i ≥ α
}
, eN+ = sup
j :
MN∑
i=j
p
(N)
i ≥ α
 . (44)
where 0 < α < 0.5 is a number chosen such that there exists an a and a b such that a < b and
α ≥ µ((−∞, a]) and α ≥ µ([b,+∞)) and an N0 such that
inf
N>N0
|iN,eN+ − iN,eN− | > 0 (45)
(strict inequality). Only N > N0 where this condition and (15) are satisfied will be considered. Let
KN = iN,eN+ − iN,eN− (46)
and
ǫN,j+1 = KN
δN,j+1
∏j
k=1
(
1−δN,kb
(N)
k
1+δN,k+1b
(N)
k
)
∑eN+−1
a=eN−
δN,a+1
∏a
k=1
(
1−δN,kb
(N)
k
1+δN,k+1b
(N)
k
) . (47)
Let eN satisfy:
∑eN
i=1 p
(N)
j ≥
1
2 and
∑MN
i=eN
p
(N)
j ≥
1
2 . Set
κN,eN = 0
κN,eN+j+1 = κN,eN+j + ǫN,eN+j+1 j = 0, . . . ,MN − eN − 1
κN,eN−j−1 = κN,eN−j − ǫN,eN−j j = 0, . . . , eN − 2.
(48)
Now note that  iN,eN+ → c+ := sup
{
x ∈ suppt(µ) : µ((−∞, x)) < 1− α
}
iN,eN− → c− := inf
{
x ∈ suppt(µ) : µ((−∞, x]) ≥ α
}
so that KN → c+− c−, a well defined positive limit and that, by construction, κN,eN+ −κN,eN− = KN
for each N .
The function of (6) of Hypothesis 1.1 is to ensure that in the new co-ordinates, the process has a well
defined expected value. The following lemma demonstrates that the hypothesis is sufficient for this
purpose.
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Lemma 6.1. With b
(N)
j defined by (39) and (µ, b) satisfying (6), there exists an N0 ∈ Z+ such that
sup
N≥N0
MN∑
j=1
|κN,j |p
(N)
j < +∞. (49)
Proof of Lemma 6.1 Let γ be defined by (5). Let N0 satisfy: for all N > N0, both (40) and (45)
hold where eN+ and eN− denote the indices defined in (44). Let
CN = KN
∏eN−1
k=1
(
1−δN,kb
(N)
k
1+δN,k+1b
(N)
k
)
∑eN+−1
a=eN−
δN,a+1
∏a
k=1
(
1−δN,kb
(N)
k
1+δN,k+1b
(N)
k
) .
where, as above, KN = iN,eN+ − iN,eN− = κN,eN+ −κN,eN− . Recall the definition of κN,. given by (48),
that eN is the index such that κN,eN = 0. Also, δN,j = (iN,j − iN,j−1). Recall the definition of b
(N)
from (39). Then for j > eN ,
κN,j = CN
j−1∑
k=eN
(iN,k+1 − iN,k)
k∏
l=eN
(
1− δN,lb
(N)
l
1 + δN,l+1b
(N)
l
)
= CN
j−1∑
k=eN
(iN,k+1 − iN,k) exp

k∑
l=eN
ln
(
1− δN,lb
(N)
l
)
− ln
(
1 + δN,l+1b
(N)
l
) . (50)
Similarly, for j < eN , so that κN,j < 0,
− κN,j = CN
eN−1∑
i=j
(iN,k+1 − iN,k) exp
{
eN−1∑
l=i
ln
(
1− δN,lb
(N)
l
)
− ln
(
1 + δN,l+1b
(N)
l
)}
. (51)
Note that
CN = KN
 eN−1∑
a=eN−
δN,a+1
eN−1∏
k=a+1
(
1 + δN,k+1b
(N)
k
1− δN,kb
(N)
k
)
+
eN+−1∑
a=eN
δN,a+1
a∏
k=eN
(
1− δN,kb
(N)
k
1 + δN,k+1b
(N)
k
)−1
≤ KN
 eN−1∑
a=eN−
δN,a+1
eN−1∏
k=a+1
(
1− δN,k+1|b
(N)
k |
1 + δN,k|b
(N)
k |
)
+
eN+−1∑
a=eN
δN,a+1
a∏
k=eN
(
1− δN,k|b
(N)
k |
1 + δN,k+1|b
(N)
k |
)−1
≤
eN−1∏
k=eN−+1
(
1 + δN,k|b
(N)
k |
1− δN,k+1|b
(N)
k |
) eN+−1∏
k=eN
(
1 + δN,k+1|b
(N)
k |
1− δN,k|b
(N)
k |
)
where the equality
eN+−1∑
a=eN−
δN,a+1 =
eN+−1∑
a=eN−
(iN,a+1 − iN,a) = iN,eN+ − iN,eN− = KN
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has been used. It follows from (40) together with the definition of c(γ) given by (4), the definition of
b
(N)
k given by (39) and Remarks 1 and 2 about the function c following Hypothesis 1.1 that:
CN ≤ exp
2
∫ iN,eN+
iN,eN−
|˜b(x)|dx+ 2c(γ)
eN+∑
k=eN−
(∫ iN,k+1
iN,k
|˜b(x)|dx
)2 .
Using iN,eN− ↓ c− and iN,eN+ ↑ c+ together with (6) gives that CN is uniformly bounded by a constant
C < +∞. It follows that:
∑
j
|κN,j |p
(N)
j ≤ C
 MN∑
j=eN+1
p
(N)
j
j−1∑
k=eN
(iN,k+1 − iN,k)
× exp
2
∫ iN,k+1
eN
|˜b(x)|dx+ 2c(γ)
k∑
a=eN
(∫ iN,a+1
iN,a
|˜b(x)|dx
)2
+
eN−1∑
j=1
p
(N)
j
eN∑
k=j+1
(iN,k − iN,k−1)
× exp
2
∫ eN
iN,k−1
|˜b(x)|dx+ 2c(γ)
eN∑
a=k−1
(∫ iN,a+1
iN,a
|˜b(x)|dx
)2

≤ C
∫ ∞
−∞
(∫ 0∨x
0∧x
eF (b,y)dy
)
µ(dx)
where F is defined by (7). The result now follows directly from (6).
Lemma 6.2. Let κ(N) denote the function
κ(N)(x) =

κN,1 x < iN,1
κN,j + (κN,j+1 − κN,j)
x−iN,j
iN,j+1−iN,j
x ∈ [iN,j , iN,j+1) 1 ≤ j ≤MN − 1
κN,MN x ≥ iN,MN
(52)
There is a non-decreasing map κ : R→ R such that for any −∞ < a < b < +∞,
lim
N→+∞
sup
x∈[iN,1∨a,iN,MN∧b]
|κ(N)(x)− κ(x)| = 0 (53)
Sketch of Proof Firstly, note that
dκ(N)
dx
=
κN,j+1 − κN,j
iN,j+1 − iN,j
=
ǫN,j+1
δN,j+1
x ∈ [iN,j, iN,j+1). (54)
The following argument shows that dκ
(N)
dx has a well defined limit. From the definition of ǫN,., it follows
that:
dκ(N)
dx (x) = KN
1(∑eN+−1
a=j+1 δN,a+1
∏a
k=j+1
(
1−δN,kb
(N)
k
1+δN,k+1b
(N)
k
)
+
∑j
a=eN−
δN,a+1
∏j
k=a+1
(
1+δN,k+1b
(N)
k
1−δN,kb
(N)
k
))
x ∈ [iN,j, iN,j+1)
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Firstly, KN has a well defined limit, which is c+ − c− =: K. Now let D denote the set of atoms of b.
By Hypothesis 1.1, this is countable. For z ∈ D, let z+ = inf{y > z|y ∈ D} and let z− = sup{y <
z|y ∈ D}. Let
jN (x) = {j : x ∈ [iN,j, iN,j+1)}
and, for z ∈ D, let ∆b˜(z) = limh→0
∫ l+(z)+h
l−(z)−h
b˜(x)dx, where l−(z) and l+(z) are defined in the lines
above (3). Let b˜c denote the continuous part of b˜ (the part remaining after removing the atoms).
Then, for fixed x,
lim
N→+∞
dκ(N)
dx
(x) = K
∫ x
c−
e
∫ x
y
b˜(c)(z)dz
∏
z∈D:y≤z≤x
1 +
(
z+−z
z+−z−
)
∆b˜(z)
1−
(
z−z−
z+−z−
)
∆b˜(z)
 dy
+
∫ c+
x
e−
∫ y
x
b˜(c)(z)dz
∏
z∈D:x≤z≤y
1−
(
z−z−
z+−z−
)
∆b˜(z)
1 +
(
z+−z
z+−z−
)
∆b˜(z)
 dy
−1
Let z− = inf{x ∈ suppt(µ)} and z+ = sup{x ∈ suppt(µ)}. Conditions 2 and 3 of Hypothesis 1.1
ensure that this limit is well defined on [z−, z+]. Furthermore, iN,eN has a well defined limit and
κ(N)(iN,eN ) = 0 for each N . The result now follows almost directly.
Let X(N) denote the process generated by a(N)
(
1
2∆SN + b
(N)∇SN
)
where ∆SN and ∇SN are the
Laplacian and gradient operators respectively defined on SN = {iN,1, . . . , iN,MN } (Definition 2.1)
and, with m satisfying (43), let X denote the process generated by
(
1
2
∂2
∂m∂x +
∂B
∂m∇m
)
. Let Y (N) =
κ(N)(X(N)) where κ(N) is defined by (52) and the mapping κ by (53) and let Y = κ(X). Then Y (N)
is a process with state space RN = {κN,1, . . . , κN,MN } where site κN,j has holding intensity λ
(N)
j
for j = 1, . . . ,MN and, when it jumps from κN,j for j ∈ {2, . . . ,MN − 1}, it jumps to κN,j+1 with
probability
κN,j−κN,j−1
κN,j+1−κN,j−1
and to κN,j−1 with probability
κN,j+1−κN,j
κN,j+1−κN,j−1
. In short, it is a process with
infinitesimal generator a˜
(N)
2 ∆RN , where ∆RN denotes the Laplace operator defined on functions on
RN (Definition 2.1) and (with reduction in the notation which is clear)
a˜
(N)
j := a˜
(N)(κN,j) =
{
λ
(N)
j (κN,j+1 − κN,j)(κN,j − κN,j−1) j = 2, . . . ,MN − 1
0 j = 1,MN .
Let m˜(N) denote the measure supported on {κN,1, . . . , κN,MN } defined by m˜
(N)({κN,j}) =
(κN,j+1−κN,j−1)
a˜
(N)
j
m˜(N)({κN,1}) = m˜
(N)({κN,MN }) = +∞
It follows from the convergence results of (43) and (53) that there is a limit m˜ such that for the
convergent subsequence of (43)
lim
j→+∞
sup
κ(x)<a<b<κ(y)
∣∣∣m˜(Nj)([a, b]) − m˜([a, b])∣∣∣ = 0. (55)
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As in [20], convergence of processes is based on the following result, which is stated in Kotani-
Watanabe [15]:
Theorem 6.3 (Characterisation of generalised diffusion). Let W denote a standard Wiener process
starting from 0 and let φ(s, a) denote its local time at site a ∈ R, at time s ≥ 0. Let m be a measure
on R. Let
T (z, s) =
∫
R
φ(s, a− z)m(da)
and
T−1(z, s) = inf
{
r|
∫
R
φ(r, a − z)m(da) ≥ s
}
.
Then Y (t, z) = z +W (T−1(z, t)) is a strong Markov process with infinitesimal generator 12
∂2
∂m∂x .
Let f
(N)
0 =
∑MN
j=1 κN,jp
(N)
j . It follows from Equation (53) and the definition of p
(N) (Equation (38))
that there exists an f0 such that limN→+∞ |f
(N)
0 − f0| = 0. It therefore follows from the convergence
result (55) together with Theorem 6.3, that there is a subsequence such that for all ǫ > 0
lim
j→+∞
P
(
sup
0≤s≤t
∣∣∣Y (Nj)s (f (Nj)0 )− Ys(f0)∣∣∣ > ǫ) = 0,
where an initial condition y for Y
(N)
s (y) is interpreted as: P
(
Y
(N)
0+ = κN,lN (y)|Y
(N)
0 = y
)
=
y−κN,lN (y)−1
κN,lN (y)−κN,lN (y)−1
=: βN
P
(
Y
(N)
0+ = κN,lN (y)−1|Y
(N)
0 = y
)
=
κN,lN (y)−y
κN,lN (y)−κN,lN (y)−1
= 1− βN
and lN (y) is defined as the index such that κN,lN (y)−1 < y ≤ κN,lN (y). Let y− = limN→+∞ κN,lN (f(N)0 )−1
and let y+ = limN→+∞ κN,lN (f
(N)
0 )
. Then, when y− < y+ where the inequality is strict, the initial
condition f0 for process Y (f0) is interpreted as:
P(Y0+ = y+|Y0 = f0) =
f0 − y−
y+ − y−
=: β P(Y0+ = y−|Y0 = f0) =
y+ − f0
y+ − y−
= 1− β.
From this,
lim
j→+∞
P
(
sup
0≤s≤t
∣∣∣X(Nj)s −Xs∣∣∣ > ǫ) = 0
where X(N) satisfies:
P
(
X
(N)
0+ = iN,lN (f
(N)
0 )
)
= βN P
(
X
(N)
0+ = iN,lN (f
(N)
0 )−1
)
= 1− βN
and
(
β(Nj), i
N,lNj (f
(Nj )
0 )−1
, i
N,lNj (f
(Nj )
0 )
)
j→+∞
−→ (β, x0−, x0+) and X satisfies:
P(X0+ = x0+) = β P(X0+ = x0−) = 1− β.
It follows that
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lim
j→+∞
sup
x
∣∣∣P(X(Nj)t ≤ x)− P (Xt ≤ x)∣∣∣ = 0
and hence that
P (Xt ≤ x) = µ((−∞, x])
where X is a diffusion process with infinitesimal generator
(
1
2
∂2
∂m∂x +
∂B
∂m∇m
)
as required.
7 Introducing the Killing Field: Preliminary Results
Attention is now turned to the problem of introducing a killing field k. The following sections prove
the theorems of the article stated in Section 5; this section presents preliminary results and notation.
The transition from finite state space to arbitrary measure on R follows the same proof as [20],
together with the arguments of Section 6, with only a few additions. Some discussion is necessary for
modifying the proofs of [20] so that they can accommodate killing for geometric / exponential times
and then to modify the fixed point theorem so that the transition can be made to negative binomial
times. Once negative binomial times are accommodated, the limiting arguments to obtain the result
for deterministic time are straightforward and the limiting arguments to obtain the result for arbitrary
state space follow directly from the analysis of [20].
Recall the definitions of P˜ (Equation (17) Definition 2.3). Let
N˜t =
t+ h
h
(
I −
t
t+ h
P˜ (h)
)
(56)
For the problem without drift or killing, this quantity appeared crucially in establishing the result for
geometric times in [20], with 11−a =
t+h
h giving a =
t
t+h .
The entries of N˜ may be computed quite easily and are given in (57) below:
N˜t;j,k(k, λ) =

1 k = j =M + 1
0 j =M + 1, k 6=M + 1
−tλj k˜j 2 ≤ j ≤M − 1, k =M + 1
0 (j, k) = (1,M + 1), (j, k) = (M,M + 1)
1 (j, k) = (1, 1), (j, k) = (M,M)
1 + tλj(1 + k˜j) k = j 2 ≤ j ≤M − 1
−tλj
(
κj−κj−1
κj+1−κj−1
)
k = j + 1, 2 ≤ j ≤M − 1
−tλj
(
κj+1−κj
κj+1−κj−1
)
k = j − 1, 2 ≤ j ≤M − 1
0 j = 1, k ∈ {2, . . . ,M}
0 j =M, k ∈ {1, . . . ,M − 1}
0 (j, k) ∈ {1, . . . ,M}2 |j − k| ≥ 2
(57)
where k˜ is defined by (14). Note that this is independent of h. Let Nt denote the M ×M matrix such
that Nt;j,k = N˜t;j,k for (j, k) ∈ {1, . . . ,M}
2.
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Note The notation will be suppressed; N˜t(k, λ) andNt(k, λ) will be written as N˜ and N respectively.
Some particular variables (t or λ) may be introduced if they are of particular concern for the point
under discussion.
It is straightforward to compute that
∑M+1
k=1 N˜t;j,k = 1, but there does not seem to be a direct method
to control the absolute values of the entries of the matrix. Control is therefore obtained by using the
inverse. One result used in the sequel is that for integer p ≥ 1, all the entries of N˜−p are non negative,
bounded between 0 and 1 and that for each j,
∑M+1
k=1 (N˜
−p
t )jk = 1. This follows from the following
representation.
Lemma 7.1. For integer p ≥ 1, N˜−p has representation:
(N˜−pt )jk = P(ZT = k|Z0 = j) (58)
where Z is a continuous time Markov chain on {1, . . . ,M+1}, with intensity matrix Θ (Equation (19),
Definition 2.4) and T ∼ Gamma(p, 1t ), using the parametrisation of a Gamma distribution from (35)
(that is the sum of p independent exponential variables, each with intensity parameter 1/t).
Proof of lemma 7.1 Let a = tt+h . Then, for h <
1
maxj∈{2,...,M−1} λj(1+k˜j)
, where k˜ is defined by (14),
(N˜−pt )i,j =
(
1
1− a
(I − aP˜ (h))
)−p
i,j
= (1− a)p
∞∑
k=0
(
p+ k − 1
k
)
ak(P˜ (h))ki,j = (1− a)
p
∞∑
k=0
(
p+ k − 1
k
)
akP(Z
(h)
kh = j|Z
(h)
0 = i)
where Z(h) is a Markov chain with state space {1, . . . ,M + 1} and one-step transition matrix P˜ (h)
(where h is the time step length) defined by (17) Definition 2.3. Since
P(τ = k) =
(
p+ k − 1
k
)
ak(1− a)p k = 0, 1, 2, . . .
is the probability mass function of an NB(p, a) random variable, it follows that
(N˜−p)i,j = P
(
Z
(h)
hτ = j|Z
(h)
0 = i
)
where τ ∼ NB
(
p,
t
t+ h
)
so that E[hτ ] = hp(t/t+h)(h/t+h) = pt. The fact that hτ converges in distribution to T ∼ Gamma
(
p, 1t
)
as
h → 0, Z(h) converges (in the sense of finite dimensional marginals) to the required continuous time
Markov chain Z and Z
(h)
hτ
h→0
−→(d) ZT follows the proof found in [20].
The following precautionary lemma is introduced to deal with a problem that does not arise in [20]; it
is necessary to establish that the Fixed Point Theorem (Theorem 9.1, which is the heart of the proof)
does not give a process that is dead with probability 1 at the terminal time.
Lemma 7.2. For integer p ≥ 1, there exists a constant c > 0, which is independent of λ, such that
for all j ∈ {1, . . . ,M}, (N˜−pt )j,M+1 < 1− c.
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Proof Recall the representation of the previous lemma: (N˜−pt )j,k = P(ZT = k|Z0 = j). It follows
from Equation (19) that the corresponding embedded discrete time chain has transitions pj,j+1 =
qj,j+1
1+k˜j
,
pj,j−1 =
qj,j−1
1+k˜j
, pj,M+1 =
k˜j
1+k˜j
, where qj,j+1 and qj,j−1 are defined by (16) (expressed as (21) in the
drift free coordinates). These transitions do not depend on λ. If the process reaches site 1, it remains
there; if the process reaches site M it remains there. By considering a lower bound on the probability
that the process reaches site 1, it follows that, for j 6=M ,
1− N˜j,M+1 ≥
M−1∏
i=2
(
qi,i−1
1 + k˜i
)
> 0
as required. This is a lower bound on the probability that the process never reaches the cemetery site
M + 1.
The following lemma is used in the Fixed Point Theorem, to show that as ǫ→ 0, the sequence of fixed
points for the approximating problems remains bounded.
Lemma 7.3. If λj → +∞ then (N
−1
t ).j → 0 and consequently (N
−p
t ).j → 0 for any integer p ≥ 1
where the notation .j denotes the jth column of the matrix.
Proof Let βlj = (N
−1
t )lj . Then 0 ≤ βlj ≤ 1. β satisfies the following system:
− ql,l−1βl−1,j +
(
(1 + kl) +
1
tλl
)
βlj − qk,k+1βk+1,j =
{
0 k 6= j
1
tλj
l = j
(59)
where ql,l−1, ql,l+1 for l = 2, . . . ,M − 1 is defined by (16) and the following definition is used for
l = 1,M : {
ql,l−1βl−1,j = 0 l = 1
ql,l+1βl+1,j = 0 l =M.
From the a priori bounds on βlj (namely 0 ≤ βlj ≤ 1 and
∑
j βlj = 1 for each l) which follow directly
from Lemma 7.1, it follows from (59) that βlj
λj→+∞
−→ 0 for all l = 1, . . . ,M .
The following lemma is key to proving Theorem 5.1, since the proof of Theorem 5.1 boils down to
solving the system of equations defined by (60) given below.
Lemma 7.4. Let p be a probability measure over {1, . . . ,M}. There exists a unique α ∈ (0, 1],
l ∈ {2, . . . ,M}, x0 ∈ (κl−1, κl] and λ ∈ R
M−2
+ satisfying (60):
(p̂N˜t)k =

x0−κl−1
κl−κl−1
l = k
κl−x0
κl−κl−1
k = l − 1
0 otherwise
(60)
where p̂k = αpk for k = 1, . . . ,M and p̂M+1 = 1 − α. The solution is the following: α satisfies
Equation (30), x0 satisfies Equation (28) and λ = (λ2, . . . , λM−1) satisfies Equation (32), where G is
defined by Equation (26) and Q is defined by Equation (29).
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Proof The equation given by (60) for k =M + 1 is:
(1− α)N˜t;M+1,M+1 + α
M∑
j=1
pjN˜t;j,M+1 = 0,
which is:
1− α = αt
M∑
j=1
pjλj k˜j ,
where (k˜1, . . . , k˜M ) is defined by (14). It follows that α ∈ (0, 1] is required to satisfy:
α =
1
1 + t
∑M
j=1 pjλj k˜j
so that, if there is a solution, then α is uniquely determined with this value. Let x0 ∈ R, l ∈ {2, . . . ,M}
and let v(l, x0) satisfy:
vj(x0, l) =

x0−κl−1
κl−κl−1
j = l
κl−x0
κl−κl−1
j = l − 1
0 j 6= l, l − 1.
There are M equations involving the M − 2 unknowns, λ2, . . . , λM−1. These equations are:

αp1 − tλ2αp2q21 = v1
−tλj−1αpj−1qj−1,j + αpj(1 + tλj(1 + k˜j))− tλj+1αpj+1qj+1,j = vj j = 2, . . . ,M − 1
−tλM−1qM−1,MαpM−1 + αpM = vM
(61)
Set Λj = tαpjλj and p˜j = αpj(1 + tλj k˜j). Since
α =
1
1 + t
∑M
j=1 pjλj k˜j
=
1∑M
j=1 pj(1 + tλj k˜j)
,
it follows from the definition of Q (Equation (29)) that p˜ = Q(t, p) and
∑M
j=1 p˜j = 1. The system of
equations (61) may be written, with these values, as (62):
p˜1 − Λ2q21 = v1
−Λj−1qj−1,j + (p˜j + Λj)− Λj+1qj+1,j = vj j = 2, . . . ,M − 1
−ΛM−1qM−1,M + p˜M = vM .
(62)
which is a linear system of M equations with M − 2 unknowns. To show that it is of rank at most
M − 2: summing both left hand side and right hand side give 1 for any choice of x0.
Also,
∑
j
κjvj = κl
x0 − κl−1
κl − κl−1
+ κl−1
κl − x0
κl − κl−1
= x0,
It follows that x0 is required to satisfy
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x0 = α
M∑
j=1
κjpj(1 + tλj k˜j) =
∑M
j=1 κjpj(1 + tλj k˜j)∑M
j=1 pj(1 + tλj k˜j)
.
It follows that if there is a solution, then α, l and x0 are uniquely determined with the values given
in the statement of the lemma.
Since
∑M
j=1 p˜j = 1, it follows that the system of equations given by (62) is that studied in [20].
From [20], it follows that Λ satisfies:
Λ = L(p˜)
where
Lj(p) =

(κj+1−κj−1)
(κj+1−κj)(κj−κj−1)
(∑j−1
k=1(κj − κk)pk
)
2 ≤ j ≤ l − 1
(κj+1−κj−1)
(κj+1−κj)(κj−κj−1)
(∑M
k=j+1(κk − κj)pk
)
l ≤ j ≤M − 1
0 j = 1 or M.
Therefore any solution satisfies (63):
λj k˜j =
1
tαpj
Lj(Q(t, p)) =
1 + tλj k˜j
tQ(t, p, j)
Lj(Q(t, p)) =
1
t
(1 + tλj k˜j)Fj(Q(t, p)) j = 2, . . . ,M − 1 (63)
where F is defined (as in [20]) by (64):
Fj(p) =
{
1
pj
Lj(p) j = 2, . . . ,M − 1
0 j = 1,M
(64)
That is, λ is a solution if and only if λ1 = λM = 0 and for j = 2, . . . ,M − 1,
λj =
1
t
(1 + tλj k˜j)Fj(Q(t, p))
=
1
t
(1 + tλj k˜j)
Lj(Q(t, p))
pj(1 + tλj k˜j)
1
α
=
1
tpj
(κj+1 − κj−1)
(κj+1 − κj)(κj − κj−1)
×
{ ∑j−1
i=1 (κj − κi)pi(1 + tλik˜i) 2 ≤ j ≤ l − 1∑M
i=j+1(κi − κj)pi(1 + tλik˜i) l ≤ j ≤M − 1
= Gj (65)
where G is defined by (26). The function G exists by Lemma 4.1. The proof of Lemma 7.4 is
complete.
8 Stopping at Independent Geometric or Exponential Time
The purpose of this section is to prove Theorem 5.1.
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Proof of Theorem 5.1 This is equivalent to existence and uniqueness of an l ∈ {2, . . . ,M}, β ∈
(0, 1], α ∈ (0, 1] and a λ ∈ RM−2 such that P˜ (h) (Definition 2.3, Equation (17)) is the transion matrix
for a chain X(h) such that p̂ defined as:
p̂j =
{
αpj j = 1, . . . ,M
1− α j =M + 1
(66)
satisfies:
p̂j = (1− a)
(
(1− β)(I − aP˜ (h))−1l,j + β(I − aP˜
(h))−1l−1,j
)
where X
(h)
0 = x0 for some x0 ∈ (il−1, il] and β ∈ (0, 1] is a number such that
β = P(X
(h)
0+ = il−1|X
(h)
0 = x0) (1 − β) = P(X
(h)
0+ = il|X
(h)
0 = x0),
It follows that
1
1− a
(
p̂(I − aP˜ (h)
)
k
=
t+ h
h
(
p̂(I −
t
t+ h
P˜ (h)
)
k
=

1− β l = k
β k = l − 1
0 otherwise,
which is equivalent to showing existence of an α, l, β and λ such that
(p̂N )k =

(1− β) l = k
β k = l − 1
0 otherwise.
The result now follows directly from Lemma 7.4 with κ = (κ1, . . . , κM ) the change of coordinates
described in Section 3 and α = 11+t∑Mj=1 pjλj k˜j , β = κl−x0κl−κl−1 x0 =
∑M
j=1 κjpj(1+tλj k˜j)∑M
j=1 pj(1+tλj k˜j)
λj = Gj(p, k, κ)
(67)
where G is defined by (26) and k˜ by (14).
The result now follows for 0 < h < 1
maxj∈{2,...,M−1} λj(1+k˜j)
. The limiting argument to obtain a contin-
uous time process as h→ 0, which has the prescribed marginal when stopped at an exponential time
is given in [20].
The case with drift and killing on a finite state space, where the process is stopped at an independent
exponential time, has now been solved.
9 Negative Binomial, Gamma and Deterministic Time
This section is devoted to the proofs of Theorems 5.2 and 5.3. They follow the lines of the proofs
in [20], with some additional ideas required to deal with the killing field.
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9.1 Proof of Theorem 5.2
This follows by appealing to the fixed point theorem, Theorem 9.1. As before, let τ ∼ NB(r, a), with
a = tt+hr , so that E[τ ] =
ra
1−a = t. Then, with P˜ defined by Equation (17) Definition 2.3,
1
1− a
(I − aP˜ (h)) =
t+ hr
hr
(
I −
t
t+ hr
P˜ (h)
)
=
(t/r) + h
h
(
I −
(t/r)
(t/r) + h
P˜ (h)
)
= N˜t/r.
If τ ∼ NB(r, a) with a = tt+hr , then λ provides a solution if and only if there is an α ∈ (0, 1), an l
and an x0 ∈ (κl−1, κl] such that
αpj =
κl − x0
κl − κl−1
P(X
(h)
hτ = ij |X
(h)
0 = il−1) +
x0 − κl−1
κl − κl−1
P(X
(h)
hτ = ij |X
(h)
0 = il) j = 1, . . . ,M
Let p̂j = αpj for j = 1, . . .M and p̂M+1 = 1− α. Then (α, x0, λ) provide a solution if and only if
p̂j =
κl − x0
κl − κl−1
∞∑
k=0
P(X
(h)
hk = ij |X
(h)
0 = il−1)P(τ = k)
+
x0 − κl−1
κl − κl−1
∞∑
k=0
P(X
(h)
hk = ij|X
(h)
0 = il)P(τ = k)
= (1− a)r
(
κl − x0
κl − κl−1
∞∑
k=0
(
k + r − 1
k
)
ak(P˜ (h)k)l−1,j +
x0 − κl−1
κl − κl−1
∞∑
k=0
(
k + r − 1
k
)
ak(P˜ (h)k)l,j
)
=
κl − x0
κl − κl−1
((I − aP˜ (h))−r)l−1,j +
x0 − κl−l
κl − κl−1
((I − aP˜ (h))−r)l,j
Let v̂ be the M + 1 vector and v the M vector defined by vl = v̂l =
x0−κl−1
κl−κl−1
, vl−1 = v̂l−1 =
κl−x0
κl−κl−1
and vj = 0 for j 6= l− 1, l. It follows that a solution is provided by any α ∈ (0, 1), λ and x0 such that
p̂N˜ rt/r = v̂
holds. Let
q =
1∑
j,k pjN
(r−1)
t/r;j,k
pN
(r−1)
t/r , (68)
then λ provides a solution for all h ∈
(
0, 1
maxj∈{2,...,M−1} λj(1+k˜j)
)
where k˜ is defined by (14), if and
only if there is an α ∈ (0, 1] such that αqNt/r(λ) = v. It follows from Lemma 7.4 that λ is a solution
if and only if
λj = Gj
(
Q
(
t
r
, q
))
j = 1, . . . ,M (69)
where G is defined by (26) and Q by (29). Here
α =
1
1 + tr
∑M
j=1 qjλj k˜j
x0 =
∑M
j=1 κjqj(1 +
t
rλj k˜j)∑M
j=1 qj(1 +
t
rλj k˜j)
.
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The existence of a λ satisfying (69) follows from Theorem 9.1, which gives existence of a fixed point.
For the bounds on α, let σ = inf{t : Xt ∈ {D}}, then
P(σ ≥ (n+ 1)h) ≥ (1− h(λk)∗)n
so that, for τ ∼ NB
(
r, tt+hr
)
independent of σ and using a = tt+hr , for h <
1
(λk)∗ ,
α = P(hτ < σ) =
∞∑
n=0
P(σ > nh|τ = n)P(τ = n)
=
∞∑
n=0
P(σ ≥ (n+ 1)h)P(τ = n) ≥
∞∑
n=0
(1− h(λk)∗)n
(
n+ r − 1
n
)
an(1− a)r
=
(1− a)r
(1− a(1− h(λk)∗))r
=
(
1 +
t(λk)∗
r
)−r
,
as required. These results hold for all h ∈
(
0, 1(λk)∗
)
and hence in the continuous time limit as h→ 0.
Details of the convergence of finite dimensional marginals are given in [20].
9.2 Proof of Theorem 5.3
This follows almost directly from the proof of Theorem 5.2; the problem is to show that when the
limit is taken, the result is non-trivial. Let λ(r) denote a solution for the process stopped at an
independent Gamma(r, rt ) time (parametrisation: the second parameter is an intensity parameter, as
with (35)). Let P(X
(r)
Tr
∈ {D}) = 1− αr (where {D} denotes the ‘cemetery’; 1− αr is the probability
that the process has been killed by time Tr). Note that λ1 = λM = 0 (and hence there is no killing
of the process once it has reached sites i1 or iM ). By the proof of Lemma 7.2, this implies that
P(X
(r)
Tr
∈ {D}) >
∏M−1
j=1
(
qM−j,M−j−1
1+k˜M−j
)
, where q is defined by (16). (This lower bound comes from
considering the embedded discrete time process; when it jumps from site j, it jumps to j + 1 or j − 1
or D with probabilities
qj,j+1
1+k˜j
,
qj,j−1
1+k˜j
and
k˜j
1+k˜j
respectively. Once it reaches site 1, it remains there for
all time). This lower bound does not depend on r. It follows that infr αr > 0.
Now suppose that there is a subsequence rk and a j ∈ {2, . . . ,M − 1} such that λ
(rk)
j → 0 then, in
the limit, if the process reaches site ij, it remains there for all time, so that either pj+1 = . . . = pM = 0
(if x0 ≤ ij) which is a contradiction, or p1 = . . . = pj−1 = 0 (if x0 ≥ ij), again a contradiction.
It follows that there are two constants 0 < c < C < +∞ such that c < infj infr λ
(r)
j ≤ supj supr λ
(r)
j <
C and hence it follows that there is a limit point λ of λ(r) which provides a solution. The lower
bound (36) follows by taking the limit as r→ +∞ in (34).
Note At this point there is a (minor) divergence when one tries to establish existence of m such
that the generator defined by (9) has the required properties. When considering this problem, there
are killing rates k1 and kM on sites i1 and iM respectively, which are not necessarily 0. But after the
process reaches either of these sites, the killing rate is exponential and therefore the process survives
with positive probability for any finite time and it is straightforward to obtain an upper bound on the
killing probability which is strictly less than 1 when the process is stopped at a Gamma
(
r, rt
)
time for
fixed t > 0; the upper bound is independent of r ≥ 1.
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9.3 Fixed Point Theorem
For fixed k let h : RM ×RM−2+ → R
M denote the function defined by:
h(p, λ) =
1∑
j,k pjNjk(λ)
pN (λ) =
1∑
j pj(1 +
t
rλj k˜j)
pN (λ). (70)
where k˜ is defined by (14). Directly from the definition, for any p ∈ RM+ and λ ∈ R
M−2
+ ,∑
j
hj(p, λ) = 1. (71)
From the definition, it is also clear that h(αp, λ) = h(p, λ) for any p ∈ RM+ , α ∈ R\{0} and λ ∈ R
M−2
+ .
For r ≥ 2, set
h(r)(p, λ) = h(h(r−1)(p, λ), λ). (72)
Theorem 9.1 (Fixed Point Theorem). Set
A(λ, p)(j) := Gj
(
t
r
,Q
(
t
r
, h(r−1)(p, λ), λ
))
j = 2, . . . ,M − 1 (73)
where Q defined by (29) and G by (26). There exists a solution λ to the equation
λ = A(λ, p). (74)
which satisfies λ ∈ RM−2+ .
Proof of Theorem 9.1 The proof follows the lines of [20]. As in [20], for p ∈ RM , set
C(p, ǫ) =
M∑
j=1
(
pj∑M
k=1(pk ∨ ǫ)
∨ ǫ
)
. (75)
For any p ∈ RM and ǫ ∈ (0, 1), C(p, ǫ) ≤M . For p ∈ RM such that
∑M
k=1(pk ∨ 0) ≥ 1, it follows that
for any ǫ ∈ [0, 1),
∑M
k=1(pk ∨ ǫ) ≥ 1 and hence that
M ≥ C(p, ǫ) ≥
M∑
j=1
(
pj∑M
k=1(pk ∨ ǫ)
∨
ǫ∑
k=1(pk ∨ ǫ)
)
= 1.
Let P(ǫ) : RM → RM+ denote the function
P
(ǫ)
j (p) =
1
C(p, ǫ)
(
pj∑M
k=1(pk ∨ ǫ)
∨ ǫ
)
(76)
where C is defined by (75) so that
∑M
j=1P
(ǫ)
j (p) = 1. It follows that for any p ∈ R
M ,
min
j
P
(ǫ)
j (p) ≥
ǫ
M
.
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Set
A(ǫ)(λ, p)(j) = Gj
(
t
r
,Q
(
t
r
,P(ǫ)(h(r−1)(p, λ)), λ
))
. (77)
Lemma 9.2. For each ǫ > 0, there exists a K(ǫ) < +∞ such that
sup
λ∈RM−2+
max
j∈{2,...,M−1}
A(ǫ)(λ, p)(j) ≤ K(ǫ).
Proof Consider Equation (26). If pj ≥ ǫ for all j ∈ {1, . . . ,M}, then A
(ǫ)(λ, p)(j) ≤ fj where fj
satisfies 
fj = a+ b
∑j−1
i=1 fi j = 2, . . . ,M
f1 = 0
a = 1ǫ maxj
r(κj+1−κj−1)(κM−κ1)
t(κj+1−κj)(κj−κj−1)
, b = atmaxj k˜j
where k˜j : j = 1, . . . ,M is defined by (14). The solution to this equation is
f1 = 0 fj = a(1 + b)
j−2 j ≥ 2.
and hence
0 ≤ min
j
Gj ≤ max
j
Gj ≤ a(1 + b)
M−2.
This depends on ǫ, but it does not depend on λ.
It is clear from the construction that for fixed ǫ > 0, A(ǫ)(., p) is continuous in λ. Therefore, by the
Schauder Fixed Point Theorem, there is a solution λ(ǫ) to the equation
λ = A(ǫ)(λ, p).
Let λ(ǫ) denote a fixed point (solution) and let
hǫ = P
(ǫ)(h(r−1)(p, λ(ǫ))), (78)
where P(ǫ) is defined by (76), so that
λ
(ǫ)
j = Gj
(
t
r
,Q
(
t
r
, hǫ
))
j = 2, . . . ,M − 1 (79)
where G is defined by (26) and Q is defined by (29). It is required to show:
• lim supǫ→0maxj∈{2,...,M−1} λ
(ǫ)
j < +∞
• lim infǫ→0minj∈{2,...,M−1} λ
(ǫ)
j > 0
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Showing lim supǫ→0maxj∈{2,...,M−1} λ
(ǫ)
j < +∞ It follows from (79), using the definition of G (Equa-
tion (26)) and the definition of Q (Equation (29)) that:
t
r
hǫ,jλ
(ǫ)
j
(
1 +
t
r
k˜jλ
(ǫ)
j
)
=
(κj+1 − κj−1)
(κj+1 − κj)(κj − κj−1)
×

∑j−1
i=1 (κj − κi)hǫ,i
(
1 + tr k˜iλ
(ǫ)
i
)2
2 ≤ j ≤ l − 1∑M
i=j+1(κi − κj)hǫ,i
(
1 + tr k˜iλ
(ǫ)
i
)2
l ≤ j ≤M − 1
(80)
It follows that
hǫ,j
λ
(ǫ)
j →+∞
−→ 0. (81)
This can be seen inductively from (80): recall that hǫ,j > 0 for each j and
∑M
j=1 hǫ,j = 1. Since
λ
(ǫ)
1 = λ
(ǫ)
M = 0, the result is clearly true for j = 2 and M − 1 and, furthermore, there are uniform
bounds on trhǫ,2λ
(ǫ)
2
(
1 + tr k˜2λ
(ǫ)
2
)
and trhǫ,M−1λ
(ǫ)
M−1
(
1 + tr k˜M−1λ
(ǫ)
M−1
)
. From this, it follows that
there are uniform bounds on trhǫ,2
(
1 + tr k˜2λ
(ǫ)
2
)2
and trhǫ,M−1
(
1 + tr k˜M−1λ
(ǫ)
M−1
)2
. Inductively, it
follows that there are uniform bounds on trhǫ,j
(
1 + tr k˜jλ
(ǫ)
j
)2
which hold for all j and hence (81)
follows from (80).
Set
K(λ, ǫ) :=
M∑
j=1
(
h
(r−1)
j (p, λ) ∨ ǫ
)
and Kǫ := K(λ
(ǫ), ǫ).
From (71), it follows that Kǫ ≥ 1. Set
Cǫ = C
(
h(r−1)(p, λ(ǫ))
)
where C is the function defined by (75).
Let
N˜ (ǫ) = N˜ (λ(ǫ)), N (ǫ) = N (λ(ǫ)).
The first equality below follows from the definition of hǫ by (78) and (76). The second equality follows
from the definition of h by (70) and h(r) given by (72) together with the identity:
∑M
j=1 h
(r−1)
j = 1,
which follows from (72) and (71). Recall that p and h are taken as row vectors.
hǫ,j =
1
Cǫ
(
1
Kǫ
h
(r−1)
j (p, λ
(ǫ)) ∨ ǫ
)
=
1
CǫKǫ
1∑
k(p(N
(ǫ))r−1)k
(p(N (ǫ))r−1)j ∨
ǫ
Cǫ
where (p(N (ǫ))r−1)j =
∑
k pk((N
(ǫ))r−1)k,j, ((N
(ǫ))r−1)k,j being the (k, j) component of the matrix
(N (ǫ))r−1.
Set
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Ĥǫ;.,j =
{
1
CǫKǫ
∑
k(p(N
(ǫ))r−1)k
((N (ǫ))r−1).j hǫ,j >
ǫ
Cǫ
ǫ
Cǫ
hǫ,j =
ǫ
Cǫ
(82)
then, since
∑M
j=1 pj = 1,
hǫ = pĤǫ. (83)
Define p(ǫ) as:
p(ǫ) :=
1∑
l(pĤǫ(N
(ǫ))−(r−1))l
pĤǫ(N
(ǫ))−(r−1). (84)
By construction,
∑M
j=1 p
(ǫ)
j = 1. Furthermore, it follows from the definition that p
(ǫ) satisfies:
p(ǫ) =
1∑
l(hǫ(N
(ǫ))−(r−1))l
hǫ(N
(ǫ))−(r−1). (85)
From the characterisation given by Lemma 7.1, it follows that 0 ≤ ((N˜ (ǫ))−(r−1))j,k ≤ 1 for each
(j, k) ∈ {1, . . . ,M + 1}2. Furthermore, hǫ;j ≥ 0 for all ǫ > 0 and all j ∈ {1, . . . ,M}. From this, it
follows that p
(ǫ)
j ≥ 0 for each j ∈ {1, . . . ,M}.
From (84) and (85), it follows that
hǫ =
(∑
l
(
pĤǫ(N
(ǫ))−(r−1)
)
l
)
p(ǫ)(N (ǫ))r−1.
Set
Sǫ =
{
β|hǫ,β =
ǫ
Cǫ
}
(86)
Let Y be a continuous time Markov chain with state space {1, . . . ,M + 1} with transition intensity
matrix given by Equation (19), Definition 2.4. Let T denote an independent time with distribution
T ∼ Gamma
(
r − 1, rt
)
(using the notation of (35)). Let
c(m) = 1− P(YT =M + 1|Y0 = m).
It follows from (58) that ((N˜ (ǫ))−(r−1))M+1,j = 0 for j = 1, . . . ,M . From this it follows that
(N˜ (ǫ))−(r−1) =
(
(N (ǫ))−(r−1) −(N (ǫ))−(r−1)v
0 1
)
where 0 is an M -row vector of 0s, and v is the M -column vector with vj = (N˜
(ǫ)r−1)j,M+1, j =
1, . . . ,M . It follows that for m2 ∈ Sǫ,
∑
k
((N (ǫ))−(r−1))m1,kĤk,m2 =
ǫ
Cǫ
M∑
k=1
((N (ǫ))−(r−1))m1,k =
ǫ
Cǫ
(1− ((N˜ (ǫ))−(r−1))m1,M+1) =
ǫ
Cǫ
c(m1).
It follows that:
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(
(N (ǫ))−(r−1)Ĥǫ
)
m1,m2
=
{
1
CǫKǫ
∑
jk pj((N
(ǫ))r−1)j,k
I(m1,m2) m2 6∈ Sǫ
ǫ
Cǫ
c(m1) m2 ∈ Sǫ
(87)
where I(m1,m2) =
{
1 m1 = m2
0 m1 6= m2
. Set
Fǫ := (N
(ǫ))−(r−1)Ĥǫ so that (N
(ǫ))r−1Fǫ = Ĥǫ. (88)
It follows (from (84), using (83) in the denominator) that:
p(ǫ) =
1∑
j,k hǫ,j((N
(ǫ))−(r−1))j,k
pN (ǫ)r−1Fǫ(N
(ǫ))−(r−1). (89)
Let Λǫ be the matrix such that
Λǫ;m1,m2 =
{
1 m1 = m2 m2 6∈ Sǫ
0 otherwise.
Let Iǫ denote the matrix with entries:
Iǫ;m1,m2 =
{
c(m1) m2 ∈ Sǫ
0 otherwise
Then Iǫ has column (c(1), . . . , c(M))
t for each m2 ∈ Sǫ and the remaining columns are columns of 0s.
Then (87) may be written, using Fǫ from (88) as:
Fǫ =
1
CǫKǫ
∑
k(p(N
(ǫ))r−1)k
Λǫ +
ǫ
Cǫ
Iǫ,
so that
p(ǫ) =
1∑
k
(
hǫ(N
(ǫ))−(r−1)
)
k
(
p(N (ǫ))r−1Λǫ(N
(ǫ))−(r−1)
CǫKǫ
∑
k(p(N
(ǫ))r−1)k
+
ǫ
Cǫ
(N (ǫ))r−1Iǫ(N
(ǫ))−(r−1)
)
. (90)
Note that, since ((N˜ (ǫ))−(r−1))jk = ((N
(ǫ))−(r−1))jk for (j, k) ∈ {1, . . . ,M}
2, and
M+1∑
k=1
((N˜ (ǫ))−(r−1))jk = 1 ∀j ∈ {1, . . . ,M},
it follows that
∑
k
(
hǫ(N
(ǫ))−(r−1)
)
k
= 1−
∑
k
hǫ;k((N˜
(ǫ))−(r−1))k,M+1 > c1 > 0 (91)
for a c1 > 0 which does not depend on ǫ, by Lemma 7.2.
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Note Similarly to the note at the end of Subsection 9.2, this is the other point where an additional
argument is required when an infinitesimal generator given by (9), since there is killing at sites i1 and
iM at rates k1 and kM respectively, which are not necessarily 0. The modification is similar. Consider
the proof of Lemma 7.2; after the process eventually reaches state 1 or state M , which it does with
positive probability, the killing rate after it hits these sites is bounded; it has rate k1 on site 1 and
kM on site M and with Generator (9) the kill rate does not depend on λ. Hence a c1 > 0 may be
obtained independent of ǫ such that (91) holds.
For any invertible matrix S, the eigenvalues of S−1AS are the same as the eigenvalues of A. It follows
that the eigenvalues of (N (ǫ))r−1Λǫ(N
(ǫ))−(r−1) are the eigenvalues of Λǫ; 0 with multiplicity equal to
the number of elements of Sǫ and the remaining eigenvalues all 1. Similarly, the eigenvalues of Iǫ are
bounded independently of ǫ, since each entry of the M ×M matrix lies in [0, 1]. It follows that
lim
ǫ→0
ǫ
Cǫ
p(N (ǫ))r−1Iǫ(N
(ǫ))−(r−1) = 0.
It now follows directly that if Kǫ
∑
k(p(N
(ǫ))r−1)k
ǫ→0
−→ +∞, then p(ǫ)
ǫ→0
−→ 0, contradicting the fact
that p
(ǫ)
j ≥ 0 for each j and
∑
j p
(ǫ)
j = 1 for each ǫ ∈ (0, 1).
Therefore:
0 ≤ inf
ǫ
Kǫ
(∑
k
(p(N (ǫ))r−1)k
)
≤ sup
ǫ
Kǫ
(∑
k
(p(N (ǫ))r−1)k
)
< +∞.
From the definition of Kǫ,
Kǫ
(∑
k
(p(N (ǫ))r−1)k
)
=
M∑
k=1
(
(p(N (ǫ))r−1)k ∨
(∑
k
(p(N (ǫ))r−1)k
)
ǫ
)
.
From the above,
0 ≤ inf
ǫ
∑
k
(p(N (ǫ))r−1)k ≤ sup
ǫ
∑
k
(p(N (ǫ))r−1)k < +∞
and
sup
ǫ
max
k
(
(p(N (ǫ))r−1)k ∨ 0
)
< +∞,
from which
sup
ǫ
max
k
∣∣∣(p(N (ǫ))r−1)k∣∣∣ < +∞.
Set λ∗(ǫ) = maxj λ
(ǫ)
j and let
N ∗(ǫ) =
1
λ∗(ǫ)
N (ǫ)
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(that is, divide every element by λ∗(ǫ)). Then if there is a sequence ǫn → 0 such that λ∗(ǫn)
n→+∞
−→ +∞,
any limit point N ∗ of N ∗(ǫn) satisfies
0 = pN ∗(r−1).
It follows from the construction of N ∗ that the rank ρ of N ∗ is the number of components of λ such
that limn→+∞
λ
(ǫn)
j
λ∗(ǫn)
> 0, where where λ(ǫn) is a sequence that gives the limit point. This is seen as
follows: consider the lowest index k1 such that limn→+∞
λ
(ǫn)
k1
λ∗(ǫn)
> 0, then N ∗ in the limit, column
k1 − 1 will have exactly one entry; element N
∗
k1,k1−1
will be the only non-zero element of column k1.
Suppose k1 < . . . < kρ are the relevant indices, then the columns (N
∗
.,k1−1
, . . . ,N ∗.,kρ−1) provide an
upper triangular matrix, with elements N ∗kj ,kj−1 6= 0 and Np,kj−1 = 0 for all p ≥ kj + 1, proving that
N ∗ is of rank ρ.
Therefore N ∗(r−1) is of rank ρ and the non-zero rows of N ∗(r−1) are those corresponding to the indices
k : limn→+∞
λ
(ǫn)
k
λ∗(ǫn)
> 0. Since the space spanned by the ρ rows is of rank ρ, it follows that pk = 0 for
each of these pk, which is a contradiction (since, by hypothesis, pk > 0 for each k). Hence
sup
ǫ
λ∗(ǫ) < +∞.
Showing that infǫminj∈{2,...,M−1} λ
(ǫ)
j > 0. Now suppose that there is a subsequence λ
(ǫn)
j
n→+∞
−→ 0
for some j ∈ {2, . . . ,M − 1}. As before, λ∗(ǫ) = maxj∈{2,...,M−1} λ
(ǫ)
j . Recall the representation from
Lemma 7.1, that
(N˜−(r−1))j,k(λ) = P(YT = k|Y0 = j)
where Y is a continuous time Markov chain with state space {1, . . . ,M + 1}, with intensity matrix
given by Equation (19), Definition 2.4 and T is an independent random variable with distribution
T ∼ Gamma(r − 1, rt ) (using parametrisation found in (35)). Let πT denote the density function of
the random variable T . Recall that supǫmaxk λ
(ǫ)
k < +∞ and suppose that λ
(ǫn)
j → 0
If λ
(ǫn)
j → 0 for some m1 ≤ j < m2 where m1 < m2, then, letting τj = inf{r|Xr = j} and πj(dr)
the probability measure such that P(τj ∈ A) =
∫
A πj(dr), then
P(Y
(ǫn)
T = m2|Y
(ǫn)
0 = m1) =
∫ ∞
0
P(Y (ǫn)s = m2|Y
(ǫn)
0 = m1, T = s)πT (s)ds∫ ∞
0
∫ s
0
P(Y (ǫn)r = j|Y
(ǫn)
0 = m1)P(Y
(ǫn)
s−r = m2|Y
(ǫn)
0 = j)πj(dr)πT (s)ds
so that if λ
(ǫn)
j → 0, then P(Y
(ǫn)
s = k|Y
(ǫn)
0 = j)→ 0 for all k. It follows that
P(Y
(ǫn)
T = m2|Y
(ǫn)
0 = m1) = (N
−(r−1))m1,m2(λ
(ǫn))→ 0 (92)
for all (m1,m2) such that m1 ≤ j < m2. Similarly, if λ
(ǫn)
j
n→+∞
−→ 0 for some m1 ≥ j > m2 where
m1 > m2, then (92) holds.
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It follows that N
−(r−1)
kp (λ
(ǫn))→ 0 for all (k, p) such that k ≤ j < p or k ≥ j > p.
Furthermore, it follows from (80) that for any sequence with limit point λ(0) such that λ
(ǫn)
j → 0 for
some j ∈ {2, . . . ,M − 1}, there is an l ∈ {1, . . . ,M} such that if j ≤ l− 1, then h
(r−1)
k (p, λ
(0)) ≤ 0 for
all 1 ≤ k ≤ j − 1 and if j ≥ l then h
(r−1)
k (p, λ
(0)) ≤ 0 for all j + 1 ≤ k ≤M .
Now recall the definition of h(r−1) ( (70) and (72)) from which it follows that
h(r−1)(p, λ) =
∑
jk
pj
(
N r−1(λ)
)
jk
−1 pN r−1(λ).
From this it follows that:
p = pN (r−1)(λ)N−(r−1)(λ) =
∑
j,k
pj(N
r−1)j,k(λ)
h(r−1)(p, λ)N−(r−1)(λ). (93)
Recall the definition of λ(ǫ) given by (79) and let l denote the index from the definition of G in (26).
With λ = λ(0) and considering the zeroes of N−(r−1)(λ(0)), it follows that if j ≤ l − 1, then p1 ≤
0, . . . , pj−1 ≤ 0, which is a contradiction. If j ≥ l, then pj+1 ≤ 0, . . . , pM ≤ 0, which is a contradiction.
It follows that any limit point λ satisfies 0 < minj∈{2,...,M−1} λj ≤ maxj∈{2,...,M−1} λj < +∞, conse-
quently that h0,1 > 0, . . . , h0,M > 0, therefore h(p, λ) = h0 and therefore λ satisfies Equation (74).
Theorem 9.1 is proved.
10 Proof of Theorem 5.4
Following the proof of Theorem 5.3, the theorem is already proved for a finite state space S =
{i1, . . . , iM}; let a satisfy aj = λj(ij+1− ij)(ij − ij−1) then, following Lemma 2.5, the continuous time,
time homogeneous Markov process X that satisfies Theorem 5.3 has infinitesimal generator
L = a
(
1
2
∆ + b∇− k
)
where the operators ∆ and ∇ are defined by Equations (12) and (13) respectively, where L means:
Lf(ij) = aj
(
1
2
∆ + bj∇− kj
)
f(ij) j = 1, . . . ,M a1 = aM = 0.
For a probability distribution µ over R, the proof follows the same lines as the proof already given for
k ≡ 0. Set
SN = {iN,1, . . . , iN,MN } (94)
and let p(N) be defined by Equation (38). Let λN denote a solution to the terminal distribution
problem for distribution p(N) over space SN . Let
a
(N)
j = a
(N)(iN,j) = λ
(N)
j (iN,j+1 − iN,j)(iN,j − iN,j−1) j = 2, . . . ,MN − 1
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and let L(N) be the infinitesimal generator defined by
L(N)f(iN,j) = a
(N)(iN,j)
(
1
2
∆N + b
(N)
j ∇N − k
(N)
j
)
f(iN,j) j = 2, . . . ,MN − 1
where ∆N and ∇N are the Laplacian and gradient operators defined on SN (Definition 2.1), the
approximate drift field (b
(N)
2 , . . . , b
(N)
MN−1
) defined by (39) and
k
(N)
j =
1
iN,j+1 − iN,j
∫ iN,j+1
iN,j−
k̂(x)dx j = 2, . . . ,MN − 1 (95)
where k̂ is from (2),
∫ b
a− means integration over the interval [a, b). Then L
(N) is the infinitesimal
generator of the process X(N) with state space SN ∪ {D}, where D denotes a cemetery, such that
there is an lN , an αN ∈ (0, 1) and a βN ∈ (0, 1) such that

βNP
(
X
(N)
t = iN,j |X0 = iN,lN
)
+ (1− βN )P
(
X
(N)
t = iN,j |X0 = iN,lN−1
)
= αNp
(N)
j
j = 1, . . . ,MN
βNP
(
X
(N)
t ∈ {D}|X0 = iN,lN
)
+ (1− βN )P
(
X
(N)
t ∈ {D}|X0 = iN,lN−1
)
= 1− αN
(96)
The quantity βN may be interpreted in the following way: there is a point xN,0 ∈ (iN,lN−1, iN,lN ],
denoting the initial condition, such that
P
(
X
(N)
0+ = iN,lN |X
(N)
0 = xN,0
)
= βN , P
(
X
(N)
0+ = iN,lN−1|X
(N)
0 = xN,0
)
= 1− βN .
Let X˜(N) denote the process with infinitesimal generator a(N)
(
1
2∆N + b
(N)∇N
)
, then
X
(N)
t =
{
X˜
(N)
t t ≤ τN
D t > τN
where τN is a random time satisfying
P(τN ≥ s|(X˜
(N)
. )) = exp
{
−
∫ s
0
a(N)(X˜(N)r )k(X˜
(N)
r )dr
}
s ≥ 0. (97)
It follows from Theorem 6.3 that for a sequence zj → z, there exists a X˜ such that
lim
j→+∞
P
(
sup
0≤s≤t
∣∣∣X˜(Nj)s (zNj )− X˜s(z)∣∣∣ > ǫ) = 0. (98)
Let τ denote a random time satisfying
P(τ ≥ s|(X˜.)) = exp
{
−
∫ s
0
dK
dm
(X˜r)dr
}
s ≥ 0. (99)
It follows from Equations (97) and (99) that for a sequence zNj → z such that zNj ∈ SNj for each j
(SN defined by (94)),
lim
j→+∞
∣∣∣P({τ (Nj) ≤ t})− P ({τ ≤ t})∣∣∣ = 0
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and
lim
j→+∞
sup
x∈R
∣∣∣P({X˜(Nj )t (zNj ) ≤ x} ∩ {τ (Nj ) > t})− P({X˜t(z) ≤ x} ∩ {τ > t})∣∣∣ = 0
from which it follows that X is a process with infinitesimal generator 12
d2
dmdx +
∂B
∂m∇m −
dK
dm with the
required distribution at the prescribed time t > 0, provided infN αN > 0.
Finally, it has to be shown that for the sequence of measures m(N) there does not exist a subsequence
such that m(Nj) → 0, which would correspond to P(X
(Nj )
t ∈ {D})
j→+∞
−→ 1.
Let m(N) denote the sequence of measures corresponding to the atomised state spaces. Let eN− and
eN+ be the indices defined by (44). Let KN = m
(N)([ieN− , ieN+ ]) and m̂
(N) = m
(N)
KN
. If KNj → 0,
then there exists a limit point m̂ of m̂(Nj) such that L := 12
∂2
∂m̂∂x +
∂B
∂m̂∇m̂ −
∂K
∂m̂ is the infinitesimal
generator of a process X which, conditioned on being alive, has stationary distribution µ.
Let Y denote the process with infinitesimal generator 12
∂2
∂m̂∂x +
∂B
∂m̂∇m̂ and let P (t;x, dy) denote
its transition kernel. Let p(t;x, y) = P (t;x,dy)m̂(dy) . Let φ(y) =
µ(dy)
m̂(dy) . Then φ(y) has representation
φ(y) =
∫
µ(dx)
∫
p(t;x, y)
Ex
[
e−
∫ t
0
∂K
∂µ
(Ys)φ(Ys)ds|Yt = y
]
Ex
[
e
−
∫ t
0
∂K
∂µ
(Ys)φ(Ys)ds
] . (100)
This can be seen as follows: the transition kernel Q(t;x, dy) for the process X satisfies{
∂
∂tQ(t;x,A) =
1
2
∂2
∂m̂∂xQ(t;x,A) +
∂B
∂m̂∇m̂Q(t;x,A) −
∂K
∂m̂Q(t;x,A)
Q(t;x,A) = 1A(x).
Using ∂K∂m̂ =
∂K
∂µ
∂µ
∂m̂ =
∂K
∂µ φ, this has representation:
Q(t;x,A) = Ex
[
1A(Yt)e
−
∫ t
0
∂K
∂µ
(Ys)φ(Ys)ds
]
A ∈ B(R).
Conditioning on being alive, P(Xt ∈ A|X0 = x,Xt 6∈ {D}) =
Q(t;x,A)
Q(t;x,R) , so that
µ(A) =
∫
P(Xt ∈ A|X0 = x,Xt 6∈ {D})µ(dx)
from which Equation (100) follows. This holds for all t > 0. Firstly, it follows from this that
φ(y)
y→±∞
−→ 0. Secondly, by the hypothesis on b and µ, it follows from Lemma 6.2 that Y may
be put into ‘martingale’ coordinates (described in Section 3). Let z+ = sup{x|x ∈ suppt(µ)} and
z− = inf{x|x ∈ suppt(µ)}. It follows from basic properties of martingales that if either z− > −∞
or z+ < +∞, then Yt has a well defined limit almost surely, otherwise |Ys|
s→+∞
−→ +∞. In all cases,
it follows from Hypothesis 1.1 Part 4 that ∂K∂µ (Ys)
s→+∞
−→ 0. From this, it follows that for fixed
(x, y) ∈ (z−, z+),
lim sup
t→+∞
Ex
[
e
−
∫ t
0
∂K
∂µ
(Ys)φ(Ys)ds|Yt = y
]
Ex
[
e
−
∫ t
0
∂K
∂µ
(Ys)φ(Ys)ds
] < 1.
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It follows from the existence of a transformation to martingale coordinates that p(t;x, y) → 0 for all
(x, y) ∈ (z−, z+), from which it follows that φ(y) ≡ 0, hence µ ≡ 0 and a contradiction has been
obtained.
11 Conclusion and Further Study
The article [20] established existence of generalised diffusion to meet a given marginal for any prob-
ability measure over R. This article deals with the introduction of drift and killing and establishes
conditions on given drift and killing under which there exists a ‘clock’ such that the process, condi-
tioned on being alive at a fixed time t, has the prescribed marginal.
The open problem of interest is to determine the extent to which the conditions on the drift
and killing are merely technicalities to make the proofs work, or whether counter examples can be
obtained. In particular, can one find a solution to the problem if there exists a string m such that
1
2
∂2
∂m∂x +
∂B
∂m∇m −
∂K
∂m is the generator of a process which, conditioned on being alive, has invariant
measure µ? This situation (of course) does not arise in the absence of drift and killing.
Another problem of great interest is to explore the connections between the method given here
and the Local Variance Gamma Model by Peter Carr, discussed in [3]. This model considers a process
composed with a Gamma process. This boils down to a generalised diffusion stopped at an exponential
time. There are further developments in [3] and it is of interest to explore the connections between
the process stopped at a Gamma time described here, with the problem of introducing more uniform
maturity spacings for the problem of calibrating to meet multiple smiles discussed in [3].
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