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Abstract
The focus of this dissertation is on the dynamics of electromagnetic systems for
energy harvesting and filtering applications. The inclusion of magnets into systems
generates nonlinearity due to the nature of electromagnetic interactions. In this work,
magnetic nonlinearity manifests in tip interactions for cantilever beams, coupling
effects for electromagnetic transduction, and bistable potential wells for a two beam
system. These electromagnetic interactions are used to add non-contact coupling
effects for the creation of bistable oscillators or arrays of coupled beams for energy
filtering.
Nonlinearity at the tip of cantilever beams acts to change the dynamic and static
behavior of the system. In this dissertation, these interactions are analyzed both
with and without the nonlinear tip interactions. A linear analysis of the system
without the tip interaction first provides insight into the shifting frequencies of the
first four natural oscillation modes when considering a rigid body tip mass with rota-
tional inertia and a center of mass that is offset from the tip of the beam. Then, the
characterization of the nonlinearities in the beam stiffness and magnetic interaction
provide insight into the static and dynamic behavior of the beam. The analytical and
numerical investigations, using Rayleigh-Ritz methods and an assumed static deflec-
tion, are shown to be consistent with experimental tests. These methods provide a
framework for theoretically establishing nonlinear static modes and small-amplitude
linear modes that are consistent with physical behavior.
iv
In electromagnetic coupling, the role of nonlinearity can have a detrimental or
beneficial effect on energy harvesting. This work includes an investigation of the
response of an energy harvester that uses electromagnetic induction to convert am-
bient vibration into electrical energy. The system’s response behavior with linear
coupling or a physically motivated form of nonlinear coupling is compared with sin-
gle and multi-frequency base excitation. This analysis is performed with combined
theoretical and numerical studies.
The ability of magnets to add nonlinearity to a system allows for the expansion
of the phenomenological behavior of said system and potential advantages and dis-
advantages for energy harvesting. This work studies a two beam system made up
of carbon fiber cantilever beams and attached magnetic tip masses with a focus on
energy harvesting potential. Numerical and experimental investigations reveal an
array of phenomena from static bifurcations, chaotic oscillations, and sub-harmonic
orbits. These features are used to highlight the harvesting prospects for a similarly
coupled system.
Beyond nonlinearity, the non-contacting coupling effects of magnets allow for the
hypothetical creation of energy filtering systems. In this work, the band structure of
a two dimensional lattice of oscillating beams with magnetic tip masses is explored.
The focus of the wave propagation analysis is primarily on regions in the band struc-
ture where propagation does not occur for the infinite construction of the system.
These band gaps are created in this system of 2 x 2 repeating unit cells by peri-
odically varying the mass properties and, for certain configurations, the frequency
band gaps manifest in different size and band location. Uncertainty in these regions
is analyzed using potential variations associated with specific physical parameters
in order to elucidate their influence on the band gap regions. Boundary effects and
damping are also investigated for a finite-dimensional array, revealing an erosion of
band gaps that could limit the expected functionality.
v
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1Introduction
The goal of this doctoral work is to explore the dynamics of systems with nonlinear,
magnetic interactions within the framework of energy harvesting and filtering. In
this work, nonlinearity is used as a tool to expand the phenomenological behaviors
of the systems and expand on the predictable linear behavior patterns of common
systems. In the course of this exploration, several problems associated with these
systems were explored.
In vibration energy harvesting, mechanical excitation sources are translated into
usable electricity. These sources vary from ocean and ground surface waves to vehicle
and bridge motion to human walking [1–5]. Traditionally, harvesting systems are de-
signed as linear harvesters, with the system resonance tuned to that of the dominant
frequency of the environment [6–11] and transduction from physical vibration energy
to electrical energy by means of electromagnetic [12–14] or piezoelectric [15–17] sys-
tems . This strategy is efficient in single frequency excitation environments, however
for multi-frequency, time-varying, stochastic, and other more diverse environments,
much of the energy remains untapped by these tuned linear harvesters [18–23] . It
is these environments that call for more complex systems to more efficiently and
1
consistently harvest energy [18].
For energy filtering systems, research is primarily centered on systems that filter
light or acoustic waves. These photonic [24–28] and phononic [29–34] systems, re-
spectively, are designed with characteristics such that energy in the form of waves
can only pass through the system in certain directions and at particular frequencies.
This is done by periodically varying properties, either by use of different materials or
specific construction to select frequency regions known as band gaps where the band
structure of the wave propagation does not exist [35]. The variation for photonic
and phononic systems is often designed on a microscale for frequency bands in the
kHz or greater range [24–34]. The potential, however, exists for utilization of elastic
systems and macro-scale organization for filtering at lower frequencies [36, 37].
For the explorations of energy harvesting and filtering systems described in this
dissertation, analysis is done by way of mathematical modeling and approximation
of physical systems made up primarily of elastic beams and nonlinear magnets. The
following two sections lay out the modeling framework used as the basis for this work
and the magnetic interactions that are featured.
1.1 Modeling framework
Variational calculus methods are the modeling basis for the majority of the analysis
in this thesis. A fundamental example of this method in calculus of variations is the
minimization of a functional
Jp~qptqq “
ż b
a
L
´
~qptq, 9~qptq, t
¯
dt (1.1)
for the shortest trajectory ~q˚ptq found at the stationary points of the functional. By
finding the first variation of J and equating to zero, the functional can be minimized.
This example is a form of Hamilton’s principle of natural systems. Systems seek the
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shortest or minimally resistive path. By expansion to typical dynamic systems with
kinetic and potential energy, Euler-Lagrange equations are used to find the governing
equations of motion for an ideal trajectory of least resistance
d
dt
ˆ BL
B 9qn
˙
´ BLBqn “ 0 , (1.2)
where L is the Lagrangian of the system and qn is a generalized coordinate used to
describe a degree of freedom of the system. This equation constitutes a necessary
condition for a local minimum and is similar to finding the root of the first derivative
in differential calculus [38]. The number of generalized coordinates qn is equal to
the number of equations generated by Euler-Lagrange. Applications of Hamilton’s
principle of variation in certain configurations (such as beam mechanics) yield bound-
ary conditions that fully define the resulting equations. An extension of Hamilton’s
principle includes expressions accounting for nonconservative forces such as viscous
damping or external forcing. More detailed explorations of variational calculus and
expansions on Hamilton and Euler-Lagrange are found in Refs. [38, 39].
1.2 Magnet modeling
The systems analyzed in this thesis often include magnets, interacting either with
other magnets or conductive material, such as a wire coil. The dipole point source
model is used exclusively for the derivation of the magnetic interactions in all systems
(see derivation in Refs. [40, 41]).
For a point source dipole, as shown in Fig. 1.1, the magnet is theorized to have
infinitesimal volume and existence at a single point. The B-field, also known as
magnetic flux density or magnetic field in free space, at a point from the magnet
source is expressed as
~Bp{s “ ´µ0
4π
∇
~ms ¨ ~rp{s
|~rp{s|3
, (1.3)
3
Figure 1.1: Schematic illustration of vectors used in the dipole approximation for
the interactions between two magnets.
where µ0 “ 4πˆ10´7 H/m is the permeability, or magnetic constant, of free space, ~∇
represents a vector gradient operation, and ~rp{s is a vector from the source magnetic
dipole to a given point. The magnetic moment of the source magnet can be expressed
by
~ms “ ~Msvs , (1.4)
where vs is volume of the source magnet and ~M is the magnetization vector. The
amplitude of this magnetization vector is
ˇˇˇ
~Ms
ˇˇˇ
“ Br
µ0
, (1.5)
where Br is the residual magnetic flux density. This B-field indicates the amplitude
and direction of the magnetic field flux at that point generated by the source.
4
Figure 1.2: Schematic illustration of the nonlinear magnet system from Ref. [13]
with 3-dimensional view in (a) and top view in (b).
The addition of a second magnetic dipole having moment ~mp creates a potential
energy between the two magnets. This interaction manifests itself in the form of a
torque and force on the magnets. The potential energy of this interaction is
Up{s “ ´~mp ¨ ~B, (1.6)
where ~mp is the magnetic moment of the magnet at some point from the source.
From this energy expression, the interaction force between the magnets is derived by
taking the negative of the gradient of Eq. 1.6. Additionally, the torque is found from
~τp{s “ ´~mp ˆ ~Bp{s (1.7)
where ~τp{s is the torque generated by the source on the point.
One example of these interactions is found in Ref. [13]. This nonlinear system
is made up of a center magnet on a fixed axis with a magnet on either end and a
ring of magnets about the center of the system. A diagram of this configuration is
found in Fig. 1.2. From the dimensions of the system and utilizing Eqs. 1.3-1.6, the
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potential energy expression for this system becomes
Upyq“Br,cvc
2π
„
vtBr,t
ˆ
1
pd` yq3`
1
pd´ yq3
˙
´Br,ovoN
2
ˆ
y2
py2 `R2oq5{2
´ 1py2 `R2oq3{2
˙
,
(1.8)
where vc, vo, and vt are the volumes of the center magnet, the individual outer ring
magnets, and the two magnets at the top and bottom of the system, respectively
and Br,c, Br,o, and Br,t are the residual magnetic flux densities of the respective
magnets. Also note that y “ x´ z is the position of the center magnet with respect
to the housing of the system, while d represents the spacing between the top, or
bottom, magnet and the device center. Ro is the radial distance from the outer
magnets to the central axis along which the center magnet moves and N “ 4 is the
number of evenly spaced outer magnets in the system. In the case of this system, the
torque effects were ignored as constant vertical alignment was assumed. To obtain
an expression for the restoring force of the system, the derivative with respect to the
relative parameter y is taken to yield
Fmpyq “ Brcvc
2π
„
BrovoN
2
ˆ
5y
py2 `R2oq5{2
´ 5y
3
py2 `R2oq7{2
˙
´vtBrt
ˆ
3
pd´ yq4 ´
3
pd` yq4
˙
. (1.9)
for the force on the center, movable magnet. This complex expression has three fixed
points, one unstable and two stable, making this system bistable.
This example illustrates the highly nonlinear interactions of magnets. This fact is
a theme through the dissertation as it introduces a layer of complexity in the systems
of interest.
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1.3 Research contributions
This doctoral work has four main contributions. The first is a method for analyzing
the mode shapes of cantilever beams with considerable nonlinear tip interactions [42].
This analysis takes into account nonlinear beam effects as the result of large ampli-
tude deflections. By assuming the large amplitude deflections are primarily static
and oscillations occur as small scale perturbations, this work studies the dynamic
behavior of this system. Using Rayleigh-Ritz methods and assuming a static de-
flection, the analytical and numerical investigations are shown to be consistent with
experimental tests. This theoretical framework is important in that it provides a
blueprint for theoretically establishing nonlinear static modes and small-amplitude
linear modes that are consistent with physical system behaviors.
The second contribution provides a comparative study for the effects of nonlinear
electromagnetic coupling in an otherwise linear harvester [43]. This study high-
lights the positional dependence of the coupling effects and illustrates the changing
bandwidth considerations for diverse multifrequency excitation environments. The
principles examined are applicable to nonlinear mechanical systems with electro-
magnetic coupling and show promise for increasing the energy harvested from some
environments.
The third contribution is a study of a two beam bistable system from an energy
harvesting perspective [44]. The two beam system is modeled with large deflection
nonlinear effects taken into consideration. Numerical and experimental studies un-
veil a diverse set of behavior with qualitative and quantitative considerations for
vibrational energy harvesting.
The final contribution is an exploration of a hypothetical two dimensional lattice
of oscillating beams with magnetic tip masses [45]. This system is explored first as
an infinite array of repeating N x N unit cells. By varying the mass configuration in
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a simple 2 x 2 cell, the band structure of the resulting wave propagation is analyzed
for the existence of frequency gaps with no propagating waves. The effects of uncer-
tainty are then explored using Monte Carlo simulations and assumed probabilistic
uncertainty in the mass and magnetization properties. The effects of boundary con-
ditions associated with a finite manifestation of the array system are analyzed as are
the effects of physical damping for periodically excited arrays of various sizes.
1.4 Thesis organization
This dissertation proposal is organized as follows: In Chapter 2, energy harvesting
systems with four classes of restoring forces are analytically analyzed using harmonic
balance with a focus on power bandwidth and coexisting solutions. The restoring
force classes are: linear, softening, hardening, and bistable. Chapter 3 explores the
effects of highly nonlinear boundary interactions on beam dynamics for a cantilever
beam with nonlinear stiffness properties. The analysis is performed using the ap-
proximations of admissible functions and Rayleigh-Ritz energy methods. Chapter 4
investigates the response of an energy harvester that uses electromagnetic induction
to convert ambient vibration into electrical energy, comparing the system’s response
behavior when either a linear or a physically motivated form of nonlinear coupling is
applied. In Chapter 5, a two beam, magnetically coupled bistable oscillator system
is investigated from the perspective of its integration into an energy harvester. Nu-
merical and experimental investigations are performed. Chapter 6 explores the band
structure of a two dimensional lattice of oscillating beams with magnetic tip masses.
Analysis of the band structure is primarily focused where wave propagation does not
occur, with these band gaps explored for infinite lattice configurations, parametric
uncertainty effects on band gap sizes and locations, and the detriment of finite lattice
considerations on the gaps. Chapter 7 provides a brief summary and conclusions of
the doctoral work, as well as proposed future work that branches from the existing
8
studies.
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2Linear and nonlinear energy harvesting
In the field of vibration energy harvesting, research has shifted focus from linear
systems [1, 10] with or without tuning capabilities to nonlinear systems with widened
usable bandwidth, multiple attractors, and chaotic oscillations [9, 13, 16, 17, 46].
This chapter seeks to model and analyze both classes of systems, comparing linear
harvester behavior with nonlinear behavior. Specifically, a simple single degree of
freedom system with electrical coupling to a basic harvesting circuit is analyzed.
This single degree of freedom is given one of four potential energy signatures: linear,
softening, hardening, and bistable. Using harmonic balance, periodic solutions at the
excitation frequency are approximated, as is the electrical power of these solutions.
The chapter is organized as follows. The next section derives the general, dimen-
sionless energy harvesting model from system energies and nonconservative forces.
Section 2.2 then uses harmonic balance of assumed periodic oscillations to develop
frequency and amplitude response curves for different parameter sets. Conclusions
are in the final section.
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Figure 2.1: Diagrams of an electromagnetic induction based energy harvester (a)
and corresponding electrical circuit (b).
2.1 Energy harvester model
This section derives dimensionless equations for the energy harvesting systems in
question from kinetic and potential energies and noncoservative forces. For these
systems, energy conversion is done by electromagnetic induction with constant cou-
pling [47] as shown in Fig. 2.1.
2.1.1 Energy expressions
The kinetic energy of the single degree of freedom electromechanical system is ex-
pressed as
T “ 1
2
m 9x2 ` 1
2
L 9q2 ` Θ˜ 9qy , (2.1)
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where 9x is the velocity of the mass m, L is the inductance, q is a charge coordinate,
y “ x ´ z is the relative velocity between mass and base, and Θ˜ is the coupling
coefficient of the electromechanical transducer. The nonconservative, dissipative
energy of the system is
D “ 1
2
cd 9y
2 ` 1
2
pRL `Riq 9q2 (2.2)
where cd is a constant used to describe the viscous mechanical damping, Ri is the
internal resistance of the coil, and RL is the resistance of the external load. The
potential energy of the system can be described by the integral
U “ ´
ż y
0
χpyq dy , (2.3)
of the restoring force χpyq. This restoring force will take different forms to be exam-
ined later for the the four linear and nonlinear cases.
2.1.2 Equations of motion
Choosing q as a generalized coordinate for the electrical system and applying La-
grange’s equation gives the governing electrical equation
L:q ` 9q pRL `Riq ` Θ˜ 9y “ 0 . (2.4)
Likewise, choosing y as a generalized coordinate and substituting x “ y` z into Eq.
2.1 gives the governing equation for the mechanical system
m:y ` cd 9y ´ χpyq ´ 9q Θ˜ “ ´m:z , (2.5)
after applying Lagrange’s equation.
The potential energy and restoring force signatures for the four cases are found in
Fig. 2.2. The restoring forces can be written as a cubic polynomial χpyq “ ˘ky˘k3y3,
where sign changes in front of k and k3 are changed to form each restoring force case.
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To generalize the analytical study, Eqs. 2.4 and 2.5 are made dimensionless but sub-
stituting ωl “
a
kl{m, τ “ ωlt, y “ yˆℓ, z “ zˆℓ, and 9q “ imI, where τ is dimensionless
time, im is a convenient reference current, and ℓ is a convenient physical dimension.
Excitation for the mechanical system, will take the form :z “ ´A sinΩt, where Ω
represents the excitation frequency and A the acceleration amplitude. For conve-
nience, the dimensionless terms drop the (ˆ ). The electrical equation now becomes
the dimensionless equation
I 1 ` ρI ` θy1 “ 0 , (2.6)
where a ( 1) denotes a derivative with respect to dimensionless time and the dimen-
sionless constants,
ρ “ RL `Ri
ωlL
and θ “ ℓ
imL
Θˆ , (2.7)
are defined in terms of the original physical parameters. The dimensionless mechan-
ical equation becomes
y2 ` µy1 ` αy ` βy3 ´ ǫθI “ Γ sin ητ , (2.8)
where dimensionless system constants
µ “ co
mωl
, α “ kl
km
, β “ k3l
2
kl
, ǫ “ L
m
ˆ
im
ωlℓ
˙2
“ L
kl
ˆ
im
ℓ
˙2
, Γ “ A
ℓω2l
, η “ Ω
ωl
.
(2.9)
2.2 Harmonic balance analysis
This section derives the responses of the mechanical and electrical systems for average
power harvesting comparisons. An expression for this power is derived by integrating
the dimensionless form of the instantaneous power P “ ρI2 over the period of the
excitation
Pa “ 1
T
ż T
0
ρI2 dt , (2.10)
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where T “ 2π{η is the period of the excitation source and an ideal transducer with
zero internal resistance is presumed.
2.2.1 Frequency response for hardening, softening, and linear harvester cases
In this section, the frequency response for the hardening, softening, and linear restor-
ing force cases are derived. For these cases, the dimensionless mechanical equation
is
y2 ` µy1 ` αy ` βy3 ´ ǫθI “ Γ sin ητ , (2.11)
where the value of β determines which case is used. For the linear case, β “ 0, for
the hardening system β ą 0, and for the softening system β ă 0. Solutions to the
mechanical and electrical system are assumed to take the form of a truncated Fourier
series with slowly varying coefficients
y “ apτq cos ητ ` bpτq sin ητ (2.12)
I “ cpτq cos ητ ` dpτq sin ητ , (2.13)
with time derivatives
y1 “
´
a1 ` bη
¯
cos ητ `
´
b1 ´ aη
¯
sin ητ , (2.14)
I 1 “
´
c1 ` dη
¯
cos ητ `
´
d1 ´ cη
¯
sin ητ , (2.15)
y2 “
´
2b1 ´ aη
¯
η cos ητ ´
´
bη ` 2a1
¯
η sin ητ , (2.16)
where a2 “ b2 “ 0, accordingly with the slowly varying assumption. The expressions
for y, y1, y2, I, and I 1 are then substituted back into Eqs. 2.6 and Eq. 2.11 and the
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coefficients of cos ητ and sin ητ are balanced on each side of the equation to obtain
c1 ` θa1 “ ´ρc ´ ηd´ θηb , (2.17)
d1 ` θb1 “ ´ρd` ηc` θηa , (2.18)
µa1 ` 2ηb1 “ a
ˆ
η2 ´ α ´ β 3
4
r2
˙
´ µηb` ǫθc , (2.19)
´2ηa1 ` µb1 “ b
ˆ
η2 ´ α ´ β 3
4
r2
˙
` µηa` ǫθd ` Γ , (2.20)
where r2 “ a2 ` b2. The steady-state amplitude of the periodic response is obtained
from the fixed points of Eqs. 2.17–2.20. This steady-state assumptions requires
a1 “ b1 “ c1 “ d1 “ 0. After zeroing these terms, the coefficients for the assumed
solution of the electrical equation are written in terms of the displacement coefficients
c˚ “ ´ θη
ρ2 ` η2 pηa
˚ ` ρb˚q and d˚ “ θη
ρ2 ` η2 pρa
˚ ´ ηb˚q (2.21)
where a ( ˚) is used to represent the fixed point solutions. The expressions for c˚
and d˚ are then substituted into Eqs. 2.19 and 2.20 for c and d, respectively, along
with a1 “ b1 “ 0. This gives the expressionsˆˆ
ǫθ2
ρ2 ` η2 ´ 1
˙
η2 ` α ` 3
4
βr˚2
˙
a˚ `
ˆ
µ` ǫθ
2ρ
ρ2 ` η2
˙
ηb˚ “ 0 , (2.22)
ˆˆ
ǫθ2
ρ2 ` η2 ´ 1
˙
η2 ` α ` 3
4
βr˚2
˙
b˚ ´
ˆ
µ` ǫθ
2ρ
ρ2 ` η2
˙
ηa˚ “ Γ , (2.23)
The final expression for the frequency response of these cases is found by squaring
and adding Eqs 2.22 and 2.23,
„ˆ
ǫθ2
ρ2 ` η2 ´ 1
˙
η2 ` α ` 3
4
βr˚2
2
r˚2 `
„
µ` ǫθ
2ρ
ρ2 ` η2
2
η2r˚2 “ Γ2 . (2.24)
The response of a linear harvester is found by setting β to zero and solving for r,
r˚ “ Γc´
α`
´
ǫθ2
ρ2`η2 ´ 1
¯
η2
¯2
`
´
µη ` ǫθ2ρη
ρ2`η2
¯2 . (2.25)
15
From the mechanical response, a natural and illustrative extension is an expres-
sion for the electrical power. This is found by first squaring and adding the expres-
sions for c˚ and d˚ in Eq. 2.21 to get the steady-state current amplitude
r˚2e “
a
c˜2 ` d˜2 “ θ
2η2
ρ2 ` η2 r
˚2 (2.26)
By substituting this expression into Eq. 2.10, the average power is found in terms of
the mechanical response amplitude
Pa “ 1
2
ρr˚2e “
1
2
ρθ2η2
ρ2 ` η2 r
˚2 . (2.27)
By first finding the roots of Eq. 2.24 to solve for the mechanical response of the
linear, softening, or hardening system, the power can be found by inserting that
computed value into Eq. 2.27. Likewise, mechanical solutions of the bistable system
can be inserted to find the average power.
2.2.2 Bistable harvester analysis
This subsection solves for the frequency response of the bistable system which is
described by the mechanical equation
y2 ` µy1 ´ y ` βy3 ´ ǫθI “ Γ sin ητ . (2.28)
Here β acts as a tuning constant for the nonlinearity of the system. To solve for
the mechanical responses of the bistable system, it is instrumental to note that the
system has two stable equilibria. When β ą 0 (as is required for bistable system)
these stable equilibria are
yst “ ˘
c
1
β
. (2.29)
Approximate analytical solutions for the bistable system can be found in much the
same was as the previous section. However, the first term in the Fourier series ppτq
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is included
y “ ppτq ` apτq cos ητ ` bpτq sin ητ , (2.30)
with first and second derivates
y1 “ p1 `
´
a1 ` bη
¯
cos ητ `
´
b1 ´ aη
¯
sin ητ , (2.31)
y2 “
´
2b1 ´ aη
¯
η cos ητ ´
´
bη ` 2a1
¯
η sin ητ , (2.32)
where accelerations are ignored, e.g. a2 “ b2 “ p2 “ 0, as consistent with the slowly
varying approximation. The Fourier series expressions and their derivatives are then
inserted into Eqs. 2.28 and 2.6. Balancing cosine, sine, and offset terms gives
µp1 “ p
„
1´ β
ˆ
p2 ` 3
2
r2
˙
, (2.33)
for the offset term and
µa1 ` 2ηb1 “ a
ˆ
η2 ` 1´ 3βp2 ´ 3
4
βr2
˙
´ µηb` ǫθc , (2.34)
´2ηa1 ` µb1 “ b
ˆ
η2 ` 1´ 3βp2 ´ 3
4
βr2
˙
` µηa` ǫθd ` Γ , (2.35)
for the periodic terms in the mechanical equation. Electrical balancing from Eqs.
2.17 and 2.18 is the same for the bistable system.
To derive the steady-state response of the system, all time varying coefficients
are set to zero such that a1 “ b1 “ p1 “ c1 “ d1 “ 0. The expressions for c˚ and c˚
are then returned to Eqs. 2.34 and 2.35 for c and d to obtainˆˆ
1´ ǫθ
2
ρ2 ` η2
˙
η2 ` 1´ 3βp˚2 ´ 3
4
βr˚2
˙
a˚ ´
ˆ
µ` ǫθ
2ρ
ρ2 ` η2
˙
ηb˚ “ 0 , (2.36)
ˆˆ
1´ ǫθ
2
ρ2 ` η2
˙
η2 ` 1´ 3βp˚2 ´ 3
4
βr˚2
˙
b˚ `
ˆ
µ` ǫθ
2ρ
ρ2 ` η2
˙
ηa˚ “ ´Γ . (2.37)
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Again, squaring and adding these two equations gives an expression for response of
the mechanical system
„ˆ
1´ ǫθ
2
ρ2 ` η2
˙
η2 ` 1´ 3βp˚2 ´ 3
4
βr˚2
2
r˚2`
„
µ` ǫθ
2ρ
ρ2 ` η2
2
η2r˚2 “ Γ2 . (2.38)
Note that p˚ has varying values. By setting p1 “ 0 in Eq. 2.33 and solving for the
steady-state solution, the steady state offset terms are found
p˚ “ 0 and p˚ “ ˘
c
1
β
´ 3
2
r˚2 . (2.39)
Physical solutions are restricted by the second expression to r˚2 ď 2
3β
. The average
power is then found by inserting the r˚ expression into Eq. 2.27.
2.3 Response results comparison
This section compares the amplitude and power responses of the four restoring force
cases. Fig. 2.3 shows the amplitude (a, d, g, j) and electrical power (b, e, h, k)
response as a function of frequency and the electrical power (c, f, i, l) as a function
of excitation amplitude. Stable periodic orbits are shown in blue and unstable orbits
in red.
The linear case is shown in subplots a-c. The amplitude and power frequency
responses show peak values near the natural frequency η “ 1. The power shows
scaling with the square of the excitation amplitude Γ as expected for a linear system.
The softening system is shown in subplots d-f. For softening systems, the resonant
amplitude peak bends to the left at an excitation frequency lower than the natural
frequency of the linear system. The softening system also shows coexisting solutions
with the peak values coexisting with small amplitude values. The power bandwidth
of this system shows an improvement over the narrow peaked linear system. The
power vs. excitation amplitude figure illustrates the nonlinear relationship that is not
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present in the linear system. Likewise, in this case, coexisting solutions are present
for lower amplitudes, while at higher amplitudes a single high energy solution is
present.
The hardening case in subplots g-i shows similar behavior to the softening case.
Instead of bending to the left however, the response peak bends to the right, greater
than the linear system natural frequency. The power response is favorable over the
softening case because this right bend indicates peaks at higher frequencies, meaning
higher response velocities and higher coupling forcing to the electrical system. Like
the softening case, this higher power output has a larger bandwidth than the linear
system.
The final and most behaviorally rich case is that of the bistable case in subplots j-
l. The bistable solution is uniquely multi-branched. One branch, the large amplitude
solutions, shows oscillations about the center, indicating well mixing behavior. This
solutions have a higher velocity and therefore a higher power. The other branch
of solutions is lower amplitude and is for oscillations about either local potential
well. The coexistence of three unique solutions for oscillations at the linear natural
frequency η “ 1 provides an opportunity for response control, allowing for solutions
to lock into different oscillation levels. Also of note is the shape of the frequency
response and power curves. The large orbit solutions show a shape similar to to the
hardening oscillator, while the low orbits mirror the softening system. Examining the
potential energies in Fig. 2.2 shows the local softening shape and global hardening
shape of the bistable potential energy. The power vs. excitation amplitude subplot
illustrates the coexistence of solutions for the different excitation levels. At low
amplitudes, three solutions exist with different power levels while higher amplitudes
lock into the high energy orbit.
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2.4 Conclusions
This chapter modeled and analyzed via harmonic balance four classes of single degree
of freedom energy harvester: linear, softening, hardening, and bistable. The approxi-
mate responses were used to generate electrical power responses for comparison. The
linear solutions showed the predictable single peak near the natural frequency, while
the nonlinear harvesters showed a more diverse response. These systems showed
increased power bandwidth over the linear system and coexisting solutions. In the
case of the bistable harvester, high amplitude well mixing behavior provided large
amplitude solutions over a wide bandwidth at lower frequencies. While the linear
harvester showed a far better response to excitation level increases, this is only the
case near the natural frequency, where the system is at resonance. For off-resonance
oscillations, the nonlinear systems have more potential for high level power gen-
eration. This showed that the nonlinear systems had the additional advantage of
robustness to changes in the system.
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Figure 2.2: Potential energy (a,c,e,g) and restoring force (b,d,f,h) diagrams for the
four cases presented in this chapter: linear (a,b), softening (c,d), hardening (e,f),
and bistable (g,h).
21
0
2
4
6
8
r
d
0
0.1
0.2
0.3
P
a
e
0
0.2
0.4
0.6
P
a
f
0
1
2
3
r
g
0
0.2
0.4
P
a
h
0
0.2
0.4
P
a
i
0.5 1 1.50
0.2
0.4
η
P
a
k
1 2 30
0.05
0.1
0.15
Γ
P
a
l
0
2
4
r
a
0
0.2
0.4
P
a
b
0
50
100
P
a
c
0.5 1 1.50
2
4
r
j
η
Figure 2.3: Plots showing the dimensionless mechanical response (a,d,g,j) and
average power (b,e,h,k) versus frequency and the dimensionless average power versus
excitation amplitude (c,f,i,l) for the four restoring force cases: linear (a,b,c), softening
(d,e,f), hardening (g,h,i), and bistable (j,k,l). System parameters µ “ 0.01, ǫ “ 0.8,
θ “ 10, and ρ “ 2500 were used for all plots. For the softening, hardening, and
bistable systems β “ ´0.02, 0.1, and 0.2. Frequency response plots used excitation
amplitude Γ “ 0.2 and power versus amplitude figures used η “ 1, 0.8, 1.2, and 0.75
for linear, softening, hardening, and bistable cases (c,f,i,l), respectively.
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3Nonlinear tip interactions of a cantilever beam
A cantilever beam with unusual loading, either nonlinear or significant amplitude,
large boundary excitation, or non-ideal geometry and properties often is mischarac-
terized by the assumptions of linear Euler-Bernouilli beam theory. In many cases, if
the oscillations result in large amplitude deflections, the assumptions of linear the-
ory may fail to capture the requisite behavior of the system oscillations [48]. Exact
analytical expressions are sometimes still possible with given ideal assumptions, but
often approximate, numerical, or derived analysis is used to find the deflection modes
and resonant frequencies of a system.
Wang [49, 50] and Holden [51] separately looked at numerical solutions for a
cantilever beam with finite, but moderate deflections, focusing on angular rotations
along the beam. In another strategy, Denman and Schmidt used approximate meth-
ods with Chebyshev polynomials for nonlinear boundary conditions [52]. Timoshenko
took an alternative approach to beam modeling by taking into account shear defor-
mation and rotational inertia effects to help describe oscillations for beams of unique
geometric and material properties [53]. Eisley looked at nonlinear deformations in
plates and beams, including post-buckling oscillations [54]. Genin explored nonlin-
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ear bending by way of nonlinear inertial terms [55]. Bisshopp and Drucker solved
problems with elliptical integrals to find beams subjected to concentrated, vertical
loading at one end [56]. Tada and Lee [57], and Hibbitt et al [58] used finite element
analysis, with the former comparing results to analytical elliptical solutions. Luongo
looked at torsional modes out of plane, utilizing Galerkin methods [59]. Relating to
nonlinear boundary conditions, Turner explored the effects of Hertizian tip contacts
[60]. In similar analysis, Crandall [61] looked at nonlinear quadratic damping effects.
The literature includes an expanse of modeling techniques to adjust linear models
for nonlinear beam motion and boundary conditions. The beam energy modeling for
this chapter are based on a couple of these techniques. Starting from the guiding
principles of Euler-Bernoulli, curvature-based deflection models, the approximations
of static and vibration solutions are improved by inclusion of nonlinear terms. At
various points Da Silva et al. [62], Bathe and Bolourchi [63], and Nayfeh and Pai
[64] developed nonlinear equations that capture more of the behavior for beams that
undergo large deflections. The expansive work of Nayfeh and Pai [64] served as the
analytical basis for examining the nonlinear expressions for the beam energies for a
cantilever beam.
The physical system that provides the basis and motivation for this chapter is
shown in Figure 3.1. The system is a cantilever beam with a tip magnet that is acted
on by a fixed magnet. For particular configurations, this creates a bistable system
and gives a static mode with non-zero deflection. This system has been explored for
piezoelectric beams and others [16, 17, 65–68]. In Refs. [17, 65, 66], the systems are
assumed to have a single mode that oscillates about zero static deflection with the
bistability instead appearing in the ordinary differential equations for the mechanical
system.
This chapter approaches this system differently by including static deflection
modes along with the dynamic flexural modes. First, the nonlinear expressions for
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the beam energies for a cantilever beam are derived primary from Ref. [64]. With
the complexity of a significant nonlinear magnetic tip interaction, manifesting as
both a tip force and torque, the nonlinear beam deflection analysis provides an ap-
proach to characterizing the interactions. Departing from the approaches of Refs.
[17, 65, 66] which assume zero static deflection and single mode simplification, this
chapter first considers a moderate size static deflection. This is done by confining the
nonlinear analysis to weakly nonlinear static elastic energies of the beam stiffness and
including the highly nonlinear magnetic boundary conditions. Using approximations
and assumed solutions, the physical system response is modeled in the chapter on
a functionally accurate analysis level. From the static deflections, a linear analysis
for resonant modes about this new beam equilibrium provides further insight into
the effects of nonlinear magnetic tip interactions and the dynamic response of a can-
tilevered beam. This alternative analysis provides detail beyond first mode models
prominent in the literature.
In addition, this chapter details a comparative analysis for linear cases with a
rigid body tip mass and no nonlinear magnetic tip interactions. Assuming simple
linear beam energies, this analysis highlights the effects of including rotational inertia
and accurate center of mass offsets. These considerations have significant impact on
the natural frequencies and corresponding linear mode shapes of the beam for small
oscillations. Compared to modeling the tip mass as a point, the rigid body tip
mass approach provides a more complete analysis of the linear cantilever beam with
attached mass at the free end.
The chapter is organized as a progression from model development to theoretical
analysis to experimental demonstration. First, the nonlinear physical system that
provides the chapter basis and experimental comparison is detailed in Section 3.1.
Next, Section 3.2 details the system modeling, including derivations of the beam
energies, nonlinear magnet interaction, simplification to dimensionless form, and the
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Figure 3.1: Experimental system with cantilevered beam, tip mass with magnet,
and a fixed magnet that can slide along a guide track to adjust the magnet-magnet
separation distance.
establishment of the equations of motion. Section 3.3 solves these equations to ob-
tain the analytical mode shapes and natural frequencies for the linear cases and for
the nonlinear magnetic tip interaction case, applies approximate techniques through
Rayleigh-Ritz to determine static deflections and natural frequencies. Section 3.4
then characterizes the experimental system and compares the results with the di-
mensionless theoretical representations in the previous sections. Conclusions follow
in the final section.
3.1 Experimental system description
An image of the experimental system is shown in Figure 3.1. The system is a can-
tilever beam with a tip magnet on the free end and a second magnet fixed some
distance away. The beam is made from a carbon fiber strip (DragonPlateTM) with a
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parallel fiber alignment held by an epoxy matrix. The beam is clamped to the base
at one end with a tip mass fixed to the other end. This mass setup can be seen in
some detail in Figure 3.2d and is a neodymium magnet held in a small plastic casing.
Also fixed in a small plastic casing and attached to the plastic mount is a second
magnet, oriented such that it lies on the same axis as the beam and tip magnet, but
has the opposite magnetization direction to generate a repulsion force and rotational
torque on the tip magnet. The relevant parameters for the system are found in Table
3.1.
Static deflection measurements were obtained from image processing of digital
images of the deflected beam. Dynamic measurements were performed by a Polytec
scanning laser vibrometer.
3.2 System modeling
Figure 3.2 shows the beam configuration cases considered in this chapter. For each
case, vibration is only considered in one flexural direction and the mode shapes and
resonant frequencies are found either through exact analytical methods or approxi-
mate techniques. The appropriate expressions are developed from the fully complex
case of the beam with a tip mass and nonlinear magnetic tip interactions before
simplifying by removing appropriate terms for the comparison cases. Figure 3.2 a - c
shows the progression from the simplest case, without a tip mass, to the beam with
a tip mass, and then including the magnetic tip interaction. Figure 3.2d shows the
relevant dimensions for the tip mass.
3.2.1 Energy derivations
This section derives the conservative energy expressions for all system components.
For the case of a beam in bending in a single direction, the choice is taken to ignore
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Figure 3.2: Three beam configurations: a) cantilever beam with linear density
ml, b) cantilever beam with tip mass mt and mass moment of inertia Iζζ, and c)
cantilever beam with magnetic tip mass and a fixed magnet, and a detailed diagram
d) of magnetic tip mass. Magnetic moment vectors are indicated by arrows on the
masses, spatial deflection angle ψ is indicated, and the stationary magnet is d ` L
from the origin at the beam base. The detailed magnetic diagram d) shows center of
mass displacement from the beam tip dt and magnet center displacement from the
beam tip dm.
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rotational inertia effects, and pose the kinetic energy for a freely vibrating beam as
TB “ 1
2
ż L
0
ml
`
9u2 ` 9v2˘ ds , (3.1)
where s is the spatial coordinate along the beam, u and v are the vibration in the
x and y directions respectively (see Fig. 3.2) and vary with time t and s, ml is the
density per unit length along the beam, L is the length of the beam, and an overdot
(9) represents a time derivative. For the tip mass, significant rotational inertia is
assumed and therefore the mass has rotational as well as translational kinetic energy.
For the given system in Figure 3.2, the kinetic energy is
TT “ 1
2
mt 9~rT ¨ 9~rT ` 1
2
Iζζ 9ψpL, tq2 , (3.2)
where mt is the tip mass, 9~rT is the translation velocity vector for the mass, Iζζ is the
mass moment of inertia for the mass at the tip of the beam, and 9ψpL, tq is the angular
velocity of the beam at the tip s “ L. Figure 3.2c illustrates the representation of
the beam angle ψ which varies spatially in s and in time t. The position vector for
the tip mass is as follows
~rT “
»
– L` dt cosψpL, tq ` upL, tqvpL, tq ` dt sinψpL, tq
0
fi
fl , (3.3)
where dt is the distance from the tip to the center of mass of the tip mass as shown
in Figure 3.2c. Taking the first time derivative of that expression and inserting into
Eq. 3.2 gives a strongly nonlinear equation for the tip kinetic energy.
The potential energy for the system comes from the bending of the beam as well
as the tip interactions. Bending in the beam has potential because of internal strain
energy in the material, which is the result of stress-strain inducing curvature [69].
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The expression for potential energy with this in mind becomes
VB “ 1
2
ż L
0
EIζψ
12ds , (3.4)
where E is the elastic modulus of the beam material, Iζ is the second moment of
inertia for the beam cross-section about the central axis of bending, and a prime
symbol ( 1) indicates a partial derivative along the beam, BBs . For the case of this sys-
tem, the nonlinear magnetic tip interactions are in the form of magnetic interactions
between two dipoles and are captured by a highly nonlinear potential energy field
dependent on the displacement and rotation of the beam tip, UM pψpLq, upLq, vpLqq.
The development of this equation is discussed in detail in Section 3.2.2.
In order to simplify the energy expressions from their fully nonlinear form, it is
necessary to make some assumptions about the nature of the beam and its expected
deflections. For the purposes of this analysis, up to third order nonlinearity for beam
bending angles are considered in the motion equation form, which is a fourth order
approximation for the energy expressions.
To start the analysis, first consider the beam to be slender and inextensible. For
an inextensible beam constraint, the arc length of the beam remains constant at all
times for all deflection profiles. As noted in Ref. [70], this implies
p1` u1q2 ` v12 “ 1 . (3.5)
This inextensibility expression is used as a geometric constraint with a Lagrangian
multiplier
hps, tq “ λps, tq
´
1´ p1` u1q2 ´ v12
¯
. (3.6)
Assuming that deformations occur only due to bending, this means that angle ψ can
be related to the spatial derivatives along the beam at all times and points by
tanψ “ v
1
1` u1 . (3.7)
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Following substitution and simplification the system energies are then collected to
form the Lagrangian for the system
L “ TB ` TT ´ VB ´ UM ` h . (3.8)
3.2.2 Nonlinear magnet interactions
To properly analyze the beam with tip interactions, it is first necessary to establish
those tip interactions. As shown in Figure 3.2c-d, the tip mass is assumed to include
a magnet with a moment direction following the direction of the angle at the beam
tip ψpL, tq. The interacting magnet is fixed at a distance d from the undeflected
beam end (or d` L from the fixed beam end). To derive the interactions, these two
magnets are modeled as magnetic dipoles. For a pair of magnetic dipoles, the field
due to one magnet (in this case, the fixed magnet) can be described by
~Bft “ ´µ0
4π
ˆ
~pf
|~rft|3
´ p~pf ¨ ~rftq 3~rft
|~rft|5
˙
, (3.9)
where ~rft is a vector from the fixed magnet to the tip magnet, ~pf is the magnetic
moment of the fixed magnet, and µ0 “ 4π ˆ 10´7 H/m is the permeability of free
space.
The potential energy of another magnet as a result of the magnetic field is de-
scribed by
UM “ ´~pt ¨ ~Bft . (3.10)
where ~pt is the magnetic moment of the tip magnet. The magnetization moments
are ~p “ ~Mv, where v is volume of the magnet and ~M is the magnetization per unit
volume vector. For the two magnetics, the fully nonlinear vectors after substitution
for the beam tip angle ψ are
~pf “ |Mf |vf
»
– -10
0
fi
fl and ~pt “ |Mt|vt
»
–
a
1´ v1pL, tq2
v1pL, tq
0
fi
fl . (3.11)
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Likewise, the displacement vector between the magnets with substitution for angle
ψ is a function of the two position vector of the magnets
~rft “ ~rt ´ ~rf “
»
– L` upL, tq ` dm cosψpL, tqvpL, tq ` dm sinψpL, tq
0
fi
fl´
»
–L` d0
0
fi
fl
“
»
– upL, tq ` dm
a
1´ v1pL, tq2 ´ d
vpL, tq ` dmv1pL, tq
0
fi
fl . (3.12)
where dm is the distance from the tip of the beam to the center of the tip magnet
and d is the distance between the tip of the beam and the center of the fixed magnet.
Note that the parameter dm differs from dt due to the additional mass of the magnet
casing and other tip additions as illustrated in Figure 3.2. This gives a fully nonlinear
equation for the potential field between the magnets in terms of the tip angle and
displacement.
3.2.3 Nondimensionalization
In order to further generalize the analyses that follow, this section nondimensionalizes
the energy expressions. First, for convenience, a p˜ q is added for all dimensioned
variables, meaning that variables without p˜ q are assumed to be dimensionless for
the rest of the analysis. Given such a variable change, the dimensioned variables are
defined in terms of the dimensionless variables and appropriately dimensional scaling
v˜ “ Lv , s˜ “ Ls, , t˜ “
ˆ
L2
c
ml
EIζ
˙
t , and E˜N “ E˚NEN , (3.13)
where E˜ represents any of the dimensioned energy expressions, kinetic or potential
(TB, VB, etc.). It is most convenient to define the energy scaling parameter as
E˚N “ EIζL . As the following derivation shows, this analysis will result in three
dimensionless variables
Π1 “ mt
mlL
, Π2 “ dt
L
, and Π3 “ Iζζ
mlL3
, (3.14)
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which can be used to characterize a wide array of systems and scalings.
The last step to take is to separate a potential solution into two parts, static and
dynamic. In this analysis, assume that the static deflection has amplitude an order
of magnitude larger such that the substitution for the two parts is
vps, tq “ ǫVspsq ` ǫ2vmps, tq (3.15)
ups, tq “ ǫ2Uspsq ` ǫ2umps, tq . (3.16)
Note the order of the static deflection differs between the axial and flexural coordi-
nates; this decision will be apparent later in the analysis. Taking into account this
final substitution, a fourth order approximation is used to arrive at the expressions
for the Lagrangian energy and constraint equations
TB “ 1
2
ż
1
0
`
9u2m ` 9v2m
˘
ds , (3.17)
VB “ 1
2
ż
1
0
ˆ
v1m p2V 2s ` v1mq ` V 2s
´
V 2s
`
1´ 2U 1s ´ 2V 12s ´ 2u1m
˘´ 2V 1s pU2s ` u2mq¯
˙
ds ,
(3.18)
TT “ 1
2
Π1
´
9u2m ` p 9vm ` Π2 9v1mq2
¯
` 1
2
Π3 9v
12
m at s “ 1 (3.19)
VM “ 1
E˚N
UM , (3.20)
hps, tq “ λps, tq
´
1´ p1` U 1s ` u1mq2 ´ pV 1s ` v1mq2
¯
. (3.21)
3.2.4 Equations of motion
With the dimensionless Lagrangian defined, Hamilton’s principle is now applied
ż t2
t1
δL dt “ 0 . (3.22)
Taking the first variation of the dimensionless Lagrangian gives the dimensionless
equations of motion, as well as the boundary conditions needed to define fully define
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the system. The derivation starts with the static equations and boundary condi-
tions before moving on to the dynamic equations. Starting from deflection in two
directions u and v with the inextensionality constraint, the problem simplifies to
characterization of static and dynamic deflections of vps, tq.
First, considering only the static variables Vs and Us, the Lagrangian becomes
L“ 1
2
ż
1
0
˜
λspsq
´
1´ p1` U 1sq2´V 12s
¯
´V 2s
´
V 2s
`
1´ 2U 1s ´ 2V 12s
˘´2V 1sU2s ¯¸ ds´VM .
(3.23)
Taking the first variation of the Lagrange multiplier and rearranging gives an equa-
tion for U 1s
U 1s “
a
1´ V 12s ´ 1 . (3.24)
To provide equations for Vs, an expression is also needed for the Lagrange multiplier.
Finding the variation of Us provides a static equation
pλps, tq p1` U 1sq ` V 1sV 3s q1 “ 0 , (3.25)
which can be solved for the Lagrange multiplier and reduced to fourth order
λps, tq “ V 1sV 3s pU 1s ´ 1q . (3.26)
Next, take and collect variations of the static variable Vs and substitute expres-
sions from Eqs. 3.24 and 3.26 to reach a third order nonlinear equation of motion for
static deflections
V 4s
`
1` V 12s
˘` 4V 1sV 2s V 3s ` V 23s “ 0 . (3.27)
Solving this equation exactly is difficult, therefore Section 3.3.2 details solving an
approximation of this static mode from the nonlinear potential energies of the beam
and magnet interactions.
Assuming the static deflection is established by approximate solutions, equations
for the dynamic modes are developed. First, start with the full expression for the
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Lagrangian and find the variation of um. With simplification, the zeroing of the first
variation of um gives
:um “
ˆ
V 1sV
3
s ` λ p1` U 1s ` u1mq
˙1
. (3.28)
Taking the spatial integration of this expression and rearranging, the nonlinear dy-
namic with static deflection Lagrange multiplier becomes
λps, tq “
şs
0
:um ds´ V 1sV 3sa
1´ V 12s ` u1m
. (3.29)
Before finding the variation of vm to find the final equation of motion, the varia-
tion of the Lagrangian multiplier is taken and rearranged to yield an expression for
u1m
u1m “ ´V 1sv1m ´
1
2
v12m . (3.30)
Next, the variation of vm is taken and Eq. 3.29 substituted for the Lagrange multi-
plier. The expression in Eq. 3.30 is then integrated over the beam coordinate s and
the second derivative is taken with respect to time to find a substation for :um in Eq.
3.29. With these substitution and a third order approximation, the simplification of
the variation equation becomes
:vm `
ˆˆż s
0
B2
Bt2
ˆż s
0
V 1sv
1
mds
˙
ds
˙
V 1s `
`
1` V 12s
˘
V 3s ` v3m
˙1
“ 0 . (3.31)
This is the nonlinear partial differential equation (PDE) that describes small oscilla-
tions about a moderate static beam deflection for a cantilever beam with setup from
Figure 3.2c-d. The complexity of this problem means that an approximate solution
is necessary to properly characterize the vibration modes of this problem; this is
developed later in the chapter.
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The setup for Figure 3.2a-b is found by eliminating the static deflection terms
from Eq. 3.31 such that it becomes
:vm ` v4m “ 0 . (3.32)
In the nonlinear example, boundary forces and torques were not listed because the
equation of motion does not lend itself to a typical linear PDE analysis.
Without the tip force or torque, the solution method requires boundary conditions
at either end of the beam. These emerge from the process of integration by parts
required in taking the first variations of the oscillation variables and can be further
defined by the geometric considerations of the system. For the fixed end s “ 0 the
boundary conditions are geometric and are
vm “ 0 and v1m “ 0 , (3.33)
while the boundary conditions at s “ 1 represent shear and moment balancing and
are
v3m “ Π1 p:vm ` Π2:v1mq (3.34)
v2m “ -Π1Π2 p:vm ` Π2:v1mq ´ Π3:v1m . (3.35)
Keeping the dimensionless parameters, gives the boundary conditions for Figure 3.2b,
while setting Π1 “ Iζζ “ 0 gives the conditions for a massless cantilever beam.
3.3 Mode Shape Analysis
The equations of motion for various cases are described in dimensionless form by
Eqs. 3.31-3.35. This section analytically finds the mode shapes for the simple cases
of Fig. 3.2a-b first. Next, the nonlinear magnetic tip interactions are included and a
Rayleigh-Ritz approximate method is used to find the convergent natural frequencies
and mode shapes.
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Figure 3.3: First four mode shapes a)-d) of four different tip boundary condition
cases: cantilever beam with no tip mass (solid line), point tip mass without offset
(dashed), tip mass with rotational inertia and no offset (dotted), rotational inertia
and offset (dash-dot). Dimensionless natural frequency η for each mode in order of
the four cases (solid, dashed, dotted, dash-dot): η1 “ 3.516, 0.2849, 1.085, 0.1797;
η2 “ 22.03, 15.44, 22.45, 1.507; η3 “ 61.70, 49.99, 61.73, 22.55; η4 “ 120.9, 104.3,
121.0, 61.81. Dimensionless variables Π1 “ 36.72, Π2 “ 0.3073, and Π3 “ 4.334.
3.3.1 Exact linear analytical solutions
Consider Eqs. 3.32-3.35. These equations fully describe the oscillating system with no
nonlinear magnetic tip interactions, either with or without a mass and tip rotational
inertia. From Eq. 3.32, a dynamic solution of the form
vmps, tq “ V psqqvptq . (3.36)
was assumed. This was substituted into Eq. 3.32 to obtain
:qv
qv
“ ´V
4
V
“ ´η2 . (3.37)
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Here η is the dimensionless frequency of the time varying component. With this
definition, the time varying part of the solution is
qvptq “ A cos ηt , (3.38)
where A is the dimensionless amplitude. Rearranging again, the fourth order spatial
equation becomes
V 4 ´ η2V “ 0 . (3.39)
This can then be solved for the mode shape expression as a function of the
spatial coordinate s. Next, apply the clamped end boundary conditions of a fixed
zero defection and zero spatial derivative to get a modified mode shape with two
unknown constants
V psq “ AV psin?ηs´ sinh?ηsq `BV pcos?ηs ´ cosh?ηsq . (3.40)
For a cantilever beam with no tip mass, the moment balancing boundary condi-
tion of Eq. 3.35 is used with Π1 “ 0 and Π3 “ 0 for
V psq “ AV
ˆ
sin
?
ηs´ sinh?ηs´ sin
?
η ` sinh?η
cos
?
η ` cosh?η pcos
?
ηs´ cosh?ηsq
˙
.
(3.41)
Note here that AV scales the mode shape and is often set to a convenient value to
normalize a mode by total mass or other methods. To find the dimensionless natural
frequencies of the beam η, the shear balancing boundary condition of Eq. 3.34 is
used with Π1 “ 0 yield the characteristic equation
1` cos?η cosh?η “ 0 , (3.42)
which can be solved for multiple values of η and thus multiple system natural fre-
quencies.
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A similar procedure is followed for the beam with tip mass. The moment balance
boundary condition of Eq. 3.35 is first used to find the mode shape and takes the
form
V 2 “ η2
´
Π1Π2 pV ` Π2V 1q ` Π3V 1
¯
. (3.43)
The shear balance at s “ 1 of Eq. 3.34 is then used to derive the characteristic
equation, taking the form
V 3 “ -η2Π1 pV ` Π2V 1q . (3.44)
Figure 3.3 shows the first four modes for the four different cases with variations
of the boundary conditions at the tip. Plots a)-d) show modes 1-4 for each case.
A solid line represents the case of a cantilever beam with no tip mass. A dashed
line represents an idealized tip mass that sits at the end of the beam with no offset
or rotational inertia. The dotted line accounts for rotational inertia with the mass
center at the beam tip, while a dash-dot line includes rotational inertia and mass
offset. This figure illustrates the similarities and differences that different boundary
conditions have on the mode shapes of the first four modes.
A few interesting patterns are shown in this figure. For the first mode in Figure
3.3a, the dotted line case is the only clear departure from the standard first mode
behavior because the tip interaction is dominated by the rotational large rotational
inertia. This rotational inertia almost acts as a pin for the next three modes, as shown
by the near zero displacement at the free tip. Similarly, the other massed beam cases
represented by the dashed line and the dash-dot line show a similar pinned shape for
the higher modes as a result of the mass acting like a tip resistance to displacement.
For the highest frequencies, it is interesting to note the near zero displacement effect
that the offset mass and rotational inertia have on the mode shape as seen from the
dotted line case and the dash-dot case. Noting the frequencies, there exists a huge
discrepancy between the three massed setups (dashed, dotted, dash-dot) for each of
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Figure 3.4: Shifting frequencies of the first four vibration modes (solid, dashed,
dotted, dash-dot) for the linear case with rotational inertia and tip offset with changes
to the dimensionless offset parameter Π2. Dimensionless variables Π1 “ 36.72, and
Π3 “ 4.334.
the modes, which points to the importance of tip offset and rotational inertia to the
validity of the model.
To investigate the effect of a shifting center of mass, Fig. 3.4 shows the shifting
natural frequencies of the first three modes for different values of Π2. As the mass
is centered farther from the tip, the first frequency is driven down as a result of the
increase of the required tip shear and moment balancing. Interestingly, the second
mode is driven up, while modes 3 and 4 show small, mostly insignificant increases in
natural frequency. Shifting the center of mass slightly outward or inward from the
tip can allow for tenability of the first second modes.
3.3.2 Approximate solutions
For the cantilever with nonlinear magnetic interactions, a direct analytical approach
will fail to capture the full behavior potential of the problem. With the magnetic po-
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Figure 3.5: Bifurcation diagram for static tip deflection with a normalized tip
distance as the bifurcation parameter. A thick line indicates a stable solution, thin
line unstable. Circles indicate nondimensionalized experimental results.
tential energy included into the problem, the interaction can be made strong enough
to induce a static deflection of the beam which will fall outside the linear approxi-
mations. Statically, the beam will deflect as the magnetic interactions grow larger
than the elastic restoring force of the beam. First, this section solves for the static
solution. Then approximate methods are used to solve for the dynamic solutions.
First it is necessary to solve the static solution by finding tip deflections with
zero net force. This is done by finding the miminums of the potential energy of the
system when expressed as a function of tip deflections. Using Eq. 3.24 for U 1s, insert
this into the static potential energy expression from Eq. 3.18 and 3.20 to find the
potential system energy
V “ 1
2
ż
1
0
V 22s
`
1` V 12s
˘
ds` VMpV 1s , Vsq
ˇˇ
s“1 . (3.45)
Considering the resulting mode shape equation is nonlinear with highly nonlinear
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Figure 3.6: Dimensionless potential energy diagram for two normalized magnet
spacing. The dotted line is magnet energy, the dashed line is beam energy, and the
solid line is a summation of the two to illustrate fixed points minima and stability.
The left graph is for normalized magnet spacing of 0.0308 and the right for 0.0489
(d{L).
magnetic tip interactions, the tip mode is assumed to be a summation of polynomials
in the beam span variable s. For simplicity, the solution is only a single term, ensuring
that the geometric boundary conditions for a cantilever are met. This gives a static
mode equation
Vspsq “ Ass2 . (3.46)
To solve for this expression, insert Vs and it’s derivatives into the potential energy
expression and minimize with respect to the static tip amplitude As. By doing so,
the fixed point deflection of the system about which small oscillations can occur is
estimated. Figure 3.5 shows a bifurcation of this static equilibrium with bifurcation
parameter d scaled with the system length scale for d{L. Figure 3.6 shows the beam
and magnetic energies at two illustrative scaled separation distances.
Given the complexities of the nonlinear PDE in Eq. 3.31, approximate solutions
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were used for the dynamic equations. This approximate solution method is known
as the Rayleigh-Ritz method and is detailed below. Before delving into the analysis,
however, it is first necessary to demonstrate that such an analysis is valid. To do
so, the linear operator associated with the elastic forces in the system is self-adjoint.
Given the following system
Lv “Mv , (3.47)
where L is a differential operator, it follows that if the differential operator is self-
adjoint, the resulting eigenvalues of the problem are unique and the eigenfunctions
orthogonal. To satisfy the self-adjoint condition, the inner product of the operator
and it’s adjoint must be equal such that
xLv, vy “ xv,L˚vy (3.48)
and L = L˚. Despite the addition of the static nonlinear deflection, the differential
operator is simply
L vm “ B
4
Bs4vm . (3.49)
It follows that this linear operator is provably self-adjoint, and thus the system
satisfies the conditions for the use of the Rayleigh-Ritz method.
The Rayleigh-Ritz method works using the Rayleigh quotient, which is a ratio of
potential energy to kinetic energy in the system with ignorance of time dependence.
By eliminating the time varying elements and assuming maximum or reference energy
[69], this quotient acts as a minimizable eigenvalue for the system being explored
Rpvmq ” λ ” ω2 ” Vmax
Tref
. (3.50)
For the case in this analysis, a separable solution is assumed
vmps, tq “ V psqqptq (3.51)
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Figure 3.7: Rayleigh-Ritz results represented by lines with circles showing rapid
convergence for the first four natural frequencies, indicated by a horizontal solid line,
for the linear case with rotational inertia and tip offset .
where the mode shape is an n degree polynomial with independent coefficients that
satisfies the geometric boundary conditions for the cantilever beam, vm “ 0 and
v1m “ 0,
V psq “ a1s2 ` a2s3 ` a3s4 ` ...` an´1sn . (3.52)
Following the derivation in Meirovitch [69], a set of minimizing equations for each
coefficient can be solved of the form
BN
Bai ´ λ
BD
Bai for i “ 1, 2, ..., n´ 1 , (3.53)
where N is the numerator of the Rayleigh quotient, D is the denominator, and in
this section λ “ ω2. Solving this nonlinear system of equations yields the eigenvalues
and eigenvectors (and thus the mode shapes) of the system. The eigenvalue approx-
imation value that the Rayleigh quotient finds acts as an upper bound. Use of an
exact analytical solution for the mode shape yields the exact eigenvalues and func-
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Figure 3.8: Comparison of the first four modes (solid, dashed, dotted, dash-dot
lines) for the linear case with rotational inertia and tip offset with the exact analyti-
cal solution (lines) and the Rayleigh-Ritz polynomial approximation represented by
circles.
tions. The use of a polynomial allows for emulation of this shape for lower frequency
modes. By increasing the number of terms, the mode shapes are more appropriately
matched and the eigenvalues become more accurate. As the terms increase, the cal-
culation time increases along with accuracy as the solution converges to the natural
eigenvalues of the system.
For this system, a polynomial with up to n “ 9 is considered. As a proof of
concept, consider the beam frequency for a beam with a tip mass that is offset and
has rotational inertia and with no nonlinear magnetic tip interactions (and thus no
static deflection). Following Figure 3.7, the trend shows that as n increases, the
Rayleigh-Ritz method approaches the exact analytical expressions for small oscilla-
tions. Because the polynomials act as such great approximations of the modes, the
convergence is very quick, requiring very few terms to match the behavior. Figure 3.8
illustrates the accuracy of this energy based approximate method for the linear case.
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Figure 3.9: Rayleigh-Ritz mode shapes about static deflected geometry with n “ 9
for the first four modes for the cantilever with nonlinear magnetic tip interactions.
Dimensionless frequencies for the first four modes are 0.0903, 0.4292, 3.138, 9.595.
The circle symbols of the Rayleigh-Ritz approximation are almost exactly aligned
with the analytical solutions for the first four modes.
Expanding this method to the nonlinear partial differential equations that take
into account static deflection gives the mode shapes about the deflected beam geome-
tries. The first case, shown in Figure 3.9, comes from the same static deflection and
parameters as the potential energy function on the left in Figure 3.6. The validity
of this method as it relates to actual experimental systems is examined in the next
section.
3.4 Experimental demonstration
This section describes a series of experiments performed to validate the theoretical
analyses of the previous sections. These actions were designed to characterize this
particular system and connect with the phenomenological results of the numerical
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Table 3.1: System parameters for experimental studies.
Parameter Value Units
Carbon fiber modulus of elasticity, E 65 GPa
Linear mass density, ml 11.0 g/m
Beam length, L 39.3 mm
Second moment of inertia, Iζ 0.458 mm
4
Beam tip to center of tip mass, dt 12.1 mm
Beam tip to center of magnet, dm 13.2 mm
Tip mass rotational inertia, Iζζ 2890 g/mm
2
Magnetization, |M |, Br/ µ0 1.32{p4π ˆ 10´7q T / (H/m)
Magnet volume, vˆ1, vˆ2 1608.8 mm
3
Beam separation distance, d 28.6 mm
and theoretical exploration. The experimental system used to replicate the theoret-
ical results of the previous sections is shown in Figure 3.1.
First, the validity of the static beam deflection approximations was examined.
Figure 3.5 shows the experimental measurements as circles overlaid onto the the-
oretical approximation for the deflection of the beam tip. One important feature
of this overlay is the asymmetry in the bifurcation towards the negative deflection
branch. The theoretical system is idealized as a straight line with perfect symmetry,
however in practice a slight imperfection can cause the symmetry breaking bifurca-
tion shown in the the experimental bifurcation result [71].
Next, selected separation distance configurations were tested for their first natural
frequencies. Figure 3.10 shows the physical, dimensionless results, overlaid on top of
a theoretical approximation from the Rayleigh-Ritz method. Discrepancies between
the theoretical and experimental results are the result of slight asymmetry in the
system and the limitations of a local linearization near the bifurcation point. Near
this point, the local stiffness linearization of the magnet interactions approaches
infinity. This leads to negative approximation values for λ and non-real natural
frequencies. The slight underestimation of the natural frequencies points to a slight
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Figure 3.10: First mode natural frequencies for different dimensionless separation
distances using Rayleigh-Ritz method with n “ 9 as lines and an overlay of the
experimental results as circles.
underestimation of the magnet strength or beam stiffness, possibly due to symmetry
breaking bifurcations resulting from an asymmetric experimental setup.
The last experimental consideration are the mode shapes themselves. Figure
3.11 illustrates both the static and the dynamic test results. Plot a) shows a static
deflection configuration for the beam and magnet system. Circles show experimen-
tal tests derived from image processing, while the line represents the approximated
shape. Plot b) illustrates the unity normalized mode shapes off of this static de-
flection. Using a PSV-400 scanning laser vibrometer, the first two experimental
mode shapes were captured (circle with line, square with line) and are shown next to
the Rayleigh-Ritz derived approximate modes (black and grey lines) in Figure 3.11.
Although the experimental results show considerable variation, the general shape
is consistent with the approximate methods estimations. The top figure illustrates
a likely overestimate of the nonlinear hardening behavior of moderately deflected
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beams, resulting in an exaggerated restoration force and thus a beam showing less
deflection than the experimental results. For the dynamic modes, the pre-deflected
beam presented a challenge for the mode shape measurements because of the great
curvature of the configuration.
3.5 Conclusions
The analysis of this chapter provides an exploration into the effects of highly non-
linear boundary interactions on beam dynamics in the context of a weakly nonlinear
beam stiffness approximation. Exact analytical solutions provide accurate solutions
for problems with small amplitudes, even with complex boundary conditions. These
analytical expressions are used in the system with an atypical tip mass configuration
to illustrate the changing beam dynamics for adjusts to tip mass, tip mass offset,
and rotational inertia effects.
While exact analytical solutions are ideal for the less complex problems, the ex-
istence of highly nonlinear magnetic tip interactions and static deflections requires a
more finesse approach. By using admissible functions and utilizing the principles of
the Rayleigh-Ritz energy methods, convergent solutions are found for frequencies and
mode shapes that mirror the actual physical behavior. In problems where nonlinear-
ity prevents analytical methods, the numerical approximations of Rayleigh-Ritz act
as an appropriate substitute, provided care is taken to understand the validity of the
approximations and limitations of the approximations required to make the analysis
admissible.
49
−0.2
−0.15
−0.1
−0.05
0
0.05
D
im
e
n
si
o
n
le
ss
st
a
ti
c
ti
p
d
e
fl
e
c
ti
o
n
(A
s
)
a)
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
N
o
rm
a
li
z
e
d
sh
a
p
e
s
b)
Figure 3.11: Static deflection a) and first two dynamic modes b). For the static
deflection, a line represents the approximated shape and the circles are experimental
tests. For the dynamic modes, the first mode is shown in black with theoretical
shape (line) and experimental shape (line with circles) and the second is shown in
grey with theoretical shape (line) and experimental shape (line with squares).
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4Linear and nonlinear coupling models
The use of environmental energy harvesters to augment or replace batteries [1, 3, 8, 9,
72] can be a valuable aspect to a remote sensing systems. While environmental energy
comes in many forms, a large class of these harvesters are vibration-based, converting
ambient environmental vibration into electrical energy, often through piezoelectric or
electromagnetic transduction. Electromagnetic induction-based harvesters consist of
a coil of wire surrounding a magnet; as the magnet (or coil) oscillates, the changing
magnetic flux induces a voltage in the coil. A large portion of previous studies have
described the electromagnetic coupling between the magnet and coil with a linear
model [13, 73, 74]; however, others have recognized the nonlinearity of this coupling
and its dependance on magnet positioning [3, 5, 75–77]. Similarly, in piezoelectric
harvesters, the nonlinearities inherent in piezo-beams have been studied for effects
on damping and piezoelectric coupling [78–81].
This chapter investigates a vibration-based harvester that uses electromagnetic
induction for energy conversion. In addition to studying response behavior and
power delivered to an electrical load for linear coupling, a unique feature of the
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present study lies in the exploration of nonlinear coupling. To elaborate, the two
types of electromagnetic coupling can be described as: 1) a nonlinear coupling model,
where the magnetic flux gradient is dependent on the coil and magnet positioning,
and 2) a linear coupling model, where the magnetic flux gradient is constant at all
magnet positions. While the nonlinear model is based on an actual physical system,
the linear model is hypothetical. The specific nonlinear model for this chapter is
described in later sections and is based on a typical magnet-coil system, i.e., similar
to those in Refs. [3, 13, 76, 82].
While most prior works have only considered the case of single-frequency excita-
tion [3, 9, 13], many real-world excitation sources contain contain multiple frequen-
cies, as recognized by Refs. [7, 83]. This highlights another unique feature of the
present study, as we have compared the response behavior of the linear or nonlin-
ear coupling models for multi-frequency excitation. This investigation, along with
the studies of the single-frequency excitation with nonlinear coil coupling, provides
a broader picture of benefits and detriments of linear and nonlinear coupling in a
diverse excitation environment.
The work of this chapter is organized as follows. The next section develops a
model for the nonlinear coupling by modeling the magnet as a dipole and applying
the principles of magnetic induction. The governing equations are then derived from
the energy relationships of the mechanical and electrical systems. These equations
are then used in Section 4.2 to develop analytical solutions for the steady-state
behavior with either nonlinear or linear coupling and various types of single-frequency
excitation. The results from the approximate analytical solutions are then compared
with numerical studies. In Section 4.3, the case of multi-frequency excitation is
examined, requiring the application of different analytical approaches. This is done
to show the differing behavior of the nonlinear coupling models with more complex
multi-frequency excitation.
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Figure 4.1: Mechanical system representation (a), electrical system circuit configu-
ration diagram (b), and coil and oscillating magnet diagram with relevant parameters
(c).
4.1 Energy Generator Model
The setup for the theoretical system explored in this chapter is shown in Fig. 4.1.
The mechanical system in Fig. 4.1a consists of a modified mass-spring-damper where
the spring and damper are attached to a magnetic proof mass and surrounded by a
wire coil. Note that x is the position of the magnet, while z is the position of the
base/coil. The electrical system Fig. 4.1b consists of the coil, with its associated
inductance, internal resistance, and coupling voltage, and a resistive load. Fig. 4.1c
shows relevant dimensions for the coil and the relative position y, where y “ x´ z,
of the magnet with respect to the coil along the kˆ axis.
53
−3 −2 −1 0 1 2 3
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
y/h
Θˆ
/
Θˆ
M
Figure 4.2: Dimensionless coil flux vs. distance ratio from coil center along oscil-
lation axis with ∆x “ 0.03 m. Coil and magnetic parameters are in Tab. 4.1 and
ΘˆM “ 2.1079 N/A.
4.1.1 Coil interactions
The magnet-coil interactions will be derived from two key principles: the dipole
model for magnetic fields and Faraday’s law of induction for a coil of wire (see Refs.
[13, 40, 84, 85]), which will be used to model the electromagnetic coupling voltage.
First, the magnetic fields of the moving magnet will be modeled by a magnetic
dipole. A magnetic dipole is a mathematical simplification of a magnet with a
magnetic moment contained in an infinitesimal volume. The B-field generated by a
dipole can be given by
B “ ´µ0
4π
∇
ms ¨ rm
|rm|3
“ ´µ0
4π
ˆ
ms
|rm|3
´ pms ¨ rmq 3rm
|rm|5
˙
, (4.1)
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where µ0 “ 4πˆ10´7 H/m is the permeability of free space, or magnetic constant, ∇
represents a vector gradient operation, and rm “ rp´rs is a vector from the magnetic
dipole to a given point. The magnetic moment of the dipole magnet is given by
ms “ Msvs, (4.2)
where vs is volume of the source magnet, M is the magnetization vector. The
magnitude of the magnetization vector is |M| “ Br
µ0
, where Br is the residual magnetic
flux density. For the system diagramed in Fig. 4.1, rp “ reˆr ` xkˆ and rs “ ykˆ.
Substitution of the moment and position vectors into Eq. 4.1 provides an equation
for the B field at a point due to the magnet
B “ Brvs
4π
˜
3r px´ yq eˆr ´
`
r2 ´ 2 px´ yq2˘ kˆ`
r2 ` px´ yq2˘5{2
¸
. (4.3)
To find the voltage resulting from electromagnetic coupling interactions, an expres-
sion for the magnetic flux of a single coil must next be derived. Magnetic flux, a
measurement of magnetic field strength over a given area, is modeled by the dot
product of a B-field and that area, or
Φ “
¿
S
B ¨ dA , (4.4)
where S is the surface of the given area and dA is an infinitesimal slice of this surface.
Using the B-field expression given by Eq. 4.3 and taking the surface to be a circle
enclosed by a single wire of our coil, the flux becomes
Φ “
ż
2π
0
ż r
0
B ¨
´
r dr dθ kˆ
¯
“ Brvs
2
r2`
r2 ` px´ yq2˘3{2 . (4.5)
For the given system, it is necessary to obtain the average flux over the entire length
and width of the finite coil. Integration over the length and width gives the average
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Table 4.1: Electrical and mechanical system parameters for analytical and simulated
studies for single and multi-frequency excitation.
Parameter Value Units
Coil inductance, L 0.08 H
Number of coil turns, Nc 1500 —
Fill factor, ξ 0.33 —
Length of coil, ∆x “ x2 ´ x1 0.03 m
Inside coil diameter, 2r1 0.0175 m
Outside coil diameter, 2r2 0.025 m
External load resistance, RL 1200 Ω
Circuit resistance to inductance ratio, ρ 15000 Ω/H
Residual flux density, Br 1.31 T
Magnet volume, vs 5 ˆ10´6 m3
Magnet mass, m 0.04 kg
Natural frequency, ω0{2π 5 Hz
Damping coefficient, ζ 0.075 —
flux expression for a coil turn over its cross-section,
Φa “ 1
Ac
ż x2
x1
ż r2
r1
Φdr dx , (4.6)
where the integration bounds coincide with Fig. 4.1 and Ac is the cross-sectional
area. To find the total flux, the average is multiplied by the number of wire turns
and a fill factor ξ, which represents the ratio of conductive cross-section to total
cross-section in the coil, or NcAw{Ac, where Nc is the number of coil turns and Aw
is the conductive area of a single wire cross-section.
With a representation of the total coil flux, Faraday’s law is applied to find the
voltage across the coil, ε. Faraday’s law states that a potential difference is created
as the result in a change in flux, thus
ε “ ´ d
dt
pξNcΦaq . (4.7)
In first evaluating the time derivative, note that only y will vary in time for the given
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Figure 4.3: Dimensionless mechanical response vs. excitation frequency for single-
frequency excitation with rM “ 33.409 mm. Lines (black for constant and grey
dashed for nonlinear) are analytical solutions and symbols (black square for constant
and grey asterisks for nonlinear) are numerical studies.
system. Therefore, the coupling voltage can be represented by
ε “
˜
´3NcBrvsξ
2Ac
ż x2
x1
ż r2
r1
r2 px´ yq`
r2 ` px´ yq2˘5{2drdx
¸
9y “ Θˆpyq 9y , (4.8)
where Θˆ is the coupling term. Evaluating the integral portion of Eq. 4.8, Θˆ becomes
Θˆ “ NcBrvsξ
2Ac
2ÿ
i,j“1
p´1qi`j
ˆ
lnpri ` Zijq ´ ri
Zij
˙
, (4.9)
where Z2ij “ r2i ` pxj ´ yq2 and Ac “ pr2 ´ r1qpx2 ´ x1q. Fig. 4.2 shows the coil flux
results for the system parameters in Table 4.1 at different magnet positions. This
general form of the coil flux is consistent with other models in the literature [3, 75].
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4.1.2 Governing equations
To derive the governing equations for the coupled electromechanical system, La-
grangian energy derived formulas are used. This requires the establishment of kinetic,
potential, and dissipative energy functions [47]. The kinetic energy is a function of
the translation of the magnetic mass, current flow through the inductor, and elec-
tromagnetic coupling and can be expressed as
T “ 1
2
m 9x2 ` 1
2
L 9q2 ` TC , (4.10)
where m is the mass of the oscillating magnet, L is the coil inductance, q is the charge
coordinate, and TC is the electromagnetic coupling term. To find the coupling term
TC , it is assumed that the coil interactions result in negligible energy losses from
eddy currents and other effects and therefore the electrical and mechanical coupling
energy are equal. To find this energy, the electrical power, Pe “ ε 9q, is integrated
over time giving
TC “
ż t
0
ε 9q dt “
ż t
0
9y Θˆpyq 9qdt “ 9q
ż y
0
Θˆpyqdy . (4.11)
These two energy expressions will later be used to derive the coupling terms for the
equations of magnet motion and charge flow. Since the system has no capacitor for
energy storage, the potential energy is simply
U “ 1
2
ky2 , (4.12)
where k is the spring constant. The last energy expression is for the non-conservative
terms and is defined as
D “ 1
2
c0 9y
2 ` 1
2
pRL `Riq 9q2 , (4.13)
where c0 is the viscous mechanical damping constant, Ri is the internal resistance of
the coil, and RL is the resistance of an external load.
58
For deriving governing equations of the mechanical and electrical system, one
form of the generalized Lagrange equation is used,
d
dt
ˆ BT
B 9qn
˙
´ BTBqn `
BD
B 9qn `
BV
Bqn “ Qn , (4.14)
where qn is a generalized coordinate, Qn is the generalized forcing, and T , D, and
V are the system energies found in Eqs. 4.10–4.13. Choosing y as the generalized
coordinate and using the relation y “ x´ z, the mechanical equation becomes
m:y ` c0 9y ` ky ´ ΘˆI “ ´m:z , (4.15)
where I has been substituted for 9q, and :z is the base acceleration. For the purposes
of this chapter, ´m:z has been chosen to be a single or multi-frequency oscillation of
the form
Nÿ
n“1
An sinΩnt. Simplifying, Eq. 4.15 becomes
:y ` 2ζω0 9y ` ω20y ´
Θˆ
m
I “
Nÿ
n“1
Γn sinΩnt , (4.16)
where ω0 “
a
k{m is the natural frequency, ζ “ c0
2mω0
“ c0
2
?
km
is the damping
coefficient, and Γn “ An{m.
Next, q was chosen as the generalized coordinate to obtain the electrical differ-
ential equation,
L 9I ` pRL `RiqI ` Θˆ 9y “ 0 , (4.17)
where I and 9I have been substituted for 9q and :q, respectively. As with the mechanical
equation, Eq. 4.17 is simplified and becomes
9I ` ρI ` Θˆ
L
9y “ 0 , (4.18)
where ρ “ pRL `Riq{L represents a ratio of circuit resistance to inductance.
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Figure 4.4: Dimensionless electrical power vs. excitation frequency for single-
frequency excitation with PM “ 1.1399 mW. Lines (black for constant and grey
dashed for nonlinear) are analytical solutions and symbols (black square for constant
and grey asterisks for nonlinear) are numerical studies.
4.1.3 Average power
For comparison purposes between the different coupling models, an expression for
the average power across the electrical load is found. Since instantaneous power is
given by P “ RLI2, it follows that the average power over the excitation period is
Pa “ 1
T
ż T
0
RLI
2 dt , (4.19)
where T “ 2π{Ω. For responses with incommensurate frequencies, the average power
is given by
Pa “ lim
TÑ8
1
T
ż T
0
RLI
2 dt . (4.20)
Since it is impossible to allow T Ñ 8, the asymptotic value of the time average
power is calculated.
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Figure 4.5: Dimensionless current for first four harmonics vs. excitation frequency
for single-frequency excitation. Lines (black for constant and grey dashed for nonlin-
ear) are analytical solutions and symbols (black square for constant and grey asterisks
for nonlinear) are numerical studies. IM “ 1.3784 mA and the first to the fourth
harmonics are shown in graphs (a) - (d).
4.2 Single frequency excitation
This section will use analytical and numerical techniques to investigate the harvester
response behavior for single-frequency excitation. Separate variations of excitation
amplitude and frequency will be explored. Results will be displayed in the form
of the oscillator response amplitude, the harmonic content of the current in the
electrical circuit, and the average power across the resistive load. Eqs. 4.16 and 4.18
will be solved analytically in two forms for comparison. The first will assume linear
electromagnetic coupling with Θˆ at a constant value, while the second will assume
nonlinear coupling with Θˆ in the form of Eq. 4.9 and thus dependent on y.
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Figure 4.6: Dimensionless electrical power vs. excitation amplitude for single-
frequency excitation with PM “ 4.5596 mW. Black represents linear coupling ana-
lytical solutions, while grey is nonlinear coupling. Solid, dotted, dashed, x’s, and
circles represent coil positioning at y “ 0, 8.3, 16.6, 24.9, 33.2 mm, respectively.
4.2.1 Linear coupling response
This section examines the harvester’s response when the coupling term is accurately
modeled by a constant. Solutions are assumed to be in the form of a truncated Fourier
series with y “ a sinΩt` b cos Ωt and I “ c sinΩt` d cos Ωt. The corresponding first
and second time derivatives become
9y “ aΩcosΩt ´ bΩ sin Ωt , (4.21)
:y “ ´bΩ2 cosΩt ´ aΩ2 sinΩt , (4.22)
9I “ cΩcosΩt ´ dΩ sinΩt . (4.23)
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Figure 4.7: Dimensionless electrical power vs. excitation amplitude for single-
frequency excitation at low amplitudes. Black represents linear coupling analytical
solutions, while grey is nonlinear coupling. Solid, dotted, dashed, x’s, and circles
represent coil positioning at y “ 0, 8.3, 16.6, 24.9, 33.2 mm, respectively and PM “
1.1534 mW.
With substitution of the time derivatives and balancing cosine and sine harmonics,
Eqs. 4.16 and 4.18 produce four algebraic equations
´2ζω0Ωa `
`
Ω2 ´ ω2
0
˘
b` Θˆ
m
d “ 0 , (4.24)
`
Ω2 ´ ω2
0
˘
a` 2ζω0Ωb` Θˆ
m
c` Γ “ 0 , (4.25)
´Θˆ
L
Ωa ´ Ωc´ ρd “ 0 , (4.26)
Θˆ
L
Ωb` Ωd´ ρc “ 0 . (4.27)
Coefficients c and d of the electrical response can then be found in terms of
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coefficients a and b of the mechanical response and system constants,
c “ ΘˆΩ
L pρ2 ` Ω2q pρb´ Ωaq , (4.28)
d “ ´ ΘˆΩ
L pρ2 ` Ω2q pρa ` Ωbq . (4.29)
Substituting Eq. 4.28 and Eq. 4.29 back into Eq. 4.24 and Eq. 4.25 gives˜
2ζω0Ω` Θˆ
2Ωρ
Lm pρ2 ` Ω2q
¸
a´
˜˜
1´ Θˆ
2
Lm pρ2 ` Ω2q
¸
Ω2 ´ ω20
¸
b “ 0 , (4.30)
˜
2ζω0Ω` Θˆ
2Ωρ
Lm pρ2 ` Ω2q
¸
b`
˜˜
1´ Θˆ
2
Lm pρ2 ` Ω2q
¸
Ω2 ´ ω20
¸
a “ ´Γ . (4.31)
By squaring and adding these two equations, an expression for the oscillator
response amplitude is found
¨
˝˜2ζω0Ω` Θˆ2Ωρ
Lm pρ2 ` Ω2q
¸2
`
˜˜
1´ Θˆ
2
Lm pρ2 ` Ω2q
¸
Ω2 ´ ω2
0
¸2˛‚r2 “ Γ2 ,
(4.32)
where r2 “ a2 ` b2. Solving Eq. 4.32, this response amplitude is
r “ Γc´
2ζω0Ω` Θˆ2ΩρLmpρ2`Ω2q
¯2
`
´´
1´ Θˆ2
Lmpρ2`Ω2q
¯
Ω2 ´ ω20
¯2 . (4.33)
The electrical response is then derived from Eqs. 4.28 and 4.29 and given by
I “
?
c 2 ` d 2 “
˜
ΘˆΩ
L
a
ρ2 ` Ω2
¸
r . (4.34)
From the electrical response, the average power across the resistive load, as presented
by Eq. 4.19, is given by
Pa “ Ω
2π
ż 2pi
Ω
0
RLI
2 dt “ 1
2
RL
`
c 2 ` d 2˘ “ RL
˜
Θˆ2Ω2
2L pρ2 ` Ω2q
¸
r 2 . (4.35)
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Figure 4.8: Dimensionless current for first eight harmonics vs. excitation amplitude
for single-frequency excitation. Nonlinear coupling analytical results are represented
by solid, dotted, dashed, x’s, and circles for coil positioning at y “ 0, 8.3, 16.6, 24.9,
33.2 mm, respectively. IM “ 1.356 mA and the first to the eighth harmonics are
shown in graphs (a) - (h).
4.2.2 Nonlinear coupling response
This section examines the case of nonlinear coupling. First, it is assumed that the
coupling term has a negligible effect on the response of the mechanical system. An
analytical solution for the mechanical response can then be found as before, using a
truncated Fourier series where y “ a sinΩt ` b cosΩt. Substitution of the first and
second time derivatives from Eq. 4.21 and 4.22 into Eq. 4.16 and neglecting coupling
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produces two algebraic equations
´2ζω0Ωa `
`
Ω2 ´ ω2
0
˘
b “ 0 , (4.36)
`
Ω2 ´ ω2
0
˘
a ` 2ζω0Ωb` Γ “ 0 . (4.37)
Next, the oscillator response amplitude is found by solving the above equations
then squaring and adding the resulting equations. With simplification, the oscillator
response amplitude of the system with ignored coupling is
r “ Γb
p2ζω0Ωq2 ` pΩ2 ´ ω20q2
. (4.38)
Note that this expression is identical to Eq. 4.33 if Θˆ is set to zero. This solution
can now be broken down into a and b coefficient components,
a “ ´ pΩ
2 ´ ω2
0
qΓ
p2ζω0Ωq2 ` pΩ2 ´ ω20q2
, (4.39)
b “ ´ p2ζω0ΩqΓp2ζω0Ωq2 ` pΩ2 ´ ω20q2
. (4.40)
To find the electrical circuit response, Eq. 4.18 was rearranged such that the coupling
term acts as a forcing term for the electrical circuit
9I ` ρI “ ´Θˆ
L
9y “ FE . (4.41)
However, since Θˆ is highly nonlinear, a partially numerical approach is most appro-
priate for finding the system response. First, as with the linear coupling, a solution
in the form of a truncated Fourier series of N-terms is assumed,
I “
Nÿ
n“1
pcn sinnΩt ` dn cosnΩtq . (4.42)
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Given this assumed solution form, analytical solutions for I are most easily found if
a Fourier expansion is first computed of FE in the form
FE “
Nÿ
n“1
pfn sinnΩt ` gn cos nΩtq . (4.43)
In order to find fn and gn, the orthogonal properties of cosine and sine functions
are utilized. By multiplying both sides by
Nÿ
m“1
sinmΩt and then by
Nÿ
m“1
cosmΩt
and integrating from 0 to 2π{Ω with respect to time, all terms multiplying sine by
cosine or where m ‰ n drop out. This creates two integral expressions which can be
simplified to give symbolic values for the nth Fourier expansion terms
fn “ Ω
π
ż 2pi
Ω
0
FE sinnΩt dt , (4.44)
gn “ Ω
π
ż 2pi
Ω
0
FE cosnΩt dt , (4.45)
where the integral functions are most easily computed numerically, using the ana-
lytically derived oscillator response. The final equation required to solve Eq. 4.41 is
the first time derivative of I,
9I “
Nÿ
n“1
nΩ pcn cosnΩt ´ dn sinnΩtq . (4.46)
Substituting 9I, I, and the Fourier expansion of FE into Eq. 4.41, balancing harmonics,
and then solving the resulting algebraic equations gives
cn “ ρfn ` nΩgn
ρ2 ` pnΩq2 , (4.47)
dn “ ρgn ´ nΩfn
ρ2 ` pnΩq2 , (4.48)
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Figure 4.9: Dimensionless electrical power vs. resistive load normalized by internal
resistance. Black represents linear coupling analytical solutions, while grey is non-
linear coupling. Solid, dotted, dashed, x’s, and circles represent coil positioning at
y “ 0, 8.3, 16.6, 24.9, 33.2 mm, respectively. PM and Ri are 2.7664 mW and 125 Ω.
for a given nth harmonic of the mechanical forcing frequency. Using the current
response, the power across the resistive load is found using Eq. 4.19 and is given by
Pa “ Ω
2π
ż 2pi
Ω
0
RLI
2 dt “ 1
2
RL
Nÿ
n“1
`
c 2n ` d 2n
˘ “ 1
2
RL
Nÿ
n“1
ˆ
f 2n ` g2n
ρ2 ` pnΩq2
˙
. (4.49)
4.2.3 Comparisons to Numerical Studies
To confirm the ability of the analytical approximations to predict the system re-
sponse and expected power output, a series of numerical studies were performed.
Simulations were run with linear and nonlinear coupling over a range of input fre-
quencies about the natural frequency. Each simulation was executed with a single
input frequency and amplitude until the responses reached a steady state. Fast
Fourier transforms of position and current data at steady state were then calculated
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to extract the frequency content. For the mechanical response r, only amplitude
data at the excitation frequency was used in Fig. 4.3. Power across the resistive load
in Fig. 4.4 was calculated as an average over an excitation period in accordance with
Eq. 4.19. For the current data in Fig. 4.5, amplitudes of the first four frequencies
were used.
The first set of plots in Figs. 4.3 - 4.5 show numerical studies overlaying ana-
lytically obtained results versus excitation frequency. For these figures, the coil was
centered at y “ 0 mm, base excitation was Γ “ 5 m s´2, and four harmonic terms
were calculated, i.e., N “ 4. The remaining system parameters can be found in Tab.
4.1. In examining the plots, first note that the analytical response curves match well
with the simulated investigations for both coupling types. The mechanical response
is similar regardless of the coupling model used due to the small effect of the cou-
pling term for mechanical oscillations. This is illustrated by the negligible difference
between results for linear and nonlinear coupling as shown in Fig. 4.3. For the di-
mensionless power results, Fig. 4.4 shows a wider peak power band with linear as
opposed to nonlinear coupling at the given excitation amplitude and coil position-
ing. One difference is found in the harmonically dissected electrical response of Fig.
4.5. With linear coupling, the current response only contains the forcing frequency,
however with the centered-coil nonlinear coupling, the current response contains the
second and fourth harmonics.
The second set of plots, Figs. 4.6 - 4.8, show analytically obtained results versus
excitation amplitude. For both figures, excitation frequency was held constant at the
natural frequency, 5 Hz, and the different lines represent varying coil positions. Fig.
4.6 shows that power output for the theoretical linear coupling increases quadratically
with excitation amplitude because of the squared electrical term. The nonlinear
coupling response is much different, showing a trend towards linear power behavior
for all five coil positions, with centered and 8.3 mm offset showing the highest peak
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power output. Since power is proportional to squared voltage, this indicates a square-
root voltage response and shows that the electrical system becomes saturated for
larger mechanical motion. Fig. 4.7 shows a more detailed power response for the lower
level excitation. At lower excitation amplitudes, the 16.6 mm offset shows the highest
power output. This offset corresponds to the centering of magnet oscillations about
the coil’s flux peak. As excitation amplitude increases beyond 3 m s´2 however, the
centered coil becomes more efficient as oscillations in non-peak regions for the offset
coil mitigate gains. Fig. 4.8 shows the harmonic content of the electrical response.
This illustrates the complexity of the electrical response for nonlinear coupling and
mirrors some of the results in Ref. [75]. At low amplitudes, the current response
contains only the first few harmonics. However, as amplitude increases, the number
and level of harmonics present in the signal increases. This is due to the appearance
of the signal as an impulse as the magnet moves quickly across the useful flux region.
It is also interesting to note that the harmonics do not grow linearly with the increase
in the excitation amplitude. For example, the content of the second harmonic in Fig.
4.8b has minimum and maximum values for the 24.9, 33.2 mm coil offsets, while the
0, 8.3, and 16.6 mm offsets show a saturation of their current level, basically leveling
off beyond a certain amplitude.
4.2.4 Electrical circuit optimization
One area for improvement in both constant and nonlinear coupling is circuit opti-
mization for maximum power. Assuming a given coil with given characteristics L,
Θˆ, and Ri, the electrical system can be optimized by the resistive load for maximum
power output. To find this ideal RL value, first consider the power equations for
linear and nonlinear coupling from Eqs. 4.35 and 4.49. To find the maximum, a
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partial derivative with respect to RL is taken and set to zero giving
BPL
BRL “
¨
˚˚˚
˝ pLΩq
2 `R2i ´ Rˆ2L
2
ˆ
pLΩq2 `
´
Ri ` RˆL
¯2˙2
˛
‹‹‹‚LΩr2 “ 0 , (4.50)
BPN
BRL “
Nÿ
n“1
¨
˚˚˚
˝ pLnΩq
2 `R2i ´ Rˆ2L
2
ˆ
pLnΩq2 `
´
Ri ` RˆL
¯2˙2
˛
‹‹‹‚L2 `f 2n ` g2n˘ “ 0 , (4.51)
where PL and PN are the linear and nonlinear power equations, and RˆL is the opti-
mum resistive load. Solving for RˆL in the linear equation gives
RˆL “
b
pLΩq2 `R2i . (4.52)
Note that RˆL is a function of the coil inductance, excitation frequency, and internal
coil resistance. However, for the low frequency excitation and low coil inductance
used for this system, it can be assumed that R2i ąą pLΩq2, therefore, optimum load
for the constant case is RˆL « Ri.
The nonlinear case requires a less direct method with similar assumptions. First,
Eq. 4.51 can be simplified to
Rˆ2L “ R2i `
pLΩq2
N
Nÿ
n“1
n2 , (4.53)
by noting that
´
Ri ` RˆL
¯2
ąą pLnΩq2, allowing the denominator to be set as a
constant and cancelled, and assuming L2 pf 2n ` g2nq is constant for all n and can thus
be cancelled. Next, recognizing thatR2i ąą pLΩq
2
N
, the optimum load for the nonlinear
circuit can be approximated RˆL « Ri. Based on Eq. 4.53 this approximation only
deteriorates when N is on the same order of magnitude as the internal resistance.
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This deterioration is mitigated by the fact that fn and gn generally decrease with
increasing n. Figure 4.9 shows the relationship of dimensionless power to resistive
load for linear coupling and nonlinear coupling at five coil offsets. The resistive load
is normalized by the internal coil resistance Ri “ 125 Ω. The constant and all five
nonlinear curves have peak power values at or near one, which corresponds with the
theoretical approximation.
4.3 Multiple frequency excitation
This section will examine analytical and numerical solutions for multi-frequency exci-
tation. First, general analytical expressions for linear and nonlinear coupling models
will be developed. This will proceed as in Section 4.2 for single-frequency excita-
tion, however with multiple frequency input, i.e., n ą 1, for Eq. 4.16. The linear
coupling analytical methods for multi-frequency input are similar to those for single-
frequency input and require only a couple additional steps. However, the nonlinear
coupling model for multi-frequency input is more complicated, requiring a different
solution form than the single Fourier series approximation used for single-frequency
excitation. After the general forms of the solutions are developed, different forms
of multi-frequency excitation will be examined. Results will be shown in the form
of power to maximum power ratios, with one excitation form including a simulation
study for analytical results verification.
4.3.1 Linear coupling
Solutions for linear coupling with multi-frequency input will be found using the prin-
ciple of superposition. Since the system is linear, the separate excitation frequencies
can be treated individually. This means that the stead-state mechanical response for
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each frequency is
rn “ Γnc´
2ζω0Ωn ` Θˆ2ΩnρLmpρ2`Ω2nq
¯2
`
´´
1´ Θˆ2
Lmpρ2`Ω2nq
¯
Ω2n ´ ω20
¯2 , (4.54)
where Ω and Γ have been replaced in the single-frequency case with Ωn and Γn. This
can likewise be done with the electrical response to give
In “
˜
ΘˆΩn
L
a
ρ2 ` Ω2n
¸
rn . (4.55)
For the total steady-state electrical response, I¯n is broken down into cn and dn com-
ponents for each frequency, plugged back into the Fourier series for I, and summed
to give
I “
Nÿ
n“1
cn sinΩnt` dn cos Ωnt . (4.56)
Since a given set of frequencies will not necessarily have an integer multiplicative
relationship, average power is calculated by Eq. 4.20.
4.3.2 Nonlinear coupling
Solutions for nonlinear coupling with multi-frequency input will be found similarly
to those for single-frequency with changes to account for the more complex electrical
response. As with linear coupling, the linear mechanical system response (with the
ignored coupling effects) will rely on superposition, treating each excitation func-
tion independently. This means that the steady-state mechanical response for each
frequency is
rn “ Γnb
p2ζω0Ωnq2 ` pΩ2n ´ ω20q2
, (4.57)
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which break down into an and bn components,
an “ ´ pΩ
2
n ´ ω20qΓn
p2ζω0Ωnq2 ` pΩ2n ´ ω20q2
, (4.58)
bn “ ´ p2ζω0ΩnqΓnp2ζω0Ωnq2 ` pΩ2n ´ ω20q2
. (4.59)
To find the electrical circuit response, Eq. 4.41 was used so that the coupling term
acts as a forcing term for the electrical circuit. Since this forcing will be highly
nonlinear, a numerical approach was also taken. For the multi-frequency input,
a solution of the form of a truncated Fourier series with no relationship between
frequencies is assumed,
I “
Nÿ
n“1
´
cn sin Ωˆnt` dn cos Ωˆnt
¯
. (4.60)
It is important to note the distinction between the mechanical forcing Ω and the
electrical forcing Ωˆ, as these angular frequencies may have a limited relationship
depending on the type of multi-frequency excitation. Given this assumed solution,
analytical solutions for I are most easily found if a Fourier expansion is found of FE
in the form
FE “
Nÿ
n“1
´
fn sin Ωˆnt` gn cos Ωˆnt
¯
. (4.61)
Since the excitation frequencies have undetermined relationships, fn and gn must
be calculated using a fast Fourier transform (FFT) of the forcing signal. This FFT
provides amplitude and phase information for all frequencies of the given signal. This
information can then be deconstructed into fn and gn,
fn “ ´AF sinφF , (4.62)
gn “ AF cosφF , (4.63)
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where AF and φF are the amplitude and phase of individual frequencies from the
FFT data. With this data, the resulting cn and dn are found in the same form as
the single-frequency case,
cn “ ρfn ` Ωˆngn
ρ2 `
´
Ωˆn
¯2 , (4.64)
dn “ ρgn ´ Ωˆnfn
ρ2 `
´
Ωˆn
¯2 . (4.65)
For the total steady-state electrical response, these components are plugged back
into the Fourier series for I and summed to give
I “
Nÿ
n“1
cn sin Ωˆnt` dn cos Ωˆnt (4.66)
. As with the linear case the given set of frequencies will not necessarily have an
integer multiplicative relationship, therefore average power is calculated by Eq. 4.20.
4.3.3 Analytical and numerical comparisons
Analytical solutions were generated to investigate three different types of multi-
frequency excitation. Simulations were also performed for one type of multi-frequency
excitation to provide a basis of validity comparison for the analytical methods of the
previous section. For high solution accuracy, the 150 frequencies in the FFT data
that had the highest amplitudes were used to generate the solutions for the nonlin-
ear coupling, i.e., N “ 150 for the I expression. All other parameters used for the
analytical and numerical solutions correspond with Tab. 4.1 unless otherwise noted.
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Figure 4.10: Dimensionless electrical power vs. offset frequency normalized by the
natural frequency with excitation frequencies at the natural frequency and ˘ offset
from the natural frequency. Black represents linear coupling analytical solutions,
while grey dotted and dashed lines are nonlinear coupling with coil positioning at
y “ 0 and 16.6 mm, respectively. Offset frequency excitation amplitude “ .5, 1,
and 2 times the natural frequency excitation amplitude and PM “ 0.501, 0.799, and
1.983 mW for graphs (a) - (c).
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Resonant and offset frequencies
The first type of excitation included excitation at the natural frequency of the me-
chanical system and at an offset from that natural frequency, taking the form,
Γ1 sinω0t` Γ2 sin pω0 ` σq t , (4.67)
where σ can be a positive or negative offset. For each of the three cases of this
type of excitation, Γ1 was held constant at 2.96 m s
´2. This corresponds to the
excitation level that produces equal power with constant and nonlinear coupling. In
order to look at different behavior, Γ2 is .5Γ1, Γ1, and 2Γ1 were the three excitation
amplitudes for the second frequency. Examining the results in Fig. 4.10, it is shown
that as the amplitude of Γ2 increases, it contributes more to the total power. For
each of the three cases, constant coupling has a higher maximum power and wider
effective bandwidth than either of the nonlinear cases.
Positive and negative offset frequencies
The second type of excitation had two frequencies equally offset from the natural
frequency,
Γ1 sin pω0 ´ σq t` Γ2 sin pω0 ` σq t . (4.68)
For each case of this excitation type, Γ1 was again held constant at 2.96 m s
´2, while
the positive offset amplitude Γ2 is .5Γ1, Γ1, or 2Γ1. Fig. 4.11 shows the results from
this excitation form. Again, the linear case shows a higher peak amplitude at low σ
values. However, as σ increases and the excitation frequencies move away from the
natural frequency, the y “ 16.6 mm offset nonlinear coupling has an advantage over
the linear coupling for all three excitation levels, but most notably when Γ2 “ .5Γ1.
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Figure 4.11: Dimensionless electrical power vs. offset frequency normalized by the
natural frequency with excitation frequencies at a negative and positive offset from
the natural frequency. Black represents linear coupling analytical solutions, while
grey dotted and dashed lines are nonlinear coupling with coil positioning at y “ 0
and 16.6 mm, respectively. Positive offset excitation amplitude “ .5, 1, and 2 times
the negative offset excitation amplitude and PM “ 0.493, 0.790, and 1.974 mW for
graphs (a) - (c).
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Negative offset and integer harmonic frequencies
The final type of excitation had two or three frequencies depending on the case with
the first frequency at a negative offset for the natural frequency in both cases. For
two frequency excitation, the second frequency was either a second or third harmonic
of the resulting offset. The three frequency excitation had both the second and third
harmonics of the negative offset frequency. This excitation took the general form
Γ1 sin pω0 ´ σq t ` Γ2 sin 2 pω0 ´ σq t` Γ3 sin 3 pω0 ´ σq t , (4.69)
where either harmonic or both harmonics are present in the excitation form. For
each result generation, Γ1 was held constant at 2.96 m s
´2.
For the second harmonic case shown in Fig. 4.12, Γ2 is .5Γ1, Γ1, or 2Γ1, while
Γ3 “ 0. Lines in this figure represent analytical results, while symbols represent
numerical studies. First note the similarity of analytical and numerical solutions
for all three plots and all three coupling models. This illustrates the validity of the
analytical techniques used to derive the solutions. For all three graphs, the peak at
σ “ ´0.5 corresponds to the second harmonic equalling the natural frequency. For
the lowest Γ2 level, the y “ 16.6 mm offset nonlinear coupling shows the most gains
over linear coupling across the entire offset range. As Γ2 increases, linear coupling
models produce more power when one of the frequencies is at or near ω0, however the
intermittent offset frequencies still show gains for the y “ 16.6 mm offset nonlinear
coupling.
For the third harmonic case shown in Fig. 4.13, Γ2 “ 0, while Γ3 is .5Γ1, Γ1, or
2Γ1. This case shows similar results to the second harmonic, namely that peak power
is produced when one or both of the excitation frequencies are near the mechanical
system natural frequency. At low second frequency amplitude, the y “ 16.6 mm
offset nonlinear coupling shows improvement over the linear system across all offset
frequencies, with the largest gains produced when one of the two frequencies is equal
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Figure 4.12: Dimensionless electrical power vs. offset frequency normalized by the
natural frequency with excitation frequencies at a negative offset from the natural
frequency and the second harmonic of the offset. Black represents linear coupling
analytical solutions, while grey dotted and dashed lines are nonlinear coupling with
coil positioning at y “ 0 and 16.6 mm, respectively. Numerical simulations are
represented by black squares and grey circles and squares for linear coupling and
nonlinear coupling with coil positioning at y “ 0 and 16.6 mm, respectively. Second
harmonic excitation amplitude “ .5, 1, and 2 times the negative offset excitation
amplitude and PM “ 0.376, 0.404, and 1.602 mW for graphs (a) - (c).
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to the natural frequency. Again, at larger Γ3, the linear coupling produces more
power, while the gains for nonlinear coupling are less in the intermittent frequencies
than they were for the second harmonic case.
For the final case with both the second and third harmonics along with the
offset, the system was explored with two different amplitude trends. The first has
Γ2 “ Γ3 “ .5Γ1, Γ1, or 2Γ1. The results are shown in Fig. 4.14. For this case,
the linear coupling model shows the highest power levels across all frequencies, with
the y “ 16.6 mm offset nonlinear coupling model having the lowest efficiency. The
y “ 0 mm offset model shows power levels near that of linear coupling for any
of the excitation frequencies at or near the natural frequency and higher harmonic
excitation amplitudes. The other trend explored in Fig. 4.15 shows cases where
Γ2 ‰ Γ3. The results here are similar to those in Fig. 4.14. Linear coupling has the
highest power for all four amplitude configurations across all offsets and the y “ 16.6
mm offset has the lowest power for all four. Likewise, the y “ 0 mm offset has similar
power levels to that of the linear coupling. This similarity is somewhat selective, as
power levels are much closer for the higher excitation amplitudes in the lower plots
and much farther for the lower excitation amplitude when the smaller of the two
frequencies is near the natural frequency.
4.4 Conclusions
This chapter investigated the response behavior of an energy harvester that uses
electromagnetic induction to convert ambient vibration into electrical energy. Fur-
thermore, this chapter explored the system’s response behavior when either a linear
or a physically motivated form of nonlinear coupling was applied. The derived form
of the nonlinear model was found to be consistent with those produced produced
by other authors, such as Refs. [3, 75] with peak flux regions offset from the cen-
ter. Approximate analytical solutions were derived for single-frequency excitation
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Figure 4.13: Dimensionless electrical power vs. offset frequency normalized by the
natural frequency with excitation frequencies at a negative offset from the natural
frequency and the third harmonic of the offset. Black represents linear coupling
analytical solutions, while grey dotted and dashed lines are nonlinear coupling with
coil positioning at y “ 0 and 16.6 mm, respectively. Third harmonic excitation
amplitude “ .5, 1, and 2 times the negative offset excitation amplitude and PM “
0.382, 0.387, and 1.497 mW for graphs (a) - (c).
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Figure 4.14: Dimensionless electrical power vs. offset frequency normalized by the
natural frequency with excitation frequencies at a negative offset from the natural
frequency and the second and third harmonic of the offset. Black represents linear
coupling analytical solutions, while grey dotted and dashed lines are nonlinear cou-
pling with coil positioning at y “ 0 and 16.6 mm, respectively. Second and third
harmonic excitation amplitude “ .5, 1, and 2 times the negative offset excitation
amplitude and PM “ 0.394, 0.417, and 1.654 mW for graphs (a) - (c).
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using Harmonic Balance; the predictions from the approximate analytical solutions
were found to favorably correlate with the results of numerical simulations. Linear
coupling showed a theoretically higher peak (at mechanical resonance) power output
over the nonlinear model for all coil offsets at excitation amplitudes above 5 m s´2.
This was the result of electrical system saturation for all nonlinear models as magnet
oscillations increased into regions of negligible coil flux. While this points to the ben-
efit of the linear coupling for single-frequency excitation, note that the linear model
is physically unrealistic for this type of electromagnetic generator, i.e., due to space
limitations. At lower excitation amplitudes (ă 5 m s´2), a coil offset, one that placed
the peak flux at the oscillation center (y “ 16.6 mm), was found to have the highest
power output – illustrating its usefulness in applications where excitation amplitude
is expected to be below a given level. Additionally, as Γ was increased, higher har-
monics appeared in the current response, requiring more terms to accurately capture
the true response of the system; this illustrates the more complex behavior that is
an outcome of the nonlinear coupling model.
Electrical circuit optimization was also found to correlate well with the values
obtained from the approximate analytical solutions. For the given system parame-
ters, both the linear and all nonlinear coupling models showed that the peak power
was produced when the resistance of the load matched the internal resistance of the
coil.
Multi-frequency excitation was also investigated analytically – thus requiring a
hybrid analytical/numerical approach to be taken for the nonlinear coupling model.
Three different excitation types were explored with either two or three input frequen-
cies. The first included excitation at the natural frequency and an offset from that
frequency. For this excitation, the linear model showed a wider band of useful offset
frequencies for all levels of the second frequency excitation. The second excitation
type with both the first and second frequencies at an offset above and below the
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Figure 4.15: Dimensionless electrical power vs. offset frequency normalized by the
natural frequency with excitation frequencies at a negative offset from the natural
frequency and the second and third harmonic of the offset. Black represents linear
coupling analytical solutions, while grey dotted and dashed lines are nonlinear cou-
pling with coil positioning at y “ 0 and 16.6 mm, respectively. For (a) Γ2 “ Γ1{2 and
Γ3 “ Γ1, (b) Γ2 “ Γ1 and Γ3 “ Γ1{2, (c) Γ2 “ Γ1 and Γ3 “ 2Γ1, and (d) Γ2 “ 2Γ1
and Γ3 “ Γ1. PM “ 0.407, 0.407, 1.615, and 1.615 mW for graphs (a) - (d).
system natural frequency showed a similar linear coupling advantage however not
over all frequencies. As the offset from ω0 was increased, the y “ 16.6 mm offset
nonlinear coupling produced higher power levels, especially at lower excitation am-
plitudes. Although this increase is small, it shows potential for nonlinear coupling
in systems where the dominant frequency has a high level of variability.
The last excitation type shows the most promise for nonlinear coupling over lin-
ear coupling. At low excitation amplitude for either the second or third harmonic of
the offset frequency, nonlinear shows large gains over linear coupling for the y “ 16.6
mm offset across all offset frequencies and most significantly when the second or
85
third harmonic is at ω0. This power increase shows the benefit for nonlinear cou-
pling in systems where one lower amplitude harmonic is likely to be present and the
dominant frequency has a degree of uncertainty. However, for the cases where there
is both the second and third harmonic present, these gains are eliminated for the
y “ 16.6 mm offset. However, for higher excitation levels, in the case where both
harmonics are present, the centered-coil model provides similar power levels to that
of linear coupling. One possible use for this behavior would be adjustable coils in
an environment with many different harmonic excitation forms. At low amplitudes
when only the second or third harmonic present, the coil would be most useful offset
at y “ 16.6 mm. As excitation amplitude increased or another harmonic became
more prevalent in the environment, the coil positioning could switch, allowing for
more efficient power generation. Numerical simulations, executed for the second
harmonic case, also illustrated the accuracy of the analytical techniques used to find
multi-frequency solutions. These investigations not only highlight the detriments
and benefits of nonlinear electromagnetic coupling, but also form a base for fur-
ther exploration of more diverse energy scavenging systems and complex vibration
environments.
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5Two beam system with a bistability from magnetic
coupling
Vibration energy harvesting has grown over the past decade with researchers explor-
ing a variety of ideas to fulfill the need for small-scale, portable power generation
[2, 68, 86–89]. Early research designed systems that had to be tailored to a spe-
cific environment, focusing on linear resonant optimization design [90–92]. Recent
progress has been made in the way of broadband harvesters with stochastic, multi-
frequency, and frequency shifting environments, paving the way for the emergence of
nonlinear energy harvesters [9, 13, 16, 93] and multiple degree-of-freedom [19, 94, 95]
harvesters alike.
One class of systems explored has been the bistable Duffing oscillator [13, 16].
This single degree-of-freedom oscillator has shown promise for broadband energy
harvesting and efficacy in multi-frequency environments [66]. Oscillations have re-
gions of high energy, well mixing chaotic behavior, as well as coexisting periodic well
mixing solutions and low energy intrawell solutions. The intrawell behavior shows a
softening dynamic, while the large, well mixing behavior has a hardening signature.
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These well mixing transitions are high energy interactions, with larger velocity than
the intrawell solutions.
Explorations of transduction methods, such as electromagnetic [9], and simple
electrical harvesting circuits indicate that in the case of linear coupling, electrical
circuitry driving voltage scales with the system velocity. Taking a step further, if the
inductive effects of the coil are ignored, electrical power is proportional to the square
of the velocity. Additionally, for low levels of coil induction, the electrical force on
the mechanical system comes in the form of electrical damping, scaling with the
velocity much like mechanical viscous damping. In this system, only the mechanical
system is modeled, analyzed, and tested. Parallels to the energy harvesting potential
of the device are derived from the assumption of linear transduction, low inductance
in the proposed electrical system, and a combined electrical and mechanical viscous
damping. To this end, the power comparison term will be the squared velocity of
the oscillators. Additional considerations for a harvesting system such as voltage
rectification are highlighted in the body of the chapter.
This chapter considers a two degree of freedom mechanical system with bistability
created from the oscillator magnetic tip interactions or coupling. The investigation
focuses primarily on the phenomenologically richness of the system with considera-
tions for a theoretical power harvesting configuration. Magnetic tip masses are added
to two cantilever beams and oriented so as to induce a magnetic repulsion force. This
repulsion, given the proper parameters of the system, creates a mechanical dual-well
potential energy. Exploration of the multiple attractors is detailed as they exist
across the broad excitation parameter space.
First, governing equations modeled to mimic the physical behavior are derived
from energy expressions. Numerical time-marching investigations are then used to
discover the unique interwell and intrawell vibrations, period doubling cascades, sub-
harmonic oscillations, in and out of phase oscillations, and chaotic behavior. This
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Figure 5.1: Experimental system image showing the measurement and excitation
equipment. Beam displacements were measured with laser displacement sensors and
the the shaker table acceleration was measured with a single-axis accelerometer.
behavior will also be viewed from a power harvesting perspective to draw realistic
comparisons for the energy harvesting capability of the system. This exploration
is then mirrored in the experimental system, serving to validate the existence of
unique phenomenological behavior and validate the power considerations for energy
harvesting.
This chapter is structured as follows. Section 5.1 illustrates the two degree of
freedom bistable system and details the energy based equation of motion derivation.
The next section discusses the numerical investigations from time-marching simula-
tions, including parameter sweeps and specific phenomena demonstrations. Section
5.3 details experimental results to validate phenomenological existence. Conclusions
and discussions are in the final section.
Figure 5.2: Schematic diagram of a two cantilever beam system with tip masses
shown in a bistable configuration a) and a detailed diagram of the tip mass geometry
(inset b).
5.1 Magnetically coupled two beam system
An image of the experimental apparatus is shown in Fig. 5.1. The system consists
of two cantilevered carbon fiber beams with attached magnetic tip masses. The
tip masses are made up of neodymium permanent magnets in a casing that offsets
them from the tips of their respective beams. The magnets are oriented with aligned
polarity so as to generate a nonlinear repulsive force. Inside a critical separation
distance, this repulsive force overcomes the restoring force of the elastic beams and
forces a static deflection of the beams in opposite directions. In this configuration,
each beam is bistable with opposite directional stability. Figure 5.2 shows a diagram
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of the experimental system along with the relevant dimensions. Parameters for the
physical system are listed in Table 5.1. The beams were attached to a shaker table
that provided the oscillatory environment. Also attached to the table were a set
of laser displacement sensors (Microepsilon OptoNCDT LD 1605-100) was used to
measure the oscillations of the beam tips and an accelerometer (PCB Piezotronics
something or other) to measure the base acceleration. The signals then went through
a high-pass filter to eliminate electrical signal noise from the surrounding electronics
before being measured by the data acquisition equipment.
To develop an adequate model for the dynamic behavior of this bistable system,
it is presumed that deflections are large enough to constitute a third order nonlinear
beam approximation. This is derived primarily from Ref. [70].
5.1.1 Cantilever beam expressions
The n-th beam, where n “ 1 represents the first beam and n “ 2 the second, have
kinetic energy
TB,n “ 1
2
ż Ln
0
ml,n
`
9u2n ` p 9vn ` 9vbq2
˘
dsn . (5.1)
where Ln is the length of the n-th beam, unpsn, tq is an axial oscillation in the global
x direction, vnpsn, tq is a transverse oscillation in the global y direction, vbptq is the
prescribed excitation of the base, ml,n is the mass per unit length, and sn is the
arc length coordinate along the beam. An overdot indicates a time derivative. The
system also has kinetic energy associated with translations and rotations of the rigid
body tip mass
TT,n “ 1
2
mt,n 9~rT,n ¨ 9~rT,n ` 1
2
Iζζ,n 9ψnpLn, tq2 , (5.2)
where the rotational inertia of the mass about the tip of the beam is Iζζ,n, the angular
velocity at the tip is 9ψnpLn, tq, and the position vector 9~rT,n is illustrated in Fig. 5.2
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to be
~rT,nptq “
»
– Ln ` unpLn, tq ` dt,n cosψnpLn, tqvnpLn, tq ` dt,n sinψnpLn, tq ` vbptq
0
fi
fl , (5.3)
where the center of mass offset distance from the tip of the beam is dt,n. The potential
energy of the beam is the result of internal strain energy in the material and is an
expression of the beam curvature
VB,n “ 1
2
ż Ln
0
EIζ,nψ
12
n psn, tq dsn , (5.4)
where ψ1npsn, tq is the curvature or the spatial angle change over the length of the
beam, E is the elastic modulus of the beam material, and Iζ,n is the second moment
of inertia for the beam cross-section about the central axis of bending.
Given the fully nonlinear beam expressions, simplification of the energies to fourth
order allows for third order nonlinearities to persist in the equations of motion. First,
it is assumed that the beams are inextensible such that
p1` u1nq2 ` v12n “ 1 , (5.5)
where the prime (1) symbol is a spatial derivative. Given this condition, angular
beam rotations are related to translational oscillations by
tanψn “ v
1
n
1` u1n
. (5.6)
This constraint also allows for an approximation of the axial oscillations. First,
consider transverse oscillations and first spatial derivatives to have order ǫmagnitude,
where ǫ ăă 1. With Eq. 5.5, ǫ4 order substitutions are derived
u1n « ´
1
2
ǫ2 v12n ´
1
8
ǫ4 v14n and un « ´
1
2
ǫ2
ż sn
0
v12n dsn ´
1
8
ǫ4
ż sn
0
v14n dsn . (5.7)
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With incorporation of angle and axial approximations into energy expressions in
Eqs. 5.1 - 5.4 and elimination of higher order terms, the beam energy expressions
become
TB,n “ 1
2
ż Ln
0
ml,n
˜
1
4
ˆ B
Bt
ż sn
0
v12n dsn
˙2
` p 9vn ` 9vbq2
¸
dsn , (5.8)
TT,n “ 1
2
mt,n
˜ˆ
1
2
B
Bt
ż sn
0
v12n dsn ` dt,nv1n 9v1n
˙2
`p 9v1 ` 9vb ` dt,n 9v1nq2
¸
`1
2
Iζζ,n
ˆ
9v12n
`
1` v12n
˘˙
,
(5.9)
VB,n “ 1
2
ż Ln
0
E Iζ,n
`
v22n
`
1` v12n
˘˘
dsn . (5.10)
The last energy expression is the potential energy of the magnet interactions and
is derived in the next subsection.
5.1.2 Magnetic potential energy
Figure 5.2 illustrates the important magnet variables and the geometry of the system.
For a system of two magnets, modeled as dipoles with magnetization concentrated
at a single point, the potential energy [40, 41] of magnet 1 as a result of the field
generated by magnet 2 is
UM “ ´~p1 ¨ ~B21 “ ~p1 ¨
˜
µ0
4π
ˆ
~p2
|~r21|3
´ p~p2 ¨ ~r21q 3~r21
|~r21|5
˙¸
. (5.11)
where ~r21 is a vector from magnet 2 to magnet 1, ~p2 is the magnetic moment of
magnet 2, ~p1 is the magnetic moment of magnet 1 , and µ0 “ 4π ˆ 10´7 H/m is the
permeability of free space. As shown in Fig. 5.2, in this system each magnet sits at
the end of its beam with a center dm,n from the tip of the beam and the two beams
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are separated dz at their bases. The resulting position vectors are
~r1ptq “
»
– L1 ` u1pL1, tq ` dm,1 cosψ1pL1, tqv1pL1, tq ` dm,1 sinψ1pL1, tq ` vbptq
0
fi
fl (5.12)
and ~r2ptq “
»
– L2 ` u2pL2, tq ` dm,2 cosψ2pL2, tqv2pL2, tq ` dm,2 sinψ2pL2, tq ` vbptq
dz
fi
fl . (5.13)
With the inexstensible condition and the assumption that dm,1 “ dm,2, the separation
vector between the two magnets becomes
~r21 “ ~r1´~r2“
»
———–
L1 ´ L2 ` u1pL1, tq ´ u2pL2, tq ` dm
´a
1´ v1
1
pL1, tq2 ´
a
1´ v1
2
pL2, tq2
¯
v1pL1, tq ´ v2pL2, tq ` dm
´
v11pL1, tq ´ v12pL2, tq
¯
´dz
fi
ffiffiffifl .
(5.14)
The magnetization vectors are ~p “ ~P vˆ where vˆ is volume of the magnet and ~P is the
magnetization per unit volume vector. Figure 5.2 shows the magnetization vectors
of the magnets in the direction of the beam tip angle ψnpLn, tq. With substitution
of the inexstensibility constraint, the two magnetization vectors are
~pn “ |P |vˆn
»
–
a
1´ v1npLn, tq2
v1npLn, tq
0
fi
fl . (5.15)
The substitution of Eqs. 5.14 and 5.15 into Eq. 5.11 results in a highly nonlinear
expression for the magnetic energy between the two tip magnets.
5.1.3 Single mode equations of motion
From the energy expressions, the Lagrangian for the system is defined as a difference
between the kinetic and potential energies
L “ TB ` TT ´ VB ´ UM . (5.16)
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In order to find the set of governing equations for the two beam system, Hamilton’s
principle could be applied with variations of the transverse vibrations. Instead, it is
simpler to presume that base excitation will be near the first mode natural frequencies
of the beams. This allows for a modal expansion of the transverse vibrations into a
single term
vnpsn, tq “ Vnpsnq qnptq (5.17)
instead of a finite sum of N generalized coordinates and orthogonal modes. The gen-
eralized, time-varying coordinate is qnptq and the mode shape is Vn. To computation-
ally simplify the analysis, the assumed mode shape Vn is taken to be Vn “ psn{Lnq2,
which satisfies the geometric boundary conditions of the cantilevered beams and is
unity at sn “ Ln.
With substitution of Eq. 5.17 into energy expressions in Eqs. 5.8 - 5.10, lumped
parameter equations for the beam energies are derived, starting with the kinetic
energy of the beam,
TB “ 1
2
MB,1 9q
2
1
` 1
2
NB,1q
2
1
9q2
1
` FB,1 9q1 9vb
` 1
2
MB,2 9q
2
2
` 1
2
NB,2q
2
2
9q2
2
` FB,2 9q2 9vb ` 1
2
pZB,1 ` ZB,2q 9v2b ,
(5.18)
with parameters
MB,n “ ml,n
ż Ln
0
V 2n dsn, (5.19)
NB,n “ ml,n
ż Ln
0
ˆż sn
0
V 12n dsn
˙2
dsn, (5.20)
FB,n “ ml,n
ż Ln
0
Vndsn (5.21)
ZB,n “ ml,nLn , (5.22)
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and the kinetic energy of the rigid body tip mass
TT “ 1
2
MT,1 9q
2
1
` 1
2
NT,1q
2
1
9q2
1
` FT,1 9q1 9vb
` 1
2
MT,2 9q
2
2
` 1
2
NT,2q
2
2
9q2
2
` FT,2 9q2 9vb ` 1
2
pZT,1 ` ZT,2q 9v2b ,
(5.23)
with parameters evaluated at sn “ Ln
MT,n “ mt,n pVn ` dt,nV 1nq2 ` Iζζ,nV 12n (5.24)
NT,n “ mt,n
ˆż sn
0
V 12n dsn ` dt,nV 12n
˙2
` Iζζ,nV 14n (5.25)
FT,n “ mt,n pVn ` dt,nV 1nq (5.26)
ZT,n “ mt,n , (5.27)
and finally, the beam potential energy
VB “ 1
4
KA,1q
4
1
` 1
2
KB,1q
2
1
` 1
4
KA,2q
4
2
` 1
2
KB,2q
2
2
, (5.28)
using parameters
KA,n “ 2EIζ,n
ż Ln
0
V 12n V
22
n dsn (5.29)
KB,n “ EIζ,n
ż Ln
0
V 22n dsn . (5.30)
With substitution of Eqs. 5.18 - 5.28, Eq. 5.16 becomes the lumped parameter
Lagrangian
L “ 1
2
M1 9q
2
1
` 1
2
N1q
2
1
9q2
1
` F1 9q1 9vb ` 1
2
M2 9q
2
2
` 1
2
N2q
2
2
9q2
2
` F2 9q2 9vb ` 1
2
pZ1 ` Z2q 9v2b
´ 1
4
KA,1q
4
1
´ 1
2
KB,1q
2
1
´ 1
4
KA,2q
4
2
´ 1
2
KB,2q
2
2
´ UMpq1, q2q
(5.31)
having combined constants Mn“MB,n `MT,n, Nn“NB,n `NT,n, Fn“FB,n ` FT,n,
and Zn“ZB,n ` ZT,n.
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Table 5.1: System parameters for numerical studies.
Parameter Value Units
Carbon fiber modulus of elasticity, E 65 GPa
Linear mass density, ml,1 , ml,2 7.52 , 9.88 g/m
Beam length, L1 , L2 103.3 mm
Beam natural frequency, ω1, ω2 10.94, 8.71 Hz
Viscous damping constant, Qm 0.0289 N¨s/m
Second moment of inertia, Iζ,1 , Iζ,2 0.526, 0.335 mm
4
Beam tip to center of tip mass, dt,1 , dt,2 12.1 mm
Beam tip to center of magnet, dm,1 , dm,2 13.2 mm
Tip mass rotational inertia, Iζζ,1, Iζζ,2 2890 g/mm
2
Magnetization, |P |, Br/ µ0 1.05{p4π ˆ 10´7q T / (H/m)
Magnet volume, vˆ1, vˆ2 1608.8 mm
3
Beam separation distance, dz 2.22 cm
The Euler-Lagrange equations with the two generalized coordinates q1 and q2 and
form
d
dt
ˆ BL
B 9q1
˙
´ BLBq1 “ Q1 and
d
dt
ˆ BL
B 9q2
˙
´ BLBq2 “ Q2 (5.32)
are then applied to the Lagrangian to derive a system of ordinary differential equa-
tions. The generalized force terms Q1 and Q2 are defined by nonconservative work
functions, which in this case is a combined modal damping force with linear viscous
damping
Qn “ -Qm 9qn . (5.33)
With substitution of the Lagrangian and generalized force terms into Eq. 5.32,
the fully dimensional governing equations are
M1:q1 `N1q1
`
9q21 ` q1:q1
˘`Qm 9q1 `KB,1q1 `KA,1q31 ` BUMBq1 “ ´F1:vb (5.34)
M2:q2 `N2q2
`
9q2
2
` q2:q2
˘`Qm 9q2 `KB,2q2 `KA,2q32 ` BUMBq2 “ ´F2:vb . (5.35)
Note the third order nonlinearity for inertial, and elastic interactions. The magnetic
forces add an additional nonlinearity that couples the two beams. This system has
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Figure 5.3: Bifurcation diagrams for static tip deflection of beam 1 a) and beam 2
b) with the beam separation distance dz as the bifurcation parameter. The thick blue,
green, and teal lines indicate different corresponding sets of stable solutions, while
a thin (black) line indicates unstable solutions. Circles show symmetry breaking
bifurcation of experimental results . The other system parameters used are in Table
5.1.
two dimensional deflections with q1 and q2, but is four dimensional in the state space
(q1, q2, 9q1, 9q2).
5.1.4 Unforced behavior
Using Eqs. 5.34 and 5.35 and the nonlinear magnetic interactions with system pa-
rameters in Table 5.1, fixed point bifurcation diagrams are generated in Fig. 5.3. In
addition, the theoretical results are shown with experimental tests in order to com-
pare the experimental and theoretical models. These diagrams show that changes
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Figure 5.4: Tip displacement response to numerically simulated frequency sweeps
for excitation amplitudes of A “ 0.05g (a,b) and 0.095g (c,d) and system parame-
ters in Table 5.1. Plots (a,b) show softening intrawell oscillations, while plots (c,d)
illustrate the start of diverse behavior at low excitation.
in the separation distance dz result in changes in the static equilibrium points of
the two beam system. The thick lines show stable solutions, with green indicating
a beam 1 positive, beam 2 negative solution and blue the opposite and teal a zero
deflection state. The thin black line is an unstable solution that is the result of the
subcritical pitchfork bifurcation. Because of physical system imperfections such as
magnet misalignment, the experimental equilibrium points shown as black circles
indicate a symmetry breaking bifurcation, skewing the stable solutions to favor one
side.
This chapter investigates the capability of the two beam oscillator to resonate for
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Figure 5.5: Coexisting solutions for A “ 0.095g and f “ 8.35Hz from Fig. 5.4.
Time series samples are in plots (a) and (b) and phase portraits are shown in plots
(c) and (d) for intrawell period-1 solutions and quasi-periodic solutions, respectively.
a broader range of frequencies, beyond the capability of a linear system. To ensure
a rich behavior profile, the beams were separated by a distance of 2.22 cm, which
allowed for well escapes at low excitation amplitude.
5.2 Numerical investigations
This section explores the forced response of the nonlinear system. Figures show the
amplitude of oscillation, instantaneous squared velocity, and average squared veloc-
ity to give an accurate picture of the energy harvesting potential since the energy
converted into a coupled electrical circuit generally scales with velocity. Numerical
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Figure 5.6: Coexisting solutions for A “ 0.095g and f “ 9.9Hz from Fig. 5.4. Time
series samples are in plots (a) and (b) and phase portraits are shown in plots (c) and
(d) for intrawell period-1 solutions and well mixing period-7 solutions, respectively.
studies were simulated for forward and reverse frequency and amplitude sweeps. In-
dividual parameter set spaces were selected as well for comparative simulations with
varying initial conditions to illustrate coexisting oscillatory solutions. Figures below
depict oscillations of the first and second oscillator in light blue and pink, respec-
tively. Additionally, stroboscopicly sampled points taken at the beginning of each
period are marked in blue or red for the first and second oscillator, respectively. The
beam separation is dz “ 27.4 mm for all numerical studies and all other parameters
are found in Table 5.1.
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Figure 5.7: Tip velocity squared response to numerically simulated frequency sweep
at excitation amplitude of 0.095g showing higher response for well mixing chaotic
and periodic oscillations. This corresponds to Fig. 5.4c,d.
5.2.1 Broadband behavior
High energy oscillation for a wide band of frequencies is of particular interest. To
illustrate this system’s behavior, increasing and decreasing frequency sweeps were
numerically simulated by time-marching algorithms. A linear frequency sweep was
performed numerically by setting a base excitation with the form :v “ ´A sinp2πrf0`
1
2
frtstq, with f0 as the initial frequency and fr as the frequency sweep rate. To
accurately capture the nonlinear behavior as discussed in Ref. [96], the sweep rate
was kept exceedingly slow to fr “ ˘0.01 Hz/s.
The first set of frequency sweeps is shown in Figure 5.4 with forward sweeps on
the left and reverse sweeps on the right. For very low amplitude excitation (0.05g,
where g is 9.81 m/s2) in Fig. 5.4a,b, the oscillator shows an intrawell solution with
clear softening behavior. For a slightly higher amplitude (0.095g), the forward sweep
shows a small band of transient single well chaos near the second oscillator natural
frequency (8.713 Hz). For the reverse sweep in Fig. 5.4d, the behavior is more
diverse. For lower frequencies (near 8.2-8.5 Hz), the oscillator undergoes an intrawell
period doubling that often leads to chaotic solutions, however not in this case. This
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Figure 5.8: Tip displacement response to numerically simulated frequency sweeps
for excitation amplitudes of A “ 0.15g (a,b) and 0.3g(c,d) and system parameters in
Table 5.1. Plots (a,b) show diverse intrawell and well mixing solutions, while plots
(c,d) are dominated by chaotic well mixing.
doubling coexists with an intrawell low-amplitude solution. Figure 5.5 illustrates
these solutions in a time series and phase portrait. The period doubling phenomena
in the frequency sweep manifests as a quasi-periodic solution as shown in Fig. 5.5b,d.
Additionally in Fig. 5.4d, a region of chaotic well mixing solutions (near 10.1-10.6
Hz) is apparent, as is a period-7 solution (near 9.7-10 Hz). These oscillations both
coexist with small amplitude intrawell solutions. Coexisting at 9.9 Hz are a period-1
intrawell solution and period-7 well mixing solution as shown in Fig. 5.6.
Observing the velocity squared plot in Fig. 5.7 for the 0.095g sweep, an indication
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Figure 5.9: Coexisting solutions for A “ 0.15 and f “ 9.95Hz from Fig. 5.8. Time
series samples are in (a) and (b) and phase portraits are shown in (c) and (d) for
intrawell quasi-periodic solutions and well mixing period-5 solutions, respectively.
of the harvesting potential for different parameter spaces is evident. The reverse
sweep reveals a rich power potential. Certain chaotic vibrations are high energy for
both oscillators, but would require voltage rectification because of their out of phase
oscillation. Also, while the first oscillator shows a higher intra well oscillation velocity
at around 10.9 Hz than for the well mixing period-5 behavior near 9.9 Hz, the second
oscillator has a very limited velocity at this higher frequency and would likely have
a lower power output. When examining this power potential, the oscillatory phase
between the two beams is important. In phase behavior means the voltages in a
series connected system would add, thus increasing the power potential. This in-
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Figure 5.10: Tip displacement response to numerically simulated frequency sweeps
for excitation amplitudes of A “ 0.7g (a,b) and 0.9g and system parameters are in
Table 5.1. Both excitation amplitudes show coexisting chaotic and period-1 solutions
for forward and reverse sweeps.
phase motion is shown in Fig. 5.5a,c. Conversely, out-of-phase motion (see Fig. 5.6)
would require voltage rectification in the electrical system to fully utilize the voltage
sources. Doing so would have a voltage cost due to the diode voltage thresholds that
would need to factored into efficacy considerations.
Figure 5.8 plots the second set of sweeps with excitation amplitude of 0.15g
and 0.3g for a,b and c,d, respectively. Of particular interest is the low intrawell
period doubling near 9.95 Hz in subplot a that coexists with the period-5 well mixing
solution of subplot b. The coexisting intrawell quasi-periodic and well mixing period-
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Figure 5.11: Coexisting solutions for A “ 0.7g and f “ 11.1Hz from Fig. 5.10.
Time series samples are in (a) and (b) and phase portraits are shown in (c) and (d)
for well mixing period-9 solutions and chaotic solutions, respectively.
5 solutions at 9.95 Hz are shown in Fig. 5.9. Again, this out of phase motion would
require rectification of the coupled voltage for an electrical system. Figure 5.8 c,d
shows shifted regions of chaos between reverse and forward sweeps, as well as a
unique, period-4 solution for a narrow band around 10.95 Hz.
The final set of frequency sweeps is at a higher amplitude excitation (0.7g and
0.9g). In Fig. 5.10, the hardening effect of the large, interwell potential energy is
visible. For the forward sweeps in Fig. 5.10a,c, the large amplitude well mixing
solutions extend over much wider frequency ranges (near 7-10 Hz and 11.5-12.2 Hz
for a, and near 7-10.4 Hz and 11-12.6 Hz for c) than the reverse sweeps in b,d
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Figure 5.12: Asymptotic velocity squared average for beam tip 1 (blue) and 2 (red)
at A “ 0.7g and f “ 11.1 Hz excitation. Chaotic power is represented by thin lines
and period-9 by thick lines. This corresponds to Fig. 5.11 and shows higher power
for period-9 solutions.
(only near 7-7.4 Hz for b and near 7-8.1 Hz and 10.8-10.9 Hz for d). The reverse
sweep case shows solutions with large amplitude oscillations and well mixing chaotic
or small amplitude intrawell behavior. Both excitation amplitudes show period-
9 behavior, while the reverse sweep for A “ 0.9g has a brief region of period-7
oscillations that coexists with a chaotic region in the forward sweep. In Fig. 5.11, the
coexisting period-9 and chaotic well mixing behavior for 11.1 Hz and 0.7g is shown.
To illustrate the long term power potential, the asymptotic velocity for these two
solutions is displayed in Fig. 5.12. The period-9 solution has a higher asymptotic
average velocity and a more quickly converged value. In Fig. 5.13, the coexisting
period-1 and chaotic well mixing behavior for 9.5 Hz and 0.9g is shown, while Fig.
5.14 shows the asymptotic velocity squared behavior. This figure illustrates the large
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Figure 5.13: Coexisting solutions for A “ 0.9g and f “ 9.5Hz from Fig. 5.4. Time
series samples are in (a) and (b) and phase portraits are shown in (c) and (d) for
well mixing period-1 solutions and chaotic solutions, respectively.
amplitude period-1 solution for the second oscillator and the small solution for the
first, while the chaotic solutions have a similar velocity squared signature.
The velocity squared representation of the 0.7g frequency sweep in Fig. 5.15 high-
lights the velocity discrepancy between the periodic and chaotic well mixing solutions.
Chaotic solutions have a much lower velocity and therefore smaller power potential
than the much larger period-9 and period-1 well mixing solutions. Note however
that period-1 behavior is dominated by a single oscillator. For lower frequencies, the
second oscillator oscillates at much higher amplitude than the first, while for higher
frequencies the opposite is true. The result of this behavior is a velocity profile
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Figure 5.14: Asymptotic velocity squared average for beam tip 1 (blue) and 2 (red)
at A “ 0.9g and f “ 9.5 Hz excitation. Chaotic power is represented by thin lines
and period-1 well mixing by thick lines. This corresponds to Fig. 5.13 and highlights
the power difference between beams for the well mixing period-1 oscillations.
dominated by a single oscillator. In the case of the period-9 oscillations, however,
both oscillators respond with similar velocities. This dual oscillation would be ideal
for energy harvesting electrical systems that could take advantage of the additional
voltage source.
5.2.2 Amplitude dependence
The chaotic, period-n, and period-1 oscillations either intrawell or well mixing are
amplitude dependent, with hysteretic energy threshold levels dependent on initial
conditions. To illustrate these coexisting and amplitude dependent oscillatory phe-
nomena, amplitude sweeps were simulated with fixed excitation frequency and linear
increasing or decreasing excitation acceleration amplitude. This excitation takes the
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Figure 5.15: Tip velocity squared response to numerically simulated frequency
sweep at excitation amplitude of 0.7g showing discrepancy between the periodic and
chaotic well mixing solutions. This corresponds to Fig. 5.10a,b.
form :v “ ´pA0 ` Artq sinpΩtq, where Ω is the excitation amplitude, A0 is the initial
amplitude, and Ar is the rate of change. The rate of change is dependent on the
excitation frequency Ar “ ˘10´4 g / T where T is the excitation period.
Two sets of forward and reverse sweeps were simulated with one set at frequencies
below the lower natural frequency of the second oscillator (red/pink) and the other
above. The first set is shown in Fig. 5.16 with amplitude sweeps at 7.406 Hz for a-b
and 8.1 Hz for c,d. Hysteresis is apparent for both frequencies with the intrawell
to periodic well mixing at a much higher threshold for the forward sweeps than the
reverse sweeps. In the case of Fig. 5.16c, this high amplitude solution is preceded by
a chaotic well mixing band. The velocity squared signature in Fig. 5.17 for the 8.1
Hz amplitude sweeps again shows the level of the chaotic solution to be considerably
lower than the period-1 well mixing solution for the high amplitude oscillator and
much higher than the low amplitude oscillator.
The second set plots excitation amplitude sweeps for 9.824 Hz and 11.7 Hz in
Fig. 5.18. For a,b, chaotic solutions coexist with small amplitude oscillations. The
forward sweep transitions from low amplitude intrawell period-1 solutions to a har-
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Figure 5.16: Tip displacement response to numerically simulated amplitude sweeps
for excitation frequencies of f “ 7.406 Hz (a,b) and 8.1 Hz (c,d) and system param-
eters are in Table 5.1. Plots (a,b) show coexisting period-1 intrawell and well mixing
solutions, while plots (c,d) shows a band of chaotic solutions.
monic solution and back before jumping to chaotic well mixing, while the reverse
sweep eliminates the second period-1 solution, skipping straight from harmonics to
chaos. For c,d, the response increases linearly with the excitation in the forward
sweep, but the reverse shows chaotic and subharmonic solutions at higher ampli-
tudes.
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Figure 5.17: Tip velocity squared response to numerically simulated amplitude
sweeps at excitation frequency of 8.1 Hz, corresponding to Fig. 5.16c,d. This illus-
trates the response difference between period-1 and chaotic solutions.
5.3 Experimental investigation
This section describes the tests performed to verify the qualitative, phenomenological
behavior shown in the numerical investigation. In particular, excitation response with
coexisting solutions was sought, as well as the other interesting phenomena such as
subharmonic oscillations and well mixing chaotic responses.
5.3.1 Excitation results
A set of frequency sweeps and amplitude were performed to characterize the non-
linear behavior of the oscillators and correspond with the phenomenological findings
of the numerical studies. The excitation profile used for the experiments was the
same as the numerical simulations with linearly changing frequency at a rate of 0.01
Hz/s. Figure 5.20 shows forward and reverse frequency sweeps between 7 and 12
Hz at 0.1g excitation for a,b and 0.6g excitation for c,d. The rich behavior in the
theoretical system is mirrored by the experimental results. Figure 5.20a,b shows
softening behavior for the low frequency intrawell solutions and hysteretic region
of chaotic oscillations. Figure 5.20c,d is for larger excitation and therefore has a
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Figure 5.18: Tip displacement response to numerically simulated amplitude sweeps
for excitation frequencies of f “ 9.824 Hz (a,b) and 11.7 Hz (c,d) and system pa-
rameters are in Table 5.1. Coexisting solutions exist for sweeps at 9.824 Hz and 11.7
Hz.
larger frequency band of chaotic well mixing solutions. These solutions coexist with
subharmonics and intrawell period-1 oscillations. Also of note are large amplitude
intrawell solutions with in-phase oscillation. For energy harvesting purposes, this
in-phase oscillation would allow for the corresponding transducer voltages to add,
thus requiring now rectification.
Although the detailed frequency sweeps show no explicit evidence of high energy
subharmonic responses, the theoretical investigations suggest these are possible. Fig-
ure 5.21 illustrates such a parameter set, with 0.6g excitation amplitude at 9.1 Hz.
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Figure 5.19: Tip velocity squared response to numerically simulated amplitude
sweeps at excitation frequency of f “ 9.824 Hz, corresponding to Fig. 5.18a,b. This
highlights the response difference between chaotic and intrawell solutions.
Coexisting with the period-3 oscillation shown in the figure is a chaotic response with
a similar energy profile. As in the theoretical investigations, it is best to compute
the asymptotic squared velocity term for the two oscillators to explore the power
harvesting potential. Figure 5.22 shows the velocities of both oscillators for both
cases. The squared velocities of both cases are similar with oscillator 1 having a
larger velocity squared.
5.4 Summary and conclusions
This chapter explored a two beam bistable system to illustrate the rich phenomeno-
logical behavior of the system and provide a baseline study for a potential two beam
harvesting system. First, a detailed model was derived with large amplitude oscilla-
tion in mind including a magnetic potential model for the interaction between the
two tip magnets. These tip magnets served to couple the beams together and create
a potential energy profile with two distinct wells, giving each beam an individual
bistability. By selecting a magnet distance so as to create shallow local wells, the
system excitations both numerically and experimentally gave way to a wide array of
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Figure 5.20: Experimental beam tip response to frequency sweeps for A “
0.1g(a,b) and 0.6g(c,d). Plots (a,b) show the softening behavior and plots (c,d)
shows chaotic well mixing behavior in the experimental system.
well mixing and intrawell oscillations.
The numerical simulations based on the theoretical model were shown to ac-
curately mirror the phenomena seen in the experimental system. Chaotic solution
spaces were found to coincide with periodic and subharmonic solutions with differ-
ent initial conditions. Taking the analysis a step further, these chaotic solutions
showed lower velocity squared values than periodic well mixing solutions, pointing
to a higher energy potential for the periodically locked solutions. Additionally, the
chaotic solutions (as well as out of phase periodic) would require voltage rectification
to properly capture the generated electrical signals. The broadband behavior of the
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Figure 5.21: Experimental time series (a,b) and phase portrait (c,d) for coexisting
well mixing chaotic and period-3 oscillations, respectively. Excitation parameters
were A “ 0.6g and 9.1 Hz.
system further illustrated the usefulness of a two beam system with multiple natural
frequencies. Instead of an uncoupled system, the resonant intrawell behavior serves
to excite the non resonant beam and induce energetic solutions from both. It is these
high energy, high velocity periodic solutions that show the most promise for useful
conversion to electrical energy.
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Figure 5.22: Asymptotic velocity squared average for beam tip 1 (blue) and 2 (red)
at A “ 0.6g and f “ 9.1 Hz excitation. Chaotic power is represented by thin lines
and period-3 well mixing by thick lines. This corresponds to Fig. 5.21 and shows the
power similarity of the solutions.
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6Two dimensional lattice of beams with magnetic
tip masses
An understanding of the properties of periodic structures has been established in the
literature with a focus on microscale structures consisting of two or more materials
of different properties [24, 25, 31, 97]. Depending on the relationship between the
two materials properties, there may exist frequencies where waves do not propagate
throughout the structure [24, 25]. Likewise, similar research has also been done
to explore the existence of structures that have a similar effect on elastic waves.
These phononic structures have gained traction recently and the literature is rich
with reviews of previous work, theoretical analysis for particular structure configura-
tions, and experimental systems that show this behavioral response [30, 31]. These
structures have found applications in sound filtering, acoustic cloaking, and other
structural vibration areas [98–100]. However, the majority of work to this point has
focused on small scale structures, using microscale periodicity of materials.
Additionally, the uncertainty inherent in physical systems has been explored for 1-
D band gap systems [36]. Manufacturing uncertainty or material property variations
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can drastically change the performance of a system. Using numerical methods such as
Monte Carlo trials [101] or analytical methods [102, 103], the individual uncertainties
of system materials and geometries can be quantified for their effect on the system
behavior.
This chapter proposes a system that applies the principles of existing band gap
theory to a larger scale system with periodicity on the order of centimeters, not mi-
crometers. This hypothetical system is based on a system of plastic beam elements
affixed with small magnets at their tips. Fixed upright into a large array made up of
repeating unit cells, the magnet ends are given the same orientation across the array.
The resulting opposite magnetic forces effectively creates nonlinear spring interac-
tions in two dimensions within the array. This two dimensional oscillating system is
explored first as an infinite array of repeating N x N unit cells. Varying the mass
configuration in a simple 2 x 2 cell, the band structure for the periodically varying
infinite lattice is explored for the existence of frequency gaps with no propagating
waves. Uncertainty in this system is then explored by Monte Carlo simulations for
situations with an assumed probabilistic uncertainty in the mass and magnetization
properties. Additionally, the effects of boundary conditions associated with a finite
manifestation of the array system, as well as physical damping are considered for
periodically excited arrays of various sizes.
The chapter is organized as follows. Section 6.1 introduces the system and con-
structs the mathematical model for interactions of each oscillator, both from beam
properties and magnetic interactions. The next section examines different configu-
rations of an idealized, undamped, infinite system, before analyzing the propagation
of uncertainty of one such configuration. Section 6.3 explores the damped, finite
system. Conclusions follow in the final section.
119
Figure 6.1: System model for a lattice of oscillators organized into periodically re-
peating cells as indicated by the dashed box. Each oscillator is separated by distance
ds. Local indices j and k indicate oscillators within each cell, while p and q represent
cell indices.
6.1 System model
The hypothetical system consists of an array of beams organized into periodically
repeating cells of N x N oscillators. The proposed system configuration is shown
with overview of the array of oscillators in Figure 6.1 and a more detailed diagram
of the geometry of individual beam pairs in Figure 6.2. Each oscillator consists of a
uniform beam with a magnet fixed at the tip. All tip magnets are oriented such that
their polarity points in the `x direction, causing a nonlinear repulsive force between
pairs. The beams are separated in both the y and z direction by a distance ds.
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To create a model of the system, both elastic beam and magnetic interactions
must be considered. The relevant equations of motion for the system can be found by
first forming the kinetic and potential energy equations from Euler-Bernoulli beam
theory and a dipole model for the magnetic interactions.
6.1.1 Equations of motion
The kinetic energy of a single beam is a function of beam properties and can be
written as
TB “ 1
2
ż L
0
ml
´
9ˆvps, tq2 ` 9ˆwps, tq2
¯
ds , (6.1)
where vˆps, tq is a transverse oscillation in the global y direction, wˆps, tq is a transverse
oscillation in the global z direction, ml is the mass per unit length, and s is the arc
length coordinate along the beam. An overdot indicates a time derivative. Likewise,
the tip mass, taken to be a point mass at the beam tip, has kinetic energy
TT “ 1
2
mt
´
9ˆvpL, tq2 ` 9ˆwpL, tq2
¯
, (6.2)
where vˆpL, tq and wˆpL, tq are transverse oscillations of the beam tip (s “ L) and mt
is the tip mass. The potential energy of the beam is the result of internal strain
energy in the material and is an expression of the beam curvature
VB “ 1
2
ż L
0
`
EIζ vˆ
22ps, tq ` EIηwˆ22ps, tq
˘
ds , (6.3)
where a (1) symbol represents a spatial derivative along s, E is the beam modulus
of elasticity, and Iζ and Iη are the moment of inertia about the neutral axis of the
beam in the global y and z axis, respectively. The final piece is the potential energy
Vm which is a nonlinear function of the magnet interactions due to the surrounding
magnets.
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For simplicity, this system is assumed to be operational in frequency ranges about
the dominant first frequencies of the beams. Solutions are thus presumed to be
functions of the first oscillation mode and the generalized time coordinate for this
mode
vˆps, tq “ ψpsqvptq and wˆps, tq “ ψpsqwptq . (6.4)
where the mode shape ψpsq is taken to be the same for both oscillation directions.
This means the energy expressions for a single beam can be simplified to
T “ 1
2
ˆ
mtψpLq `
ż L
0
mlψpsq2ds
˙`
9v2 ` 9w2˘ “ 1
2
Mv,w
`
9v2 ` 9w2˘ (6.5)
U “ 1
2
ˆż L
0
EIBψ
2psq2ds
˙`
v2 ` w2˘` Vm “ 1
2
Kv,w
`
v2 ` w2˘` Vm (6.6)
where the beams are presumed to have circular cross-sections and IB “ Iζ “ Iη
and Vm is the potential energy due to magnetic interactions of the eight surrounding
magnets on the tip magnet under consideration. Assuming a polynomial mode shape
for the first mode
ψpsq “
´ s
L
¯2
, (6.7)
the mass and spring constants are
Mv,w “ mlL
5
`mt and Kv,w “ 4EIB
L3
. (6.8)
Applying Lagrange’s equation with v and w as the generalized coordinates, the
equations of motion for the two dimensional oscillation are
Mv,w:v `Kv,wv ` BVmBv “ 0 (6.9)
Mv,w :w `Kv,ww ` BVmBw “ 0 . (6.10)
The following section will derive the energy expression for the magnetic interaction
between two tip masses.
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Figure 6.2: Diagram and parameters for interactions between two beams with
magnetic tip mass.
6.1.2 Magnetic potential energy
This section derives the nonlinear interactions for a pairing of adjacent beams as di-
agrammed in Figure 6.2. Each magnet is modeled as a magnetic dipole concentrated
at the tip of the beam with an appropriate magnetization strength and direction.
Interactions between the two dipoles depend on the magnetization vectors of each
and the separation vector ~r12 between the two. The magnetic field generated by the
second magnet at the location of the first is defined
~B12 “ ´µ0
4π
ˆ
~p2
|~r12|3
´ p~p2 ¨ ~r12q 3~r12
|~r12|5
˙
, (6.11)
where µ0 “ 4π ˆ 10´7 H/m is the permeability of free space, and ~p2 is the magneti-
zation vector of the second magnet. This magnetization is represented by ~p “ ~Mvm,
where vm is volume of the magnet and ~M is the magnetization per unit volume vec-
tor. The potential energy of the first magnet as a result of the magnetic interactions
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of the second becomes
U12 “ ´~p1 ¨ ~B12 . (6.12)
For the hypothetical system with the mode shape given in Eq. 6.7, the magnetization
vector for either is written
~p “ | ~M |vm
»
—–
1
2v
L
2w
L
fi
ffifl . (6.13)
The displacement vector is a function of the beam spacing and the relative deflection
at the tip,
~r12 “
»
– v1 ´ v2 ´ svw1 ´ w2 ´ sw
0
fi
fl , (6.14)
with beam spacing sv, sw “ ˘ds depending on the beam positioning relative to one
another.
With substitution of Eqs. 6.13 and 6.14 into Eq. 6.12, an expression for the
potential energy between a single set of beams is derived. The partial of this potential
energy function can then be taken with respect to the oscillations of the tip in the y
and z directions, vptq and wptq, to arrive at nonlinear expressions for the forces due
to magnetic interactions.
For the finite case, the nonlinear magnet expression is used to find the equilibrium
deflections of the oscillators as well as the Jacobian about these equilibria. The
negative of the Jacobian at the equilibria acts as the stiffness matrix for the analysis
in Section 6.3. However, for the infinite system, oscillations are about the centered,
zero-deflection equilibrium and a Taylor series approximation about this fixed point is
used to derive linear expressions for the effective stiffness. Combining a central beam
and magnet with the interactions from the eight surrounding beams and magnets
and using the notation from Figure 6.1, the equations of motion for the pj, kq-th
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beam element in the y direction are
Mj,k:vNp`j,Nq`k “ K´vwvNp`j,Nq`k
`Km pˆ1` Cmq vNp`j,Nq`k´ 1´
ˆ
1´ 1
2
Cm
˙
vNp`j,Nq`k
˙
`Km pˆ1` Cmq vNp`j,Nq`k`1´
ˆ
1´ 1
2
Cm
˙
vNp`j,Nq`k
˙
` 1
4
Km p1` 2Cmq pvNp`j,Nq`k´vNp`j`1,Nq`kq
` 1
4
Km p1` 2Cmq pvNp`j,Nq`k´vNp`j´ 1,Nq`kq
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
vNp`j`1,Nq`k´ 1´
ˆ
1´ 8
3
Cm
˙
vNp`j,Nq`k
` 5
3
wNp`j,Nq`k´
ˆ
5
3
` 4Cm
˙
wNp`j`1,Nq`k´ 1
¸
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
vNp`j´ 1,Nq`k`1´
ˆ
1´ 8
3
Cm
˙
vNp`j,Nq`k
` 5
3
wNp`j,Nq`k´
ˆ
5
3
` 4Cm
˙
wNp`j´ 1,Nq`k`1
¸
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
vNp`j`1,Nq`k`1´
ˆ
1´ 8
3
Cm
˙
vNp`j,Nq`k
`
ˆ
5
3
` 4Cm
˙
wNp`j`1,Nq`k`1´ 5
3
wNp`j,Nq`k
¸
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
vNp`j´ 1,Nq`k´ 1´
ˆ
1´ 8
3
Cm
˙
vNp`j,Nq`k`
ˆ
5
3
` 4Cm
˙
wNp`j´ 1,Nq`k´ 1´ 5
3
wNp`j,Nq`k
¸
, (6.15)
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and the z direction,
Mj,k :wNp`j,Nq`k “ K´vwwNp`j,Nq`k
` 1
4
Km p1` 2Cmq pwNp`j,Nq`k´wNp`j,Nq`k´ 1q
` 1
4
Km p1` 2Cmq pwNp`j,Nq`k´wNp`j,Nq`k`1q
`Km pˆ1` CmqwNp`j`1,Nq`k´
ˆ
1´ 1
2
Cm
˙
wNp`j,Nq`k
˙
`Km pˆ1` CmqwNp`j´ 1,Nq`k´
ˆ
1´ 1
2
Cm
˙
wNp`j,Nq`k
˙
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
wNp`j`1,Nq`k´ 1´
ˆ
1´ 8
3
Cm
˙
wNp`j,Nq`k
` 5
3
vNp`j,Nq`k´
ˆ
5
3
` 4Cm
˙
vNp`j`1,Nq`k´ 1
¸
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
wNp`j´ 1,Nq`k`1´
ˆ
1´ 8
3
Cm
˙
wNp`j,Nq`k
` 5
3
vNp`j,Nq`k´
ˆ
5
3
` 4Cm
˙
vNp`j´ 1,Nq`k`1
¸
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
wNp`j`1,Nq`k`1´
ˆ
1´ 8
3
Cm
˙
wNp`j,Nq`k
`
ˆ
5
3
` 4Cm
˙
vNp`j`1,Nq`k`1´ 5
3
vNp`j,Nq`k
¸
` 3
32
?
2
Km
˜ˆ
1` 4
3
Cm
˙
wNp`j´ 1,Nq`k´ 1´
ˆ
1´ 8
3
Cm
˙
wNp`j,Nq`k
`
ˆ
5
3
` 4Cm
˙
vNp`j´ 1,Nq`k´ 1´ 5
3
vNp`j,Nq`k
¸
. (6.16)
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Magnetic constants are
Km “ 3µ0v
2| ~M |2
πd5s
and Cm “ 2d
2
s
3L2
, (6.17)
with the assumption that identical magnet volume and magnetization exists through-
out the lattice.
6.2 Infinite lattice analysis
The hypothetical periodic array of beams under consideration is made up of a finite
number of N x N unit cells. However, it is simplest and valuable to first analyze
an infinite lattice made up of these N x N cells. Since the lattice is infinite, the
assumed wave solution for v and w oscillations is that of a wave with the form
vNp`j,Nq`kptq “ Aj,keippNp`jqγw`pNq`kqγv´ωtq (6.18)
wNp`j,Nq`kptq “ Bj,keippNp`jqγw`pNq`kqγv´ωtq , (6.19)
where Aj,k and Bj,k are wave amplitudes, γv and γw represent components of the
wavevector ~γ, and ω is the frequency of oscillation. Substitution of the these wave-
forms for each oscillator within the cell creates a system of equations for vibration
in each periodically repeating cell. To connect the effects between cells, periodic
boundary conditions are applied such that
Aj´1,k “ AN,k for j “ 1 and Aj`1,k “ A1,k for j “ N , (6.20)
with equivalent expressions for k periodic boundaries and wave amplitudes B. Ap-
plying the periodic boundary conditions to the system equations and simplifying, a
corresponding eigenvalue problem emerges
`
Gpγv, γwq ´ ω2I
˘
~A “ ~0 (6.21)
where G is a function of the two wavevector components, ~A is a 2N2 x 1 solution
vector including both v and w wave amplitudes, I is a 2N2 x 2N2 identity matrix,
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Figure 6.3: The Brillouin zone with boundary P ´ Q ´ R ´ P for wavevector
normalized by cell size N . It is along this path where extrema exist for the band
structure.
and ω is the oscillation frequency. For these eigenvalue problems, analysis is not
needed for all possible wavevectors. Figure 6.3 shows the two dimensional Brillouin
zone, restricting the necessary analysis to the illustrated triangle for square unit cells
as proven in Ref. [35]. Along the same lines, it has been shown that the eigenvalue
problem only needs to be solved on the boundary encompassed by the triangle P ´
Q´R ´ P where the wave propagation frequency extrema exist.
6.2.1 Exploration studies of the 2 x 2 unit cell
In this section, an infinite lattice made up of repeating 2 x 2 unit cells is explored.
The homogeneous system of identical beams and tip masses with mass mA creates
a band structure with no gaps and propagation across a range of frequencies, as
shown in Figure 6.4. The more interesting behavior occurs when the beam or mass
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Table 6.1: Beam, magnet, and system parameters
Parameter Value Units
Linear mass density, ml 8.23 g/m
Magnet volume, v 150.8 mm3
Magnetization, |M |, Br/ µ0 1.32{p4π ˆ 10´7q T / (H/m)
Beam length, L 152.4 mm
Beam modulus of elasticity, E 2.3 GPa
Area moment, IB 4.99 mm
4
Magnet plus additional tip mass A, mA 1.3 g
Magnet plus additional tip mass B, mB 2.3 g
Beam sparation distance, ds 21.6 mm
properties are changed for varying configurations within the unit cell. For the case
of this study, properties of the system are given in Table 6.1 with additional mass to
the beam tips providing the periodic property variation.
In the first case, a single beam is given the larger mass mB at its tip while the
other three are given mass mA. Figure 6.5 shows the resulting band structure for
wave propagation as a function of the wavevector of the Brillouin zone boundary.
Note the existence of a band gap in the frequency range 24.5 - 28.4 Hz.
The next configuration has the larger mass tips on two opposite corners of each
cell. This propagation band structure is shown in Figure 6.6. Here the band gap has
shifted to the frequency range 25.0 - 32.2 Hz for a larger frequency band gap.
The final configuration places the larger magnets next to one another in the
unit cell. This periodicity creates the band structure for the propagation of waves
shown in Figure 6.7. It is interesting to note the increase in propagation frequency
bandwidth and decrease of the band gap to 27.3 - 28.4 Hz.
By varying the periodicity of the unit cell structure, different propagation patterns
can be produced in the lattice. These patterns and resulting band gaps are sensitive
to the parameters of the system. In the case of this magnet based system, variations
in the tip mass and magnetization of the magnets can affect the band gap. The
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Figure 6.4: Band structure generated with system parameters given in Table 6.1 for
a homogenous system with no property variation and tip massmA. This case provides
a baseline structure for comparison with the periodically varied configurations.
propagation of this uncertainty is examined in the following section.
6.2.2 Uncertainty propagation
Variations in the tip mass and the remnant magnetization of the magnets can affect
the band structure of the infinite lattice of 2 x 2 unit cells. For the sake of simplicity,
this example assumes that the mass uncertainty manifests in a variation of the total
effective mass Mv,w multiplied by a factor. This factor has a Gaussian probability
distribution
Pfpxq “ 1
σ
?
2π
e´
px´µq2
2σ2 , (6.22)
where x is the mass multiplying factor, σ is the standard deviation, and µ is the
mean. For the multiplying factor, the mean µ “ 1 and the standard deviation is set
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Figure 6.5: Band structure generated with system parameters given in Table 6.1
for a system with the larger tip mass mB on a single beam and mA on the other
three. The region shaded in blue has no wave propagation at those frequencies.
to either σ “ 0.05 or 0.075. The magnetization, however, is presumed to take on a
more likely variation based on degradation of the magnetization of all magnets in the
lattice system, perhaps due to temperature change [104]. For this uncertainty, it is
assumed that the residual flux density Br of the magnets falls within a generalized
extreme value (GEV) distribution having the form
Pfpxq “ 1
σ
´
1` k
´x´ µ
σ
¯¯´1{k´1
exp
"
´
´
1` k
´x´ µ
σ
¯¯´1{k*
, (6.23)
where x is the magnet Br, σ is the scale parameter, k is the shape parameter, and µ is
the location parameter. This distribution allows for a maximum value and a leading
tail distribution and is used to approximate the residual flux in an environment
subjected to temperature increases that can cause magnetization degradation. The
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Figure 6.6: Band structure generated with system parameters given in Table 6.1
for a system with the larger tip mass mB on two beams diagonally across the unit
cell from one another. The region shaded in blue has no wave propagation at those
frequencies.
maximum value is the result of the theoretical maximum residual flux output for the
neodymium magnet material utilized by this device.
Two levels of uncertainty are used in this test in order to conduct a Monte Carlo
simulation of 10000 trials. Using the given probability distributions, values for the
residual flux density and the mass multiplying factor are chosen and the system solved
for the wave response. This is repeated for 10000 trials. The mass multiplying factor
distributions and residual flux density distributions are shown in Figure 6.8 for a
small level (red) and a larger level (blue) of uncertainty. The first distribution uses
a mass factor Gaussian distribution with mean factor 1 and a standard deviation of
only 0.05, while Br has maximum value 1.32 T, and GEV distribution parameters for
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Figure 6.7: Band structure generated with system parameters given in Table 6.1
for a system with the larger tip mass mB on two beams positioned on the same side
of the cell. The region shaded in blue has no wave propagation at those frequencies.
the shape k “ ´0.7, scale σ “ 0.1, and location µ “ 1.18. The second distribution
has a larger level of uncertainty with a mass Gaussian distribution with mean factor
1 and a standard deviation of 0.075 and Br with maximum value 1.32 T, and GEV
distribution parameters of k “ ´0.6, σ “ 0.15, and µ “ 1.07.
Two different configurations shown previously were examined for uncertainty ef-
fects. The first was the configuration with a single mB tip mass and three other mA
masses and had an idealized band structure shown in Fig. 6.5. Uncertainty in this
system for the first level is shown in Figure 6.9 with the larger level shown in Figure
6.10. The larger uncertainty in parameters leads to a larger uncertainty and a more
flat distribution of band gaps due a spreading of the distribution of the high and low
frequency values for the band structure.
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Figure 6.8: Probability density functions for low levels (red) and high levels (blue)
of parametric uncertainty of the residual flux density Br and the mass multiplying
factor.
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Figure 6.9: Monte Carlo trial probabilities for the lower (red) and higher (blue)
boundary frequencies for the band structure gap a) and the bandwidth of said gap b)
for the band structure in Figure 6.5. Trials were generated with the lower uncertainty
probability density functions shown in red in Figure 6.8.
The second configuration examined was the double mB tip mass at diagonal
from one another with mA for the other masses. The idealized band structure for
this unit cell type is shown in Fig. 6.6. Uncertainty in this system for the first level
is shown in Figure 6.11 with the larger level shown in Figure 6.12. Much like the
first configuration, the larger uncertainty in parameters leads to a spreading of the
distributions and greater uncertainty in the band gap size. Due to the larger idealized
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Figure 6.10: Monte Carlo trial probabilities for the lower (red) and higher (blue)
boundary frequencies for the band structure gap a) and the bandwidth of said gap
b) for the band structure in Figure 6.5. Trials were generated with the higher uncer-
tainty probability density functions shown in blue in Figure 6.8.
band gap, the likelihood that the large variation results in a completely degraded
gap is very small.
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Figure 6.11: Monte Carlo trial probabilities for the lower (red) and higher (blue)
boundary frequencies for the band structure gap a) and the bandwidth of said gap b)
for the band structure in Figure 6.6. Trials were generated with the lower uncertainty
probability density functions shown in red in Figure 6.8.
The Monte Carlo analysis indicates that larger levels of uncertainty manifest in
a larger set of possible values for the frequency gap in the band structure. For low
uncertainty the gaps show concentration about a mean level, while for the larger
uncertainty levels in mass and magnetization result in a large uncertainty, meaning
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Figure 6.12: Monte Carlo trial probabilities for the lower (red) and higher (blue)
boundary frequencies for the band structure gap a) and the bandwidth of said gap b)
for the band structure in Figure 6.6. Trials were generated with the lower uncertainty
probability density functions shown in blue in Figure 6.8.
a wider frequency bandwidth range and a flatter distribution of bandwidth values.
6.3 Finite system
While the infinite analysis provides an idealistic examination of the system, a more
relevant approach for experimental considerations takes into account the finite nature
of the physical system, as well as the effects of viscous damping on the oscillations.
Given a finite system of H x H unit cells of size N x N , a solution displacement
vector with length 2 pNHq2 exists for oscillations in both directions. The equation
that governs the oscillations is
rMs:~q ` rCs 9~q ` rKs~q “ ~0 (6.24)
where rMs, rCs, and rKs are the mass, viscous modal damping, and stiffness matrices,
respectively. The displacement solution
~q “ ~aeiΩt (6.25)
represents oscillations of frequency Ω in both directions with the first pNHq2 vector
terms for v and the second pNHq2 terms for w. Excitation is introduced by pre-
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scribing the motion of a single magnet in the w direction to an acceleration with
amplitude 0.5ˆ g where g is the acceleration of gravity or 9.81 m/s2. The damping
matrix rCs is presumed to be diagonal with components cNp`j,Nq`k “ 2ζ
a
Mj,kKv,w.
System solutions are found first by finding the equilibrium positions resulting from
the nonlinear magnet interactions for each oscillator. The negative of the Jacobian
matrix about from these equilibrium positions acts as the stiffness matrix rKs and
is used to solve for oscillation amplitudes ~a of Eq. 6.25.
The diagonal mB in the 2 x 2 mass configuration was used to compare the finite
lattice results with the infinite system results. The following figures show the fre-
quency response function (FRF) for oscillation acceleration relative to input forcing
for the v and w directions for subfigure a) and b) with system parameters in Table
6.1. Figure 6.13 illustrates the system dependence on the size of the lattice forH “ 5,
13, and 21 and ζ “ 0.001. Figure 6.14 likewise illustrates the system dependence on
the damping coefficient for ζ “ 0.001, 0.01, and 0.04 and H “ 13. The dependence
on the number of oscillators manifests in a frequency response function with a more
pronounced band gap as the number of cells increases and the boundary-less infinite
behavior is approached. For H “ 5 the band gap exists but has an attenuation that
is significantly less than the larger lattices. For the damping comparison, an increase
in the damping coefficient corresponds to a smoothing and flattening of the band
structure. For very low damping, the frequency response function has significant
attenuation in the infinite lattice band gap region. As damping increases, the atten-
uation within the bad gap is comparable, albeit smoother, however the peak values
relative to the prescribed excitation are significantly lower.
6.4 Conclusions
This chapter provides a theoretical exploration of a hypothetical macro scale energy
filtering system with periodically varying properties and band gap behavior. Modeled
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Figure 6.13: Frequency response function in decibels for the acceleration of the
oscillator at q “ H{2 ` 1, p “ H , j “ N , k “ 1 for changing numbers of unit cells
H . The solid, dashed, and dash-dot line represent H “ 5, 13, and 21, respectively.
The grey region with black boarders represents the band structure gap from Figure
6.6 while the other vertical black lines represent the lower and upper propagation
limits. System parameters used are found in Table 6.1 with ζ “ 0.001.
after phononic and photonic wave filtering systems, this larger system shows band
structures with gaps in wave propagation for the idealized infinite system, with or
without parametric uncertainty, and the more realistic finite system. Using magnetic
tip masses and the elasticity of beams, a hypothetical system of 2 x 2 unit cells is
proposed and analyzed.
The analysis first considers an infinite system of repeating 2 x 2 unit cells. The
array is assumed to have either consistent, homogenous properties within each cell
and thus throughout the array or non-homogenous properties in the 2 x 2 and thus
periodic property variation throughout the array. The homogeneous configuration of
the 2 x 2 unit cell with a gapless band structure was compared to three separate non-
homogenous configurations. These configurations showed gaps in wave propagation
with a shifting size and frequency location.
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Figure 6.14: Frequency response function in decibels for the acceleration of the
oscillator at q “ H{2 ` 1, p “ H , j “ N , k “ 1 for changing damping ratio ζ . The
solid, dashed, and dash-dot line represent ζ “ 0.001, 0.01, and 0.04, respectively.
The grey region with black boarders represents the band structure gap from Figure
6.6 while the other vertical black lines represent the lower and upper propagation
limits. System parameters used are found in Table 6.1 with H “ 13.
Recognizing the existence of uncertainty in physical systems, an uncertainty anal-
ysis was performed for variations of the mass and residual flux density of the tip mag-
nets. This analysis revealed that uncertainty in the parameters can cause changes in
the band gap location and size. It is this uncertain bandwidth and frequency location
that could be detrimental to the behavioral function of these band gap systems.
Furthermore, a more realistic, finite manifestation of the hypothetical was an-
alyzed with considerations for boundary conditions and damping that are ignored
in the infinite system characterization. These additional factors are shown to cause
erosion of the band gap structure, however not completely, as considerable signal
attenuation is still visible in the expected regions.
The exploration of this hypothetical macro-scale system provides a basis for ex-
perimental examinations, as well as a proof of concept for band gap structures in
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low frequency applications. For real systems, the uncertainty associated with vari-
ations in material properties along with the considerations of boundary conditions
and damping indicate that careful design and construction are important in ensuring
that the theorized band gap behavior is realized in the physical system.
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7Summary
This doctoral dissertation has explored the dynamics of systems with nonlinear,
magnetic interactions within the framework of energy harvesting and filtering. Non-
linearity has been utilized to more fully capture environmental vibrations and add
complexity to the basic behavior of prototypically linear systems. The developments
of this work include a method of analysis for nonlinear tip interactions of cantilever
beams, a comparative study on the effects of nonlinear electromagnetic coupling in
otherwise linear mechanical systems, a two beam, bistable oscillating system with
the potential for energy harvesting, and the low-frequency band gap behavioral ex-
ploration of a two dimensional array.
7.1 Conclusions
In Chapter 2, energy harvesting systems with four classes of resorting forces were
analyzed using harmonic balance. These classes were: linear, softening, hardening,
and bistable. The linear system showed the expected resonant peak near the natural
frequency, while the nonlinear systems were more complex. These systems showed
an increased power bandwidth, with the softening system having a peak that bent
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towards lower frequencies and the hardening having a higher frequency lean. The
bistable harvester showed a larger power potential at low frequencies with a well
mixing solution. Each of the nonlinear systems conveyed the existence of coexisting
solutions with off-resonance usable power not present in the linear harvester. The
robustness of the nonlinear systems to changing primary excitation frequencies or
input powers illustrated the advance of such systems over their linear counterparts.
Chapter 3 looked at the effects of highly nonlinear boundary interactions on
beam dynamics for a cantilever beam. Using a weakly nonlinear beam stiffness
approximation, the system was analyzed to find analytical mode shapes both with
and without the nonlinear magnetic tip forces. The chapter first explored the linear
cantilever system with considerations for adjustments to tip mass, tip mass offset,
and rotational inertia effects. Then a finessed approach using admissible functions
and Rayleigh-Ritz energy methods was used on the nonlinear tip force system to
find static deflections, mode shapes, and natural frequencies. This chapter’s use of
approximate numerical methods like Rayleigh-Ritz highlighted the care needed in
these highly nonlinear systems for admissible analysis.
Chapter 4 investigated the response of an energy harvester that uses electromag-
netic induction to convert ambient vibration into electrical energy. The chapter work
compared the system’s response behavior when either a linear or a physically moti-
vated form of nonlinear coupling is applied. The motivation for the chapter was the
prospect that nonlinear coupling could be used to improve the performance of an
energy harvester by broadening its frequency response. Combined theoretical and
numerical studies were utilized to investigate the harvester’s response for both single
and multi-frequency base excitation. The chapter showed the results of investigations
that unveiled regions in the parameter space where nonlinear coupling is better than
linear coupling and regions where the opposite is true. The meaningful conclusion of
this chapter study was that nonlinear coupling can sometimes be detrimental, but it
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can also be beneficial if properly designed into the system.
In Chapter 5, a two beam, magnetically coupled, bistable oscillator system was
investigated from the perspective of its integration into an energy harvester. The sys-
tem consists of two carbon fiber cantilever beams with attached magnetic tip masses.
The chapter derived governing equations and provided a numerical analysis of the
system. A rich array of phenomenological behavior including static bifurcations,
chaotic oscillations, and sub-harmonic orbits were unveiled. The phenomenological
behaviors found in the experiments were then compared with those obtained via
numerical studies. Observations were then made from an energy harvesting perspec-
tive on the advantages and disadvantages of using this highly nonlinear system as a
vibratory harvester.
Chapter 6 explored the band structure of a two dimensional lattice of oscillating
beams with magnetic tip masses. The chapter primarily focused on regions in the
band structure where wave propagation does not occur in the infinite permutation
of the system due to periodically varying the mass properties. For certain configu-
rations of the 2 x 2 repeating unit cell, it was shown that the frequency band gaps
manifest in different sizes and band locations. The uncertainty in the band gap re-
gions was additionally analyzed, using uncertainties associated with specific physical
parameters, to elucidate their influence on the band gap regions. Uncertainties in the
physical system were thus shown to causes changes in the band gaps that could be
detrimental to the filtering properties of the system. Boundary effects and damping
were also investigated for a finite-dimensional array, which shows an erosion of band
gaps that could limit the expected functionality.
7.2 Future work
The studies outlined above have numerous possibilities for future expansion. The
potential new investigations are organized by the relevance to a chapter detailed in
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this work including Chapter 3 on nonlinear tip interactions for a cantilever beam,
Chapter 4 on nonlinear coupling in linear systems, Chapter 5 on a two beam, mag-
netically coupled bistable oscillator system, and Chapter 6 on the band structure of
a two dimensional lattice of oscillating beams with magnetic tip masses.
7.2.1 Nonlinear tip interactions of a cantilever beam
The work detailed in Chapter 3 has a few areas of expansion related to the mode
shape analysis and its application. Instead of using a carbon fiber beam, the analysis
can expand to an energy harvesting system with a piezo-electric strip or piezo-ceramic
beam. The ability to select the first mode frequency by changing the magnet sepa-
ration distance would be a valuable tool in changing dynamic systems, allowing for
adaptability in the system. Beyond that, the potential for multi-mode excitation
in stochastic or multi-frequency environments could allow for higher utilization of
environmental vibrations.
Another adaptation that deserves a separate study is the inclusion of additional
magnets or the shifting of a single magnet radially from the beam’s primary axis. This
could create asymmetric potential energy signatures with different frequency charac-
teristics for different deflections. Such potential energy manipulation could provide
additional assistance in energy harvesting systems with complex, multi-frequency
environmental vibrations.
7.2.2 Linear and nonlinear coupling models
Chapter 4 provided a detailed look at a nonlinear coupling model for a linear me-
chanical oscillator. A clear future direction is an analysis for nonlinear mechanical
oscillators with hardening, softening, or bistable restoring forces. A similarly detailed
analysis of single and multi-frequency excitations in a system with nonlinearity in
both the electrical and mechanical system deserves a full study. Such a system could
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likewise show advantages for coil placement much like the analysis of the linear me-
chanical system.
A second area of expansion is the use of multiple coils with alternating coil wind
direction. The alternating wind direction combined with the use of multiple coils
could allow for a nonlinear coupling with a different coil flux shapes. These changes
could prove to have advantages that expand on those found in the chapter.
7.2.3 Two beam system with a bistability from magnetic coupling
The bistable two beam system shows potential for energy harvesting. The numerical
and experimental analysis provided a basis for this potential exploration, but an
analytical exploration could highlight particular advantages of this system design.
Because of the highly nonlinear nature, numerical continuation would be the most
likely method of analysis to unveil the complex spectral characteristics of the system
and the effects of damping changes on the system.
The next expansion would be a full scale energy harvesting study with an included
electrical coupling mechanism, either electromagnetic or piezoelectric transduction,
and an electrical system. Such a study would provide for energy harvesting compar-
isons with single oscillator systems or uncoupled two beam systems. Likewise, the
effects of electrical coupling on the system dynamics could be explored as it relates
to the power potential of the harvesting device.
Another future direction is the use of multiple coupled oscillators. A full explo-
ration of such a system’s potential for synchronization would provide a novel look
at nonlinear coupled synchronous systems. Work could focus on the potential for
synchronized oscillations that allow for higher collective power generation.
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7.2.4 Two dimensional lattice of beams with magnetic tip masses
The hypothetical two dimensional band gap system explored in Chapter 6 high-
lighted the potential for these systems for application in low frequency filtering. The
construction of such a system would act as an obvious first step for future work with
these systems. An exhaustive physical study could detail the effects of damping, lim-
itations on lattice size, and variations in the material and geometric characteristics
of the system.
Another analytical study potential lies in the inclusion of non-periodic changes
in the properties. Such a disruption, either in the form of a line or curve of different
cells or just a single different cell has shown potential in lattice systems to filter
or disperse energy differently. A complete study on the energy directive potential
and its application beyond energy filtering and into the harvesting realm could be
valuable as well.
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