Abstract-Quantification of anatomical shape changes still relies on scalar global indexes which are largely insensitive to regional or asymmetric modifications. Accurate assessment of pathology-driven anatomical remodeling is a crucial step for the diagnosis and treatment of heart conditions. Deep learning approaches have recently achieved wide success in the analysis of medical images, but they lack interpretability in the feature extraction and decision processes. In this work, we propose a new interpretable deep learning model for shape analysis. In particular, we exploit deep generative networks to model a population of anatomical segmentations through a hierarchy of conditional latent variables. At the highest level of this hierarchy, a two-dimensional latent space is simultaneously optimised to discriminate distinct clinical conditions, enabling the direct visualisation of the classification space. Moreover, the anatomical variability encoded by this discriminative latent space can be visualised in the segmentation space thanks to the generative properties of the model, making the classification task transparent. This approach yielded high accuracy in the categorisation of healthy and remodelled hearts when tested on unseen segmentations from our own multi-centre dataset as well as in an external validation set. More importantly, it enabled the visualisation in three-dimensions of the most discriminative anatomical features between the two conditions. The proposed approach scales effectively to large populations, facilitating highthroughput analysis of normal anatomy and pathology in largescale studies of volumetric imaging.
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I. INTRODUCTION
T HE quantification of anatomical changes and their relationship with disease is a fundamental task in medical image analysis, ultimately leading to new clinical insights and enhanced risk assessment and treatment. Recent improvements This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. in the medical image analysis field have been characterised by an increase of large-scale population-based initiatives [1] , [2] together with development of automated segmentation pipelines of anatomical structures, which recently achieved human-level performance [3] . In this context, the development of novel data-driven processing tools to enable quantitative assessment of the differences between normal anatomy and pathology has now received significant interest [4] , for instance in the study of cardiac remodelling where standard volumetric and mass analysis proved to be sub-optimal [5] .
Cardiac remodelling is a clinical term referring to any change in the heart shape and structure and it is a strong predictor of the clinical course of heart failure [5] , [6] . The gold-standard imaging technique to assess cardiac remodelling is cardiovascular magnetic resonance (MR) which enables the imaging of the heart at high-resolution and in three-dimensions (3D) [7] . However, classification and risk-stratification of cardiac-disease patients still rely on scalar indexes describing cardiac remodeling (e.g. left ventricular (LV) mass or ejection fraction) which neglect regional or asymmetric effects that occur during pathology, especially at early stages [5] , [6] . This proved to be critical in conditions such as hypertrophic cardiomyopathy (HCM), which is defined by the presence of LV hypertrophy that cannot be solely explained by abnormal loading conditions [8] , and can manifest in complex remodeling patterns not readily quantifiable using volumetric indices [9] .
In the last decade, computational extensions of conventional volumetric analysis have been introduced to study the 3D and regional nature of anatomical shape changes and to learn better shape descriptors [1] , [10] , [11] , [12] . In the literature, the analysis of large amounts of 3D anatomical shapes has been typically addressed through statistical shape models [13] , where principal component analysis (PCA) or similar dimensionality reduction techniques are used to analyse populations of structures of interest in terms of a mean template shape and its main modes of shape variation. These modes are then employed in the discrimination of distinct groups of subjects by means of their shape differences or to identify the shape features mostly associated with pathology. These approaches have been successful in many applications, including the visualisation of differences in heart geometry between preterm born individuals and controls [14] , the quantification of the main components of global shape variation in asymptomatic adults [15] , [16] , the discovery of main LV shape variation modes associated with myocardial infarction by means of logistic regression [17] and the assessment of their association with conventional cardiovascular risk factors [18] . However, despite the popularity of PCA-based approaches, previous work has shown that LV PCA shape components do not have clear clinical interpretation beyond the first two modes [17] . Moreover, the main modes of shape variation do not necessarily encode the anatomical information needed to differentiate disease classes. For this purpose, approaches that search for alternative axes of variation facilitating this differentiation have been proposed, including shape decomposition into orthogonal modes optimally related to clinical remodeling indices [11] , [12] .
Machine learning approaches have achieved outstanding results in the medical image analysis domain, such as in the discrimination of physiological versus pathological hypertrophy patterns from multiple manually-derived cardiac indices [19] and of dilated cardiomyopathy patients versus controls [20] . In particular, deep learning methods proved to be powerful features extractors for the classification of cardiovascular diseases [21] , [22] . Despite their tremendous success, however, a major drawback is their lack of interpretability, which currently hampers their translation to clinical practice due to the fact that the physiological reason that drives the classification result is often as important as the classification result itself [22] .
In this work, we propose a new deep learning approach to learn a hierarchy of conditional latent variables that (1) models a population of anatomical segmentations of interest, (2) enables the classification of distinct clinical conditions by using the highest level of the hierarchy and (3) whose anatomical effect can be visualised and quantified in the original segmentation space. These contributions are achieved by specialising the highest level of a deep hierarchical generative model for the classification of distinct clinical conditions. As a consequence, thanks to the generative properties of the model, distinct segmentations corresponding to different values of the highest level can be generated, making the classification model interpretable. In addition, by constraining the highest level to be two-dimensional, the feature space in which the classification is performed can also be directly visualised. Therefore, our approach consists in an automated data-driven tool which enables the detailed analysis of the anatomical remodelling patterns associated with a large number of clinical conditions.
II. RELATED WORK
An autoencoder is a non-linear dimensionality reduction technique which learns a compact feature representation of the input data by encoding it into and decoding it from a low-dimensional feature vector. Deep autoencoder-based architectures have achieved wide success in computer vision applications as an extension of PCA-based approaches, including feature learning of 3D objects [23] . Autoencoderbased models have also been used to learn compact representations of medical images [21] . Relevant to this work, Oktay et al. [24] showed how autoencoder-derived features of LV segmentations can be successfully used to constrain deep networks for medical image analysis tasks, and how these features outperform PCA features in the classification of healthy subjects versus dilated cardiomyopathy and HCM patients.
Deep generative models have demonstrated great performance in learning data distributions over a low-dimensional set of latent variables and in generating new unseen samples, which is not possible with standard autoencoder models. Among this class of models, variational autoencoder (VAE) models [25] learn a continuous latent representation by enforcing it to follow a predefined distribution. VAEs have been successful at learning the latent space representing deforming 3D shapes for a variety of applications, including shape space embedding and generation, outperforming stateof-the-art methods [26] , [27] . In the medical imaging domain, VAEs have been exploited to approximate the distribution and likelihood of previously unseen MR images [28] , to learn a low-dimensional manifold of 3D fetal skull segmentations [29] and to learn a low-dimensional probabilistic deformation model for cardiac image registration [30] .
Shakeri et al. [31] employed a VAE model to learn a low-dimensional representation of co-registered hippocampus meshes, which was employed in conjuction with a multilayered perceptron (MLP) to classify healthy subjects from Alzheimer disease patients. The network input consisted of mesh vertices coordinates, and the representation was learned through two fully connected layers. Similarly, in our preliminary work [32] we modified the 3D convolutional VAE framework in order to learn a low-dimensional latent representation of 3D LV segmentations, which was not only able to encode the 3D segmentations manifold, but also to discriminate different conditions by performing the classification task in the latent space. In the same work, we proposed a latent space navigation method to explore the anatomical variability encoded by the learned latent space. This consisted in iteratively modifying the latent representation of a segmentation obtained from an healthy subject along the direction that maximized its probability to be classified as pathological. By decoding the different latent representations in the original space of the segmentations, our technique allowed the visualisation of the anatomical changes caused by this transformation. However, the proposed approach has limitations. In particular, the learned VAE latent space not only encoded the factors of variation that most discriminate between classes, but also all the factors of variation that regulate shape appearance (hence the need for the aforementioned latent space navigation method). Moreover, an additional offline dimensionality reduction step was needed to visualise the obtained clustering in the VAE latent space. These limitations can be found also in our later work [33] , where a supervised denoising autoencoder is used to learn a latent code representation of right ventricular contraction patterns and, at the same time, enables survival prediction. Finally, the latent space navigation method proposed in our preliminary work can only obtain subject-specific paths (with no obvious navigation stopping criteria), and not the more clinically-appealing population-based inferences from a database of shapes.
Hierarchical VAEs are a class of generative models that decompose the input data into a hierarchical representation [34] , [35] . Although highly flexible, these models have been traditionally difficult to optimise, especially in the training of their higher levels, as often their lowest layer alone can contain enough information to reconstruct the data distribution, and the other levels are ignored. In this work, we focus on the ladder VAE (LVAE) framework [35] , which was shown to be capable of learning a deeper and more distributed latent representation by combining the approximate likelihood and the data-driven prior latent distribution at each level of the generative model.
Contributions: In this paper, we aim to extend our preliminary work [32] on classification and visualisation of discriminative features by employing LVAEs, with the aim of assisting clinicians in quantifying the morphological changes related to disease, and in order to develop medical image classifiers that can visualise the morphological features driving the classification result. The main contributions of this work can be described as follows:
• We demonstrate that an interpretable classifier of anatomical shapes can be developed by performing a classification task of interest in the highest level of a LVAE model. In this way, the latent variables of this level automatically encode the most discriminative features for the task under exam, while the other subsequent levels model the remaining factors of anatomical variation in the data.
• We show that the LVAE highest latent space can be assumed to be two-dimensional so that the classification space can be directly visualised without further offline dimensionality reduction steps. Furthermore, we demonstrate how the anatomical variability encoded by this latent space can be visualised in the original space of the segmentations thanks to the generative properties of the model, enabling the visualisation of the anatomical effect of the most discriminative features between different conditions. • We demonstrate how the proposed LVAE-based method achieves high classification accuracy of HCM versus healthy 3D LV segmentations and how the model captures and enables the easy visualisation of the most discriminative features between the two conditions. Moreover, we show that the learned hierarchical representations provide higher reconstruction accuracy compared to single-latentspace VAEs.
• While hierarchical VAEs have been mainly evaluated on benchmark datasets, here we successfully apply them on a real-world 3D medical imaging dataset. We show insights on the model functioning and optimal training, and we make the implementation of proposed method publicly available 1 .
III. METHODS This section is organised as follows. First, in subsection A and B, we summarise the theoretical foundations of the proposed method. Second, in subsection C, we describe our modifications to the original VAE and LVAE frameworks towards explainable shape analysis (graphical models in Fig.  1 ). Then, in subsection D, we describe the datasets used in this work for the classification of healthy subjects vs HCM patients. Finally, in subsection E, we provide a detailed description of the LVAE model used in this work (model summary in Fig. 2 ).
A. Variational Autoencoder (VAE)
Given a training set of N anatomical segmentations X = {x j , j = 1, ...N } of a structure of interest from a population S, a VAE [25] is a probabilistic generative model that aims at learning the distribution p θ (x) of the population of segmentations x ∈ S under study. The distribution p θ (x) is learned from the data by using a model of latent variables z ∈ R p , where p d and d is the number of pixels/voxels in a segmentation x ∈ S. The VAE graphical model is depicted in Fig. 1 (a) and the generative model is defined as
where p θ (z) is the prior distribution over the variables z and θ are the learnable parameters of the model. However, directly optimising log(p θ (x)) for the N segmentations of the training set X is computationally infeasible, as it requires to compute the integral in Eq. 1 over all the z values. This issue is addressed by performing variational inference. In variational inference, an inference (or encoder) network q φ (z|x) is used to approximate p θ (z|x), the real distribution of z values conditioned on the input segmentations x, being the integral of Eq. 1 dominated by a smaller set of z values. In the VAE framework, this inference network is jointly optimised through stochastic gradient descent together with a generative (or decoder) network p θ (x|z) through the variational lower bound:
where KL is the Kullback-Leibler divergence. The first term in the lower bound represents the reconstruction loss, i.e. how accurate is the generative model p θ (x) in the reconstruction of the segmentation x from the latent space values z; the second term will represent how well q φ (z|x) is similar to its prior distribution p θ (z) (please refer to [36] for a full derivation of this lower bound).
B. Ladder Variational Autoencoder (LVAE)
A Ladder VAE (LVAE) [35] is a hierarchical latent variable model that employs a deep hierarchy of i = 1, ..., L conditional latent variables in the generative model and it is schematised in Fig. 1 (d) . The total prior distribution p θ (z) of this model is factorised as:
where the highest latent space (i = L) has a prior distribution p θ (z L ) which is typically assumed to be a Gaussian distribution with µ p,L = 0 and σ The LVAE inference model also differs from a standard VAE. In particular, each layer i in the hierarchy of the latent variables is conditioned on the previous stochastic layers and the total inference model q φ (z|x) is specified by the following fully factorised Gaussian distribution:
In contrast with standard hierarchical VAEs [34] , where the inference q φ (z|x) and prior distributions p θ (z) are computed separately with no explicit sharing of information, the LVAE framework introduces a new inference mechanism. As shown in Fig. 1 (e) , at each level i, an approximate likelihood estimation µ e,i and σ 2 e,i of its latent Gaussian distribution parameters is obtained from the encoder branch. This likelihood estimation is combined with the prior estimates µ p,i and σ 2 p,i obtained from the generative branch to produce a posterior estimation µ d,i and σ 2 d,i of the latent Gaussian distribution at that level i. In particular, this sharing mechanism between the inference (encoder) and generative (decoder) branches is performed at each level i = L through a precision-weighted combination of the form:
e,L . This combination enables to build a data-dependent posterior distribution at each level,
, that is both a function of the values assumed in the higher levels of the generative model and of the inference information derived of the subsequent (lower) levels. The loss function of the LVAE is the same of a VAE (Eq. 2) with the only difference that the number of KL divergence terms is equal to the number of levels L in the ladder. These KL divergence terms force the learned prior and posterior distributions at each level to be as close as possible. The sharing of information between the encoder and decoder through Eq. 8 promotes the learning of a datadependent prior distribution better suited for the dataset to be modelled. Moreover, this provides a better and more stable training procedure as the inference (encoder) branch iteratively corrects the generative distribution, instead of learning the posterior and prior values separately [35] . The full LVAE generative model has therefore the following formulation:
C. LVAE for Interpretable Shape Analysis
In our previous work [32] , we proposed a modification of the standard VAE framework presented in Section III-A to include a classification network p(y|z) able to predict the disease class label y associated with a segmentation x by using its latent representation z (the corresponding graphical model is shown in Fig. 1 (b) ). In this work, we hypothesise that such modification can be extended to the LVAE framework by attaching a MLP p(y|z L ), which classifies the disease status y of an input segmentation x, to the highest latent space z L (graphical model in Fig. 1 (c) ). By training the LVAE+MLP architecture end-to-end we aim at obtaining a very low-dimensional latent space z L which encodes the most discriminative features for the classification task under study, while the other latent spaces will encode all the other factors of variation needed to reconstruct the input segmentations x. This has two main advantages: 1) template shapes for each disease class can be obtained by sampling from the learned distributions in a top-down fashion (starting from the highest level in the hierarchy p(z L |y) and subsequently from every prior p θ (z i |z i+1 )). The posterior p(z L |y) can be estimated by kernel density estimation and, since z L is typically very lowdimensional, this estimation is straightforward; 2) if the latent space z L is designed to be 2D or 3D, the distributions p(z L |y) in the classification space can be directly visualised without the need of further offline dimensionality reduction techniques required in previous works [32] , [33] . 
D. Application to Cardiac Remodelling -Datasets
A multi-centre cohort consisting of 686 HCM patients (56.8 ± 14 years, 27% women, 77% Caucasian, HCM diagnosed using standard clinical criteria) and 679 healthy volunteers (40.7 ± 12.7 years, 56% women, 69% Caucasian) was considered for this work. All the subjects were scanned at 1.5-T on Siemens (Erlangen, Germany) or Philips (Best, Netherlands) system using a standard cardiac MR protocol. LV shortaxis cine images were acquired with a balanced steady-state free-precession sequence. The end-diastolic (ED) and endsystolic (ES) phases were automatically segmented using a previously published and extensively validated cardiac multiatlas segmentation framework [16] . As a first post-processing step, the obtained LV short-axis stack segmentations were upsampled using a multi-atlas label fusion approach. For each segmentation, twenty manually annotated high-resolution atlases at ED and ES were warped to the subject space using free-form non-rigid registration and fused with majority vote, leading to an upsampled high-resolution segmentation [37] . In a second step, all segmentations were aligned onto the same reference space at ED by means of landmark-based and subsequent intensity-based rigid registration to remove pose variations. After extracting the LV myocardium label, each segmentation was cropped and padded to [x = 80, y = 80, z = 80, t = 1] dimensions using a bounding box positioned at the centre of the LV ED myocardium. This latter operation guarantees shapes to maintain their alignment after cropping. Finally, all segmentations underwent manual quality control in order to discard scans with strong inter-slice motion or insufficient LV coverage, resulting in 426 HCM patients and 431 healthy volunteers that were used for the final analysis. As an additional external testing dataset, ED and ES segmentations from 20 healthy volunteers and 20 HCMs from the ACDC MICCAI17 challenge training dataset 2 were also used (after undergoing pre-processing using the same highresolution upsampling pipeline explained above).
E. Application to Cardiac Remodelling -LVAE+MLP model details
A detailed scheme of the three-level (L = 3) LVAE+MLP architecture employed in this work for the classification of HCM patients vs healthy subjects is summarised in Fig. 2 . For the sake of display clarity the model scheme has been split into two rows: the encoder (inference) branch is shown at the top while the decoder (generative) branch is depicted at the bottom, and the two branches are connected by the latent space z 3 . The input of the encoder branch are the 3D LV segmentations at ED and ES for each subject under study, which are presented as a two-channel input (top-left of Fig. 2) . A 3D convolutional encoder compresses them into a 128-dimensional embedding through a series of 3D convolutional layers with stride 2. This embedding is used then as input of a deterministic inference network, which computes the likelihood estimates µ e,i and σ e,i for each level i of the hierarchy of latent variables. These estimates are derived by manipulating the input through a series of fully connected layers (black arrows), which are all followed by batch normalisation and elu non-linearity with the only exception of the layers computing µ e,i and σ e,i . At the highest latent space (i = 3 in this case), a shallow MLP (2 layers) is attached to learn p(y|z 3 ), i.e. to predict the class (HCM or healthy) label y corresponding to the input segmentation x by just using its latent variable values z 3 . These latent variable values z 3 are sampled during training from
where µ d,3 = µ e,3 and σ d,3 = σ e,3 and they are also the starting point of the generative process (bottom-right of Fig.  2) . At each level i of the generative (decoder) network, the prior distribution terms are computed by modifying the values of the previous latent space z i+1 through a fully connected layer followed by batch normalization and elu non-linearity and by a second fully connected layer. These prior values are combined with µ e,i and σ e,i through Eq. 8 to obtain the posterior estimates µ d,i and σ d,i from which z i is sampled. Finally, the value of z 1 is passed to a 3D convolutional decoder which aims to reconstruct the input segmentations x through a series of upsampling and convolutional layers.
The training loss function of the LVAE+MLP network is composed of three contributions: 1) two LV segmentation reconstruction accuracy terms at ED and ES as the overlap (Dice score) between the input segmentation x and its reconstruction x ; 2) L KL divergence terms, penalising discrepancies between the learned prior and posterior distributions at each level and 3) a binary classification cross entropy (CE) term for the classification of healthy vs HCM segmentations.
Differently from the standard VAE loss, in our work Dice score is used as a segmentation reconstruction loss. Although this does not exactly correspond to the variational lower-bound of Eq. 2, in our preliminary results this term was found to behave more robustly. All the KL i divergence terms except the one of the highest level (i = 3) were evaluated between the prior distribution N (µ p,i , σ (10) and depends on α i , β and γ parameters which weight the different terms during training. At testing, a pair of ED and ES LV segmentations are reconstructed by starting from z 3 = µ d, 3 and by assigning to z 2 and z 1 the values µ d,2 and µ d,1 computed from z 3 = µ d,3 and z 2 = µ d,2 , i.e. no sampling is performed from the posterior distribution at each level. To interpret the anatomical information encoded by the highest latent space, at each level i = 3, the value of µ p,i can be assigned to z i instead of µ d,i and the segmentations are reconstructed as explained above. In this way, by varying the values of z 3 , a set of segmentations at ED and ES can be directly generated for each point in z 3 , without using the inference information provided by µ e,i and σ e,i . This enables the visualisation of the anatomical information encoded by the highest latent space. Finally, in order to visualise the distribution of a set of segmentations under exam in the highest latent space, the µ e,3 values of each segmentation can be computed through the inference network and directly plotted in a 2D space. A Tensorflow implementation on the proposed model has been made publicly available on GitHub 3 .
IV. RESULTS Model Training: Our in-house dataset of segmentations from healthy and HCM subjects was randomly divided into train, validation and test sets consisting of a total of 537 (276 from healthy volunteers, 261 from HCMs), 150 (75 from healthy volunteers, 75 from HCMs) and 200 (100 from healthy volunteers, 100 from HCMs) segmentations. We adopted a 3-level LVAE+MLP model (Fig. 2) since adding more levels did neither improve the reconstruction accuracy nor the classification accuracy in the clinical application under exam. The model was trained on a NVIDIA Tesla K80 GPU using Adam optimiser with learning rate equal to 10 −4 and batch size of 16. For the first 40k iterations, data augmentation including rotations around the three standard axis with rotation angles randomly extracted from a Gaussian distribution N (0, 6°) was applied in order to take into account small mis-registrations. This helped the final model to achieve higher reconstruction accuracy, as it can be seen in the tables reported in the Supplementary Data 1. In the loss function (Eq. 10), the KL weights were fixed to α 1 = 0.02, α 2 = 0.001 and α 3 = 0.0001 while γ was set to increase from 0 to 100 by steps of 0.5 every 4k iterations. The relative magnitude and ascending order of the KL weights α i were chosen as they provided the best segmentation reconstruction results (i.e. higher Dice Score). In particular, our experiments showed that an ascending order of the weights improves both classification and reconstruction accuracy in contrast with models having all the weights α i equal or in descending order (results are shown in Supplementary Data 2). This suggests the higher levels of a LVAE might be more difficult to train, and that a lower KL regularization term helps the training. The model produced similar results when varying these parameters within one order of magnitude, while a further increase in value reduced reconstruction accuracy and a further decrease resulted in model overfitting. The classification loss function weight β was instead set to 0.005: we observed that a higher value would have still produced a good model, but at the price of a more unstable training at the early stages. Additionally, the increase of the classification and KL divergence weights during training through the γ parameter, known as deterministic warm-up [35] , proved to be crucial to construct an expressive generative model (see in-depth analysis in Supplementary Data 1). After 220k iterations the training procedure was stopped as the increase of the KL divergence started to interfere with the decrease of the reconstruction and classification losses. In particular, this is due to the fact that in the highest latent space the KL divergence term tries to cluster all the data together, while the classification loss tries to separate the clusters. Hence the relative weight of β and α 3 needs to be tuned in order to obtain a good equilibrium.
Classification and Reconstruction Results: All the 200 subjects in our testing dataset were correctly classified (100% sensitivity and specificity) by the trained prediction network. The same model also correctly classified 36 out of the 40 ACDC MICCAI 2017 segmentations (100% sensitivity and 80% specificity) without the need of any re-training procedure. Of note, 3 of the 4 misclassified segmentations suffered from a lack of coverage of the LV apex, which might be the cause for the error. The results obtained for the exemplar clinical application are shown in Fig. 3 , where two separated clusters of segmentations have been discovered both on the training and on the testing data. An analogous result was obtained in our previous work [32] : however, the previous version of the model required an additional dimensionality reduction step to visualise in 2D the obtained latent space of segmentations, while in the new proposed framework the highest latent space is 2D by design. Moreover, the new model achieved higher reconstruction accuracy than the previous model, as shown in Table V , suggesting that a better generative model of shapes was learned. In particular, the table shows the reconstruction accuracy in terms of 3D Dice score and average 2D sliceby-slice Hausdorff distance between the 3D original and reconstructed segmentations on the testing and training datasets obtained by the proposed LVAE+MLP model and our previous VAE-based model (VAE+MLP) [32] . The VAE+MLP model was constructed with the same 3D convolutional encoder and decoder networks of the LVAE+MLP model and with a single latent space composed of 98 latent variables, which corresponds to the total number of latent variables adopted in the LVAE+MLP model (three levels of 64, 32 and 2 latent variables, respectively). As it can be noticed in the table, the obtained Dice score results at ES are better than at ED for all the models, while the Hausdorff results follow instead an opposite trend. This is probably due to the fact that since the LV is more compact at ES, the Dice score might not be sensitive to small misalignment of the reconstructed shape, which are instead captured by the Hausdorff distance.
Visualisation of the latent spaces: Thanks to the properties of the proposed model, the anatomical information encoded by each latent space can be directly visualised, especially the information embedded in the highest level (i = 3), which encodes the most discriminative features for the classification of healthy and HCMs 3D LV segmentations. For the exemplar application under investigation, little intra-cluster variability between the shapes generated from the latent space z 3 was obtained, while much larger inter-cluster variability between the generated shapes was obtained. This can be seen on the left-side of Fig. 3 where we report a long-axis section of the 3D reconstructed segmentations at ED and ES at three points of the latent space z 3 (for a grid visualisation of the shapes encoded by this latent space please refer to Supplementary Data 3). Moreover, in Fig. 4 we show the obtained mean average shape for each cluster, represented as a triangular mesh with point-wise wall thickness (WT) values at vertex. This was obtained by sampling N = 1000 segmentations from each cluster in z 3 after estimating its probability density via kernel density estimation. Then, the obtained segmentations for each cluster were averaged to extract the corresponding average segmentation. Finally, a non-rigid transformation between the obtained average segmentation and a 3D high-resolution LV segmentation from the UK Digital Heart project 4 was computed, and the inverse of this transformation was applied to the corresponding 3D high-resolution LV segmentation to warp it to the cluster specific average segmentation. At each of the mesh vertices, WT was then computed as the perpendicular distance between the endocardial and epicardial wall. The results are presented in Fig. 4 , where it can be noticed that the average HCM shape has higher WT than the corresponding healthy shape and it has a slightly reduced size. Fig. 5 reports the point-wise difference in WT between the HCM and the healthy shape, and it can be noticed that the most discriminative anatomical feature to classify an HCM shape consists in an increased WT in the septum, which is in agreement with the clinical literature [38] . Fig. 7 shows a long-axis section of the reconstructed segmentations at ED and ES from the LVAE+MLP model when only z 3 posterior information is used (first column) or when also the posterior information in the other levels (z 2 , z 1 ) is exploited: the latent spaces z 2 and z 1 evidently encode different anatomical features that help to refine the structural information provided by z 3 . Results for more subjects are reported in Supplementary Data 4. Finally, we applied the dimensionality reduction technique tSNE [39] to visualise in two dimensions the distributions of z 1 and z 2 latent spaces and we have found that the latent representations of the two classes of shapes are clustered also at both these levels (plots shown in Fig. 6 ). A possible explanation relies on the fact that the generative process is a conditional: if the data is clustered at the top of the hierarchy, it may be easier for the network to keep the clusters also in the subsequent levels.
V. DISCUSSION
In this work, we presented a data-driven framework which learns to model a population of 3D anatomical segmentations through a hierarchy of conditional latent variables, encoding at the highest level of the hierarchy the most discriminative features to differentiate distinct clinical conditions. This is achieved by implementing and extending for the first time the LVAE framework to a real-world medical imaging application. In particular, by performing a classification task in the highest level of the LVAE hierarchy of latent variables, we can force this latent space to encode the most discriminative features for a clinical task under exam, while the other levels encode the other factors of anatomical variation needed to model the manifold of segmentations under analysis. Being a generative model, this framework provides the advantage of enabling the visualisation and quantification in the original segmentation space of the anatomical effect encoded by each latent space. Hence, the anatomical differences used by the classifier to distinguish different conditions can be easily visualised and quantified by sampling from the highest level posterior distribution computed from a given database of shapes. Moreover, by designing this latent space to be two or three dimensional, no additional offline dimensionality reduction technique is required to visually assess the distribution of these shapes in the latent space. As a consequence, this method not only provides a deep learning classifier that uses a task-specific latent space in the discrimination of different clinical conditions, but also enables the visualisation of the anatomical features encoded by this latent space, making the classification task transparent.
With the aim of assisting the cardiologists in quantifying the morphological changes related to cardiac conditions, we have applied the proposed framework for the automatic classification of cardiovascular pathologies associated with cardiac remodeling. In particular, we focused on the classification of HCM patients versus healthy volunteers using only a 3D segmentation at both ED and ES phases. In the reported exemplar clinical application, the learned features achieved high accuracy in the discrimination of healthy subjects from HCM patients on our unseen testing dataset and on a second external testing dataset from the ACDC MICCAI 17 challenge. Moreover, the visualisation of the features encoded in the highest level of the adopted LVAE+MLP model showed how the proposed model is able to provide the clinicians with a 3D visualisation of the most discriminative features for the task under study, making the data-driven assessment of regional and asymmetric remodelling patterns characterizing a given clinical condition possible.
We have also showed that the proposed LVAE+MLP model allows the construction of a better generative model in comparison to a VAE-based model with a single latent space [32] . To the best of our knowledge, this result confirms for the first time that hierarchical latent spaces provide a more accurate generative model on a real clinical dataset. Moreover, this work also gives insights on the functioning of these models on 3D anatomical segmentations, including how the different levels of latent variables encode different anatomical features that define the shapes being reconstructed, and how to optimally train this class of models for the reconstruction of these 3D anatomical segmentations.
A limitation of the current approach is the fact that the input segmentations need to be rigidly registered to train the model. Future work should consider how to extend the proposed method to unregistered shapes, for example with the introduction of spatial transformer modules inside the architecture. Similarly to most machine learning-based approaches, another limitation is the need for the manual -and frequently dataset specific -tuning of hyper-parameters, such as the number of adopted levels in the ladder and their weights importance in the model loss function. However, the provided detailed description of the values chosen in our implementation for these hyperparameters could be of great help when applying these model to other datasets.
The prior distribution adopted in the highest latent space is a standard Gaussian distribution N (0, 1): future work could consider alternative prior distributions which could further favour the clustering of shapes. Even more interestingly, the interpretability and visualisation properties of the proposed method indicate that it could constitute an interesting tool for unsupervised clustering of shapes, for example by learning in the highest level discrete random variables. Finally, while this work showed the potentialities of the method for the classification task of healthy and HCM shapes, the proposed method is domain-agnostic and can be applied to any classification problem where pathological remodelling is a predictor of a disease class label.
VI. CONCLUSIONS
In recent years, the medical image analysis field has witnessed a marked increase both in the construction of large-scale population-based imaging databases and in the development of automated segmentation frameworks. As a consequence, the need for novel approaches to process and extract clinically relevant information from the collected data has greatly increased. In this work, we proposed a method for data-driven shape analysis which enables the classification of different groups of clinical conditions through a very lowdimensional set of task-specific features. Moreover, this framework naturally enables the quantification and visualisation of the anatomical effects encoded by these features in the original space of the segmentations, making the classification task transparent. As a consequence, we believe that this method will be a powerful tool for the study of both normal anatomy and pathology in large-scale studies of volumetric imaging. SUPPLEMENTARY DATA 4 -ADDITIONAL RECONSTRUCTION EXAMPLES Fig. 10 : Long-axis section of an healthy subject reconstructed segmentations at ED and ES by the LVAE+MLP model using only z 3 information (first column) or also using the posterior information of the other latent spaces (z 2 , z 1 ) . Last column: ground-truth (GT) segmentation. DSC = Dice Score between the segmentation at that column and the GT. Fig. 11 : Long-axis section of an HCM patient reconstructed segmentations at ED and ES by the LVAE+MLP model using only z 3 information (first column) or also using the posterior information of the other latent spaces (z 2 , z 1 ) . Last column: ground-truth (GT) segmentation. DSC = Dice Score between the segmentation at that column and the GT. Fig. 12 : Long-axis section of an HCM patient reconstructed segmentations at ED and ES by the LVAE+MLP model using only z 3 information (first column) or also using the posterior information of the other latent spaces (z 2 , z 1 ) . Last column: ground-truth (GT) segmentation. DSC = Dice Score between the segmentation at that column and the GT.
