Abstract
Introduction
Public safety is increasingly a major problem in public areas such as airports，malls，subway stations，etc. With the increasing demand of surveillance of various human activities, an efficient automated surveillance system to detect anomalies has become important. There is a survey on visual surveillance in [1] , and a lot of problems have not resolved in surveillance applications nowadays as discussed in some papers [2] .
Crowd feature extraction and crowd modeling are two important approaches of crowd analysis in Video surveillance. Most detection methods use motion features such as image gradient, texture information, optical flow, or spatial-temporal volume characteristics [3] [4] . These features allow us to analyze dense crowds using characteristics of a crowd rather than individuals. Some works in the analysis of crowds usually assume that individuals can be tracked and identified in the crowd [5] . For example, the method proposed in [6] combines the inter-images difference based on entropy image and optical flow computed by a local method with a hierarchical coarse-to-fine optical flow estimation, and this method has a big computation load.
Once motion features are extracted, another approach is to model them to represent normal motion behaviors. Abnormal crowd motion is defined as a sudden change or irregularity in a crowd motion. Suppose there exists a mathematical model describing the normal behaviors in the crowd videos, anomaly detection is done by modeling normal behaviors, and a crowd behavior is declared as anomaly if its characteristic does not comply with the learning model. Many approaches use parametric models, however, in parametric approach the data characteristics have to be approximated with a standard distribution and in many cases such approximations do not work well. In [7] , Social Force model is used to detect and localize abnormal behaviors in crowd videos by Mehran et al. Their result shows the approach has a better performance than similar approach based on pure optical flow. Andrade et al. [8] combined spectral clustering, Principal Components Analysis (PCA) and Hidden Markov Model (HMM) to detect the crowd emergency scenarios, but the eigenvectors obtained by dimensionality reduction with PCA on the optical flow fields can not adequately reflect the motion, and this approach was only tested in simulated data. Our approach derives variations of motion patterns though direction distribution of the crowd motion obtained by optical flow and these variations are encoded with HMM to allow for the detection of Abnormal Crowd Motion. The experiments in sections 3 show that the proposed method can detect the Abnormal Crowd Motion effectively.
Methodology
The proposed method involves several steps: preprocessing, optical flow computation, observation vector building, HMM training and finally the anomaly detection based on the comparison of the likelihood of current observation and the detection threshold.
Preprocessing
A Mixture of Gaussians background model for the Video is constructed based on [9] , and the mask of motion region is obtained with the Mixture of Gaussians background model (GMM) per frame. Figure 1 shows the motion foreground extracted by GMM. The mask which represents the crowd region can reduce the computation of optical flow, and all the motion vectors outside the foreground mask are excluded from the feature set to emphasize the motion area. Figure 1 shows the motion foreground extract from a frame. A 5 
 
Gaussian filter is used to smooth the frame sequence to reduce the acquisition noise prior to the optical flow computation. 
Optical flow computation
The optical flow method is often used as a description of the events in complex scenes nowadays [10] [11] . Optical flow vectors can have a good description of the change rate and direction of the pixel gray values and indirectly reflect the target moving speed and direction. So we can use optical flow features to build different motion patterns of the crowed motion. Kanade-Lucas-Tomasi (KLT) is a classical optical flow method which used in our approach. The result is a set of vectors
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is the motion vector. We can obtain the magnitude and angle of the motion vector from n V . A 3 * 3 median filter is used to remove the noise motion vectors whose motion have a large angle or magnitude difference with their neighbor features which is generated from calculation errors. 
Observation vector


. The direction probability distribution of each frame can be directly estimated from the direction. We compute the angle of every motion vector of a certain frame and then put the total number of motion vectors with the same change in the angle range into the corresponding dimension of the observation vector. The observation vector of a frame is obtained with this method, and the same processing is performed to all frames which we will train and test. The calculated observation vector indicates the direction distribution and direction tendency of the frame. To have an intuitive representation of observation vector we draw a direction histogram of the vector field. The two direction histograms are displayed in Figure 2 . 
HMM Training
HMM [12] is a kind of stochastic state transition model. HMMs make it possible to deal with time-sequential data and can provide time-scale invariability in recognition. An HMM with mixture of Gaussians (MOGHMM) is used in order to encode optical flow spatio-temporal variations. A video sequence can be modeled with states and observation values by the HMM show as Figure 3 .
Abnormal . In our case every observation in the sequence is a vector of 12-dimensional, the value of one dimensional is the total number of pixels whose motion directions are in a fixed interval (as described in the previous chapter). The 
Where  is a Gaussian density, with mean vector jm  and covariance matrix jm 
Abnormal Detection
The HMM is trained with sequence of normal crowd motion video, and the model has the best likelihood of the training set. The discrimination of normal and abnormal events is based on the comparison of the current observation's likelihood given by the HMM model and the detection threshold. The observation of the test video segment is labeled abnormal if:
Experimental Results
In order to evaluate the effect, our proposed method has been tested on UMN dataset. The UMN dataset includes some scenes of crowded scatter events. The frame size of the video dataset is 240 320  pixels. Each video consists of two kinds of both normal and abnormal situations, such as the crowd suddenly changes their motion state from walk to scatter in different directions. The input of HMM is not a single value but a numerical sequence because of the analysis process of HMM is a dynamic process. So it is needed to combine the observed value of symbols into a sequence of observations. As the needed to give real-time test results rather than analyze the whole video before the final result is given, we select a specific length of the observed sequence and update the values of the sequence in real time.
Here we give a window of a length of K , the K values in the window is initialized to 1. When the analysis of the video starts, the observed values obtained in the first frame are placed at the end of the window, and removes the front most value 1 of the window. When the second frame is obtained, we temporarily remove the observed value of last frame to the penultimate position of the window, and place the observed values of the current frame in the position of the end of the window, then remove the 1 in the front most of the window meanwhile.
This process is equivalent to slide window on the observation sequence, the newest observation value enters the window and the oldest observation value slide out of the window on the arrival of the new frame, shown as Figure 4 . A constantly updated finite-length sequence of observations has gotten in this way. . So the HMM defined in the previous subsection is trained with 50 observation sequences of 20 vectors (12-dimensional) . We choose the number of states and Gaussians empirically by selecting an HMM structure with a better likelihood of the training set among different configuration of number of states and Gaussians per state. 4 states and 3 Gaussians are used in the HMM, and the HMM parameters are received by the Baum-Welch algorithm after several iterations. The log-likelihood of the test video is shown in Figure  5 . Scattering event happens at frame 183 in the video. Mean and standard deviation of log-likelihood before and after the event is shown in Table 1 . There is a clear and quick drop in the log-likelihood function less than 10 frames after the scattering event, and the long lasting log-likelihood drops during the abnormal events. The detection threshold 850 h  T is determined by the minimum value of log-likelihood appears in the normal training set. Another scenario on the lawn as Figure 6 in UMN dataset is tested with the same procedure, and anomaly happens in frame 148. Here, 3 states and 3 Gaussians are used in the HMM. The result is shown in Figure 7 and Table 2 
Conclusions
In this paper, we have presented an approach to estimate the abnormality of a crowd scene. The method is based on Hidden Markov Model (HMM) and represents different motion patterns with direction distribution. The experiments on two different scenarios show that our method is able to detect the abnormal crowd motion effectively. In future work, we will divide the image into blocks to capture small local motion and involve more motion characteristics such as velocity and acceleration in the abnormality detection of a crowd scene.
