Objective: Recent growth in the number of population health researchers accessing detailed datasets, either on their own computers or through virtual data centers, has the potential to increase privacy risks. In response, a checklist for identifying and reducing privacy risks in population health analysis outputs has been proposed for use by researchers themselves. In this study we explore the usability and reliability of such an approach by investigating whether different users identify the same privacy risks on applying the checklist to a sample of publications. Methods: The checklist was applied to a sample of 100 academic population health publications distributed among 5 readers. Cohen's j was used to measure interrater agreement. Results: Of the 566 instances of statistical output types found in the 100 publications, the most frequently occurring were counts, summary statistics, plots, and model outputs. Application of the checklist identified 128 outputs (22.6%) with potential privacy concerns. Most of these were associated with the reporting of small counts. Among these identified outputs, the readers found no substantial actual privacy concerns when context was taken into account. Interrater agreement for identifying potential privacy concerns was generally good.
INTRODUCTION
Access to data for population health and health services research is a powerful tool for influencing health policy and health promotion. 1, 2 At the same time, analysis of health data must comply with relevant standards of privacy and confidentiality. Increasingly, richer datasets are being created by linking (or integrating) datasets.
For example, linking a cancer registry with hospital and/or pharmaceutical data can give a more complete picture of factors influencing health outcomes. But richer datasets also contain more details about individuals, so the risk to privacy is generally higher. Recent growth in the number of population health researchers using linked data may lead to an increase in risk from multiple analyses of the same data, suggesting the need for broadly applicable standards of confidentiality protection.
The objective of this study is to investigate the usability and reliability of a checklist-driven approach to assist researchers with assessing privacy risks and anonymizing outputs of statistical analysis in population health research conducted on datasets they either hold or access through a virtual data center such as the Secure Unified Research Environment (www.saxinstitute.org.au/our-work/ sure/). This objective is achieved through a study involving the application of a recently proposed checklist 4 to a sample of published papers.
BACKGROUND
In response to the need to protect individuals' privacy during access and use of data for population health research, various approaches and methods have been developed. [4] [5] [6] [7] [8] Currently, researchers holding datasets are responsible for anonymizing analysis results, while in most virtual data centers analysis results are checked for privacy risk by an expert of the hosting agency using guidelines. 6 It is recognized, however, that in-house checking may not be feasible in the long term as demand rises. 4, 9 The majority of published anonymization guidelines, reidentification risk measures, and reidentification risk evaluation studies exclusively address the release of anonymized datasets for research. [6] [7] [8] [10] [11] [12] [13] [14] There are few published anonymization guidelines for virtual data centers. One example is the European Statistical System Centres and Networks of Excellence Statistical Disclosure Control guidelines, 6 designed for use by experts within national statistical agencies, to determine whether outputs generated by researchers could be released for use in publications or presentations. In another example, the Statistics New Zealand Microdata output guide 15 describes methods and rules researchers must use for anonymizing output produced from Statistics New Zealand's microdata before being subject to manual checks by experts within Statistics New Zealand. A previous paper 4 reported the outcomes of a project to address the challenge of protecting the privacy of individuals whose data are made available for public health and health services research through a virtual data center. The recommended approach involved:
• Data Preparation: Data custodians apply basic anonymization treatments to datasets before making them available to researchers through a secure interface.
• Output Anonymization: Researchers identify potential privacy risks, further examine them in context, and then apply anonymization treatments as needed to reduce risks to acceptable levels.
To assist researchers who are not necessarily experts in statistics or statistical disclosure control with identifying and treating potential privacy risks in the outputs of statistical analyses in population health research, a checklist for output anonymization was developed. 4 The checklist is suitable for use by researchers holding datasets or accessing them via virtual data centers. The checklist is used to identify outputs with potential privacy risks by applying a number of tests to the output. Researchers then need to further examine any identified risks, since an output failing a test does not mean there is a definite privacy risk. The actual privacy risk of an output will depend on the study context and, particularly, other information that might be available; for example, external datasets that could be used to reidentify health information using data matching.
The checklist is presented according to the types of statistical analysis output occurring in public health research results: statistics such as means, graphical outputs such as Kaplan-Meier plots, modeling output such as relative risk, and tables. For a given output type in the first column of the table, say a Kaplan-Meier plot, the Anonymity Test column presents the applicable anonymity tests, each in its own row. If an output fails an anonymity test -for example, if a Kaplan-Meier plot fails the individual data test by revealing actual dates of death -then this is examined in context to determine if there remains a privacy risk. For example, some plots reveal dates of death in terms of number of days from an unknown start point, or report deaths only by month, so would have low privacy risk. For any outputs with remaining potential privacy concerns, the Anonymization Treatment column explains how to reduce the potential privacy risk; in this case, by smoothing the plot or coarsening time periods in the underlying data. A final column provides some notes, which could be deleted in a production version of the checklist. An important benefit of this checklist approach is that researchers can compare the original output with the anonymized output to ensure that the anonymization treatments applied do not adversely impact the statistical inferences and conclusions they have drawn.
Given a particular analysis output, the process involves 3 steps. The first step is:
Step 1: Locate the row of the checklist corresponding to that output type, apply each anonymity test in that row, and identify any that fail the test as a potential privacy risk.
Thus, for example, if an output comprises a count (number), the threshold n test would identify the output as a potential privacy risk if it is less than n. This test is equivalent to requiring that if a combination of variables occurs for an individual in the data, then it occurs for at least n individuals (this property is often called n-anonymity).
We emphasize that it is the reidentification risk of the analysis output that is of concern, not the reidentification risk of the dataset itself. However, attacks on analysis output often involve attempts to reconstruct data values, either exactly or with low uncertainty. 3 Applying the checklist tests and treatments to outputs computed on all variables may not always be necessary for privacy protection, and we introduce the concept of quasi-identifier to explain why this is the case. Quasi-identifiers are background knowledge variables about individuals that an intruder could use, individually or in combination, to reidentify a record with high probability. Unlike direct identifiers, quasi-identifiers are normally useful for analytic purposes and cannot be used alone to uniquely identify an individual with certainty. 16 The most common way that reidentification of a data record can occur is by matching quasi-identifiers to an external database containing those quasi-identifiers together with identifying variables such as names and addresses. Examples of quasi-identifiers are: sex, date of birth, and age; location (such as post codes or census geography); ethnic origin; total years of education; marital status; criminal history; income; profession; event dates (such as admission, discharge, procedure, or visit); codes; and country of birth. Examples of variables that are generally not quasi-identifiers in the health setting are clinical observations such as blood pressure or body mass index. However, care must still be taken with such clinical observations, since they can present a reidentification risk in some situations. For example, an individual who is the only morbidly obese person in a dataset is at higher risk of being recognized and reidentified. When working with quasi-identifiers, note that it is possible that attributes that are not quasi-identifiers in one situation can be quasiidentifiers in another situation. Further, attributes that are not quasi-identifiers today might become quasi-identifiers in the future, so this practical simplification should be implemented with care. More generally, the actual privacy risk of any research output will depend on the study context and other information available, particularly external datasets facilitating matching of quasi-identifiers; that may change over time. For these reasons, it is generally not possible to give a definitive list of quasi-identifiers. More information on selecting and using quasi-identifiers can be found elsewhere. 16, 17 Where it is clear that the analysis output involves variables that are not quasi-identifiers, the researcher would apply a second (optional) step:
Step 2 (optional): Where step 1 identifies a potential privacy risk, apply the same anonymization test from the checklist to the sub-cell or restricted statistic determined by only the quasi-identifiers.
In the example of a count, step 2 would involve recomputing the value while disregarding variables that are obviously not quasi-identifiers.
A consequence is that step 1 will normally identify a larger number of outputs as having associated potential privacy concerns. Subsequent application of step 2 will normally significantly reduce this number.
Finally, the researcher would conduct a third step:
Step 3: Where steps 1 and 2 identify a potential issue, apply one of the suggested anonymization treatments from the checklist.
The checklist was designed for the context of publication of results from Australian population health research using linked data. We first produced a draft checklist and then tested it by choosing a sample of publications, which were read by a small panel. The aim was to look for omissions and obscurities in the draft checklist; for example, outputs in the papers read that were not included and descriptions, tests, and treatments that were unclear or unhelpful. This led to a revised checklist. 4 
METHODS
In the present review we broadened the scope of publications considered but retained the emphasis on linked data for two reasons: to give continuity with our previous work, and because linked data may a priori have potentially higher privacy risks due to the generally larger number of variables. We selected a new pool and sample of publications, and a panel of readers to apply the checklist as in steps 1 and 2 above. The readers were all academic researchers with master's or doctoral degrees in mathematics or statistics, but with very little or no experience in population health research, practical disclosure risk assessment, or anonymization. Despite our efforts to ensure completeness and clarity in the checklist, we recognized that its interpretation could be subject to variation. So we also checked for consistency of interpretation by having a subsample of the papers read by pairs of readers and then compared their results using Cohen's j.
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Our initial pool of publications was created from two sources: A sample of 100 publications was selected randomly from the pool of 364 publications. Each of 5 readers was allocated 10 papers, and the remaining 50 papers were allocated in groups of 10 to the pairs of readers (1, 2), (2, 3), (3, 4) , (4, 5) , and (5, 1). So each reader read 30 papers, 10 by themselves and 20 that were also read independently by another. The sizes of the samples and the overlaps were chosen so the reviewing task was a reasonable size for each reader while enabling a pairwise comparison of readers for consistency.
Researchers would normally undertake a training session on the tests and checklist before using them. To simulate this in our study, each reader initially evaluated a common set of 3 publications and then participated in a discussion session to compare results.
To understand the prevalence of potential privacy risks identified by applying steps 1 and 2 of the checklist, we collected baseline data about the occurrence of statistical analysis output types in the publications. The readers categorized analysis outputs into the types listed in column 1 of the checklist and counted the number of publications containing at least one output from each type to give some indication of the popularity of each output. So each output type was given a score of 1 or 0 (presence/absence) for each publication. Counting the actual number of outputs of each type in each publication was considered unnecessary for the purpose intended.
The readers then used the anonymity tests in the checklist to identify potential privacy risks among the individual statistical outputs found in the publications, ignoring whether variables were quasi-identifiers or not (step 1). The extent of agreement between each pair of readers in their identification of outputs for potential privacy risk was determined by calculating Cohen's j. 18 This is a statistical measure of interrater agreement for categorical items and is generally regarded as a more robust measure than a simple percent agreement calculation, since it takes into account agreement occurring by chance. Values of j above 0.4 are generally accepted as representing fair to good agreement. 19 Finally, the readers considered which variables were quasiidentifiers and reduced the collection of identified potential privacy risks accordingly.
RESULTS

Baseline data on occurrence of statistical analysis output types
The readers identified 25 different output types in the sample, with a total of 566 occurrences. The majority of the outputs were of the following types:
• Summary statistics: count/number, percentage, mean, median, mode, ratio, maximum, minimum, percentile, variance, standard deviation • Plots: scatterplot, histogram, Kaplan-Meier survival curve • Modeling outputs: parameter estimate, relative risk, odds ratio, hazard ratio, confidence interval, P-value, chi-square Among these, the most common classes of output were number, percentage, confidence interval, individual data, P-value, and odds ratio. Figure 1 shows the 25 output types as column labels and the number of publications in the sample containing at least one output of each type as the height of each column. Thus, for example, 57 publications in the sample reported a confidence interval, while 1 publication reported a mode. The most common types were number (91) and percentage (85). So, for instance, the output type number was present in 91 of the 100 papers (91%) and thus represented 16% of all outputs present in the sample.
There was a small number of papers in the sample that did not include any statistical analysis of actual linked health data, including one that had no mention of data linkage in the text despite its appearing as a keyword.
Application of step 1 anonymity tests
There were 128 instances of individual statistical output types identified as potential privacy risks by one or more of the checklist anonymity tests by one or more readers (in step 1). If a type was so identified more than once in a paper, it was only counted once (presence/absence again). Figure 1 displays the 128 instances by type; so, for example, 42 instances of a reported number and 2 instances of a scatter plot were identified.
The most common output type identified was individual data. Specific reasons for identification in some of the common output classes were:
• Inclusion of overly detailed contextual information, such as extremely fine-grained location and dates of the study, that could be interpreted as individual data It can be seen from Figure 1 that the published output types most commonly identified under the tests were individual data, scatter plots, maxima, minima, and Kaplan-Meier plots.
As an example of the interpretation of these results, consider the output class Kaplan-Meier estimates. At least one example of a Kaplan-Meier estimate occurred in 11 of the publications, and in 7 of these, one or more estimates were identified by at least one of the step 1 anonymity tests by at least one reader.
Note that there is a low correlation between the potential privacy risk of an output type and its frequency of occurrence. This is not unexpected, since an output would be included if it contributes to the analysis, regardless of its potential privacy risk. For the 2 types always identified in step 1, one occurs in nearly half the papers read, the other in just 2 papers. The more frequently occurring one is, at least potentially, the more concerning.
Interrater agreement for step 1 anonymity testing
In this study, we found full agreement (j ¼ 1) between the 3 pairs of readers 1 and 2, 2 and 3, and 3 and 4. For readers 5 and 1, j ¼ À0.01, while for readers 4 and 5, j ¼ 0.3. Further investigation of the data from these 2 pairings reveals that either the differences are due to differences in the readers' labeling of output types in the collection of the baseline data, or they can readily be addressed with researcher training.
Readers 4 and 5 differed in their reporting of output types across several papers. In one paper, reader 4 reported individual data, number, percentage, confidence interval, P-value, and odds ratio, while reader 5 reported number, percentage, percentile, scatter plot, confidence interval, P-value, chi-square, odds ratio, and logistic regression. On inspection, the publication includes both a plot and the associated data, an odds ratio within the output of a logistic regression, and a chi-square test mentioned in the analysis but not in the text. So the difference between the readers is due to the difference in labeling of these nested output types and subsequent different counts assigned by the readers. A check shows that the 2 readers' identification of potential risks was, however, effectively identical across all the common publications. Thus, although there is not full agreement between readers, the differences do not affect outcomes from the step 1 anonymity tests and only affect the baseline counts.
The difference between readers 1 and 5 is due to the fact that reader 1 did not identify individual data as potentially risky in any of the papers shared with reader 5. This discrepancy can be explained in terms of difference in training. All readers were trained on a common set of 3 publications; however, readers 2, 3, 4, and 5 participated in a similar exercise of applying a draft version of the checklist to a different sample of publications (see the "Background" section), while reader 1 was only involved in the current study. Subsequent investigation showed that the common training publications here did not contain any instances of individual data, hence reader 1 had no training or experience with individual data. The fact that reader 1 had perfect agreement with reader 2 on their papers, which, as it happened, did not include any occurrences of individual data, strongly suggests that the checklist is otherwise clear.
Application of step 2 anonymity tests
Subsequently, the step 2 anonymity tests were applied. For each output identified as a potential privacy risk in step 1, the tests were reapplied, disregarding variables that were obviously not quasiidentifiers.
None of the outputs identified by the step 1 threshold n test were subsequently identified by the step 2 threshold n test, when counts based on only quasi-identifiers were considered. An example of such an output is a count of one child in a reasonably sized geographical area (population 8 million) over a 5-year period with diabetes of an unknown type. While this is a small count, the associated variables of geographic area, 5-year period, and diagnosis are considered unlikely to appear in an external database together with identifying information.
There were only 6 individual outputs identified by the step 1 anonymity tests that were still identified under the step 2 tests. Two instances were a confidence interval and a P-value being given to an unnecessarily high number of significant figures. These could have been avoided without any loss of analytic utility by simply rounding the values to fewer significant figures. Two Kaplan-Meier survival curves were cross-classified by at least one quasi-identifier (ethnicity) and were provided in a format that enabled exact time of event to be recovered to the nearest day. However, the time to event was calculated for each participant from an unknown time of birth. The residual risk of reidentification by linkage to an external database in each case was judged to be negligible. Although none of these 4 cases had a high privacy risk in its study context, each could have been avoided by applying one of the suggested anonymization treatments without affecting the final conclusions of each publication.
The remaining 2 outputs involved one instance of the researchers providing an unnecessary amount of detail about their study name, location, and dates, and one instance of researchers describing an outlier using values of some quasi-identifiers. In each case, the privacy risk was probably quite low, but could have been avoided if the researchers provided slightly more general information, without affecting the final conclusions of each publication.
DISCUSSION AND CONCLUSION
While data use agreements, access controls, and anonymization measures applied directly to population health and health services data do provide good privacy protection during access and use by trusted researchers, there can still be privacy concerns associated with analysis outputs published in the academic literature and other publicly accessible formats. Virtual data centers are becoming an increasingly popular setting in which researchers are given access to detailed confidential data. However, there are concerns that the current manual output-checking procedures will not scale up as demand for such services grows.
In seeking to explore options for meeting this challenge, this study has demonstrated the usability and reliability of a checklist designed to assist researchers with anonymizing outputs of statistical analysis in population health and health services research. The checklist can be used by researchers for datasets they either hold or access through virtual data centers.
The checklist was applied to a sample of 100 academic population health publications distributed among 5 readers. Cohen's j was used to measure interrater agreement. Identification of potential privacy risks was found to be generally good between the readers involved in the study. This further suggests that such an approach may have the potential to be developed into a broadly applicable standard providing consistent confidentiality protection across multiple analyses of the same data.
In addition to the primary objective, the paper has also indicated little evidence of actual privacy risk from published analysis outputs in our sample of publications involving statistical analysis of linked population health and health services data. However, we also observe that privacy risks could be further reduced by applying simple anonymization treatments without affecting the final conclusions of the research.
Our study has underlined the need for training of researchers before they anonymize their own statistical analysis outputs using our checklist tool. Such training should cover the regulatory environment and privacy expectations and requirements, privacy risk, and how disclosures can occur, using the checklist for privacy risk assessment and applying anonymization treatments as needed, and finally how to ensure that anonymization treatments do not adversely impact statistical inferences and conclusions. 4 Public health and medical journals are encouraging authors to submit supplementary materials, including datasets and additional analysis results, for online publication. The ease of online publication is likely to increase both the volume and detail of analysis results publicly available, which in turn is likely to increase privacy risk. 4 
