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ABSTRACT
In this paper, we propose a technique that uses multimodal
interactions of users to generate a more accurate list of rec-
ommendations optimized for the user . Our approach is
a response to the actual scenario on the Web which allows
users to interact with the content in diﬀerent ways, and thus,
more information about his preferences can be obtained to
improve recommendation. The proposal consists of an en-
semble learning technique that combines rankings generated
by unimodal recommenders based on particular interaction
types. By using a combination of diﬀerent types of feedback
from users, we are able to provide better recommendations,
as shown by our experimental evaluation.
Categories and Subject Descriptors
H.3.1 [Information Systems]: Information storage and re-
trieval—Content analysis and Indexing; I.2.6 [Computing
Methodologies]: Artificial Intelligence—Learning
General Terms
Algorithms; Ensemble Learning
Keywords
Recommender Systems; Ensemble Learning; Mutimodals In-
terecations
1. INTRODUCTION
As the exponential growth of information generated on
the World Wide Web, Information Filtering techniques like
Recommender Systems have become more and more impor-
tant and popular. Recommender systems consist of a spe-
cific type of information filtering technique that attempts
to suggest information items (movies, books, music, news,
Web pages, images, etc.) that are likely to interest the users.
Typically, recommender systems are based on Collaborative
Filtering, which is a technique that automatically predicts
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the interest of an active user by collecting rating information
from other similar users or items [12].
The traditional recommendation engines consist in ac-
quiring the preferences of users through profiling techniques
based on explicit feedback, implicit feedback and hybrid ap-
proaches. The approaches based on explicit information col-
lect explicit data provided by users, such as filling out forms
or classification of content. This approach is generally con-
sidered more accurate, considering that it is provided di-
rectly by users, but require a great eﬀort from them [9].
On the other hand, approaches that capture implicit infor-
mation indirectly collect user interactions during browsing,
such as browsing history and mouse movement. This is a
more abundant source of information because they are gath-
ered automatically by the system; however, an analysis of
user’s behavior must be accomplished to infer positive or
negative preferences. Hybrid approach, in turn, is the com-
bination of the two types of feedback to obtain a larger and
more accurate amount of information.
In order to obtain such interests, profiling mechanisms
have been developed, which consist of acquiring, represent-
ing and maintaining pieces of information relevant (and/or
irrelevant) to the user. In the particular case of obtain-
ing user’s preferences, the three most known techniques are
based on explicit feedback, implicit feedback and hybrid ap-
proaches. Implicit information is collected indirectly during
user navigation with the system while visiting a page, mouse
movement and clicks on various links of interest. Regard-
ing explicit feedback, the data is intentionally provided, i.e.,
the user expresses himself in some direct way (e.g. filling
in forms or rating a content). This type of information is
considered more reliable, since the user is who provides the
topics of interests, but the cost of this procedure is the ef-
fort of the individual, who is not always willing to cooperate
with the system [1]. Finally, the hybrid approach consists
of applying the implicit and explicit feedback together, in
order to obtain a greater number of user information [9].
However, the performance can be significantly improved,
if ensemble methods are used. An ensemble method com-
bines the predictions of diﬀerent algorithms (or blending) to
obtain a final prediction. The most basic blending method
is to compute the final prediction simply as the mean over
all the predictions in the ensemble [1]. Better results can be
obtained if the final prediction is given by a linear combi-
nation of the ensemble predictions. In this case, the combi-
nation weights have to be determined by some optimization
procedure, in general by regularized linear and logistic re-
gressions. Though, not all available ensemble methods are
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practical for large-scale recommender systems because the
massive amount of data leads to vast time and memory con-
sumption.
In this paper, we propose a framework to unify diﬀerent
types of feedback from users using an ensemble learning ap-
proach. First, each interaction type is used to learn individ-
uals models; and then, the results of each model is combined
using a linear regression algorithm based on a Bayesian op-
timization criterion. We provide an experimental evaluation
of our algorithm with the HetRec2011 Last fm 2k [3] dataset,
simulating and inferring a number of interaction paradigms:
the user’s browsing history and whether he tagged a content
or not.
This paper is structured as follows: in Section 2 we de-
pict the related work; Section 3 we give an overview of
the notations that we will use during the paper; Section
4 presents the ensemble algorithms developed previously
based on heuristics; Section 5 provides a description of the
Bayesian Optimization approach, which is explored in this
work; in Section 6 we present our proposal in details; Sec-
tion 7 describes the evaluation executed in the system; and
finally, in Section 8 we present the final remarks and future
works.
2. RELATEDWORK
In this section, we review some work related to our pro-
posal. First, we depict approaches related to multimodal
recommender systems, and then, we provide a review of
ensemble-based recommender systems.
2.1 Multimodal Interactions
With the increasing number of interactions between users
and content, several studies have emerged in order to work
with the integration of these interactions, so that more in-
formation about the users preferences are gathered by the
systems. The work proposed by [14] developed a recommen-
dation system for on line video based on explicit and implicit
feedback, plus feedback from relevant information provided
by the user. The video used was composed of multimedia
content and related information (such as query, title, tags,
etc.). The project aimed to combine these types of inter-
actions with the information provided by users in order to
generate a more precise rank of relevant items. In order to
automatically adjust the system, it was implemented a set
of adjustment heuristic given new user interactions.
The SVD++ algorithm proposed by [9] uses explicit and
implicit information from users to improve the prediction of
ratings. As explicit information, the algorithm uses the rat-
ings assigned by users to items, and as implicit information,
it simulates the rental history by considering which items
users rated, regardless of how they rated these items. As
limitation, the SVD++ algorithm uses a stochastic gradient
descent to train the model, which requires the observed rat-
ings from users. Thus, it is impossible to infer preferences
for those users who provided only implicit feedback.
In recent research, Domingues et al. [4] developed a mul-
timodal system facing music recommendation, which com-
bines the use (web access) and content (i.e. audio features
and textual tags). Part of interactions was done in real time
with real users in a commercial music site from the very
Long Tail. Combining the data from the system led to bet-
ter results than content-based systems, leading the system
to have greater user acceptance rate, higher rate of user ac-
tivity and greater user loyalty and usage.
The approach proposed in this paper diﬀers from the afore-
mentioned works because it adopts a post-processing step
to analyze the rankings created separately by diﬀerent algo-
rithms. The advantage of this approach is that it is easier
to extend the model to other types of interactions and rec-
ommenders.
2.2 Ensemble Approach
Ensemble is a machine learning approach that uses a com-
bination of similar models in order to improve the results
obtained by a single model. In fact, several recent studies,
such as [8], demonstrate the eﬀectiveness of an ensemble of
several individual and simpler techniques, and show that
ensemble-based methods outperform any single, more com-
plex algorithm.
In [1] it is proposed a systematic framework for apply-
ing ensemble methods to CF methods. They employ auto-
matic methods for generating an ensemble of collaborative
filtering models based on a single collaborative filtering al-
gorithm (homogeneous ensemble). They demonstrated the
eﬀectiveness of this framework by applying several ensemble
methods to various base CF methods.
In the recent work of [12], they discussed the development
of a hybrid multi-strategy book recommendation system us-
ing Linked Open Data. Their approach builds on training
individual base recommenders and using global popularity
scores as generic recommenders. The results of the individ-
ual recommenders are combined using ensemble method and
rank aggregation. They showed that their approach delivers
very good results in diﬀerent recommendation settings and
also allows for incorporating diversity of recommendations.
However, their work is limited to the type of interactions
chosen by the authors.
Our proposal can be considered an ensemble-based tech-
nique, as it combines multiple rankings in a post-processing
step. However, our approach diﬀers from the related work
in the sense that we analyze multiple interaction paradigms
from the user in order to generate a more accurate person-
alized ranking. Our contribution, thus, can be considered
a multimodal recommender system based on multiple user
feedback types, but it also uses an ensemble learning tech-
nique to generate recommendations.
3. NOTATION
Following the same notation in [11], we use special index-
ing letters to distinguish users and items: a user is indicated
as u and an item is referred as i, j; and rui is used to refer
to either explicit or implicit feedback from a user u to an
item i. In the first case, it is an integer provided by the user
indicating how much he liked the content; in the second,
it is just a boolean indicating whether the user consumed
or visited the content or not. The prediction of the system
about the preference of user u to item i is represented by rˆui,
which is a floating point value guessed by the recommender
algorithm. The set of pairs (u, i) for which rui is known are
represented by the set K = {(u, i)|rui is known}.
Additional sets used in this paper are: N(u) to indicate
the set of items for which user u provided an implicit feed-
back, and N¯(u) to indicate the set of items that are unknown
to user u. The learning rate of the algorithm is represented
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with the variable α and Λ represents constants used for reg-
ularization, and are defined by cross-validation.
Particularly in this paper, we defineR(u, tags), R(u, history)
and R(u, ratings) the rankings generated to user u for the
interactions: tags, history navigation and ratings respec-
tively. In addition, concerning theses interactions, we define
rtagsu,i , r
history
u,i and r
ratings
u,i to represent the scores of pair
(u, i) in each ranking.
Thus, the concept of ranking and scores are related to
each other: each unimodal algorithm will generate a score
(weight) which is a floating point representing how much
a user likes an item using a particular interaction. These
scores are then sorted in decreasing order forming the rank-
ing of items where the first is the most relevant to that
user’s preferences. In this way, for each user and interac-
tion (tagging and navigation), we will have a ranking. For
instance, R(u, tagging) contains a list of (u, i) pairs with cor-
responding scores generated by a unimodal algorithm based
on tagging interaction of user u.
4. ENSEMBLE ALGORITHMS BASED ON
HEURISTICS
The idea of using multiple interactions from users in rec-
ommendation systems by mean of ensembling methods has
been explored in two previous work of ours. In spite of their
promising results, they were based on a set of heuristics,
which works better on a restricted domain.
In the first work [5], we propose a robust framework ca-
pable of generating recommendations based on multimodal
user interactions, whenever they are available or not. The
system consists of a post-processing step which combines
rankings generated by diﬀerent unimodal recommenders ex-
ploiting individual interaction types. We used two algo-
rithms: SVD++ and BPR MF which generate rankings
based on a variety of feedback types. In this approach,
the algorithm prioritizes those items that appear more than
once in the R(u, partial) and the items on which the user
has assigned tags. This heuristic is supported by the fact the
higher the frequency of the item in R(u, tags), R(u, history)
and R(u, ratings), the more this item is closer to the user’s
preferences (the user has interacted with this content in dif-
ferent ways). In addition, it was found that a higher im-
portance for the parameter β achieved better results; it is
because tagging a resource requires more eﬀort from the
user than simply accessing an item or giving a rating; conse-
quently, it is inferred that item captured better his attention
than others.
We defined in the second work [6], R(u, tags), R(u, history)
and R(u, ratings) the rankings generated to user u for the
interactions: tagging, history navigation and ratings, respec-
tively. In addition, concerning these interactions, we define
rtagsu,i , r
history
u,i and r
ratings
u,i to represent the scores of pair
(u, i) in each ranking. After generating the unimodal rank-
ings, our algorithm processes these rankings as illustrated in
Algorithm 1. First, a partial ranking R(u, partial) is created
containing the (u, i) pairs which occur in all rankings. Then,
the average scores of each ranking is computed. Following,
for each interaction type and each (u, i) pair in R(u, partial),
we test whether the score s(u, i, .) is greater than the cor-
responding average score. If all scores satisfy the condition,
we set the final score rˆu,i for that user and item pair as
the highest score among the rankings. Finally, these values
are sorted in descending order resulting in the final ranking
which will be recommended at top N .
Input: R(u, tags), R(u, history), R(u, ratings)
Output: Final Rank R′(u, final)
R(u, partial)←
R(u, tags) ∩R(u, history) ∩R(u, ratings)
Compute avgR(u,tags), avgR(u,history) and
avgR(u,ratings)
for (u, i) ∈ R(u, partial) do
if rtagsu,i ≥ avgR(u,tags) & rhistoryu,i ≥ avgR(u,history) &
rratingsu,i ≥ avgR(u,ratings) then
rˆu,i ← max(rtagsu,i , rhistoryu,i , rratingsu,i )
end
Aggregate rˆu,i into R(u, final)
end
R′(u, final)← sort_desc(R(u, final))
Algorithm 1: Heuristic-based Ensemble Algorithm
5. BAYESIAN PERSONALIZED RANKING
As previously exposed, the previous ensembling approaches
combine multiple rankings generated by unimodal recom-
menders using a set of heuristics which were defined based on
the considered domains and set of available feedback types.
In this way, although we have generated better results when
compared to unimodal recommenders, it is diﬃcult to ex-
tend the algorithms to diﬀerent types of interactions, or to
be generic enough to any application domain. In this way,
we propose an ensembling method whose parameters are
learned based on observed data, i.e., the behavior of each
user along with his interaction with the system.
In order to make our method generic enough to be used
with any type of feedback (including only implicit informa-
tion), our ensembling framework is learned using a Bayesian
Optimization Criterion as defined by [11]. Thus, in this
section such procedure is described prior to presenting our
proposal.
5.1 BPR Optimization Criterion
The BPR MF approach [11] consists of providing person-
alized ranking of items to a user according only to implicit
feedback (e.g. navigation, clicks, etc.). An important char-
acteristic of this type of feedback is that we only know the
positive observations; the non-observed user-item pairs can
be either an actual negative feedback or simply the fact that
the user does not know about the item’s existence.
In this scenario, Rendle et al. [11] discuss a problem
that happens when training an item recommendation model
based only on such positive/negative data. Because the ob-
served entries are positive and the rest are negative, the
model will be fitted to provide positive scores only for those
observed items. The remaining elements, including those
which may be of interest to the user, will be classified by
the model as negative scores, in which the ranking cannot
be optimized as the predictions will be around zero.
Considering this problem, the authors have proposed a
generic method for learning models for personalized ranking
[11]. Instead of training the model using only the user-item
pairs, they also consider the relative order between a pair
of items, according to the user’s preferences. It is inferred
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that if an item i has been viewed by user u and j has not
(i ∈ N(u) and j ∈ N¯(u)), then i >u j, which means that
he prefers i over j. Figure 1 presents an example of this
method. It is important to mention that when i and j are
unknown to the user, or equivalently, both are known, then
it is impossible to infer any conclusion about their relative
importance to the user.
Figure 1: The left-hand side table represents the ob-
served data K. The Rendle et al. approach creates
a user-specific pairwise relation i >u j between two
items. In the table on the right-hand side, the plus
signal indicates that user u has more interest in item
i than j; the minus signal indicates he prefers item
j over i; and the interrogation mark indicates that
no conclusion can be inferred between both items.
To estimate whether a user prefers an item over another,
Rendle et al. proposed a Bayesian analysis using the likeli-
hood function for p(i >u j|Θ) and the prior probability for
the model parameter p(Θ). The final optimization criterion,
BPR-Opt, is defined as:
BPR-Opt :=
∑
(u,i,j)∈DK
lnσ(sˆuij)− ΛΘ||Θ||2 , (1)
where sˆuij := rˆui − rˆuj and DK = {(u, i, j)|i ∈ N(u) & j ∈
N¯(u)}. The symbol Θ represents the parameters of the
model, ΛΘ is a regularization constant, and σ is the logistic
function, defined as: σ(x) = 1/(1 + e−x).
5.2 BPR Learning Algorithm
For learning the model, the authors also proposed a vari-
ation of the stochastic gradient descent technique, denom-
inated Learn BPR, which randomly samples from DK to
adjust Θ. Algorithm 2 shows an overview of the algorithm,
where α is the learning rate.
Input: DK
Output: Learned parameters Θ
Initialize Θ with random values
for count = 1,...,#Iter do
draw (u, i, j) from DK
sˆuij ← rˆui − rˆuj
Θ← Θ+ α
(
e
−sˆuij
1+e−sˆuij
. ∂
∂Θ sˆuij − ΛΘΘ
)
end
Algorithm 2: Learning through Learn BPR.
In this paper, we have defined the BPR approach to con-
sider the prediction rule rˆui as the simple factorization model
as defined in:
rˆui = bui + pTu qi, (2)
where the baselinebui is defined as bui = µ+ bu+ bi. In this
way, we compute the partial derivatives in relation to sˆuij :
∂
∂Θ
sˆuij =

1 if Θ = bi,
−1 if Θ = bj ,
qi − qj if Θ = pu,
pu if Θ = qi,
−pu if Θ = qj ,
0 otherwise,
(3)
which is then applied to Algorithm 2 to learn the set of
parameters Θ. The use of this prediction rule together with
the BPR Learning algorithm is also known as BPR MF [11].
6. PROPOSED METHOD
The previous section described the operation of the BPR
algorithm, responsible for rendering implicit feedback and
build an accurate representation of the user in order to op-
timize results in ranks of recommended items. However, in
its original form, this model can not process and combine
more than one type of interaction. On the other hand, its
learning procedure can be used to adjust the parameters of
a ensembling learning model. In this way, the combination
of assigning tags and user history during navigation, for ex-
ample, can be made to improve the final recommendation
for a user. Consequently,each interaction type is used by
a diﬀerent instance of BPR MF, which, in term, is learned
using Algorithm 2. After that, the merging procedure of all
rankings is accomplished by the ensembling model, whose
related parameters are learned using Algorithm 2 again.
In summary, we adopted the BPR MF and Learn BPR
algorithms described in Section 5, which generate rankings
based on a variety of feedback types and learn weights to
consider diﬀerent types of interaction. Figure 2 illustrates
the overall scheme.
Figure 2: Schematic visualization of the proposed
system.
Particularly in this paper, we adopted diﬀerent types of
implicit feedback, although we plan to integrate explicit in-
formation in future works. As implicit feedback, we consid-
ered two types: i) whether a user assigned a tag or not to
an item; and ii) his navigation history. As shown in Figure
2, both implicit feedback types are used by the BPR MF
algorithm to generate a personalized ranking for each user.
As illustrated in Figure 2, two rankings will be generated
for each user, where each of them was computed based on
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a particular feedback. Those rankings are then processed
by an ensemble method which will apply a set of heuristics
based on the interaction activity of the user. The equation
which computes the weight of each pair (u, i), represented
by rfinalu,i , is defined as:
rfinalu,i = βhistory.r
history
u,i + βtags.r
tags
u,i , (4)
where βhistory and βtags are generated weights learned from
Learn BPR to weigh each type of interaction.
At this point, it is worth mentioning that our proposal has
two phases of training, where firstly the BPR MF parame-
ters of each interaction type are learned from Learn BPR;
and secondly, after we have these individual models adjusted
for each interaction, we apply the merging procedure (Equa-
tion 4), whose parameters βhistory and βtags are learned us-
ing another training sample inputted to Learn BPR. In other
words, the parameters set θ has diﬀerent elements depend-
ing on the phase of the algorithm: in the beging, it is set
to θ = {bu, bi, qu, qi}, where we have two instances, one for
each interaction type; and then, θ = {βhistory, βtags} for the
ensemble model.
In following subsections, we describe all procedures in
more details.
6.1 Learning Weights
Given the input of user interactions, in this step, weights
are learned for each of them, through the Learn BPR al-
gorithm seen in Section 5. Using the Algorithm 2, we train
individually each instance of BPR MF using particular sam-
ples of the dataset consisting of users interactions of that
type. This is accomplished by the natural strategy of BPR,
where in a particular interaction, we randomly select a pair
of items i and j for a user u, where i ∈ N(u) and i ∈ N¯(u).
After that, the models rhistoryu,i and r
tags
u,i (both defined by
Equation 2) are then merged using Equation 4.
In order to train the ensemble parameters βhistory and
βtags, we use the Learn BPR, as previously explained. In-
deed, the adjustment is accomplished by the following equa-
tion:
βθ ← βθ + α
(
e−sˆuij
1 + e−sˆuij
.
∂
∂βθ
sˆuij − ΛβθβΘ
)
, (5)
where θ represents the type of interaction (history or tags),
α is the learning rate, Λβθ the variable convergence and
sˆuij = sˆui − sˆuj . Thus, each pair (u, i) of each type of
interaction will have an equivalent weight β. In this way, we
have:
∂
∂βθ
sˆuij =
{
rhistoryu,i − rhistoryu,j if βθ = βhistory ,
rtagsu,i − rtagsu,j if βθ = βtags,
(6)
6.2 Ensemble Ranks
The step of combining ranks consists of aggregating the
weights of ranks generated by BPR MF for each type of in-
teraction. For each user belonging to the dataset, the scores
are computed to each item of their interactions: browsing
history and tags. These scores, in turn, are weighted with
the ensemble parameters (βhistory and βtags), responsible for
giving relevance to the type of interaction the user chooses
in relation to that item. Thus, items in which users had
more aﬃnity assigning tags will be more relevant than the
other type of interaction and otherwise. Finally, these values
are sorted in descending order resulting in the final ranking
which will be recommended at top N . This process can be
seen in the Algorithm 3.
Input: interection(history), interection(tags)
Output: Final Rank R′(u, final)
for u ∈ users do
for i ∈ items do
Compute rhistoryu,i , r
tags
u,i
Compute βtags, βhistory
Compute rˆfinalu,i
Aggregate rˆfinalu,i into R(u, final)
end
end
R′(u, final)← sort_desc(R(u, final))
Algorithm 3: Proposed algorithm.
7. EVALUATION
The evaluation presented in this paper aims to compare
our approach with the unimodal method described in Sec-
tion 5 and described in Section 4, which ensemble the ranks
through heuristics. The BPR MF implementation used in
our work is available in the MyMediaLite library [7]. We
generated the recommendations for all users and individ-
ual feedback types, and then, implemented as a separate
module the ranking combination strategy and the evalua-
tion methodology.
7.1 Dataset
The evaluation of the system was based on the HetRec2011
Last fm 2k [3], consisting of 92,834 user-listened artist re-
lations, 186,479 interactions tags applied by 1,892 users to
17,632 artists. As feedback types, we considered: i) whether
a user tagged an item or not; and ii) the history of visited
items, which is simulated by boolean values (visited or not)
generated by the ratings and tagging activities.
In this paper, we adopted the same methodology used by
the research community with regard to recommender sys-
tems evaluation. We divide the base into two sets, 80% for
training and 20% for testing, where the training set is used
to run the isolated algorithms and train matrices p and q;
and test set is used to make All but One protocol and the
rest serves to predict weights for each pair of algorithms
(simulate the real-time interaction from the user).
7.2 Constants
The involved constants used in this evaluation are defined
according to Table 1. The details of their utilization can be
found in Section 6.
7.3 Methodology
In order to evaluate the proposal in this paper, we adapted
the All But One [2] protocol for the construction of the
ground truth and 10-fold-cross-validation. Given the data
set, randomly we divided into the same 10 subsets and for
each sample we use n− 1, these subsets of data for training
and the rest for testing. The training set tr was used to test
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Table 1: Constants used in the evaluation.
Constant Value Note
αtags 0.05
αhistory 0.05
Λtags 0.0025|R(i)|− 12 R(i) is the number of
items i in set Train.
Λhistory 0.0025|R(i)|− 12
the proposed assembly and test system Te randomly split
an item for each user to create the truth set H. That done,
the remaining items form the set of observable O, used to
test the unimodal algorithms. To assess the outcomes of
the systems we use evaluation metrics Precision and Mean
Average Precision (MAP) [13]. Then, we compute Precision
and Mean Average Precision as follows:
Precision calculates the percentage of recommended items
that are relevant. This metric is calculated by comparing,
for each user in the test set Te, the set of recommendations
R that the system makes, given the set of observables O,
against the set H:
Precision(Te) =
1
|Te|
|Te|∑
j=1
|Rj ∩Hj |
|Rj | . (7)
Mean Average Precision computes the precision con-
sidering the respective position in the ordered list of recom-
mended items. With this metric, we obtain a single value
accuracy score for a set of test users Te:
MAP (Te) =
1
|Te|
|Te|∑
j=1
AveP (Rj ,Hj), (8)
where the average precision (AveP) is given by
AveP (Rj , Hj) =
1
|Hj |
|Hj |∑
r=1
[Prec(Rj , r)× δ(Rj(r), Hj)], (9)
where Prec(Rj , r) is the precision for all recommended items
up to rank r and δ(Rj(r), Hj) = 1, iﬀ the predicted item at
rank r is a relevant item (Rj(r) ∈ Hj) or zero otherwise.
In this work we used Precision@N and MAP@N , where
N took values of 1, 3, 5 and 10 in the ranks returned by
the system. For each configuration and measure, the 10-
fold values are summarized by using mean and standard
deviation. In order to compare the results in statistical form,
we apply the two-sided paired t-test with a 95% confidence
level [10].
7.4 Results
Tables 2 and 3 show the results of this evaluation, to-
gether with the standard deviation. We note that the pro-
posed method achieved statistically better results than the
baselines, as proven by the t-student analysis (p < 0.05).
Figures 3 and 4 illustrate the algorithms’ performance in
Top@N vs. MAP and Top@N vs. Precision graphs.
From Figures 3 and 4 we note that MAP has a tendency
for higher values as the number of returned items increases;
and precision the opposite. This can be explained because
MAP only considers the relevant items and their positions
in the ranking. Thus, as more items are returned, the num-
ber of relevant items is also increased. In case of precision,
in turn, as it is a set-based measure (the order of items is
irrelevant), the more items are filtered to the user, the more
false positives may also be returned, aﬀecting, consequently,
the precision measure.
Figure 3: Graph comparing the Precision.
Figure 4: Graph comparing the MAP.
We note that by combining all two types of feedback (tag-
ging and history) using the proposed ensembling algorithm
with BPR for learning the weights, we achieved the best re-
sults for all top N recommendations. This is because the
algorithm is able to learn, according to the input data, the
preferences of each user for each type of interaction.
The overall results obtained and described in paper are
small because of the evaluation protocol used in the exper-
iments. The All But One hides one item from each user
in the test set and considers it as the ground truth. As
we are recommending top N items, the precision and MAP
will decrease because the system thinks there are N relevant
items, although the protocol has set only the hided item as
relevant. In this way, it is important to rely only on the dif-
ferences among the approaches, and we managed to increase
the results of our proposal when compared to the baselines.
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Table 2: Comparative Precision table.
Top 1 Top 3 Top 5 Top 10
BPR MF (History) Precision 0.002658 0.00443 0.004359 0.003934
Standard deviation 0.000012 0.000037 0.000108 0.000055
BPR MF (Tags) Precision 0.005848 0.004253 0.003509 0.003721
Standard deviation 0.000142 0.000122 0.000087 0.000105
Ensemble Algorithm (Heuristic) [5] Precision 0.00319 0.004607 0.004466 0.003668
Standard deviation 0.000032 0.000187 0,000098 0.000131
Ensemble Algorithm (Heuristic) [6] Precision 0.007443 0.004962 0.004041 0.003243
Standard deviation 0.000217 0.000320 0.000063 0.000081
Ensemble Algorithm (Proposed) Precision 0.011164 0.012759 0.011377 0.008293
Standard deviation 0.000098 0.000123 0.000027 0.000032
Table 3: Comparative MAP table.
Top 1 Top 3 Top 5 Top 10
BPR MF (History) MAP 0.002658 0.010633 0.013114 0.015704
Standard deviation 0.000121 0,000064 0,000169 0,000201
BPR MF (Tags) MAP 0.005848 0.010898 0.012449 0.015395
Standard deviation 0.000143 0.000529 0.000287 0.000458
Ensemble Algorithm (Heuristic) [5] MAP 0.00319 0.011164 0.013557 0.015749
Standard deviation 0,000245 0,000318 0,000266 0,000374
Ensemble Algorithm (Heuristic) [6] MAP 0.007443 0.013557 0.015019 0.016827
Standard deviation 0,000497 0,000123 0,000075 0,000192
Ensemble Algorithm (Proposed)) MAP 0.011164 0.030037 0.035309 0.039275
Standard deviation 0,000428 0,000137 0,000065 0,000236
8. FINAL REMARKS
This paper proposed an ensenbling approach to unify dif-
ferent types of feedback from users when consuming content
in order to provide better recommendations. The advan-
tage is that more information about the interests of the user
can be obtained when analyzing multimodal interactions. In
contrast to existing approaches which are limited to one or a
small subset of user feedback, resulting in inaccurate repre-
sentation of users’ preferences, the proposed model incorpo-
rates the feature of using various types of interactions, but
still taking advantage of state-of-the-art algorithms which
are based on unimodal feedback.
We depicted an evaluation of the proposed method, com-
paring it against four baselines approaches. The experi-
ments were executed with the HetRec2011 Last fm 2k dataset,
and the results show the eﬀectiveness of combining various
types of interactions in a single model for recommendation
using ensemble learning. In fact, our learning procedure is
accomplished by means of BPR, which is a generic frame-
work that allows fast optimization of ranks by analyzing a
triple os user, observed item and unknown item. In this pa-
per, in particular, we explore this idea to combine diﬀerent
types of implicit feedback.
In future works, we intend to consider other types of inter-
action and context information of users and items, and also
other recommenders with better accuracy for a single feed-
back type. We intend to test our new algorithm in databases
that contain three types of interactions to make a compara-
tive study of results.
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