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概要 
現在，日本でソーシャルメディアが普及し，我々にとって有力な情報源となりつつある．
しかし，ソーシャルメディア上の情報には，発音の似た仮名文字や長音記号を用いて本来
の表記を書き換えた“崩れた表記”が含まれている．そのため，従来の形態素解析器では，
書き手や読み手のイメージに合う形態素解析結果を出すのは難しく，自然言語処理を利用
したソーシャルメディアからの情報抽出は困難な状態となっている． 
 
我々は，崩れた表記を含む文の形態素解析を実現するための手法として“長音節最適化”
および“読み仮名検索”を提案し，それらを実装した日本語形態素解析器MoCA(もか)を開
発した．Twitterに投稿された日本語ツイートを形態素解析したところ，約 4割のツイート
において，提案手法の影響による形態素解析結果の変化が見られた．また，それらの形態
素解析結果を比較したところ，多くの場合において，より人のイメージに合う区切り位置
および品詞で区切ることに成功したことがわかった．本稿では，提案手法や MoCA につい
て説明し，提案手法によって得られた効果や，提案手法の課題点を述べる． 
  
ii 
 
目次 
概要 ..................................................................................................................................... 1 
目次 ..................................................................................................................................... 2 
1. 研究背景と研究目的 .................................................................................................... 1 
1.1. ソーシャルメディアの普及 .................................................................................. 1 
1.2. ソーシャルメディア上の情報を扱うにあたっての形態素解析の課題 ................ 1 
1.3. 研究目的 ............................................................................................................... 1 
1.4. Twitterに投稿された崩れた表記の例 ................................................................. 2 
1.5. 崩れた表記の分類 ................................................................................................. 6 
2. 従来の形態素解析 ........................................................................................................ 8 
2.1. 従来の日本語形態素解析手法 .............................................................................. 8 
2.1.1. 形態素候補の検索 ......................................................................................... 8 
2.1.2. Lattice構造の生成........................................................................................ 8 
2.1.3. Viterbiアルゴリズムによる最適経路の探索 ................................................ 8 
2.2. 従来の日本語形態素解析器の例 ......................................................................... 10 
2.2.1. MeCab ......................................................................................................... 10 
2.2.2. Kuromoji ...................................................................................................... 11 
2.2.3. JUMAN ....................................................................................................... 11 
3. 提案手法..................................................................................................................... 12 
3.1. 長音節最適化 ...................................................................................................... 12 
3.1.1. 音節および音節変換候補の生成.................................................................. 12 
3.1.2. 変形部分文字列の生成 ................................................................................ 15 
3.1.3. 長音節最適化による形態素解析結果の変化 ............................................... 17 
3.2. 読み仮名検索 ...................................................................................................... 19 
3.2.1. 拡張形態素辞書の生成 ................................................................................ 19 
3.2.2. 形態素検索方法の変更 ................................................................................ 19 
3.2.3. 読み仮名検索による形態素解析結果の変化 ............................................... 20 
3.3. 提案手法を含めた形態素解析の流れ ................................................................. 21 
4. 日本語形態素解析器MoCAの開発 ........................................................................... 23 
4.1. 開発方法 ............................................................................................................. 23 
4.2. 形態素コストの調整 ........................................................................................... 23 
4.2.1. 形態素コスト計算式 .................................................................................... 23 
4.2.2. 長音節最適化に伴うコスト増加.................................................................. 24 
4.2.3. 読み仮名検索に伴うコスト増加.................................................................. 24 
4.2.4. 未知語のコスト増加 .................................................................................... 25 
  
iii 
 
4.2.5. 長い表記を持つ形態素のコスト低減 .......................................................... 25 
4.3. MoCAの公開 ..................................................................................................... 25 
5. 実験 ............................................................................................................................ 26 
5.1. 実験 1 - 提案手法が効果を発揮する機会の調査................................................ 26 
5.1.1. 実験目的 ...................................................................................................... 26 
5.1.2. 実験方法 ...................................................................................................... 26 
5.1.3. 実験結果 ...................................................................................................... 26 
5.2. 実験 2 - より人のイメージに合う区切り方となっているか否かの調査 ........... 26 
5.2.1. 実験目的 ...................................................................................................... 26 
5.2.2. 実験方法 ...................................................................................................... 27 
5.2.3. 被験者の選定 ............................................................................................... 28 
5.2.4. 実験結果 ...................................................................................................... 30 
6. 評価 ............................................................................................................................ 33 
6.1. 実験 2Aおよび実験 2Bの結果を基にした提案手法の評価 ............................... 33 
6.2. 長音節最適化による区切り方の変化 ................................................................. 33 
6.2.1. 崩れた表記を含む助動詞 ............................................................................ 33 
6.2.2. 崩れた表記を含む感動詞 ............................................................................ 34 
6.2.3. “母音の変化”を含む形容詞 ..................................................................... 35 
6.2.4. “長音記号による長音”を末尾に含む形態素 ............................................ 36 
6.2.5. 仮名文字の過剰な連結 ................................................................................ 38 
6.3. 読み仮名検索による区切り方の変化 ................................................................. 40 
6.3.1. 漢字で形態素辞書に登録されている語を仮名文字で表記した形態素 ....... 40 
6.3.2. カタカナ語をひらがなで表記した形態素 ................................................... 41 
6.3.3. ひらがな語をカタカナで表記した形態素 ................................................... 42 
6.3.4. 人名を仮名文字で表記した形態素 .............................................................. 43 
6.3.5. ひらがな語やカタカナ語の過剰変換 .......................................................... 44 
6.4. 形態素コストの調整による形態素解析結果の変化 ............................................ 46 
6.5. 形態素コスト計算式の見直しの必要性 .............................................................. 48 
7. まとめ ........................................................................................................................ 49 
謝辞 ................................................................................................................................... 50 
参考文献 ............................................................................................................................ 51 
  
p. 1 / 52 
 
1. 研究背景と研究目的 
1.1. ソーシャルメディアの普及 
現在，日本でソーシャルメディアが普及している．Twitter の日本人ユーザー数は 2012
年 7月時点で約 3463万人(国別で第 3位)であり，月間約 1億 1200万件(英語に次ぐ 2位)
の日本語公開ツイートが投稿されている [1]．また，関東地方在住者(20～59 歳男女)のう
ち 18.3%が、震災に関する情報源として“インターネットのソーシャルメディア”
(Twitter、mixi、Facebook 等)を重視したとされており [2]，ソーシャルメディアは，我々
にとって有力な情報源となりつつある． 
 
1.2. ソーシャルメディア上の情報を扱うにあたっての形態素解析の課題 
ソーシャルメディアへ投稿される情報の活用には，自然言語処理を利用した情報抽出や
分析が必要である．しかし，ソーシャルメディアへ投稿される情報は，有力な情報源とな
りつつあるにもかかわらず，自然言語処理を利用した情報抽出が難しい状態となっている．
その原因は，多くの自然言語処理の前処理として利用される形態素解析 [3]が，ソーシャル
メディアへ投稿される情報に対して十分な精度を実現できておらず，書き手や読み手のイ
メージに合う形態素解析結果を出せないことである． 
[3]によれば，形態素解析 (morphological analysis) とは，与えられた文を形態素に区切
り，一つ一つの形態素を辞書の項目と対応付ける処理である．形態素 (morpheme) とは，
意味を持つ単語または単語の一部であり，意味をなす最小の単位であると定義される．  
形態素解析において，形態素の候補は，事前に準備された形態素辞書の中から検索され
るのが一般的である [4]．この手法は，新聞記事のような整ったテキストに対して有効で
ある． 
一方，ソーシャルメディアへ投稿される情報は，形態素辞書上の表記通りに書かれてい
るとは限らない．例えば，形態素辞書上に存在する形態素の表記を，発音の似た仮名文字
や長音記号を用いて書き換えられている場合が多い．本研究では以後，このような表記を
“崩れた表記”と呼ぶ．また，形態素辞書上に存在する形態素の表記を，以後“本来の表
記”と呼ぶ． 
従来の形態素解析手法は，崩れた表記を含むテキストに対しては十分な精度を実現でき
ていない [4]．崩れた表記部分をそのまま形態素辞書から検索しても，適切な形態素を見
つけることができない場合が多いためである． 
 
1.3. 研究目的 
本研究の目的は，崩れた表記が含まれるテキストを，より人のイメージに合う区切り方
で形態素解析する手法を考案することである．ただし本研究において，“区切り方”とは，
形態素解析結果の区切り位置および各形態素の品詞を指す．また，区切り方が“人のイメ
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ージに合う”とは，テキストの崩れた表記部分の区切り方が，その部分を本来の表記(であ
ると人が推測する表記)へと直したテキストの区切り方と一致することを指す． 
 
1.4. Twitterに投稿された崩れた表記の例 
実際に Twitterに投稿された日本語ツイートに見られる崩れた表記と，その形態素解析結
果の例を，リスト 1.1～リスト 1.8 に示す．なお，リスト 1.1～リスト 1.8 においては，
崩れた表記にあたる部分を下線で示す． 
 
営業開始しまーす！ 
 * 営業  名詞,サ変接続,*,*,*,*,営業,エイギョウ,エイギョー 
 * 開始  名詞,サ変接続,*,*,*,*,開始,カイシ,カイシ 
 * しま  名詞,一般,*,*,*,*,しま,シマ,シマ 
 * ー  名詞,一般,*,*,*,*,* 
 * す  動詞,自立,*,*,サ変・スル,文語基本形,する,ス,ス 
 * ！  記号,一般,*,*,*,*,！,！,！ 
リスト 1.1  崩れた表記“しまーす”が含まれるツイートの形態素解析結果 
 
リスト 1.1 の 5～8 文字目“しまーす”は，“します”に長音記号を挿入し書き換えた表
記であると推測される．“します”を形態素解析すると“し”(動詞)+“ます”(助動詞) に区
切られる．よって，人のイメージに合わせて“しまーす”を区切るならば，“し”(動詞)+“ま
ーす”(助動詞) とするのが望ましい．しかし，“まーす”という表記は形態素辞書上に存在
しないため，従来の形態素解析器では“まーす”を助動詞として認識することができない． 
 
仙台ですら日帰りはきっついなぁ。 
 * 仙台  名詞,固有名詞,地域,一般,*,*,仙台,センダイ,センダイ 
 * で  助詞,格助詞,一般,*,*,*,で,デ,デ 
 * すら  助詞,係助詞,*,*,*,*,すら,スラ,スラ 
 * 日帰り 名詞,サ変接続,*,*,*,*,日帰り,ヒガエリ,ヒガエリ 
 * は  助詞,係助詞,*,*,*,*,は,ハ,ワ 
 * きっ  動詞,自立,*,*,五段・ラ行,連用タ接続,きる,キッ,キッ 
 * つい  動詞,自立,*,*,五段・カ行イ音便,連用タ接続,つく,ツイ,ツイ 
 * なぁ  助詞,終助詞,*,*,*,*,なぁ,ナァ,ナー 
 * 。  記号,句点,*,*,*,*,。,。,。 
リスト 1.2  崩れた表記“きっつい”が含まれるツイートの形態素解析結果 
 
リスト 1.2の 10～13文字目“きっつい”は，“きつい”(形容詞) に促音を挿入した表記
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であると推測される．よって，“きっつい”を本来の表記“きつい”と同様に 1つの形容詞
であるとするのが，人のイメージに合う区切り方であるといえる．形容詞“きつい”は形
態素辞書上に存在するものの，“きっつい”から本来の表記“きつい”を見つけることがで
きないため，従来の形態素解析器では“きっつい”を形容詞として認識することができな
い． 
 
具現化しろおおおおお！ 
 * 具現  名詞,サ変接続,*,*,*,*,具現,グゲン,グゲン 
 * 化  名詞,接尾,サ変接続,*,*,*,化,カ,カ 
 * しろ  動詞,自立,*,*,サ変・スル,命令ｒｏ,する,シロ,シロ 
 * おおお 動詞,自立,*,*,五段・ワ行促音便,未然ウ接続,おおう,オオオ,オオオ 
 * おお  感動詞,*,*,*,*,*,おお,オオ,オー 
 * ！  記号,一般,*,*,*,*,！,！,！ 
リスト 1.3  崩れた表記“しろおおおおお”が含まれるツイートの形態素解析結果 
 
リスト 1.3の 4～10文字目“しろおおおおお”は，“しろ”(動詞，“する”の命令形) に
“お”を繋げて語尾の音を延ばした表記であると推測される．“しろ”自体は“する”の命
令形であると認識することができているが，その後の“おおおおお”によって，余分な動
詞“おおお”などが形態素解析結果に現れている． 
 
ただいまぁ！ 
 * ただ  接続詞,*,*,*,*,*,ただ,タダ,タダ 
 * い  動詞,自立,*,*,一段,連用形,いる,イ,イ 
 * まぁ  感動詞,*,*,*,*,*,まぁ,マァ,マー 
 * ！  記号,一般,*,*,*,*,！,！,！ 
リスト 1.4  崩れた表記“ただいまぁ”が含まれるツイートの形態素解析結果 
 
リスト 1.4の 1～5文字目“ただいまぁ”は，“ただいま”(感動詞) に小書き文字“ぁ”
を繋げて語尾の音を延ばした表記であると推測される．よって，“ただいまぁ”を本来の表
記“ただいま”と同様に 1 つの感動詞であるとするのが，人のイメージに合う区切り方で
あるといえる．感動詞“ただいま”は形態素辞書上に存在するが，語尾に“ぁ”が付加さ
れた影響で，“ただ”，“い”，“まぁ”の組み合わせであるという形態素解析結果が出ている． 
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寒い。三度しかなぃ 
 * 寒い  形容詞,自立,*,*,形容詞・アウオ段,基本形,寒い,サムイ,サムイ 
 * 。  記号,句点,*,*,*,*,。,。,。 
 * 三  名詞,数,*,*,*,*,三,サン,サン 
 * 度  名詞,接尾,助数詞,*,*,*,度,ド,ド 
 * しか  助詞,係助詞,*,*,*,*,しか,シカ,シカ 
 * な  助詞,終助詞,*,*,*,*,な,ナ,ナ 
 * ぃ  名詞,一般,*,*,*,*,* 
リスト 1.5  崩れた表記“なぃ”が含まれるツイートの形態素解析結果 
 
リスト 1.5の 8～9文字目“なぃ”は，“ない”(形容詞) の“い”を小書き文字“ぃ”へ
と書き換えた表記であると推測される．よって，“なぃ”を本来の表記“ない”と同様に 1
つの形容詞であるとするのが，人のイメージに合う区切り方であるといえる．形容詞“な
い”は形態素辞書上に存在するものの，“なぃ”から本来の表記“ない”を見つけることが
できないため，従来の形態素解析器では“なぃ”を形容詞として認識することができない． 
 
むくみヤバい… 
 * むくみ 動詞,自立,*,*,五段・マ行,連用形,むくむ,ムクミ,ムクミ 
 * ヤバ  名詞,一般,*,*,*,*,* 
 * い  動詞,自立,*,*,一段,連用形,いる,イ,イ 
 * …  記号,一般,*,*,*,*,…,…,… 
リスト 1.6  崩れた表記“ヤバい”が含まれるツイートの形態素解析結果 
 
リスト 1.6の 4～6文字目“ヤバい”は，“やばい”(形容詞) の一部をカタカナへと書き
換えた表記であると推測される．よって，“ヤバい”を本来の表記“やばい”と同様に 1つ
の形容詞であるとするのが，人のイメージに合う区切り方であるといえる．形容詞“やば
い”は形態素辞書上に存在するものの，“ヤバい”から本来の表記“やばい”を見つけるこ
とができないため，従来の形態素解析器では“ヤバい”を形容詞として認識することがで
きない． 
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煮込みらーめん食べたことないです！ 
 * 煮込み 名詞,一般,*,*,*,*,煮込み,ニコミ,ニコミ 
 * ら  名詞,接尾,一般,*,*,*,ら,ラ,ラ 
 * ー  名詞,一般,*,*,*,*,* 
 * めん  名詞,一般,*,*,*,*,めん,メン,メン 
 * 食べ  動詞,自立,*,*,一段,連用形,食べる,タベ,タベ 
 * た  助動詞,*,*,*,特殊・タ,基本形,た,タ,タ 
 * こと  名詞,非自立,一般,*,*,*,こと,コト,コト 
 * ない  形容詞,自立,*,*,形容詞・アウオ段,基本形,ない,ナイ,ナイ 
 * です  助動詞,*,*,*,特殊・デス,基本形,です,デス,デス 
 * ！  記号,一般,*,*,*,*,！,！,！ 
リスト 1.7  崩れた表記“らーめん”が含まれるツイートの形態素解析結果 
 
リスト 1.7の 4～7文字目“らーめん”は，“ラーメン”(名詞)をひらがなへと書き換えた
表記であると推測される．よって，“らーめん”を本来の表記“ラーメン”と同様に 1つの
名詞であるとするのが，人のイメージに合う区切り方であるといえる．名詞“ラーメン”
は形態素辞書上に存在するものの，“らーめん”から本来の表記“ラーメン”を見つけるこ
とができないため，従来の形態素解析器では“らーめん”を 1 つの名詞として認識するこ
とができない． 
 
すげー！グッドアイディアがうまれそう！ 
 * すげ   動詞,自立,*,*,一段,連用形,すげる,スゲ,スゲ 
 * ー   名詞,一般,*,*,*,*,* 
 * ！   記号,一般,*,*,*,*,！,！,！ 
 * グッド  名詞,一般,*,*,*,*,グッド,グッド,グッド 
 * アイディア 名詞,一般,*,*,*,*,アイディア,アイディア,アイディア 
 * が   助詞,格助詞,一般,*,*,*,が,ガ,ガ 
 * うまれ  動詞,自立,*,*,一段,連用形,うまれる,ウマレ,ウマレ 
 * そう   名詞,接尾,助動詞語幹,*,*,*,そう,ソウ,ソー 
 * ！   記号,一般,*,*,*,*,！,！,！ 
リスト 1.8  崩れた表記“すげー”が含まれるツイートの形態素解析結果 
 
リスト 1.8の 1～3文字目“すげー”は，“すごい”(形容詞) の母音を変化させた表記で
あると推測される．よって，“すげー”を本来の表記“すごい”と同様に 1つの形容詞であ
るとするのが，人のイメージに合う区切り方であるといえる．形容詞“すごい”は形態素
辞書上に存在するものの，“すげー”から本来の表記“すごい”を見つけることができない
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ため，従来の形態素解析器では“すげー”を形容詞として認識することができない． 
 
1.5. 崩れた表記の分類 
本研究では， [4]を参考に，崩れた表記を表 1.1のとおりに分類した． 
 
表 1.1  崩れた表記の分類 
分類 本来の表記 
(形態素辞書上の表記) 
崩れた表記の一例 
長音記号による長音 ありがとう 
もしもし 
ありがとー 
もしも～～し 
促音・撥音の挿入 きつい 
すばらしい 
きっつい 
すんばらしい 
母音による長音 やったー 
行け 
ねむい 
やったあ 
行けえええ 
ねむぅい 
小書き文字への置換 おいしい ぉぃしぃ 
仮名文字化 微妙 
やばい 
ラーメン 
ビミョー 
ヤバい 
らーめん 
母音の変化 すごい 
やばい 
ねむい 
すげえ 
やべー 
ねみい 
 
“長音記号による長音”は，本来の表記に対して長音記号(“ー”や“～”)が余分に挿入
されたり，仮名文字を長音記号で置き換えたりした表記を指す．1.3 節で挙げた例のうち，
リスト 1.1で示した“しまーす”が該当する． 
“促音・撥音の挿入”は，本来の表記に対して促音“っ”や撥音“ん”が余分に挿入さ
れた表記を指す．1.3節で挙げた例のうち，リスト 1.2で示した“きっつい”が該当する． 
“母音による長音”は，本来の表記に対してア行の仮名文字が余分に挿入されたり，長
音記号をア行の仮名文字で置き換えたりした表記を指す．なお，ア行の仮名文字にはア行
の小書き文字を含む．1.3節で挙げた例のうち，リスト 1.3で示した“しろおおおおお”や
リスト 1.4で示した“ただいまぁ”が該当する． 
“小書き文字への置換”は，本来の表記に現れる仮名文字を，小書き文字で置き換えた
表記を指す．1.3節で挙げた例のうち，リスト 1.5で示した“なぃ”が該当する．  
“仮名文字化”は，本来の表記を，その形態素の読み仮名にあたる仮名文字で置き換え
た表記を指す．1.3 節で挙げた例のうち，リスト 1.6 で示した“ヤバい”や，リスト 1.7
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で示した“らーめん”が該当する． 
“母音の変化”は，本来の表記に現れる仮名文字のうち，ア段の仮名文字+“イ”と並ん
でいる部分をエ段の仮名文字+“エ”あるいはエ段の仮名文字+長音記号へ，オ段の仮名文
字+“イ”と並んでいる部分をエ段の仮名文字+“エ”あるいはエ段の仮名文字+長音記号へ，
ウ段の仮名文字+“イ”と並んでいる部分をイ段の仮名文字+“イ”あるいはイ段の仮名文
字+長音記号へ置き換えた表記を指す．1.3節で挙げた例のうち，リスト 1.8で示した“す
げー”が該当する． 
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2. 従来の形態素解析 
本章では，従来の日本語形態素解析手法の代表例を示す．また，現在使用されている日
本語形態素解析器の例を挙げ，それらの特徴を述べる． 
 
2.1. 従来の日本語形態素解析手法 
1.2節で述べた通り，一般的に，日本語形態素解析における形態素の候補は，事前に準備
された形態素辞書の中から検索される．また，得られた形態素候補から形態素解析結果を
求めるためのアルゴリズムとして，従来の日本語形態素解析器の多くが Viterbiアルゴリズ
ムを利用している．本節では，形態素辞書と Viterbiアルゴリズムを利用した日本語形態素
解析の手順を説明する． 
 
2.1.1. 形態素候補の検索 
入力されたテキストを𝑇とし，𝑇の長さを𝑙𝑇とする．まず，入力されたテキストの部分文
字列を生成する．𝑇の𝑚文字目から𝑛文字目までの部分文字列を𝑇𝑚,𝑛とする(ただし，𝑚およ
び𝑛は，1 ≤ 𝑚 ≤ 𝑛 ≤ 𝑙𝑇を満たす任意の値とする)．そして，得られた部分文字列と表記が一
致する形態素を，形態素辞書から検索する．𝑇𝑚,𝑛と表記が一致する形態素の集合を𝑀𝑚,𝑛とし，
𝑀𝑚,𝑛の全要素を，𝑇の𝑚文字目から𝑛文字目までの形態素候補とする． 
 
2.1.2. Lattice構造の生成 
次に，全ての形態素候補を網羅するグラフ構造を生成する．ただし，このグラフにおい
て，枝によって連結された 2 つの頂点の間には前後関係があるとする．まず，形態素候補
全てをそれぞれグラフの頂点とする．そして，𝑀1,𝑖，𝑀2,𝑖，…，𝑀𝑖,𝑖(ただし𝑖は，1 ≤ 𝑖 < 𝑙𝑇を
満たす任意の値とする)の各要素の後に𝑀𝑖+1,𝑖+1，𝑀𝑖+1,𝑖+2，…，𝑀𝑖+1,𝑙𝑇の各要素をそれぞれ連
結する．𝑇の𝑖文字目までの形態素候補の後には，𝑇の𝑖 + 1文字目から始まる全形態素候補が
連結される．また，𝑀1,1，𝑀1,2，…，𝑀1,𝑙𝑇の前には文頭を表す頂点 BOSを連結し，𝑀1,𝑙𝑇，𝑀1,𝑙𝑇，…，
𝑀𝑙𝑇,𝑙𝑇の後には文末を表す頂点 EOSを連結しておく．こうすることで，𝑇の文頭から文末ま
での全ての形態素候補を網羅したグラフ構造が出来上がる．このグラフ構造を Lattice構造
と呼ぶ． 
 
2.1.3. Viterbiアルゴリズムによる最適経路の探索 
Lattice 構造が完成したら，BOS から後方向へ枝をたどって EOS へ向かう経路の中で，
最もコストが小さくなる経路を，Viterbi アルゴリズムを利用して求める．この経路上に存
在する形態素候補の列が，最終的な形態素解析結果となる． 
経路の決定に利用されるコストには，形態素コストと連接コストの 2 種類がある．形態
素コストとは，Lattice構造の頂点を通過する際にかかるコストであり，頂点の元となった
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形態素候補に依存する．各形態素の形態素コストは，形態素辞書に保存されている．連接
コストとは，Lattice 構造の枝を通過する際にかかるコストであり，2 つの頂点の基になっ
た形態素候補の品詞に依存する． 
形態素辞書と Viterbiアルゴリズムを利用した形態素解析の流れと，形態素解析結果の例
を，図 2.1 に示す．なお，図 2.1 内の Lattice 構造および形態素解析結果は，形態素解析
エンジン Kuromoji [5]を使用して実際に形態素解析した際の結果に従った． 
 
 
図 2.1  従来の日本語形態素解析の流れ 
 
同様の手法で，崩れた表記を含む文を形態素解析した場合の例を，図 2.2に示す．図 2.2
内の Lattice構造および形態素解析結果も，形態素解析エンジン Kuromojiを使用して実際
に形態素解析した際の結果に従った． 
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図 2.2  従来の日本語形態素解析の流れ(崩れた表記を含む文) 
 
この入力テキスト“すんげぇけーたいそかいせきしまーすっ！”は，図 2.1 の入力テキ
スト“すごい形態素解析します！”を崩れた表記へと書き換えたものである．しかし，従
来手法では，本来の表記“すごい形態素解析します！”を形態素解析した場合と同じ区切
り方の形態素解析結果を出すことができない． 
なお，入力テキストの 4文字目“ぇ”と表記が一致する形態素は，Kuromojiの持つ形態
素辞書上にはない．そのため，“ぇ”および“ぇけ”を未知語とし，4 文字目から始まる形
態素候補として頂点を作ることで，Lattice構造を文末まで連結させている． 
 
2.2. 従来の日本語形態素解析器の例 
本節では，現在使用されている日本語形態素解析器の例を挙げ，それぞれの特徴を説明
する．本節で挙げる日本語形態素解析器は，全て 2.1節で示した手法(形態素辞書と Viterbi
アルゴリズムを利用した手法)を利用している． 
 
2.2.1. MeCab 
MeCab [6]は，京都大学情報学研究科−日本電信電話株式会社コミュニケーション科学基
礎研究所 共同研究ユニットプロジェクトを通じて開発された形態素解析器である．コス
ト推定時の学習モデルとして条件付き確率場 (Conditional Random Fields, CRF) を利用
しており，高精度の形態素解析を実現している． 
  
p. 11 / 52 
 
MeCabには，崩れた表記に対応するための機能はない． 
 
2.2.2. Kuromoji 
Kuromoji [5]は，アティリカ株式会社が開発した日本語形態素解析器である．近年，形
態素解析はWeb検索の前処理などにも利用されている [7]が，Kuromojiは検索ソフトウェ
アでの利用を想定した Searchモードを備えている． 
Kuromoji のソースコードは Java で記述されており，オープンソース  (Apache 
License) で公開されている．また，全文検索ソフトウェア Apache Lucene [8]の標準日本
語形態素解析器として Kuromojiが含まれている． 
Kuromojiには，崩れた表記に対応するための機能はない． 
 
2.2.3. JUMAN 
JUMAN [9]は，京都大学 黒橋・河原研究室で開発されている日本語形態素解析器であ
る．MeCab や Kuromoji は形態素辞書として IPA 辞書 [10]を用いているのに対し，
JUMAN は人手で専用設計された形態素辞書を使用する．この辞書は，IPA 辞書とは異な
る独自の品詞体系を持つ．解の探索アルゴリズムには，MeCab や Kuromoji と同様，
Viterbiアルゴリズムを利用している． 
JUMAN は，インターネット上のテキストからの未知語検出および品詞推定による辞書
の自動生成を行ったり，Wikipediaの項目を自動的に形態素辞書へ追加したりすることで，
本来は形態素辞書に含まれていない新語，俗語に対応している [11]．また，JUMAN は一
部の崩れた表記の処理に対応しており，表 1.1 に示した崩れた表記のうち“長音記号によ
る長音”，“小書き文字への置換”に対応することができる [4]．しかし，“促音・撥音の
挿入”，“母音による長音”，“仮名文字化”，そして“母音の変化”には対応していない． 
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3. 提案手法 
崩れた表記を含む文を形態素解析する際に，より人のイメージに合う区切り方の形態素
解析を出すために，“長音節最適化”および“読み仮名検索”の 2つの手法を提案する． 
 
3.1. 長音節最適化 
本手法は，形態素解析を行う前に，長音や小書き文字などを変換または除去し，形態素
候補を追加する．この手順によって，崩れた表記へ書き換えられたために形態素辞書から
見つからず認識できなくなった単語の認識を目指す．表 1.1 に示した崩れた表記のうち，
主に“長音記号による長音”，“促音・撥音の挿入”，“母音による長音”，“小書き文
字への置換”，そして“母音の変化”に有効である．本節では，長音節最適化の手順を説
明する． 
 
3.1.1. 音節および音節変換候補の生成 
音節とは，ひとまとまりの音として意識される，言語における音の単位である．長音節
最適化を行うにあたり，まず入力されたテキストのうち仮名文字部分を分割し，音節を生
成する．生成した音節は，短音節，長音節，撥音節，そして促音節の 4 種類に分類する．
音節を生成後，各音節の変換候補を生成する． 
音節の生成と分類，そして音節変換候補の生成に関する規則を表 3.1に示す． 
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表 3.1  音節および音節変換候補生成の規則 
種類 音節生成ルール 音節変換候補生成ルール 変換候補例 
短音節 仮名文字 1文字 そのまま か → か 
長音節 仮名文字の後に，接続でき
る文字(表 3.2を参照)が任
意の長さだけ続く文字列 
そのまま げええい 
→ げええい 
先頭の 1字に，対応する母音を持つ 
ア行の仮名文字または長音記号を， 
1字繋げた文字列 
げええい 
→ げえ 
→ げい 
→ げー 
先頭の 1字 げええい 
→ げ 
(先頭 2 字の母音が“エエ”または
“エー”である場合のみ) 
先頭2字を抜き出し，母音を“アイ”，
“オイ”に変更した文字列 
げええい 
→ がい 
→ ごい 
(先頭 2字の母音が“イイ” または
“イー”である場合のみ) 
先頭 2字を抜き出し，母音を“ウイ”
に変更した文字列 
みい → むい 
撥音節 仮名文字の後に，撥音が任
意の長さだけ続く文字列 
そのまま ふっ → ふっ 
先頭の 1字 ふっ → ふ 
促音節 仮名文字の後に，促音が任
意の長さだけ続く文字列 
そのまま すん → すん 
先頭の 1字 すん → す 
 
長音節の生成時に接続できる文字を，表 3.2に示す． 
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表 3.2  長音節として接続できる文字 
直前の文字 直後に接続できる文字 
ア段のひらがな “あ”，“ぁ”，長音記号 
イ段のひらがな “い”，“ぃ”，長音記号 
ウ段のひらがな “う”，“ぅ”，長音記号 
エ段のひらがな “え”，“ぇ”，“い”，“ぃ”，長音記号 
オ段のひらがな “お”，“ぉ”，“う”，“ぅ”，長音記号 
ア段のカタカナ “ア”，“ァ”，長音記号 
イ段のカタカナ “イ”，“ィ”，長音記号 
ウ段のカタカナ “ウ”，“ゥ”，長音記号 
エ段のカタカナ “エ”，“ェ”，“イ”，“ィ”，長音記号 
オ段のカタカナ “オ”，“ォ”，“ウ”，“ゥ”，長音記号 
長音記号 長音記号 
 
なお，音節の先頭文字が小書き文字である場合は，生成された音節変換候補それぞれに
対して，先頭の小書き文字を表 3.3 に従って変換した候補を追加する．この処理は，音節
の種類にかかわらず行う． 
 
表 3.3  小書き文字の置換規則 
小書き文字 変換後文字 小書き文字 変換後文字 
“ァ” “ア” “ぁ” “あ” 
“ィ” “イ” “ぃ” “い” 
“ゥ” “ウ” “ぅ” “う” 
“ェ” “エ” “ぇ” “え” 
“ォ” “オ” “ぉ” “お” 
“ャ” “ヤ” “ゃ” “や” 
“ュ” “ユ” “ゅ” “ゆ” 
“ョ” “ヨ” “ょ” “よ” 
“ヮ” “ワ” “ゎ” “わ” 
“ヵ” “カ” “ヶ” “ケ” 
 
音節および音節変換候補の生成例を図 3.1に示す． 
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図 3.1  音節および音節変換候補の生成例 
 
これらの規則に従って生成した音節変換候補の中には，表 1.1 に示した“長音記号によ
る長音”，“促音・撥音の挿入”，“母音による長音”，“小書き文字への置換”，そし
て“母音の変化”のような崩れた表記で書かれた部分の，本来の表記が存在する可能性が
ある． 
 
3.1.2. 変形部分文字列の生成 
2.1.1節で述べた通り，従来の形態素解析器は，入力されたテキストの部分文字列を生成
し，部分文字列と一致する表記を持つ形態素を全て形態素候補とする．それに対して本手
法では，音節変換候補を使用して複数の部分文字列を生成し，それらの部分文字列のうち
いずれか 1 つと一致する表記を持つ形態素を全て形態素候補とする．以後，この複数の部
分文字列を“変形部分文字列”と呼ぶこととする． 
本手法における変形部分文字列の生成手順は，以下のとおりである．ここでは，入力さ
れたテキストの𝑚文字目から𝑛文字目までの変形部分文字列を生成すると仮定して説明する． 
 
1) テキストの𝑚文字目から𝑛文字目までの各文字がどの音節に属するかを調べ，属する
音節の変わり目でテキストを区切る．区切られた文字列を𝑇1，𝑇2，…，𝑇𝑙とし，それ
ぞれが属する音節を𝑆1，𝑆2，…，𝑆𝑙とする．また，各音節の開始位置をそれぞれ𝑏1，
𝑏2，…，𝑏𝑙文字目，終了位置をそれぞれ𝑒1，𝑒2，…，𝑒𝑙文字目とする． 
2) 𝑇1，𝑇2，…，𝑇𝑙それぞれについて，以下の規則に従って，文字列の集合𝐴𝑇1，𝐴𝑇2，…，
𝐴𝑇𝑙を得る．ここで，𝑖は1 ≤ 𝑖 ≤ 𝑙を満たす整数とする． 
(ア) 文字列𝑇𝑖が，音節𝑆𝑖の先頭の文字および末尾の文字をともに含んでいる(すなわち，
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𝑚 ≤ 𝑏𝑖かつ 𝑒𝑖 ≤ 𝑛である)場合，𝐴𝑇𝑖は，𝑆𝑖の音節変換候補全てを含む集合となる． 
(イ) 文字列 𝑇𝑖が音節に含まれない(記号や漢字など，仮名文字以外の文字である)場合，
 𝐴𝑇𝑖は𝑇𝑖のみを要素に持つ集合となる． 
(ウ) 区切られた文字列のうち末尾の文字列𝑇𝑙が，音節𝑆𝑙の先頭の文字を含み，かつ末尾
の文字を含まない(すなわち，𝑚 ≤ 𝑏𝑙かつ 𝑛 < 𝑒𝑙である)場合，𝐴𝑇𝑙は，𝑆𝑙の音節変換
候補の 1文字目から𝑛 − 𝑏𝑙文字目までの部分文字列を全て要素に持つ集合となる． 
(エ) 区切られた文字列のうち先頭の文字列𝑇0が，音節𝑆0の先頭の文字を含まない(すな
わち，𝑏0 < 𝑚である)場合， 𝐴𝑇0は𝑇0のみを要素に持つ集合となる． 
3) 𝐴𝑇1，𝐴𝑇2，…，𝐴𝑇𝑙それぞれから 1 つずつ文字列を取り出し，それぞれ𝑇′1，𝑇′2，…，
𝑇′𝑛とする．𝑇′1，𝑇′2，…，𝑇′𝑛の順に繋げて 1つの文字列を生成し，変形部分文字列
とする． 
4) 手順 3)を，𝐴𝑇1，𝐴𝑇2，…，𝐴𝑇𝑙の要素の全ての組み合わせを網羅するように行う．𝐴𝑇𝑖の
要素数を|𝐴𝑇𝑖|とすると，|𝐴𝑇1| × |𝐴𝑇2| ×…× |𝐴𝑇𝑙|個の変形部分文字列が生成される． 
 
変形部分文字列の生成例を図 3.2に示す． 
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図 3.2  変形部分文字列の生成例 
 
崩れた表記で書かれた部分から，本来の表記と一致する変形部分文字列が生成されれば，
本来の表記を表す形態素が，崩れた表記で書かれた部分の形態素候補となる．よって，こ
の手法によって，崩れた表記を本来の表記と同様に区切ることができる可能性が生まれる． 
 
3.1.3. 長音節最適化による形態素解析結果の変化 
テキスト“すごいデモしまーすっ！”を形態素解析した結果をリスト 3.1 に示す．そし
て，“すごいデモしまーすっ！”の一部を崩れた表記に書き換えたテキスト“すんげぇデモ
しまーすっ！”を，従来の手法で形態素解析した結果をリスト 3.2に示す．“すんげぇデモ
しまーすっ！”を，長音節最適化を利用し，変形部分文字列を全て使用して形態素解析し
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た結果をリスト 3.3に示す． 
 
すごいデモします！ 
  0: すごい  形容詞,自立,*,*,形容詞・アウオ段,基本形,すごい,スゴイ,スゴイ 
  4: デモ  名詞,サ変接続,*,*,*,*,デモ,デモ,デモ 
  6: し   動詞,自立,*,*,サ変・スル,連用形,する,シ,シ 
  7: ます  助動詞,*,*,*,特殊・マス,基本形,ます,マス,マス 
11: ！   記号,一般,*,*,*,*,！,！,！ 
リスト 3.1  形態素解析結果の例 
 
すんげぇデモしまーすっ！ 
  0: すん 動詞,自立,*,*,サ変・スル,体言接続特殊,する,スン,スン 
  2: げ  名詞,接尾,一般,*,*,*,げ,ゲ,ゲ 
  3: ぇ  名詞,一般,*,*,*,*,* 
  4: デモ 名詞,サ変接続,*,*,*,*,デモ,デモ,デモ 
  6: しま 名詞,一般,*,*,*,*,しま,シマ,シマ 
  8: ー  名詞,一般,*,*,*,*,* 
  9: すっ 動詞,自立,*,*,五段・ラ行,連用タ接続,する,スッ,スッ 
 11: ！  記号,一般,*,*,*,*,！,！,！ 
リスト 3.2  崩れた表記を含むテキストを従来手法で形態素解析した例 
 
すんげぇデモしまーすっ！ 
  0: すんげぇ 形容詞,自立,*,*,形容詞・アウオ段,基本形,すごい,スゴイ,スゴイ 
    (本来の表記: すごい) 
  4: デモ  名詞,サ変接続,*,*,*,*,デモ,デモ,デモ 
  6: し   動詞,自立,*,*,サ変・スル,連用形,する,シ,シ 
  7: まーすっ 助動詞,*,*,*,特殊・マス,基本形,ます,マス,マス 
    (本来の表記: ます) 
 11: ！   記号,一般,*,*,*,*,！,！,！ 
リスト 3.3  長音節最適化を利用して崩れた表記を含むテキストを形態素解析した例 
 
リスト 3.3では，長音節最適化を利用した結果 1～4文字目“すんげぇ”が形容詞“すご
い”として，8～11文字目“まーすっ”が助動詞“ます”として形態素解析され，リスト 3.1
と同じ区切り方となっていることがわかる． 
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3.2. 読み仮名検索 
形態素辞書から形態素を検索する際に，形態素の読み仮名を利用できるよう，辞書や検
索機能を拡張する．表 1.1 に示した崩れた表記のうち，主に“仮名文字化”に有効である．
本節では，読み仮名検索の手順を説明する． 
 
3.2.1. 拡張形態素辞書の生成 
本機能を実現するためには，形態素解析時に使用する形態素辞書をあらかじめ編集して
おく必要がある．まず，形態素辞書内の全ての項目に“本来の表記”情報を追加し，見出
し(形態素の表記)と同一の文字列を格納しておく．次に，見出しと読み仮名が一致しない
項目を全て複製し，片方の見出しを，形態素の読み仮名(全角カタカナの文字列)へ置換す
る． 
この編集処理によって生成された新しい形態素辞書を，拡張形態素辞書と呼ぶ．拡張形
態素辞書を使用することで，形態素の読み仮名から形態素を検索できるようになる． 
編集処理による拡張形態素辞書の生成のイメージを図 3.3に示す． 
 
 
図 3.3  拡張形態素辞書の生成のイメージ図 
 
3.2.2. 形態素検索方法の変更 
まず，拡張した辞書を使い，通常通り文内の部分文字列を検索する．辞書から単語を検
索してもヒットしない部分文字列があれば，その部分文字列内のひらがなをすべてカタカ
ナに変換し，再度検索を行う．形態素検索方法の従来手法との違いを図 3.4に示す． 
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図 3.4  形態素検索方法の従来手法との比較 
 
この方法によって，本来は漢字表記でしか辞書に記載されていない形態素が，ひらがな
表記やカタカナ表記でテキスト内に現れた場合も，認識できるようになる．また，カタカ
ナ語がひらがなでテキスト内に現れた場合や，ひらがな語がカタカナでテキスト内に現れ
た場合にも，同様の効果が得られる． 
 
3.2.3. 読み仮名検索による形態素解析結果の変化 
テキスト“プレゼンの時間だ。”を形態素解析した結果をリスト 3.4に示す．そして，“プ
レゼンの時間だ。”の一部を崩れた表記に書き換えたテキスト“ぷれぜんのじかんだ。”を，
従来の手法で形態素解析した結果をリスト 3.5に示す．“ぷれぜんのじかんだ。”を，読み
仮名検索を利用して形態素解析した結果をリスト 3.6に示す． 
 
プレゼンの時間だ。 
 0: プレゼン 名詞,サ変接続,*,*,*,*,プレゼン,プレゼン,プレゼン 
 4: の   助詞,連体化,*,*,*,*,の,ノ,ノ 
 5: 時間  名詞,副詞可能,*,*,*,*,時間,ジカン,ジカン 
 7: だ   助動詞,*,*,*,特殊・ダ,基本形,だ,ダ,ダ 
 8: 。   記号,句点,*,*,*,*,。,。,。 
リスト 3.4  形態素解析結果の例 
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ぷれぜんのじかんだ。 
 0: ぷれぜんのじかん 名詞,一般,*,*,*,*,* 
 8: だ     助動詞,*,*,*,特殊・ダ,基本形,だ,ダ,ダ 
 9: 。     記号,句点,*,*,*,*,。,。,。 
リスト 3.5  崩れた表記を含むテキストを従来手法で形態素解析した例 
 
ぷれぜんのじかんだ。 
 0: ぷれぜん 名詞,サ変接続,*,*,*,*,プレゼン,プレゼン,プレゼン 
    (本来の表記: プレゼン) 
 4: の   助詞,連体化,*,*,*,*,の,ノ,ノ 
 5: じかん  名詞,副詞可能,*,*,*,*,時間,ジカン,ジカン 
    (本来の表記: 時間) 
 8: だ   助動詞,*,*,*,特殊・ダ,基本形,だ,ダ 
 9: 。   記号,句点,*,*,*,*,。,。,。 
リスト 3.6  読み仮名検索を利用して崩れた表記を含むテキストを形態素解析した例 
 
リスト 3.6では，読み仮名検索を利用した結果 1～4文字目“ぷれぜん”が名詞“プレゼ
ン”として，6～8文字目“じかん”が名詞“時間”としてとして形態素解析され，リスト 3.4
と同じ区切り方となっていることがわかる． 
 
3.3. 提案手法を含めた形態素解析の流れ 
長音節最適化および読み仮名検索を，2.1 節で示した形態素解析手法に組み込むことで，
崩れた表記の形態素解析を実現する．提案手法を含めた形態素解析の流れと，形態素解析
結果の例を，図 3.5に示す． 
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図 3.5  提案手法を含めた形態素解析の流れ 
 
長音節最適化および読み仮名検索によって，形態素候補が大量に追加され，図 2.1 の例
と同じ区切り方の形態素解析結果が出力されていることがわかる． 
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4. 日本語形態素解析器MoCAの開発 
3章で述べた 2つの提案手法を実装した日本語形態素解析器MoCA (もか) を開発した．
MoCA という名称は，Morphological Colloquial speech Analyzer (形態的な口語解析器) 
の略である．本節ではMoCA の開発方法や，提案手法の実装における問題点および対策を
述べる． 
 
4.1. 開発方法 
MoCAは，オープンソースで公開されている Kuromoji バージョン 0.7.7 [12]のソースコ
ードに加筆および修正を行って開発した．まず，長音節最適化を実現するために，音節，
音節変換候補，そして変形部分文字列を生成するプログラムを追加した．次に，形態素辞
書の生成を行うプログラムを改変し，読み仮名検索を実現するための拡張形態素辞書を生
成できるようにした．そして，Lattice構造を生成するプログラムを，複数の変形部分文字
列を検索できるようにしたり，拡張形態素辞書内の情報を扱えるようにしたりできるよう
に改変することで，2つの提案手法を形態素解析器内に実装した． 
 
4.2. 形態素コストの調整 
2.1.3節で述べた通り，形態素解析器は，Lattice構造内で最もコストが小さくなる経路を，
形態素コストと連接コストを用いて求め，最終的な形態素解析結果とする．本来，形態素
コストは，形態素辞書に登録されている値をそのまま使用する． 
しかし，MoCA が作成する形態素候補の中には，提案手法によって追加された，テキス
ト上の表記と異なる表記を持つ形態素が存在する．提案手法によって追加された形態素候
補の形態素コストとして，形態素辞書に登録された値をそのまま使用すると，提案手法を
使わずに得られた他の形態素候補と同じ条件でコスト計算されることになる． 
実際に，提案手法によって追加された形態素候補の形態素コストとして，形態素辞書に
登録された値をそのまま使用してみたところ，提案手法によって追加された形態素候補が
過剰に採用され，逆に人のイメージから離れた区切り方となってしまう問題が発生した． 
このような問題を防ぐため，MoCA では形態素辞書に登録された形態素コスト値をその
まま使用せず，本節で説明する通りに値を調整することとした． 
 
4.2.1. 形態素コスト計算式 
形態素𝑀の Kuromoji における形態素コストを𝐶𝑘，MoCA における形態素コストを𝐶𝑚と
する．また，形態素𝑀の辞書上の表記を𝑇𝑀，形態素𝑀を検索する際に使用した変形部分文字
列を𝑇′，𝑇′の元となったテキスト上の部分文字列を𝑇とする． 
 𝐶𝑘から𝐶𝑚を算出する際の計算式を(4.1)に示す． 
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 𝐶𝑚 =
𝐴 𝐴 𝐴 
𝐿
𝐶𝑘 (4.1) 
 
4.2.2. 長音節最適化に伴うコスト増加 
𝐴 は，長音節最適化を利用して追加された形態素候補のコストを増加させるための値で
ある．𝐴 の計算式を(4.2)に示す．なお，形態素𝑀が長音節最適化を利用して追加された形態
素である場合，𝑇 ≠  𝑇′となる． 
 𝐴 = {1 + 𝐷(𝑇, 𝑇′) + 𝐷𝑛(𝑇, 𝑇′) + 𝐷 (𝑇, 𝑇′)}𝑃  (4.2) 
𝐷(𝑇, 𝑇′ )は，𝑇と𝑇′の間の編集距離である．𝑇と𝑇′の編集距離とは，文字の挿入や削除，置
換によって、𝑇を𝑇′に変形するのに必要な手順の最小回数である．𝑇′と𝑇の違いが大きくなる
ほど，𝐷(𝑇, 𝑇′ )の値も大きくなる．また，𝑀が長音節最適化を利用して追加された形態素で
ない場合，𝐷(𝑇, 𝑇′ ) = 0となる． 
𝐷𝑛(𝑇, 𝑇′ )の値は，𝑇から𝑇′を生成する過程で撥音が 1 字でも除去された場合は 2 となり，
そうでない場合は 0となる．また，𝐷 (𝑇, 𝑇′ )の値は，𝑇から𝑇′を生成する過程で促音が 1字
でも除去された場合は 2となり，そうでない場合は 0となる． 
𝑃 は，𝐷(𝑇, 𝑇′)の値および形態素𝑀の品詞に依存する値である． 
 𝐷 = 0である(𝑀が長音節最適化を利用して追加された形態素でない)場合，形態素𝑀の
品詞にかかわらず𝑃 = 1となる． 
 形態素の品詞が“記号”である場合は𝑃 = 3となる．なお，“記号”にはアルファベッ
トやギリシャ文字なども含まれる． 
 形態素の品詞が“名詞”である場合，細分類で“固有名詞”に分類される場合は𝑃 = 3，そ
うでない場合は𝑃 = 1.5となる． 
 形態素の品詞が“記号”でも“名詞”でもない場合，𝑃 = 1となる． 
以上のとおり𝑃 の値を設定すると，品詞が“記号”や“名詞”である場合に，形態素コス
トが大きくなる．このような設定を行ったのは，長音節最適化と読み仮名検索の同時適用
によって，仮名文字部分がむやみにアルファベットや欧米人名へと変換されてしまうのを
防ぐためである． 
 
4.2.3. 読み仮名検索に伴うコスト増加 
𝐴 は，読み仮名検索を利用して追加された形態素候補のコストを増加させるための値で
ある．𝐴 の計算式を(4.3)に示す．なお，形態素𝑀が読み仮名検索を利用して追加された形
態素である場合，𝑇′ ≠ 𝑇𝑀となる． 
 𝐴 = 𝐻( 𝑇, 𝑇
′, 𝑇𝑀)𝐾(𝑇, 𝑇
′ , 𝑇𝑀)𝑃  (4.3) 
𝐻(𝑇, 𝑇′ , 𝑇𝑀)の値は，𝑇
′ ≠ 𝑇𝑀であり，かつ𝑇にひらがなが含まれる場合は 2 となり，そう
でない場合は 1 となる．𝐾(𝑇, 𝑇′, 𝑇𝑀)の値は，𝑇
′ ≠ 𝑇𝑀であり，かつ𝑇にカタカナが含まれる
場合は 2となり，そうでない場合は 1となる． 
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𝑃 は，𝑇
′，𝑇𝑀，そして形態素𝑀の品詞に依存する値である． 
 𝑇′ = 𝑇𝑀である(𝑀が読み仮名検索を利用して追加された形態素でない)場合，形態素𝑀
の品詞にかかわらず𝑃 = 1となる． 
 形態素の品詞が“記号”である場合は𝑃 = 2となる． 
 形態素の品詞が“記号でない場合，𝑃 = 1となる． 
以上のとおり𝑃 の値を設定すると，品詞が“記号”である場合に，形態素コストが大きく
なる．このような設定を行ったのは，読み仮名検索によって，仮名文字部分がむやみにア
ルファベットなどの記号へと変換されてしまうのを防ぐためである． 
 
4.2.4. 未知語のコスト増加 
𝐴 は，未知語のコストを増加させるための値である．形態素𝑀が未知語でない場合は，
𝐴 = 1となる． 𝑀が未知語であり，かつ𝑇にカタカナ以外の文字が含まれる場合は，𝐴 = 2と
なる．𝑀が未知語であり，かつ， 𝑇内の文字が全てカタカナである場合は，𝐴 = 1.5となる． 
 
4.2.5. 長い表記を持つ形態素のコスト低減 
𝐿は，テキスト上の部分文字列𝑇の長さ，辞書上の表記𝑇𝑀の長さ，そして形態素𝑀の品詞
に依存する値である．形態素コスト𝐶𝑚の値は，𝐿の値に反比例する．𝐿の計算式を(4.4)に示
す．ただし，テキスト上の部分文字列𝑇の長さを𝑙𝑇，辞書上の表記𝑇𝑀の長さを𝑙𝑇𝑀とする． 
 𝐿 = 𝑚𝑎𝑥 (
𝑙𝑇 + 𝑙𝑇𝑀
3
, 𝑃 ) (4.4) 
𝑚𝑎𝑥(𝐴, 𝐵)は，𝐴と𝐵のうち大きい値を返す関数である．𝑙𝑇は，文字列𝑇の長さである．𝑃 は，
形態素𝑀の品詞に依存する値であり，𝑀の品詞が助詞または助動詞である場合は𝑃 = 1.2と
なり，そうでない場合は𝑃 = 1となる．𝐿の値は以下のような特徴を持つ． 
 𝑙𝑇と𝑙𝑇𝑀の平均が 1.5を超えるとき，𝐿は 1より大きい値になる． 
 𝑇や𝑇𝑀が長い文字列であるほど (すなわち，𝑀が長い形態素であるほど) ，𝐿は大きく
なり，𝐶𝑚は小さくなる．これは，長音節最適化によって長音が短縮された際に編集距
離が大きくなり，形態素コストが増大する現象を軽減するための措置である． 
 𝑀の品詞が助詞や助動詞の場合，𝐿 ≥ 1.2となる．すなわち，助詞や助動詞は，長さが
短い場合も比較的小さなコストになる．これは，𝐿の導入によって長い文字列が優先
され，助詞や助動詞がむやみに連結される現象を防ぐための措置である． 
 
4.3. MoCAの公開 
MoCAは，筧研究室ホームページにて 2013年 3月に公開予定である． 
 URL(予定): http://www.kake.info.waseda.ac.jp/research/moca.html 
 問い合わせ用メールアドレス: cafe.moca.jp@gmail.com 
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5. 実験 
崩れた表記を含む文字列の形態素解析における提案手法の効果を確認するため，従来の
形態素解析器Kuromojiおよび JUMANとMoCAの区切り方を比較する 2つの実験を行っ
た．本章では，実験方法および実験結果を示す． 
 
5.1. 実験 1 - 提案手法が効果を発揮する機会の調査 
5.1.1. 実験目的  
崩れた表記を含む可能性のある文字列の形態素解析において，提案手法が効果を発揮す
る機会がどの程度あるのかを調べることを目的とする． 
 
5.1.2. 実験方法  
崩れた表記を含む可能性のあるテキストとして，Twitter に投稿された日本語のツイー
ト 10,000件を，Twitter Streaming API [13]を使用して収集する．それらを Kuromoji，
JUMAN，そして MoCA で形態素解析し，異なる区切り方となるツイートが何件あるか調
べる．ただし，JUMAN の形態素辞書の品詞体系は MoCA のものと異なっているため，
JUMAN と MoCA の区切り方を比較する際には，形態素解析結果を文節(1 つの自立語+そ
れに後続する 0個以上の付属語)単位にまとめ，その際の区切り位置のみ比較する． 
 
5.1.3. 実験結果 
2012 年 12 月 13 日に収集したツイート 10,000 件を形態素解析したところ，Kuromoji
とMoCAで異なる区切り方となったのは 3,984件であった．よって，約 4割のツイートの
形態素解析において提案手法が働いていることがわかった． 
一方，JUMANとMoCAで異なる結果となったのは 6,207件であった．崩れた表記への
対応機能をもつ形態素解析器同士の比較にもかかわらず大きな数値となったのは，文節単
位の区切り位置のみ比較した場合でも，形態素辞書の品詞体系の影響を排除しきれなかっ
たことが原因とみられる．例えば，MoCAでは付属語，JUMANでは自立語(あるいはその
逆)となってしまう形態素が存在し，この場合，文節単位の区切り位置は異なってしまう． 
 
5.2. 実験 2 - より人のイメージに合う区切り方となっているか否かの調査 
5.2.1. 実験目的  
ツイートの区切り方が，従来の形態素解析器とMoCAの間で異なった場合に，MoCAの
区切り方が，より人のイメージに合う区切り方となっているかどうか確認することが目的
である． 
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5.2.2. 実験方法  
KuromojiとMoCAで異なる区切り方となったツイートから，区切り方の異なっている部
分を文節単位で 1 か所抜き出す．そして，その部分の形態素から，テキスト上の表記と品
詞をそれぞれ示し，区切り方に違和感のあるものを全て選ぶという内容の設問を 300 問作
成する．そして，区切り方に違和感があるか否かを被験者に判定してもらい，Kuromojiと
MoCA でそれぞれ，どの程度の割合で“違和感がある”と判定されたかを調べる  (実験
2A) ． 
実験 2Aの設問の例をリスト 5.1に示す．ただし，Aは Kuromojiの形態素解析結果を基
にした区切り方，Bは Kuromojiの形態素解析結果を基にした区切り方である．また，被験
者が形態素解析に関する知識を持たなくても理解できるよう，形態素を“単語”と言い換
えてある． 
 
Twitter から取得したツイートと、そのツイートの一部分を単語に区切ったもの 
(各ツイートごとに 2種類)が提示されます。 
2 種類の区切り方のうち、区切り位置や品詞に違和感があると思ったもの全てに 
チェックを入れてください。 
 
営業開始しまーす！ 
のうち、5～8文字目「しまーす」の部分 
A 
 * しま【名詞】 
 * ー【名詞】 
 * す【動詞】 
B 
 * し【動詞】 
 * まーす【助動詞】 
 
□ Aの区切り方は違和感がある 
□ Bの区切り方は違和感がある 
リスト 5.1  実験 2Aの設問の例 
 
また，JUMANとMoCAに関しては，文節単位での区切り位置のみ示す設問を作成し，
同様に，どの程度の割合で“違和感がある”と判定されたかを調べる (実験 2B) ．実験 2B
の設問の例をリスト 5.2に示す．ただし，Aは JUMANの形態素解析結果を基にした区切
り方，BはMoCAの形態素解析結果を基にした区切り方である． 
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Twitter から取得したツイートと、そのツイートの一部分を文節に区切ったもの 
(各ツイートごとに 2種類)が提示されます。 
2 種類の区切り方のうち、区切り位置や品詞に違和感があると思ったもの全てに 
チェックを入れてください。 
 
※ 文節とは、自立語(名詞、動詞など)とそれに後続する 0個以上の付属語(助詞、 
   助動詞など)をひとまとめにしたもののことです。 
 
仙台ですら日帰りはきっついなぁ。 
のうち、10～15文字目「きっついなぁ」の部分 
A 
 * き 
 * っ 
 * ついなぁ 
B 
 * きっついなぁ 
 
□ Aの区切り方は違和感がある 
□ Bの区切り方は違和感がある 
リスト 5.2  実験 2Bの設問の例 
 
なお，設問を生成する際に利用するツイートは，実験 1で用意したツイート 10,000件の
うち，異なる形態素解析結果となったものの中から無作為に選択した．ただし，選択され
たツイートは目視で確認し，誹謗中傷を含むツイートや，アダルトサイトの広告とみられ
るツイートを除外した． 
また，ツイート内に登場する Twitter アカウント名は伏せてから利用することとした．
Twitter アカウント名を伏せるため，ツイート内に“@”が現れた場合に，その後に続く
Twitterアカウント名を，そのアカウント名の文字数だけ文字“○”を繋げた文字列へ置換
した． 
実験には，Webサイト“アンケートツクレール” [14]を使用した．アンケートツクレー
ルでWeb上に設問を作成し，被験者にURLを伝え，Web上から回答いただいた． 
 
5.2.3. 被験者の選定 
本実験では，Twitter等のソーシャルメディアにおいて，崩れた表記を含むテキストを読
む機会のある人に被験を依頼することが望ましい．崩れた表記を含むテキストを読んで区
切り方に違和感があるか否かを判定するためには，崩れた表記にある程度慣れ親しんでい
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る必要があるためである． 
インターネットユーザーの Twitter利用率を年代別で比較した場合，低い年代ほど利用率
が高くなっている [15]．また，若年層の人々が Twitter をリアルタイムのコミュニケーシ
ョンツールとして利用する一方で，40代や 50代の人々は Twitterを新しい情報収集ツール
として利用しているという調査結果がある [16]．これらの調査結果から，ソーシャルメデ
ィアにおいて崩れた表記を含むテキストに触れる機会が多いのは，10代～30代の男女であ
ると判断した．そこで，今回は 10代～30代の男女合計 30名に，実験 2A および 2Bの被
験者を依頼した． 
被験者の性別，年齢，そしてソーシャルメディア利用経験を，それぞれ図 5.1，図 5.2，
図 5.3に示す．ただし，本実験においては，Twitter，mixi，そして Facebookのうち 1つ
でもアカウントを所持した経験がある被験者を“ソーシャルメディア利用経験がある”被
験者であるとする． 
 
 
図 5.1  被験者 30人の性別 
 
男性 
22人 
女性 
8人 
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図 5.2  被験者 30人の年齢 
 
 
図 5.3  被験者 30人のソーシャルメディア利用経験の有無 
 
なお，設問は実験 2A，2B でそれぞれ 300問作成し，これらをそれぞれ 20問×15組ず
つに分けた．そして被験者 1 人につき，2A，2B の設問をそれぞれ 1 組(20 問)ずつ，合計
40問を割り当てた．こうすることで，設問 1問に対して回答者は 2人ずつとなり，回答数
は実験 2A，2Bでそれぞれ 600件となる． 
 
5.2.4. 実験結果  
実験 2Aの結果を 図 5.4に示す． 
 
31歳 
以上 
1人 
26～ 
30歳 
12人 21～ 
25歳 
14人 
20歳 
以下 
3人 
あり 
29人 
なし 
1人 
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図 5.4  実験 2Aの結果 
 
実験 2A では，Kuromoji の区切り方に違和感があるという回答は 420 件(287 件 + 133
件)であった．一方，MoCA の区切り方に違和感があるという回答は 264 件(131 件 + 133
件)であった． 
続いて，実験 2Bの結果を図 5.5に示す．なお，実験 2Aと実験 2Bは区切り方の比較方
法が異なるため，2つの実験の間で数値を比較することはできないことにご注意いただきた
い． 
 
 
図 5.5  実験 2Bの結果 
 
実験 2B では，JUMAN の区切り方に違和感があるとという回答は 387 件(342 件 + 45
Kuromojiの区切
り方だけ違和感
がある 
287件 
どちらも違和感
はない 
49件 
どちらも違和感
がある 
133件 
MoCAの区切り
方だけ違和感が
ある 
131件 
JUMANの区切
り方だけ違和感
がある 
342件 
どちらも違和感
はない 
78件 
どちらも違和感
がある 
45件 
MoCAの区切り
方だけ違和感が
ある 
135件 
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件)であった．一方，MoCAの区切り方に違和感があるという回答は 180件(135件 + 45件)
であった． 
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6. 評価 
本章では，実験 2 の結果や，実験 2 の設問に対する被験者の回答内容から，提案手法が
研究目的を達成できたか否かを評価する．なお，本章で示す設問の例は，全て実験 2Aで実
際に使用した設問であり，A は Kuromoji の形態素解析結果を基にした区切り方，B は
Kuromojiの形態素解析結果を基にした区切り方である． 
 
6.1. 実験 2Aおよび実験 2Bの結果を基にした提案手法の評価 
図 5.4および図 5.5から，どちらの実験においても，MoCAの方が“違和感がある”と
判定された設問の数が少なくなったことがわかった．このことから，2 つの提案手法は，
形態素解析器に実装することで，より人のイメージに合う区切り方の形態素解析結果を出
せたといえる． 
しかし，MoCAの区切り方だけ違和感があるという回答が，実験 2Aで 131件，実験 2B 
で 135 件あった．この結果は，提案手法によって，区切り方が人のイメージから離れてし
まうテキストが存在することを表している． 
 
6.2. 長音節最適化による区切り方の変化 
本節では，MoCAに実装した長音節最適化によって区切り方が変化した設問の例を示す． 
 
6.2.1. 崩れた表記を含む助動詞 
区切り位置に違和感がなくなったことを示す回答が得られた設問の中には，崩れた表記
を含む助動詞に関する設問が多くみられた．その例をリスト 6.1およびリスト 6.2に示す． 
 
RT @○○○○○○○○○○○○○○○: UVERworldから花だぁ (//∇//)なんとか撮れたぁ 
(笑) http://t.co/L0OOKYSR 
 
のうち、33～35文字目「花だぁ」の部分 
A 
 * 花【名詞】 
 * だ【助動詞】 
 * ぁ【名詞】 
B 
 * 花【名詞】 
 * だぁ【助動詞】 
リスト 6.1  “母音による長音”，“小書き文字への置換”を含む助動詞に関する設問の例 
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なんかどっか行きたーいな 
 
のうち、7～12文字目「行きたーいな」の部分 
A 
 * 行き【動詞】 
 * た【助動詞】 
 * ー【名詞】 
 * い【動詞】 
 * な【助詞】 
B 
 * 行き【動詞】 
 * たーい【助動詞】 
 * な【助詞】 
リスト 6.2  “長音記号による長音”を含む助動詞に関する設問の例 
 
リスト 6.1の設問では助動詞“だ”が“だぁ”に，リスト 6.2の設問では助動詞“たい”
が“たーい”に，それぞれ書き換えられたと推測される．どちらも，MoCA は本来の表記
と同じ区切り方の形態素解析結果を出すことに成功しており，被験者からは“Aの区切り方
だけ違和感がある”との回答が得られた． 
 
6.2.2. 崩れた表記を含む感動詞 
区切り位置に違和感がなくなったことを示す回答が得られた設問の中には，様々な崩れ
た表記を含む感動詞がみられた．その例をリスト 6.3およびリスト 6.4に示す． 
 
おはよー深夜の私 TL流し過ぎなにがあったの 
 
のうち、1～4文字目「おはよー」の部分 
A 
 * お【感動詞】 
 * は【助詞】 
 * よー【助詞】 
B 
 * おはよー【感動詞】 
リスト 6.3  “長音記号による長音”を含む感動詞に関する設問の例 
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ふっふっふぅーヽ(*・▽・*)ノ 
 
のうち、1～8文字目「ふっふっふぅーヽ」の部分 
A 
 * ふっ【動詞】 
 * ふっ【動詞】 
 * ふ【動詞】 
 * ぅ【名詞】 
 * ーヽ【名詞】 
B 
 * ふっふっふぅー【感動詞】 
 * ヽ【記号】 
リスト 6.4  “促音・撥音の挿入”，“母音による長音”を含む感動詞に関する設問の例 
 
MoCA の形態素辞書には“おはよう”や“ふふふ”などの感動詞が記載されている．長
音節最適化によって，似た表記や発音を持つ幅広い感動詞を，人のイメージ通りに区切れ
るようになった． 
 
6.2.3. “母音の変化”を含む形容詞 
崩れた表記のうち“母音の変化”を含むのは，形容詞である場合が多かった．その多く
から，区切り位置に違和感がなくなったことを示す回答が得られた．その例をリスト 6.5
に示す． 
 
電車の中、やべー。 残念なボーイズが口あけて寝てるし、口あけてニヤニヤ携帯みてるし、 
こわい。 
のうち、6～8文字目「やべー」の部分 
A 
 * や【助動詞】 
 * べ【助詞】 
 * ー【名詞】 
B 
 * やべー【形容詞】 
リスト 6.5  “母音の変化”を含む形容詞に関する設問の例 
 
リスト 6.5 の設問では，形容詞“やばい”が“やべー”に書き換えられたと推測される
が，MoCA は本来の表記と同じ区切り方の形態素解析結果を出すことに成功しており，被
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験者からは“Aの区切り方だけ違和感がある”という回答が得られた． 
 
6.2.4.  “長音記号による長音”を末尾に含む形態素 
形態素の末尾に長音記号が付加された部分に関する設問が多く存在した．長音節最適化
によって違和感がなくなったことを示す回答が得られた設問が多かったが，末尾に長音記
号が付加された形態素が名詞である場合，設問によっては，長音節最適化を行った場合だ
け違和感があることを示す回答が得られた． 
まず，“Aの区切り方だけ違和感がある”，すなわち長音節最適化によって違和感がなくな
ったと回答された設問の例を，リスト 6.6，リスト 6.7，そしてリスト 6.8に示す． 
 
あぁー。たらスパ売り切れとかないわー。 
のうち、1～3文字目「あぁー」の部分 
A 
 * あぁ【感動詞】 
 * ー【名詞】 
B 
 * あぁー【感動詞】 
リスト 6.6  “長音記号による長音”を末尾に含む感動詞に関する設問の例 
  
@○○○○○○○○○○○○○ そうなんですかー！ お金ためなきゃですね… 
のうち、16～23文字目「そうなんですかー」の部分 
A 
 * そう【副詞】 
 * な【助動詞】 
 * ん【名詞】 
 * です【助動詞】 
 * か【助詞】 
 * ー【名詞】 
B 
 * そう【副詞】 
 * な【助動詞】 
 * ん【名詞】 
 * です【助動詞】 
 * かー【助詞】 
リスト 6.7  “長音記号による長音”を末尾に含む助詞に関する設問の例 
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あ、シンデレラの衣装来月までだったー☆てへぺろー☆どおりでみんなのんびりしてる 
と☆ 
のうち、11～18文字目「来月までだったー」の部分 
A 
 * 来月【名詞】 
 * まで【助詞】 
 * だっ【助動詞】 
 * た【助動詞】 
 * ー【名詞】 
B 
 * 来月【名詞】 
 * まで【助詞】 
 * だっ【助動詞】 
 * たー【助動詞】 
リスト 6.8  “長音記号による長音”を末尾に含む助動詞に関する設問の例 
 
形態素の末尾に長音記号が付いた場合，MoCA は長音記号を含めて 1 つの形態素として
扱う場合が多い．そのような区切り方を感動詞，助詞，助動詞などに対して行った場合，
長音節最適化によって違和感がなくなったことを示す回答が得られた． 
一方，そのような区切り方を名詞に対して行った設問の例を，リスト 6.9，リスト 6.10，
そしてリスト 6.11に示す． 
 
お昼ーご飯食べに行ってこようかな！/凌 
 
のうち、1～3文字目「お昼ー」の部分 
A 
 * お昼【名詞】 
 * ー【名詞】 
B 
 * お昼ー【名詞】 
リスト 6.9  “長音記号による長音”を末尾に含む名詞に関する設問の例 
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ずーっと気になっていて、観ていなかった。ハリーポッターと死の秘宝  これから観ます。  
まずは Part1 から、 楽しみー！ 
 
のうち、58～61文字目「楽しみー」の部分 
A 
 * 楽しみ【名詞】 
 * ー【名詞】 
B 
 * 楽しみー【名詞】 
リスト 6.10  “長音記号による長音”を末尾に含む名詞に関する設問の例 
 
@○○○○○○○ 朝、舞耶に体調悪いって言ってたよね(´;ω;`)大丈夫ー？ 
 
のうち、34～37文字目「大丈夫ー」の部分 
A 
 * 大丈夫【名詞】 
 * ー【名詞】 
B 
 * 大丈夫ー【名詞】 
リスト 6.11  “長音記号による長音”を末尾に含む名詞に関する設問の例 
 
リスト 6.9やリスト 6.10に示した設問では，被験者全員が“Bの区切り方だけ違和感が
ある”，すなわち長音節最適化を行った場合だけ違和感があると回答した．一方，リスト 6.11
に示した設問では，被験者全員が，長音節最適化によって違和感がなくなったと回答した． 
リスト 6.11の 34～37文字目“大丈夫ー”は人物への呼びかけとみられ，感動詞のよう
な用法で使われていると推測される．そのためリスト 6.6 の設問と同様に，長音節最適化
によって違和感がなくなったと判断されたと考えられる． 
 
6.2.5. 仮名文字の過剰な連結 
長音節最適化によって，仮名文字が過剰に連結されてしまった設問もあった．その例を
リスト 6.12およびリスト 6.13に示す．どちらも，長音節最適化を行った場合だけ違和感
があることを示す回答が得られた． 
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そろそろお昼にいたしましょう 
 
のうち、1～7文字目「そろそろお昼に」の部分 
A 
 * そろそろ【副詞】 
 * お昼【名詞】 
 * に【助詞】 
B 
 * そろそろお【副詞】 
 * 昼【名詞】 
 * に【助詞】 
リスト 6.12  長音節最適化によって仮名文字が過剰に連結された例 
 
有給休暇取得は労働者の権利。阻止するとか言う発想をする時点でもうブラック企業の 
仲間入りだねｗ <一般職が有休を取りすぎて困る！ 何とか阻止できないか>  
http://t.co/ix53AmqB #niconews 
 
のうち、28～32文字目「時点でもう」の部分 
A 
 * 時点【名詞】 
 * で【助詞】 
 * もう【副詞】 
B 
 * 時点【名詞】 
 * でもう【助詞】 
リスト 6.13  長音節最適化によって仮名文字が過剰に連結された例 
 
リスト 6.12では，Kuromojiで“そろそろ” + “お昼”と区切られている 1～6文字目
が，MoCAでは“そろそろお” + “昼”と区切られてしまっている．4～5文字目“ろお”
が長音節として扱われた結果，1～5 文字目が“そろそろ”の語尾を延ばした形態素として
扱われたことが原因である． 
リスト 6.13 では，Kuromoji で“で” + “もう”と区切られている 30～32 文字目が，
MoCAでは 1つの助詞“でもう”にまとめられてしまっている．31～32文字目“もう”が
長音節として扱われ，30～32文字目が助詞“でも”の語尾を延ばした形態素として扱われ
たことが原因である． 
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6.3. 読み仮名検索による区切り方の変化 
本節では，MoCAに実装した読み仮名検索によって区切り方が変化した設問の例を示す． 
 
6.3.1. 漢字で形態素辞書に登録されている語を仮名文字で表記した形態素 
本来は漢字でのみ形態素辞書に記載されている形態素を，ひらがなで書いてあるツイー
トに関する設問が多く見られた．その例をリスト 6.14に示す． 
 
なんかひさしぶりに忍たまみたらオープニングが sexy zone になってた  あと 
きりちゃんがまんまルフィだった 
 
のうち、4～9文字目「ひさしぶりに」の部分 
A 
 * ひさし【名詞】 
 * ぶり【名詞】 
 * に【助詞】 
B 
 * ひさしぶり【名詞】 
 * に【助詞】 
リスト 6.14  漢字で形態素辞書に登録されている語をひらがな表記で含む設問の例 
 
リスト 6.14 の 4～8 文字目に“ひさしぶり”とあるが，形態素辞書には“久しぶり”お
よび“久し振り”の 2 種類の表記しか記載されていないため，Kuromoji は“ひさしぶり”
を 1つの形態素として扱えない．一方MoCAは，読み仮名検索によって“ひさしぶり”を
“久しぶり”や“久し振り”として扱うことができるため，“ひさしぶり”を 1つの形態素
として扱うことができた．このため，被験者からは“Aの区切り方だけ違和感がある”，す
なわち，区切り方に違和感がなくなったことを示す回答が得られた． 
また，設問の中には，ひらがなのみで書かれたツイートに関するものもあった．その例
をリスト 6.15に示す． 
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めしのじかんか・・・なにくおうかな 
 
のうち、1～7文字目「めしのじかんか」の部分 
A 
 * めし【名詞】 
 * の【助詞】 
 * じ【助動詞】 
 * か【助詞】 
 * ん【名詞】 
 * か【助詞】 
B 
 * めし【名詞】 
 * の【助詞】 
 * じかん【名詞】 
 * か【助詞】 
リスト 6.15  漢字で形態素辞書に登録されている語をひらがな表記で含む設問の例 
 
Kuromojiはリスト 6.15の 4～6行目“じかん”を 1つの形態素として扱えないが，MoCA
は読み仮名検索によって形態素辞書から“時間”を探し出し，1つの形態素として扱うこと
ができた．その結果，被験者からは“Aの区切り方だけ違和感がある”という回答が得られ
た． 
 
6.3.2. カタカナ語をひらがなで表記した形態素 
本来はカタカナでのみ形態素辞書に記載されている形態素を，ひらがなで書いてあるツ
イートに関する設問も多くあった．そして，漢字でのみ形態素辞書に記載されている形態
素の場合と同様に，違和感がなくなったことを示す回答が得られた．その例をリスト 6.16
およびリスト 6.17に示す． 
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くれーぷたべるよ！ 
 
のうち、1～8文字目「くれーぷたべるよ」の部分 
A 
 * くれ【動詞】 
 * ー【名詞】 
 * ぷたべるよ【名詞】 
B 
 * くれーぷ【名詞】 
 * たべる【動詞】 
 * よ【助詞】 
リスト 6.16  ひらがなで書かれたカタカナ語を含む設問の例 
 
RT @○○○○○○○: ｃ組男女混合のばすけほんと楽しかったあ＼(^o^)／★★ 
 
のうち、18～23文字目「混合のばすけ」の部分 
A 
 * 混合【名詞】 
 * のばす【動詞】 
 * け【助詞】 
B 
 * 混合【名詞】 
 * の【助詞】 
 * ばすけ【名詞】 
リスト 6.17  ひらがなで書かれたカタカナ語を含む設問の例 
 
リスト 6.16の 1～4文字目“くれーぷ”や，リスト 6.17の 21～23文字目“ばすけ”を，
MoCAは読み仮名検索によってそれぞれ“クレープ”，“バスケ”として扱うことができた．
その結果，どちらも，区切り方に違和感がなくなったことを示す回答が得られた． 
 
6.3.3. ひらがな語をカタカナで表記した形態素 
6.3.2節の例とは逆に，本来はひらがなでのみ形態素辞書に記載されている形態素を，カ
タカナで書いてあるツイートに関する設問もあった．その例をリスト 6.18に示す． 
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生物として栄養摂取に行かねばならないほど、時間が経過している。そろそろ食べないと 
ヤバイかも。ということで、離脱します。 
 
のうち、41～45文字目「ヤバイかも」の部分 
A 
 * ヤバイ【名詞】 
 * かも【助詞】 
B 
 * ヤバイ【形容詞】 
 * かも【助詞】 
リスト 6.18  カタカナで書かれたひらがな語を含む設問の例 
 
リスト 6.18の 41～43文字目“ヤバイ”を，MoCAは読み仮名検索によって形容詞“や
ばい” として扱うことができた．その結果，区切り方に違和感がなくなったことを示す回
答が得られた． 
 
6.3.4. 人名を仮名文字で表記した形態素 
読み仮名検索は，形態素辞書に表記が十分に揃っていない人名に関しても効果があった．
その例をリスト 6.19およびリスト 6.20に示す． 
 
@○○○○○○○○○ れいな誕生日だったんだね（笑） おめでと? 
 
のうち、12～14文字目「れいな」の部分 
A 
 * れい【名詞】 
 * な【助動詞】 
B 
 * れいな【名詞】 
リスト 6.19  ひらがなで書かれた人名を含む設問の例 
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ゆきおツーブロワロタ 
 
のうち、1～3文字目「ゆきお」の部分 
A 
 * ゆき【名詞】 
 * お【接頭詞】 
B 
 * ゆきお【名詞】 
リスト 6.20  ひらがなで書かれた人名を含む設問の例 
 
“れいな”や“ゆきお”は形態素辞書にないが，“麗奈”，“礼奈”，“レイナ”，“由紀夫”，
“幸雄”，“ユキオ”などの表記は，名詞(細分類は固有名詞，人名，名)として形態素辞書に
存在する．そのため，読み仮名検索によって“れいな”や“ゆきお”を人名として扱うこ
とができた．その結果，どちらも，区切り方に違和感がなくなったことを示す回答が得ら
れた． 
 
6.3.5. ひらがな語やカタカナ語の過剰変換 
読み仮名検索によって，ひらがな語やカタカナ語が過剰に変換されてしまった設問もあ
った．その例をリスト 6.21，リスト 6.22，リスト 6.23，そしてリスト 6.24 に示す．ど
の設問も，読み仮名検索を行った場合のみ違和感があると回答された． 
 
お昼ごはんの時間ね！ もうおなか空いちゃったぁ #nadja_a 
 
のうち、12～16文字目「もうおなか」の部分 
A 
 * もう【副詞】 
 * おなか【名詞】 
B 
 * もうお【名詞】 
 * なか【名詞】 
リスト 6.21  ひらがながカタカナ語へ過剰変換された例 
 
KuromojiやMoCAの形態素辞書上には，名詞“モウオ”が存在する．リスト 6.21の設
問では，MoCAの読み仮名検索によって，12～14文字目“もうお”が“モウオ”として扱
われてしまった． 
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今度のコンサートでする曲をリピートで聞いてるんやけど、どうもピンとこない。 
やっぱり自分は吹奏楽には不向きじゃないのかと考える今日この頃。 
 
のうち、14～18文字目「リピートで」の部分 
A 
 * リピート【名詞】 
 * で【助詞】 
B 
 * リ【名詞】 
 * ピート【名詞】 
 * で【助詞】 
リスト 6.22  カタカナ語が過剰分割された例 
 
KuromojiやMoCAの形態素辞書上に“リピート”という形態素は記載されていない．そ
こでKuromojiは，リスト 6.22の 14～17文字目“リピート”を未知語として扱い，Kuromoji
の未知語処理機能によって名詞であると推測している． 
一方MoCAは，名詞(細分類は固有名詞，人名，姓)“リ”(本来の表記は“李”) + 名詞(細
分類は固有名詞，人名，姓)“ピート”と区切られてしまっている．このような場合，Kuromoji
と同様に未知語として扱ったほうが，人のイメージに合うといえる． 
 
テケ☆“@○○○○○○○○○○○: 笑った RT @○○○○○○○○○: ブルーマウンテン 
_(┐「ε:)_“@○○○○○○○: 何事なの RT @○○○○○○○○○: うんこたれ 
_(┐「ε:)_” 
 
のうち、38～45文字目「ブルーマウンテン」の部分 
A 
 * ブルー【名詞】 
 * マウンテン【名詞】 
B 
 * ブルーマ【名詞】 
 * ウンテン【名詞】 
リスト 6.23  カタカナ語の区切り位置が変化した例 
 
リスト 6.23 の 38～45 文字目“ブルーマウンテン”を区切る場合，Kuromoji の区切り
方が人のイメージに合うといえる．一方MoCAは，“ウンテン”の本来の表記を“運転”で
あると見なし，“ブルーマ” + “ウンテン”と区切ってしまっている． 
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そろそろタウバーンのスタードライバー勢がでてもいいよね 
 
のうち、5～10文字目「タウバーンの」の部分 
A 
 * タウバーン【名詞】 
 * の【助詞】 
B 
 * タウ【記号】 
 * バーン【副詞】 
 * の【助詞】 
リスト 6.24  カタカナ語がギリシャ文字へ変換された例 
 
KuromojiやMoCAの形態素辞書上には，ギリシャ文字がすべて記載されている．リスト 
6.24の設問では，MoCAの読み仮名検索によって，5～6文字目“タウ”がギリシャ文字“τ”
として扱われてしまった． 
4.2.3節で説明したとおり，この問題を軽減するために，ギリシャ文字が属する品詞“記
号”に分類される形態素の形態素コストを高める処理を行っているが，リスト 6.24からわ
かるように，この問題を完全に解決することはできていない． 
 
6.4. 形態素コストの調整による形態素解析結果の変化 
4.2節で述べたとおり，MoCAは形態素辞書上に記載されている形態素コストをそのまま
使用せず，独自に調整する処理を行っている．このため，形態素コストと連接コストのバ
ランスが Kuromojiと異なる． 
その結果，KuromojiとMoCAの間で同じ区切り位置であるが品詞が異なっている形態素
に関する設問が見られ，そのほとんどが，MoCA の区切り方のみ違和感があると回答され
た．その例をリスト 6.25およびリスト 6.26に示す． 
 
  
p. 47 / 52 
 
RT @○○○○○○: ミサイル発射の影に隠れてしまった重大な出来事 - NAVER まとめ  
http://t.co/voK1rBNr 
 
のうち、44～46文字目「まとめ」の部分 
A 
 * まとめ【名詞】 
B 
 * まとめ【動詞】 
リスト 6.25  形態素コストの調整によって品詞が変化した例 
 
@○○○○○○○ 構われるだけいい 察してくれているんだよ 
 
のうち、16～17文字目「いい」の部分 
A 
 * いい【形容詞】 
B 
 * いい【動詞】 
リスト 6.26  形態素コストの調整によって品詞が変化した例 
 
Kuromoji の区切り方のとおり，リスト 6.25 の“まとめ”は名詞として，リスト 6.26
の“いい”は形容詞とするのが，人のイメージに合うといえる．しかし，MoCA はどちら
も動詞であるという形態素解析結果を出している． 
また，特に崩れた表記でない(テキスト上の表記と一致する形態素が形態素辞書から見つ
けられる)にもかかわらず，KuromojiとMoCAの間で区切り方が変化した設問も見られた．
その例をリスト 6.27に示す． 
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洗車したいがちで 
 
のうち、3～8文字目「したいがちで」の部分 
A 
 * し【動詞】 
 * たい【助動詞】 
 * がち【名詞】 
 * で【助動詞】 
B 
 * したい【動詞】 
 * がち【名詞】 
 * で【助動詞】 
リスト 6.27  形態素コストの調整によって形態素が過剰に連結された例 
 
リスト 6.27の設問の 3～5文字目“したい”は，Kuromojiでは“し” + “たい”に区
切られているが，MoCAでは 1つの動詞“したい”(“したう”の活用形)となっている．こ
の設問も，MoCAの区切り方のみ違和感があると回答された．この現象は，4.2.5節で述べ
た，長い表記を持つ形態素ほどコストを小さくする処理に起因するとみられる． 
 
6.5. 形態素コスト計算式の見直しの必要性 
6.2.5節，6.3.5節，そして 6.4節で，MoCAの区切り方だけ違和感があると回答された設
問を挙げた．これらが人のイメージから離れた区切り方となった原因は，形態素コスト計
算式を適切に設定できていないことにあると考えられる． 
さらに人のイメージに合う区切り方を実現するには，形態素コストの計算式を変化させ，
区切り方の変化を確認しながら，最適な形態素コスト計算式へと近づけていく作業が必要
である． 
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7. まとめ 
2つの提案手法を形態素解析器へ実装することによって，Twitterに投稿された日本語ツ
イートのうち約 4 割で効果が現れ，多くの場合，それらの区切り方が人のイメージに合う
ものとなったことが，実験から明らかになった．これらの提案手法は，ソーシャルメディ
アに投稿されるような崩れた表記を含む文字列からの情報抽出や分析において有効である
ことが示された． 
一方で，さらに人のイメージに合う区切り方へと近づけるには，形態素コスト計算式の
見直しが必要であるとわかった．形態素コスト計算式を適切に設定することができれば，
ソーシャルメディアからの情報抽出や分析が容易になり，ソーシャルメディアの情報源と
しての有用性はより高まっていくと考えられる． 
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