The third order nonlinear optical response of semiconductor quantum dots is calculated in the limit of weak exciton confinement. We treat exactly the nonlocal photon-exciton interaction using Green function techniques, without invoking the long wavelength approximation. This procedure provides a unified treatment of systems with arbitrary size compared with the optical wavelength. Geometric confinement gives rise to quantized polariton modes with a finite radiative lifetime. The variation of optical nonlinearities with size, and the role of local field effects are analyzed. 0 I994 American Institute of Physics.
INTRODUCTION
Studies of geometric confinement effects on optical properties of semiconductor nanostructures have mainly focused on the quantization of the relevant elementary excitations (Wannier excitons or electron-hole pairs). An extensive effort has been devoted to characterizing the relation between the optical response and exciton confinement in III-V or II-VI compounds,rS2 mainly because of practical device applications. The family of GaAs quantum wells (QW's) provides by far the best examples of 2D-confined systems. In these materials, the Wannier exciton Bohr radius aa is typically larger than the QW width which defines the confinement direction and strength, and the quantization of excitons has a preponderant effect on the optical response via the strong modification of the exciton wave function and oscillator strength. Typical values of Bohr radii and binding energies for III-V, II-VI, and I-VII materials are summarized in Table I .
Due to the dominance of strongly confined structures in mesoscopic spectroscopy, most studies have focused on this limit, where the interaction with the light field can be treated in the long wavelength approximation (LWA). The emphasis, then, has been put on calculating the material states,' by neglecting the electromagnetic field degrees of freedom. This is reminiscent of atomic physics. Each atom can be viewed as a point dipole as far as the field is concerned, and polariton effects are completely neglected. This may be justified for systems such as GaAs-QW's, where the direct electronhole Coulomb interaction is small compared with the kinetic energy (which is increased by the confinement). Furthermore, in these materials the dipole-dipole (electron-hole exchange) interaction related to polariton formation which is much smaller than the Coulomb contribution, is negligible.
The situation is very different, however, when the size of the system is much larger than the exciton Bohr radius, as is the case, for example, in I-VII compounds such as CuCl (see Table I ) or a fortiori in organic materials where the excitations are strongly localized (Frenkel excitons) . In this case the optical properties are related to the coherence associated with the exciton center of mass. Indeed, these materials are characterized by a small bulk Bohr radius a0 and an intrinsically large oscillator strength (which is inversely proportional to a:): f m&/rra& pcU being the interbandtransition dipole moment. For strong confinement, the oscillator strength is no longer directly proportional to the volume of the system. The size dependence is more complex and enters via correlation between an electron and a hole characterized by a confined Bohr radius a, which can differ substantially from its bulk value." For example, in an ideal 2D-QW the exciton Bohr radius is half of that in 3D, af = ao/2,3 which leads to a fourfold increase in the exciton binding energy Eiv = 4ER (E,=e"/2ao, e is the electron charge). On the other hand, if confinement is weak, a0 is not affected by the confinement, the -oscillator strength is simply proportional to the volume, and all interesting confinement effects are found in the coherence of the center of mass (CM) motion. In addition the effects of the dipole-dipole interaction (long wavelength longitudinal electromagnetic field) and radiative corrections due to the coupling with the transverse electromagnetic field, which are proportional to the oscillator strength, increase as the Bohr radius decreases. Furthermore, due to the large exciton binding energy (and small Bohr radius), excitons can be treated as point interacting particles, pretty much the same as Frenkel excitons.
The weak confinement limit is of great fundamental interest since it links confined and infinite systems through conjined poZariton modes (CPM). These are the eigenvalues of the nonlocal (in space and time) exciton equation (cf. Appendix E) which contains the retarded interaction with the transverse electromagnetic field through a self-energy. This self-energy adds a finite size-dependent radiative width to the quantized exciton levels. The procedure we employ in Appendix D to calculate the CPM is valid provided size is larger than the exciton Bohr radius, and for infinite size it reproduces the well known bulk polariton dispersion.
Polar&on effects have clear signatures in nonlinear optical properties since they strongly renormalize the one and the two-exciton energies and oscillator strengths. The oscillator strength of each optically active exciton state, is proportional to the volume. This scaling law is exact as long as we can invoke the LWA and neglect the dipole-dipole interaction (i.e., local field effects). The possible increase of tbe magnitude of the third order resonant nonlinear susceptibility of a microcrystallite has been suggested in Ref. 5. This enhance ment saturates for large radii and attains its maximum for infinite volume if one uses the LWA and neglects local field corrections.6
In this paper we calculate the linear and nonlinear (third order) optical response of large semiconductor quantum dots. We assume that the confinement size L is large compared with the exciton Bohr radius aa: L&q,. Our calculation is based on a two-band model using the effective mass approximation. This approximation requires that the size be sufficiently large.
We provide a rigorous self consistent treatment of the interaction with the electromagnetic field, without invoking the long wavelength approximation, and consequently our formulation holds all the way to the limit of infinite size. In practice, as the size is increased we need to incorporate a larger number of exciton states, and the calculation becomes more computationally intensive. We further show that the dipole-dipole interaction, which is usually neglected in the calculation of optical properties of semiconductor nanostructures, is essential in order to calculate the exciton (or polariton) radiative-decay rates, as well as the correct exciton energies. Our calculation interpolates between weakly confined nanostructures and infinite systems in which the polaritonradiative decay vanishes, and the dipole-dipole interaction gives rise to the splitting between longitudinal and transverse exciton states.
Ishihara7 used a numerical algorithm to solve the coupled Schrijdinger and Maxwell equations based on a generalization of a model proposed by Cho.* This procedure involves the numerical calculation of the expansion coefficients of the electromagnetic field. Although these coefficients contain all the relevant information on exciton dynamics such as radiative corrections and coherence effects, these are implicit in the numerical expansion, which makes it difficult to interpret.
The present calculation is based on a Green function representation of the exciton dynamics and incorporates the nonlocality of the electromagnetic field resulting in a selfconsistent confined-polar&on picture. We apply the Green function formalism of Chemyak and Mukame? to a nondegenerate two-band semiconductor model. The relevant Green functions constitute the formal solutions of the linearized Heisenberg equations for the expectation values of the one and two electron-hole pair operators. We can thus describe the excitons as coupled anharmonic oscillators. In the weak exciton confinement limit, the two-exciton Green function coincides with the simple form obtained for the Frenkelexciton model.g Due to the difference in the starting Hamiltoman, our results, derived along the same lines as in Ref. 9, differ slightly in form, in particular in the treatment of the exciton anharmonicities giving rise to nonlinearities. By focusing on material operators with nonlocal retarded coupling to the electromagnetic field, we can pinpoint the polariton effects on the exciton Green function. Our procedure avoids the diverging terms which show up in a density matrix formulation. These divergencies cancel identically, but may pose some numerical difficulties. Our results show the importance of the size dependence of the radiative as well as nonradiative decay rates in the generation of optical nonlinearities. We found a local maximum in the nonlinearity versus size dependence whose position is determined by the relative magnitude of the exciton-exciton interaction and the decay rates.
In Sec. II we present the Hamiltonian, and the corresponding equations of motion for exciton operators are derived in Sec. III for the linear case, and in Sec. IV for the nonlinear case. We then apply the present formalism to a large semiconductor sphere in Sec. V. The analogous application to a thick film geometry is outlined in Appendix F.
II. THE TWO-BAND HAMILTONIAN
We consider a semiconductor with two nondegenerate bands, whose Hamiltonian can be expressed in the effective mass approximation, and in the multipolar form (without magnetic terms) as3T10 
The polarization operator is, in the dipole approximation :~r>=I;,,{~:(r)?I',f(r)+W,(r)WhCr)},
and ,&;,, taken to be parallel to the z axis (see Appendix A) is the interband transition dipole moment calculated with Wannier functions. 9' is the transverse part of .:,?? V,p(r-r 'j=e,epllr-r'I is the Coulomb interaction between particles CP,/?, which is assumed to be identical to that of an infinite system (no dielectric effects). eU= +e is the electric charge of the particle cx In Eq. (l), we did not include intraband transitions. Furthermore, we explicitly se;parated,_for clarity, the matter Hamiltonian into two parts, Ho and Heh, the latter being the electron-hole exchange interaction.
is a simplified form of this exchange interaction (cf. Appendix A) obtained by expanding the Coulomb potential in multipoles ,. T(r-r')=ASRS(r-r')+bLo.VrVi. &:
The polarization operator [Eq. (5) 
where the veztor potential field operator i and its conjugate momentum D satisfy the commutation rules [IY(r),ii(r')]=47ri&(r-r'), 03) and s' is the transverse Sfunction. These operators commute with all material operators. The retarded interaction with the transverse electromagnetic field is Bin,(t)=-I Jr &r).S(r,t),
and the average electric (Maxwell) field is related to the displacement operator b(r,t) by
III. LINEAR OPTICAL PROPERTIES: CONFINED POLARITONS We start our study of the optical properties in the excitonic region by introducing the following set of binary electron-hole operators which represent the single-electron reduced density matrix of the system L P,2it)E~.t?(rl,tj~h(r22t), ~~2(t)=yref(rl,t)~~(r2,t).
Their expectation values are denoted
where F(r,r';t -t') is the dyadic Green function defined by S(r,r',tj= 1 dw Str,r';q)eioltt,
and E. is the external field. With these definitions, Eq. (B2) linearized to first order in E. becomes t S&r1,r2,t)P\y(t)-
=~ ( So far we did not specify the geometry or size of the system, but hereafter we specialize to the weak confinement limit
where L is the smallest geometric dimension of the system and a0 the exciton Bohr radius in the bulk. In this limit the center of mass and relative motions of electron-hole pairs Eo,(w)= dR $:(R)E,(w).
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are decoupled. A discussion of the different confinement regimes can be found in Refs. 12 and 13. The following derivation holds for all sizes larger than ao. This has important consequences since our expressions interpolate all the way from mesoscopic sizes (e.g., 40 A for CuCl) to the bulk, where they describe the formation of 3D polaritons.
Only the CM motion is affected by the weak confinement and the relative electron-hole degrees of freedom do not depend on the long wavelength external field. We can then factorize the one-exciton amplitude as (p12(t))= iplq -r2>Wh2jexp 2 E,t ,
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In Eq. (24), ~,,=e y-i(l?,+ r,,J is a complex quantity which contains the radiative width lYV of the exciton as well as the nonretarded width Ye. The form of the CM wave functions @JR) is discussed in the next sections and in Appendices D, E, and F.
In the long wavelength approximation we assume that the field varies very slowly inside the sphere and define the linear polarizability a, as where cp, the relative motion wave function, is assumed to be identical to that of the bulk. We consider only the first IS level, so that cpt,(x) = (~-a;) ' -*'2e-x'a0 . This is justified since the CM-kinetic energies are much smaller than the excitonic binding energy. Other states can be included if necessary.
The one-exciton CM-Green function can be constructed from the solution of the one-exciton equation derived from Fq. (16) where eex=E,-E, (Eg being the gap energy) is the bulkexciton energy for zero CM momentum (i.e., optically active transverse state in an infinite crystal) and R the CM coordinate. The eigenvalue E,, is the single exciton energy which fully incorporates retardation effects. In Eq. (20). we have introduced the dipole moment dzU=p&I q,,(O) I2 -which is proportional to the experimentally measured longitudinaltransverse energy splitting in the bulk AL-r=4rd&,.3 We have included the dipole-dipole interaction part arising from the electron-hole exchange interaction as the longitudinal part of the polarization [see Eq. (6)]. The linear polarization can then be written in terms of the eigenvalues and eigenfunctions of Eq. (20) as
where &=I/ dR e,(R) '.
Equations (22) and (24) which contain all the necessary information on the confined exciton states depend on the following parameters: The exciton binding energy E, which is the natural energy scale, the exciton Bohr radius aa as the natural length scale, ALr which is a measure of the dipole moment ku, ynr a phenomenoiogical nonradiative decay rate, L the confined dimension of the system (radius Y?? in the case of a sphere), and %=melmh the ratio of the electron and hole effective masses.
where we have defined Pl"(wj=c ~~~,Eo,,(w) ,
with the second rank tensor (23) The nonlinear optical properties are determined by higher order operators as described in Appendix B. We must take the expectation value of Eqs. (B2) and (B9) and close the hierarchy. We first make a semiclassical approximation by treating the electromagnetic field 2' as a c number. We then have and for all material operators A. The third-order equation for the exciton polarization is
In Eq. (28) .-%(rl ,r2,r3,c,t)Q 122)34(fl = 30-1 -r2LL .~~(r,,t)P:',)-tS(rg-r4)~,,.E'(r3,t)Pi~-~(rl-r4)ri(.cv.~'(rl,t)P412).
-6(r2Trg)liLo.E'(r2,t)Plid+ 6(rl-r2) dr5 D15Q$$4+ @r3-r4) dr5 hQ& I + @rl-rJ dr5 %Q& I I i7.j -t &r2--r3> dr, &QM~.
Here, Q is second order in the field. Equation (28) can be recast in an operator form (30) .5Te,l(t)P '3'(t)=~iicv.E'(t)P(1)*(t)P(1)(t)+~xP(1f*(t)Q(2)(t).
The first contribution in the rhs comes from Pauli exclusion. It prohibits the optical creation of the same particle (electron or hole) at the same place, prevents the filling of already populated optically active exciton states, and induces transitions to initially forbidden states. This is usually denoted phase space jlling (or band-filling effect). ' The second term comes from the Coulomb interaction between excitons. The relative magnitude of these two contributions depends on the material and confinement size. The latter is much larger in compounds which have a large exciton binding energy (compared with dephasing rate) and a confinement size much larger than the exciton Bohr radius. We shall address this point in detail in the next section.
Equation (28), together with Eq<. (16) and (30) constitute a closed system which can be solved numerically. However, due to the large number (six) of continuous coordinates, an expansion in a basis set is preferable.
with the aid of the Green functions of the one-and two-exciton equations of motion, the third-order polarization at frequency o, obtained as the formal solution of Eq. (31) is given by
In the same way, we define the two-exciton Green function (G?& as the formal solution of Eq. (30) C?\z2)34iwj=~ doI dco2J l& dr;
We shall be interested in calculating the nonlinear scattered field outside the system Ei3)(r,aj= drl ~~r,rl;w)~L,,[P(l:)(o)+P(I:'*(w)].
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The evaluation of Pc3) requires the calculation of the two-exciton Green function. It is difficult to find an analytical solution for a Hamiltonian as general as Eq. (1). Indeed, even in the bulk, no analytical solutions are known for the four interacting particle system, and we shall introduce an approximate procedure for computing G2e.c. Our goal is to investigate the nonlinearities of a confined system at very low exciton density, and point out their scaling with size and other intrinsic parameters. Our approximation for the twoexciton Green function in based on the following argument: The relative electron-hole motion which is dominated by short range Coulomb forces, couples to the short wavelength longitudinal electromagnetic field, whereas the CM motion is affected by the long range dipole-dipole (i.e., electron-hole exchange) interaction, as well as by the transverse electromagnetic field. Therefore, if the short range Coulomb interaction can be separated from the center of mass motion, as is In Appendix C we show that, due to the small Bohr radius, we can invoke the point-dipole approximation for the exciton-exciton interaction, and neglect the correction due exchange between the same particles in the dipole-dipole interaction. This approximation, although rather crude, allows us to greatly simplify the problem for the following two reasons: (ij the interaction with the field becomes local, and may be evaluated at the exciton center of mass (hole and electron at the same site), and the nonlocality of the field enters through this CM variable and not through the relative motion: (ii) we can establish a direct correspondence with the Frenkel exciton model. We finally obtain the case in an infinite system, we can concentrate on confinement effects on the CM alone (weak confinement). ur and g" are numerical constants given in Appendix C obtained by integrating the matrix elements over the relative motion.14 Gb2! is given by Gb2)(41v,v2= & .\ dw' G;;)(w')G$w-co').
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Equations (35)- (41) constitute our final expression for the third order response, and form the basis for the subsequent analysis. The nonlinear response contains two terms which reflect the contributions of the Coulomb interaction between excitons and of Pauli exclusion respectively. This differs from the result for the Frenkel-exciton model' which contains only the Pauli exclusion contribution. This is a direct consequence of the exciton-exciton interaction term which exists in our Hamiltonian but is absent in the Frenkelexciton model.
V.. APPLICATION TO A LARGE SPHERE
We consider a large semiconductor sphere with radius .%%,ao. We use parameters corresponding to CuCl which provides a beautiful example of a weakly confined nanostructure (cf. Table I) . Using the symmetry, we decompose the Green function in spherical functions as described in Appendices D and E. The dipole-dipole interaction is by far stronger than the pure radiative corrections. We then diagonalize the exciton Hamiltonian by keeping only Ho-t Her,. Using this partial diagonalization, we can express the oneexciton Green function as
where the states IV) are defined in Eq. (20). The observed signal is calculated from the electromagnetic field, given by Eq: (14). Far from the sphere, it has the following form:
where E,(r) is the incident field. The total cross section is related, by the optical theorem, to the forward scattering amplitudeI (45) e. is the direction of the incident field. i is the direction of observation. f is calculated in Appendix E.
In Fig. 1 , we plot the linear total-scattering cross section of a sphere of radius .5&,=40. We chose a relatively large radius in order to show a large number of levels and enhanced radiative width (proportional to the oscillator strength). shows the linear spectrum of a 1 Oa,, sphere. When the radius is small (stronger confinement), the mixing between states induced by the dipole-dipole interaction (i.e. local field effects) can be neglected, and the linear spectrum shows only s-exciton states (Z=O) whose energies, are approximately given by E,, = e,,+ ALT/3+fi2n"n2/2M.%2 and oscillator strengths j',L~3%3/n2, n being the radial quantum number (n =1,2,3,...), When the size is increased and the spacings between the quantized levels decrease, the local field effect becomes more important and gives rise to a strong mixing of s and d exciton levels (cf. Appendix Ej. Therefore, the strongest oscillator strength is no longer associated with the lowest exciton state. The maximum of the linear absorption is found at E=E,+A&~, and is connected to higher excited states. The importance of the local field is well known from the classical Mie theoly.15 For not too large radii, i.e., when C&Z=-.% still holds, the optical resonances of the sphere are determined by the following equation (for oj: as a function of 3Yq, for the four lowest exciton levels, respectively. The solid line is the exact radiative decay and the long dashed line has been calculated without dipole-dipole interaction. The short dash curve in panels a and c is the LWA (levels Z=O, n= 1, 2) without dipole-dipole .interaction.
The scattered field in Mie theory, to first order in q.92, gives a pole in the total cross section of the form17 1 E(0)+2' where only terms. with I= 1 contribute, and iw) is the bulk dielectric function" ALT E(0)=1+--. E,-0 Since k2,=fio-E,, , the identity between Eq. (46) with I= 1 and the pole of Bq. (48) is evident. Therefore, there exists an intermediate range of sizes where the classical Mia theory holds. For smaller sizes, quantum confinement effects on the energy levels and wave functions are preponderant, and the complete description in terms of quantized exciton states is necessary. In the opposite limit, when the radius is comparable or larger than the wavelength, one cannot ignore polariton effects (c is finitej and again the full nonlocal description (20) is required.
In Fig. 2 we plot the radiative decay rate per unit volume, i.e., the imaginary part of the exciton energy divided by (S&U,)~, of the four lowest exciton levels, using different approximations. The solid curve represents the exact calculation while the long-dashed curve is obtained by neglecting the dipole-dipole interaction. The short-dashed curve in Figs. 2(a) and 2(C) is the LWA (levels 1 =O, n = 1,2) without dipole-dipole interaction. In this approximation the radiative decay rate is given by rnEm ~(c983/n2jS~~6 and the decay rate is simply proportional to the volume of the sphere. The non1ocaI calculation without the local field effects, differs only. at large radii (330) since the interaction with the transverse The exact dimensionless radiative decay rate yeyexC, defined in Fig. 2. field is rather weak. The combined contribution of the longitudinalftransverse (i.e., local fieldfpure radiative corrections) results in a much stronger dependence on the radius (solid curves). It is interesting to compare the size dependence of the real and imaginary parts of the energy, shown in Fig. 3 . Panel b shows the radiative decay rate, of the six lowest exciton levels. Their variation with size is to be compared with panel a which shows the real part of the exciton energy and its scaling with size. Inflection points in the damping rate curves correspond to level anticrossings of the real part of the energy. Similar results have been obtained in Ref. 16 .
The strong variation of the radiative decay rate with size, which may be clearly attributed to the dipole-dipole interaction (as seen, for example, Fig. 2 ) is due to the mixing of different states. Our numerical diagonalization does not allow us to pinpoint which unperturbed quantized state corresponds to a particular radiative decay rate depicted in Fig. 2 . However, we can provide a physical explanation for the bellshaped r(B). The exciton$eld interaction-matrix element is proportional to 2
The quantized exciton wave vectors are knl= K,l/.% which vanish when .B-+a for fixed quantum numbers n,l. Therefore, when .B increases, the optically active states (with a nonvanishing radiative decay) will have higher quantum numbers in order to keep a finite knl . For an infinite system, the selection rule knl = q corresponds to p1 --tco and knl finite [for large pz, knl= rr(n + Z/2)/93]. This shows the successive resonant character of higher quantum states and explains the shape of Fig. 3(b) . It should be noted also that the sum rule Z,,y,,=C=constant, should hold for each radius. In our calculation this was verified to within I%, and "C" slightly decreases for larger .@:. This is because the oscillator strength redistributes to higher quantum states 1= I ,3.-m which are not included in our truncated calculation. We shall now apply our expressions for the nonlinear response of a sphere, calculate a stationary pump-probe signal, and study its scaling with size. We look for the resonant third-order polarization generated at probe frequency wr by the interaction with a pump field with frequency op. The signal field outside the sphere is given by Eq. (14). Since we expand the polarization in the external field, we can express the scattering of the incident fields in terms of a cross section, as discussed in Appendix E. The measured signal is the difference between the cross sections at the probe frequency with and without the pump CC I dR .c'~.~P(~)(R,w,).
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As indicated in Sec. IV, the nonlinear polarization has two contributions related to different physical processes, namely, phase space filling and Coulomb interactions. The former is proportional to g" [cf. Eq. (40)] and the latter to uX [cf. Eq. (39)]. As discussed in Ref. 6, the former is much smaller than the Coulomb contribution in the weak confinement limit, when the exciton binding energy is much larger than the damping parameters (as in CuCl). We shall therefore neglect the gX contribution to the third-order polarization in the following calculations. The present calculation does not hold for materials such as GaAs, where phase space filling is significant, and the calculation requires a much larger number of quantized levels. In our calculations, we have approximated the Coulomb matrix element by its diagonal value
We have verified that the calculation with the complete matrix elements (39) gives a very small correction. The different matrix elements have the following scaling with size V,p.% -3; g"c~.B-~'~; E,c&-~; JJ,,cc~~'~ and ~p~3 (for small radii). 2, reflects the correction due to the pure retarded interaction. Using these matrix elements, the approximation (52) and integrating Eq. (32) to calculate the cross section, we can show that at resonance, the third-order polarization scales as P~3)~V,,,~~~~2~~FL,r~~~~3.
Therefore, the polarization per unit volume is independent on size in the limit of infinite radius, and the result has the proper thermodynamic limit. Calculating the nonlinear response using the density matrix as in Ref. 6 leads to an expression which contains two diverging contributions in P(3)/.B3 (when .Y$+~). These contributions interfere destructively, yielding a size-independent x(3).18,19 Our present calculation gives directly the correct scaling since the whole We shall now study the coherent enhancement of the third order polarization, defined as the increase of the nonlinear response magnitude (at resonance) with the radius. It is mainly determined by the above scaling rules and in particular it is proportional to the inverse of Coulomb matrix element V, as long as it is larger than the decay rate. When these two quantities become comparable, the enhancement is canceled. For small radii, V% y and the maximum of 8~ scales as ( jlV) -'v'ly, where y is the total damping rate. When Vdy (i.e., for larger radius) we have 8o=y. 'v"/y. Therefore, the maximum value is reached when V9y provided y does not depend on &. However, our nonlocal procedure includes the radiative decay which depends on .%, as seen on Fig. 2 . Then, y= ynr+ ynd(.S), and the maximum of 65 decreases when ynr=Gyrad (23). The model can be improved by incorporating a size dependent nonradiative damping rate ynYnr, e.g., due to coupling with phonons or surface impurities~). In Fig. 4 , we show 6a (lower panels) as a function of probe frequency and radius together with the linear spectra (upper panels) for reference. All Sa have been normalized to the curve in panel a. The pump frequency is at the maximum of the linear spectrum. This corresponds to higher exciton levels as .% is increased. As discussed above, it converges towards E,=eex+ALT/3. We give a global per- spective of the same calculation in Fig. 5 . Figure 6 shows the corresponding maximum of Sa as a function of size. The dashed curve was calculated by keeping the pump frequency at the lowest exciton state. The difference between the two curves is due to the redistribution of the oscillator strength among the higher exciton states, as B is increased. Additional important properties of such systems can be treated using the same formalism. For example it would be essential to incorporate the size dependence of the nonradiative decay channels due, e.g., to coupling with con- FIG. 6 . Maximum of the pump-probe signal SC as a function of size. The full curve is calculated with the pump frequency as in Fig. 4 . For the dashed curve, wP is equal to the energy of the lowest exciton state for each size. The nonradiative damping is y,,r= 10m4E,.
fined phonons. The scaling behavior of such decay is expected to be very different than the radiative one because of the phonon quantization volume, which is the quantum dot itself. We have neglected as in Ref. 9 the feedback induced by the third-order polarization on the linear polarization leading to a nonlinear Maxwell equation. This nonlinear local effect can give rise to bistability and is also expected to strongly depend on size.
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APPENDIX A: DERIVATION OF THE DIPOLE-DIPOLE INTERACTION
In this Appendix, we derive the dipole-dipole approximation for the electron-hole exctange interaction. The original electron-hole exchange part Heh of the Hamiltonian (1)" Here, w&-l) is the conduction-band Wannier function at site I and w, (r-l') the valence-band Wannier function at site I'. Due to the localization of the Wannier functions only the combinations I, = I, and I, = I, survive in Eq. (A3). In the same way, the integrations over r and r' are restricted to the extension of the Wannier functions near the sites Z 1 ; I,. We then have &I,= -2 c;d;dl,c12 I 67 dd w,*( T)w,( T)
11.12 e2 x111-12+T-T'1 ~WhCW~
We now separate the sum over I, .I2 into two contributions; a short range interaction with I1 =Z2, and a second term with ail the other contributions 1 1 # Z2, The operat?r equation (B2) needs to be linearized in order to derive a closed equation for the expectation values of the relevant operators, P and ii,P. If the density of excited particles is sufficiently high, one has to keep these two equations and find a proper factorization procedure for the expectation value of ri,P, as is done for example in the time-dependent Hartree-Fock procedure.22 Since we are interested only in nonlinearities up to third order, and the system is-subject to transitions from zero-exciton states to oneand two-exciton states, we shall introduce a new operator representing two-exciton quasiparticles which appears in ECq. (B2) in the term that contains ui,. We could as well use the equation of motion for the operator A,, however. for the present case of strongly bound states, it is advantageous to work with this variable instead of the density of electrons and holes.as
In order to calculate the third-order nonlinearities, we need consider only the space spanned by the zero, one and two exciton states. The time-dependent wave function can then be expanded as
When calculating the expectation value of pi,Peh using this state, only states up to ]fi2(t)) contribute at third order. Furthermore, since the Hamiltonian does not allow the separate creation of electrons or holes [i.e., the density of electrons (or holes) is equal to the exciton density], we can use the identity 6Ar3,rd@d.t)= I dr4 ~~4V)b3412itL 038)
which allows us to consider the operator b instead of A,. The advantage of working with 6 instead of 6 is that it enables us to point out the transitions from one-to two-exciton states. Hereafter we introduce the abbreviated notation V12=V(rl-r2), D12=T(r1-r2). drs(V,5-V25+V3,-V4,)rin(r5,r5)~1234-drdLAr2,r,)D25 J'
where we have defined 2 S2(r,,r2,r3,r4,t)=ih g+&--Of,+ e +V(r,-r4)-V(rl-r3)-V(r2-t$+V(r,--r4)+V(r2-r3j. @ 10)
Equations (B2), (B8), and (B9) form the basis for the following calculations. Since our Hamiltonian does not contain relaxation (in particular pure dephasing), we can write18
and get a closed equation for the third-order component P,,(t) and second order Q * 123s=(Q,234>.
Note that the exchange among the same particles (fermions) is correctly included in the equation of motion for Q. The above equations are valid for an arbitrary size and geometry. Our Hamiltonian uses the effective mass approximation which assumes that the system size is much larger than the lattice constant.13
Since it is straightforward to calculate the one-exciton Green function in the weak confinement limit, we shall express the two-exciton Green function in terms of this Green function. We first write G2 exe in the form
When the ground state is the vacuum of excitons, the solution of Eq. (B 12) gives the true two-exciton states, and only ladder diagrams contribute to the expansion. The operator V contains the Coulomb as well as the dipole-dipole interaction. For the continuous part of the spectrum (weakly interacting excitons and no bound excitons) we search for an approximate function for the zero-order Green function. We assume the following form: It can be shown14 that the elichange part of the Coulomb interaction is much larger than the direct contribution. In fact the direct part vanishes identically in the bulk and we shall ignore it. The exchange term vanishes unless the exciton CM's are at the same site (overlap of the functions (p>. V" can then be factorized into two independent integrals vxy,Y2,Y3v4= -2 I dR ~~,(R)~~,(R)~,,(R)~,(R) The eigenvalues of this equation eV give the excitonpolariton quantized energies. For a finite system, they contain a Lamb shift and an imaginary correction related to finite sample size. Let us first discuss an infinite system. Equation (Dl) can be solved directly by looking for plane wave solutions f)(r) = eik'=.
The solution is straightforward and immediately leads to the polariton dispersion
267~a; ZZ-ER 3 dR cCI~,(R)~~2(R)ICI,1(R)~CI,4(R).
(C3) Finally, the Coulomb exchange interaction between two excitons will be written as V(RIR~;R~R~)~V~GR,R~R~R~.
(C4) with Ri representing the exciton center of mass. u.' is explicitly given by a%26V/3ER. Proceeding along the same way, we can approximate the Pauli exclusion contribution as in Eq. (40) [or Eq. (B15) ] and obtain gX= -7~m/2ai". We have thus reduced the many coordinate interaction to a point interaction among the CM. The evaluation of the exchange correction to the dipole-dipole interaction in terms of center where i,j are the Cartesian coordinates. It is well known that polaritons in an infinite homogenous system are stable {no imaginary part of the eigenvalues3,24).
In the case of a finite sphere, we can choose the z^ axis along the dipole moment and express the product z^ q+(R) on a vectorial basis of the form values. Introducing the functions (D5) in E$. (D6), we find that the expansion holds provided one of the following conditions is met:
The quantum numbers lmc are given by 131, -1~rn~l and e=O,+ 1. The angular functions Yyl+.(i) constitute the basis of the subgroups of the operator 181, where 1 is the angular momentum operator. It is important to note that due to the dipole-dipole interaction, I is no longer a good quantum number. This is of paramount importance for the scaling dependence with size. Substituting expression (D5) in EXq. (Dl), we obtain a set of equations for the unknown quantities cklm6, which is equivalent to the scalar eigenvalue equation ( and the one-exciton energies (without dipole-dipole interaction) are well!. We consider a quantum well whose width L is much larger than the exciton Bohr radius (us), and let z be the coordinate along the growth direction. In this case, the exciton wave function can be written &,,,n(l)=e 'kIf'Rf(z) R= ( 
0 where 6 = (fi&g',,)lcu-ki( (Y = fi"/2M). By integrating Eq. (F4) on both sides with sin(k,z), we obtain a linear system for the coefficients ckf, ,n. Let us assume, for simplicity, that bI;. From the solutions c4 ,n we can express, by a resummation of the infinite series, the one-exciton Green function in a compact form G~~~(Z,Z',~'kllj= (k:-k;j ' ' c n=2p-llf1)/2 rz.w-E,bJq)
We have defined the following quantities: 
This expression for the diagonal element is exact. At this point we make the following approximations: We only keep the diagonal part and neglect the energy dependence of E, and 2,. Equation (F8) contains the exact poles of the system, determined by the equation where, as above C, contains the radiative corrections. With these definitions, Eq. (32) may be used to calculate the nonlinear response.
