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Abstract
In recent years, signicant development of digital audio signal processing has
achieved practical solutions to 2D soundeld reproduction using headphones and
loudspeakers. The perceptual audio quality is extensively enhanced by providing rich spatialisation eects for the surround sound compared to traditional
monophonic and stereophonic reproduction systems. While surround sound has
been widely commercialised, the audience can only perceive the soundeld in
a pre-rendered manner. However, with the recent development on 3D TV and
free viewpoint TV, the visual content can be exibly perceived where the users
can view the recorded scene from their desired angle and viewpoint. These new
technologies can also be employed for the surveillance of large public spaces or
infrastructure where the ability to zoom-in and view from multiple angles is desired. While the visual contents can be selectively reproduced, the selective audio
playback is required to accompany the changing video scenes.
The soundeld navigation technology presented in this thesis provides a sound
object based solution to achieve soundeld navigation, which allows the listeners to selectively choose the desired listening position of the recorded soundeld
by receiving the same audio stream. The proposed framework aims to provide
a complete solution starting from the recording conguration to post-processing
of the recordings, followed by ecient compression and packet-loss protection
techniques. The recording and post-processing techniques are rstly presented.
The proposed framework employs a pair of co-located microphone arrays to capture sucient information that ensures soundeld navigation.

Compared to a

traditional recording set-up, using a pair of co-located microphone arrays ensures enhanced source separation quality as well as the ability to estimate the
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geographical location of the sources.
In this thesis, a new low-delay stochastic-based direction of arrival estimation
approach is presented that is used in the individual co-located microphone array to achieve low-delay (approximately 150 ms) direction of arrival estimation.
The proposed direction of arrival estimation method employs a time-frequency
energy weighted direction of arrival histogram that achieves improved estimation
performance compared to existing histogram-based methods.
These direction of arrival estimates are then used within the proposed collaborative blind source separation scheme to achieve enhanced blind source separation. Comparing existing blind source separation approaches that are based
on separating the sparse time-frequency component of the recorded signals, the
collaborative approach can also separate the non-sparse time-frequency components and thus ensures enhanced separation performance. The graphical location
of the sources can be also obtained from the microphone collaboration.
A psychoacoustic-based analysis-by-synthesis framework that compresses the
separated sources and their spatial locations is also proposed.

The proposed

compression framework is able to compress up to three simultaneously occurring
speech sources into one mono mixture signal that can be compressed using a traditional speech codec at 32 kbps. The spatial information of the sources can be
preserved as side information indicating the origin of the time-frequency sources.
In the reproduction site, by receiving the same mono mixture plus side information, the audiences can selectively navigate to their desired listening point as well
as selective play back of interested sources. This compression scheme is extended
to jointly compress up to 8 audio objects using a stereo mixture signal by the
extended multilevel decomposition scheme.
Finally, a hybrid MDC-FEC based joint source-channel coding scheme is
presented.

The proposed scheme is rstly analysed from a theoretical point

of view and then applied to speech and audio mixture signals created by the
perceptual-based analysis-by-synthesis framework.

The theoretical evaluation

results indicate that the proposed approach leads to an optimal model for joint
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source-channel coding based on a combination of MDC and FEC. These models
are then applied to protect the speech and audio mixture signals for practical
packet-loss transmission. By dynamically adjusting optimised transmission models, the quality of the speech and audio objects are maintained as conrmed by
evaluations.

The robust low-delay soundeld navigation system is ensured for

practical transmission channels.
The independent and correlated soundeld navigation frameworks are presented by combining the techniques proposed in this thesis. The independent soundeld navigation system aims to achieve soundeld navigation between independent soundelds. Practical applications include multi-party teleconferencing where
each site can be regarded as one independent soundeld, or surveillance for a large
area where each site is considered as one independent soundeld. A correlated
soundeld navigation system is also proposed to achieve free listening point navigation within a large soundeld through limited number of correlated observations
of the soundeld. The audience is able to select any listening point within the
soundeld.
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Chapter 1
Introduction
1.1 Overview
Existing research in digital audio and speech signal processing has led to practical
solutions to 2D soundeld reproduction through headphone and loudspeakers
where signicant improvement in perceptual audio quality is achieved compared
to traditional mono and stereo reproduction. Among the proposals for spatialised
reproduction, surround (usually 5.1 or 7.1) sound has been widely commercialised
and used in many applications such as DVD movies and television programmes.
These surround sound signals are usually recorded at one location only and then
rendered into multichannel formats where the reproduction of these signals allows
the audience to perceive the soundeld scene at the recorded location. However,
there are many applications where more than one listening point is desired. With
the rapid development of 3D TV and free viewpoint TV, the users now have the
ability to view the scene from their personalised angles and viewpoints. Another
example is the surveillance of large public spaces or infrastructure, where the
ability to zoom-in and view from multiple angles are most desired.

These ap-

plications bring new challenges in audio signal processing research where a free
listening point audio system is desired to be compatible with advances in video
signal processing.
This thesis aims to provide a framework to achieve free listening point sound-
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eld navigation. The key obstacles can be summarised as follows:



The recording conguration so that the recorded soundeld can be freely
rendered by the user at the receiver end.



The algorithm to extract useful information from the recordings that ensures free listening point soundeld navigation.



The ecient compression framework to encode the useful information so
that the bandwidth to transmit traditional audio signals is sucient to
transmit the compressed free listening point audio signals.



The algorithms to protect important information while transmitting the
compressed signals via packet loss channels.



The low-delay nature of the whole framework.

This thesis provides a solution to these problems using a sound object based approach. The recording architecture consists of two soundeld microphones, where
sources are extracted based on their direction of arrival estimates. The location of
the sources are also obtained during the source separation stage. This information
is then compressed using a joint compression scheme where the sources are jointly
encoded into mixture signal(s) and further compressed using traditional codecs at
48 kbps. These mixture signals are transmitted using a new joint source-channel
coding framework to ensure low-delay and robust delivery via packet loss transmission channels. By receiving the same mixture signal(s), the audience is able
to select their personalised listening points.

1.2 Thesis Outline
This thesis is organised as follows:

Chapter 2

provides a literature review of fundamental knowledge in the

area of audio and speech signal processing as well as the state-of-the-art techniques specically in co-located microphone signal processing and spatial audio
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and speech compression. The rst part of this chapter reviews the fundamental
knowledge of audio and speech signal processing including signal formats, time
to frequency transform and psychoacoustics. The second part of this chapter discusses the microphone array signal processing techniques specically in direction
of arrival estimation and blind source separation methods. The second part also
reviews the start-of-the-art audio and speech compression frameworks including
mono/stereo and multichannel audio and speech coding and sound object based
compression schemes. Finally, the objective and subjective evaluation methods
for audio and speech signals are discussed.

Chapter 3

starts by presenting a low-delay direction of arrival estimation

framework, which is the rst component of the navigation system.

The pro-

posed framework is a stochastic-based method where reliable low-delay direction
of arrival estimation is achieved compared to other approaches. This is followed
by proposing a collaborative blind source separation method using two location
informed soundeld microphones. This method takes the direction of arrival estimates to perform source separation.

The key novelty of this method is that

while existing approaches can only separate the sparse time-frequency components from the recorded signals, non-sparse time-frequency components can also
be separated by employing microphone collaboration. Another advantage of the
proposed approach is that the location of the sources can be triangulated, which
is crucial for the free listening point soundeld navigation system targeted in this
thesis.

Chapter 4

presents psychoacoustic-based analysis-by-synthesis compression

scheme that encodes the separated sources into one mono mixture with side information. The mixture can be further compressed using the AMR-WB+ codec
at 40 kbps where the sources can be separated from the mixture using side information.

This compression framework is then extended to the compression

of audio sources by multi-level decomposition that generates multiple mixture
signals. As validated by perceptual listening tests, 8 audio objects can be successfully preserved in a stereo audio mixture signal where the perceptual quality
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of the individual audio objects is preserved.

Chapter 5

combines the techniques presented in the previous two chapters

into two soundeld navigation systems designed for two application scenarios,
namely, independent soundeld navigation and correlated soundeld navigation.
The rst half of this chapter presents the simpler scenario where multiple independent single-zones are recorded. The aim is to achieve selective reproduction of
these independent zones under a bandwidth constraint condition. There singlezones may be preserved by multichannel audio signals rendered from spatial recordings or individual sources either recorded using the close-talking microphones
or obtained from blind source separation after spatial recording. The proposed
independent soundeld navigation framework compresses the multichannel audio
signals and/or sound objects based on the techniques proposed in Chapter 4,
where selective playback of the single-zones can be achieved.

The second half

of this chapter presents a low-delay correlated soundeld navigation framework
for more challenging applications where the users can select any listening point
within a sound scene. This is achieved by employing the proposed low-delay direction of arrival estimation and the collaborative blind source separation method.
Using two soundelid microphones to record the sound scene at two dierent locations, the proposed framework can successfully simulate the virtual microphone
recording of the desired listening point. The analysis-by-synthesis compression
method is then used to ensure ecient compression of the separated sources with
their spatial information.

Chapter 6 proposes a new joint source-channel coding framework to ensure
low-delay transmission of the compressed mixture signals under packet loss transmission channels. The proposed scheme selects the optimal transmission model
among several hybrid multiple description coding and forward error correction
models based on current bandwidth and transmission parameters.

The theor-

etical analysis of the proposed hybrid models are rstly discussed followed by
implementations for speech and audio mixture(s).

Chapter 7 provides a conclusion to the thesis and suggests further work.
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1.3 Contribution
The following contributions have been made in this thesis, with references to
relevant publications listed in Section 1.4:



Introduced a new stochastic low-delay direction of arrival estimation scheme
[J3].



Proposed an objective evaluation method for evaluating low-delay direction
of arrival estimation performance [J3].



Proposed a new collaborative blind source separation framework that can
separate both sparse and non-sparse time-frequency components from the
recordings.

The source position can also be obtained by triangulation

through microphone collaboration [J2].



Developed an psychoacoustic-based analysis-by-synthesis compression scheme
for jointly compress speech objects [J1], [C3].



Extended the psychoacoustic-based analysis-by-synthesis compression framework to compress audio object via multi-level decomposition [C5].



Implemented the analysis-by-synthesis compression framework to form the

3

independent source eld navigation system to compression S AC downmix
signals and/or single-zone sound object mixtures [C1] [B1].



Combined the low-delay direction of arrival estimation framework, the collaborative blind source separation framework and the psychoacoustic-based
analysis-by-synthesis compression framework to form the correlated soundeld navigation system where free listening point navigation can be achieved
using two location informed soundeld microphone and requires 48 kbps for
transmission [J4].



Proposed theoretical derivation of new hybrid multiple description coding
and forward error correction scheme for low-delay multimedia delivery [C2].
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Implemented the proposed hybrid scheme to transmit speech and audio
mixtures [C4].

1.4 Publications
The following publications were a result from this thesis:

1.4.1

[J1]

Journal Publications

X. Zheng, C. Ritz, and J. Xi,  Encoding Navigable Speech Sources:
Psychoacoustic-Based Analysis-by-Synthesis Approach,

on Audio, Speech, and Language Processing,

vol.

A

IEEE Transactions

21, no.

1, pp.

29 38,

Jan. 2013.

[J2]

X. Zheng, C. Ritz, and J. Xi,  Collaborative Blind Source Separation Using
Location Informed Spatial Microphones,

IEEE Signal Processing Letters,

vol. 20, no. 1, pp. 83 86, Jan. 2013.

[J3]

X. Zheng, C. Ritz, and J. Xi,  Low-Delay Multi-Speaker Localization based
on Kernel Density Estimation of the Energy Weighted DOA Histogram,

in preparation to submit to IEEE Transactions on Audio, Speech, and Language Processing.

[J4]

X. Zheng, C. Ritz, and J. Xi,  A Low-Delay Free Listening Point Navigation
System,

in preparation to submit to IEEE Transactions on Multimedia.

The following work collaborated with Dr. Cheng Bin have also been produced
by the author of this thesis during the Ph.D. studies:

[J5]

B. Cheng, C. Ritz, I. Burnett and X. Zheng,  A General Compression Approach to Multi-Channel Three-Dimensional Audio,

Audio, Speech, and Language Processing,
2013.

vol.

IEEE Transactions on

21, no.

8, pp.

16761688,
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Book Chapter

C. Ritz, M. Shujau, X. Zheng, B. Cheng, and E. Cheng. and I. Burnett,
 Backward Compatible Spatialized Teleconferencing based on Squeezed Recordings,

Advances in Sound Localization, P. Strumillo (Ed.), InTech, Apr.

2011.

1.4.3

[C1]

Conference Publicaitons

X. Zheng and C. Ritz,  Compression of navigable speech soundeld zones,
in

2011 IEEE 13th International Workshop on Multimedia Signal Processing

(MMSP),

[C2]

2011, pp. 1 6.

X. Zheng and C. Ritz,  Hybrid FEC and MDC models for low-delay packetloss recovery, in

2011 5th International Conference on Signal Processing

and Communication Systems (ICSPCS),

[C3]

2011, pp. 16.

X. Zheng, C. Ritz, and J. Xi,  Encoding navigable speech sources:
analysis by synthesis approach, in

2012 IEEE International Conference on

Acoustics, Speech and Signal Processing (ICASSP),

[C4]

An

2012, pp. 405 408.

X. Zheng and C. Ritz,  Packet loss protection for interactive audio object
rendering: A multiple description approach, in

2012 Fourth International

Workshop on Quality of Multimedia Experience (QoMEX),

2012, pp.

68

73.

[C5]

X. Zheng, C. Ritz, and J. Xi,  A psychoacoustic-based analysis-by-synthesis
scheme for jointly encoding multiple audio objects into independent mixtures, in

2013 IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP),

in press.
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Chapter 2
Literature Review
2.1 Introduction
This chapter provides a review of the background and current development of
microphone array signal processing, spatial audio coding and packet loss concealment techniques covering the key aspects corresponding to the aim of this thesis.
The investigation starts with a review of the fundamental principles of digital audio and speech signals including signal formats, time to frequency transformation
and its property, and psychoacoustics. Then it proceeds into details of each key
aspect starting from the discussion of microphone array signal processing including direction of arrival estimation and blind source separation techniques. This
chapter then discusses the compression techniques for audio and speech signals
from the traditional mono or stereo encoding techniques to multi-channel and
multi-object compression schemes. Packet loss concealment techniques including
multiple description coding and forward error correction are then reviewed for
ecient low-delay transmission of the compressed signals. Finally, objective and
subjective evaluation methodologies are discussed for quantitative evaluation of
perceptual audio and speech quality.
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2.2 Digital Audio and Speech Fundamentals
In this section, fundamental knowledge for audio and speech is reviewed. This includes audio and speech signal formats, time to frequency transform, psychoacoustics, and the sparsity of audio and speech signals. These fundamental principles
provide a key basis for the remaining sections in this chapter.

2.2.1

Digital Audio Signals

Audio signals have been successfully recorded, stored and played back for around
a hundred years. This success was rstly achieved by using analogue based technologies. Following the rapid development of computer and digitalised technologies, audio signals have been handled in a digital manner for their signicantly
improved eciency for recording, storage and play back. In addition, digital audio signals are more suited to further processing such as manipulation (creating
or changing the characteristics of the original recordings, i.e. adding or removing
the reverberation), mixing (combining several audio signals together), or even
synthesising articially created audio signals.
In order to digitalise an analogue (continuous) signal, two steps, namely,
sampling and quantisation are needed.

Essentially these two steps transferred

the continuous time-varying information and pressure information into a format
using nite information.
Sampling refers to the process of preserving the continuous waveforms in a
discrete manner and thus reducing the amount of information needed to represent
a waveform. The discrete version of a continuous signal is obtained by periodically selecting the amplitude of the continuous wave signal as illustrated in Figure
2.1 for a sinusoid wave. This periodicity is referred as the sampling frequency,
which indicates the number of samples (time instants) selected per second. The
minimum number of the sampling frequency required to fully preserve the information of a continuous signal is at least twice of the highest frequency component
of the continuous signal [2]. The typical sampling frequencies for audio and wide
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Figure 2.1: Signal Sampling Representation. The continuous signal s(t) is represented with a dotted line while the discrete samples with the period of

T

are

indicated by the vertical lines with circular heads.

band speech signals are 44.1 kHz and 16 kHz (8 kHz for narrow band speech)
respectively, which corresponds to ta least twice the highest frequency for audio
and speech signals (also see Section 2.2.4).
After the sampling process, the continuous signal is only discretised along the
time axis.

That is, the amplitude of each sample can still vary continuously.

Thus, quantisation is needed to round up the amplitude of each sample to the
nearest state from a nite state set. The larger the amount of the states, the less
quantisation noise is introduced. For instance, a typical audio signal is quantised
using 16 bits per audio sample, which implies

216 = 65536

possible states. An

illustrative example is given is Figure 2.2.

2.2.2

Audio Signal Formats

The process of Sampling and Quantisation discussed in the previous section is
also referred as Pulse Code Modulation [3] (PCM), which is widely employed
in the Compact Disk (CD) to preserve digital audio.

The sampling frequency

and quantisation accuracy has been dened as 44.1 kHz and 16 bit per sample.
For speech signals, the sampling frequency is usually 16 kHz and 8kHz for wide
and narrow band speech, respectively. These design of sampling frequencies are

12
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Figure 2.2: Signal Quantisation.

The discrete samples are the same as Figure

2.1. Red line represents the quantised signal.

guided by the psychoacoustic result, which is further discussed in Section 2.2.4.
Traditional audio signals are compressed and delivered using monophonic and
stereophonic formats. The monophonic audio signal is just a single channel preserving all of the information.
independent mono channels (i.e.

The stereophonic audio signal consists of two
left and right channels) where a stereo audio

soundeld (usually 60 degrees in width) can be rendered allowing a richer representation of the audio scene. That is, the audio object localisation information as
well as the width of the audio object can be rendered. Such stereophonic formats
are widely employed not only for portable playback devices (i.e. headphone and
earphone) but also used as a standard audio format for common audio systems
such as TV broadcasting, FM radio, audio playback system, digital music storage
and distribution, etc.
Multichannel audio (more than two audio channels) was introduced in 1970s.
By employing additional channels based on the stereophonic system, multichannel
audio aims to achieve improved spatialisation quality. A widely employed format
is the ITU 5.1-channel audio format [4] depicted in Figure 2.3. As shown, the
ITU 5.1 format consists of one centre channel (0° usually used for voice content
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Figure 2.3: ITU 5.1 Surround Speaker Array

playback, i.e. in surround movie), two front channels (located at left and right

±30°,

the same as general stereo audio channels), two rear channels (located at

left and right

±110°

for extended spatialisation eects) and a .1 Low Frequency

Eect (LTE) subwoofer channel, specically designed for the reproduction of lowfrequency content. While there exist other multichannel audio formats, such as
Dolby Surround [5], standard ITU 5.1 is used in this thesis for the evaluation.
However, the methods discussed throughout this thesis can be extended to other
multichannel audio formats.

2.2.3

Time-Frequency Transform

Speech and audio signal processing algorithms are usually performed in the frequency domain where properties of speech and audio signals can be exploited.
Since the speech and audio signals are originally acquired through recording
devices and preserved (at least initially) in the time domain, a time-frequency
transform is required. A fundamental technique for such transformation is the
Fourier Transform (FT), which is dened by:

ˆ

∞

X (f ) =
−∞

x (t) e−j2pf t dt

(2.1)
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represents continuous frequency and time,

X (f )

and

x (t)

are the

frequency and time domain representation for a continuous signal, respectively.
To transform from the frequency domain back to the time domain, the inverse
Fourier Transform is employed, which is given by:

ˆ

∞

X (f ) ej2pf t df

x (t) =

(2.2)

−∞
For digital signals, the time to frequency transform can be achieved by the
Discrete Fourier Transform (DFT) given by:

X [k] =

N
−1
X

x [n] e−j2pkn/N

(2.3)

n=0
where

k

and

n

represents discrete frequency and time,

X [k]

and

x [n]are

frequency and time domain representation for a discrete signal, respectively.

the

N

is

the total number of samples. The inverse discrete transform from the frequency
domain to the time domain is achieved by the inverse Discrete Fourier Transform
(iDFT). The transformation from

x [n] =

X [k]

to

x [n]

is given by:

N −1
1 X
X [k] ej2pkn/N
N n=0

(2.4)

A Fast Fourier Transform (FFT) is usually used in practice which exploits the
periodic property of a DFT and improves the computational complexity from

O (N 2 )

to

O (N · log2 N )

[6].

While the DFT is capable of performing the time to frequency transform, in
the transform (frequency) domain the signal will lose its time domain attributes.

x [n]

to achieve the

transform, which is not desired in audio signal processing (i.e.

problem such

In addition, the DFT in (2.3) requires a complete series of

as delay, etc).

Thus, both time and frequency domain information is required

for audio and speech signal processing. One of the well-adopted approaches to
extract both time and frequency domain information is the Short-Time Fourier
Transform (STFT). The STFT is an overlap-add approach to achieve a frame
based (short time) Fourier Transform where the time frames preserves the time
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Figure 2.4: Overlap and Add Approach

domain information. As illustrated in Figure 2.4, by using a sliding window, the
overlap-and-add approach divides the signal into
size =

M

N ) with N −M

N

samples frames (i.e. window

overlapping samples. Thus, each time the window shifts by

samples. Typically 50% overlapping between adjacent frames is used, i.e.the

second half of the samples in the previous frame will be overlapped with the
rst half of the samples in the current frame. For one frame of signal
windowed signal

y [n]

w [n]

, the

is given by:

y [n] = x [n] · w [n]
where

x [n]

(2.5)

represent the window function.

The reason of using the overlap-and-add method to perform STFT is related
to the selection of the window.

In practice the rectangular window cannot be

employed for the time to frequency transform of the windowed function, as the
Fourier Transform of the rectangular window drop o very slowly with frequency
(i.e.the Fourier Transform of the windowed signal is not band-limited enough).
Thus using the rectangular windowed signal to perform the time to frequency
transform will result in poor frequency selectivity. In practice, in addition to the
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simple window function such as the Sine and Hanning window, the Kaiser-Bessel
window [3] is widely employed for its ability to adjust the shape of the window
function by a parameter.

However, the non-rectangular window functions also

introduces a new type of distortion where the resolution near the edge of the
window is degraded. Solving this problem is the motivation of the overlap-andadd method.
The resulting windowed signal
domain (represented by

Y [k])

frequency domain signal

Y [k]

y [n]

via a

can be transformed into the frequency

2M

point DFT for further analysis.

The

is given by:

Y [k] =

2M
−1
X

y [n] e−j2pkn/2M

(2.6)

n=0
The time domain windowed signal

y [n] =

y [n]

can be recovered by:

2M −1
1 X
Y [K] ej2pkn/2M
2M k=0

It should be noted that the recovered signal
tion. The signal of interest

x [n]

y [n]

(2.7)

still contains the window func-

still needs to be recovered from

y [n],

which is

achieved by the overlap-and-add method. To compensate the distortion caused
by the sharp cut-o on the frame edge of the analysis window (e.g. the second
half of window

w−1

in Figure 2.4), a synthesis window is designed commonly

identical and 50% overlapped with the analysis window (e.g.
window

w

the rst half of

in Figure 2.4) where the following constraint for the window function

is satised:

w2 [n] + w2 [n + M ] = 1

(2.8)

The signal of the second half of the analysis window can be recovered by
adding the signal of the rst half of the synthesis window, and a similar method
can be used to recover other sections of the signal

x [n].

It should be noted that

zero padding is required for the beginning and the tail of the signal

x [n]

to govern the overlap-and-add process of whole section of the signal.

in order
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ith

Matrix-wise Architecture of the TDAC Method for the

Block

(gray area represents non-zero entries). Operations are taken from the right to
the left, starting from dividing the input signal intoN/2 samples per block. The
Synthesis
nal TDAC domain signal can be in general represented by W
·B·A·
W Analysis · signal. (See also Figure 2.6)

While satisfactory time-frequency representation can be achieved by applying
the STFT, a signicant increase in the data rate will be introduced in that frames
(windows) are overlapped. For instance, the 50% overlapping window approach
will consequently result in twice the data rate compared to the original signal. In
order to solve this data rate problem, a class of transforms named Time Domain
Aliasing Cancellation [7, 8] (TDAC) has been proposed where the same data
rate can be maintained in the transform domain when applying the overlapand-add technique (50% overlapping).

In comparison to the STFT with 50%

overlapping, the TDAC attempts to recover a mixture signal that contains the
prior and following blocks' signal rather than recover the original signal like the
STFT (essentially, DFT). The recovered mixture signal, always referred as timedomain aliasing, can then be processed by the overlap-and-add method applied
to these recovered mixtures resulting in a perfect reconstruction of the original
signal. For a real valued signal of

N

points, TDAC only requires

N/2

frequency

samples to achieve perfect reconstruction. Thus, the same data rate is required
in the transform domain even when 50% overlap-and-add is employed.
The architecture of the TDAC approach is depicted in Figure 2.5. As shown
from right to left, the input signal has been indexed in groups of
i.e. block

i contains N/2 samples.

N/2

samples,

Note that dierent to the STFT, the minimum
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Figure 2.6: Overlap-and-Add of the TDAC

time division contains
two parts namely,

N/2 samples instead of N .

A
WiU

and

A
WiL

where

U

and

The Analysis Window contains

L

means upper and lower part

of the Analysis Window, respectively. The windowed signal is then transformed
into

N/2

samples by the Forward Transform matrix kernels

transformed back to

N

and inverse

samples by the Inverse Transform matrix kernels

The signal is then windowed with the Synthesis Window
and

A1 , A2

S
WiU

and

S
WiL

B1 , B2 .

where

L means upper and lower part of the Synthesis Window, respectively.

U

Perfect

reconstruction of the original signal can be obtained by employing the overlapand-add technique (as illustrated in Figure 2.6) for the adjacent blocks (i.e. for
block

i,

the overlap-and-add is performed with the

i − 1th

and

i + 1th blocks).
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In order to achieve perfect recovery of the original signal, the following constraints are required to be satised [3]:

A
S
A
S
= 0, ∀i
B2 A1 WiU
= WiL
B1 A2 WiL
WiU

S
A
S
A
WiL
B2 A2 WiL
= Wi−1U
B1 A1 Wi−1U
= 1, ∀i

(2.9)

(2.10)

The Modied Discrete Cosine Transform [7, 8] (MDCT) provides a solution
to these equations. In the MDCT, the Forward Transform is given by:

Xi [k] =

N
−1
X

wai


[n] xi [n] cos

n=0

where

n0 =

N
2


+ 1 /2





2π
1
N
(n + n0 ) k +
, k ∈ 0, − 1
N
2
2

is a phase parameter that ensures aliasing cancellation.

The Inverse Transform then transforms back from
to

N

(2.11)

N/2 frequency domain samples

time domain samples by:

x0i

[n] =

wsi




N/2−1
2π
1
4 X
Xi [k] cos
(n + n0 ) k +
[n]
, n ∈ [0, N − 1]
N n=0
N
2
(2.12)

in relation to the matrix notation of Figure 2.5 and 2.6, the matrices are:


A1kn = cos

2π
N




N
1
n+
+ n0
k+
2
2


A2kn = cos



2π
1
(n + n0 ) k +
N
2

(2.13)

(2.14)

B1 =

4 T
A
N 1

(2.15)

B2 =

4 T
A
N 2

(2.16)
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The STFT and MDCT can be classied as transform-based time to frequency
analysis approaches. Besides these methods, there is another class of techniques
widely employed within modern audio codecs (i.e.

MP3 [9], AAC [10]) called

sub-band lterbank where perfect reconstruction also requires to satisfy certain
constraints. A typical solution is the Quadrature Mirror Filters [11] (QMF). It
employs a pair of low-pass and high-pass lters that have mirroring frequency
characteristics. The relationship between the low-pass lter
pass lter

hhigh [n]

in the

Z

hlow [n] and the high-

transform domain is given by:

Hhigh [z] = −Hlow [−z]
Thus perfect reconstruction can be achieved if the synthesis lters (glow

(2.17)

[n], ghigh [n])

satisfy the following constraints (in the Z transform domain):

Glow [z] = Hlow [z]

(2.18)

Ghigh [z] = −Hlow [−z]

(2.19)

The splitting process can be repeated for the low and high frequency parts until the desired frequency resolution is reached. One problem of the QMF method
is the high computational cost, which has been solved by a Pseudo-QMF [12]
(PQMF) approach and used in MP3 [9], AAC [10] codecs. Detailed description
of the QMF and PQMF methods can be found in [3].
In this thesis, transform-based time-frequency analysis method is employed.
The proposed methods only requires a time-frequency representation of the input
audio or speech signal and thus are extendible to the sub-band lterbank methods
for the time to frequency transform process.

2.2.4

Fundamental of Psychoacoustics

Humans perceive sound through the neural signals created by the pressure of the
sound wave on the eardrums. Psychoacoustics is the scientic study of (mostly
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It provides the experimental results demonstrating

limitations of the human listening system. These limitations can be used to design
ecient audio processing and compression techniques. This section reviews some
fundamental psychoacoustic knowledge that is applied to modern audio signal
processing technologies. .
It has been mentioned in Section 2.2.2 that the audio signals are sampled at
44.1 kHz.

Based on the Nyquist sampling theorem [2], perfect reconstruction

can be achieved if the highest frequency component of the audio signal is below
22.05 kHz.

In fact this upper limit of the highest frequency component covers

the possible hearing frequency range for general human listening system, which
is from 20 Hz to 20 kHz [13]. In contrast, speech signals, which are created by
the human vocal system that has a narrower frequency range between 100 Hz
to 8 kHz [3]. Thus the upper bound to preserve the human speech signal is 16
kHz according to the Nyquist sampling theorem. These speech signals sampled
by 16 kHz are always referred as wide band speech signals.

In the bandwidth

constrained speech applications such as telephone and second generation (2G)
mobile services, the speech signals are usually band-limited to the frequency range
of 300 to 3400 Hz, which is referred as narrow-band speech. Narrow-band speech
is sampled at 8 kHz.
Lossless coding can be used to compress the audio signal by up to 50% whilst
allowing perfect recovery of the original samples.

However for further bitrate

reduction, lossy audio coding based on psychoacoustics can be used.

The aim

for the lossy audio compression techniques is to ensure perceptual distortion is
minimised (i.e. despite the distortions introduced by the compression stage compared to the original signal, the audio compression task is suciently good if the
audiences can not distinguish between the original uncompressed signal and the
reconstructed signal). This class of audio compression techniques includes AAC
[10] and MP3 [9] which will be discussed in Section 2.5.1. Here, the psychoacoustic principles applied within these lossy codecs are reviewed.
The rst aspect of psychoacoustics reviewed is the lower and upper sound
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pressure threshold for human auditory perception.

The lower threshold means

the minimum sound pressure for humans to detect the sound, whereas the upper
threshold is the sound pressure causing pain.

The objective measurement to

quantify the sound pressure is dened as the Sound Pressure Level (SPL) in
decibels:

where

p

SP L = 20log10

p
p0

(2.20)

is the sound pressure in Pascals and

p0

is the standard reference level

dened as

20µP a

[14]. It has been suggested in [15] that the absolute threshold

of hearing is frequency dependent. This relationship can be described for pure
tone in a noiseless environment by [15]:

2

SP Lq (f ) = 3.64 (f /1000)−0.8 − 6.5e−0.6(f /1000−3.3) + 10−3 (f /1000)4
where

f

(2.21)

is the frequency in Hertz. This relationship is illustrated along with other

hearing bounds in Figure 2.7 [15]. Thus, any samples that are below the absolute threshold of hearing can be safely discarded without causing any perceptual
distortion.
The second aspect is regarding the frequency properties of the human listening
system, more specically, the cochlea.

It is found in [15] that the perceptual

characteristic of the human cochlea can be modelled by a series of overlapped
band-pass lters where constant loudness is maintained within each pass-band.
This model includes Critical Bandwidths (CB), which can be mathematically
described by a function of centre frequency

fc

(in Hz):


0.69
BW (fc ) = 25 + 75 1 + 1.4 (fc /1000)2

(2.22)

This formula is adopted in psychoacoustic model designs that could be used in
modern perceptual audio codecs such as AAC [10] and MP3 [9].
The nal aspect discussed in this section is the masking phenomenon. That is,
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Figure 2.7: Hearing Range from [15]

one cannot hear one sound source (maskee) given the presence of another sound
source (masker).

This phenomenon can be categorised from a temporal point

of view into two classes, namely, simultaneous masking and non-simultaneous
masking.

Simultaneous masking can be generally described by the fact that a

dominant sound source creates an excitation in the cochlea's basilar membrane
such that it cannot detect the weaker simultaneous sound source in the same
area. Thus, this implies that the masker can mask the maskee within the close
frequency range. Another class of masking occurs for non-simultaneous sources
where a masker produces a strong excitation that aects the detection of the
maskee(s) for the neighbouring frame(s) [16].

These masking phenomena are

used in the perceptual audio codecs to generate the masking curve which will
guide the quantisation process of the frequency domain components.

In this

thesis, psychoacoustics is also employed to compress multichannel speech and
audio objects.

2.3 Microphone and Microphone Array
In this section, dierent types of microphones are rstly reviewed.

These mi-

crophones with dierent polar patterns are then used to form dierent types of
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microphone arrays. Co-located microphone arrays, as employed in this thesis, are
further discussed.

2.3.1

Microphone

Soundwaves can be captured by the devices that can sense the changes caused by
the soundwave propagation. The most common device to capture the soundwave
is the pressure microphone where sound pressure changes at the microphone will
be converted into an electrical signal. Microphones can be categorised by their
directional characteristics, which can be conveniently described by Polar Patterns
[17]. A pressure microphone responds equally regardless of the direction of the
soundwave and thus has an omni-directional polar pattern. A pressure gradient
microphone, on the other hand, employs a diaphragm that is partially active
on both sides and thus creates a gure-of-eight polar pattern. Other directional
characteristics can be achieved by dierent combinations of these two microphones
within one capsule.

For any microphone, the root mean square of the output

voltage (V ) is given by [17]:

V = α (β + γ · cosθ)
where

α, β , γ

(2.23)

is the dimensional constant, omni-dimensional component and the

directional component, respectively,

θ is the direction of the soundwave.

polar response patterns can be obtained by varying

β

and

r = |β + γ · cosθ|
where

r

γ,

Dierent

which is dened by:

(2.24)

is the radian in the range of [0, 1]. The common polar response patterns

are discussed and illustrated in Table 2.1 and Figure 2.8.

2.3.2

Microphone Array

These microphones with dierent polar patterns can be grouped together to form
microphone arrays. Microphone arrays provide multiple recorded channels that
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(a) Omnidirectional (β

(c) Bi-directional (β

= 1, γ = 0)

= 0, γ = 1)
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(b) Cardioid (β

= 0.5, γ = 0.5)

(d) Hyper-cardioid (β

= 0.25,

γ = 0.75)

(e) Super-cardioid (β

γ = 0.63)

= 0.37,

(f ) Shotgun (actual pattern depends
on specic design)

Figure 2.8: Illustration of Common Microphone Polar Response Patterns
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Pattern

Description

Omnidirectional

Respond equally regardless of the sound direction

Cardioid

The pattern of most single-diaphragm directional microphones

Bi-directional

The front or rear sound is sensed equally with opposite phase

Hyper-cardioid

Enhanced directivity compared to the Cardioid microphone

Super-cardioid

Enhanced directivity compared to the Hyper-cardioid microphone

Shotgun

Highly directional pattern with small lobes to the sides

Table 2.1: Common Microphone Polar Response Patterns (also see Figure 2.8)

can be post-processed in order to derive additional information such as the source
Direction of Arrival (DOA) [17, 18] or to enhance the recorded signal using noise
reduction and de-reverberation techniques [17, 18] or to estimate indicidual source
sources using source separation techniques [17, 18].
Microphone arrays can be classied into two categories based on the location
of the microphone elements. The rst class of microphone array arranges distributed microphone elements (usually omni-directional microphone).

The distrib-

uted microphone arrangement includes the Uniform Linear Array [18, 17] (ULA),
Circular Microphone Array [19, 20], and Spherical Microphone Array [21, 22].
The second class of microphone array is called a co-located microphone array.
The co-location of the microphone elements allows a more compact form for the
recording device. This is more suitable for the teleconferencing applications as
targeted in this thesis and is selected to record the soundelds. The most popular
and commercialised co-located microphone array is the Soundeld Microphone
[17] shown in Figure 2.9 (a), which consists of four hyper-cardioid microphones.
The microphone used in this thesis (TetraMic [23], shown in Figure 2.9 (b)) is a
similar yet even smaller design compared to the original Soundeld Microphone.
The conceptual architecture of the TetraMic is given by Figure 2.10. The raw
recording of the soundeld microphone is called the A-format. From the A-format
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(a) Soundeld Microphone
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(b) Core Sound TetraMic

Figure 2.9: Illustration of Common Microphone Polar Response Patterns

Figure 2.10: Conceptual Architecture of the TetraMic (FLU: Front Left Up, FRD:
Front Right Down, BLD: Back Left Down, BRU: Back Right Up.)
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recordings, the B-format signal also consists of four (one omnidirectional channel

W,

and three Cartesian bi-directional channels, namely,

X, Y ,

and

Z)

channels

are derived for post-processing by:

W = F LU + F RD + BLD + BRU

(2.25)

X = F LU + F RD − BLD − BRU

(2.26)

Y = F LU − F RD + BLD − BRU

(2.27)

Z = F LU − F RD − BLD + BRU

(2.28)

The spatial information of source

S

is preserved in the B-format signal by:

√

2
·S
2
X = cos µ · cos η · S
W =

where

S

is the source source

µ

(2.29)
(2.30)

Y = sin µ · cos η · S

(2.31)

Z = sin η · S

(2.32)

and

η

are the azimuth and elevation of the sound

source.

2.4 Microphone Array Signal Processing
In this section, the sparsity of audio and speech signals that usually employed
as the theoretical basis for the time-frequency based microphone array signal
processing is rstly discussed.

Then microphone array signal processing tech-

niques including direction of arrival estimation and blind source separation are
reviewed. In this thesis, new direction of arrival estimation and blind source separation techniques that suits soundeld navigation applications are proposed in
Section 3.

2.4.1

The Sparsity of Audio and Speech Signals

Speech signals are known to be sparse in the short-term time-frequency domain.
This means that a small percentage of the time-frequency coecients of speech
capture a large percentage of the overall energy. This is dened by the W-Disjoint

CHAPTER 2.

LITERATURE REVIEW

Figure 2.11: Speech Orthogonality.

kSi (n, k)k, kSj (n, k)k

and
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Gray-scale plots (from top to bottom) for

kSi (n, k)k · kSj (n, k)k

under anechoic environments in

the time-frequency domain.

Orthogonality [24] as: Two signals

si

and

sj

are W-Disjoint Orthogonal (W-DO)

if the corresponding time-frequency component of the Short Time Fourier Transform (STFT) of

si

and

sj

are disjoint for a given window function. Mathematic-

ally, it is described by:

Si (n, k) · Sj (n, k) = 0, ∀n, k i 6= j
where

sj

Si (n, k)

and

, respectively,

n

Sj (n, k)

(2.33)

is the time-frequency representation of signal

is the frame number and

k

si

and

is the frequency index.

It has been shown in [25] for anechoic recordings that the W-Disjoint Orthogonality can be approximately satised. An illustration of the approximated
speech sparsity is given in Figure 2.11. This sparsity can be objectively measured
by a WDO measurement consisted by two components, namely, the PreservedSignal Ratio (PSR) and the Signal-to-Interference Ratio (SIR) [25]. The measurement employs an oracle mask for the sources that are optimal in terms of
W-disjoint orthogonality. That is, when signals are simultaneously occurring in
the time-frequency domain, there exists a mask
by [25, 26]:

Mi

for the

ith

source

Si

dened
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Figure 2.12: W-DO Subjective Test Results: Relationship between the W-DO
and Perceptual Quality [25] (Rating Criteria according to Table 2.2)

Rating

Meaning

1

Perfect

2

Minor artefacts of interference

3

Distorted but intelligible

4

Very distorted and barely intelligible

5

Not intelligible

Table 2.2: Rating Criteria for Figure 2.12

Mi (n, k) =





 1, if kSi (n, k)k ≥ kYi (n, k)k





where

Yi (n, k) =

P

j6=i

kSj (n, k)k

main interference against
by:

Si (n, k).

(2.34)

0, otherwise
represents the sum of the time-frequency doThus for the

ith source Si ,

the PSR is dened
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Number of Sources

WDO

PSR (dB)

SIR (dB)

2

0.91

0.97

15.12

3

0.86

0.94

12.26

4

0.83

0.91

10.88

5

0.80

0.89

9.87

10

0.68

0.78

7.52

Table 2.3: WDO Scores for Overlapping Speeches

kMi (n, k) · Si (n, k)k2
P SRi =
kSi (n, k)k2

(2.35)

which is the ratio between the sparse components and the original signal (note
that

P SR ≤ 1).

The SIR is dened by:

kMi (n, k) · Si (n, k)k2
SIRi =
kYi (n, k)k2

(2.36)

which describes the amount of interference in relation to the sparse components.
Finally, these two measurements are combined into one measurement for the Wdisjoint Orthogonality as:

W DOi = P SRi −
Note that for perfect sparse signals,

SIR = ∞.

Otherwise,

W DO < 1

the signal is. For instance,

P SRi
SIRi

W DO = 1,

(2.37)

which implies

P SR = 1,

and the closer WDO to 1, the more sparse

W DO = 0

means either

P SR = 0

frequency component is sparse in the sense of (2.34)) or

(none of the time-

SIR = 1

(the energy

of sparse component is the same as the interference). In addition, if

W DO < 0.

SIR < 1,

The relationship between the WDO measurement and the perceptual

quality has been described in [25] using speech signals and is depicted in Figure
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Audio Pairs

WDO

Guitar/Bass

0.92

Drums/Bass

0.88

Bass/Vocals

0.98

Guitar/Vocals

0.92

Drums/Vocals

0.96

Guitar/Drum

0.93

Table 2.4: Rating Criteria for Figure 2.12

2.12 where the perceptual score is dened in Table 2.2. As shown, it is suggested
roughly
and

0.8 > W DO ≥ 0.6

1 > W DO ≥ 0.8

dominants minor artefacts or interference score

corresponding to perfect perceptual quality according to

Table2.2.
The number of overlapping speech sources versus averaged WDO measurement can be summarised by Table 2.3 (note that the WDO is calculated according
to (2.37) based on PSR and SIR data presented in [25])
The WDO scores for simultaneously occurring audio pairs are analysed in [26]
and summarised in Table 2.4. It can be observed that the WDO scores for two
overlapping audio objects are similar to two overlapping speeches. In this thesis
the sparse nature of audio and speech objects is further exploited.

2.4.2

Direction of Arrival Estimation

Sound object Direction of Arrival (DOA) estimation has various applications in
audio-visual teleconferencing for automatic camera steering [27] as well as Blind
Source Separation (BSS) [28], where analysing microphone array recordings to estimate the DOA can be used to locate and detect sound sources of interest. The
DOA estimation can be obtained through analysing the microphone array record-
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ings discussed in Section 2.3.2. Among the proposed approaches, the Time Delay
of Arrival (TDOA) is widely adopted to obtain the DOA estimation from recordings of microphone arrays, such as the Uniform Linear Array.

This approach

generally estimates the cross correlation to determine the time delay among the
signals recorded by dierent microphones of the array.

Examples include the

Generalised Cross Correlation with PHAse Transform (GCC-PHAT) [29] and the
Steered Response Power with PHAse Transform (SRP-PHAT) [30], which allow
robust real-time DOA estimation.

Other techniques such as MUItiple SIgnal

Classication (MUSIC) [31] approach have also been proposed based on Eigen
decomposition of the covariance matrix formed from the multichannel recordings
[31].

One disadvantage of the TDOA-based approach is that the signals must

be recorded by microphone arrays consisting of several dislocated microphone
elements which generally occupies a large space and is less suitable for the applications where a compact array is desired. Details regarding the TDOA approaches
can be found in [18].

Recently, DOA estimation techniques that employ more compact co-located
microphones have been proposed in [32] using an acoustic vector sensor array
(AVS) and in [28, 33] using a soundeld microphone where the DOA estimation
is derived in the time-frequency domain. Since the co-located microphone array
is more suitable to the applications targeted in this thesis, the DOA estimation
approaches using the co-located microphone array are reviewed in detail.

The

similarity of these methods is in the early stage where the time-frequency DOA
histogram is employed. In order to obtain the time-frequency DOA histogram,
the B-format recording is rstly transformed into time-frequency domain using
STFT. The time-frequency domain transforms have been discussed in Section
2.2.3.

The time-frequency DOA analysis aims to extract the spatial location

(azimuth

µ

and elevation

η)

of each time-frequency instant, which is based on

calculating the instantaneous intensity of the sound in the B-format signals. The
sound intensity is dened by:
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I =p·u
where

p

is the sound pressure and

u

(2.38)

is the particle velocity. The sound intensity

can be split into two parts, namely, the active intensity and reactive intensity.
The active intensity can be calculated in the time-frequency domain by [34, 28]:

Ia (n, k) = 2Re {P ∗ (n, k) · U (n, k)}

(2.39)

Thus, in B-format, for the Cartesian directional channel (X, Y, Z channels), The
active intensity can be approximated separately by [34, 28]:

√
2
IX (n, k) =
Re {W ∗ (n, k) · X (n, k)}
Z

(2.40)

√
IY (n, k) =

2
Re {W ∗ (n, k) · Y (n, k)}
Z

(2.41)

√
IZ (n, k) =
where

∗

2
Re {W ∗ (n, k) · Z (n, k)}
Z

represents complex conjugate and

Z

(2.42)

is the acoustic impedance given by:

Z =ρ·c
where

(2.43)

ρ is the density of the medium and c is the speed of sound.

frequency DOA estimation (µ (n, k), and

−1

µ (n, k) = tan

η (n, k) = tan−1

η (n, k))


Hence the time-

can be calculated by [34, 28]:

−IY (n, k)
−IX (n, k)



−IZ (n, k)

(2.44)

!

p
2
IX
(n, k) + IY2 (n, k)

(2.45)

By grouping the time-frequency DOA estimations, the time-frequency DOA
histogram can be obtained. For azimuth
value is dened by:

µm (0 < µm ≤ 360),

the histogram bin
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Figure 2.13: Normalised Time-frequency DOA Histogram for a Single Source in
Anechoic Condition

µm

hist

=

N X
K
X

D (n, k)

(2.46)

n=1 k=1
where

D (n, k)

indicates if the current time-frequency component has the same

DOA estimation as

µm :

D (n, k) =



 1, µ (n, k) = µm

(2.47)


 0, otherwise
Example of the time-frequency DOA histogram is illustrated in Figure 2.13 with

∆µm = 1o .
While accurate DOA estimation is reliable for one active source in the time
domain, it becomes challenging when the sources are simultaneously occurring in
the time domain. Methods in [32, 28] aims to solve this problem by analysing
the time-frequency DOA histogram and exploring the sparsity of speech signal as
discussed in Section 2.4.1. After the time-frequency DOA histogram is generated,
the threshold-based approach in [32, 35] grouped
intervals. Thus for the horizontal plane, a

µm (0 < µm ≤ 360) into 8 degree

2 × 45

matrix

H

can be formed as:
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 his1 his2 · · · his45

H=

mid1 mid2 · · · mid45
where

hisj

(2.48)

is the direction bin containing the count of DOA estimates from (2.44)

that falls in the

hisj .






j th

interval and

midj

is the middle azimuth of each bin interval

Based on the speech sparsity, the largest peak (max (hisj )) is identied as

the rst source and the remaining sources are identied by comparing remaining
direction bins (hisj ,

j 6= arg max (hisj ))

against the largest peak (max (hisj )).

A new source is found if:

hisj
≥γ
max (hisj )
where the threshold

γ = 0.60

(2.49)

gives the best results [32, 35] to achieve sucient

accuracy in determining three simultaneous occurring sources using a single 20ms
frame of speech.
In comparison to a hard threshold-based approach of [32, 35], the intensity
vector statistics method [28, 33] employs von Mises distribution (a Gaussianlike distribution in circular statistics [36]) within the model tting algorithm to
identify the peaks of the time-frequency DOA histogram. The probability density
function of von Mises distribution is given by:

f (µ; τ, κ) =
where

µ (0 ≤ µ ≤ 2π)

direction,

(2.50)

is a circular random variable,

τ (0 ≤ τ ≤ 2π)

For

M

sound sources, the probability density function

(this density is also represented by the time-frequency DOA histogram) of

the intensity vector directions can be formed as a mixture of
ability density functions each with a mean direction
the

is the mean

κ is the concentration parameter and I0 (κ) is the modied Bessel func-

tion of order zero [28].

g (µ)

eκcos(µ−τ )
2πI0 (κ)

mth

source and a circular uniform density by:

µm

M

von Mises prob-

representing the direction
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M

α0 X
g (µ) =
+
αm f (µ; τm , κm )
2π m=1
where

αm (0 ≤ αm ≤ 1)

the directivity function

(2.51)

is the component weights satisfying

Jm (µ; n, k)

corresponding to the

mth

P

m

αm = 1 .

Thus

source for a given

time-frequency is dened by:

Jm (µ; n, k) = αm
where

αm = 1/ (M + 1)

between

10o

and

180o

and

with

eκm (n)cos(µ−τm )
2πI0 (κm (n))

κ = ln2/ [1 − cos (µBW /2)].

10o

(2.52)

Note that

µBW

is

interval whose value is determined by exhaust-

ive search among all possible values using the maximum likelihood estimation
method (i.e. the task is to nd the optimised parameter sets of (2.51) that ts
the time-frequency DOA histogram the best in the sense of maximum likelihood
estimation methodology). In this thesis, a new stochastic-based method is proposed in Chapter 3 for a improved accuracy in low delay DOA estimation. These
DOA estimation methods can be used to perform blind source separation for
simultaneously occurring sources as discussed in the next section.

2.4.3

Blind Source Separation

Blind Source Separation (BSS) aims to separate speech and audio mixtures containing simultaneous sources into interference-free versions. These mixtures are
usually recorded by the microphone arrays where multiple observations (mixtures) are available.

The solutions to this problem can be in general classied

into two categories, namely stochastic approaches, and deterministic approaches.
Prior to discussing these methods, a mathematical problem formulation is presented. The simpler mixing problem is referred to instantaneous mixing, for which
early BSS algorithms were designed. Denoting
unknown source and
be represented by:

xj (t) (1 ≤ j ≤ J)

as the

sm (t) (1 ≤ m ≤ M )
j th

as the

mth

xj (t)

can

observed mixtures,
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xj (t) =

M
X

ajm sm (t) + vj (t)

(2.53)

m=1
where

ajm

is the set of coecients of the linear time-invariant mixing system (the

set of

ajm

can be represented by a

noise at the

M ×J

j th

J ×M

mixing matrix

A)

and

vj

is additive

sensor. Thus, the task for a BSS algorithm is to determine an

demixing matrix

B

such that

s0m (t) =

M
X

bmj xj (t)

(2.54)

m=1
where

s0m (t) is the estimated sm (t) from the mixtures.

While this model is useful

for theoretical derivations [37], it is insucient for practical applications where
reverberation (cased by multi-path) occurs. A more complicated mixing model,
namely a convolutive mixing model is thus derived as:

xj (t) =

M
∞ X
X

ajml sm (t − l) + vj (t)

(2.55)

l=−∞ m=1
where

l ∈ (−∞, ∞)

represents the convolutive nature of the mixtures. It should

be noted that while the mixing process is convolutive in the time domain, this process can be simplied by transforming (2.55) into the frequency (more precisely,
the time-frequency domain using STFT discussed in Section 2.2.3) domain where
time domain convolution is equivalent to multiplication in the frequency domain.
Thus, a demixing matrix can be represented using (2.54) in the time domain and
frequency domain for instantaneous and convolutive BSS tasks, respectively.
Stochastic BSS approaches such as Independent Component Analysis [38,
37] (ICA) exploit statistical independency among the simultaneously occurring
sources observed by the microphone array.

The independency is dened by

the minimisation of mutual information or maximisation of non-Gaussianity [39]
where the demixing matrix can be obtained. For practical applications, extended
ICA techniques have been proposed to separate convolutive mixtures by performing the frequency domain ICA algorithm.

Several textbooks dedicated to
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the ICA-based BSS algorithms can be found at [37, 38, 39].

These stochastic-

based methods generally suer from computational expenses [28] especially for
highly convolutive mixtures, due to the decoupled nature of the solutions across
dierent frequency instants obtained by the frequency domain ICA [37] (i.e. the
frequency domain permutation problem).
The deterministic approaches assume sparsity of the source signal (see also
Section 2.4.1) and separate the simultaneous sources by grouping together timefrequency components belonging to the same source and are more computationally ecient compared to stochastic-based methods [28]. Such grouping can be
based on time and phase delays using the Degenerte Unmixing Estimation Technique [37, 25] (DUET ) method obtained from processing spaced microphone
array recordings or intensity-based DOA estimates obtained from co-located (spatial) microphone recordings and using microphone directivities [28, 33, 32].
The DUET approach is designed to separate multiple sources from two anechoic mixtures. Similar to 2.55, the anechoic mixture model signal

xj (t) is given

by:

xj (t) =

M
X

ajm ∗ sm (t − djm )

(2.56)

m=1
where

ajm

and

meter for the

djm

mth

is the attenuation mixing parameter and the time-delay para-

source

sm (1≤m≤M )

in the

j th (1 ≤ j ≤ J)

mixture, respect-

ively and * denotes convolution. Thus in the frequency domain, the relationship
between the observed two mixture signals and the unknown source signals is given
by:






 X1 (k)



X2 (k)

  a11 e−jkd11 a12 e−jkd12 · · · a1M e−jkd1M
 
=
 
a21 e−jkd21 a22 e−jkd22 · · · a2M e−jkd2M





 S1 (k) 








  S2 (k) 






.


.
.








SM (k)
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=


where

1

···

1

1

α1 e−jkδ1 α2 e−jkδ2 · · · αM e−jkδM



 S̄1 (k) 








  S̄2 (k) 






.


.
.








S̄M (k)

S̄m (k) = a1m e−jkd1m ·Sm (k), αm = a2m /a1m , δm = d2m −d1m .

DUET technique derives the relative attenuation

αm

and delay

δm

(2.57)

In (2.57), the
mixing para-

meters of each frequency bin between two mixtures. Under the sparse assumption
discussed in Section 2.4.1, one source will have the same mixing parameter pairs

αm

and

δm .

For a given time-frequency instant of the

mth

source, this pair is

approximated by:


[αm (n, k) , δm (n, k)] ≈

1 X2 (n, k)
X2 (n, k)
,− ∠
X1 (n, k)
k X1 (n, k)


(2.58)

The separated sources can be derived by grouping the time-frequency instants
using these parameter pairs.

Using the intensity-based Direction of Arrival (DOA) estimates discussed in
Section 2.4.2, the sources can be separated in the time-frequency domain based on
dierent unique DOA estimations for each source [28, 32]. When the W-disjoint
orthogonality (see also Section 2.4.1) of simultaneously occurring speech signals
is met, DOA estimates performed in the time-frequency domain will correspond
to the location of a true source. Thus once the source location is known, it only
requires to determine the beamwidth of the beamforming process[40]. That is, if
the DOA of the
(i.e.

mth

source is

[µm − ∆µm , µm + ∆µm ])

µm ,

the task is to determine a range around

µm

such that the time-frequency instants having the

DOA estimates within this range is considered as the source
has been set by a hard decision of

4o .

m.

In [32],

∆µm

In [28], recall (2.52) of Section 2.4.2, the

optimised directivity function is dynamically determined by exhaustive search
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among all possible beamwidths. Thus the nal directivity function corresponds
to the optimised beamwidth in terms of the maximum likelihood estimation. The
separated

mth

source in the time-frequency domain is thus given by:

S 0 (n, k) = W (n, k) · Jm (µ (n, k) ; n, k)

(2.59)

While the sparse-based method is computational ecient compared to the
ICA-based approaches, the signal sparseness is not strictly valid for speech and
audio signals and thus degrades the separation quality when perfect sparsity is
assumed. In this thesis, new techniques to consider the separation of non-sparse
time-frequency components are proposed.

2.5 Mono/Stereo Audio and Speech Compression
In this section, traditional audio and speech compression techniques are reviewed.
These mono/stereo codecs are usually employed as the legacy encoding techniques
for multichannel signals, which is further discussed in Section 2.6 and 2.7.

2.5.1

Perceptual Mono/Stereo Audio Compression

The psychoacoustics reviewed in the previous section is utilised by modern perceptual mono/stereo audio codecs such as AAC [10] and MP3 [9]. This section
gives an overview of these audio codecs.
The MP3 audio format has been used as one of the major audio formats for
audio storage and distribution. Under higher compression rates (i.e.192 kbps),
the perceptual audio quality is undistinguishable compared to the PCM audio
signals (the uncompressed raw data).

The MP3 audio compression technique

refers to the MPEG-1 Layer III standard, which oers highest audio quality while
introduces minimum additional computational complexity and delay compared to
other layers (i.e. MPEG-1 Layer I, MPEG-1 Layer II). The architecture of the
MPEG-1 Layer III encoder is illustrated in Figure 2.14.
In the MP3 encoder, input signal is ltered by a 32 band PQMF lterbank
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Figure 2.14: MPEG-1 Layer III Encoder

(also see Section 2.2.3).
signal is

fs

(i.e.

For instance, if the sampling frequency of an audio

the highest frequency of this audio signal is

of each PQMF band is

fs /64

fs /2),

the width

Hz. In order to improve the frequency resolution,

these subband coecients are multiplied by a sine window and then fed into
the MDCT module where a dynamic MDCT block length switching algorithm
between long and short block size is utilised. The long block employs a 18-point
MDCT sample size to ensure a good frequency resolution (i.e.
Hz).

fs /64/18 = fs /1152

The trade-o for maintaining a good frequency resolution is the lack of

temporal resolution where temporal noise such as pre-echo will occur. Thus, in
order to guarantee a good temporal resolution during transient, a 6-point MDCT
sample size is employed. This switch of MDCT sample block size is guided by
the results of the psychoacoustic analysis, which is achieved by processing the
input audio signal in the frequency domain. The time to frequency transform for
the psychoacoustic analysis is achieved by FFT. The frame length is maintained
during transient by a sequence of three short sample blocks to replace a long
sample block.
The psychoacoustic analysis also determines the bit allocation for frequency
domain coecients by generating a frequency domain masking curve (see Section
2.2.4) for the operating frame.

For each subband, the Signal to Mask Ratios

(SMRs) are derived from the masking curve which indicates the perceptual importance for each frequency coecient. At the quantisation stage, a non-uniform
quantiser is applied with iterations to rene the quantisation noise until minimum
quantisation noise in achieved. The quantised subband frequency coecients are
then further compressed by Human coding [3] to remove redundancy. The nal
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bitstream is consisted of the Human compressed signals with side information
indicating the bit allocation conguration as well as the control parameters.
While the development until 1980's in audio research has been well exploited
in MP3, later achievements in audio compression are not able to be interoperated
in the the MP3 codec such that backward compatibility is maintained. In 1997
a new family of audio compression techniques is announced by MPEG, which is
called MPEG-2 Advanced Audio Coding [10] (AAC). The AAC standard includes
the main codec, the low complexity (LC) codec and a scalable sample rate (SSR)
codec to balance the quality and coding complexity for dierent applications.
Comparing to the MP3 codec, the similarities are:

•

Similar perceptual model to form the masking curve

•

Transient detection (switched sample block size)

•

Iterative loop used to minimise quantisation noise

•

Human coding of the quantised frequency domain coecients

The dierences are:

•

Use MDCT only for time-frequency transformation

• Switched analysis/synthesis window (in addition to the sine window for better passband selectivity, a Kaiser-Bessel Derived (KBD) window [3] is employed
for better stopband attenuation)

•

Use temporal-noise shaping [41] (TNS) technique to remove the pre-echo

distortion (exploit duality feature between time and frequency and apply linear
prediction on spectral coecients [3])

•

Mid/Side stereo coding [42] and intensity stereo coding [43] are used to

further remove signal redundancy.
Based on these AAC codecs, the High-Ecient AAC series are introduced and
included within the MPEG-4 Audio Standard [44]. The latest version, namely
(HE-AAC v2 [45]) extends the AAC-LC codec by interoperation of the Spectral
Band Replication [46] (SBR) for the enhanced audio quality of bandwidth constraint applications. In HE-AAC v1, while the low-frequency components of the
input audio signal is compressed by the classic AAC codec, the high frequency
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parts are represented as the compact format of side information by applying the
Spectral Band Replication (SBR) technique where correlation between high and
low frequency components are exploited. In addition to HE-AAC v1, HE-AAC
v2 [45] is standardised by applying Parametric Stereo [47] (PS) compression techniques where the inter-channel relationship between the left and right channels
are represented by a compact set of parameters resulting in a mono plus cue
format. This is the fundamental audio format of further developments in spatial
(multichannel) audio compression techniques which is discussed in Section 2.6.

2.5.2

Compression of Speech Signals

It has been demonstrated from Figure 2.7 that the frequency range of the speech
signal in contained within the frequency range of the audio signal.

Moreover,

as speech signals are generated by the human vocal system, the source model
of the speech signal is relatively easier to derive than for general audio signals.
Thus a speech signal can be considered as a special class of general audio signals
where specic design of the compression technique is possible to further reduce
the required bitrates. This section reviews key compression techniques for speech
signals.
From a sampling frequency point of view, the speech signal can be divided
into narrow band (8 kHz) and wide band (16 kHz) speech signals (see also Section
2.2.4). In telephone networks, narrow band (frequency range: 300Hz - 3400 Hz)
speech signals are non-uniformly quantised at 64 kbps using A-law characteristic
[48]. While suitable for wired communication, this bit rate cannot be provided by
wireless communication systems such as cellular radio networks. In addition, the
narrow band speech usually ensures a passband frequency range between 300 Hz
to 3400 Hz where the fundamental frequency of adult speaker (i.e. 200 Hz) is not
transmitted [49]. This causes some confusion in intelligibility. For instance, word
spelling is occasionally needed over the telephone. Thus wideband speech that
covers a frequency range from 50 Hz to 7 kHz are desired. In order to improve
the speech quality while reducing the required transmission bit rate, a model of
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speech reproduction is employed. In contrast to audio signal compression where
psychoacoustics is exploited, the model of human vocal system is available to
signicantly reduce the required bit rate for the compression of speech signal. By
employing this model, compression of the narrow and wide-band speech signal
can be achieved at 4 - 32 kbps [49].
Speech compression techniques can be categorised into three classes, as shown
in Figure 2.15. The rst class is the waveform coding illustrated in Figure 2.15
(a) where the speech waveform or intermediate signal (such as prediction error)
are quantised by a xed or adaptive quantiser.

Compared to directly quantise

the input speech signal, improved performance is achieved by employing a Linear
Predictive (LP) lter where the Adaptive Dierential Pulse Code Modulation [50]
(ADPCM) has been standardised by ITU for telephony applications.
The second class is the parametric compression technique which is based on
extracting parameters from the speech model. Only the parameters representing
the input speech signals are required to transmit and thus signicantly reduced
the bit rate to approximately 2.4 kbit/s in order to reproduce a speech signal
with satisfactory intelligibility. The problem of the parametric approach is that
the reconstructed speeches are somewhat synthetic.
The third class is the combination of the waveform and parametric techniques.

This class of methods aims to compromise the trade-o between the

rst two classes and is the basic concept of modern speech codecs (this type of
speech codec is often referred as the vocoder). Popular techniques such as Code
Excited Linear Prediction (CELP) and extended Algebraic Code Excited Linear Prediction (ACELP) are widely used in mobile cellular communication and
Voice Over IP (VOIP) applications. State-of-the-art hybrid speech codecs include
Adaptive Multi-rate Wideband (AMR-WB ) based on ACELP, which has been
standardised by ITU in ITU-T G. 722.2 [51] and 3GPP TS 26.190 [52].
Among these compression techniques, a time-varying synthesis lter approximating the human vocal tract transfer function is employed as a common feature.
This is based on the a widely used coding technique in speech codecs called Linear
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(a)

(b)

(c)
Figure 2.15: A Classication of Speech Compression Techniques. (a) Waveform
Coding, (b) Parametric Coding, and (c) Hybrid Coding
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Figure 2.16: Linear Prediction with non-recursive lter of order N

Prediction (LP). Prediction means to guess the current sample

x (n)

from pre-

vious samples based on the knowledge of data patterns. The predicted current
sample

x0 (n)

is given by:

0

x (n) =

N
X

ai x (n − i)

(2.60)

i=1
where

ai

is the coecient indicating the contribution of the

predicting current sample and
between

x (n)

and

x0 (n)

N

(n − i)th

sample for

is known as the prediction order. The dierence

is dened as the prediction error, which is given by:

d (n) = x (n) − x0 (n)

(2.61)

The operation of (2.60) and (2.61) has been illustrated in Figure 2.16. Ecient
compression can be achieved if the linear predictor works reasonably well, i.e.

d (n)

is small. Thus, instead of quantising

used to quantise

d (n)

x (n),

fewer quantisation levels can be

and then entropy coding is used for quantised

the same performance can be achieved to recover

(LMS) criterion.

where

x (n) using d (n) and x0 (n).

prediction coecients also need to be carefully derived such that


E (x (n) − x0 (n))2

d (n)

The

E {d2 (n)} =

is minimised, for instance, under the Least Mean Square

This process is based on autocorrelation method within the

signal block where the optimised coecients can be obtained by adaptation of
the predictor and the quantiser. Details can be found in [49].
The speech codec used in this thesis is the Extended Adaptive Multi-Rate
Wideband [53] (AMR-WB+) codec which is the extension of the AMR-WB hybrid
speech codec. The AMR-WB+ codec is a universal codec for ecient compression
of both speech and audio signals. As shown in Figure 2.17, after the preprocessing
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Figure 2.17: Extended Adaptive Multi-Rate - Wideband (AMR-WB+) Encoder

and analysis lterbank, the input stereo or mono signal is divided into low and
high frequency parts.

The stereo input signal is transformed into mid channel

and side channel. The mid channel (for stereo case) or the mono input channel
is compressed using the core encoder (i.e.

the ACELP/TCX encoding block).

In the core encoder, if the input frame is speech signal, it will be compressed
using the ACELP methodology.

If the input frame is an audio signal, it will

be compressed using the transform codec excitation (TCX) mode [53], which
achieves at least similar perceptual audio quality compared to HE-AAC [49].
The low frequency mid and side channels are also passed to the stereo encoding
block to derive the stereo parameters such that the inter-channel relationship
is preserved.

For the high frequency part, the bandwidth extension technique

similar to HE-AAC v2 [45] is employed to signicantly reduce the bitrates for the
high frequency components.

In this thesis, the AMR-WB+ codec is employed

as a legacy speech codec to compress the speech source mixtures for its high
performance in preserving perceptual quality.

2.6 Compression of a Spatial Auditory Scene
In this section, multichannel audio compression techniques are discussed. These
compression techniques generally derive time-frequency domain parameters and
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encode the multichannel (usually 5.1 surround audio signals) into a mono or stereo
downmix plus side information .

The downmix signals are further compressed

using the traditional mono/stereo codecs as discussed in Section 2.5.

2.6.1

Ambisonics

Ambisonic technique [54] is rstly proposed in 1970s. It is a recording and encoding framework that usually employs a soundeld microphone [17] to perform
the spatial recording. As discussed in Section 2.3.2, the B-format signal can be
derived from the A-format recordings.
One of the merits of this format is that this four-channel format is not restricted by any reproduction conguration. The optimal reproduction of the recorded
audio scene only requires symmetrical loudspeaker layout. Thus, in addition to
an audio format that is convenient for post-processing, the B-format signal is also
used as a format to store the information of a spatial audio scene.

2.6.2

MPEG-Surround

MPEG-Surround [55, 56, 57, 58] is a parametric multichannel audio compression
technique. As described in Fig 2.18, the compressed signal is a mono or stereo
downmix with spatial parameters as side information. The downmixed signal is
then further compressed by a traditional audio coder.

The spatial parameters

extracted by MPEG-Surround encoder are Channel Level Dierences (CLDs),
Inter-Channel Coherences (ICCs) and Channel Prediction Coecients (CPCs).
For the mono downmix format, Two-To-One (TTO)

architecture is employed.

For the stereo format, Three-To-Two (TTT) and TTO architecture is used.
The TTO architecture generates a mono channel accompanied by the InterChannel Level Dierence (ICLD), Inter-Channel Correlation ICC and Residue
Signal as side information. For one perceptual band
input channels (x1 and

x2 )

is:

m,

the ICLD (Cm ) of two
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Figure 2.18: MPEG-Surround Architecture

Cx1 ,x2 ,m = 10 log10
where the power estimation parameter

pxi ,m =

mr
XX
n

where

ml

and

mr

frequency band,
The ICC

Im

k

p

px1 ,m
px2 ,m

for the

ith

(2.62)

channel is dened by:

xi,k (n) · x∗i,k (n)

are the left and the right boundary of the
and

n

between two input channels (x1 and

n

Ix1 ,x2 ,m = Re
The downmixed channel

s,k (n)

and

ψ2,m ,

perceptual

x2 )

is given by:

x1,k (n) · x∗2,k (n)
√
px1 ,m · px2 ,m

k=ml


(2.64)

is then given by:

sk (n) =
ψ1,m

mth

is the frequency and time index, respectively.

 P Pmr

where

(2.63)

k=ml

x1,k (n) + x2,k (n)
ψ1,m + ψ2,m

(2.65)

is the Power preservation coecients given by:

s
ψ1,m + ψ2,m =

√
px1 ,m + px2 ,m + 2I px1 ,m · px2 ,m
px1 ,m + px2 ,m

And nally, the Residue Signal

(2.66)

rk (n) for reconstructing the original two chan-

nels signal is described by:

x1,k (n) = ψ1,m · sk (n) + rk (n)

(2.67)

x2,k (n) = ψ2,m · sk (n) − rk (n)

(2.68)

The downmix signals compressed by the TTO block can be decoded by the
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reverse process of the encoding procedures. The single channel downmix signal

yk (n)

is rstly decorrelated as

D(yk (n))

using the received ICC parameter [59].

Two reconstructed channels are thus upmixed by:











 x̂1,k (n)



x̂2,k (n)

  λ1 cos (α + β) λ1 sin (α + β)
 
=
 
λ2 cos (α − β) λ2 sin (α − β)






s1,k (n)
D (s1,k (n))






(2.69)

where

s
λ1 =

10Cx1 ,x2 /10
1 + 10Cx1 ,x2 /10

r
λ2 =


α = tan

(2.70)

1
1 + 10

(2.71)

Cx1 ,x2 /10


λ2 − λ1
arctan (β)
λ2 + λ1

(2.72)

β = 0.5 · arccos (I)

(2.73)

In TTT block, three input channels are downmixed into two channels by:

where

sc,k (n)







 sl,k (n)




 sr,k (n)



sc,k (n)

  1 0 1
 
 
 
=
  0 1 1
 
 
 
1 1 −1





  xl,k (n)




  xr,k (n)


 √
2
x (n)
2 c,k











(2.74)

(the auxiliary channel) is discarded yet can be recovered in the

decoder by either a prediction based method or level parameter model. In the
prediction based approach, two prediction parameters

τ1,m and τ2,m are calculated

for every perceptual band. The predicted auxiliary channel is given by:
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Ŝc,k (n) = τ1,m · Sl,k (n) + τ2,m · Sr,k (n)

(2.75)

The auxiliary channel can be reconstructed by sending the prediction parameter and the prediction error[59], which is given by:

e1,k (n) = sc,k (n) − ŝc,k (n)

(2.76)

On the other hand, for the level estimation model, two ICLD parameters are
derived to represent the relative energy between three input channels as:

pxl ,m + pxr ,m
0.5 · pxc ,m
px ,m
= 10 log10 l
pxr ,m

C1,m = 10 log10
C2,m

(2.77)

(2.78)

For the decoding process of the TTT block, if the prediction model is employed, the upmixing process is achieved by:







 x̂l,k (n)




 x̂r,k (n)



x̂c,k (n)


 2 −1
1




 1
= 
1
 3  −1 2





 √ √
√
2
2 − 2





  sl,k (n)




  sr,k (n)



ŝc,k (n)











(2.79)

where the auxiliary channel can be estimated by:

ŝc,k (n) = τ1,m · sl,k (n) + τ2,m · sr,k (n) + e1,k (n)

(2.80)

If the level estimation model is adopted, the upmixing is achieved by:







 x̂l,k (n)




 x̂r,k (n)



x̂c,k (n)

  κ11,m
0
 
 
 
=
κ22,m
  0
 
 
 
κ31,m κ32,m




  sl,k (n)




 sr,k (n)








(2.81)
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Figure 2.19: MPEG Encoder in Stereo Mode

Figure 2.20: MPEG Encoder in Mono Mode

where

κ11,m , κ22,m , κ31,m ,
s
κ11,m =

and

κ22,m =

1
2

s

κ32,m

are given by:

10C1,m /10 · 10C2,m /10
10C1,m /10 · 10C2,m /10 + 10C2,m /10 + 1
s

κ31,m =

κ32,m

2·

1
=
2

10C1,m /10
10C1,m /10 + 10C2,m /10 + 1

10C2,m /10 + 1
10C1,m /10 · 10C2,m /10 + 10C2,m /10 + 1
s
2·

10C2,m /10 + 1
10C1,m /10 + 10C2,m /10 + 1

(2.82)

(2.83)

(2.84)

(2.85)

For a typical 5.1 multichannel audio signal, the stereo downmixing mode consists of the TTO and TTT blocks as shown in Figure 2.19. The mono downmixing
mode only uses the TTO block as illustrated in Figure 2.20.
The complexity of the MPEG-Surround Codec is minimized by sharing the
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Figure 2.21: DirAC Encoder [1]

same QMF lterbank of the AAC Codec, where the spatial parameter estimation
can be analysed in the subband domain of AAC [60]. Subjective listening tests
(MUSHRA [61]) in [58, 62] showed excellent quality (90 in MUSHRA score) for
the reconstructed multichannel audio signals.

2.6.3

Directional Audio Coding

Directional Audio Coding (DirAC) [63, 1, 64, 65] is a spatial audio compression
technique for B-format signals.

The B-Format signals can be obtained by (a)

recording a soundeld using microphone arrays as discussed in Section 2.3.2;
(b) converting multi-channel loudspeaker signals, for instance, a 5.1 loudspeaker
signal [64].
The DirAC encoder is presented in Figure 2.21).

After the time-frequency

transform using STFT [3], the surround soundeld preserved in the B-format
signal is decomposed into two parts, namely, direction component and diuseness
component. In DirAC, it is assumed that for one time-frequency instant only one
directional signal accompanied with the diuseness signal is sucient for human
perception.
The direction analysis aims to extract the spatial parameters (i.e.

azimuth

and elevation) of the directional audio source in the time-frequency domain. The
estimation of these spatial parameters is based on calculating the instantaneous
intensity of the B-Format signals. Recall Section 2.4.2, the time-frequency spatial
(directional) information

µ (n, k)

and

η (n, k)

can be obtained using (2.38) to
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(2.45).
The diuseness can be dened as a proportion of sound energy oscillating
locally (i.e.

the sound energy that has no stable direction), which is given by

(time-frequency index

ψ (w) = 1−

=1−

n, k

is simplied as frequency index

w):

2Z k Re {P ∗ (w) U (w)} k
| P (w) |2 +Z 2 | U (w) |2

√ q
2 · Re {W ∗ (w) X (w)}2 + Re {W ∗ (w) Y (w)}2 + Re {W ∗ (w) Z (w)}2
| W (w) |2 + (| X (w) |2 + | Y (w) |2 + | Z (w) |2 ) /2
(2.86)

The output of the DirAC Encoder is the omnidirectional channel
information

θ(w), φ(w),

and

ψ(w).

W (t),

and side

Thus, the multichannel audio signals are

compressed using only a mono channel with side information.
The DirAC decoder is illustrated in Figure 2.22. After transforming the omnidirectional signal into the time-frequency domain by an STFT [3], it is separated
into diuse and non-diuse parts by multiplying

√

ψ

and

√

1 − ψ,

respectively,

which will be synthesized in a dierent way. The diuse part is added for each
speaker by either randomizing the phase or the time delays. For the non-diused
part, Vector Base Amplitude Panning (VBAP) [66] is used by using the spatial
parameters.

2.6.4

Spatial Audio Scene Coding

The basic idea of Spatial Audio Scene Coding (SASC) [67, 68, 69] is quite similar
to the directional audio coding where the audio scene are decomposed into direct
and diuseness components.

The dierence between them is the methodology

to decompose the audio scene. SASC is based on Principle Component Analysis
(PCA) where the principle component obtained corresponds to the direct audio
components.
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Figure 2.22: DirAC Decoder

The decomposition of each channel is achieved in time-frequency domain using an STFT [3].

Each STFT subband is treated as a vector in the time and

each channel vector

Xm

ambience components

is modelled as a sum of a primary components

Am .

Pm

and

The primary components of the various channels are

scaled versions of a common unit vector

Xm [k, l] = [xm [k, l]

v:

xm [k, l − 1] . . .]T

(2.87)

Xm [k, l] = Pm [k, l] + Am [k, l] = ρm [k, l] v [k, l] + Am [k, l]

(2.88)

Thus, a signal matrix for the Multichannel Audio Signal is given by:

X = [X1 [k, l]

X = P + A = v [ρ1

...

...

XM [k, l]]

ρM ] + [A1

...

(2.89)

AM ]

(2.90)
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3

Figure 2.23: S AC Encoder

To x the above mentioned model into the context of a Multichannel Audio
Signal, several reasonable assumptions are made:



The primary components have higher energy than the ambience



The ambience energy in the various channels is relatively balanced



The primary and ambient components are orthogonal in signal space

If the unit vector

v

is available, the primary and ambient components can be

described by:


Pm = v H X m v

(2.91)

Am = Xm − Pm

(2.92)

It can be shown that for any

v,

the following relationship will hold:



tr AH A = tr X H X − vXX H v
Hence, the minimisation process is equivalent to the maximisation of

v

is the eigenvector of

XX H

(2.93)

vXX H v .

with the largest eigenvalue.

The reproduction process is similar to DirAC, where the principle (direct) and
ambient (diuseness) components are rendered separately by amplitude panning
and decorrelation techniques, respectively.
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Spatial Squeezed Surround Audio Coding

3

The Spatial Squeezed Surround Audio Coding (S AC) framework has been proposed in [70, 71, 72].

3

In the earlier S AC scheme proposed in [70, 71], only

two time-frequency components with highest energy among all input channels
are considered. A 'virtual source' is created based on those two dominant time-

3

frequencies. The extended version of S AC [72] analyses the virtual sources contributed by the time-frequency instants from all channels.

The generalised 3D

3

S AC scheme is discussed in this section. As shown in Figure 2.23, after the time

3

to frequency transform of each input channel, the S AC encoder creates a virtual
source with spatial information for each time-frequency bin. The virtual source
can be used to form a mono downmix where the spatial information is transmitted
as side information to assist decoding process. Alternatively, A stereo downmixing can be formed to allow additional exibility to compress the side information
where the spatial information is preserved within the stereo downmixed signal.

3

The time-frequency based S AC approach starts with a time to frequency
transformation for the individual channel of a multichannel signal. This process
can be achieved by either Short Time Fourier Transform (STFT [3]) or Pseudo
Quadrature-Mirror Filterbank (PQMF [12]). In the time-frequency domain, the
sound source of the
source vector
of the

mth

mth

channel can be represented orthogonally by a sound

pm (n, k) as a function of its azimuth µm , elevation ηm , and the gain

channel by:


 ϑm



pm (n, k) = gm (n, k) · 
 εm



ζm
where

k

and

n








 cos µm · cos η






 = gm (k, n) · 

 sin µm · cos ηm






sin ηm











are frequency and temporal frame indices respectively,

(2.94)

gm (n, k)
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#T

"
represents the gain of this loudspeaker,

is the unit vector rep-

ϑm εm ζm

resenting the loudspeaker location. The overall source level

gs (k, n)

rendered by

all the loudspeakers is given by:

"
gs2 (n, k) =

M
X

#2 "
gm (n, k) · kϑm k +

m=1

M
X

#2 "
gm (n, k) · kεm k +

m=1

M
X

#2
gm (n, k) · kζm k

m=1
(2.95)

The virtual source signal can be generated by applying the phase information

eϕ·mH
mH )

chosen from the channel with the highest amplitude (dened as the channel

in order to maintain phase consistency, which is given by:

S (n, k) =
The virtual source azimuth

θs (k, n)

p
gs2 (n, k) · eϕ·mH
and elevation

PM

tan θs (k, n) = Pm=1
M

m=1

rh
PM

m=1

tan φs (n, k) =

φs (k, n)

(2.96)

can be derived as:

gm (n, k) · ϑm

(2.97)

gm (n, k) · εm

i2

hP
M

gm (n, k) · ϑm +
m=1 gm (n, k) · εm
PM
m=1 gm (n, k) · ζm

i2
(2.98)

It should be noted that while the generalised virtual source estimation con-

3

sidered all input channels, the early work on S AC for 5.1 audio signal only
considered two principle channels for each time-frequency. This consideration is
based on the number of channels in total and showed good subjective quality in
[70, 71] to compress 5.1 and B-format signals.

3

Two downmixing options are available for the S AC framework. The mono
downmixing format consists of a mono audio channel with side information. In
the mono downmixing format,

S (n, k) is transferred back to the time domain and

can be further compressed using traditional audio compression technique such as
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Figure 2.24: Example SLQP with Low Precision while each SLQP is Distinguished
by Color

MP3 and AAC. The side information contains the azimuth

φs (n, k)

θs (n, k) and elevation

of the virtual source and is transmitted along with the mono downmix

for decoding.
Alternatively, a stereo format uses only a typical stereo format audio signal
to preserve the same information as the mono downmix. The 3D soundeld is
quantised into several discrete points based on psychoacoustic research. As described in localisation blur [13], in the most sensitive listening area, the frontal
plane, the human auditory system has approximately a 1° azimuth and 5° to
10° elevation resolution, respectively, for localizing tonal sources with frequency

3

components most sensitive to the human ear [13]. During the S AC compression
of 3D soundeld, both perceptual azimuth resolution and perceptual elevation
resolution is exploited, so as to eectively describe a continuous 3D sphere by
discrete numbers of localisation points, which is designed to ensure minimum loss
in perceptual localisation. Detailed strategies of designing the Spatial Localisation Quantisation Points (SLQP) are described in [72].
Similarly to the approach to re-pan the virtual source to a unique position in

3

the stereo downmix described in 2D S AC compression [70], each SLQP is given
a unique mapping into a 60° stereo soundeld.

A simple design can be made

such that the 60° downmix soundeld is uniformly divided into discrete azimuths
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3

Figure 2.25: S AC SLQP Squeezed in Stereo Format

according to the number of SLQPs in the 3D soundeld. This can be expressed
mathematically by:

θstereo (k, n) = f (SLQP (n, k))
where

(2.99)

θstereo (n, k) is the assigned azimuth in the 60° downmix soundeld and f (·)

represents the 3D SLQP to 2D soundeld mapping, which can be dened by the
user. Figure 2.24 and 2.25 give an illustration of this mapping process.

3

Similarly, as in 2D S AC scheme [70], the stereo downmix is generated by
amplitude panning the derived virtual source from (2.96) to the location in the
stereo downmix derived from (2.99):

S (n, k) · [tan 30° + tan (θstereo (n, k))]
Ldm (n, k) = p
2 · tan2 30° + 2 · tan2 (θstereo (n, k))

(2.100)

S (n, k) · [tan 30° − tan (θstereo (n, k))]
Rdm (n, k) = p
2 · tan2 30° + 2 · tan2 (θstereo (n, k))

(2.101)

This is followed by an inverse time-frequency transform for a backward com-

3

patible time domain stereo signal representation. In this thesis, the S AC scheme
is extended to compress speech and audio objects in Chapter 4.

Compared to

3

other spatial audio coding approaches, S AC preserves the audio scene by generating a virtual audio object for each time-frequency bin based on the psychoacoustic
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assumption that for one frequency bin, one can only perceive one audio object.
Although this approach succeeds to preserve the entire audio scene, when there
are simultaneously occurring sources, the virtual audio object cannot be used
to recover each real audio object.

In the compression framework proposed in

3

Chapter 4, S AC is redesigned based on the sparse property of speech and used
within a psychoacoustic-based analysis-by-synthesis framework for the compression of simultaneously occurring speech and audio signals, such as in realistic
multi-party meeting scenarios.

2.7 Compression of Spatial Auditory Objects
As discussed in previous section, the spatial audio signals (5.1 surround signal or
the B-format signal) can be eciently compressed using the spatial audio coding
methods.

While representing a soundeld using a 5.1 surround format signal

can preserve the spatial information of a soundeld, there is less exibility for
the audiences to have personalised choices of the audio scene. For instance, the
reproduction of a 5.1 surround audio signal dened a xed position of the listening
point for the listeners. However, in practice, with the development of 3D TV and
free viewpoint TV, personalised soundeld rendering is desired where the listeners
can have the choice to select the active audio sources and/or the location of the
sources. Several audio object based approaches including Spatial Audio Object
Coding and Informed Source Separation have been proposed to jointly compress
simultaneous audio sources which can then be recovered in the reproduction site.

2.7.1

Spatial Audio Object Coding

As shown in Figure 2.26, the Spatial Audio Object Coding [73, 74, 75] (SAOC)
consists of three stages, namely, encoding, decoding and rendering.

In the en-

coding stage, the input audio objects, transmitted to the time-frequency domain
using PQMF [12], are compressed into a mono or stereo downmix signal plus
SAOC side information. The primary spatial parameter employed for the SAOC
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Figure 2.26: General Structure of SAOC

encoding stage is the Object Level Dierence (OLD), which is the audio power
level ratio among the input audio objects in the time-frequency domain.
OLD for the

mth (1 ≤ m ≤ M )

The

audio object is dened by [75]:

OLDm (n, k) =

kSm (n, k)k
max (kSm (n, k)k)

(2.102)

m

where

n (1 ≤ n ≤ N )

and

k (1 ≤ k ≤ K)

are frame and frequency index, re-

spectively. The denominator of OLD is preserved as a mono downmix

D (n, k)

corresponding to the dominant audio object for the current time-frequency. Note
that for stereo downmixing case, the Downmix Channel Level Dierence [73]
(DCLD) is employed indicating the level dierences between the stereo channels.
In the decoding stage, the audio objects can be reconstructed based on the
received audio downmix signal and the spatial side information. The gain factor
of the

mth

audio object is rstly calculated by:

s
Gm (n, k) =

OLDm (n, k)
PM
i=1 OLDi (n, k)

After transferring the received audio downmix signal
domain, the reconstructed

mth

audio object

0
Sm
(n, k)is

(2.103)

D0 (t) into time-frequency
obtained by:

0
Sm
(n, k) = D0 (n, k) · Gm (n, k)

(2.104)

Thus, the audio objects are reconstructed from the received signal and able
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Figure 2.27: Informed Source Separation Encoder

to be rendered based on the listener's preference.

2.7.2

Informed Source Separation

Informed Source Separation [76, 77, 78, 79] (ISS) has been proposed as an alternative technique to compress simultaneous audio objects. The aim of ISS is
to separate the encoded original sources from a mixture signal with additional
information indicating the mixing process.

Thus the source separation task in

the decoder is informed with the mixing information allowing a perfect recovery
of the audio objects.
As illustrated in Figure 2.27, in addition to the mixing process to generate the
audio mixture signal, the active audio objects are selected in the time-frequency
domain allowing a priori knowledge of the mixture process. Ideally, the mixing
process can be described by a Linear Instantaneous and Stationary (LIS) mixing
model. In the MDCT [7, 8] domain, this is given by:

X (f, t) = A · S (f, t)

(2.105)

X (f, t) = [X1 (f, t) , X2 (f, t) , ..., XJ (f, t)]T

(2.106)

S (f, t) = [S1 (f, t) , S2 (f, t) , ..., SI (f, t)]T

(2.107)

where
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Figure 2.28: Informed Source Separation Decoder

denoting the mixtures and the sources respectively for the given time-frequency
instant,

A

is a

Note that

J ×I
J

mixing matrix.

is corresponding to the number of dominant sources for each

time-frequency. Specically for the ISS framework,

J =2

is employed resulting

in a stereo mixture format. Thus the mixing process can be approximated by:

X (f, t) ≈ AIf t · SIf t (f, t)
where

Af t

If t

is a

is the set of

J ×J

If t = J

(2.108)

most active sources at time-frequency bin

(f, t),

sub-mixting matrix. The active sources for each time-frequency is

selected based on the upper bound of the active source numbers (J ) in the sense
of the minimised Mean Square Error (MSE) criterion.
combination

I˜f t

is thus given by:

I˜f t = arg min
If t ∈P

where

P

The optimised source

I 
X

2
Ŝi (f, t) − Si (f, t)

(2.109)

i=1

represents all possible combinations of the sources. Hence, in addition

to the mixture signal, the side information that needs to be transmitted is the
mixing matrix

A

time-frequency.

and

If t

indicating the identity of the dominant sources for each

This side information is embedded within the mixture signal

using the watermarking technique described in [78, 77].
The decoding process is illustrated in Figure 2.28.

A

and

If t

tracted from the mixture by reversing the embedding process. If

are rstly ex-

I¯f t

denotes the

complementary set of the non-active sources, the sources preserved in the mixture
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can be estimated by:



 ŜI (f, t) = A−1 · X (f, t)
ft
If t



(2.110)

ŜI¯f t (f, t) = 0

Several audio object based approaches including Spatial Audio Object Coding
and Informed Source Separation have been reviewed in this Section. In contrast
to these audio object compression approaches, the compression scheme presented
in Chapter 4 is originally designated to compress simultaneously occurring speech
objects based on sparsity while extendible to compress audio objects by multistage decomposition (see Chapter 4).

2.8 Packet Loss Concealment
Packet loss concealment techniques ensure the robust transmission of the encoded
signals through a lossy transmission channel for practical low-delay applications.
In this section, the techniques of joint source-channel coding are discussed. These
techniques are designed for low-delay reliable transmission during packet loss
channels, which is suitable for the applications targeted in this thesis.

2.8.1

Joint Source-Channel Coding

Before 1948 it was prevalently accepted that it was impossible to transmit a signal
through a channel with an arbitrary small error.

This theory was disproved

by Shannon in his famous paper  A Mathematical Theory of Communication
[80]. The Shannon theory stated that a source with entropy

H

can be reliably

transmitted through a transmission channel with capacity C as long as

H < C.

This theory (also known as separation theorem) splits the coding process into
two independent partitions, namely, source coding and channel coding.
The advantage for this separation is that it made the entire process simpler
and more logical. Since the source coding and channel coding are independent,
it is possible to optimise those two processes separately and then combine them
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The source encoder removes the redundancy of the source signal ac-

cording to its unique characteristic. The channel encoder then binary encodes the
entropy to transmit through the channel. In addition, it made the whole coding
scheme more exible. Since the channel coding is independent from the source
coding, it becomes possible to optimise or change either source or channel coding
scheme and leave the other unchanged.

However, this theorem does not quite

suit real-time communication systems. The major drawback of this architecture
is that it introduces a relatively long time delay and the quality of reconstructed
signal drops signicantly when the channel quality falls under a certain threshold.
This demerit is the key motivation for developing joint source-channel coding.
Joint source-channel coding can simply considered as a coding mechanism that
considers channel coding when it is still at the source coding stage. For example,
the bits could be allocated more for channel coding when channel quality is low,
and reallocated back to the source coding when the channel quality recovers to
normal.

2.8.2

Multiple Description Coding

Among all joint source-channel coding schemes, Multiple Description Coding [81]
(MDC) divides a single source stream into two or more independent sub-streams
(descriptions). The general MDC scheme for the two descriptions case is depicted
in Figure 2.29.

As shown, since descriptions will be sent through independent

channels (channel 1 and 2) and any combination of received descriptions is decodable (i.e. if only one description is received, decoder 1 or 2 will be used; if
two descriptions are all received, decoder 0 will be used), network congestion or
packet loss for some of the transmission channels will not interrupt the decoding
process but only leads to a temporary degradation of decoding quality.
For the information theory point of view, the MDC technique can be modelled
using the rate-distortion theory [82]. Rate distortion theory is intended to provide
a bound on achievable rates and distortions. Though it is usually not reachable
in practical applications, it can be considered as a guide regarding the quality of a
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Figure 2.29: Two Channel MDC with Three Receivers

reconstructed signal varying with a changing coding rate. For a one-dimensional
memoryless Gaussian source with unit variance, the distortion lower bound in
terms of the Mean Squared Error [83] (MSE) for a given rate

D = 2−2R

R

is:

(2.111)

Thus in two-description MDC as shown in Figure 2.29, denoting the central
distortion (two descriptions are both received) as
rate

D1

R0 ,

and

D0

with the source coding

and the side distortion (only one of two descriptions is received) as

D2

with rate

D1 = D2 , R1 = R2 ),

R1

and

R2

respectively (for a balance description case,

the side distortion for the balanced description bound can

be represented as:

D1 = 2−2R1

(2.112)

D2 = 2−2R2

(2.113)

Therefore, the central distortion bound
of

D1

and

D2

D0

can be represented by a function

[84]:

D0 = 2−2(R1 +R2 )  γ(R1 , R2 )
where

(2.114)
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1, if D1 + D2 > 1 + D0

r

hp
i2
p


 1/ 1 −
(1 − D1 )(1 − D2 ) − D1 D2 − 2−2(R1 +R2 ) , otherwise
(2.115)

It should be noted that if the distortions of the side descriptions are just on the
lower bound in (2.112) and (2.113) resulting in a optimum side decoding delity,

D1 + D2 ≤ 1 + D0
always satised.

must hold, suggesting the second formula of

γ(R1 , R2 )

will be

In this paper, the analysis will be under this condition, since

the side decoding is already degraded from the original signal. This is desired if
the side quality is guaranteed to be optimal. Under a packet loss transmission
channel, the distortion for the whole system can be described as a weighted sum
of the central and the side distortion [85]:

Dweighted = aD0 + bD1 + c
where

(2.116)

a is the probability that all the descriptions are received, b is the probability

that only one of the description is received, and

c

is the probability that none of

the description is received.
In Practice, there are several methods and meanings for MDC. Channel splitting for speech [86] downsamples a 12 kHz speech signal into odd and even
streams, which is the rst multiple description approach. Since for speech signals
the bandwidth is usually limited to 3.2 kHz, this approach will only introduce
slight aliasing.

Quantisation-based approaches for channel splitting have been

proposed in [87, 88, 89] for scalar quantisation and in [90] for vector-based quantisation. These approaches employ dierent quantisation schemes for the source
signal to generate dierent descriptions. The more descriptions received, the more
sample precision the recovered signal will be. The work proposed in [91] extends
the basic scalar quantisation scheme into a sequential 3D scalar quantization
scheme. Correlation-based MDC has been proposed in [92] where the description
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are formed by introducing additional correlation among the descriptions such that
the missing description(s) can be estimated by the received descriptions. Unequal
error protection [93, 94] introduces redundant bits for crucial streams of encoded
signal. Most importantly, a fraction will be added into all descriptions to guarantee the successful reception of the critical stream. Specic to speech and audio
signals, the MDC is usually performed using the quantisation based approaches
for the parameters extracted from the speech and audio signals, which can be
found in [95, 96, 97, 98]. Approaches using correlation transforms can be found
in [99].

2.8.3

Forward Error Correction

In Forward Error Correction (FEC), lost data is recovered in the receiver end
by transmitting redundant information.

It can be classied by two categories,

namely, media-independent FEC (MI-FEC) and media-dependent FEC (MDFEC) [85, 100]. The MI-FEC is intended to use algebraic coding on a bitstream
representing the source signal, which does not require the knowledge of the original data type, e.g. Reed Solomon coding, which is implemented for high bitrate
applications [101]. The MD-FEC is based on the idea of transmitting a Secondary Encoding (SE) redundancy to provide a degraded yet still acceptable version
of the Primary Encoding (PE) to compensate for the disturbances introduced by
the transmission channel and has been analyzed in [102] and included as a part
of the H.264 standard [103].
In MD-FEC, the full-rate encoding could be referred as the primary encoding,
and redundant transmissions could be referred as secondary encodings. The secondary encodings are produced using a low-bandwidth encoding method resulting
in a lower delity than the primary coding. If we denote the rate allocated to
the primary encoding as
as

Rk

R1 ,

and the rate allocated to the

k th

(redundant) copy

the redundancy ratio [100] is given by:

k
X
Ri
β=
R1
i=2

(2.117)
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Conditions

i

Packet

j

and

Probability

Packet

i

received and packet

Packet

i

missed and packet

Packet

i

and

pij = (1 − p)2

received

j

j

missed

pij̄ = (1 − p)  p

received

pīj = p  (1 − p)

j

pij¯ = p2

missed

Table 2.5: Notation for Dierent Packet Loss Conditions

Therefore, the total rate transmitting both PE and SEs is:

R0 = R1 · (1 + β)

(2.118)

For a two-stage FEC (one primary coding with rate
one secondary coding with rate

R2

and distortion

R1

and distortion

DSE ),

DP E

and

the distortion is given

by:

Dweighted = aDP E + bDSE + c
where

a

(2.119)

is the probability that the primary coding part is received,

b

is the

probability that the secondary coding part is received while the primary coding
part it not received, and

c

is the probability that no packets are received.

The MDC and FEC Models can be described by (2.112) to (2.116), and (2.117)
to (2.119), respectively. If the total transmission rate is

R0 ,

and assuming the

probability of missing and receiving a packet is independent from other packets,
according to (2.117) to (2.119), the Weighted Distortion can be represented by
a function of

R0

and

β.

If we consider only one secondary encoding case and

further denote the dierent packet loss conditions for two packets in Table 2.5,
(2.119) can be described by:
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DF EC (R0 , p, β) = pn(n−1) + pn̄(n−1)  DP E (R1 ) + pn(n−1)  DSE (R2 ) + pn(n−1)
(2.120)
where

R1 = R0 /(1 + β), R2 = R0  β/(1 + β)

and

p

is the packet loss probability.

Therefore, for a dened set of parameters, namely,

βopt

that minimize

D(R0 , β)

R0

and

p,

there must be a

subject to a specic rate and packet loss probability

[100].
Similarly, (2.116) can be described as a function of

R0

and

p,

which is

DM DC (R0 , p) = pn1 n2  D0 (R1 ) + (pn1 n2 + pn1 n2 )  D1 (R1 ) + pn1 n2
where

R1 = R0 /2

(2.121)

[100].

While MDC and FEC are all aimed to provide improved performance against
packet losses, it has been suggested in [100, 104, 85, 98] both analytically and
experimentally that if two independent transmission channels are available, twochannel MDC outperformed FEC during packet loss.

In this thesis, these two

techniques are combined together in order to achieve enhanced decoding quality
in packet loss transmission.

2.9 Evaluation of Audio and Speech Quality
The evaluation of audio and speech quality involves the comparison between a
processed version of audio or speech signal and the corresponding original (unprocessed) signal. The purposes of such process include compression, enhancement,
and other manipulation of the original speech or audio signals. The evaluation of
speech and audio quality can be accurately achieved via standard listening tests.
The undesired aspects of performing a subjective listening test are the consumed
time and the required large number of participants (sometimes expert listeners).
To overcome these problems, objective measurement methods are proposed and
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MOS

Quality

Impairment

5

Excellent

Imperceptible

4

Good

Perceptible but not annoying

3

Fair

Slightly Annoying

2

Poor

Annoying

1

Bad

Very Annoying

Table 2.6: Mean Opinion Score

standardised to simulate the subjective listening test result or simply indicating
the quality by a parameter (e.g. Signal to Noise Ratio (SNR) [3]). In this section, several widely used objective and subjective evaluation methodologies are
reviewed.

2.9.1

Subjective Evaluation Methods

The quality of audio and speech signals can be evaluated through a subjective listening test. The Mean Opinion Score [105] (MOS) test is a standardised
method to evaluate the quality of audio and speech signals. The listening test
generally involves non-expert listeners where a subjective score is expected from
the listener based on the level of impairment specied in Table 2.6. In general, the
speeches being tested are randomly played such that minimum relative decisions
among conditions will be made (i.e. an independent score of each le is expected
throughout the MOS test).
Multiple Stimuli with Hidden Reference and Anchor [61] (MUSHRA) is another subjective listening test method. The dierence between a MUSHRA and
MOS test is that in MUSHRA test, a hidden reference and a 3.5 kHz low-pass
ltered anchor are included along with the conditions being tested. The purpose
of the anchor is to make the scale closer to an absolute scale ensuring minor arte-
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Quality

MUSHRA Score

Excellent

100-80

Good

80-60

Fair

60-40

Poor

40-20

Bad

20-0

Table 2.7: MUSHRA Score

facts are not rated as very bad quality. These unlabelled signals are compared
with the labelled reference signal.
listeners based on a

0 − 100

Hence a relative score is expected from the

marking scale described in Table 2.7.

After the MUSHRA listening test, for each testing condition, the average score
is obtained by taking the mean among all listeners. The results usually consist
of the mean score with 95% condence intervals based on the standard deviation
and the number of listeners.

The main advantage over the MOS methodology

is that is requires fewer participants to achieve statistically signicant results.
In this thesis, subjective evaluation methods are employed as principle testing
methodologies assisted by the objective testing methodologies as described in the
next section.

2.9.2

Objective Evaluation Methods

The fundamental objective measurement methods discussed here include Signal
to Noise Ratio (SNR), Signal to Interference Ratio (SIR), and Signal to Distortion
Ratio (SDR). These methods have been employed to measure the quality of speech
processing algorithms such as speech de-reverberation, blind source separation,
noise reduction, etc.
SNR, SIR and SDR reected three aspects of distortion of speech signal,
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namely, noise, interference and distortion. Denote
interference and distortion for a signal

s(t),

these ratios are given by[106]:

ks (t) + i (t)k
kn (t)k

(2.122)

ks (t)k
ki (t)k

(2.123)

ks (t)k
kn (t) + i (t) + d (t)k

(2.124)

SN R = 10log10

SIR = 10log10

SDR = 10log10

n(t),i(t), and d(t) as the noise,

While these objective measures have been widely used, it is hard to truly
indicate the perceptual quality of the speech or audio signals when human perception is not considered.

For instance, a higher SNR does not strictly imply

a higher perceptual quality. Thus for the work presented in this thesis, Perceptual Evaluation of Speech Quality (PESQ) that employs the perceptual model is
employed.
PESQ [107] is the International Telecommunication Union (ITU) standard to
estimate the subjective MOS test scores for end-to-end speech quality assessment
of narrow-band telephone networks and speech codecs. It has been extended to
evaluate wide-band speeches in [108]. The MOS scores of the subjective test is
predicted by employing a perceptual model of human listening. This is achieved
by using lters to represent the basilar membrane of the ear.

The perceptual

dierence between the reference (the unprocessed speech) and the degraded (processed speech) are measured using a three dimensional pattern representation in
time, frequency and modulation frequency. These dierences are then translated
into the MOS scale as an prediction of the subjective scores. The limitation of
the PESQ is that it does not consider the distortion caused by loudness loss, echo
and delay. Further, the main usage of PESQ is to evaluation the degradation of
the speech signals during compression and transmission. As shown in the results
presented in this thesis, while relative quality of speech can be estimated, the
absolute MOS score predicted by PESQ is generally less than the subjective test
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results when evaluating the BSS quality of separated speech as is experienced in
the test conducted in this thesis.
Similar to PESQ, the Perceptual Evaluation of Audio Quality [109] (PEAQ)
has been proposed to predict the perceptual quality of audio signals. A perceptual
model is also employed to mimic the human perception toward audio signals. The
degraded (processed) audio signal is compared with its reference (unprocessed)
signal resulting a score similar to the MOS as given by Table 2.6.

2.10 Summary
This chapter has provided a sucient and critical review of the research areas
targeted in this thesis.

It started from a background review of the audio and

speech fundamentals including signal formats, time to frequency transforms and
their properties, and psychoacoustics. Then it went into detail from the discussion of microphone array processing where direction of arrival estimation and
blind source separation techniques are reviewed. Once the sources are separated,
this chapter then follows with the discussion of the compression techniques of audio and speech signals from mono/stereo coding framework to multi-channel and
multi-object compression scheme. Packet loss concealment techniques including
multiple description coding and forward error correction are then reviewed for
robust transmission of the compressed signals through lossy transmission channels. Finally, objective and subjective evaluation methodologies are discussed for
quantitative evaluation of the perceptual audio and speech quality.
In the next chapter, a new direction of arrival estimation and collaborative
blind source separation framework will be presented. This aims to record and acquire the sources from the recorded mixtures containing simultaneously occurring
sources.

Chapter 3
Blind Sound Object Separation
3.1 Introduction
This Chapter presents a collaborative BSS method based on a low-delay stochastic
DOA estimation approach using a kernel density estimator.

The collaborative

BSS is achieved by jointly processing a pair of soundeld microphone recordings.
Simultaneously occurring sources can be separated from the recorded audio mixtures along with their geographical information such that they can be eciently
compressed and nally rendered to achieve personalised soundeld navigation.
The low-delay DOA estimation scheme is presented rst in Section 3.2 while the
collaborative BSS framework using the DOA estimates to separate the sources is
discussed in Section 3.3.

3.2 Low-Delay Multi-Source Localisation
3.2.1

System Overview and Novelty

Several DOA estimation methods have been reviewed in Section 2.4.2. Among
these methods, time-frequency DOA histogram based methods that employ the
compact co-located microphone arrays are more suitable for the applications targeted in this thesis. Recall Section 2.4.2, the DOA estimation approach proposed
in [32] records the sound scene using the AVS and detects individual sources
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based on the peaks in the histogram from the DOA estimates obtained for each
time-frequency component. A peak is determined if the normalized value of that
bin is above a threshold, but the accuracy is highly dependent on the value of the
chosen threshold. In [32], a hard threshold is employed based on training over a
database of AVS speech recordings, but this depends on a specic recording conguration (the energy of the source, the distance between the microphone and
the source, etc.)
etc.).

as well as the recording environment (i.e.

the reverberation,

In the intensity vector statistics method [28, 33], a directional statistics

[36] model of the source DOA probability density function is employed using the
von Mises distribution (a Gaussian-like distribution of directional statistics [33])
within the model tting algorithm to identify the peaks of the DOA histogram.
While reliable DOA estimation has been achieved by applying the intensity vector
statistics[28, 33], this DOA estimation process requires 2 seconds of the recordings, which is not desirable for low-delay applications, where DOA estimation
over a short period of time e.g. less than 400 ms is more desirable for application
such as speaker tracking and segmentation [110].

In this Section, a new low-delay DOA estimation framework is presented based
on the kernel density estimation method [111] by analysing the energy weighted
DOA histogram of the co-located microphone recordings.

A key advantage of

this approach is that it requires lower delay than existing approaches with accurate DOA estimates obtained using no more than 180 ms. In contrast to the
method in [28], the proposed method is more suited to low delay applications.
Also, compared to the threshold-based method of [32], the proposed stochastic
method is better as it ensures higher reliability and accuracy with respect to
dierent recording conguration. In addition to the proposed DOA estimation
approach, a frame-based objective evaluation method for low-delay DOA estimation accuracy is also proposed and employed for the evaluation. Compared to
conventional recording architecture as employed in [32, 33], in this work, a more
general and practical recording conguration is considered for evaluation where
three simultaneously occurring sources are located at one quadrant with unequal
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Figure 3.1: Overview of Low-Delay DOA Estimation System

distances to the soundeld microphone. The low delay frame-by-frame DOA estimation accuracy, as judged by the objective evaluation under both anechoic and
reverberant conditions, outperforms the existing DOA estimation method.
Section 3.2.2 discusses the relationship between the DOA histogram and the
proposed energy weighted DOA histogram.

The DOA estimation based on a

kernel density estimator is presented in Section 3.2.3 to detect individual sources
by analysing the peaks of the DOA energy histogram.

Simulation results are

presented in Section 3.2.4, while conclusions are drawn in Section 3.2.5.
The architecture of the proposed framework is presented in Figure 3.1. The
signals recorded by the soundeld microphone [23] are the input signals to the
time-frequency DOA estimation block where for one time-frequency instant, a
corresponding DOA estimation is calculated.
ation

µ(n, k)

The time-frequency DOA estim-

is used to create the proposed energy weighted DOA histogram

(histe ). The density function of the energy weighted DOA histogram (fe ) is then
estimated using kernel density estimation. Finally, the source DOA estimation is
obtained by the local maximum estimation of the density function.

3.2.2

Energy Weighted DOA Histogram

Recall Section 2.4.2, the DOA histogram can be obtained from time-frequency
domain DOA estimates by (2.44).

The histogram of the time-frequency based

DOA estimation will contain one peak with side-lobes (spreads) as illustrated
in Figure 2.13 for a single speech source.

This is due to the polar pattern of

the soundeld microphone. For instance, a hypercardioid pattern in Figure 2.8
(d) (the polar pattern for the soundeld microphone) implies a strong response
for the beam directly aligned with the direction of the microphone (i.e. in 0° of
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Figure 3.2: Recording Congurations

Figure 2.8 (d)) while a smaller yet still positive response for the directions close
to 0° (i.e the response at 60°). Thus, when the waveform of a point source hits
the microphone, the beam pointing to the source will have the dominant response
while the neighbouring beam will have a weaker response to the source causing
the spreading of the DOA histogram of Figure 2.13.
While the peak of the histogram can be identied for a single source under
anechoic conditions, the DOA estimation becomes challenging when more than
one source is active in the time domain for reverberant recording conditions, especially when the distances from the sources to the microphones are not identical.
This would result in dierent peak heights in the DOA histograms which can affect peak selection accuracy, i.e. the peaks with lower values may not be treated
as unique sources given the presence of the higher peak. In addition, while the
DOA histogram based methods may achieve reliable source location estimation
in non-real-time conditions, it is not necessarily suitable when real time or low
delay estimation of the DOA information is desired. For instance in [28, 33], 2
seconds of data is required to achieve reliable DOA estimation in order to perform blind source separation. Consider the recording conguration illustrated in
Figure 3.2, where three sources (S1 - S3) are located in one quadrant of the axes
dened at microphone

M

with unequal distances between each source and

M.

If

the original energy level is equal for these three sources, when the speech sources
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Figure 3.3: The Normalised DOA Histogram Obtained from a 10 Second Recording of Three Simultaneous Sources Located as Illustrated in Figure 3.2.

are overlapped in the time domain, the DOA histogram is depicted in Figure 3.3.
It can be observed that all three peaks representing three sources can be identied, where the stronger peak represents the sources closer to the microphone

M

(i.e. from S1 to S3). This phenomenon is caused by losing the time-frequency
components with lower energy as the source is farther to the microphone. While
the peaks can be identied when simultaneous sources occur and a long recording
segment is analysed, the peaks cannot be revealed completely during low-delay
processing.

An example is shown in Figure 3.4 (a) where the DOA histogram

is obtained using only 9 frames (roughly 256 ms) of the B-format recordings. It
can be observed in Figure 3.4 (a) that while the nearest source (S1) can be easily
identied, the farther sources (S2 and S3) are not clearly revealed by the DOA
histogram.

The normalised DOA histogram of the spreads between S1 and S2

results in similar values to the histogram bin of S2, which is dicult to identify.
In order the overcome this problem, if the energy of the time-frequency instants are considered, the DOA estimation with low energy will have insignicant
contribution to the energy weighted DOA histogram, which is the motivation
of the proposed Energy weighted DOA histogram.

By employing the Energy

weighted DOA histogram, the spreads between the sources (assumed to have
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lower energy based on the sparse property of speech) will result in a smaller histogram value. Thus, the peaks of the DOA histogram corresponding to the three
sources are highlighted. The proposed Energy weighted DOA histogram is formed
from the accumulated energy of the time-frequencies that have the same DOA

µm ,

estimates. For azimuth
bin

histµe m

the corresponding Energy weighted DOA histogram

is given by:

histµe m

=

N X
K
X

kW (n, k) · D (n, k)k

(3.1)

n=1 k=1
where

D (n, k)

indicates if the current time-frequency component has the same

DOA estimation as

µm :

D (n, k) =



 1, µ (n, k) = µm

(3.2)


 0, otherwise
and

W (n, k)

corresponds to the omnidirectional channel of the B-format signal.

This energy weighted DOA histogram employs the sparse property of speech
where the DOA bins containing higher energy are assumed to be the sources. As
shown in Figure 3.4 (b), the proposed Energy weighted DOA histogram overcomes
the interference caused by the spreads of the DOA histogram. All the peaks in the
Energy weighted DOA histogram of Figure 3.4 (b) are more identiable compared
to the DOA histogram of Figure 3.4 (a).

3.2.3

Stochastic DOA Estimation Based on Energy Weighted
DOA Histogram

In this Section, a stochastic method based on kernel density estimation (KDE)
is proposed to estimate the Probability Density Function (pdf ) of the energy
weighted DOA histogram. The DOA of the sources can be obtained by nding the
peaks of the estimated pdf, which is achieved by estimating the local maximum
of the estimated pdf.
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(a)

(b)
Figure 3.4: Normalised Low Delay DOA Histograms. (a) Low-delay DOA Histogram, (b) Low-delay Energy weighted DOA histogram.

The histograms are

generated from the time-frequency DOAs obtained for 9 (4 look-ahead, 1 current
and 4 look-back) frames. Speech has a 20000 Hz sampling frequency and a 1024
point STFT with 50% overlapping is used. .
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Kernel Density Estimation

While the DOA histogram can be used to identify the source locations, the performance is data constrained, i.e. the accuracy decreases when less data is available. The DOA histograms in Figure 3.4 result in under-sampled representation
of the statistics compared to the non-real-time histogram in Figure 3.3. This in
turn makes automatic source identication dicult to achieve.

This problem can be solved by the Kernel Density Estimation [111] (KDE)
method. Kernel density estimation can be used to estimate the probability density function of a random variable.

By applying the KDE method to the DOA

histograms, peaks corresponding to the estimated source locations can be obtained from the smoothened DOA histograms with the exibility of properties
such as smoothness or continuity by using a suitable kernel. If

x1 , x2 ,

...,

xn

rep-

resents an independent and identically distributed (i.i.d.) sample that belongs to
a certain distribution with a density function

f

f , the shape of this density function

can be obtained from its kernel density estimator, which is given by:

n

1 X
fˆ (x) =
K
nh i=1
where

K

is a kernel function and



h (h > 0)

x − xi
h


(3.3)

is a smoothing parameter usually

referred as the bandwidth. A kernel function is positive everywhere and symmetric and weights the contribution for each

xi

to the kernel density estimator

fˆ (x).

Here, a Gaussian kernel is used similar to the Von Mises distribution used in [28].
In fact, it has been suggested in [111] that the shape of the kernel has much less
inuence on the results than the bandwidth. The bandwidth (h) is a free variable
that controls the smoothness of the estimated curve. There is a trade-o for the
selection of the bandwidth.

A smaller

h

leads to a detailed tting curve with

ripples, which is called under-smoothing. A larger
over-smoothing, where important features of

f

h

results in bias referred as

are omitted.
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Bandwidth Selection for the Kernel Density Estimation

The selection of bandwidth is crucial for the accuracy of the KDE. The theoretical
optimized bandwidth can be found by minimizing the Mean Integrated Squared
Error (MISE) [112], which is given by:

ˆ 

M ISE (h) = E
where

E (·) denotes expectation.

fˆ (x) − f (x)

2

dx

(3.4)

The MISE can be approximated by the Asymp-

totic MISE [113], which is given by:

4
R (f 00 )
R (K) h4 σK
+
nh
4

AM ISE (h) =
where

R (g) =

´

g (x)2 dx

for both

g=K

derivation of the kernel function and

f 00

and

g = f

above,

(3.5)

σK

is the standard

is the second derivative of . The optimal

bandwidth can be obtained by solving:

∂
AM ISE (h) = 0
∂h
Hence the optimised bandwidth

hopt


hopt =

for kernel

K

R (K)
4
nσK
R (f 00 )

(3.6)

is given by:

1/5
(3.7)

It should be noted that neither (3.4) nor (3.7) can be used directly to calculate
the optimised bandwidth, since the unknown density function

f

is involved and

cannot be obtained before knowing the true density function of the data.
Several data oriented approaches have been proposed to estimate (3.7) in
practice (i.e. without using the density function of

f ) from the available samples.

Approaches can be classied as the Plug-In method and Maximal smoothing
principle [111].

The Plug-In (PI) methods [114] apply a pilot bandwidth to

estimate the features of

f,

which tends to result in an under-smoothed or over-

detailed estimation. The maximal smoothing principle [115] is proposed to ensure
a smoothed density function estimation to capture the dominant features of the
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density curve and is used in this work to estimate the source locations of the
DOA histograms. The optimised bandwidth

hopt−M S

obtained from the maximal

smoothing approach [115] is:


hopt−M S = 3
where

σ̂

Kernel,

R (K)
35n

1/5
σ̂

is the standard derivation of the observed samples.

√
R(K) = 0.5/ π

[111] and thus

hGauss
opt−M S

hopt−M S


=3

1
√
70n π

(3.8)

For a Gaussian

is:

1/5
σ̂

(3.9)

After the density function is obtained, peaks of the histogram are obtained by
analysing the rst and the second derivatives of the estimated density function
to nd the local maxima.

Since the density curve of the DOA histogram is a

function of the azimuth (i.e.

µm

dened in Section 2.4.2), the local maxima

µlm

is given by:

µlm = µm if fˆ0 (µm ) = 0 and fˆ00 (µm ) < 0

(3.10)

Two illustrative results are shown in Figure 3.5 for the comparison of the
low delay DOA estimation performance between the DOA histogram and the
proposed energy weighted DOA histogram. The DOA histograms are generated
using the same amount of data (9 frames) as employed in Figure 3.4 where three
simultaneous sources are recorded and the time-frequency DOA estimation is
achieved by applying (2.44).

It should be noted that one of the problems of

the statistic-based method is that the sample size must be satisfactory for the
statistical calculation to achieve reliable results. In this work, up to 11 frames
are analysed (i.e. n = 5 corresponding to a 5 frame look-ahead or delay). The
total number of frames used is similar to the statistical approach proposed for
TDOA estimation [116]. The speech sentences used in this work are sampled at
20 kHz while the Short-Time Fourier Transform is used for the time-frequency
transformation with a 1024 point FFT using 50% overlapping.
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As shown in Figure 3.5, higher density estimation performance is achieved
by applying the KDE to estimate the density function of the proposed energy
weighted DOA histogram. All the three sources are identied by employing the
energy weighted DOA histogram where only two sources are identied by using
the DOA histogram.

This demonstrates the advantage of applying the energy

weighting for the histogram estimation. Further evaluation of the low-delay DOA
estimation performance with a comparison to existing work is presented in the
next section.

3.2.4

Evaluation

The DOA estimation approach presented in previous Section is analysed in this
section. An objective method is proposed to measure the low delay performance
of the proposed DOA estimation method against the existing approaches.

3.2.4.1

Evaluation Database and the Conditions

The recording conguration is presented in Figure 3.2 and discussed in Section
3.2.2. The Australian National Database of Spoken Language [117] is employed
as the recording database.

30 Sentences (20 kHz) selected from the database

containing 30 dierent Australian native speakers of dierent ages and genders
are selected as the testing database. Three recording conditions are considered
in the evaluation, which are an anechoic chamber, and small and large conference rooms. The anechoic condition used a Core Sound TetraMic [23] to record
three overlapping speech sources. The two reverberant conditions using the image
method [118] were implemented through RoomSim [119] to simulate the reverberant recordings of the small (RT60 = 200 ms) and large (RT60 = 500 ms)
conference room. 10 sessions of overlapping speech sources (each session contains
three simultaneous speech sources randomly selected from the database for 20
seconds resulting

3 × 10 = 30

speech samples in total) are employed to gener-

ate the real and simulated recordings. Note that the conguration in Figure 3.2
is comparatively more complex than other DOA-histogram based methods. For
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(a)

(b)
Figure 3.5: Low Delay DOA Estimation Performance. (a). Multi-source DOA Estimation using DOA Histogram (b). Multi-source DOA Estimation using energy
weighted DOA histogram. The histograms are generated from the time-frequency
DOAs in 9 (4 look-ahead, 1 current and 4 look-back) frames similar to Figure
3.4..
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instance, in [28], the DOA presented uses three sources with source positions of

50o , 200o , 300o ,
90o .

respectively. In [32], the three source positions are

In [33], for three sources the angular step is

0o , 45o ,

and

120o .

Three DOA estimation methods are compared in this Section. All approaches
estimate the DOA information based on the same B-format signals obtained from
the recording.

The rst approach (Threshold) is the threshold based method

[32] where the peaks are assumed to have higher normalised DOA histogram
bins than a threshold.

One of the disadvantages of this method is that the

threshold may vary when the recording conguration changes. For instance, in
Figure 3.3, if the right source (source 3) needs to be detected, all side-lobes of
source 2 will be treated as a source.

The second method (DOA) applies the

kernel density estimation to the standard DOA histogram (similar to modeling
the DOA distribution as in [28, 33]). The third method (eDOA) applies kernel
density estimation to the proposed energy weighted DOA histogram.

3.2.4.2

Measuring the Low-delay DOA Estimation Performance

The DOA estimation algorithms are usually evaluated using the average error
between the estimated and true DOA of the sources [28, 32, 116, 120].

This

evaluation method is useful for non-real-time DOA estimations as the algorithm
only produces one set of DOA estimates for each set of recording. However, for
real-time or low-delay DOA estimation methods, the estimation is on a frameby-frame basis. The conventional DOA evaluation method is thus not suitable
for measuring the performance of such low-delay algorithms, since the frame-wise
DOA estimation may not always be able to detect each source for every frame
and the frame-wise DOA estimates of the detected sources may vary around the
true DOAs (see also Figure 3.8).

In addition, the low-delay DOA estimation

may produce inaccurate results (i.e. false positives) given that the information
used to estimate the DOA is limited.

Measuring performance on a segmental

basis is also more appropriate for understanding the potential impact on speech
quality, similar to Segmental Signal-to-Noise Ratio (SegSNR) being preferred
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over SNR measured over an entire sentence. For these reasons, a new evaluation
scheme is proposed to measure the DOA estimation quality of a low-delay DOA
algorithm.

Two measurements are introduced to evaluate the DOA estimation

performance, namely, Source Detection Ratio and Correct-to-Incorrect Frame
Ratio. The rst measurement is Source Detection Ratio (SDR), which estimates
the average number of sources detected for each frame. Suppose
is the frame index,

n

and

st(n)

n (1 ≤ n ≤ N )

sd(n) is the total number of correct sources detected for frame

is the number of active sources (the ground truth) for frame

n,

the

SDR is given by:

PN

SDR = Pn=1
N

n=1

sd (n)
st (n)

(3.11)

Note that in this work, there are three simultaneous speech sources recorded for
each B-format recording. By applying a voice activity detector [121], it has been
veried that speech is active for at least one time-frequency in all frames. Thus,
in the objective evaluation of this work, SDR is calculated by:

PN
SDR =

sd (n)
3·N

n=1

(3.12)

While SDR can reect the ability to identify the sources, the second measurement, namely, Correct-to-Incorrect Frame Ratio (CIFR) is used to examine the
false positives. The denition of the correct frame is the frame without false positives, i.e. the estimated DOAs all corresponding to a real source. The criterion
for the false positive used in the evaluation of this work is the DOA estimations
that exceeds

±4° of the true DOAs, which represents a lower limit for the spacing

of participants in a practical meeting scenario. Thus, with this spacing, up to 45
people can be standing around a microphone at a distance of 4 meters, which is
an acceptable upper bound for the microphone to source distance of a meeting
scenario. Hence, the correctness
by:

C(n)

for frame

n (1 ≤ n ≤ N )

can be described
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0, f alse positive is f ound
(3.13)




 1, f alse positive is not f ound
Thus the CIFR is dened by:

PN

CIF R =

n=1 c (n)
P
N− N
n=1 c (n)

(3.14)

The proposed SDR and CIFR can reect the performance of a DOA estimation
technique in terms of true positives and false positives, respectively. A good DOA
estimation technique is required to have a higher true positive and a lower false
positive rate. Hence, it is necessary to combine SDR and CIFR into one measure
that indicates the overall performance of the DOA estimation algorithm.

The

proposed low-delay DOA estimation measurement is given by:

P = SDR −
where

P

SDR
CIF R

(3.15)

is the overall performance of a DOA estimation technique. For the ideal

DOA algorithm,

SDR = 1,

and

CIF R = ∞,

possible value of P. In order to have

thus

P ≈ 1,

P = 1.This

is the maximum

the low-delay DOA estimation

algorithm must simultaneously detect more sources correctly for each frame while
avoiding the false positive. The failure to accomplish either of the requirements
will result in a small or even negative P value. For instance, if
least one of the following scenarios happens: (a)
cannot detect any sources); (b)
positive). If

CIF R = 1

SDR = 0

P = 0, it implies at

(The DOA algorithm

(half of the frames contain false

P < 0, it indicates CIF R < 1, corresponding to a high false positive

rate (more than 50% of the frames contain false positive).
It should be noted that the proposed evaluation method considered the specic requirements for evaluating low delay DOA estimation algorithms where
traditional evaluation methodologies such as Receiver Operating Characteristics
(ROC) and Precision and Recall (PR) are not exactly suitable to be employed.
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Figure 3.6: Objective Comparison (score calculated using (3.15)) for Dierence
DOA Estimation Algorithms under Anechoic and Reverberant Conditions

The ROC methodology employs a False Positive Rate (FPR) which is the ratio of
the number of false positives to the sum of the number of false positives and true
negatives.

Note that for a DOA estimation problem, a large true positive will

occur leading to a low FPR for all the algorithms (i.e. If there are three sources
and are all detected,
ive,

F P R = 0.

When the false positive equals to the true posit-

F P R = 3/(360 − 3) = 0.0084).

In addition, when the DOA estimations are

further used for a blind source separation application, the most undesired error
is the type I error (i.e. false positive) which can lead to inaccurate separation of
the sources especially for low delay applications (i.e. the DOA is estimated per
frame(s)). Consider one case where an algorithm results in only a single type I
error for each frame i.e. the DOA estimate of one time-frequency is incorrect in
every frame. Consider a second case for another algorithm results in the same
total number of type I errors as for case 1 but only for a few frames (i.e. these
frames contain multiple time-frequency components with incorrect DOA estimates). It is clear that the second algorithm is better than the rst, since for the
majority of the frames the DOA estimation does contain type I errors. However,
in the PR methodology, both cases will have the same precision scores.
The objective evaluation results using (3.15) are presented in Figure 3.6 with
95% condence intervals comparing the DOA estimation performance for the
low-delay DOA estimation techniques discussed in Section 3.2.4.1. Both anechoic
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and reverberant conditions are considered as described in Section 3.2.4.1. From
Figure 3.6,the following observation can be made: (a) as expected, the performance score increases along with the increase in the number of look-ahead and
look-back frames, as more data becomes available to be used in the statistical
modelling. (b) Condition DOA and eDOA achieved higher scores than condition
threshold, which conrms the advantage of applying the stochastic method. (c)
Condition eDOA achieves a higher score than DOA for all cases. Observation (c)
veries that the proposed energy weighted DOA histogram more reliably achieves
higher DOA estimation results compared to the DOA histogram. (d) The DOA
estimation performance degrades as the reverberation time increases. In reverberant conditions, the reected version of sources may aect the DOA estimation
quality. Better performance may be achieved by applying a dereverberation or
pre-selection stage prior the DOA estimation as suggested by [116, 122] for the
high reverberant conditions, but this is outside the scope of the present work.

The averaged SDR vs.

CIFR for each condition is presented in Figure 3.7.

Good DOA estimation algorithms will be located in the upper right corner in
Figure 3.7. It can be observed that the proposed method (red) outperforms the
threshold method (blue) for all conditions in both SDR and CIFR scores. Compared to the KDE method using a DOA histogram (green), the proposed method
(red) has similar CIFR after 2 look ahead and look back frames and outperforms
the DOA histogram (green) based method for the SDR score. It should be noted
that two algorithms may have the same P scores yet have dierent SDR and CIFR
scores. The evaluation of the performance of these two algorithms is application
dependent. For instance, for source detection oriented applications, the P scores
need to be weighted higher than the SDR. Here, for the same number of look
ahead and look back frames, the proposed method outperforms the threshold
condition in both SDR and CIFR and achieves higher SDR while maintaining
a similar CIFR compared to the DOA condition.

Hence, the advantage of the

proposed approach is conrmed.

An illustrative example for the DOA estimation performance is presented in
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(a)

(b)

(c)
Figure 3.7: DOA estimation performance: SDR against CIFR in dB (a) Anechoic,
(b) Small Room, (c) Large Room. Colours are representing the same condition
as Figure 3.6. (i.e. Blue  Condition Threshold, Green  DOA, Red  eDOA).
Numbers indicate the look-head and look-back frames.
the contour lines for P = 0.2 to 1.0 in steps of 0.2..

Black curves represent
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It can be observed from Figure 3.8

that all methods can detect the nearest source reliably (this is Source 1 and is
indicated by the red colour). However, the estimation performance of the farther
sources (Sources 2 and 3 in green and blue, respectively) during the presence
of the nearer sources degrades along with the increase of the source to microphone distances, especially in Figure 3.8 (b) and (c). Using the proposed energy
weighted DOA histogram approach, the DOA estimation performance has been
signicantly improved as shown in Figure 3.8 (d), where three sources are clearly
visible for the majority of time.

3.2.5

Conclusion

A low delay approach to direction of arrival estimation of multiple speech sources
based on analysis of energy weighted time-frequency DOA estimates was presented.

The proposed framework has been evaluated through low delay objective

tests for both anechoic and reverberant conditions and compared to other DOA
estimation approaches. Results show improved DOA estimation results for the
proposed approach in estimating the location of three simultaneous speech recordings, especially for the speech sources farthest from the microphone.

The

approach has application to audio-visual teleconferencing for automatic camera
steering as well as Blind Source Separation. In the next Section, this low delay
DOA estimation method will be applied within a new collaborative blind source
separation framework in order to estimate the individual sources along with their
geographical information.

3.3 Collaborative Blind Source Separation
3.3.1

Overview and Motivation

As discussed in Section 2.4.2 and 3.2, when the W-disjoint orthogonality of simultaneously occurring speech signals is met, DOA estimates performed in the
time-frequency domain will correspond to the location of a true speech source.
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Figure 3.8:

3.3.

COLLABORATIVE BLIND SOURCE SEPARATION

(a)

(b)

(c)

(d)

Low Delay DOA Estimation using 4 Look Ahead and Look Back

Frames, i.e. 9 frames in total (Red  Source 1, Green  Source 2, Blue  Source
3). (a) Normalised source energy (darkness of the plot indicates the energy for
given frame, i.e. black region suggests highest energy for the given source) (b)
Threshold-based Method [32]. (c) Kernel Density Estimation using DOA histogram. (d) Kernel Density Estimation Using Energy weighted DOA histogram..
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In practice, simultaneously occurring speech signals are not strictly W-disjoint
orthogonal for all time-frequencies, and the separated speech signals using these
sparse-based approaches applied to the mixture suer from musical and crosstalk
distortion. This is a result of the non-sparse components combining in the mixture, leading to unpredictable DOA estimates that do not correspond to true DOA
estimates and hence the non-sparse time-frequency component is discarded causing musical distortion of the separated source. Further, if three frontal sources of
equal energy are considered, one directly in line with the array and two at equal
angles but opposite sides of the array, the non-sparse components contributed
by the left and right sources may lead to the same DOA estimate as the middle
source.

This causes crosstalk distortion, where the separated sources contain

spectral content from more than one source at the corresponding time-frequency.
A similar problem can exist in the LCMV [40] beamformer, where the distortionless constraint can be dicult to maintain when there are multiple overlapping
time-frequency sources as investigated in this Section.
The Collaborative Blind Source Separation (CBSS) technique presented in
this Section aims to decompose the mixture of non-sparse components into their
corresponding sources using a pair of coincident microphone arrays with known
location. This assumes that no more than two speech sources contribute to one
time-frequency instant in the mixture. Based on the possible contributor source
pairs for one coincident microphone array, their corresponding estimated DOA for
the second coincident microphone array is estimated. The non-sparse components
can then be correctly decomposed by comparing these estimates with the DOA
obtained from the second coincident microphone array recordings.

3.3.2

3.3.2.1

Problem Formulation

Exploring Speech Sparsity

This section investigates the sparsity assumption for simultaneously occurring
speech signals in anechoic and reverberant environments. The analysis performed
here compares the energy preserved when assuming one (dominant) and two
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(dominant and secondary) time-frequency instants with the maximum energy
among

M (2 ≤ M ≤ 8)

simultaneous sources. A total of 36 sentences (16 kHz)

from [117] were used to simulate overlapping (simultaneously occurring) speech
sources in an anechoic environment. Each sentence is overlapped with the other

M − 1 (2 ≤ M ≤ 8)

sentences in the time domain resulting in

speech conditions. For

M = 2,

remaining 35 sentences resulting

M

overlapping

each sentence was overlapped with each of the

36 × 35 = 1260

sentence is randomly overlapped 35 times with
the same number (1260) combinations as for

combinations. For

M −1

M = 2.

M > 2,

each

other sentences to give

In addition, two simulated

reverberant speech databases for a small (RT60 = 200 ms) and a large (RT60
= 500 ms) conference room were formed by applying the image method [118] to
the anechoic database.

Note that the reverberation considered here assumes a

moderate reverberation level where the dominance of the direct source is expected.
The Frame Energy Preservation Ratio (FEPR) [123] is employed to compare the energy kept for each mixing condition when selecting one or two timefrequency components from the set of

M

overlapping speech signals. The averaged

FEPR for each overlapping condition is given by:


P P
kSpr (n, k)k
1 X
k
r
P P
F EP R =
N n
k
m kSm (n, k)k
where
and

(3.16)

Spr (n, k) and Sm (n, k) are the degraded and original speeches, respectively

pr (1 ≤ r ≤ R)

is the time-frequency component selected from the set of

overlapping sources based on energy, i.e.
next highest energy.

R

the time-frequency source with the

is the assumed number of overlapping time-frequency

components, where in this work,

R=1

and

R=2

are analysed. The closer the

FEPR is to one, the higher the sparsity.
Figure 3.9 presents results for the average FEPR over all 1260 combinations
of each mixing condition, where error bars represent 95% condence intervals. As
shown, the speech sparsity degrades when the number of the overlapping sources
increases.

A signicant improvement (at least 20% of FEPR) is achieved by

assuming dominant and secondary sources for each time-frequency. The recording
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Figure 3.9: Averaged FEPR for 2 to 8 sources for

R=1
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and

R=2

environment results in a statistically signicant dierence for the average FEPR.
This is expected since the reverberation increases the spread of energy in the time
domain where more simultaneously occurring time-frequency instants is expected.

3.3.2.2

Problems of Single Spatial Microphone BSS

BSS techniques using single spatial microphone recordings have been proposed in
[28, 32] where time-frequencies whose DOA estimates (corresponding to peaks in a
histogram of DOA) formed for a speech segment are grouped or clustered together
to form sources.

However, the results of Figure 3.9, indicate that over 20% of

the energy in the mixed signal will arrive from more than one source. Hence, the
cluster of time-frequencies based on the DOA histogram may not match the true
sources. If the two sources case is considered, the separated sources will suer
musical distortions caused by losing those non-sparse time-frequency components
as illustrated in the red area of Figure 3.10 (a).
Further, if three (or more) simultaneous sources are considered, the timefrequencies with the DOA close to the DOA of the middle source may not only
come from the middle source, but can also be created from the non-sparse timefrequencies of the left and the right sources, as shown in the red area of Figure
3.10 (b). In this case, musical distortion and cross-talk will be experienced in the
separated speech. Resolving these problems is the motivation of this work.
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(a)

(b)
Figure 3.10: Problems of Single Spatial Microphone BSS. (a) Musical Distortions
Caused by Losing Non-Sparse Time-frequencies, (b) Crosstalk Distortions in the
Middle Source .
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Figure 3.11: Source Triangulation

3.3.3

Collaborative Blind Source Separation

The proposed CBSS approach requires a pair of coincident microphone arrays
placed separately within the recording space.

The locations of the arrays are

assumed to be known. In practice, this can be achieved by measuring the microphone locations before commencing the recording.

3.3.3.1

Speech Source Location Estimation

Speech source locations can be obtained using triangulation based on the DOA
estimations derived from the previous Section for
and

y

axes correspond to the direction of the

X

Mi

and

Y

and

Mj

of Figure 3.11 (x

channels of the B-format

recording) from the peaks of the DOA histogram and the a priori knowledge of
the microphone locations. For instance the location of source a in Figure 3.11 can
be estimated using

ai

and

aj

. Thus the distances

dai

and

daj

from a to

Mi

and

Mj

can be obtained and these are used in the separation approach of the next section.
However, as shown in Figure 3.11, the DOA estimates from each microphone to
each source can intersect at multiple locations, hence resulting in multiple possible
estimates for these distances (e.g. the imaginary sources of Figure 3.11). To solve
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Figure 3.12: Virtual Source Decomposition - Resolving Musical Distortion

this problem, suppose

Si−a

and

Sj−a

based on DOAs derived for each of

are two initial estimates of the same source

Mi

and

Mj ,

respectively. These two sources

are two versions of the same source if the energy normalised correlation [124] of
the estimated source pairs is the highest among other possible pairs. Note that
while suitable for providing estimates of the source locations, these initial source
estimates still contain musical and cross-talk distortion which is addressed in the
next section.

3.3.3.2

Proposed CBSS Scheme  Resolving Musical Distortion

The solution for the two source problem is presented rst (solutions for more
complex cases are based on this simpler case). Overlapping sources in the timefrequency domain create virtual time-frequency sources with a DOA estimate that
spreads between the peaks of the DOA histogram. If the sources are only separated based on the source DOA estimates, the virtual sources between the true
sources will be discarded causing musical distortion for the separated sources. As
illustrated in Figure 3.12, if only two sources (a and
source

Svi

is the vector addition of

Sia−ab

and

b) are considered, the virtual

Sib−ab ,

which can be represented
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by orthogonal decomposition (Note that Figure 3.12 represents the relationship
between the vectors for each time-frequency instant, where indexes are omitted):

Svi (n, k) · sinµi (n, k) = fia−ab (n, k, αi ) + fib−ab (n, k, βi )

(3.17)

Svi (n, k) · cosµi (n, k) = gia−ab (n, k, αi ) + gib−ab (n, k, βi )

(3.18)


 l
fi (n, k, αi ) , gil (n, k, ai ) = Sil (n, k) · [sinαi , cosαi ]

(3.19)

where

and

l

represents the possible sources contributing to the virtual source.

(3.17) and (3.18),

sinαi ,

l ∈ [a − ab, b − ab].

represents the

x

recorded by microphone

b. Sia−ab

and

Sib−ab

For instance,

For

fia−ab (n, k, αi ) = Sia−ab (n, k) ·

axis orthogonal component of source a with DOA

i

that contributes to the virtual source

Svi

αi

with source

can be obtained by solving (3.17) and (3.18). Thus the time-

frequencies with the DOA estimates between the true DOA of the sources can be
separated. Note that this method requires only a single coincident microphone
array. For more sources, since the assumption is that one time-frequency only has
two contributors, this cannot be achieved with one coincident microphone array
(i.e. in Figure 3.13,

3.3.3.3

Svi

can be contributed by source

a

and

b,

or

a

and

c).

Proposed CBSS Scheme  Resolving Crosstalk Distortion

Crosstalk distortion is hard to overcome especially for the middle source in the
three simultaneous sources scenario.

Suppose three overlapping speech sources

are recorded using two coincident microphone arrays and a time-frequency virtual
source

Svi

is located between source

to (3.17) and (3.18) where source

a

a and b as shown in Figure 3.13.
and

b

Svi , there is another hypothesis where Svi
is given by:

In addition

are assumed to be the contributors of

is contributed by source

a and c, which
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Figure 3.13: Three Sources Unable to be Decomposed using (3.17) and (3.18)

Figure 3.14: Collaborative Virtual Source Decomposition - Resolving Cross-talk
Distortion
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Svi (n, k) · sinµi (n, k) = fia−ac (n, k, αi ) + fic−ac (n, k, γi )

(3.20)

Svi (n, k) · cosµi (n, k) = gia−ac (n, k, αi ) + gic−ac (n, k, γi )

(3.21)

Based on the recovered sources
and

Sic−ac
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Sia−ab

and

Sib−ab

from (3.17) and (3.18) and

Sia−ac

from (3.20) and (3.21), two possible azimuths of the corresponding

virtual sources of microphone

Mj

can be estimated using the inverse-square law

of sound propagation [125] by:


ab

tan µj

tan

where

µab
j

µac
j



gia−ab (n, k, αi ) ·

 a 2

fia−ab

 a 2

di
da
j

=

=

di
da
j

(n, k, αi ) ·

gia−ac (n, k, αi ) ·

 a 2

fia−ac

 a 2

(hypothesis

di
da
j
di
da
j

(n, k, αi ) ·

H ab )

and

µac
j

+ gib−ab (n, k, βi ) ·
+

fib−ab

(n, k, βi ) ·

+ gic−ac (n, k, γi ) ·
+

fic−ac

(hypothesis

(n, k, γi ) ·

H ac )

 b 2
di
dbj

(3.22)

 b 2
di
dbj

 c 2
di
dcj

(3.23)

 c 2
di
dcj

are the possible azimuths

(see also Figure 3.14) for the corresponding virtual source of

Mj .

Note that for

more than three sources, the number of hypotheses increases correspondingly.
The verication of the above hypotheses involves the collaboration between two
microphones (i.e.

Mj

sources of
Denoting
where
among

HL

Mi

and

Mj ).

The estimated DOA

can be obtained by analysing the recordings of
and

µL

to represent

L

is

Ht

for the virtual

Mj

hypotheses corresponding to

ac
ac
H1 = H ab (µ1 = µab
(µ2 = µj ),
j ), H2 = H

HL

µj (n, k)

using (2.44).

L

azimuths

etc., the correct hypothesis

if

h

i
t = arg min |µj (n, k) − µL |
L

Thus, the virtual source

Svi

of

Mi

(3.24)

can be correctly decomposed into the missing

time-frequencies for each source. The virtual source and the true source having
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(a)

(b)

(c)
Figure 3.15: PESQ results for Dierent BSS Algorithms. (a) anechoic, (b) small
room, (c) large room. Error bars represent 95% condence intervals.

the same azimuth (i.e. the virtual source formed by the left and the right sources
(a and

c)

and the real middle source

a−ab
results in 2 components (gi
and

3.3.4

b)

can also be dierentiated. Note that this

fia−ab )

becoming zero in (9), i.e.

µab
i = βi .

Evaluation

Both objective and subjective evaluation is performed to compare the proposed
CBSS approach with existing BSS techniques.

The same speech database em-

ployed in Section 3.3.2.1 is used here to create the B-format speech mixtures
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containing three simultaneous speakers following the recording conguration of
Figure 3.11. Corresponding to Figure 3.11, the distances between
3m.

dai = 2.0m, dai = 2.5m, dai = 3.6m.

Mi

and

Mj

is

The anechoic speech mixtures are recor-

ded within an anechoic chamber. Two reverberant mixture recordings simulating
a small (RT60 = 200 ms) and a large (RT60 = 500 ms) meeting room are created
by applying the image method [118]. For all conditions, the proposed CBSS approach is compared with three other existing approaches: (a) SpatioTemporal
ICA [126, 127] applied using a single (recording from
and

Yi )

Mi

using channel

W i , Xi

B-format speech mixture (S-ICA); (b) SpatioTemporal ICA [126, 127]

applied using dual (recording from
channels of

Mj )

Mi using channel Wi , Xi , Yi and corresponding

B-format speech mixtures (D-ICA); and (c) source DOA-based

BSS using single coincident microphone recording (S-BSS) [32].

3.3.4.1

Objective Evaluation

A PESQ [107] test is used to objectively measure the perceptual quality of the
extracted speech.

The unprocessed (UNP) speech mixtures (W channel of the

B-format recording) are also included in the test to indicate the worst quality.
For the reverberant conditions, the original reference is selected as the clean
speech with the same level of reverberation rather than anechoic clean speech
to compare the separation performance only. A 10s segment of the recordings is
used to perform each BSS technique and average PESQ scores are presented in
Figure 3.15 along with 95% condence intervals.
From Figure 3.15, the proposed CBSS approach outperforms the other BSS
techniques based on the PESQ measure. The major improvement (approximately
0.5 against the second best) is achieved for the separation of the middle source
(source b), which suers from both crosstalk and musical distortion when using the
other BSS methods. Note that the PESQ scores among Figure 3.15 3 (a) to (c) are
computed with dierent references. The target for this evaluation is to compare
the separated speech using dierent methods under the same acoustic condition.
Note that in the evaluation presented in this Chapter, the DOA estimation used is
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Figure 3.16: MUSHRA results for Dierent BSS Algorithms. Error bars are 95%
condence intervals.

obtained via examining the peaks of the DOA histogram derived for the whole 10s
speech recording to ensure an idealised DOA inputs. For low-delay DOA estimates
as the input to the CBSS framework, the performance is analysed in Chapter
5 along with the evaluation results of combining other parts of the soundeld
navigation system.

3.3.4.2

Subjective Evaluation

A MUSHRA [61] test is employed to measure the subjective quality of the separated speech using 15 listeners.

Six middle sources from each test group are

selected for the listening test. The conditions are the same as the objective test
except condition UNP is used as the anchor and the original speech is used as
the hidden reference. Average MUSHRA scores are presented in Figure 3.16 with
95% condence intervals. From Figure 3.16, signicant improvement in the separation quality is achieved by applying the proposed scheme.

The MUSHRA

score for the proposed method is between `excellent' to `good' quality where the
second best score is between `good' and `fair'.

The majority of listeners indic-

ated that their choice for the closest match to the reference was based on les
which contained the minimal amount of crosstalk and musical distortion.

For

other conditions, listeners reported that while the target speech is signicantly
separated from the mixture, there is audible crosstalk from other talkers with
higher musical distortion.
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Conclusion

A collaborative BSS approach that exploits sparsity and direction of arrival estimates from two coincident microphone arrays is presented. The approach has
been evaluated via objective and subjective tests for both anechoic and reverberant conditions.

Compared with other BSS approaches, the proposed ap-

proach achieved signicant improvement in the perceptual quality of the separated sources.

3.4 Summary
A collaborative blind source separation framework based on time-frequency direction of arrival histogram is presented.

The presented direction of arrival es-

timation scheme ensures a reliable low-delay frame-by-frame source direction estimation while the blind source separation framework will use these DOA estimates to perform source separation. In the next Chapter, these separated sources
with their spatial locations are jointly compressed using a psychoacoustic-based
analysis-by-synthesis compression scheme.

110

3.4.

SUMMARY

Chapter 4
Compression of Navigable Sound
Objects
4.1 Introduction
A new collaborative blind source separation technique has been presented in
Chapter 3 . These separated speech sources with their spatial location need to
be eciently compressed for ecient transmission and storage. While the spatial
audio compression techniques reviewed in Section 2.6 can be used to compress
the speech sources as multichannel signals representing a given audio scene, the
problem with employing such a compression technique is that the sound scene
signals are in general less exible for personalised sound scene rendering (i.e. by
receiving the exact same compressed signals, dierent users cannot render the
talker at any preferred spatial location in the reproduction site), which is also
not desired for souldeld browser applications as targeted in this thesis.
Another possible technique is to use a spatial audio object coder as reviewed in
Section 2.7, which is more suitable for compressing the speech sources. However,
the SAOC technique [73, 74] was proposed to operate within the MPEG-Surround
Codec, which is designed for multichannel audio compression and relies on spatial
sound perception derived for multiple loudspeaker signals. The Informed Source
Separation (ISS) technique was also originally designed for compressing audio
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objects. While ISS has been adopted for compressing speech sources by selecting two dominant time-frequency instants per time-frequency bin in [79], these
approaches are not optimised for speech as the primary input signal.

Presented in this Chapter is a psychoacoustic-based analysis-by-synthesis approach for compressing navigable speech sources.

Based on exploiting sparsity

of speech in the perceptual time-frequency domain, multiple speech signals are
encoded into one mono mixture signal, which can be further compressed using a
standard speech codec. Using side information indicating the active speech source
for each time frequency instant enables exible decoding and reproduction. Objective results highlight the importance of considering perception when exploiting
the sparse nature of speech in the time-frequency domain. Results show that this
sparsity, as measured by the preserved energy level of perceptually important
time-frequency components extracted from mixtures of speech signals, is similar
in both anechoic and reverberant environments. The proposed approach is applied to a series of simulated and real reverberant speech recordings, where the
resulting speech mixtures are compressed using a standard speech codec operating at 32kbps. The perceptual quality, as judged both by objective and subjective
evaluations, outperforms a simple sparsity approach that does not consider perception as well as the approach that encodes each source separately. While the
perceptual quality of individual speech sources is maintained, subjective tests also
conrm the approach maintains the perceptual quality of the spatialised speech
scene. The psychoacoustic-based analysis-by-synthesis framework is further extended to compress multiple audio objects by multi-level decomposition. These
audio objects are compressed into multiple audio mixtures that can be further
compressed with standard mono/stereo audio codecs.

The remainder of the chapter is organised as follows: Section 4.2 investigates
the time-frequency sparsity of simultaneous speech signals in several reverberant
conditions. Section 4.3 presents the architecture of the proposed framework applies to speech. The proposed framework is further extended to compress audio
objects in Section 4.4.

Experimental results for the general PABS scheme to
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compress the speech objects are presented in Section 4.5, while results for the
extended multi-level PABS scheme to compress audio objects are discussed in
Section 4.6. Conclusions are drawn in Section 4.7.

4.2 Exploring Speech Sparsity
Speech signals are known to be sparse in the short-term time-frequency domain.
This property has been successfully used for BSS [25].

Before employing this

property to compress simultaneous real speech recordings, it is necessary to validate if this property still holds for real recording environments. While the sparse
property has been well examined in idealised anechoic environments, it will be
examined using reverberant recordings in this section.

4.2.1

Exploring Speech Sparsity in Reverberant Environments

In this section, the speech sparse property will be examined in several simulated reverberant environments. The aim of this investigation is to analyse this
property for practical applications where reverberation occurs. Since the reverberation can be in general considered as the time-delayed replication of the direct
(original) signal, the orthogonality for simultaneous sources is not guaranteed to
be as good as in anechoic (ideal) environments, which has been illustrated in
Figure 4.1. The reverberation of the soundeld increases the spread of energy in
the time domain for each speech source. This can be seen in Figure 4.1 to result
in a blurred spectrogram as compared to the anechoic condition and hence the
speech sparsity is weakened.
Hence, it is important to analyse the degradation of the orthogonal property
caused by reverberation. It should be noted that the reverberation is considered
as the major potential disturbance of the orthogonality rather than background
noise in that it is the reection of the direct sound and thus more correlated to
the direct sound.
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Figure 4.1: Speech Orthogonality Anechoic vs.

Reverberant.

Figures are gray

scale plots (from top to bottom) for | Si (n, k) |, | Sj (n, k) | and | Si (n, k) | · |
Sj (n, k) | under anechoic and reverberant environments (from left to right) in the
time-frequency domain.

The reverberation of audio signal can be characterised by the Sabine's Reverberation equation (RT60 of a room) [128] as

RT60 ≈ 0.163 ·
where

RT60

V
αA

(4.1)

time is the time required for reections of a direct sound to decay

by 60dB such that it could not be perceived by the human listening system,
is the volume of the room,

A

is the total surface of the room,

α

V

is the average

absorption coecient of the surfaces.
For the analysis in this paper, 36 Sentences (20000Hz) selected from the Australian National Database of Spoken Language [117] containing 36 dierent Australian native speakers of dierent ages and genders are selected as the testing
database. Each sentence is overlapped with other
in the time domain resulting in

M

M − 1 (2 ≤ M ≤ 8)

sentences

overlapping speech conditions. For the

M =2

overlapping case, each sentence sentence was overlapped with each of the remaining 35 sentences resulting

36 × 35 = 1260

combinations. For other overlapping
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M −1 sentences result-

ing 1260 combinations to equalise the total number of combination for dierent
overlapping conditions. Before overlapping, dierent articial reverberation conditions will be added for each sentence. Two parameters, namely, reverberation
time (T ) and direct to reverberant ratio (R) [125, 129] are introduced to objectively control the level of reverberant. Reverberation time represents the volume
of the environment. Larger reverberation time implies a larger room. Direct to
reverberant ratio indicates the absorbance level. Lower direct to reverberant ratio
results in lower absorbance level.

T

will be selected from 0.5s, 1s and 2s, while

will be selected from 0dB, 5dB, 10dB and 20dB. Hence,

R

3×4 = 12 dierent rever-

beration conditions are analysed. The reverberation conditions are generated by
applying the image method [118] using the above mentioned two parameters. The
Testing conditions are designed to cover practical acoustic environments from a
typical small room (T

= 0.5s, R = 10dB )

to a concert hall (T

= 2s, R = 20dB ).

The orthogonal analysis is taken by only preserving one dominant timefrequency instant among M (2

≤ M ≤ 8) simultaneous sources.

After performing

the Short Time Fourier Transform for each source, the dominant time-frequency
instant

Sd (n, k)

can be obtained by:

Sd (n, k) = max (Sm (n, k)) , m ∈ [1, M ]
m

where

n (1 ≤ n ≤ N )

and

k (1 ≤ k ≤ K)

index, respectively. Thus, for the

mth

source

(4.2)

are frame number and frequency

Sm (n, k),

after the orthogonal ana-

lysis described by (4.2), it consists of only the dominant time-frequency instants

0
Sm
(n, k):

0
Sm
(n, k) =


h
i

 Sm (n, k) , if m = arg max (Sm (n, k))
m




(4.3)

0, otherwise

Instead of analysing the Preserved-Signal Ratio (PSR) suggested in [25], which
represents the energy preserved after the orthogonal analysis against the original
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signal, here, it is more accurate to consider the perceptual importance of each
time-frequency instant. For instance, after the orthogonal analysis, the dominant
time-frequency instants may not be the most important ones in the perceptual domain. In this section, the Perceptual Frame Energy Preservation Ratio (P F EP R)
and Perceptual Global Energy Preservation Ratio (P GEP R) are employed. The

P F EP R
and

aims to analyse the amount of perceptual energy kept for each frame

P GEP R

is designed to analyse the amount of perceptual energy kept for

each speech source. The

n
P F EP Rm

where

Am (n, k)

P F EP R

0
(Sm

for the

PK

(n)) = Pk=1
K

nth

frame of source

m

is given by:

0
(n, k) k]
[Am (n, k) · k Sm

k=1 [Am (n, k) · k Sm (n, k) k]

(4.4)

is the perceptual time-frequency weighting function of the

mth

source and is equivalent to the inverse of the perceptual masking threshold energy
[3].
The

P GEP R

for source

0
P GEP Rm (Sm
)

m

is given by:

PN PK

n=1
k=1
= PN
PK
n=1

where

N

and

K

k=1

0
(n, k) k]
[Am (n, k) · k Sm

[Am (n, k) · k Sm (n, k) k]

(4.5)

are the number of frames and number of samples in each frame,

respectively.
Statistical results are shown in Figure 4.2 and Figure 4.3 for Perceptual Frame
and Global

EP Rs,

respectively. It can be observed that the orthogonal property

degrades as the number of simultaneous sources increases.
this is reected by the standard derivation) of
while the average of

P F EP R

is lower than

P F EP R

P GEP R.

The variance (here

is larger than

P GEP R,

This indicates that the

quality of overlapping sources can be varied between frames when performing
the orthogonal analysis, even though the
much less variance.

is in a satisfactory value with

For instance, even for the two overlapping anechoic case,

the standard derivation for

P GEP R

P GEP R

P F EP R

is much higher (approximately 25%) than

(approximately 5%), while the average of PGEPR is roughly 85%. The

results also show both reverberation time and direct to reverberant ratio can
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(a)

(b)
Figure 4.2:

Perceptual Frame Energy Preservation Ratio (P F EP R) is ana-

lysed from various combination of simultaneous source numbers, reverberation
times and intensities with  Anechoic results as reference.
ping Sources (b) 6 to 8 Overlapping Sources .
20dB in catalogue 3 means the

P F EP R

(a) 2 to 5 Overlap-

For example, condition  0.5s -

is obtained by analysing three simul-

taneous sources which are pre-processed using reverberant parameter
and

R = 20dB .

T = 0.5s

Each bar represents the mean value analysed from the above-

mensioned 1260 random overlapping combinations. The error bars are generated
from the standard derivation of corresponding samples. More precisely, the width
of each error is twice of the corresponding standard derivation value.
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(a)

(b)
Figure 4.3: Perceptual Global Energy Preservation Ratio (P GEP R) is analysed
from various combination of simultaneous source numbers, reverberation times
and intensities with  Anechoic results as reference. Legends and methodologies
are similar to Figure 4.2. (a) 2 to 5 Overlapping Sources (b) 6 to 8 Overlapping
Sources
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It should be

noted that for real environments, generally the larger environment will result
in a lower reverberant ratio and vice versa. For instance, a typical small room
(T

= 0.5s, R = 10dB )

or a concert hall (T

= 2s, R

= 20dB) did not drastic-

ally weaken the orthogonal property when compared to the anechoic reference.
Hence, here it can be concluded that the sparse property does not signicantly
weaken in the reverberant environment. However, due to signicant variance of
the

P F EP R,

the quality of recovered sources could vary when blindly applying

the sparse property of speech for encoding without considering the psychoacoustic
and frame-by-frame factors. Therefore, it is important to intelligently choose the
perceptually important time-frequency instant as well as considering the frame
variances, which is the motivation of the proposed psychoacoustic based analysisby-synthesis compression scheme.

4.3 Psychoacoustic Analysis-By-Synthesis Framework
As illustrated in Figure 4.4, the perceptual psychoacoustic-based analysis-bysynthesis (PABS) compression framework encodes multi-channel speech signals
from multiple sites into a mono mixture stream (with side information) that can
be further compressed using a standard speech codec such as AMR-WB+ [130].
At the reproduction site, the individual speech sources can be decoded and separated from the mixture, which produces a navigable speech soundeld, where a
listener can interactively choose to activate a speech source (or sources) and move
them to desired positions in the reproduced audio scene. Here it is assumed that
the speech sources are obtained from close talking microphones or accurately derived from microphone array recordings using BSS techniques. While the speech
sources may not achieve perfect separation, the objective of this work is to investigate the perceptually optimised coding performance assuming perfect separation.
The detailed framework of the proposed framework is illustrated in Figure 4.5 and
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Figure 4.4: Proposed Perceptual Analysis by Synthesis Framework
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is described further below.

4.3.1

Perceptual Orthogonal Analysis

Input mono signals from speaker 1 to speaker

M

(as shown in Figure 4.4),

transformed into the time-frequency domain using Short Time Fourier Transform
(STFT) [3], are denoted by

Sm (n, k)

where

number and frequency index, respectively.

Sm (n, k)

1≤m≤M

and

n

and

k

are frame

The time-frequency domain signals

are transformed into the perceptual time-frequency domain

w
Sm
(n, k)

by

using the psychoacoustic model as described in [3]:

w
Sm
(n, k) = Am (n, k) · Sm (n, k) , m ∈ [1, M ]
where

Am (n, k)

(4.6)

is the perceptual time-frequency weighting function of the

mth

source equals to the inverse of the perceptual masking threshold energy.
In the Orthogonal Analysis block of Figure 4.5, under the assumption of the
sparsity of speech, the perceptually dominant source

Sdw (n, k)

with maximum

energy corresponding to the perceptually dominant speaker at this time-frequency
bin can be obtained by:

w
Sdw (n, k) = max (Sm
(n, k)) , m ∈ [1, M ]
m

If

md

(4.7)

denotes the speech source of the corresponding perceptual dominant

speaker, an encoding mask is needed here to indicate the origin of the perceptually
dominant time-frequency instants and is given by:

Md (n, k) = md

(4.8)

It should be noted that the spatial information, which can be obtained through
processing microphone array recordings of the sources, can be an alternative to
the encoding mask where the origin of the dominant source is represented by the
spatial locations of the source. For the rest of the chapter, the more complicated
case (speech sources with their spatial locations obtained from previous chapter)
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Figure 4.5: Perceptual Analysis-By-Synthesis (PABS) Encoder
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will be discussed. Suppose the spatial location of the
azimuth corresponding to

Sdw (n, k)

mth

source is

θm (n, k),

the

is given by:

θd (n, k) = θmd (n, k)
θm (n, k)
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(4.9)

will be sent to the Frame Energy Preservation Ratio Calculation

block as the current encoding mask candidate for evaluation.

After the ortho-

gonal analysis, the sources consisting of the perceptual dominant time-frequency
instants only are denoted by

S 0w
m (n, k) =

S 0w
m (n, k),


h
i

w
w
 Sm
(n, k) , if m = arg max (Sm
(n, k))
m

be sent to the Frame Energy Preservation Ratio Calculation

block as well to analyse with

S 0w
m (n, k)

is the

(4.10)

0, otherwise



S 0w
m (n, k)will

which is given by:

i

S 0w
m (n, k)

w
(n, k)
Sm

with

i

as described in Figure 4.5.

Note that

(the analysis-by-synthesis iteration number)

equal to 0.

4.3.2

Psychoacoustic Analysis-By-Synthesis Framework

Due to the approximated sparse property of speech, in reality, there are timefrequency components overlapped between speech sources especially for reverberant recordings. As discussed in Section 4.2, the variance for the

P F EP R

is

signicant which could result in unbalanced perceptual quality of simultaneous
sources when applying the orthogonal analysis.

The proposed ABS framework

aims to provide a solution to maintain the quality of individual speech sources
when time-frequency overlapping happens. As shown in Figure 4.5, the Frame
Energy Preservation Ratio Calculation block takes
Analysis block. The

P F EP R

S 0w
m (n, k) from the Orthogonal

as described in (4.4) will be evaluated for the per-

centage of energy preserved between

w
S 0w
m (n, k) and Sm (n, k) for the current frame.

Recall (4.4), for speech source m in frame

n,

this ratio is:
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n
P F EP Rm

(S 0w
m

PK

(n)) = Pk=1
K

k=1

k S 0w
m (n, k) k

(4.11)

w (n, k) k
k Sm

It should be noted that this measurement is related to the Log Spectral Distortion (LSD) measurements [131], which is widely used in speech coders for
objectively estimating perceptual speech quality. A higher

P F EP R

of a speech

source indicates more frequency instants are included in the mixture, resulting in
a lower LSD. In this module, the

P F EP R

is evaluated to check if the energy for

all active speech sources in the current frame is approximately equal in the mixture. The Active Source Detection module will detect the active speech sources
in the current frame, and is achieved using a Voice Activity Detector (VAD) [121]
(i.e. if the current frame is active, the Voice Activity Detector will return 1).
Final speech mixture generation and compression of the time-domain mixes
proceeds (Flag = 1 as shown in Figure 4.5) if the

P F EP R is approximately equal

for every active source within the current frame. For example, if there are three
sources, the aim is to ensure that the

P F EP R for each source are approximately

equal. If the largest dierence among the ratios is above a threshold, more timefrequency components from the sources with a lower

Sdw (n, k)

P F EP R will be included in

and the energy preservation ratio is recalculated (Flag = 0). Informal

testing found a threshold of 5% dierence in ratios to provide satisfactory decoded
quality.
In the

P F EP R Equalization block, the active source with the lowest P F EP R

in the current frame is amplied by an energy boosting factor. Assuming the
active source is with the lowest
active sources for the

i + 1th

i+1

i+1

where

a

P F EP R,

the amplied source

i+1

w
Sm
l

mth
l

and other

ABS iteration is given by:

w
w
Sm
(n, k) =i Sm
(n, k) · a
l
l

w
w
Sm
(n, k) =i Sm
(n, k)

1 ≤ m ≤ M, m 6= ml

(4.12)

(4.13)

is an energy boosting factor. In here, a = 1.01 (i.e. in each iteration,
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the active source with the lowest

P F EP R
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will be magnied by 1% to generate

the updated source index as described in Figure 4.5.)

The selection of a de-

termines the accuracy of the analysis-by-synthesis operation. In order to have a
maximum 5% of the

P F EP R

dierence, preliminary experiments indicated

a

=

1.01 suits this accuracy requirement. It should be noted that while the analysisby-synthesis loop leads to increased complexity, factor a of (4.12) could also be
varied to minimise computational complexity for a given implementation plat-

i+1

form.

w
(n, k) (1 ≤ m ≤ M )
Sm

block to obtain

P F EP Rs
w
(n, k)
Sm

i+1

S 0w
m (n, k)

for the

(i.e. if the rst source

ith

i + 1th

iteration. It should be noted that the

for each iteration are generated based on the non-amplied version of

time-frequency of the
The

will be sent back to the Orthogonal Analysis

ith

(i S 0w
1 (n, k))

iteration, then

is the selected source for the current

S 0w
1 (n, k)

in (4.10) equals

S1w (n, k)).

iteration will be terminated once the perceptual energy is equally pre-

served for each active source in the operating frame. In that case, the candidate
encoding mask will be sent to the Speech Mixture Generation block to produce
the mono mixture described by the next Section. Otherwise, the next ABS loop
will be operated until the above mentioned criterion is met.

4.3.3

Speech Mixture Generation

When the criterion for the

P F EP Rs is met, the candidate encoding mask will be

sent to the Speech Mixture Generation block. Suppose the ABS loop terminates
at the

ith iteration, for the more complicated case where the spatial location of the

sources are available,
block instead of

i

i

θd (n, k)

Md (n, k).

be obtained from

i

θd (n, k)

i

is transmitted to the Speech Mixture Generation

The encoding mask for the

i

Sd (n, k)

source,

i

Mm (n, k) can

by:

Mm (n, k) =



 1, i θd (n, k) = θm



Hence,

mth

can be obtained by:

0, otherwise

(4.14)
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i

Sd (n, k) =

M
X

i

Mm (n, k) · Sm (n, k) ∀n, k

(4.15)

m=1
i

Sd (n, k) will be transferred back to time domain using an Inverse Short Time

Fourier Transform (ISTFT) [3] to create a mono source mixture. The azimuth

i

θd (n, k)

will be preserved in the time-frequency domain, quantised using [132],

and nally transmitted as side information for decoding.
Alternatively, the information in

i

Sd (n, k)

and

i

θd (n, k)

can be preserved in

a stereo mixture by applying the spatial squeezing approach [70] where no side
information is required. The advantage of this approach is that the stereo signal
can then be further compressed with a standard stereo compatible audio or speech
coder and stored or transmitted in this format. In this approach, a new (squeezed)
azimuth is generated by mapping the original azimuth covering 0° to 360° to a
new azimuth in the rage from 0° to 60°, which is represented by the two stereo
channels. The squeezed azimuth

θS (n, k) =





θS (n, k)

for the

mth

source (when

md = m)

is:

−30, if M = 1


 −30 +

(4.16)

m−1
M −1

 60, otherwise

where the mapping is chosen such that all sources are maximally separated by
azimuth in the stereo soundeld.
The left and right channel of the stereo mixture in the time-frequency domain,

LS (n, k)

and

RS (n, k),

respectively, are given by:

i

LS (n, k) =

i

RS (n, k) =
where

ε

Sd (n, k) · (tan ε + tan θS (n, k))
p
2 tan2 ε + 2θS (n, k)

(4.17)

Sd (n, k) · (tan ε − tan θS (n, k))
p
2 tan2 ε + 2 tan θS (n, k)

(4.18)

is the half angle between the left and right channels. The left and right

time-frequency stereo signals could be transferred back to the time domain using
ISTFT similar to the mono approach.

The mono or stereo downmix is then
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further compressed by AMR-WB+ [130] speech codec that supports both mono
and stereo speech signals.

4.3.4

Speech Separation and Navigation

The technique to separate the speech sources from the mixture is partly described
in (4.14) and (4.15). For a stereo mixture, the same information is recovered by
solving (4.17) and (4.18) for two unknowns, namely,
reversing (4.16) for
and

i

θd (n, k),

i

θd (n, k)

.To separate the

the separation mask

Mm (n, k)

mth

i

Sd (n, k)

and

θS (n, k),

speech source from

i

and

Sd (n, k)

can be generated by applying (4.14)

as:

Mm (n, k) =



 1, i θd (n, k) = θm



Hence, the decoded

mth

(4.19)

0, otherwise

speech source

Sm−dec (n, k)

is

Sm−dec (n, k) = Mm (n, k) ·i Sd (n, k) ∀n, k

(4.20)

Since the sources even when overlapped in the time domain can be separated
from the mono mixture, the joint compression of multiple sources can be achieved.
The advantage of the joint compression rather than separated compression of each
source is that the required transmission bandwidth will not be increased as the
number of the participants increases. The interactive navigation as described in
Figure 4.4 can be achieved by sending the same stream to dierent users, where
sources can be selected and rendered at desired spatial locations. Another feature
of the proposed framework is that there is no limitation in terms of reproduction
techniques since the  dry sources are available at the reproduction site.
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4.4 Extending the PABS Framework
4.4.1

Overview of the Extended Framework

The PABS framework discussed in Section 4.3 is generalised to the scalable compression of audio objects where more than one dominant audio object in the timefrequency domain can be determined. The generalisation is achieved by the proposed Multi-level Psychoacoustic Analysis-By-Synthesis (M-PABS) framework.
Compared to the PABS framework in Section 4.3, the proposed approach allows
for selective decoding and playback of more than 5 individual audio objects using
the same number of downmixing channels whilst maintaining perceptual quality
as judged by the subjective listening test. In comparison to SAOC reviewed in 2.7,
the proposed M-PABS scheme decomposes the audio objects into multi-level audio mixtures ordered by their perceptual importance as judged by psychoacoustic
masking curves derived for each object. Thus instead of uniformly quantizing the
time-frequency domain inter-object parameters, the perceptual-based multi-level
decomposition highlights the perceptual importance among the time-frequency
domain overlapping audio objects and thus is more suitable for bandwidth constrained compression (i.e. the available bitrates can be allocated to more perceptually important parameters in a water lling manner). In addition, decomposing
the audio objects into multiple levels is more suitable for scalable or distributed
transmission and packet loss concealment. For instance, the decomposed mixtures
can be transmitted through dierent independent channels by Multiple Description Coding as well as protected by packet loss concealment techniques such as
Forward Error Correction by introducing dierent amount of redundancy according to the perceptual importance. A new hybrid MDC and FEC framework is
presented in Chapter 6 to protect the speech and audio mixtures generated using
the PABS-based compression scheme discussed in this Chapter.
The proposed framework as shown in Figure 4.6 consists of multi-level AnalysisBy-Synthesis (ABS) encoders.

The audio objects (Source 1 to Source

M)

are

transferred to the time-frequency domain by Short Time Fourier Transform (STFT)
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Figure 4.6: Multi-level PABS Framework
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and then perceptually weighted prior to the multi-level ABS encoders. For instance, at the

1st

order ABS encoder, the

1st

order perceptual dominant time-

frequency audio objects are analysed (see also Figure 4.4 for detailed illustration
of the general ABS encoder) which is represented by the Final Source Index (I1 )
indicating the origin of these
perceptual domain
(i.e.

the

2nd

1st

1st

order perceptual dominant audio objects. The

w1
order residue signals (Sr1 to

order) ABS encoder to obtain the

w1
SrM
)

2nd

are inputs to the next

order perceptually domin-

ant time-frequency audio objects. This multi-level decomposition proceeds until
the majority of the energy of the input objects have been preserved by the

1st

j th

(1

≤ j ≤ M)

j th

order time-frequency domain mono audio mixtures are derived from the input

order ABS encoder. In the Audio Mixture Generator, the

st
audio sources using the1 to

4.4.2

j th

to

order source indexes, respectively.

Multi-level PABS Decomposition

Once the

1st

order time-frequency source index is obtained, as shown in Figure

4.6 and Figure 4.4, the residue signal is fed into the
obtain the

2nd

2nd

order ABS block to

order time-frequency audio objects by applying the same ABS

method. This process proceeds to the

j th (1 ≤ j ≤ M )

order until the majority

of the time-frequencies of the input audio objects have been preserved in the

1st

to

j th

order audio mixtures.

It should be noted that scalable compression

can be achieved by using M-PABS since the importance of the time-frequency
audio objects is indicated by dierent orders of the audio mixture extraction, i.e.
lower order audio mixtures are perceptually prioritised over higher order audio
mixtures, which enables bit rate adaptation based channel bandwidth constraints.
The

j th (1 ≤ j ≤ M − 1)

mth

source is obtained by:

wj
Srm
(n, k) =

wj
order perceptual domain residue signal (Srm ) for the







F

w
Sm
(n, k) − S 0wj
m (n, k) , j = 1



F

wj−1
 Srm
(n, k) − S 0wj
m (n, k) , 2 ≤ j ≤ M

(4.21)
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is the preserved time-frequencies of source m in the

encoding, obtained using the nal encoding mask

F j

I

.

F j

I

j th
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order ABS

is simplied by

Ij

in

Figure 4.6.
After the multi-level ABS time-frequency source extraction stage, the nal
source indices generated by each level of the ABS encoder are sent to the audio
mixture generator where the time-frequency domain audio mixtures are formed.
Since the perceptually important source origin of the

F j

I

audio objects has been specied in

Sj

, the

j th

order time-frequency

j th order time-frequency audio mixture

can be extracted from the input audio objects in the time-frequency domain

by:

S j (n, k) = Sm (n, k) , if F I j (n, k) = m

(4.22)

Thus the audio mixtures and indices indicating the origin of the audio objects
are obtained.

4.4.3

Recovering Audio Objects from the Audio Mixtures

The audio objects can be recovered from the audio mixtures with the aid of audio
indices. For the

mth

audio object,

S 0 m (n, k) =

0
(n, k)
Sm

L
X

is recovered by:

S 0jm (n, k), 1 ≤ L ≤ M

(4.23)

j=1
where

m

L

is the number of audio object mixtures,

extracted from the

j th

order audio mixture

0

Smj (n, k)

S j (n, k)

is the audio object

using the corresponding

audio index:

S 0jm (n, k) =





 S j (n, k) , if I j (n, k) = m





(4.24)

0, otherwise

Noted that compression of the audio objects can be achieved by using fewer mono
audio mixtures with audio object indices than the number of audio objects (i.e.
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L < M ).

4.5 Evaluation: General PABS Framework
Both objective and subjective evaluation results are presented in this section. The
evaluation conditions focus on the application of the proposed framework in practical scenarios. Statistical results regarding the number of simultaneous speakers
for real meeting recordings are rstly presented to validate the most common number of overlapping speech sources. This is followed by objective results analyzing
the sparsity of reverberant speech in the perceptual time-frequency domain. Subjective listening tests are then presented to analyse the perceptual quality of the
individually reproduced speech sources and reproduced sound scenes containing
multiple speech sources.

4.5.1

Statistical Analysis of Simultaneous Speakers in Real
Meeting Recordings

Before the evaluation of the proposed framework, it is necessary to understand
how often simultaneous speakers occur in real meetings. Real meeting recordings
are collected from the AMI Corpus [133], which is a meeting dataset consisting of
four participants. A total of 210 minutes of the meeting recording in this dataset
are analysed using the voice activity detection technique described in Section
4.3.2 to nd the number of simultaneous sources
For instance, for the
VAD,

mn

nth

m (1 ≤ m ≤ 4)

in each frame.

frame, if there are three active frames returned by the

is three. The results are shown in Table 4.1 in terms of the percentage

(p) for each number of simultaneously active speakers. From Table 4.1, 15% of
the frames contain two simultaneously active speakers while only 3.5% of frames
contain three simultaneously active speakers.
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Number of Active Sources

Percentage among all Testing

in each Frame (m)

Meeting Recordings (p)

1

81.3%

2

15.2%

3

3.5%

4

0.0%
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Table 4.1: Statistic Results for Simultaneous Speakers

4.5.2

Objective Evaluation

The same evaluation database as used in Section 4.2.1 is employed in this section
to perform the objective evaluation. The aim of this analysis is to examine the
Perceptual Frame Energy Preservation Ratio (generated by (4.4)) for the simple
orthogonal approach (i.e.

only using (4.2) and (4.3) to obtain the dominant

sources and separate the speech sources) and the proposed perceptual analysis-bysynthesis framework (as described in Section 4.3). The same evaluation method
as used in Section 4.2.1 is employed here.

2 ≤ M ≤ 4 simultaneous speaker cases

are evaluated in this section based on the practical meeting statistics presented
in Section 4.5.1.
Ortho-M (2

The

P F EP R

≤ M ≤ 4)

results are presented in Figure 4.7.

Condition

is the separated speech source generated by applying

the simple orthogonal approach (i.e. using (4.2) and (4.3)). Condition PABS-M
(2

≤ M ≤ 4)

is the separated speech source generated by applying the proposed

PABS framework.

It can be observed from Figure 4.7 that by applying the

proposed framework, the averaged

P F EP Rs

P F EP Rs

are higher and the variances for

are lower for all conditions compared to the Orthogonal Approaches.

It should be noted that the variances of the

P F EP R

for the PABS conditions

are caused by the variances of the orthogonality between each frame.
In addition, to evaluate the proposed framework, the maximum

P F EP R

134

4.5.

EVALUATION: GENERAL PABS FRAMEWORK

(a)

(b)

(c)
Figure 4.7: Perceptual Frame Energy Preservation Ratio between Simple Orthogonal Approach and Proposed Perceptual Frame Energy Preservation Ratio for
all the reverberant Conditions in Section 4.2.

T = 2.0s.

(a)

T = 0.5s

(b)

T = 1.0s

(c)
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(a)

(b)

(c)
Figure 4.8: The Perceptual Frame Energy Preservation Ratio Dierence between
Simple Orthogonal Approach and Proposed Perceptual Frame Energy Preservation Ratio for all the reverberant Conditions in Section 4.2.
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dierence (P F EP Rdif f ) is used to examine the maximum energy dierence in
each frame between the simultaneous sources, which is given by (for the nth
frame,

2 ≤ M ≤ 4):

n
n
n
P F EP Rdif
f = max (P F EP Rm ) − min (P F EP Rm ) , m ∈ [1, M ]
m

The maximum

P F EP R

m

(4.25)

dierences for the same conditions in Figure 4.7 are

presented in Figure 4.8. It can be observed in Figure 4.8 that the

P F EP Rdif f

for the proposed framework is below 5% as aimed in Section 4.3, where for the
simple orthogonal approach, the average of this dierence is as large as 60%.

4.5.3

4.5.3.1

Subjective Mean Opinion Score Test

Subjective Evaluation with Anechoic Recordings

Eight sentences from The Australian National Database of Spoken Language [117]
are chosen for the evaluation. Each test sample contains three overlapping speech
sources in the time domain formed from random selections of these sentences. The
encoded sentences are decoded and separated from the mixture and tested by 20
listeners using the Mean Opinion Score (MOS) methodology [105]. The results
are shown in Figure 4.9 with 95% condence intervals.
Conditions `Ori' and `Ori_AMR' are the original and degraded original signals compressed by AMR-WB+ at 12 kbps for each speech source. Conditions
`AByS_M' and `AByS_S' are the separated signals decoded from mixtures containing three overlap-ping speech sources generated by the proposed ABS method
using mono and stereo approaches, respectively. Conditions `M' and `S' are conditions `AByS_M' and `AByS_S' without using the ABS method. The mixtures
in the last four conditions are further compressed using the highest compression
rate of the AMR-WB+ codec at 36 and 48 kbps for the mono and stereo mode,
respectively. It is observed that the proposed ABS method achieves a MOS of
approximately 3.85 for both mono and stereo modes compared with a MOS of ap-
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(a)

(b)
Figure 4.9: Mean Opinion Score Test Results for Anechoic Speech Sources. (a)
Speech Source 1 to 4 (b) Speech Source 5 to 8
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proximately 3.23 for the non ABS coder, indicating the quality of the overlapping
speech sources is maintained through applying the proposed analysis-by-synthesis
approach. It can also be observed that the mono and stereo mode have similar
MOS scores. For the rest of listening tests, the ABS framework are tested under
dierent reverberant conditions and thus only mono mode is used considering the
consumed time and the total number of speech signals need to be judged for a
proper listening test.

4.5.3.2

Subjective Evaluation among Dierent Reverberant Conditions

In this test, a practical (reverberant) meeting scenario is considered. Both articially created reverberant speeches from The Australian National Database of
Spoken Language [117] is chosen for the evaluation. The test simulates a meeting scene with four participants. According to Table 4.1, three speakers may be
overlapped during the meeting. Therefore, eight sentences from the Australian
National Database of Spoken Language are chosen to randomly overlap with
another three sentences within the database where three out of four speech signals are overlapped in the time domain.

Before overlapping, each test sample

is simulated to imitate general room and concert hall recordings (parameters
for the simulation are given in Section 4.2) resulting in two sessions for room
and concert hall conditions. In addition, the third session consists of practical
meeting recordings from the AMI-Corpus [133], where four speakers are in a meeting (Room size: 3.5m

×

5.0m

×

2.5m, acoustics: typical oce meeting room).

Eight simultaneous talker sections in the AMI Corpus are deliberately selected.
Mean Opinion Score (MOS) methodology [105] is employed for the test with four
conditions, namely, Original, PABS, Ortho and AW+8.

Condition Original is

the unencoded original recording. Condition PABS is the target speech source
encoded with other randomly selected sentences using the proposed PABS framework and separated back from the mixture. Condition Ortho is the target speech
source encoded with other randomly selected sentences using simple orthogonal
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approach and separated back from the mixture. The mixtures in Condition PABS
and Ortho are further compressed using the AMR-WB+ codec [130] at 32 kbps.
Note that the side information can be compressed at approximately 2kbps using
[132]. Condition AW+8 is the separate compression of original recordings using
AMR-WB+ codec [130] at 8 kbps and thus occupying the same (8Ö4 = 32 kbps)
total bitrate compared to Condition PABS and Ortho. It should be noted that
the use of Voice Activity Detection (VAD)/Discontinuous Transmission (DTX)
modes could further reduce the average bit rate required and hence the bit rates
reported here represent the upper limit of total bit rate required. A total of 20
Listeners participated in the test.

Results are shown in Figure 4.10 with 95%

condence intervals.
It can be observed from Figure 4.10 that for all sections, the proposed PABS
framework achieved a higher MOS score (on average around 4.0) than both Condition Ortho and AW+8 with clear statistical signicant dierences.

It should

be noted that some of the original speeches are not rated as high as 4.5, which is
caused by the introduction of reverberation. Nevertheless, the MOS for the proposed PABS framework achieved similar score compared to the original speech
with no statistical signicant dierence.

4.6 Evaluation: Extended M-PABS Framework
Experimental results in this Section indicate that up to eight audio objects can be
reliably compressed using the same downmixing format (i.e.

L = 2)

by applying

the extended M-PABS framework. The bitrates when using two order PABS is
limited to approximately 134 kbps (i.e.

64 kbps for perceptual lossless legacy

encoding of the mono audio mixture and 2-3 kbps for the side information of
each mixture).
Both objective and subjective testing results are presented in this section. A
test database of multi-track audio signals [134] sampled at 44.1 kHz and containing simultaneous audio objects including one or more guitars, violins, drums,
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(a)

(b)
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(c)
Figure 4.10: Mean Opinion Score Test Results.

(a) MOS for Simulated Room

Recordings (b) MOS for Simulated Concert Hall Recordings (c) MOS for Practical
Meeting Recordings

pianos, horns and vocal tracks was created.

4.6.1

Objective Evaluation

Eight multi-track audio signals were created for each case of 4, 6, 8, 10 and 12
simultaneous objects. These were processed by the orthogonal approach in [77, 78]
and the proposed M-PABS approach using a short time Fourier Transform with a
window size of 2048 samples and 50% overlapping to obtain the
mixtures. The Objective evaluation compares the

P F EP Rs

1st

and

2nd

audio

generated from the

0
recovered individual audio objects (Sm ) and the original audio objects (S m ) using
the proposed M-PABS approach (condition `PABS') and the orthogonal approach
(condition `ORTHO') in [77, 78] (two highest energy time-frequencies among all
active sources are selected in [77, 78]).
where the maximum

P F EP R

Results are illustrated in Figure 4.11

dierence among all active sources is presented

(error bars represent 95% condent interval). It can be observed in Figure 4.11
that while the maximum

P F EP R

dierences are similar for the 4 audio objects

case, a signicant increase of the maximum

P F EP R

dierence is observed when
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Figure 4.11: Maximum

P F EP R

Dierences

the number of audio objects increases for the `ORTHO' condition (up to 0.6 on
average for 12 audio objects). The

P F EP Rs dierences for `PABS' are less (below

20%) than those for `ORTHO' in all conditions, especially when the number of
the audio objects increases (the dierence is as high as 40% on average).

4.6.2

Subjective Evaluation

A MUSHRA [61] listening test was also employed. Six audio objects covering all
instruments and vocal tracks are recovered from 4, 8 and 12 simultaneous audio
object mixtures created in the objective evaluation.

Besides condition `PABS'

and `ORTHO', a Hidden Reference and a 3.5 kHz low pass ltered anchor are
included for the MUSHRA Test.

15 listeners participated in this test and the

results are shown from Figure 4.12 (a) to (c) with 95% condence intervals.
It can be observed that the proposed framework shared similar perceptual
quality with the orthogonal approach in [77, 78] for 4 overlapping object conditions, as shown in Figure 4.12 (a).

This is expected since for smaller number

of overlapping objects, the probability for more than two active audio objects
in one time-frequency is less than the cases for more overlapping audio objects.
However, for more complicated cases (i.e.

8 simultaneous audio objects), the

proposed PABS approach signicantly outperformed the orthogonal approach,
which is consistent with the objective evaluation results. This can be conrmed
in Figure 4.12 (b) where the MUSHRA scores for the proposed PABS condition
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(a)

(b)

(c)
Figure 4.12: MUSHRA Test Results for Audio Objects. (a) 4 Simultaneous Audio
Objects, (b) 4 Simultaneous Audio Objects, (c) 12 Simultaneous Audio Objects.
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are around 80 indicating `Good' subjective quality compared to the Hidden Reference. In comparison, the ORTHO condition signicantly degrades when there
are 8 overlapping audio objects (40 in MUSHRA results of Figure 4.12 (b)). For
more complicated cases (i.e. the 12 object audio samples), Figure 4.12 (c) shows
the limitation of the proposed approach where the quality of the decoded sources
degrades for some cases, although the score is still better than condition `Ortho'.

4.7 Summary
A psychoacoustic-based analysis by synthesis framework for the compression of
navigable speech and audio objects is presented. The approach has application
to personalised rendering of speech and audio sources in applications such as
spatialised teleconferencing which takes the individual speech objects separated
from the microphone array recording. The proposed system has been evaluated
through both objective and subjective tests.

Results show excellent decoding

quality for the proposed framework compared to other approaches. In the next
Chapter, the new techniques discussed in the previous two Chapters are combined
and evaluated to form the proposed soundeld navigation system discussed in
Chapter 1.

Chapter 5
Soundeld Navigation
5.1 Introduction
The source separation techniques presented in Chapter 3 and the compression
framework discussed in Chapter 4 are two of the key techniques to facilitate the
soundeld navigation applications targeted in this thesis. In this Chapter, these
techniques are combined to form complete soundeld navigation system.

Two

particular scenarios are considered to design specic navigation systems based on
the new techniques presented in previous two Chapters.
The rst navigation system aims to eciently compress independent soundelds where each soundied is recorded and preserved into a surround audio
format. Navigation between these independent soundelds can be used for practical applications such as teleconferencing, where each site can be regarded as one
independent soundeld, or audio surveillance of a large area, where each site is
one independent soundeld. In Section 5.2, a joint compression framework based
on the compression techniques of Chapter 4 is presented.
The second navigation system aims to achieve free listening point navigation
within a large soundeld through a limited number of correlated observations in
the soundeld. The free listening point navigation with the targeted soundeld
is achieved based on the source separation techniques discussed in Chapter 3 and
then eciently compressed using the compression framework of Chapter 4. The

146

5.2.

INDEPENDENT SOUNDFIELD NAVIGATION

new framework for the correlated soundeld navigation is presented in Section
5.3.

5.2 Independent Soundeld Navigation
5.2.1

Motivation and System Overview

Surround sound compression and reproduction systems have been widely employed for their signicant improvement in the quality of spatial localisation perception over traditional mono or stereo systems. Applications have been widely
proposed in various areas including the entertainment industry (i.e.

cinema,

games, and home theatre), teleconferencing, and audio-visual surveillance systems. These systems traditionally involve transmission of compressed recordings
of participants from each site which are then sent to all other participant sites.
This approach suers from increasing bit rates as the number of remote sites increases and, in the case where multiple participants exist at each site, the separate
playback of each participant can be dicult.
The existing compression approaches reviewed in Section 2.6 and 2.7 mainly
focus on the compression of a single-zone soundeld rather than joint compression
of more than one soundeld (i.e. multi-zone) as required for multi-site teleconferencing and audio surveillance applications. A new framework for the compression and navigation of multiple speech soundelds is proposed, whereby multiple
speech soundelds are encoded into a single multi-zone mixture signal.

These

zones are assumed to be independent of each other and could be remote spatial
recordings of geographically disjoint teleconferencing zones or dierent sub-zones
of a large indoor or outdoor space.

The proposed framework is illustrated in

Figure 5.1, where spatial objects in each zone are rst encoded into single channel mixture signals. The set of mixture signals, from all zones are then jointly
compressed by a multi-zone compression stage, which results in a single channel
mixture signal that encodes the spatial audio objects of all soundeld zones. The
multi-zone mixture signals are transmitted to each remote site, which can then be
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Figure 5.1: Independent Multi-zone Navigation Framework

decoded to enable exible playback of any combination of the spatial audio ob-

3

jects. The proposed approach extends the S AC (reviewed in Section 2.6.5) and
the analysis-by-synthesis framework presented in Chapter 4 allowing the joint

3

compression of up to three single-zone mixtures created by the S AC and the
ABS framework, respectively.

The subjective evaluation results show that the

approach successfully compresses up to 3 speech soundelds (each consisting of
4 individual speakers) at a bit rate of 40 kbps whilst maintaining the perceptual
quality of each decoded soundeld zone.

5.2.2

Single-zone Compression Techniques

In the Single-zone Compression block depicted in Figure 5.1 and detailed in Figure

3

5.2, the single-zone mixture signals are created by the S AC framework directly
from B-format spatial recordings [71] or rendered multi-channel loudspeakers signals [70] achieved by either using a soundeld microphone or a circular micro-
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Figure 5.2: Single-zone Compression Techniques

(a)

(b)

3

Figure 5.3: Comparison between S AC and ABS Compression Techniques

phone array. The single-zone mixtures are generated by the ABS framework that
contains separable speech objects, which can be obtained by processing the spatial recordings via BSS techniques or obtained by using close-talking microphones
for each participant. These single-zone signals are then compressed by the multizone ABS scheme, where each single-zone downmix or mixture can be separated

3

from the multi-zone mixture and then decoded, respectively, by the S AC or
ABS decoder. It should be noted that the choice of the single-zone compression
technique depends on the nature of the applications (i.e. dierent recording and
post-processing congurations available in each single-zone site).
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In the reproduction sites depicted in Figure 5.1, single zone signals can be
extracted from the multi-zone mixture.

Hence the individual listener can nav-

igate to either one of the single-zones.

In addition, if the single zone analysis

by synthesis technique is adopted (this is depending on the available types of
the recordings and is illustrated in Figure 5.1 by Single Zone 1), the individual
listener is able to personalise a single-zone reproduction by selecting the active
sources as well as the location of the sources to desired spots. As shown in Fig-

3

ure 5.3 the S AC and ABS framework adopt similar output formats of mono (or
stereo) downmix/mixture signals along with side information representing the
time-frequency domain source locations. This makes possible to jointly compress

3

the single-zone downmixes created by the S AC and ABS framework.

5.2.3

Multi-zone Compression and Navigation

In this section, two types of single zone compression signals, namely, the com-

3

pressed S AC downmix signals and speech source mixtures are further compressed
jointly into a multi-zone mixture.

The inputs for the multi-zone compression

technique proposed in this section can be any combination of the single zone
compression signals. The proposed multi-zone compression framework allows the
joint compression of dierent types of single zone compression recorded by dierent recording techniques. For instance, for certain single zones, only the soundeld representation is available (i.e. single zone 2 and 3 in Figure 5.1) which can

3

be compressed using the S AC compression techniques as discussed in Section
2.6.5. However, for other zones, the single speech sources can be obtained (i.e.
single zone 1 in Figure 5.1) which can be compressed using the proposed speech
object based approach as presented in Chapter 4. A joint multi-zone compression
framework to compress these single-zone encodings is discussed in this Section.

5.2.3.1

Multi-zone Mixture Generation
3

Input S AC mono downmix signals or speech source mixture signals from zone
1 to zone Z (as shown in Figure 5.1), transformed into the time-frequency do-
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main using the Short-Time Fourier Transform (STFT), are denoted by
where

1≤z≤Z

and

n

and

k

Sz (n, k)

are frame number and frequency index, respect-

ively. A multi-zone mixture in the time-frequency domain can be generated using
the analysis-by-synthesis based method discussed in Chapter 4 where the input

3

signals to the analysis-by-synthesis encoder (see also Figure 4.4) are the S AC
mono downmix signals or speech source mixture signals. Note that the dierence
is that here, both real sources (from ABS-based approach) and virtual sources

3

(from S AC approach) are processed.
side information.

Another dierence is the format of the

In addition to preserving the origin of the time-frequencies

as described in 4.14, the origin of the single-zones also need to be preserved. If

SdZ (n, k) represents the selected time-frequency of the multi-zone ABS mixture, zd
denotes the zone of the corresponding highest energy, the azimuth corresponding
to

SdZ (n, k)

is given by:

θdZ (n, k) = θZd (n, k)
A soundeld mask

MdZ (n, k)

(5.1)

is preserved as an indicator of the origin of each

time-frequency component in the soundeld mixture, which is given by:

MdZ (n, k) = zd

(5.2)

Hence, a soundeld parameter pair is preserved to indicate the original soundeld
zone and the spatial location within this zone of each time-frequency orthogonal
component

SdZ (n, k),

which is dened by:


IdZ (n, k) = θdZ (n, k) , MdZ (n, k)
The ABS optimised

SdZ (n, k)

(5.3)

is transferred back to time domain using an

Inverse Short Time Fourier Transform (ISTFT) as a mono soundeld mixture.
The soundeld parameter of (5.3) is preserved in the time-frequency domain for
decoding.
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Decoding Single-zones from Received Multi-zone Mixtures

In the receiver, the single-zone soundelds are decoded by rst transferring the
received mixture signal to the time-frequency domain signal
the STFT. A single-zone separation mask
received soundeld mask

Mz (n, k)

0

SdZ (n, k)

by using

can be obtained by using the

0

MdZ (n, k).

For a single zone soundeld

z , the soundeld mask Msz (n, k) for this soundeld

is given by:

Mz (n, k) =




0

 1, M dZ (n, k) = z





The

(5.4)

0, otherwise
0

0

z th soundeld downmix signal S z (n, k) and localization information θz (n, k)

is extracted in the time-frequency domain from the received soundeld mixture
signals

0

SdZ (n, k)

by:

0

0

S z (n, k) = Mz (n, k) · SdZ (n, k) ∀n, k

0

0

θz (n, k) = Mz (n, k) · θdZ (n, k) ∀n, k

(5.5)

(5.6)

The recovered single-zone donwmixes or mixtures are fully compatible with

3

the S AC or the ABS decoding techniques (see also Section 2.6.5 and 4.3, respect-

3

ively). The S AC downmixes separated from the multi-zone mixture is decoded
to reproduce the original single zone soundelds. The single zone speech source
mixture can be further used to separate the individual sources within the single
zone soundelds and hence selective playback by the individual user is achieved.

5.2.4

Evaluation

In this section, the proposed approach is evaluated using real meeting recordings
to verify the decoding quality of the proposed system in practical applications.
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Name

Descriptions

Original

The original uncompressed single speech source

S-ABS-Single

The single speech source obtained from Condition S-ABS

M-ABS-Single

The single speech source obtained from Condition M-ABS

Ori-AMR-10

Condition Original compressed by AMR-WB+ codec at 10 kbps

Table 5.1: MOS Test Conditions for Figure 5.7

The AMI-Corpus [133] is used in this evaluation.

Each AMI-Corpus meeting

recording contains four participants. Sections with simultaneous talkers are purposely selected. 5.1 surround audio signals are created for each meeting recording
from the close-talk microphone recordings each representing one talker.

These

3

5.1 surround signals are then compressed using the S AC scheme to generate the
soundeld downmix. For testing the analysis-by-synthesis based method, these
close-talking microphone recordings are the inputs to the single-zone ABS scheme
to generate the single-zone speech mixtures.

The single-zone compressions are

then further compressed using the proposed multi-zone compression framework.
MUSHRA and MOS testing methodologies are employed to examine the quality
of the separated single-zone signals and speech objects within the single-zones,
respectively.

5.2.4.1

Subjective Quality of the Sound Objects Recovered from Multizone Mixture

As evaluated in Chapter 3, the analysis-by-synthesis based framework can achieve
joint compression of simultaneous speech sources. Here, the compressed mixtures
from multiple soundeld zones are jointly compressed in the multi-zone compression stage. The MOS test employed in this Section aims to evaluate the subjective
quality of the single speech object reconstructed from the multi-zone mixture. Six
sentences are selected from the separated speech from Condition S-ABS and M-
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Figure 5.4: MOS Test for Sound Objects Recovered from Multi-zone Mixture

ABS. 15 listeners participated the listening test. Results are presented in Figure
5.4 with 95% condence intervals, while experiment conditions are listed in Table
5.1.
It can be observed in Figure 5.4 that both Conditions S-ABS-Single and MABS-Single outperform the separate compression approach (Condition Ori-AMR10).

Condition S-ABS-Single (i.e.

speech sources separated from the single-

zone ABS mixture) achieved a statistically similar score compared to Condition
Original (the original uncompressed speech).

5.2.4.2

Single-zone Personalised Soundeld Rendering

A MUSHRA [61] test is employed to measure the quality of spatialised versions of
the encoded mixtures of AMI-Corpus Meeting Recordings [133] using a standard
5.1 speaker array for playback. This test aims to test the personalised soundeld
navigation quality when the sources are compressed and rendered using the singlezone ABS scheme. Conditions `Original' is the original speech sources rendered at
frontal soundeld from their original location (±45°and
desired locations (±60°and

±20°, i.e.

±135°)

to the simulated

the possible desired locations of the listener,

see also in Figure 5.5 for illustration), which is the best achievable representation
of the conversation and serves as the Hidden Reference of this MUSHRA test.
Condition Anchor is an unlocalised 3.5 kHz low-pass ltered anchor signal. Con-
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Figure 5.5: Illustration of the Single-zone MUSHRA Test Conditions

Figure 5.6: MUSHRA Test Results for Speech Objects

dition `MP3S' is Condition `Ref ' compressed by the MP3-Surround Codec [135]
at 128 kbps. Condition PABS is the original signal located at

±45°

and

compressed using the proposed framework, separated and rendered at

±20°

for each speech source.

±135°

±60°

and

A total of 15 Listeners participated in the test.

Results are shown in Figure 5.6 with 95% condence intervals.

It is demonstrated in Figure 5.6 that the proposed approach is able to render
the location of each source as demanded by the user and achieves approximately
90 on the MUSHRA scale when compared with the Conditions Original and
MP3S, which is rendered or compressed using the original recordings.
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S3 AC-based Independent Multi-zone Soundeld Navigation

The second set of MUSHRA tests aim to test the independent multi-zone soundeld navigation quality. A database of ve single zone recordings from the AMICorpus [133] (segmented into ten second durations) are used in the evaluation.
This database was used to create 10 dierent multizone soundeld mixtures; 5
containing 2 soundeld zones and the remainder containing 3 soundeld zones.
These single-zone signals are rstly converted to 5.1 audio signals and then com-

3

pressed using the S AC compression framework. Thus, each single-zone results
a downmix signal with side information that is jointly compressed in the multizone compression stage. Nine conditions including hidden reference and anchor
are described in Table 5.2. The previously proposed method in [136] is also implemented to compare the performance with the proposed approach. The MUSHRA
[61] method is used to test the conditions in Table 5.2. For the condition 3-to1-M-AMR and 3-to-1-S-AMR, the AMR-WB+ codec [130] operating at 36 kbps
and 48 kbps, respectively, is used, to further compress the soundeld mixtures.
It has been shown in [132] that the compression of the localisation information
for the mono approach would require at maximum 6 kbps for the transparent
quality. Since a pair of parameters is required in the proposed approach, 12 kbps
would be sucient for transmitting the cue information of the mono approach
(hence, the total bit rate for the mono approach matches the bit rate used for
the stereo approach).
Subjective test results containing 15 participants with 95% condent intervals
are presented in Figure 5.7. It can be observed that the listeners are able to pick
up the hidden reference and the anchor.

Condition 2-to-1-M to 3-to-1-S-AMR

achieve MUSHRA ratings in the excellent range, which indicates the proposed
method can eciently compress up to three single zone speech soundelds into
one mixture using the proposed method.

The high scores for condition 3-to-

1-M-AMR and 3-to-1-S-AMR further prove that the at least three single zone
speech soundelds could be further compressed by the standard speech codec
and transmitted at a low bitrate.
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Name

Descriptions

Original

The original single-zone soundeld used as a hidden reference

2-to-1-M

Single-zone recovered from 2-soundeld mixture using mono approach

2-to-1-S

Single-zone recovered from 2-soundeld mixture using stereo approach

3-to-1-M

Single-zone recovered from 3-soundeld mixture using mono approach

3-to-1-S

Single-zone recovered from 3-soundeld mixture using stereo approach

3-to-1-M-AMR

Condition 3-to-1-M using AMR-WB+ compressed multi-zone mixture

3-to-1-S-AMR

Condition 3-to-1-S using AMR-WB+ compressed multi-zone mixture

2-to-1-P

Single-zone recovered from 2-soundeld mixture using [136]

3.5 kHz Anchor

The anchor (A mono mixture in the Centre Channel)

Table 5.2: MUSHRA Test Conditions for Figure 5.7

3

Figure 5.7: MUSHRA Test for S AC based Independent Multi-zone Soundeld
Navigation
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It can also be observed that the proposed method provides increased quality
compared to the method proposed in [136] (condition 2-to-1-P of Table 5.2). In
[136], two speech soundeld zones are compressed into one mixture, where the
test le used is articially created clean and anechoic speech with only one active
speaker in each single zone at any one time. However, for the tests in this work,
real meeting recordings from the AMI Corpus are used, where each zone can
contain multiple overlapping speakers at the same time. The proposed reason for
the superior performance of the new approach is the exploitation of the sparse
property of speech signals. It is also proposed that the reason why for some of the
les the scores are not perfect (around 90) is that the sparse property of speech
is not strictly met for some of the frames in these cases.

5.2.4.4

ABS and S3 AC-based Independent Multi-zone Soundeld Navigation

While the test is conducted in the previous Section to evaluate the independent

3

multi-zone soundeld navigation system using only S AC downmixes as inputs
(i.e.

selective playback for individual sources are not available), two types of

3

input single-zone signals (i.e. the S AC downmixes and ABS mixtures) are evaluated using the MUSHRA testing methodology.

Five real meeting recordings

are selected from the AMI-Corpus database and jointly compressed with other
randomly selected two single-zones compressions. The spatial locations of four
speakers in each zone are
in Table 5.2.
vals.

±45°and ±135°.

Experimental conditions are listed

The results are shown in Figure 5.8 with 95% condence inter-

Note that rendering the sources from the original location to the frontal

plane (Conditions Original and S-ABS) is desired to simulate how a user would
reproduce each speaker when participating in a remote teleconference.

All the

3

mixtures of Conditions S-ABS to M-S AC are compressed using the AMR-WB+
codec at 32 kbps. Note that the side information can be compressed at 8 kbps
using the approach described in [132] and thus resulting in 40 kbps in total for
the transmission of the multi-zone mixture.
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Name

Descriptions

Original

Original sources rendered from

MP3S

±45°and ±135°

to

±20°and ±60°

Original compressed by MP3-Surround [135] at 128 kbps
The speech sources in a single-zone compressed by the single-zone ABS

S-ABS

approach at

±45°and ±135°

and rendered at

±20°and ±60°

after

separating the speech sources from the single-zone speech mixture

3

3

S-S AC

Original compressed using S AC compression scheme
S-ABS further jointly compressed with other randomly selected

M-ABS

single-zone compressions and separated from the multi-zone mixture
then decoded and rendered in the same manner as Condition S-ABS

3

S-S AC further jointly compressed with other randomly selected

3

M-S AC

single-zone compressions and separated from the multi-zone mixture

3

then decoded in the same manner as Condition S-S AC
3.5 kHz Anchor

Unlocalised 3.5 kHz low-pass ltered anchor of Condition Original

Table 5.3: MUSHRA Test Conditions for Figure 5.7

3

Figure 5.8: MUSHRA Test for S AC and ABS based Independent Multi-zone
Soundeld Navigation

CHAPTER 5.

SOUNDFIELD NAVIGATION

159

As shown, the single zone compression technique (Condition and 1.4) achieves
similar quality compare to the single-zone signals compressed by the MP3-Surrround
codec [12]. The single-zone signals separated from the multi-zone mixtures (Con-

3

dition S-ABS and S-S AC) achieves a slightly degraded yet still acceptable quality
(i.e. all above 80 in MUSHRA test). This degradation of the quality is caused
by missing time-frequency components during the multi-zone compression stage
due to the approximate sparsity of the overlapping speech signals.

5.2.5

Conclusion

A multi-zone compression framework is presented in this Section. The subjective results indicate the proposed framework successfully compressed up to three
single-zones into a mono multi-zone mixture that can be further processed by
the AMR-WB+ codec and transmitted with side information occupying only 40
kbps.

The presented framework ensures satisfactory perceptual quality of the

speech sources as well as the single-zone signals such that rich personalised selective playback is achieved. The proposed approach has application to spatialised
multi-site teleconferencing and remote surveillance of large spaces.

5.3 Correlated Soundeld Navigation
5.3.1

Motivation and System Overview

While independent soundeld navigation system is presented in the previous section, it is more complex if these single-zones are correlated. One problem is that
the more correlated these single-zones are, the less sparsity holds between these
single-zones. Thus, it is hard for the independent soundeld compression scheme
presented in the previous section to compress correlated single-zones. In addition,
for these correlated single-zones, a more desirable feature is to not only achieve
navigation between the recorded single-zones but also ensure free listening point
navigation for other user selected listening points.
source

S1

to

S3

are recorded by microphone array

For example, in Figure 5.9,

M1

and

M2

in the recording
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Figure 5.9: Correlated Soundeld Navigation

site.

It is desirable if these recordings can be eciently compressed such that

the listening points (on demand virtual microphone signals) can be interactively
selected by dierent users based on the same transmitted signal.
The proposed correlated soundeld navigation system starts from employing
multiple soundeld microphones to capture the sound sources and the corresponding spatial information in dierent locations. After the recording stage, the
recorded signal (preserved in B-format which can be obtained from soundeld
microphone recordings or converted from other spatial recording techniques), are
further processed through the proposed Direction of Arrival (DOA) estimation
approach (presented in Section 3.2) to obtain the low-delay spatial information
of each source recorded by each spatial microphone.

After the DOAs are ob-

tained from each microphone recording, the Source Triangulation will proceed to
pinpoint the location of each source based on prior knowledge of the position of
each microphone. It should be noted that while other BSS techniques may also
successfully achieve source separation, source location usually cannot be derived
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Figure 5.10: Problem of Using DOA Instead of Source Location

(i.e. these BSS techniques only uses source DOA to perform source separation)
which is key to ensuring free-listening point navigation. An example is given in
Figure 5.10. It can be observed that while source DOA can be estimated from the
recording microphone, the possible source direction with respect to the desired
listening point can be in any direction within the grey area of Figure 5.10.
Based on the spatial position of the sources and the microphones, the Collaborative Blind Source Separation (CBSS) technique as discussed in Section 3.3 is
performed to jointly separate the sources from the microphone recordings where
each microphone will have one set of separated sources. These separated speech
sources are then further processed by a source ownership estimation stage and
followed by employing the Psychoacoustic-based Analysis-By-Synthesis (PABS)
compression scheme, as discussed in Section 4. The compressed mixture signal
can be further encoded by the AMR-WB+ [6] codec resulting in 36 kbps of total
transmission rate to preserve all information for the recorded soundeld with
navigation features. By receiving the same compressed speech signal with spatial
side information, each user can then personalise a desired reproduced soundeld
by  zooming in to a preferred location and performing selective playback of the
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simultaneous speech sources as shown in Figure 5.9. This is achieved by simulating a virtual microphone recording signal at the desired listening point from the
received speech sources and their spatial location information. The personalised
soundeld signal can be nally reproduced by standard 5.1 surround playback
system while the listening point can be adjusted freely by the user.

5.3.2

Source Ownership Estimation

Recall Section 3.3.3, the proposed CBSS framework ensures the separation of
non-sparse time-frequency components of one target microphone.
microphone will result one version of the separated sources.
the

mth

instant

source separated from the

Sm,l (n, k)

lth

Thus, each

Denoting

Sm,l

as

microphone recording, for time-frequency

, the spatial parameters are required to accompany

Sm,l (n, k)

indicating the spatial information of this time-frequency instant. These spatial
parameters (as shown in Figure 5.12) are obtained from the source triangulation
stage, and can be represented as the combination of the azimuth
the distance

dm,l (n, k)

and

corresponding to microphone l , which is given by:

Pm,l (n, k) = [µm,l (n, k) , dm,l (n, k)]

(5.7)

lth

microphone is known,

Thus, if the spatial location and orientation of the
the spatial location of source

P m,l (n, k).

µm,l (n, k)

m

respect to microphone

l

can be derived from

Since the separated sources from dierent microphone recordings

are duplicated, it is redundant to transmit all of these sources to represent the
original soundeld. Here, the source ownership estimation aims to preserve the
best version of the separated source among all available versions. Suppose
represents the quality of the separated source, microphone
source

Sm

lo

Q (·)

owns one particular

if

lo = arg max (Q (Sm,l ))
l

(5.8)

Here, the selecting criterion is based on the minimum source to microphone dis-
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Figure 5.12: Spatial Parameters

tance. Denoting

dm,l

phone, microphone

lo

is the distance between the
owns owns source

Sm

mth

source and the

lth

micro-

if

lo = arg min (dm,l )
l

(5.9)

Note that if the source is located at the same distance to the microphones,
the owner is assigned to either one of the microphone. Thus, for each source, only
one version is sent to the compression stage with side information indicating the
spatial parameter corresponding to the owner microphone. For source
spatial parameters

Pm

and

Pm

the

corresponding to the owner microphone is:


o
 o
o
o , dm,lo ,
Pm = lm
, Pm,lm
= lm , µm,lm
m
Sm

Sm ,

(5.10)

will be sent to the ABS compression stage along with the microphone

location and orientation.

5.3.3

Analysis-By-Synthesis-Based Compression

The fundamental ABS-based compression technique has been discussed in Chapter
4. As discussed in Section 5.3.2, the separated sources are selected from all avail-
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able versions of the microphone recordings. The selected sources are then fed into
the ABS encoder to create one mono source mixture. The detailed process of generating the mono mixtures is the same as the ABS-based framework discussed
in Chapter 4.

Similar to the fundamental ABS framework, side information is

required in the time-frequency domain to indicate the origin of the preserved
time-frequency sources as well as their spatial information corresponding to the
owner microphone.

If

Sd (n, k)

represents the selected time-frequency of the mono ABS mixture,

the side information

Pd (n, k)

Pd (n, k) =

corresponding to

Sd (n, k)

is given by:





 Pm (n, k) , if Sd (n, k) = Sm (n, k)





(5.11)

0, otherwise

Note that the spatial parameter

Pm

is assumed to be constant for each frame

(approximately 15 to 30 ms depending on the sampling frequency and STFT
frame length). Thus, for frame

n,

Pm (n, k) = P (n), ∀k
The ABS optimised

Sd (n, k)

(5.12)

is transferred back to time domain using an

Inverse Short Time Fourier Transform (ISTFT) as a mono soundeld mixture.
The soundeld parameter of (5.11) is preserved in the time-frequency domain for
decoding. The location of the microphones with their orientation are also sent
for selective listening point navigation.

In the receiver, the speech sources are decoded by rst transferring the received
mixture signal to the time-frequency domain signal
the

0

Sd (n, k) using the STFT. For

mth source, a separation mask Mm (n, k) can be obtained by using the received

spatial parameter

0

Pd (n, k).

The separation mask

Mm (n, k)

for the speech source

Sm

is given by:
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Mm (n, k) =




0

 1, P d (n, k) = Pm (n, k)





0, otherwise

Thus, the reconstructed speech source
0

P m (n, k)

(5.13)

0

S m (n, k)

with the spatial parameter

can be extracted in the time-frequency domain from the received mix-

ture signals

0

Sd (n, k)

and

0

Pd (n, k)

by:

0

0

0

0

S m (n, k) = Mm (n, k) · Sd (n, k) ∀n, k

P m (n, k) = Mm (n, k) · Pd (n, k) ∀n, k

(5.14)

(5.15)

The extracted time-frequency sources and corresponding spatial parameter
will be used to achieve free listening point navigation by generating the virtual
microphone signal in the desired listening point. Details of virtual microphone
signal generation is presented in the next Section.

5.3.4

Virtual Microphone Signal Generation

As discussed in the previous section, the speech sources are separated from the
mixture along with their spatial parameters.

Thus, for one speech source, the

available information in the receiver end is the separated speech source with the
azimuth (µ), distance from the owner microphone to the source (d) and the source
ownership information (l ). As shown in Figure 5.13, if the source is owned by the
microphone located at position
signal at

∀O0

O,

the aim is to generate the virtual microphone

based on the available information at recorded position

O.

In

order to simulate a high quality virtual microphone signal, the following two
requirements need to be ensured:



The power (volume) of the simulated virtual microphone signal should be
generated based on the distance dierence, i.e. (the dierence between
and

d0 ).

d
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Figure 5.13: Selective Listening Point



The spatial location of the sources in respect to the new location, i.e.

µ0 .

The spatial location of the source for the virtual microphone can be obtained by
geometrical calculation. Suppose the owner microphone is located at

O (0, 0)(note

that this information is transmitted from the recording site and assumed to
be known) and the desired position is located at

O0 (x, y),

the position of the

source with respect to the owner microphone can be calculated from

(d · cosµ, d · sinµ).
phone is

µ0 =

and

d

as

The position of the source with respect to the virtual micro-

(d · cosµ − x, d · sinµ − y).

virtual microphone

µ

µ0

Thus, the source azimuth in respect to the

is given by:




d·sinµ−y


arctan( d·cosµ−x
), d · sinµ − y > 0








d·sinµ−y

 arctan( d·cosµ−x
) + 180, d · sinµ − y < 0




0, d · sinµ − y = 0, d · cosµ − x > 0









 180, d · sinµ − y = 0, d · cosµ − x < 0

(5.16)
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Figure 5.14: Recording Conguration for the Evaluation

d0

is given by:

q
d = (d · sinµ − y)2 + (d · cosµ − x)2
0

(5.17)

Hence, by using the inverse-square law of sound propagation [125], the virtual
microphone signal

S0

is given by:

S0 = S ·

d2
d02

(5.18)

Note that for reverberant conditions, the virtual microphone signal generated
based on (5.18) simulates the direction source while reverberant eects may be
generated based on the simulated direct source according to specic room conguration of the recording site, which is out of the scope for this thesis.

Using

S0

and

d0 ,

the spatial recording at position

O0

can be simulated. The

3

spatialised reproduction is achieved in the same method as the ABS and S AC
framework using frequency domain amplitude panning [137, 66].
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Evaluation

In this section, the proposed soundeld navigation system is evaluated.

The

aim of this evaluation is to compare the sound scene simulated based on the
purposed navigation framework with the real recordings. As illustrated in Figure
5.14, the recording setup consists of three soundeld microphones to record three
speech sources.

The recordings of microphone M2 is used as the ground truth

where simulated virtual microphone signals are generated from recordings of M1
and M3 in the same location. The techniques discussed in Chapter 3 and 4 are
formed together and evaluated. The the Australian National Database of Spoken
Language [117] is chosen for the evaluation. 24 Sentences (20 kHz) selected from
the database containing 24 dierent Australian native speakers of dierent ages
and genders are selected as the testing database.

Three recording conditions

are considered in the evaluation, which are an anechoic chamber, and small and
large conference rooms.

The anechoic condition used a Core Sound TetraMic

[23] to record two to three overlapping speech sources.

The two reverberant

conditions using the image method [118] were implemented through RoomSim
[119] to simulate the reverberant recordings of the small (RT60 = 200 ms) and
large (RT60 = 500 ms) conference room. 9 sessions of overlapping speech sources
(3 sessions each includes 2 overlapped sources, other 6 sessions each includes 3
overlapped sources) are employed in the MUSHRA test.
15 people participated the test. Experimental conditions are listed in Table
5.4. The results are shown in Figure 5.15 with 95% condence intervals. Note
that in Chapter 4 the PABS scheme requires 32 kbps to compress the speech
mixture while up to 8 kbps to compress the spatial parameter. Here, the distance
also needs to be compressed causing (up to) another 8 kbps depending on required
accuracy.
As shown, compared to the reference (the ground truth), the proposed framework achieved excellent perceptual quality (all above 80 MUSHRA score) for generating the virtual microphone signals. Conditions from only testing the CBSS
technique (i.e. assuming perfect condition for other parts such as DOA estimation
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Name

Descriptions

REF

The spatial reproduction based on real recording in M2
The spatial reproduction based on simulated virtual microphone signal

CBSS

generated from real recording in M1 and M3 using CBSS method

CBSS_PABS

The speech sources from condition CBSS further compressed using
the PABS scheme at 48 kbps then rendered similar to condition CBSS

DOA_CBSS

Condition CBSS using the low-delay DOA estimates to separated the
speech sources and rendered based on these low-delay version sources

DOA_CBSS_PABS

The speech sources from condition DOA-CBSS further compressed using
the PABS scheme at 48 kbps then rendered similar to condition CBSS

Anchor

The 3.5 kHz low-pass ltered unlocalised anchor

Table 5.4: MUSHRA Test Conditions for Figure 5.15

Figure 5.15: MUSHRA Test Results
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and compression) to evaluating the whole system (condition DOA_CBSS_PABS)
under the low-delay condition achieved similar MUSHRA scores. Note that the
listeners can always pick up the hidden references and the anchors.
In order to understand the source of the minor degradation in Figure 5.15,
the possible type of distortions have been classied into two categories, namely,
the distortion of speech quality and the inaccurate spatial location of the source.
The participants of the listening test have been also asked to point out the source
of degradation while given the MUSHRA score. For one condition, the options
are:



No distortion (None)



Distortion on speech quality (Speech)



Distortion on spatialisation (Spatialisation)



Distortion on both speech quality and spatialisation (Both)

The percentages for each le are given in Table 5.5 to 5.13. It can be observed
that for each le at least 50% of listeners picked no distortion for the testing
conditions (CBSS, CBSS_PABS, DOA_CBSS, DOA_CBSS_PABS). The most
selected option is speech quality which is caused by performing source separation and coincides with the BSS subjective test result (see also Section 3.3). The
spatialisation degradation is the least picked showing good quality of DOA estimation and source triangulation. Note that while participants can hear dierences
between the simulated and the real spatial reproduction, the degradation is not
signicant as conrmed by the MUSHRA test.

5.3.6

Conclusion

A correlated soundeld navigation framework is presented in this section. The
subjective results indicate the proposed framework successfully achieve low-delay
free listening point navigation by employing two soundeld microphone recordings
while only using up to 48 kbps.

The presented framework ensures satisfactory
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Name

CORRELATED SOUNDFIELD NAVIGATION

Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

80%

20%

0%

0%

CBSS_PABS

60%

13%

27%

0%

DOA_CBSS

80%

20%

0%

0%

DOA_CBSS_PABS

73%

27%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.5: Degradation Analysis for File 1

Name

Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

60%

33%

7%

0%

CBSS_PABS

53%

47%

0%

0%

DOA_CBSS

53%

47%

0%

0%

DOA_CBSS_PABS

60%

33%

7%

0%

Anchor

0%

0%

0%

100%

Table 5.6: Degradation Analysis for File 2
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Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

53%

47%

0%

0%

CBSS_PABS

53%

47%

0%

0%

DOA_CBSS

53%

47%

0%

0%

DOA_CBSS_PABS

47%

53%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.7: Degradation Analysis for File 3

Name

Source of Distortion
None Speech Spatialisation Both

REF

93%

7%

0%

0%

CBSS

93%

7%

0%

0%

CBSS_PABS

47%

53%

0%

0%

DOA_CBSS

47%

47%

7%

0%

DOA_CBSS_PABS

93%

7%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.8: Degradation Analysis for File 4
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Name

CORRELATED SOUNDFIELD NAVIGATION

Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

93%

7%

0%

0%

CBSS_PABS

47%

53%

0%

0%

DOA_CBSS

73%

20%

%7

0%

DOA_CBSS_PABS

73%

27%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.9: Degradation Analysis for File 5

Name

Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

100%

0%

0%

0%

CBSS_PABS

100%

0%

0%

0%

DOA_CBSS

80%

20%

0%

0%

DOA_CBSS_PABS

93%

7%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.10: Degradation Analysis for File 6
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Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

80%

20%

0%

0%

CBSS_PABS

100%

0%

0%

0%

DOA_CBSS

67%

33%

0%

0%

DOA_CBSS_PABS

73%

27%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.11: Degradation Analysis for File 7

Name

Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

93%

7%

0%

0%

CBSS_PABS

67%

33%

0%

0%

DOA_CBSS

53%

47%

0%

0%

DOA_CBSS_PABS

60%

40%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.12: Degradation Analysis for File 8
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Name

SUMMARY

Source of Distortion
None Speech Spatialisation Both

REF

100%

0%

0%

0%

CBSS

47%

53%

0%

0%

CBSS_PABS

43%

57%

0%

0%

DOA_CBSS

73%

20%

7%

0%

DOA_CBSS_PABS

43%

57%

0%

0%

Anchor

0%

0%

0%

100%

Table 5.13: Degradation Analysis for File 9

perceptual quality of the speech sources as well as spatialisation eects. The proposed approach has application to spatialised multi-site teleconferencing, remote
surveillance of large spaces and free-viewpoint TV.

5.4 Summary
In this Chapter, the independent and correlated soundeld navigation systems
are presented.

The proposed framework has application to free-viewpoint TV,

spatialised multi-site teleconferencing, and remote surveillance of large spaces.
The subjective quality of the proposed framework, as judged by listening tests,
achieved excellent perceptual quality when compared to the ground truths.

In

the next Chapter, hybrid MDC and FEC packet loss concealment techniques
are proposed to ensure robust transmission of the mixture signals for low-delay
applications.

Chapter 6
Packet Loss Concealment
6.1 Introduction
The soundeld navigation application targeted in this thesis requires real-time or
low-delay processing of the soundeld information. The techniques discussed by
far are able to achieve such requirements assuming perfect delivery of the soundeld information over sites. However, in practice, the transmission channels are
not perfect and packet loss occurs.

Especially for interactive applications, the

delay for the recovery and enhancement technology must be minimised. Thus,
reliable real-time or low-delay applications often employ a packet-loss recovery
mechanism due to inevitable packet loss characteristics of the transmission channel such as the Internet. Among the low-delay packet-loss recovery techniques,
Multiple Description coding (MDC) and Forward Error Correction (FEC) are
widely used for their robustness and eciency. This Chapter presents three new
MDC-FEC models to minimise the overall distortion subject to specic source
coding rates and channel packet loss probabilities. The proposed solution is rstly
analysed theoretically and then applied to real audio and speech signals. When
the proposed new models are employed to transmit real life audio and speech signals, the evaluation results indicated that the proposed new models are able to
achieve higher performance than simple MDC and/or FEC techniques under high
packet loss rates. It would enable adaptive selection of an optimal packet-loss re-
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covery mechanism based on real-time feedback of channel conditions. The results
indicate that this approach leads to an optimal model for joint source-channel
coding based on a combination of MDC and FEC for both memoryless Gaussian
source and speech and audio sources (compressed by MP3 and AMR-WB+ codecs, respectively). These models are employed to transmit the single-zone and
multi-zones between sites. The theoretical investigation to derive these models
are discussed rst followed with these models applied to speech and audio mixture
signals.

6.2 Hybrid MDC and FEC Models
The MDC and FEC techniques have been reviewed in Section 2.8. In this section,
three extended models are proposed and jointly analysed with the previous models
for dierent pairs of packet loss probabilities and source coding rates.

6.2.1

Theoretical RD Bound for the Hybrid Models

The total coding rate for all proposed model is

R0 .

In all cases, the delay imposed

by the FEC is at most two packets so as to minimise overall transmission delay
for real-time applications. In FEC Model 2 (Figure 6.1), to protect the Primary
Encoding (PE) of packet
(SEs) with rates

n
RSEf

n

and

with rate

n
RSEb

is transmitted alongside frame

RPn E ,

, where

n−1

it adopts two Secondary Encodings

SEf

represents the SE of packet

n

that

(a forward error correction scheme) and

SEb represents the SE of packet n that is transmitted alongside packet

n+1

(a

backward error correction scheme). This is indicated by the arrows in Figure 6.1.
For instance, in Figure 6.1, the middle package contains the secondary encoding
for the

n−1th primary encoding (SEfn−1 ), nth primary encoding and the secondary

encoding for then

+ 1th

n+1
primary encoding (SEb
). The weighted distortion is

represented by

D

F EC2

(R0 , β1 , β2 , p) =

m
X
i=1

pFi EC2 (p)  DiF EC2 (R0 , β1 , β2 )

(6.1)
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Figure 6.1: Proposed FEC Model 2 (n = packet number)

Figure 6.2: Proposed Hybrid MDC-FEC Model 1

where

m

(for FEC2,

m=5)

packet receiving scenarios,

RSEb ,

is the number of decoding conditions for the dierent

R0

is the total transmission rate

(R0 = RSEf + RP E +

details regarding calculations are given in the following Section).

In MDC-FEC Model 1 (Figure 6.2), it implements an FEC secondary encoding
with rate

RiSE (i = 1 or i = 2) to protect the PE with rate RiP E (i = 1 or i = 2) in

the following packet. The PE sections can be regarded as the MDC descriptions
with coding rate RPE from the two-description MDC model. Thus, the weighted
distortion for MDC-FEC Model 1 is represented by:

D

MF 1

(R0 , β, p) =

m
X

F1
pM
(p)  DiM F 1 (R0 , β)
i

(6.2)

i=1
where details regarding calculations are given in the following Section.
For MDC-FEC Model 2 (Figure 6.3), it is a combination of FEC Model 2 and
MDC Model using two transmission channels to implement two SEs with rate

RiSEf

and

RiSEb

to protect the primary encoding with rate

RiP E (i = 1 or i = 2)

in the following and previous packets. The weighted distortion is given by (6.3):

DM F 2 (R0 , β1 , β2 , p) =

m
X

F2
(p)  DiM F 2 (R0 , β1 , β2 )
pM
i

(6.3)

i=1
where details regarding calculations are given in the following Section.
In each model, if there is an FEC technique involved, the redundancy ratio
can be determined for a given coding rate

R0

and packet loss probability by
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Figure 6.3: Proposed Hybrid MDC-FEC Model 2

Figure 6.4: Two-state Gilbert Channel Model. `0' indicates packet receiving while
`1' represents packet loss.

(β

∈ [0, 1]):


F EC
Dopt
(βopt , R0 , p) = M in DF EC (β, R0 , p)

(6.4)

In the following section, the optimal model will be selected for a given source
coding rate and packet loss probability pair.

It should be noted that there is

one dierence in terms of the presumption for the MDC side description between
this paper and [100]. In this paper the MDC side description is assumed to be
just on the R-D curves described in (2.112) and (2.113), whereas in [100], the
side distortion is not necessarily bounded by that condition.

That is, the side

distortion can be higher to achieve a lower weighted distortion.

6.2.2

Evaluation

In this section, the optimal model with minimum distortion will be selected for
specic channel packet loss probability and source coding rate.
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Figure 6.5: Optimum Hybrid R-D for Bernoulli Model

6.2.2.1

Optimal Model for Varying Packet Loss Channel

Denoting the optimum weighted distortion under dened pairs of
FEC, FEC-2, MDC-FEC-1, and MDC-FEC-2 models as

MF 1
Dopt
(p, R0 ),

Dopt (p, R0 )

and

MF 2
Dopt
(p, R0 ),

respectively.

p

and

R0

for

F EC2
F EC
(p, R0 ),
(p, R0 ), Dopt
Dopt

The optimal weighted distortion

can be found by

F EC
Dopt (p, R0 ) = M in Dopt
(p, R0 ) , DM DC (p, R0 ) ,
F EC2
MF 1
MF 2
Dopt
(p, R0 ) , Dopt
(p, R0 ) , Dopt
(p, R0 )



(6.5)

The optimal coding model will be selected by (6.5) for specic source coding
rates and channel packet loss probabilities. The Bernoulli and Gilbert channel
model are used in the following analysis since it has been indicated in [138] that
single and two consecutive packet losses are two of the major burst patterns for
internet based transmissions.

6.2.2.2

Channel Model for the Evaluation

The Gilbert Channel Model has been widely adopted to simulate the transmission
characteristics.

As shown is Figure 6.4, it is a two state rst order Markov

chain process, which can be used to describe the dependencies for the packet
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(a)

R0 = 2

bit/sample

(c)

R0 = 8

bit/sample

HYBRID MDC AND FEC MODELS

(b)

(d)

R0 = 4

R0 = 16

bit/sample

bit/sample

Figure 6.6: Optimum Hybrid R-D for Gilbert Model.
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losses. The state 0 indicates packet receiving while 1 represents packet loss. The
probabilities for the transmission from state 0 to 1 and from state 1 to 0 are

p

and

q,

respectively. The initial probability distributions of state 0 and 1 are

S0 = q/(p + q)

and

S1 = p/(p + q).

The relationship between

p

and

q

are constrained by

1 − q = p,

which can

be explained since the probability of packet loss may increase but unlikely to
reduce given that the previous packet is already lost. The Bernoulli Model can
be considered as one of the special case of the Gilbert Channel Model where

1 − q = p.
Detailed derivations of the distortions (i.e. MDC (2.119), FEC (2.116), FEC2 (6.1), MDC-FEC-1 (6.2), MDC-FEC-2 (6.3) for the Gilbert Channel Model
are given in the following. The notations for the probabilities of dierent packet
loss conditions in this section are using the same method indicated in Table 2.5.
Function

D0

suggests the distortion is calculated using (2.114) (MDC central dis-

tortion), whereas function

D1

is indicating the distortion is calculated by (2.112)

(MDC side distortion or FEC distortion).
For (2.119), detailed derivations is given by:

DF EC (R0 , p, β) =
where

q
pq
p − pq
 DP E (R1 ) +
 DSE (R2 ) +
p+q
p+q
p+q

(6.6)

R1 = R0 /(1 + β), R2 = R0  β/(1 + β).

For (2.116), detailed derivations is given by:

D

M DC

where


(R0 , p) =

q
p+q

2

2pq
 D0 (R1 ) +
 D1 (R1 ) +
(p + q)2

R1 = R0 /2.

For (6.1), detailed derivations is given by:



p
p+q

2
(6.7)
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DF EC2 (R0 , β1 , β2 , p)
= pn  D1 (R1 ) + p(n−1)n(n+1)  M in (D1 (R2 ) , D1 (R3 ))
+ p(n−1)n(n+1)  D1 (R2 ) + p(n−1)n(n+1)  D1 (R3 ) + p(n−1)n(n+1)
=

where

pq 2
q
D1 (R1 ) +
 M in (D1 (R2 ) , D1 (R3 ))
p+q
p+q
p (1 − q)2
pq (1 − q)
[D1 (R2 ) + D1 (R3 )] +
+
p+q
p+q

R1 = R0 /(1 + β1 + β2 ), R2 = RSEf = R0  β1 /(1 + β1 + β2 )

(6.8)

and

R3 = RSEb = R0  β2 /(1 + β1 + β2 ).

For (6.2), detailed derivations is given by:

DM F 1 (R0 , β, p)


= p(n1 −1)(n2 −1)  D0 (R1 ) + p(n1 −1)(n2 −1)n2 + p(n1 −1)(n2 −1)n1  D0 (R1 , R2 )


+ p(n2 −1)(n1 −1)n2 + p(n1 −1)(n2 −1)n1  D1 (R1 ) + p(n1 −1)(n2 −1)n1 n2  D0 (R2 )


+ p(n1 −1)(n2 −1)n1 n2 + p(n1 −1)(n2 −1)n1 n2  D1 (R2 ) + p(n1 −1)(n2 −1)n1 n2

2
q
2pq 2
2pq (1 − q)
=
 D0 (R1 ) +
 D1 (R1 )
2  D0 (R1 , R2 ) +
p+q
(p + q)
(p + q)2
p2 q 2
2p2 q (1 − q)
p2 (1 − q)2
+

D
(R
)
+

D
(R
)
+
(6.9)
0
2
1
2
(p + q)2
(p + q)2
(p + q)2
where

R1 = RP E = 0.5  R0 /(1 + β)

and

R2 = RSE = 0.5  R0  β/(1 + β).

For (6.3), detailed derivations is given by:
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DM F 2 (R0 , β1 , β2 , p)


= pn1 n2  D0 (R1 ) + pn1 n2 (n2 −1)(n2 +1) + pn2 n1 (n1 −1)(n1 +1)  D0 (R1 , R3 )


+ pn1 n2 (n2 −1)(n2 +1) + pn2 n1 (n1 −1)(n1 +1)  D0 (R1 , R2 )


+ pn1 n2 (n2 −1)(n2 +1) + pn2 n1 (n1 −1)(n1 +1)  D1 (R1 )

+ pn1 n2 (n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)  M in (D0 (R1 , R2 ) , D0 (R1 , R3 ))
+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)  M in (D0 (R2 , R2 ) , D0 (R2 , R3 ) , D0 (R3 , R3 ))



+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)
M in (D0 (R2 , R3 ) , D0 (R3 , R3 ))


+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)
 M in (D0 (R2 , R2 ) , D0 (R2 , R3 ))
+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)  D0 (R3 , R3 )
+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)  D0 (R2 , R2 )


+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)  D0 (R2 , R3 )


+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)
 M in (D1 (R2 ) , D1 (R3 ))


+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)  D1 (R2 )


+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1) + pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)  D1 (R3 )
+ pn1 n2 (n1 −1)(n1 +1)(n2 −1)(n2 +1)

2
q
2pq 2 (1 − q)
=
[D0 (R1 , R3 ) + D0 (R1 , R2 )]
D0 (R1 )+
p+q
(p + q)2
2pq (1 − q)2
2pq 3
+

D
(R
)
+
 M in (D0 (R1 , R2 ) , D0 (R1 , R3 ))
1
1
(p + q)2
(p + q)2
p2 q 4
+
 M in (D0 (R2 , R2 ) , D0 (R2 , R3 ) , D0 (R3 , R3 ))
(p + q)2
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2p2 q 3 (1 − q)
(p + q)2

 [M in (D0 (R2 , R3 ) , D0 (R3 , R3 )) + M in (D0 (R2 , R2 ) , D0 (R2 , R3 ))]

2
pq (1 − q)
+
 [D0 (R3 , R3 ) + D0 (R2 , R2 ) + 2  D0 (R2 , R3 )]
p+q
2

pq (1 − q)
 M in (D1 (R2 ) , D1 (R3 ))
+2
p+q
"
#2
2p2 q (1 − q)3
p (1 − q)2
+
 [D1 (R2 ) + D1 (R3 )] +
p+q
(p + q)2
(6.10)

where
and

R1 = RP E = 0.5  R0 /(1 + β1 + β2 ), R2 = RSEf = 0.5  R0  β1 /(1 + β1 + β2 )

R3 = RSEb = 0.5  R0  β2 /(1 + β1 + β2 ).

The simulation for Bernoulli Model is performed covering all probabilities
from 0 to 1 with a step value of 0.01 and source coding rate from 0.1 to 20 bits
per sample. Using (6.5), the best model for dierent pairs of parameters in terms
of the channel packet loss probability p and source coding rate

R0

is illustrated

in Figure 6.5. The simulation results for the Gilbert channel model is presented
in Figure 6.6, where discrete bitrates (2 bit/sample, 4 bit/sample, 8 bit/sample
and 16 bit/sample) are used.

It can be observed in Figure 6.5 and 6.6 that for both models the higher the
packet loss probability and source coding rate, the more benet there is from
adopting more complex and robust channel coding models. For instance, if both
of the parameters are with lower values, a simple FEC model can be used. On the
other hand, when both of the parameters are with higher values, complex models
can give higher robustness and protection despite of the increasing redundancy
rate, since it is better to have a good chance to receive a degraded version of the
source signal than a lower chance to receive a less degraded version.
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Figure 6.7: Distortion Improvement compared with single MDC using Bernoulli
Channel Model

6.2.2.3

Improvement Comparison

The improvement of the optimised model is illustrated in Figure 6.7 and 6.8 for
the Bernoulli and Gilbert Models respectively, compared with the simple two
description MDC model using subtraction of the corresponding distortion:

4D = Dopt (p, R0 ) − DM DC (p, R0 )

(6.11)

From Figures 6.7 and 6.8, the maximum improvement in terms of the minimal
squared error (MSE) is approximately 0.37 for both channel models.

Hence, the optimal model can be pre-calculated using (6.5) in the sender
end and the best model can be determined by receiving the feedback of the
transmission channel. Followed this method, the optimization subject to changing
bitrate and packet loss probabilities can be achieved. It should be noted that for
some combinations of a lower

p

and a lower

R0

in Figure 6.6, the optimal model

is the MDC model, which can reach a gain of up to 0.2 in terms of distortion
when compared with the model where no protection technique is adopted.
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(a)

R0 = 2

bit/sample

(c)

R0 = 8

bit/sample
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(b)

(d)

R0 = 4

R0 = 16

bit/sample

bit/sample

Figure 6.8: Distortion Improvement Compared with Single MDC using Gilbert
Channel Model
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Figure 6.9: Hybrid MDC-FEC Framework for Speech Mixture Transmission

6.2.3

Conclusion

In this Section, a hybrid MDC-FEC optimization model has been proposed and
analysed.

The resulting model could be implemented for joint source-channel

coding and automatic optimization for changing transmission channel parameters.
A maximum advantage of approximately 0.37 in terms of the MSE distortion for
the memoryless Gaussian source with unit variance is found for the proposed
model over the simple MDC model. In the following sections this hybrid model
is applied to ensure reliable low-delay soundeld navigation applications.

6.3 Hybrid MDC-FEC for Speech Mixture Transmission
6.3.1

System Overview

This section applies the proposed hybrid MDC-FEC framework in Section 6.2 to
transmit speech mixture compressed by the PABS encoder presented in Section
4.3. The speech mixture is then further compressed using the AMR-WB+ [53]
codec operating at in total 36 kbps where bitrate allocation is according to optimal transmission model selected among the hybrid MDC and FEC models and
according to specic transmission channel rates and packet loss probabilities. At
the reproduction sites, the decoding process will proceed if any combinations of
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the hybrid MDC and FEC descriptions are received. Hence, packet loss will only
result in degradation of the decoding quality without signicant delay, which is
vital for real time teleconferencing and surveillance services.
vidual speech objects can be selectively decoded.

Finally, the indi-

The proposed framework is

illustrated in Figure 6.9. The input speech sources are rstly compressed by the
PABS Encoder to create the speech mixture such that the encoded audio objects
can be selectively recovered at the reproduction site. In the Transmission Model
Selection block, the speech mixture is used to create dierent types of descriptions
among MDC, FEC and the hybrid MDC and FEC models according to current
transmission channel parameters (i.e.

available bitrates and packet loss rates).

The speech objects can be recovered based on the received descriptions without
further delay and retransmission.

6.3.2

Implementation

In this work, balanced descriptions are implemented.
nels are assumed to have identical characteristics.

The transmission chan-

The implementation of the

balanced MDC requires the formation of multiple descriptions where each description has the same amount of information describing the source signal (i.e.
the importance or priority of each description is the same). Here, two descriptions are used and each description is formed by time domain interleaving of the
speech mixture created by the PABS framework discussed in Section 4.3. Specically, the odd and even time domain samples of the speech mixture are extracted
to form two descriptions. Thus, for a speech mixture sampled at 16 kHz, each
description contains half of the samples to form a speech signal sampled at 8
kHz.

This sub-sampling technique was originally proposed in [86] to form two

`self-contained' half-rate channels (descriptions). Here, this idea is extended by
employing the proposed hybrid MDC-FEC model. If these two descriptions are
all received, perfect reconstruction can be ensured. If only one of the descriptions
is received, band-limited reconstruction from the received description will be performed.

The interleaving procedure for the MDC related transmission models
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Model\Rate

36 kbps

SDC (1 Ch.)

36

FEC (1 Ch.)

24/12

MDC

18

MDC-FEC-1

12/6

MDC-FEC-2

8/6
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Table 6.1: Bitrate Allocation Strategies at Dierent Rates for Each Transmission
Model (For the FEC related models, the format is PE/SE for one balanced description. For MDC related models, the rate for the transmission of one balanced
description is listed)

(i.e. the MDC and the Hybrid MDC-FEC Models) generates the balanced MDC
descriptions that are suitable for the transmission via two identical transmission
channels.

A 36 kbps total transmission bitrates is employed to compress the

balanced (interleaved) speech mixture. The compression of the balanced speech
mixture is achieved using the AMR-WB+ Codec [53].

The bitrate allocation

for each transmission model including the Single Description Coding (SDC) (i.e.
transmitting the balanced descriptions via one channel without any protection
scheme employed) is listed in Table 6.1 where the allocated rate for one balanced
description is presented. For instance, if the total rate available for transmission
is

R,

the two balanced descriptions (each encoded using rate

R/2)

are transmit-

ted either via two channels for MDC, MDC-FEC-1 and MDC-FEC-2 models or
via one channel for SDC and FEC models, as shown in Table 6.1.

6.3.3

Simulating Practical Packet Loss Network

Similar to the theoretical investigation in Section 6.2, the Gilbert channel model
is also employed in this Section as the channel model. Practical Gilbert model
parameters have been analysed in [104] and [138] by transmitting VOIP calls
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Pattern

Counts

Selected Parameter

0 < p < 0.01, 0 < q < 0.3

11/56

p = 0.005, q = 0.1

0 < p < 0.01, 0.3 < q < 0.7

11/56

p = 0.005, q = 0.5

0 < p < 0.01, 0.7 < q < 1

11/56

p = 0.005, q = 0.9

0.01 < p < 0.05, 0 < q < 0.5

6/56

p = 0.03, q = 0.25

0.01 < p < 0.05, 0.5 < q < 1

7/56

p = 0.03, q = 0.75

0.05 < p < 1

10/56

p = 0.07, q = 0.5

Table 6.2: Practical Gilbert Model Parameter Patterns and the Gilbert Model
Parameters used in the Simulation

amongst 8 sites (8

× 7 = 56

pairs of

p

and

q)

on an hourly basis. Further, by

classifying the Gilbert Model parameters in [104], six patterns can be obtained
and the simulation parameters in this section are selected among these patterns,
which are shown in Table 6.2.

6.3.4

Evaluation

360 Sentences (20000Hz) selected from the Australian National Database of Spoken
Language [117] containing 36 dierent Australian native speakers of dierent ages
and genders are selected as the testing database.

In addition to the anechoic

speech of the testing database, two reverberant conditions created from the testing database using the image method [118] were implemented through RoomSim
[119] to simulate the reverberant recordings of the small (RT60 = 200 ms) and
large (RT60 = 500 ms) conference room.

Speech sentences are then randomly

selected in groups of three and compressed using the PABS encoder to create the
speech mixture signal. This process is repeated 1000 times resulting in 1000 test
les for each room condition. Each speech mixture is then compressed using the
proposed scheme.

The simulated transmission channel is based on the varying

transmission rates and Gilbert channel parameters. After the decoding process,

CHAPTER 6.

PACKET LOSS CONCEALMENT

each recovered speech object

0
Sm
(n, k)
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is then evaluated using the PESQ [107]

methodology.
The PESQ evaluation results and the PESQ improvements against condition
SDC are presented in Figure 6.10 to 6.12.
Based on the PESQ evaluation results in Figure 6.10 to 6.12, the following
observations can be made:



The anechoic condition shared similar trends to the reverberant conditions
in the PESQ results.



In low packet loss conditions (i.e.

p = 0.005

and

q ≥ 0.5),

no protection or

simple protection strategies provides higher PESQ scores than complex protection strategies. Since packet loss is rare, the bits allocated for protection
are redundant as the primary encodings are received.



For intermediate packet loss rates (i.e.

0.01),


p = 0.03, q = 0.75 or p = 0.005, q =

MDC achieves the highest PESQ scores.

For high level packet loss rates (i.e.

p = 0.03, q = 0.25

or

p ≥ 0.09),

the

hybrid MDC-FEC models provides the highest performance in the sense of
PESQ scores where up to 0.75 improvement in PESQ scores are achieved
compared to SDC condition for hybrid models.

The optimised models for each Gilbert channel parameter pair is given by Table
6.3.

6.3.5

Conclusion

A packet loss protection scheme for interactive speech object rendering is discussed in this Section. An optimised transmission model has been proposed for
the dynamic adjustment of the bit allocation between the source coding and channel coding bit rates. As shown in the evaluation, the proposed hybrid model outperforms the non-protection transmission method in terms of perceptual speech
quality for intermediate and high packet loss transmission channels.

194

6.3.

HYBRID MDC-FEC FOR SPEECH MIXTURE TRANSMISSION

(a)

(b)

Figure 6.10: PESQ (a) and PESQ Dierence (b) for Hybrid MDC-FEC Anechoic
Speech Mixture Transmission
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(a)

(b)

Figure 6.11: PESQ (a) and PESQ Dierence (b) for Hybrid MDC-FEC Reverberant (Small Room) Speech Mixture Transmission
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(a)

(b)

Figure 6.12: PESQ (a) and PESQ Dierence (b) for Hybrid MDC-FEC Reverberant (Large Room) Speech Mixture Transmission
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Gilbert Parameters

Optimised Model

p = 0.005, q = 0.1

SDC

p = 0.005, q = 0.5

SDC

p = 0.005, q = 0.9

MDC

p = 0.03, q = 0.25

MDC

p = 0.03, q = 0.75

MDC-FEC-1

p = 0.07, q = 0.5

MDC-FEC-2
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Table 6.3: Optimised Model for each Gilbert Channel Parameter Pair

6.4 Hybrid MDC-FEC for Audio Mixture Transmission
6.4.1

System Overview

This section applies the proposed hybrid MDC-FEC framework in Section 6.2 to
transmit audio mixtures obtained in Section 4.4. The audio mixtures are then
further compressed using the MP3 [9] codec operating at a bit rate that is chosen
based on the optimal transmission model selected among the hybrid MDC and
FEC models and according to specic transmission channel rates and packet loss
probabilities. At the reproduction sites, the decoding process will proceed if any
combinations of the hybrid MDC and FEC descriptions are received.

Hence,

packet loss will only result in degradation of the decoding quality without signicant delay, which is vital for real time audio services. Finally, the individual
audio objects can be selectively decoded. The proposed framework is illustrated
in Figure 6.13.

The input audio objects are rstly compressed by the Audio

Mixture Generator to create the Primary and Secondary Audio Mixtures such
that the encoded audio objects can be selectively recovered at the reproduction
site. In the Transmission Model Selection block, the primary and secondary au-
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Figure 6.13: Hybrid MDC-FEC Framework for Audio Mixture Transmission

dio mixtures are used to create dierent types of descriptions among MDC, FEC
and the hybrid MDC and FEC models according to current transmission channel parameters (i.e. available bitrates and packet loss rates). The audio objects
can be recovered based on the received audio mixtures without further delay and
retransmission.

6.4.2

Implementation

In this work, balanced descriptions are implemented. The transmission channels
are assumed to have identical characteristics. The implementation of the balanced
MDC requires the formation of multiple descriptions where each description has
the same amount of information describing the source signal (i.e. the importance
or priority of each description is the same).

Here, two descriptions are used

and each description is formed by interleaving the frequency components of the
primary and secondary audio mixtures of Section 4.4. Specically, the frequency
components in the even frequency bins of the primary audio mixture are swapped
with the corresponding frequency components in the secondary audio mixture
(as well as the corresponding encoding masks). The interleaving procedure for
the MDC related transmission models (i.e.

the MDC and the Hybrid MDC-

FEC Models) generates the balanced MDC descriptions that are suitable for
the transmission via two identical transmission channels.

64 to 256 kbps total
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Model\Rate

64 kbps

92 kbps

128 kbps

192 kbps

256 kbps

SDC (1 Ch.)

32

48

64

96

128

FEC (1 Ch.)

24/8

32/16

48/16

72/24

96/32

MDC

32

48

64

96

128

MDC-FEC-1

24/8

32/16

48/16

72/24

96/32

MDC-FEC-2

16/8

32/8

32/16

48/24

80/24

Table 6.4: Bitrate Allocation Strategies at Dierent Rates for Each Transmission
Model (For the FEC related models, the format is PE/SE for one balanced description. For MDC related models, the rate for the transmission of one balanced
description is listed)

transmission bitrates are employed to compress the balanced (interleaved) audio
mixtures. The compression of the balanced audio mixture is achieved using the
MP3 Codec [9].

The bit-rate allocation for each transmission model including

the Single Description Coding (SDC) (i.e. transmitting the balanced descriptions
via one channel without any protection scheme employed) is listed in Table 6.4
where the allocated rate for one balanced description is presented. For instance, if
the total rate available for transmission is
encoded using rate

R, the two balanced descriptions (each

R/2) are transmitted either via two channels for MDC, MDC-

FEC-1 and MDC-FEC-2 models or via one channel for SDC and FEC models, as
shown in Table 6.4.

6.4.3

Evaluation

Similar to the evaluation for speech mixture, the Gilbert channel parameters of
Table 6.2 are used to simulate practical packet loss channels.

The audio ob-

jects are selected from the LOWA audio database [139] (44.1 kHz, 16 bits). The
audio objects are classied into ve groups namely, Brass, Piano, String, Woodwind (Flute) and Woodwind (Reed). The multi-track audio test les consist of
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ve audio objects, each randomly selected from one of the instrument groups.
This process is repeated 1000 times resulting in 1000 test les. Each multi-track
audio le is then compressed using the proposed scheme. The simulated transmission channel is based on the varying transmission rates and Gilbert channel
parameters.

After the decoding process, each recovered audio object

0
Sm
(n, k)

is then evaluated for spectrum distortion by the Kullback-Leibler Spectral Distance (KLSD) measurement [140] against the original non-encoded audio object

Sm (n, k),

which is given by:

PN PK
Dm =
where

n, k

n=1

k=1

0

(n,k)
0
(Sm (n, k) − Sm
(n, k)) log SSm
m (n,k)

N ·K

are frame and frequency index (1

≤ n ≤ N, 1 ≤ k ≤ K ).

(6.12)

The

objective measurement based on spectral distance has been employed extensively
to predict the subjective quality of speech signals [141], while the Log-Spectral
Distance (LSD), which is similar to KLSD, was found to be correlated with the
subjective test results for audio signals in [142].

It should be noted that the

standard objective evaluation method such as PEAQ [109] is not suitable for
the audio distortion considered in this work, since the distortion analysed here
is packet loss distortion rather than coding errors. The optimised transmission
model and the corresponding KLSD are presented in Table 6.5 (Note that the
KLSD for the perfect transmission channel is 0.04).

DD

The KLSD improvement

between the optimal model (shown in Table 6.5) and the SDC transmission

model is illustrated in Figure 6.14, which is calculated by:

4D = DSDC (p, q, R) − DOP T (p, q, R)

(6.13)

It can be observed in Table 6.5 and Figure 6.14 that the optimised model
selected by the proposed scheme achieved signicant improvement in terms of
the KLSD measurement against the SDC transmission for the conditions with
high consecutive packet loss probabilities (i.e. the channel conditions that have

q ≤ 0.5).

Hence, it can be concluded that the proposed framework improves the
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Condition\Rate

64 kbps

92 kbps

128 kbps

192 kbps

256 kbps

p = 0.005, q = 0.1

(0.11, MDC)

(0.09,MDC)

(0.08, MDCFEC1)

(0.07, MDCFEC2)

(0.07, MDCFEC2)

p = 0.005, q = 0.5

(0.09, MDC)

(0.07, MDC)

(0.06, MDC)

(0.05, MDC)

(0.05, MDC)

p = 0.005, q = 0.9

(0.08, MDC)

(0.06, MDC)

(0.06, MDC)

(0.05, MDC)

(0.05, MDC)

p = 0.03, q = 0.25

(0.13, MDC)

(0.12, MDC)

(0.10, MDCFEC1)

(0.09, MDCFEC2)

(0.09, MDCFEC2)

p = 0.03, q = 0.75

(0.09, MDC)

(0.07, MDC)

(0.06, MDC)

(0.06, MDC)

(0.06, MDC)

p = 0.07, q = 0.5

(0.13, MDC)

(0.11, MDC)

(0.10, MDC)

(0.10, MDC)

(0.10, MDC)

Table 6.5: Optimised Model with KLSD for Given Rate and Gilbert Channel
Parameters

Figure 6.14: KLSD Improvement Compared to SDC (p,

q

in 100%)
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received audio quality in consecutive packet loss conditions.

It is interesting to observe that the optimised model selected when compressing the audio signal shares the same trend as the ones selected by the theoretical
analysis (Figure 6.6 (a)) using a Gaussian source in [143] at 2 bits/sample. Since
the audio signals are sampled at 44100 Hz, the transmission of two mono audio
mixtures from 64kbps to 256 kbps will result in transmitting one mono audio
signal from 32 kbps to 128 kbps. Thus, for each sample, it will consume approximately 0.72 bits (32000/44100) to 2.90 bits (128000/44100) for each sample. The
theoretical optimised model for a rate of 2 bits/sample.

The selection of the theoretical model is based on (6.5) by employing the ratedistortion model for a Gaussian source. It can be observed in Figure 6.14 that
the selection of the theoretical optimised model partly depends on the value of
in the Gilbert channel model. When

q

q

is high (i.e. the probability of consecutive

packet loss is low) a simple transmission model is selected as the optimised model
and vice versa.

This coincides with the results obtained in Table 6.5.

q is higher than 0.5 and

p

When

is lower than 0.03, the KLSD improvements of the

optimised model (MDC) against the SDC are limited as shown in Figure 6.14.
However, the hybrid models (MDCFEC1 and MDCFEC2) are selected as the
optimised model when

q

is less than 0.25. The selection of the optimised model

is reasonable, in that if the probability of the consecutive packet loss is low (q is
high), there is no need to use part of the bandwidth to protect the compressed
audio signal instead of utilising the full bandwidth to transmit the compressed
audio signal at a higher rate (i.e. 128 kbps per channel). On the other hand, if
the probability of the consecutive packet loss is high (q is low), the hybrid model
will ensure a larger chance for the reception of at least one copy of the encoded
signal in the decoder end, despite the fact that adding protection will decrease
the actual rate to compress the audio mixtures.
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Conclusion

A packet loss protection scheme for interactive audio object rendering is discussed
in this Section.

The approach compressed up to ve audio objects into two

mixture signals to ensure selective reproduction in at the reproduction site. An
optimised transmission model has been proposed for the dynamic adjustment
of the bit allocation between the source coding and channel coding bit rates.
As shown in the evaluation, the proposed hybrid model outperforms the nonprotection transmission method in terms of preserving the frequency spectrum of
the recovered individual audio objects.

6.5 Summary
A hybrid MDC-FEC based joint source-channel coding scheme is presented in
this Chapter. The proposed scheme is rstly analysed from theoretical point of
view and then applied to speech and audio mixture signals created by PABS and
M-PABS frameworks. By dynamically adjust optimised transmission models, the
quality of the speech and audio objects are maintained as conrmed by evaluations. The robust low-delay soundeld navigation system is ensured for practical
transmission channels.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
A soundled navigation system has been presented in this thesis as an ecient
framework to achieve low-delay selective soundeld playback. The proposed system consists of several new techniques that are specically designed for each
part of the framework including recording, microphone signal processing, speech
and audio object compression, packet-loss concealment, and selective playback
techniques. The following main conclusions from this thesis are drawn:



Recording Architecture to Capture Sucient Information for the Soundeld: A new recording architecture has been developed to capture sucient
information in order to achieve selective soundeld navigation. In contrast
to traditional recording setup where one coincident microphone array is
enough to capture the spatial information of the soundeld, in this thesis, a
pair of coincident microphone arrays are employed. The advantages for this
recording congurations are: (a) the geographical location of the sources can
be determined by triangulation based on DOA estimates of two soundeld
microphones, (b) the source separation quality is enhanced by microphone
collaboration.



Low-delay Direction of Arrival Estimation: A low delay approach to dir-
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ection of arrival estimation of multiple speech sources based on analysis of
energy weighted time-frequency DOA estimates was presented. The evaluation results show improved DOA estimation performance for the proposed
approach in estimating the location of three simultaneous speech recordings,
especially for the speech sources farthest from the microphone.

This low

delay DOA estimation method can be applied within the proposed collaborative blind source separation framework in order to estimate the individual
sources along with their geographical information.



Collaborative Blind Source Separation: A collaborative BSS approach that
exploits sparsity and direction of arrival estimates from two coincident microphone arrays is presented.

The approach has been evaluated via ob-

jective and subjective tests for both anechoic and reverberant conditions.
Compared with other BSS approaches, the proposed approach achieved
signicant improvement in the perceptual quality of the separated sources.
The low-delay direction of arrival estimates can be used within the collaborative BSS technique. Thus, the sources and their geographical locations
are obtained where only 150 ms delay time is introduced.



Psychoacoustic-based Analysis-By-Synthesis Compression: A psychoacousticbased analysis by synthesis framework for the compression of navigable
speech and audio objects is developed.

Based on exploiting sparsity of

speech in the perceptual time-frequency domain, multiple speech sources
separated using the collaborative BSS technique are encoded into one mono
mixture signal, which can be further compressed using a standard speech
codec. Using side information indicating the active speech source for each
time frequency instant enables exible decoding and reproduction.

The

proposed system has been evaluated through both objective and subjective
tests. Results show excellent decoding quality for the proposed framework
compared to other approaches.



Independent Soundeld Navigation: An independent soundeld navigation
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system is developed to eciently compress independent soundelds. Navigation between these independent soundelds can be used for practical
applications such as teleconferencing, where each site can be regarded as
one independent soundeld or surveillance for a large area where each site
is considered as one independent soundeld.

The proposed independent

soundeld navigation framework is based on the psychoacoustic-based analysis by synthesis scheme where each soundeld, preserved into a surround
audio format, is jointly compressed using the PABS scheme into one mixture signal. Each independent soundeld can be extracted from the mixture
signal and played separately by listeners' preferences.



Correlated Soundeld Navigation: A correlated soundeld navigation system is proposed to achieve free listening point navigation within a large
soundeld through limited number of correlated observations of the soundeld.

The free listening point navigation with the targeted soundeld is

achieved based on the low-delay collaborative blind source separation approach and then eciently compressed using the psychoacoustic-based analysis by synthesis framework. The subjective results indicate the proposed
framework successfully achieve low-delay free listening point navigation by
employing two soundeld microphone recordings while only using up to 48
kbps. The presented framework ensures satisfactory perceptual quality of
the speech sources as well as spatialisation eects. The listeners are able to
select any listening point within the soundeld.



Low-delay Joint Source Channel Coding: A hybrid MDC-FEC based joint
source-channel coding scheme is presented. The proposed scheme is rstly
analysed from theoretical point of view and then applied to speech and
audio mixture signals created by PABS and M-PABS frameworks.

The

theoretical evaluation results indicate that the proposed approach leads to
an optimal model for joint source-channel coding based on a combination
of MDC and FEC. These models are applied to protect the speech and
audio mixture signals for practical packet-loss transmission. By dynamic-
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ally optimising transmission models, the quality of the speech and audio
objects are maintained as conrmed by evaluations. The robust low-delay
soundeld navigation system is ensured for practical transmission channels.

7.2 Future Work
While the soundeld navigation framework has been presented in this thesis for
ecient free listening point navigation, possible future work based on this thesis
is:



Extending the proposed low-delay direction of arrival estimation that introduces roughly 150 ms delay to achieve real-time DOA estimation.



Generalising the CBSS scheme from using a pair of co-located microphone
arrays to more than two microphone arrays.



Investigation into the optimised locations for the collaborative microphones
in relation to the source locations.



Investigation into the relationship between the number of the collaborative
microphones and the number of the sources.



Evaluating the correlation between the number of audio objects and the
number of multilevel decomposition orders.



Investigation of the bit-rate allocation strategy among the primary and
secondary descriptions for the hyprid MDC-MDC models.
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