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RESUMEN
El problema de ana´lisis y determinacio´n de los pesos de un conjunto de alter-
nativas atendiendo a su relevancia a partir de informacio´n proveniente de mu´ltiples
fuentes es un aspecto crı´tico en a´reas como la toma de decisiones, la recuperacio´n
de informacio´n, sistemas de recomendacio´n, teorı´a de la eleccio´n social, demo-
cracia electro´nica, reconocimiento de patrones, etc. En este trabajo, se considera
el problema en el contexto de la teorı´a de la decisio´n de grupo. Se trata de obte-
ner un vector de prioridad correspondiente a un conjunto de alternativas a partir
de informacio´n de preferencias proporcionada individualmente por un grupo de
expertos.
Se asume que cada experto expresa sus preferencias acerca de las alternativas
mediante matrices de comparacio´n por pares (PCM), te´cnica ampliamente utiliza-
da en este campo. Por otra parte, en muchas aplicaciones no es posible cuantificar
nume´ricamente la informacio´n de preferencias de manera precisa, atendiendo a
cuestiones intangibles, vaguedad o imprecisio´n en los juicios, falta de informa-
cio´n, etc., Por ello, se consideran PCM con datos intervalares como una forma
flexible de expresio´n de preferencias.
Este trabajo se centra en el problema de ca´lculo de un vector de prioridad de
un conjunto de alternativas, a partir de la informacio´n, posiblemente en conflicto
e imprecisa dada por un grupo de expertos en forma de matrices de comparacio´n
por pares intervalares.
En primer lugar, se desarrollan me´todos de ca´lculo del vector de prioridad a
partir de una matriz de comparacio´n por pares, bajo un enfoque de aproximacio´n
consistente de matrices. Se proponen dos formulaciones alternativas: una apro-
ximacio´n consistente sub-optimal y una aproximacio´n consistente logarı´tmica o
log-consistente. Como me´tricas de distancia especı´ficas, se utilizan las normas
vectoriales lp y algunas normas matriciales usuales. Se proporcionan algoritmos
de resolucio´n, mediante el uso de formulaciones de programacio´n por metas (goal
programming).
Los me´todos presentados son evaluados mediante un ana´lisis comparativo ba-
sado en la generacio´n de clases de PCM aleatorias, con ı´ndices de inconsistencia
en rangos de valores prefijados. El estudio consiste en el ana´lisis del comporta-
miento de los me´todos al ser aplicados a matrices de entrada con distintos niveles
de inconsistencia, atendiendo a diferentes medidas de error que comparan la PCM
Resumen
de entrada con la matriz de ratios generada a partir del vector de prioridad obteni-
do como salida de los me´todos.
En segundo lugar se estudia el problema de grupo con datos intervalares. En
este escenario nos enfrentamos con diferentes problemas: el problema de incon-
sistencia de las PCM, el problema de agregacio´n de las preferencias de varios ex-
pertos y el problema de manejo de la imprecisio´n. Para abordar simulta´neamente
estos problemas, se presenta un marco teo´rico general para el ca´lculo y ana´lisis
de vectores de prioridad para un conjunto de matrices intervalares. Se propone un
enfoque de optimizacio´n vectorial en un espacio me´trico de matrices. Se consi-
deran diferentes te´cnicas de escalarizacio´n para articular diferentes estrategias de
agregacio´n de informacio´n. Se proponen me´todos y algoritmos de resolucio´n de
los problemas de optimizacio´n planteados, a partir de formulaciones que utilizan
goal programming intervalar, para las me´tricas de distancia definidas por normas
vectoriales y normas matriciales usuales.
Finalmente, se profundiza en el estudio de casos especı´ficos, proporcionan-
do modelos y algoritmos para algunos tipos de matrices y de datos. Se aborda
el problema de informacio´n incompleta y datos no homoge´neos (datos con dife-
rentes grados de precisio´n o diferente grado de consistencia), que son situaciones
comunes y de intere´s en este campo.
El desarrollo de este trabajo, ha contado con el apoyo de los proyectos de
investigacio´n MTM2007-67232, Ministerio de Educacio´n y Ciencia y MTM2010-
18057, Ministerio de Ciencia y Tecnologı´a de Espan˜a.
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ABSTRACT
The problem of importance weights analysis and determination from multi-
ple source information is a critical issue in many fields such as decision-making,
information retrieval, recommender systems, social choice theory, e-democracy,
patterns classification, etc. We consider the problem in the context of group deci-
sion theory, where a set of alternatives have to be ranked by retrieving a weight
vector from the preference information provided individually by a group of ex-
perts.
We assume each expert expresses his preference on the alternatives into the
form of pairwise comparison matrix (PCM), which is a well-established techni-
que in this field. On the other hand, in many applications, due to the estimation
inaccuracies, lack of knowledge, imprecise assessments, etc., the information can
not be assessed precisely in a quantitative form, so we consider interval data as
a flexible way for expressing preferences. This work focuses on the problem of
computing the overall preference weights (priority vector) of a set of alternatives
from the possibly conflicting imprecise information given by a group of experts
into the form of interval pairwise comparison matrices.
For this, first, methods for deriving a priority vector from a PCM, under an ap-
proach based on consistent matrix approximation, are developed. Two alternative
formulations are proposed: a sub-optimal consistent approach and a logarithmic
consistent (or log-consistent) approach. As specific distance metrics are used the
standard vector norms lp and some matrix norms induced by vector norms. Al-
gorithms for solving the problem are formulated using goal programming techni-
ques.
The presented methods presented are further evaluated through a comparative
analysis based on the generation of large sets of random pairwise comparison ma-
trices, which are grouped according to an inconsistency index. The study consists
in analyzing the behaviour of the methods when they are applied to input matrices
with different levels of inconsistency. This study is performed by calculating error
measures of the differences between the input PCM and the predicted ratio matrix
given by the derived priority vector.
Second, the group problem with interval data is addressed. In this scenario, we
face with different problems: the problem of PCM inconsistency, the problem of
aggregating the preferences from multiple experts and the problem of imprecision
Abstract
management. We present a general theoretical framework for deriving priority
vectors from a set of interval matrices. It uses a vector optimization approach
in a metric space of matrices. Different scalarization techniques are considered
to articulate different group strategies of information aggregation. Some methods
and algorithms for solving the optimization problems are developed using interval
goal programming under specific vector distance metrics and matrix norms.
Finally, we deep inside the study of specific cases, providing models and algo-
rithms for some type of matrices and data. We address the problem of incomplete
information and non-homogeneous data (data with different precision degree or
different consistency degree) which are common situations of interest in this field.
This research has been partially developed in the framework of the research
projects MTM2007-67232, Ministerio of Educacio´n y Ciencia and MTM2010-
18057, Ministerio of Ciencia y Tecnologı´a of Spain.
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1. INTRODUCCIO´N
El ca´lculo de pesos de un conjunto de alternativas atendiendo a su importancia
o relevancia respecto de uno o varios criterios, es un problema crı´tico en muchos
campos como el de buscadores de pa´ginas web, clasificacio´n de patrones, teorı´a
de la decisio´n, personalizacio´n de servicios, etc. La complejidad de los proble-
mas reales en los que surge el problema hace, que frecuentemente se considere
informacio´n proveniente de distintas fuentes o de un grupo de expertos, decisores
o agentes. En este trabajo se aborda el problema en el contexto de la teorı´a de la
decisio´n de grupo. En [TA98] se establecen algunas ventajas del trabajo en grupo
respecto al trabajo individual, entre las que se destacan las mayores posibilida-
des de generacio´n de conocimiento y la tendencia al equilibrio de las decisiones
asumidas colectivamente.
El ana´lisis de las decisiones de grupo se aplica en un amplio espectro de
campos como la teorı´a de la eleccio´n social, la personalizacio´n de servicios, e-
democracy, la economı´a, la gestio´n de recursos naturales, etc. Su objetivo es faci-
litar y automatizar el proceso de toma de decisiones de un grupo proporcionando,
por un lado, modelos que permitan estructurar la informacio´n y el ana´lisis de la
decisio´n y por otro, disen˜ar procedimientos para extraer una decisio´n representa-
tiva del grupo. Los investigadores en el a´rea se enfrentan hoy en dı´a con grandes
retos ([RT08]), como el tratamiento de gran cantidad de informacio´n proveniente
de distintas fuentes y/o individuos, el tratamiento de datos de diferente natura-
leza: cualitativos, cuantitativos, imprecisos, incompletos, etc. y la necesidad de
aplicacio´n de nuevas tecnologı´as.
Este trabajo se centra en el problema de ca´lculo y ana´lisis de vectores de prio-
ridades o pesos de un conjunto de alternativas, objetos, criterios (en adelante nos
referiremos a ellos como alternativas), a partir de la informacio´n de preferencias,
posiblemente en conflicto, formulada individualmente por expertos, decisores o
agentes (en adelante nos referiremos a ellos como expertos) de un grupo.
Como modelo formal para representar la informacio´n de preferencias de parti-
da, adoptaremos el de las relaciones de preferencia multiplicativas, que se expre-
san mediante matrices de comparacio´n por pares ([Saa80]). El uso de este modelo
matricial es uno de los ma´s extendidos, por su simplicidad y por ser la base del
me´todo de decisio´n Analytic Hierarchy Process (AHP), desarrollado por T. Saaty
([Saa80]), ampliamente utilizado en multitud de a´reas. Ası´ el problema que se
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considera es, dado un conjunto finito de alternativas y un grupo de expertos que
formulan sus preferencias sobre las alternativas en te´rminos de matrices de com-
paracio´n por pares, proporcionar me´todos que generen el vector de prioridades
que mejor refleje las preferencias del grupo.
Por otra parte, uno de los puntos crı´ticos a resolver en problemas reales es el
de la cuantificacio´n de la informacio´n de preferencias. En muchas aplicaciones,
debido la falta de informacio´n o informacio´n parcial, a preferencias cualitativas,
formuladas mediante etiquetas lingu¨ı´sticas, difı´cilmente cuantificables o expresa-
bles mediante valores puntuales nume´ricos, etc. nos enfrentamos a que la infor-
macio´n de preferencias dada por los expertos puede ser vaga o imprecisa. Parece
natural intentar representar este tipo de informacio´n y adaptar los procedimientos
para que trabajen con datos imprecisos. Por ello, en este trabajo se considerara´n
matrices de comparacio´n por pares intervalares, como modelo para representar
preferencias imprecisas ([SV87]). En [BJ00], se plantean varias razones que justi-
fican el uso de datos intervalares. Adema´s, en los problemas de decisio´n de grupo
a considerar, la utilizacio´n de valores intervalares proporciona una mayor flexi-
bilidad, lo que tiene una interpretacio´n asociada a la tolerancia, como aporte a la
bu´squeda de una solucio´n compromiso del grupo.
Ası´ el problema central del trabajo es el ca´lculo y ana´lisis de vectores de prio-
ridad de grupo que reflejen lo mejor posible, en un sentido preciso, la informacio´n
de preferencias expresada en un conjunto de matrices de comparacio´n por pares
intervalares. En este contexto nos enfrentamos a varios problemas:
Problema de la inconsistencia: En aplicaciones reales, atendiendo a la com-
plejidad del problema, juicios intangibles y falta de informacio´n, las ma-
trices de comparacio´n por pares carecen, en general, de las propiedades
normativas de reciprocidad y consistencia. El problema que se plantea es
co´mo derivar pesos de prioridad a partir de matrices que carecen de estas
propiedades.
Problema de grupo: En general, para representar mejor la naturaleza com-
pleja del problema, se supone que la informacio´n es no homoge´nea, provie-
ne de diferentes fuentes, expertos con diferentes perspectivas e intereses. En
este contexto, surgen situaciones de conflicto, informacio´n incompatible y
en general no existe una solucio´n o´ptima de consenso. El reto que se plantea
es generar un vector de prioridades que sea el que mejor represente (en un
sentido preciso) las mu´ltiples preferencias del grupo.
Tratamiento de la imprecisio´n. Atendiendo a la subjetividad en los juicios, la
falta de informacio´n, el uso de escalas de cuantificacio´n discretas, se plantea
la necesidad de manejar datos imprecisos, en este caso en forma de datos
intervalares.
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1. INTRODUCCIO´N
En primer lugar, se aborda el estudio del problema, bajo el supuesto de decisio-
nes en las que participa so´lo un experto, trabajando con matrices cuyos elementos
son datos nume´ricos puntuales. El problema se formula en un marco teo´rico de
aproximacio´n matricial que conduce a un problema de optimizacio´n. Se conside-
ran dos te´cnicas, una basada en la transformacio´n logarı´tmica de los datos y otra
basada en la consideracio´n de un problema sub-optimal asociado al problema ori-
ginal. Se proporcionan me´todos que resuelven el problema de ca´lculo del vector
de prioridad, considerando tanto su formulacio´n matricial, como una formulacio´n
basada en programacio´n matema´tica que hace posible su implementacio´n compu-
tacional para los tipos ma´s usuales de normas matriciales.
En este mismo escenario, se presenta un exhaustivo estudio comparativo de los
principales me´todos de obtencio´n de un vector de prioridad a partir de una matriz
de comparacio´n por pares. Para efectos del ana´lisis comparativo, se define un
conjunto de me´tricas relevantes, ampliando y complementando las establecidas en
la literatura. El disen˜o del experimento se apoya en un procedimiento que controla
la consistencia de una amplia coleccio´n de matrices generadas aleatoriamente para
varias dimensiones.
Una vez analizado el problema para el caso de un experto, con datos puntua-
les, se aborda el problema de grupo (se asume la existencia de ma´s de un experto)
con datos intervalares. Las dificultades asociadas a este tipo de problemas son
la inconsistencia, la posible incompatibilidad entre las preferencias de distintos
expertos del grupo y el problema del manejo de la imprecisio´n. El problema se
formula en un marco general, como problema de optimizacio´n vectorial en un es-
pacio normado de matrices. Para abordar el problema de optimizacio´n vectorial
se consideran distintas te´cnicas de escalarizacio´n que articulan las estrategias de
agregacio´n de la informacio´n. El marco que se propone integra y extiende va-
rias lı´neas actuales de investigacio´n del problema. Adema´s, relaja condiciones y
restricciones al problema que se asumen en los me´todos proporcionados en la li-
teratura. Los problemas de optimizacio´n con datos intervalares que resultan para
las normas matriciales ma´s usuales, se resuelven mediante el uso de te´cnicas de
programacio´n por metas (Goal Programming, GP).
Por u´ltimo, se estudian casos particulares de especial relevancia en el contexto
de los problemas de decisio´n de grupo. En primer lugar, se aborda el problema del
ca´lculo del vector de prioridad a partir de informacio´n incompleta. Se plantean las
condiciones para la existencia de la solucio´n y se proporciona un me´todo para su
obtencio´n.
Por otra parte, se estudia el caso de ca´lculo del vector de prioridad atendiendo
a la consistencia de los expertos y se presenta un me´todo basado en el ca´lculo del
”grado de consistencia” de cada experto.
Finalmente, se aborda el problema de ca´lculo de un vector de prioridad, aten-
diendo a la precisio´n de los datos de las matrices de comparacio´n por pares inter-
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valares. En este caso, se define el concepto de grado de imprecisio´n de un dato
intervalar y se proporciona un me´todo de ca´lculo que considera el grado de im-
precisio´n de los datos.
La memoria del trabajo se ha estructurado de la siguiente forma. En el Capı´tu-
lo 2 se introducen los principales conceptos y resultados teo´ricos relativos a las
matrices de comparacio´n por pares. Se presentan tambie´n los me´todos de ca´lcu-
lo de vectores de prioridad a partir de una matriz de comparacio´n por pares. El
Capı´tulo 3 contiene un estudio comparativo de los principales me´todos de ca´lcu-
lo de un vector de prioridad a partir de una matriz de comparacio´n por pares. El
problema de grupo con datos intervalares se aborda en el Capı´tulo 4, presentan-
do el marco teo´rico, los me´todos propuestos y los algoritmos de resolucio´n del
problema. En el Capı´tulo 5 se estudian casos especiales de especial intere´s. Por
u´ltimo, se incluyen las principales conclusiones derivadas del trabajo y posibles
lı´neas futuras de investigacio´n.
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2. ME´TODOS DE CA´LCULO DE VECTORES DE PRIORIDAD
A PARTIR DE UNA MATRIZ DE COMPARACIO´N POR PARES
2.1. Introduccio´n
Sea un conjunto de alternativas {x1, . . . , xn} que tienen que ser ordenadas aten-
diendo a su importancia respecto de un criterio comu´n. Se considera el caso en que
el ca´lculo de los pesos de cada alternativa se debe realizar a partir de la informa-
cio´n de preferencias proporcionada por un experto. Un paso crı´tico en el problema
de ca´lculo de pesos de un conjunto de alternativas atendiendo a su relevancia, en
el contexto de la Teorı´a de la Decisio´n, es co´mo cuantificar la importancia de pre-
ferencias de un experto. En problemas reales, cuando el conjunto de alternativas a
valorar es moderadamente grande y debido a subjetividad en los juicios, cuestio-
nes intangibles, etc., es difı´cil cuantificar los juicios de preferencias considerando
todas las alternativas simulta´neamente. El me´todo de comparaciones por pares
proporciona una herramienta u´til al permitir trabajar con pares de alternativas y
datos relativos. Por esta razo´n, y como se menciona en [JLYY08] el uso de me´to-
dos basados en matrices de comparacio´n por pares se ha hecho muy popular en
psicologı´a estadı´stica, en teorı´a de la eleccio´n social ([Thu27b], [KS40], [Dav88],
[Saa77], [Arr51]), en la resolucio´n de problemas de clasificacio´n en el a´rea del
aprendizaje automa´tico ([FISS03], [HT98], [HGO00], [Tri00]), etc.
El concepto de comparacio´n por pares fue introducido en la de´cada de 1780,
primero por J.C. Borda y luego por M. Condorcet, en respectivos artı´culos de apli-
cacio´n de te´cnicas matema´ticas a procesos de eleccio´n social, como una relacio´n
entre dos elementos de un ranking construido a partir de preferencias individuales
[Boz06]. El mismo autor menciona, entre los antecedentes relativos a las compa-
raciones por pares, su utilizacio´n en psicologı´a experimental a mediados del siglo
XIX y en la de´cada de 1920. El modelo conocido como ”Ley del Juicio Compa-
rativo” desarrollado por L.L.Thurstone en 1927 ([Thu27a]) tuvo la importancia
de generalizar algunos modelos de la psicofı´sica, a casos en que la escala en la
que se miden los atributos es construida sin una correspondencia a un atributo
extensivo. Adema´s, abrio´ la puerta a la cuantificacio´n de atributos sociales y la ar-
gumentacio´n estadı´stica de estudios empı´ricos, en el campo de la psicologı´a social
([HLLPM06]).
2. MATRICES DE COMPARACIO´N POR PARES
En este capı´tulo se incluyen los fundamentos teo´ricos las matrices de compa-
racio´n por pares (PCM, por sus iniciales en ingle´s, pairwise comparison matrix),
que sera´n el modelo de representacio´n de preferencias adoptado en este trabajo.
A continuacio´n, se abordara´ el estudio de los me´todos de ca´lculo de un vector
de pesos a partir de la informacio´n de preferencias contenida en una PCM. Estos
me´todos se pueden clasificar en dos grandes grupos: me´todos basados en propie-
dades espectrales de la matriz y me´todos basados en distancias.
En este trabajo se formula el problema en un marco teo´rico de aproximacio´n
matricial que incluye los principales me´todos basados en distancias dados en la
literatura. Para abordar la resolucio´n del problema general, se definen dos me-
todologı´as: una basada en la transformacio´n logarı´tmica de los datos y otra en
la consideracio´n de un problema sub-optimal asociado al problema original. Co-
mo u´ltimo paso, se proponen algoritmos efectivos de resolucio´n de los problemas
resultantes, para las me´tricas ma´s usuales.
2.2. Matrices de comparacio´n por pares
El me´todo de la comparacio´n por pares es una herramienta ampliamente uti-
lizada en economı´a, psicometrı´a, teorı´a de la decisio´n, etc., que proporciona una
forma pra´ctica de representar informacio´n de preferencias relativa a n alternativas
a partir de la expresio´n de juicios de preferencias entre pares de ellas [GLD93].
Se considera un conjunto X = {x1, . . . , xn} de n alternativas (con n ≥ 2) y un
experto que desea determinar la importancia relativa de estas alternativas respecto
de un criterio comu´n.
Definicio´n 1 Una relacio´n de preferencias sobre un conjunto de alternativas X
esta´ definido por una funcio´n µ : X × X −→ D, donde D es el dominio de repre-
sentacio´n de los grados de preferencia.
Se consideran relaciones de preferencia multiplicativas, en las que el grado de
preferencia representa la razo´n de la intensidad de preferencia dada por el experto,
entre las alternativas evaluadas. En la literatura se consideran diferentes tipos de
relaciones de preferencias. En este trabajo, se asume que la relacio´n de preferencia
es cuantificada usando la escala de Saaty ([Saa80]), escala ampliamente utilizada
en modelacio´n de preferencias en el contexto de la Teorı´a de la Decisio´n y que
es la base del me´todo de decisio´n multicriterio AHP (Analytic Hierarchy Process)
([Saa80]). Esta escala esta´ definida en el intervalo [1/9, 9]. µ(xi, x j) = 1 indica que
el experto asigna la misma importancia a las alternativas xi y x j. Cuando µ(xi, x j)
toma el mayor valor posible dentro del intervalo, se expresa que el experto prefiere
absolutamente la alternativa xi a la alternativa x j.
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Una relacio´n de preferencias multiplicativa se representa por una matriz positi-
va n×n, M = (mi j), donde mi j = µ(xi, x j) se interpreta como la razo´n de intensidad
de preferencias de la alternativa xi respecto a la alternativa x j, i.e. se entiende co-
mo que xi es mi j veces ”tan buena” como x j. En este sentido, mi j > 1 indica que la
alternativa xi es preferida a la alternativa x j. Del mismo modo, mi j = 1 representa
la indiferencia entre las alternativas xi y x j. Si mi j < 1 entonces la alternativa x j es
preferida a la alternativa xi.
Atendiendo a como se generan las matrices que representan relaciones de pre-
ferencias multiplicativas, varias son las propiedades que se esperan en dichas ma-
trices.
Sea Rn×n+ la clase de matrices n × n que contienen elementos positivos.
Definicio´n 2 Una matriz M ∈ Rn×n+ (o una matriz cuadrada positiva M de orden
n) se denomina recı´proca si mi jm ji = 1, ∀i, j ∈ {1, 2, . . . , n}.
Si la matriz es recı´proca, se representa de la siguiente forma:
M =

1 m12 m13 . . . m1n
1
m12
1 m23 · · · m2n
1
m13
1
m23
1 · · · m3n
...
...
...
. . .
...
1
m1n
1
m2n
1
m3n
· · · 1

∈ Rn×n+ (2.1)
Se hace notar que si la matriz M es recı´proca, se establece que a la compara-
cio´n de una opcio´n consigo misma se le asigna el valor 1. En una matriz recı´proca,
si la preferencia del i-e´simo elemento sobre el j-e´simo elemento esta´ dada por el
valor mi j, entonces la preferencia del j-e´simo elemento sobre el i-e´simo elemento
sera´ 1mi j . Considerando las propiedades de una matriz de comparacio´n por pares
(en adelante PCM, por sus iniciales en ingle´s) recı´proca, la evaluacio´n de n opcio-
nes, puede ser escrita a partir de n(n−1)2 comparaciones.
El concepto de matrices de comparacio´n por pares recı´procas fue introducido
(Teorı´a de la Decisio´n Multicriterio) por Saaty ([Saa77]). En dicho marco, Saaty
asume que las matrices de comparacio´n por pares son, por defecto, recı´procas. A
lo largo de este trabajo, no se asume esta propiedad por defecto en las matrices de
comparacio´n por pares.
Definicio´n 3 Una matriz M = (mi j)i, j=1,2,...,n ∈ Rn×n+ cuyos elementos satisfacen:
mi jm jk = mik (2.2)
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para todo i, j, k ∈ {1, . . . , n}, se denomina matriz de comparacio´n por pares
consistente. En otro caso, si no cumple la propiedad (2.2) para algu´n i, j, k ∈
{1, . . . , n}, se dira´ que la matriz es inconsistente.
Las matrices consistentes tambie´n son denominadas por algunos autores matrices
transitivas ([FGR04]).
Cabe destacar que si una matriz de comparacio´n por pares cumple la propiedad
de consistencia, entonces necesariamente es recı´proca.
Las preferencias en la matriz de comparacio´n por pares representan estimacio-
nes de los cocientes de los pesos de las alternativas consideradas. Ene ste sentido,
mi j es una estimacio´n de wi/w j, donde wi y w j son los pesos de la alternativa i y
j, respectivamente. En el caso ideal, dichas matrices sera´n consistentes, es decir,
mi j = wi/w j con i, j = 1, . . . , n.
Sin embargo, en problemas reales, atendiendo a la complejidad del problema
y a la subjetividad inherente a los juicios humanos, las matrices de comparacio´n
por pares pueden carecer de la propiedad de consistencia.
Los me´todos que utilizan PCM involucran la expresio´n de juicios de prefe-
rencias en te´rminos de nu´meros. Por lo tanto, una cuestio´n de gran intere´s es la
determinacio´n del dominio D. En general las comparaciones pareadas se cuantifi-
can utilizando una escala. La escala viene dada por un conjunto discreto de valores
nume´ricos que representan, en general, un conjunto discreto de valores.
En [Tri00] se plantean como conceptos relativos a las matrices de comparacio´n
por pares, las matrices reales continuas (matrices RCP, del ingle´s Real Continuous
Pairwise) y las matrices discretas ma´s pro´ximas (matrices CDP, del ingle´s Closest
Discrete Pairwise). Las matrices RCP son aque´llas en que la entrada mi j represen-
ta el valor real - y desconocido - de la comparacio´n de la opcio´n i con la opcio´n
j, que corresponde al cociente wi/w j. Au´n cuando la matriz RCP es desconocida,
se asume que el experto que emite los juicios de preferencias puede determinar
el valor ma´s cercano para cada entrada de la matriz RCP, a partir de un conjunto
discreto de valores correspondientes a la escala que se esta´ utilizando La matriz
que se construye a partir de los valores discretos de la escala, es la matriz CDP.
La eleccio´n de la escala es un aspecto importante en el uso de las comparaciones,
ya que proporcionan la forma de cuantificar las preferencias formuladas lingu¨ı´sti-
camente por quien emite los juicios de preferencia, durante la evaluacio´n de las
comparaciones. Ası´, la escala relaciona cada etiqueta lingu¨ı´stica de entre un con-
junto discreto de opciones, con un conjunto de valores nume´ricos que representan
el peso o importancia de aquellas opciones lingu¨ı´sticas.
El mismo autor describe dos enfoques asociados a la configuracio´n de las es-
calas de cuantificacio´n de preferencias relativas: el enfoque basado en la escala
lineal propuesta por Saaty ([Saa77]), y el enfoque de las escalas exponenciales,
a partir de las propuestas planteadas en [Loo88]. Es relevante destacar que es-
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tas escalas deben reflejar intensidades de preferencia discretas, relacionadas con
opciones lingu¨ı´sticas claramente diferenciables por quien emite su opinio´n.
Probablemente, la escala ma´s ampliamente utilizada es la definida en el con-
texto del Me´todo Jera´rquico Analı´tico (Analytic Hierarchy Process, AHP), desa-
rrollado por Thomas L. Saaty [Saa80], [Saa77]. Dicha escala esta´ definida sobre
el intervalo [1/9, 9] y los posibles valores se muestran en la Tabla 2.1.
Tab. 2.1: Descripcio´n de la escala de Saaty
Intensidad de preferencia Definicio´n Explicacio´n
1 Indiferencia Las dos opciones son igualmente
importantes para el experto
3 Importancia de´bil La experiencia del experto determi-
na que una alternativa es ligera o
de´bilmente ma´s importante que la
otra
5 Importancia esencial
o fuerte
El experto tiene una preferencia cla-
ra o marcada de una alternativa so-
bre la otra
7 Importancia demos-
trada
El experto tiene una fuerte preferen-
cia de una alternativa sobre la otra y
esta dominancia esta´ demostrada en
la pra´ctica
9 Importancia absoluta La evidencia para favorecer una al-
ternativa sobre la otra es la ma´xima
posible
2, 4, 6, 8 Valores intermedios
entre dos juicios su-
cesivos
Cuando es necesaria una mayor de-
finicio´n o precisio´n en la formula-
cio´n de los juicios
Valores recı´procos de los anteriores Si la comparacio´n de la alternativa i
con la alternativa j tiene uno de los
valores anteriores, entonces la com-
paracio´n de la alternativa j con la
alternativa i tendra´ el valor recı´pro-
co
A continuacio´n se presentan algunos resultados importantes relativos a las ma-
trices de comparacio´n por pares ([Boz01], [Saa77]), que sera´n de gran intere´s para
el desarrollo del trabajo.
Sea M es una matriz cuadrada n×n, ρ(M) denota el radio espectral de M, esto
es:
ρ(M) = ma´x{| λ |: λ autovalor de M} (2.3)
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Teorema 2.2.1 (Perron) ([BP94], Theorem 1.4, Theorem 1.1) Sea M una matriz
n × n positiva. Entonces, ρ(M) es un autovalor simple de M. Adema´s dicho auto-
valor tiene un autovector asociado con componentes positivas.
Se hace notar que si M es una matriz recı´proca, automa´ticamente verifica el resul-
tado anterior. En este caso existe un autovalor real dominante, que denominaremos
λmax, tal que λmax = ρ(M). Adema´s, dicho autovalor tiene asociado un autovector
con componentes positivas.
Teorema 2.2.2 [Saa77] Sea M una matriz n × n recı´proca . Entonces:
ρ(M) ≥ n
ρ(M) = n si y so´lo si M es consistente.
La demostracio´n para ρ(M) ≥ n se plantea en ([Saa80],[Boz06]).
Una matriz cuadrada M = (mi j) de orden n es una matriz de rango uno
([FR01]) si sus elementos mi j se pueden expresar en la forma:
mi j = piq j, i, j = 1, . . . , n. (2.4)
Esto es, M se puede expresar como producto de un vector columna p y un
vector fila qt:
M = pqt (2.5)
con qt = (1, x1, . . . , xn−1) y pt = (1, 1x1 , . . . ,
1
xn−1 )
Teorema 2.2.3 ([FRS99]) Sea M una matriz n × n, con n ≥ 3.
Si M es consistente, entonces el rango de M es 1.
Si M es una matriz recı´proca, entonces M es consistente si y so´lo si el rango
de M es 1.
El problema de encontrar un vector de pesos w ∈ Rn, tal que verifique
Mw = nw (2.6)
tiene solucio´n si y so´lo si n es autovalor de la matriz M. Atendiendo a los resul-
tados anteriores, existe un vector de pesos positivos w si y so´lo si la matriz M
es consistente. En este caso, mi j = wi/w j, ∀i, j y w es un autovector asociado al
autovalor dominante n. Adema´s, por ser M una matriz de rango 1 (M consistente)
cualquier columna de M es solucio´n del problema (2.6). Estas soluciones difieren
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en una constante multiplicativa. Sin embargo, es deseable tener soluciones norma-
lizadas cuyas componentes sumen 1. En este caso, la solucio´n w positiva es u´nica
y se denominara´ vector de pesos o vector de prioridad.
En problemas reales de toma de decisiones, se trabaja en general con matri-
ces CDP que raramente son consistentes. En tales casos, es importante conocer el
”nivel de consistencia” de los juicios, para evitar trabajar con juicios con una con-
sistencia tan baja que - por ejemplo - aparezcan como juicios aleatorios ([Boz01]).
De este modo,se plantea co´mo medir la incosistencia, atendiendo a que pequen˜as
variaciones en mi j implican una variacio´n pequen˜a en λmax. Saaty propuso un ı´ndi-
ce de consistencia (CI) para matrices recı´procas (o PCM), que expresa mi j como
la perturbacio´n del cociente (wi/w j)εi j:
CI =
λmax − n
n − 1 = −1 +
1
n(n − 1)
∑
1≤i≤ j≤n
[
εi j +
1
εi j
]
(2.7)
Si M es una matriz recı´proca, como λmax ≤ n, CI siempre es no negativo, adema´s
CI = 0 si y so´lo si M es consistente. Por otra parte, se define el ı´ndice de con-
sistencia aleatorio medio (RI) como el valor esperado del ı´ndice de consistencia,
calculado a partir de matrices de taman˜o n × n positivas, recı´procas, y con sus
elementos generados aleatoriamente desde los valores de la escala de Saaty:
RI =
λmax − n
n − 1 (2.8)
en que λmax es el valor esperado de λmax.
Ası´, se define el cociente de consistencia o ı´ndice de consistencia relativo (CR)
de una PCM como:
CR =
CI
RI
(2.9)
De este modo, valores pequen˜os para CR indicara´n desviaciones reducidas de la
consistencia. Saaty [Saa80] sugiere como matrices aceptables, aque´llas cuyo CR
tiene un valor menor o igual al 10 %.
2.3. Ca´lculo de vectores de prioridad. Aproximacio´n consistente
de matrices de comparacio´n por pares
El problema al que nos enfrentamos es el de determinar los pesos de prio-
ridad o importancia de las alternativas x1, . . . , xn respecto de un criterio. Para
ello, supondremos que disponemos de la informacio´n de preferencias asignadas
a las alternativas por un experto mediante una matriz de comparacio´n por pa-
res M = (mi j). En este contexto se trata de obtener un vector de pesos positivo
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wt = (w1,w2, . . . ,wn), tal que wi > 0 indique el peso de la alternativa xi que
induce sobre el conjunto X = {x1, . . . , xn} un orden de´bil ≥w dado por:
mi ≥w m j ⇐⇒ wi ≥ w j , i, j = 1, . . . n. (2.10)
Supondremos que el vector w verifica la condicio´n de normalizacio´n
∑n
i=1 wi = 1.
En adelante, a este vector de pesos normalizado le denominaremos vector de
prioridad.
Los me´todos para estimar vectores de prioridad a partir de una matriz de com-
paracio´n por pares M, atienden principalmente a dos enfoques: me´todos basados
en el autovector principal y me´todos basados en distancias.
Como se ha indicado anteriormente, si la matriz M es consistente, aplicando
el Teorema 2.2.2 se concluye que existe un vector de prioridad w = (wi)t, tal que:
mi j =
wi
w j
, i, j = 1, . . . , n. (2.11)
Adema´s w es el autovector positivo normalizado (
∑n
i=1 wi = 1) asociado al
autovalor dominante (n) de la matriz M.
En general, en problemas reales, debido a las caracterı´sticas subjetivas de los
juicios humanos y a la simplificacio´n que supone el modelo matema´tico de la
realidad, la matriz M no es consistente. Adema´s, se trabaja con matrices CDP
cuyos elementos toman valores de una escala prefijada.
El me´todo del autovector principal propone como vector de pesos el autovec-
tor normalizado correspondiente al autovalor λmax de la matriz M. De acuerdo al
Teorema de Perron (2.2.1), el autovalor λmax es positivo y real. Adema´s, el vector
w puede elegirse con todas las coordenadas positivas.
La te´cnica descrita es la de uso ma´s extendido en este contexto por ser la base
del me´todo de decisio´n multicriterio AHP.
Por otra parte, los me´todos basados en distancias tienen como objetivo de-
terminar el vector de prioridad w = (w1, . . . ,wn)t que mejor refleje (en alguna
distancia) la informacio´n de preferencias contenida en la matriz M.
La idea es considerar la matriz M como una perturbacio´n de una matriz ideal
consistente W. De esta forma, el problema se puede plantear en te´rminos de en-
contrar la matriz consistente W que ”mejor aproxime” (en un sentido que se pre-
cisara´), a la matriz M ([CK88]). Esto nos conduce a la nocio´n de me´trica, de una
funcio´n que mida la distancia entre la matriz dada por el experto y las matrices
que verifiquen las propiedades normativas de consistencia. Es por ello que propo-
nemos el marco general de aproximacio´n de matrices como entorno natural para
plantear el problema.
Sea ‖ ‖ una norma matricial ([YG73]). Consideramos el espacio me´trico
(Rn×n, ‖ ‖) de las matrices cuadradas n × n, dotado de la distancia inducida por
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la norma matricial ‖ ‖. En este contexto, dada la matriz de comparacio´n por pares
M, el problema es encontrar una matriz n×n consistente W que este´ ”lo ma´s cerca
posible” de la matriz M en la me´trica dada. Esto es, consideramos el problema de
encontrar una matriz W∗ ∈ Cn, siendo Cn = {W : W matriz n × n consistente}, tal
que este´ ”lo ma´s pro´xima” posible a la matriz M en una me´trica considerada. Ası´,
se trata de encontrar W∗ ∈ Cn tal que
‖M −W∗‖ = mı´n
W∈Cn
‖M −W‖ (2.12)
donde Cn es el conjunto de matrices n × n consistentes.
Atendiendo a los resultados teo´ricos incluidos en la Seccio´n 2.2, cualquier
matriz consistente W tiene rango 1 y se puede escribir de la forma
W = DwE(Dw)−1 = (wi/w j)ni, j=1 (2.13)
donde E = (ei j) con ei j = 1, 1 ≤ i, j ≤ n y Dw = (di jw) es una matriz diagonal
con
di jw =
 wi si i = j0 si i , j (2.14)
para algu´n vector w = (wi)t ∈ Rn de componentes positivas y normalizado. Ası´,
el problema (2.12) se puede reescribir en los siguientes te´rminos: Encontrar un
vector w∗ ∈ Rn+ tal que minimice la expresio´n
f (w) = ‖M − DwE(Dw)−1‖ (2.15)
con w ∈ Rn+ y
∑n
i=1 wi = 1. Atendiendo a esta formulacio´n, el vector w
∗ normali-
zado (
∑n
i=1 w
∗
i = 1) se propone como vector de prioridad.
Se hace notar que si la matriz M es consistente, el autovector w de componen-
tes positivas y que suman 1, asociado al autovalor dominante de M es solucio´n del
problema de optimizacio´n (2.15).
La formulacio´n del problema ((2.12) y (2.15)) como problema de minimiza-
cio´n en un marco teo´rico general de aproximacio´n matricial, incluye la mayorı´a
de los me´todos de ca´lculo de vectores de prioridad basados en distancias pro-
puestos en la literatura, presentando adema´s, un enfoque flexible alternativo al del
me´todo del autovector principal. Por un lado se define la lo´gica del me´todo, vı´a
la me´trica utilizada para la bu´squeda del mejor ajuste del modelo a la muestra de
preferencias del experto. Por otra parte, este enfoque gran flexibilidad e intere´s
para abordar casos especiales como el de falta de datos. Adema´s, la matriz de
partida no requiere verificar la propiedad normativa de reciprocidad.
Planteado el marco teo´rico del problema, se aborda ahora el desarrollo del
problema (2.12) y de te´cnicas para su resolucio´n. Atendiendo a la gran cantidad
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de normas posibles, nos centraremos en los casos ma´s usuales Como una matriz
de orden n puede ser tratada como un vector de dimensio´n n2, consideraremos en
primer lugar las normas vectoriales lp, 1 ≤ p ≤ ∞.
Si M = (mi j) es una matriz n × n, denotaremos por
‖M‖p =
 n∑
i, j=1
∣∣∣mi j∣∣∣p
1/p
1 ≤ p < ∞ (2.16)
y
‖M‖∞ = ma´x
i, j=1,...,n
{|mi j|} (2.17)
Se hace notar que la definicio´n 2.17 consistente en aplicar la norma vectorial l∞
a la matriz como si fuese un vector, no es una norma matricial, al no satisfacer
la condicio´n ‖AB‖∞ ≤ ‖A‖∞ · ‖B‖∞ para cualesquier matrices A y B de orden n.
El caso p = 2 corresponde a la norma euclı´dea, tambie´n llamada como norma
matricial, norma de Frobenius o norma de Schur.
En estas me´tricas, el problema de optimizacio´n (2.12) se formula como:
(PO)p mı´n
wi j>0
wi j·w jk=wik
∀i, j,k=1,..,n
 n∑
i=1
n∑
j=1
∣∣∣mi j − wi j∣∣∣p
1/p
1 ≤ p < ∞ (2.18)
mı´n
wi j>0
wi j·w jk=wik
∀i, j,k=1,..,n
[
ma´x
i, j
∣∣∣mi j − wi j∣∣∣] p = ∞
La norma vectorial l1 se calcula como la suma de los valores absolutos de las
desviaciones. La norma l2 trabaja con los cuadrados de las desviaciones, poniendo
ma´s e´nfasis en las desviaciones mayores. La norma l∞ refleja so´lo la ma´xima
desviacio´n, por lo que seleccionar esta medida en el me´todo, enfatiza el papel
de la peor desviacio´n. Las otras normas lp representan pasos intermedios entre
estos dos extremos. Atendiendo a las propiedades vistas en el Teorema 2.2.2, los
problemas de optimizacio´n anteriores se pueden escribir:
(PO)p mı´n
w>0
( f (w))p =

mı´nwi>0
∑n
i=1
∑n
j=1
∣∣∣(mi j − wi/w j)∣∣∣p 1 ≤ p < ∞
mı´nwi>0
[
ma´xi, j
∣∣∣mi j − wi/w j∣∣∣] p = ∞
(2.19)
Este problema se ha considerado para el caso particular p = 2 en [FLR05],
[CW04] y [Boz08]. Un problema ana´logo se ha considerado para p = ∞, tra-
bajando con desviaciones relativas a los datos en un contexto de max-a´lgebras en
[EvdD04].
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Otro tipo de normas matriciales usuales son las normas matriciales inducidas
([YG73]) por alguna norma vectorial lp. Dada una matriz M n × n, denotaremos
por ‖M‖mp la norma matricial de M inducida por la norma vectorial lp y viene
dada por
‖M‖mp = mı´n‖x‖p=1 ‖Mx‖p (2.20)
Se adopta la notacio´n ‖ ‖mp para distinguir la norma matricial inducida por la nor-
ma vectorial lp de las definidas en (2.16), que calculan la norma p de la matriz
considera´ndola como un vector de dimensio´n n2. Los casos ma´s usuales de nor-
mas matriciales inducidas corresponden a los valores de p igual a 1, 2 e infinito.
En estos casos, se demuestra ([Ueb97]) que admiten las siguientes fo´rmulas de
ca´lculo:
‖M‖m1 = ma´x
j=1,...,n
n∑
i=1
|mi j| (2.21)
‖M‖m2 = (ρ(MMT ))1/2 (2.22)
‖M‖m∞ = ma´x
i=1,...,n
n∑
j=1
|mi j| (2.23)
donde MT denota la matriz traspuesta de M. Dada una matriz M = (mi j) de com-
paracio´n por pares, si planteamos el problema de aproximacio´n consistente (2.15)
en el espacio me´trico definido por la norma matricial inducida por p = ∞, resul-
tara´ el problema de optimizacio´n
(PO)m∞ mı´n ‖M − DwED−1w ‖m∞ (2.24)
= mı´n
w>0∑n
i=1 wi=1
ma´x
i=1,...,n
n∑
j=1
∣∣∣∣∣∣mi j − wiw j
∣∣∣∣∣∣
Se hace notar que al trabajar con esta me´trica, para cada alternativa xi se considera
la suma de residuos de las estimaciones de los juicios relativos de dicha alternativa
frente al resto de alternativas y se minimiza el peor de los casos.
En relacio´n con la norma matricial uno inducida, se hace notar que
‖M − DwED−1w ‖m1 = ‖MT − D−1w EDw‖m∞ (2.25)
y ‖M − DwED−1w ‖m∞ = ‖MT − D−1w EDw‖m1
Por otra parte su interpretacio´n en el contexto del problema de preferencias plan-
teado, no es tan resen˜able como el del caso p = ∞.
No se desarrolla el problema para el caso especı´fico de la norma matricial
inducida 2 o norma espectral, por su dificultad de ca´lculo y por no tener una
interpretacio´n clara en el contexto de problema en estudio.
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Los problemas de optimizacio´n planteados anteriormente presentan grandes
dificultades de resolucio´n, entre otras se observa que la funcio´n objetivo f (w)
a minimizar es no lineal, en particular aparece una no linealidad en el te´rmino
DwE(Dw)−1. Para abordar su resolucio´n, concretamente para eliminar esta dificul-
tad, se va a trabajar con dos tipos de problemas de aproximacio´n (que denomina-
remos ”problema sub-optimal” y ” problema optimal logarı´tmico”) asociados al
problema (2.15). Estas estrategias se presentan en las siguientes subsecciones.
2.3.1. Aproximacio´n consistente. Problema sub-optimal
Consideramos el problema general formulado en te´rminos de aproximacio´n
matricial(2.12),
mı´n
C∈Cn
‖M −C‖ = mı´n
w∈Rn
w>0
‖M − DwE(Dw)−1‖ (2.26)
Atendiendo a las propiedades de las normas
‖M − DwE(Dw)−1‖ ≤ ‖(Dw)−1‖· ‖MDw − DwE‖ (2.27)
Si denominamos f˜ (w) = ‖MDw − DwE‖ = ‖(mi jw j − wi)i j‖, se concluye
f (w) ≤ ‖D−1w ‖· f˜ (w). (2.28)
Atendiendo a la mayor simplicidad de la funcio´n f˜ (w) (no incluye el te´rmino
DwE(Dw)−1) frente a f (w) y a la relacio´n anterior, se plantea sustituir el problema
(2.15) por el problema de optimizacio´n en te´rminos de la funcio´n objetivo f˜ que
denominamos sub-optimal,
(WPO)‖ ‖ mı´n
w>0
f˜ (w) = mı´n
w>0
‖MDw − DwE‖ (2.29)
sujeto a wi > 0
n∑
i=1
wi = 1.
(2.30)
A continuacio´n vemos la expresio´n explı´cita de este problema para las princi-
pales normas consideradas. En el caso de utilizar la norma vectorial lp, el problema
de minimizacio´n resultante es:
(WPO)p mı´n
wi>0
( f˜ (w))p =

mı´n
∑n
i=1
∑n
j=1
∣∣∣mi jw j − wi∣∣∣p 1 ≤ p < ∞
mı´n
[
ma´xi, j
∣∣∣mi jw j − wi∣∣∣] p = ∞
(2.31)
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Este problema se ha considerado para el caso p = 2 en [FLR03], para p = 1, 2,∞
en [CW04] y para el caso general en [DGP03]. En el trabajo de [JM04] se plan-
tea un problema ana´logo trabajando con desviaciones relativas de los datos de la
matriz:
mı´n
wi>0
n∑
i, j=1
|mi jw j − wi|p
|mi j| (2.32)
Se hace notar que para evitar obtener la solucio´n trivial (no va´lida en te´rminos
pra´cticos), se an˜ade a la funcio´n objetivo la condicio´n de normalizacio´n de los
pesos:
mı´n
 n∑
i=1
n∑
j=1
∣∣∣mi jw j − wi∣∣∣p +  n∑
i=1
wi − 1

 (2.33)
Una vez que se ha resuelto el problema de minimizacio´n, de nuevo se debe nor-
malizar la solucio´n.
Al problema (2.31) se podrı´a haber llegado tambie´n de forma natural en el
contexto de resolucio´n lp de sistemas lineales sobredeterminados ([Wat80]) como
se indica a continuacio´n.
Atendiendo al modelo matema´tico considerado, el dato mi j proporcionado por
el experto es una estimacio´n del cociente wi/w j de los valores de los pesos desco-
nocidos
mi j ≈ wi/w j (2.34)
En el caso ideal, en que la matriz M es consistente
mi j =
wi
w j
⇐⇒ mi jw j − wi = 0 (2.35)
Por tanto, en el caso consistente los pesos buscados son solucio´n positiva del sis-
tema lineal sobredeterminado n(n−1)2 × n)
mi jw j − wi = 0 i, j = 1, . . . , n; i , j
n∑
i=1
wi = 1
Escrito matricialmente
Bw = b (2.36)
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con
B =

−1 m12
−1 m13
...
. . .
−1 m1 n−1
−1 m1n
−1 m23
−1 . . .
−1 m2 n−1
−1 m2n
...
−1 mn−1 n
1 1 1 . . . 1 1

(2.37)
y
b =

0
0
...
1
 .
Se hace notar que todos los elementos marcados en blanco en la matriz B (2.37)
representan ceros.
La condicio´n de normalizacio´n
∑n
i=1 wi = 1 se ha incluido como ecuacio´n
para no trabajar con un sistema lineal homoge´neo, evitando ası´ la solucio´n trivial
que no es solucio´n admisible en nuestro problema.
Si la matriz M es consistente, el sistema lineal (2.36) tiene una u´nica solucio´n
positiva w que es el vector de prioridad. En general, en las aplicaciones reales,
debido a la complejidad del problema,
y a los factores humanos que influyen en la expresio´n de preferencias (impre-
cisio´n, valoraciones subjetivas, etc.), el sistema (2.36) no es compatible, no tiene
solucio´n (M es no consistente). Se busca entonces una solucio´n positiva que sea
la que ”mejor resuelva” dicho sistema, en el sentido que minimice la norma del
error (residuo r). Esto es, se busca w ∈ Rn tal que minimice
‖r(w)‖ = ‖Bw − b‖, (2.38)
siendo ‖ ‖ una norma vectorial. Una vez obtenida la solucio´n positiva, habrı´a que
normalizarla para que sus componentes sumen 1.
Si se consideran las normas vectoriales lp, se obtienen las soluciones lp del
sistema lineal (2.36) ([Wat80]). El uso de p = 1 es especialmente interesante
cuando los datos incluyen ”errores importantes evidentes”, porque el peso efectivo
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que se les da a dichos valores es menor que al utilizar otra norma lp con p > 1.
El caso p = 2 corresponde al conocido me´todo de resolucio´n de los mı´nimos
cuadrados de un sistema lineal. El problema con norma p = ∞ tambie´n llamado
norma Chebyshev, es el problema tambie´n denominado minimax.
Por otra parte, si se considera ahora el problema sub-optimal (2.29), trabajando
con la norma matricial infinito inducida por la norma vectorial l∞, e´ste adopta la
siguiente formulacio´n:
(WPO)m∞ mı´n ma´x
i=1,...,n
n∑
j=1
∣∣∣mi jw j − wi∣∣∣ (2.39)
su jeto a
wi > 0 i = 1, . . . , n
n∑
i=1
wi = 1.
2.3.2. Aproximacio´n log-consistente
Dada una matriz de comparacio´n por pares M = (mi j) de orden n × n, nos
centramos de nuevo en el problema de calcular una mejor aproximacio´n consis-
tente de M respecto de una norma ‖ ‖, problema planteado en (2.12). Atendiendo
a la no linealidad implı´cita en el conjunto de matrices de comparacio´n por pares y
de matrices consistentes, se va a considerar una transformacio´n logarı´tmica punto
a punto de dichas matrices. Se introduce ası´ el conjunto que denominaremos de
matrices log-consistentes.
Definicio´n 4 Una matriz L = (li j) n × n se denomina matriz log-consistente si
verifica
li j + l jk = lik, i, j, k = 1, . . . , n. (2.40)
Al conjunto de matrices de orden n × n log-consistentes le llamaremos LC n.
El principal beneficio de esta transformacio´n es que el conjunto de las ima´genes
transformadas de matrices consistentes de dimensio´n n tiene estructura de espacio
vectorial de dimensio´n n − 1 ([KO99]). Adema´s, si L = (li j) es una matriz log-
consistente, existe v ∈ Rn tal que
li j = vi − v j, i, j = 1, . . . , n (2.41)
Se hace notar que los conjuntos Cn y LC n son isomorfos. Ası´, efectuando una
transformacio´n logarı´tmica de los datos de la matriz de juicios de preferencias, el
problema se puede plantear de la siguiente forma. Dada una matriz de compara-
cio´n por pares M = (mi j) n × n, se trata de encontrar una mejor aproximacio´n
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log-consistente L = (li j) de la matriz B = (bi j), con bi j = log mi j, i, j = 1, . . . , n,
respecto de la norma ‖ ‖:
(LPO)‖ ‖ ‖ B − L∗‖ = mı´n
L∈LC n
‖ B − L‖ (2.42)
Se hace notar que este enfoque equivale a considerar M como una perturbacio´n
multiplicativa de una matriz consistente W ideal:
mi j = wi j· δi j, (2.43)
log mi j = log wi j + log δi j.
con δi j perturbacio´n multiplicativa en el dato (i, j), i, j = 1, . . . , n. En el enfoque de
perturbacio´n multiplicativa se considera la condicio´n de normalizacio´n del vector
de pesos
∏n
i=1 wi = 1 (
∑n
i=1 log wi = 0) ([Bar98]).
Dada una matriz log-consistente L, por (2.41), existe v = (vi) ∈ Rn tal que se
puede escribir
L = e· v − vT eT (2.44)
donde e = (1, 1, . . . , 1)t, v = (v1, . . . , vn) ∈ Rn. Ası´, el problema (2.42) se puede
reescribir, incluyendo la condicio´n de normalizacio´n multiplicativa:
(LPO)‖ ‖ =
mı´nv∈Rn g(v) = mı´nv∈Rn ‖B − Lv + (Lv)t‖sujeto a ∑ni=1 vi = 0 (2.45)
Una vez obtenido el vector v, que resuelve el problema de minimizacio´n anterior,
se deshace el cambio logarı´tmco y se normaliza
wi =
evi∑
evi
i = 1, . . . , n, (2.46)
para obtener el vector de pesos buscado w = (wi)t.
La formulaciones (2.42) y (2.45) establecen el problema en un marco ge-
neral de aproximacio´n log-consistente de ima´genes (vı´a una transformacio´n lo-
garı´tmica)de matrices de comparacio´n por pares para cualquier norma matricial.
Esta formulacio´n extiende me´todos presentados en la literatura ([CK88], [Bry95],
[Chu98], [KO99], [Bar98], [BCG92], [Lin07], [CW04], [Fu¨l08]) siguiendo este
enfoque. De esta forma se establece un contexto para la bu´squeda de aproxima-
ciones consistentes de matrices de comparacio´n por pares para cualquier norma
matricial, con el uso instrumental de la transformacio´n logarı´tmica.
A continuacio´n se explicitara´ la formulacio´n del problema (2.45) para el caso
de las normas matriciales usuales consideradas en la seccio´n anterior.
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Si utilizamos la norma ‖ ‖p considerada en (2.16), el problema (2.42) admite
la expresio´n
mı´n
wi j·w jk=1
wi j>0
i, j,k=1,...,n
n∑
i=1
n∑
j=1
∣∣∣log mi j − log wi j∣∣∣p si 1 ≤ p < ∞. (2.47)
En caso de considerar la norma vectorial l∞,
mı´n
wi j·w jk=1
wi j>0
i, j,k=1,...,n
ma´x
∣∣∣log mi j − log wi j∣∣∣ .
Los problemas anteriores, adoptando la expresio´n del problema (2.45), se pueden
escribir como
(LPO)p mı´n (G(w))p = mı´n
n∑
i=1
n∑
j=1
∣∣∣log mi j − log wi + log w j∣∣∣p (2.48)
= mı´n
n∑
i=1
n∑
j=1
∣∣∣log mi j − vi + v j∣∣∣p si 1 ≤ p < ∞
mı´n (G(w)) = mı´n ma´x
∣∣∣log mi j − log wi + log w j∣∣∣ si p = ∞
sujeto a
n∑
i=1
vi = 0
En el caso de p = 2, me´todo mı´nimos cuadrados logarı´tmico, la solucio´n del
problema (2.48) se puede obtener vı´a la media geome´trica de los elementos de las
filas:
v˜i =
( n∏
j=1
log mi j
)1/n
i = 1, . . . , n.
El problema (2.48) se ha considerado para el caso particular p = 1 en [CK88],
[Bry95] y para p = 2 en [Chu98], [KO99], [Bar98], [BCG92] y [Lin07]. En
[CW04] se consideran p = 1, p = 2 y p = ∞.
Si trabajamos ahora con la norma matricial infinito, ‖ ‖m∞ definida en (2.23),
el problema de optimizacio´n (2.45) tiene la siguiente expresio´n:
(LPO)m∞ mı´n (G(w))p = mı´n ma´x
i=1,...,n
n∑
j=1
∣∣∣log mi j − vi + v j∣∣∣ (2.49)
sujeto a
n∑
i=1
vi = 0
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2.3.3. Algoritmos de ca´lculo
Una vez planteado el marco analı´tico de aproximacio´n en las dos secciones
previas, nos centramos ahora en el ca´lculo efectivo del vector de prioridad w =
(wi) a partir de la matriz de comparacio´n por pares M = (mi j), siguiendo dichos
enfoques. Nos centraremos en la resolucio´n de los problemas de optimizacio´n
planteados (WPO)p, (WPO)m∞, (LPO)p, (LPO)m∞ para las me´tricas ma´s usuales
p = 1, 2,∞.
Comenzaremos con la me´trica relativa a p = 2, correspondiente al uso de la
norma matricial de Frobenious. Los problemas de optimizacio´n adoptan la expre-
sio´n
(WPO)2 mı´n
∑n
i=1
∑n
j=1
(
mi jw j − wi
)2
(2.50)
su jeto a
wi > 0 i = 1, . . . , n∑n
i=1 wi = 1
(LPO)2 mı´n
∑n
i=1
∑n
j=1
(
log mi j − log wi + log w j
)2
(2.51)
su jeto a
wi > 0 i = 1, . . . , n∏n
i=1 wi = 1
Los problemas 2.50 y 2.51 son problemas de mı´nimos cuadrados, para los
cuales existe gran cantidad de procedimientos nume´ricos de resolucio´n ([SB02],
[WPFV07]). En [KO97] se aborda la resolucio´n del problema (2.51), constru-
yendo primero una base ortogonal (mediante el me´todo de Gram-Schmidt) del
espacio de matrices log-consistentes y posteriormente se aplica el Teorema de la
proyeccio´n ortogonal.
En ([FLR03]) se resuelve el problema de optimizacio´n (PO)2 (2.19) mediante
el algoritmo de Newton-Kantorovich. Se hace notar que en este caso, la funcio´n
objetivo no es lineal, ni convexa.
Consideramos ahora las me´tricas p = 1 y p = ∞. En los problemas de opti-
mizacio´n resultantes, las funciones objetivo se escriben en te´rminos de los valores
absolutos de las desviaciones correspondientes. Un procedimiento sistema´tico pa-
ra traducir los problemas planteados en problemas de programacio´n lineal consiste
en introducir la parte positiva y negativa de los residuos considerados. Este proce-
dimiento se detalla en ([Wat80]) en el contexto de resolucio´n de sistemas lineales
sobredeterminados y es clave en los modelos de Programacion por Metas (GP,
por su denominacio´n en ingle´s Goal Programming) en programacio´n matema´tica
([Rom91], [Ign82], [CC77]).
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Consideramos en los problemas (WPO)1, (WPO)∞ y (WPO)m∞ el siguiente
cambio de variables:
ni j =
1
2
[
|wi − w jmi j| + (wi − w jmi j)
]
i, j = 1, . . . , n (2.52)
pi j =
1
2
[
|wi − w jmi j| − (wi − w jmi j)
]
i, j = 1, . . . , n.
Se hace notar que ni j ≥ 0, pi j ≥ 0, ni j pi j = 0 y
|wi − w jmi j| = ni j + pi j i, j = 1, . . . , n. (2.53)
Reescribimos los problemas considerados (WPO)1, (WPO)∞ y (WPO)m∞ en
te´rminos de estas nuevas variables, resultando las siguientes formulaciones GP
de dichos problemas:
(GPWPO)1 mı´n
n∑
i=1
n∑
j=1
(ni j + pi j) (2.54)
su jeto a
mi jw j − wi + ni j − pi j = 0 i, j = 1, . . . , n
n∑
i=1
wi = 1
ni j, pi j ≥ 0, i, j = 1, .., n
(GPWPO)∞ mı´n D (2.55)
su jeto a
ni j + pi j ≤ D, i, j = 1, . . . , n
mi jw j − wi + ni j − pi j = 0 i, j = 1, . . . , n
n∑
i=1
wi = 1
ni j, pi j ≥ 0, i, j = 1, .., n
(GPWPO)m∞ mı´n D (2.56)
su jeto a
n∑
j=1
(ni j + pi j) ≤ D, i = 1, . . . , n
mi jw j − wi + ni j − pi j = 0 i, j = 1, . . . , n
n∑
i=1
wi = 1
ni j, pi j ≥ 0, i, j = 1, .., n
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Las formulaciones anteriores responden a problemas de programacio´n lineal que
pueden ser resueltos aplicando el me´todo simplex.
En los problemas (LPO)1, (LPO)∞ y (LPO)m∞, los valores absolutos de los
residuos o desviaciones puntuales, vienen dados por
|ri j| = | log mi − log wi + log w j| (2.57)
= |αi j − vi + v j|
con αi j = log mi j y vi = log wi, i, j = 1, . . . , n. Consideramos en este caso el
cambio de variables:
ni j =
1
2
[
|αi j − vi + v j| + (αi j − vi + v j)
]
i, j = 1, . . . , n (2.58)
pi j =
1
2
[
|αi j − vi + v j| − (αi j − vi + v j)
]
i, j = 1, . . . , n
Se hace notar que ni j ≥ 0, pi j ≥ 0, ni j pi j = 0 y
|αi j − vi + v j| = ni j + pi j i, j = 1, . . . , n (2.59)
En te´rminos de estas variables, los problemas (LPO)1, (LPO)∞ y (LPO)m∞, pue-
den ser formulados, respectivamente, como los siguientes problemas de progra-
macio´n por metas:
(GPLPO)1 mı´n
n∑
i=1
n∑
j=1
(ni j + pi j) (2.60)
su jeto a
αi j = vi − v j − ni j + pi j i, j = 1, . . . , n
ni j, pi j ≥ 0, i, j = 1, .., n
(GPLPO)∞ mı´n D (2.61)
su jeto a
ni j + pi j ≤ D, i, j = 1, . . . , n
αi j = vi − v j − ni j + pi j i, j = 1, . . . , n
ni j, pi j ≥ 0, i, j = 1, .., n.
(GPLPO)m∞ mı´n D (2.62)
su jeto a
n∑
j=1
(ni j + pi j) ≤ D, i, j = 1, . . . , n
αi j = vi − v j − ni j + pi j i = 1, . . . , n
ni j, pi j ≥ 0, i, j = 1, .., n.
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Los problemas de optimizacio´n anteriores son problemas de programacio´n lineal
que pueden ser resueltos utilizando el me´todo simplex. Una vez obtenido el vector
v, el vector w = (wi)t de prioridad se calcula:
wi =
evi∑n
j=1 ev j
i = 1, . . . , n (2.63)
Se hace notar que los me´todos anteriores ofrecen gran flexibilidad frente al
me´todo del autovector principal. Por un lado, no requieren que la matriz de partida
verifique la propiedad normativa de reciprocidad, ni que sean conocidos todos
los elementos de la matriz. Estos requisitos sı´ se han de verificar si se adopta el
me´todo del autovector principal (Seccio´n 2.3). Por otra parte, las soluciones a los
problemas anteriormente planteados verifican la siguiente propiedad de simetrı´a:
Si w es solucio´n del problema de minimizacio´n ||M − (wi/w j)||, entonces w es
solucio´n del problema de minimizacio´n ||MT − (w j/wi)||, formulado en te´rminos
de la matriz traspuesta (M − (wi/w j))t. La solucio´n proporcionada por el me´todo
del autovector principal no verifica necesariamente esta propiedad ([Jen84]).
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DE VECTORES DE PRIORIDAD A PARTIR DE UNA MATRIZ
DE COMPARACIO´N POR PARES
3.1. Introduccio´n
En el capı´tulo anterior (seccio´n 2.3) se ha presentado una coleccio´n de me´to-
dos para la obtencio´n de vectores de prioridad a partir de una PCM. Al respecto,
algunas cuestiones importantes que se plantean son las siguientes:
¿Los vectores de prioridad obtenidos con los distintos me´todos son coinci-
dentes? En caso de no serlo, ¿distan poco entre sı´?
¿La ordenacio´n de preferencias (ranking) de las alternativas a partir de los
vectores de pesos proporcionados por los distintos me´todos, varı´a depen-
diendo del me´todo? En caso que no coincidan, ¿hay un nu´mero pequen˜o de
cambios de ranking?
¿Hay unanimidad sobre cual es la mejor alternativa?
¿Hay unanimidad sobre cual la peor alternativa?
¿Que´ me´todo es el mejor, cua´l de las soluciones proporcionadas por los
distintos me´todos es la mejor?
Hay un largo debate en la literatura sobre el tema y no se puede dar ninguna
respuesta general concluyente. Todos los me´todos presentados proporcionan la
misma solucio´n, salvo errores de redondeo en el proceso de ca´lculo, si la matriz
de comparacio´n por pares de partida es consistente.
En problemas reales, debido a su complejidad, en general las matrices invo-
lucradas no son consistentes y diferentes me´todos de priorizacio´n pueden propor-
cionar diferentes soluciones, atendiendo a distintos enfoques y estrategias. En este
capı´tulo se trata de analizar el comportamiento de las soluciones ofrecidas por los
principales me´todos de priorizacio´n propuestos al aumentar la inconsistencia de
las matrices involucradas, atendiendo a varios criterios.
Varios trabajos que se relacionan a continuacio´n, abordan parcialmente este
problema en la literatura. El estudio propuesto en [Fic86] es uno de los primeros
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que plantean la necesidad de determinar una forma de comparar me´todos de ob-
tencio´n del vector de prioridades en el marco de la teorı´a del AHP. Para esto los
autores proporcionan una axioma´tica en la que se definen las siguientes propie-
dades, expresadas como condiciones que deben cumplir los me´todos. En primer
lugar, el me´todo debe ser exacto en el caso consistente, esto es, cuando la matriz
de entrada M es consistente, deben existir los valores positivos wi (i = 1, . . . n),
tales que mi j = wiw j , i, j = 1, . . . n. En segundo lugar, debe cumplirse la no variabi-
lidad del orden, es decir, al permutarse las alternativas en evaluacio´n, los o´rdenes
correspondientes deben mantenerse respecto del orden original, para todos los
me´todos. La tercera propiedad es la regularidad o smoothness, que plantea que
al haber variaciones pequen˜as en la matriz de entrada, e´stas no deben reflejarse
como cambios importantes en los datos de salida del me´todo. La cuarta propiedad
(que el autor denomina power invariance) plantea que, dada la situacio´n de tener
la matriz de entrada M en una escala distinta a la escala en la que se desea el
vector de prioridad w, el resultado obtenido al transformar de escala el vector de
prioridad obtenido, sea el mismo que el resultado obtenido al aplicar el me´todo
sobre la matriz de entrada modificada a partir de la aplicacio´n del cambio de es-
cala a sus elementos. Los autores evalu´an el cumplimiento de estas propiedades
en el me´todo del Autovector o Autovector derecho, en el me´todo del Autovector
izquierdo, en el me´todo de los Mı´nimos cuadrados y en el me´todo de los Mı´nimos
cuadrados logarı´tmicos.
En [Kro87] se presenta un ana´lisis comparativo incluyendo, adema´s del me´to-
do del Autovector, el me´todo de los Mı´nimos cuadrados, el me´todo de los Mı´nimos
cuadrados ponderados y el me´todo de los Mı´nimos cuadrados logarı´tmicos. Los
me´todos fueron comparados entre si mediante la un criterio basado en la distancia
Euclidea. Las matrices de entrada utilizadas fueron 10 en cada dimensio´n n, con
n = 3, 5, 6 y fueron 9 en el caso de matrices de dimensio´n 4 × 4. Los resultados
fueron agrupados de acuerdo al orden de la matriz y de acuerdo a tramos en los
valores del ı´ndice de consistencia de Saaty.
En [GK93] se presenta un importante estudio comparativo que es la base de es-
tudios posteriores. El estudio se lleva a cabo sobre el me´todo del Autovector y una
modificacio´n de e´ste y varios me´todos basados en distancias (Mı´nimos cuadrados,
Mı´nimos cuadrados ponderados, Mı´nimos cuadrados logarı´tmicos y Mı´nimos ab-
solutos logarı´tmicos).
La evaluacio´n realizada en [GK93] considera ba´sicamente cuatro criterios de
medida (que son considerados en este trabajo), dadas por la variacio´n en el sentido
de la preferencia, el error cuadra´tico, la desviacio´n de los resultados de un me´todo
respecto a la media de los resultados del resto y la robustez de los me´todos ante
perturbaciones en datos de la matriz de entrada. El ana´lisis se realiza sobre un
conjunto de matrices generadas aleatoriamente en te´rminos de un para´metro de
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perturbacio´n.
El procedimiento es realizado para matrices de dimensio´n n, con n = 5, 6, 7
y los autores concluyen que la mayorı´a de los me´todos evaluados (salvo el del
Autovector mejorado que se comporta de manera poco efectiva en todos los crite-
rios de evaluacio´n) poseen ventajas y desventajas relativas respecto al resto, pero
ninguno se impone completamente sobre el resto.
En [HK96] se presenta un estudio basado en una simulacio´n Monte Carlo, en
el que se evalu´an los me´todos de los Mı´nimos cuadrados logarı´tmicos y del Au-
tovector. Considerando la dificultad de generar matrices recı´procas aleatorias con
un ı´ndice de inconsistencia en un rango prescrito, implementa un procedimiento
de generacio´n de matrices a trave´s de un para´metro de perturbacio´n. Estas pertur-
baciones se aplican a los elementos de la parte triangular superior de la matriz. El
experimento considera matrices de orden n, con n = 4, . . . 7. Las medidas de error
utilizadas se basan en la distancia Euclidea o l2 y en la distancia Tchebychev o
l∞. Los autores establecen finalmente, que el estudio no proporciona claridad con
respecto a cua´l de los me´todos evaluados proporciona soluciones mejores o ma´s
precisas.
En [Chu98], se ilustra con un ejemplo la sensibilidad del me´todo de los Mı´ni-
mos cuadrados logarı´tmicos, al perturbar la matriz consistente de partida. En
[SH98], los autores analizan comparativamente el me´todo del Autovector y el
me´todo de los Mı´nimos cuadrados logarı´tmicos, a trave´s de su aplicacio´n a un
conjunto de ejemplos. Al comparar los resultados, los autores son enfa´ticos en
afirmar que el me´todo del autovector es el u´nico me´todo va´lido cuando las ma-
trices de entrada no son consistentes, basando su afirmacio´n en que es el u´nico
me´todo que captura la idea esencial de transitividad.
En [MS99] se presenta un interesante estudio que extiende el presentado en
[GK93], incorporando el me´todo de Programacio´n de preferencias fuzzy, desa-
rrollado por ellos en un trabajo previo y el me´todo de Programacio´n por metas
propuesto por Bryson en [Bry95].
En [CT01] se evalua la actuacio´n de el me´todo del Autovector y algunos me´to-
dos que se basan en modelos de optimizacio´n, a trave´s de un ejemplo. En [CW04],
se presenta una exhaustiva coleccio´n de me´todos basados en distancias se estudia
algunas de sus caracterı´sticas, como la facilidad de resolucio´n y las funciones de
distancia utilizadas.
El ana´lisis se realiza aplicando los me´todos expuestos a una matriz consistente
de entrada, de dimensiones 7 × 7, generada a partir de un vector de prioridad
conocido inicialmente. La evaluacio´n de la eficacia de cada me´todo se mide al
calcular la desviacio´n absoluta media del vector de prioridad obtenido al aplicar
cada me´todo a matrices perturbadas obtenidas al aplicar errores aleatorios con
distribucio´n normal a elementos de la PCM consistente de entrada. Los autores en
[CW04] recomiendan finalmente la utilizacio´n del me´todo de la Media geome´trica
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y un me´todo de suma de columnas simple normalizado.
En [EvdD04] los autores proponen un me´todo basado en el ca´lculo del max-
autovector (en el contexto de una max-a´lgebra ([But03])) como alternativa al
me´todo del Autovector (basado en el teorema de Perron (2.2.1)) propuesto por
Saaty. La actuacio´n del me´todo propuesto es comparada con el me´todo del Auto-
vector a partir de su aplicacio´n a tres matrices de entrada.
En [JM04], se presenta un estudio en que se analizan me´todos basados en
distancias (con normas vectoriales l1, l2 y l∞), el me´todo del Autovector y el me´to-
do de Transformacio´n de filas. La evaluacio´n se realiza a partir de dos me´tricas
cuantitativas: la ma´xima desviacio´n y la desviacio´n promedio, elemento a ele-
mento, entre la matriz de entrada y la matriz consistente de ratios construida a
partir del vector de prioridad obtenido con cada me´todo. Estas me´tricas son cal-
culadas a partir de las soluciones obtenidas al aplicar los me´todos considerados a
un conjunto de cinco matrices de entrada correspondientes a ejemplos planteados
anteriormente en la literatura.
En [Lin06] se realiza un ana´lisis comparativo de un me´todo GP modificado
para la obtencio´n de una solucio´n u´nica, con el me´todo del Autovector y con el
me´todo de los Mı´nimos cuadrados logarı´tmicos.
El estudio propuesto por el mismo autor en [Lin07], adopta el esquema de
trabajo de [CW04], planteando que al incorporar nuevas simulaciones al estudio
o al modificar el disen˜o de la simulacio´n Monte Carlo, puede variar el ranking de
me´todos resultante del ana´lisis.
El trabajo presentado en [IL06] utiliza una simulacio´n Monte Carlo para com-
parar la actuacio´n de cuatro me´todos aplicados a matrices con entradas en la escala
de Saaty como formato de expresio´n de preferencias. Los me´todos evaluados son
el me´todo del Autovector, el me´todo del Autovector izquierdo, el me´todo de la
Media geome´trica y el me´todo de la media de valores normalizados. Como par-
te del experimento, los autores disen˜an un procedimiento de perturbacio´n de las
matrices que utiliza las opciones del conjunto discreto de valores de la escala de
Saaty. El ana´lisis comparativo se realiza en base a la cuantificacio´n de variacio-
nes en el ranking resultante, al aplicar los me´todos en un conjunto de matrices de
orden n × n, con n = 4, . . . , 7.
En las pro´ximas secciones de este capı´tulo se presenta un estudio comparativo
de los principales me´todos propuestos, atendiendo al grado de consistencia de las
matrices de entrada. Este estudio extiende resultados previos en la literatura:
Se considera una amplia coleccio´n de me´todos de priorizacio´n.
Se disen˜a un experimento nume´rico sobre muestras de gran taman˜o de ma-
trices de comparacio´n por pares de Saaty, con una razo´n de consistencia en
un rango prefijado, generadas aleatoriamente.
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Se amplı´a el conjunto de medidas de ana´lisis de las soluciones proporcio-
nadas por los distintos me´todos
Los resultados de los experimentos se presentan gra´ficamente y mediante
tablas que ayudan a su visualizacio´n
Un avance preliminar de los resultados de este estudio comparativo se presento´ en
la conferencia 23rd European Conference on Operational Research - EURO
XXIII, realizada en Bonn, Alemania, en 2009 ([DRTS09]).
3.2. Descripcio´n de los experimentos. Generacio´n aleatoria de
matrices de comparacio´n por pares
Se disen˜o´ un experimento nume´rico a trave´s del cual se analiza el compor-
tamiento de un conjunto de me´todos de priorizacio´n para muestras aleatorias de
matrices de comparacio´n por pares (afectadas por distintos grados de inconsisten-
cia) atendiendo a un conjunto de medidas que se propondra´n.
El objetivo de los experimentos es analizar el comportamiento de los me´to-
dos al aumentar el grado de inconsistencia de las matrices de entrada. Para esto,
se genera aleatoriamente un conjunto de matrices aleatorias recı´procas de Saaty
mediante un procedimiento que se describe ma´s adelante. Las matrices son clasi-
ficadas mediante rangos de inconsistencia, considerando el ı´ndice de consistencia
relativo (CR) definido por Saaty ([Saa80]).
Como paso siguiente, se calculan los vectores de prioridad resultantes de apli-
car a las matrices de entrada los siguientes me´todos de priorizacio´n:
Me´todo del autovector (por ser el de uso ma´s extendido) (Seccio´n 2.3).
Me´todos basados en aproximacio´n de matrices, con enfoque sub-optimal,
utilizando distancias vectoriales lp con p = 1, 2,∞, descritos en Ecs. 2.54,
2.50 y 2.55. Para efectos de simplicidad en la nomenclatura, en este capı´tulo
se utilizara´ los identificadores gene´ricos de los me´todos: WPO-l1, WPO-l2,
WPO-l∞.
Me´todo basado en aproximacio´n de matrices, con enfoque sub-optimal, uti-
lizando distancia matricial m∞, descrito en Ec. 2.56. En este capı´tulo se
identificara´ como WPO-m∞.
Me´todos basados en aproximacio´n de matrices, con enfoque log-
consistente, utilizando distancias vectoriales lp con p = 1, 2,∞, descritos
en Ecs. 2.60, 2.51 y 2.61. Para efectos de simplicidad en la nomenclatura,
en este capı´tulo se utilizara´ los identificadores gene´ricos de los me´todos:
LPO-l1, LPO-l2, LPO-l∞.
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Me´todo basado en aproximacio´n de matrices, con enfoque log-consistente,
utilizando distancia matricial m∞, descrito en Ec. 2.62. En este capı´tulo se
identificara´ como LPO-m∞.
Una vez aplicados los me´todos, se realiza la interpretacio´n de los resultados
en el marco teo´rico general propuesto de aproximacio´n matricial. En este entorno,
se calcula para todos los casos un conjunto de medidas (se describen en la Seccio´n
3.3), cuya interpretacio´n aporta luz en la valoracio´n de las soluciones dadas por
los me´todos aplicados, a partir de la visualizacio´n de los resultados.
Los experimentos se realizaron para matrices de entrada de orden 4 × 4, 6 × 6
y 8 × 8. En los tres casos, las etapas de cada experimento fueron:
Generacio´n y seleccio´n de matrices de entrada
Aplicacio´n de me´todos de ca´lculo del vector de prioridad
Ca´lculo de medidas de error y visualizacio´n de resultados
En la realizacio´n de los experimentos, se utilizo´ en general, como plataforma
de software, Mathworks-MATLAB para el procesamiento matema´tico, Microsoft-
Visual FoxPro (VFP) como sistema gestor de bases de datos y generador de
modelos de optimizacio´n, ILOG-Cplex como optimizador lineal y cuadra´tico y
Microsoft-Excel, para la visualizacio´n gra´fica y tabular de los resultados. Para la
generacio´n de nu´meros aleatorios, se obtuvo datos desde [Haa], que proporciona
numeros aleatorios de alta calidad, con aleatoriedad generada a partir de la capta-
cio´n de ruido atmosfe´rico.
Un elemento de gran importancia en el disen˜o del experimento es el generador
de matrices de comparacio´n por pares aleatorias: modelar la inconsistencia inhe-
rente a los juicios humanos es un punto crı´tico. Tradicionalmente en los estudios
comparativos en la literatura se han considerado perturbaciones (aditivas o multi-
plicativas) en uno o varios elementos de la matriz ([CW04], [CKZ97], [Chu98],
[EvdD04], [Lin07]). En [HK96] se sen˜ala la dificultad de de generar aleatoria-
mente matrices recı´procas con ı´ndices de inconsistencia fijados. Para solventar
esta dificultad, en [HK96], [GK93] se introducen pertubaciones en los datos de
la matriz mediante una para´metro que incide en la inconsistencia de la matriz el
que ”se espera” evolucione con el ı´ndice de ionconsistencia de Saaty, aunque sin
presentar resultados analı´ticos.
En nuestro enfoque se han generado matrices recı´procas, con razo´n de incon-
sistencia en un intervalo prefijado para matrices de dimensio´n n×n, con n = 4, 6, 8.
En cada caso se han generado 10 clases de matrices recı´procas, cuyos valores
pertenecen a la escala de Saaty, agrupadas en rangos de valores del ı´ndice CR,
con amplitud de rango 0,02, con lo que el conjunto de rangos a considerar es
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{[0,00, 0,02], [0,02, 0,04], [0,04, 0,06], . . . , [0,16, 0,18], [0,18, 0,20]}. De este mo-
do, el experimento considero´ matrices que de acuerdo a la clasificacio´n de Saaty
son consistentes (CR < 0,1) y matrices que no lo son (0,1 ≤ CR < 0,2). Para cada
uno de los experimentos, se considero´ 2000 matrices (100 matrices en cada uno
de los rangos de CR considerados).
Generacio´n de muestras de PCM. Caso n = 4
En el caso del experimento con matrices de orden 4, el procedimiento con-
sidero´ la generacio´n extensiva de todas las posibles matrices recı´procas de en-
trada con elementos en la escala de Saaty. Dada la reciprocidad establecida co-
mo supuesto inicial, el procedimiento consistio´ en la generacio´n de todos los
posibles n(n − 1)/2 elementos de la triangular superior de la matriz, es de-
cir, el equivalente a determinar todas las posibles 6−muestras del 9−conjunto
{1/9, 1/7, 1/5, 1/3, 1, 3, 5, 7, 9}.
El algoritmo utilizado consistio´ en generar todos los valores posibles dentro
de la escala de Saaty, para un arreglo unidimensional de 6 elementos, correspon-
dientes a los elementos de la triangular superior de una matriz de dimensio´n 4×4.
Para esto, se asigno´ a cada posicio´n del arreglo los valores enteros de 1 a 9, ob-
teniendo las muestras (1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 2), . . . (9, 9, 9, 9, 9, 9). Para cada
una de ellas, se establecio´ la equivalencia con los correspondientes elementos de
la escala de Saaty, con lo que se construye el vector [m12,m13,m14,m23,m24,m34],
con mi j ∈ {1/9, 1/7, 1/5, 1/3, 1, 3, 5, 7, 9}, 1 ≤ i < j ≤ 4. La construccio´n de la
matriz M se completa por reciprocidad. Esto es, mi j = 1m ji con 1 ≤ i < j ≤ 4 y
mii = 1 con i = 1, . . . , 4.
De este modo, fueron generadas 531,441 matrices recı´procas de dimensio´n
4×4 mediante un programa en MATLAB en el que, adema´s, se obtuvo el autovalor
principal y se calculo´ el vector de prioridad para cada una mediante el me´todo del
Autovector (ver todo 4x4.m en Anexo A.1).
Como preparacio´n de los datos para la aplicacio´n de los me´todos de ca´lculo del
vector de prioridad, un programa desarrollado en VFP carga el archivo y genera las
tablas de datos de entrada para el mo´dulo de ca´lculo del vector y calcula para todas
las matrices los correspondientes ı´ndices CR (ver autovaloresn4.prg en Anexo
A.2).
Para el caso de las matrices 4 × 4, la seleccio´n de las 100 matrices en cada
rango CR se realiza en el mo´dulo correspondiente a la aplicacio´n de los me´todos
de ca´lculo del vector de prioridad.
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Generacio´n de muestras de PCM. Casos n = 6 y n = 8
En el caso de las matrices de dimension 6 × 6 y de dimensio´n 8 × 8, no es
recomendable replicar el procedimiento de generacio´n utilizado para las matri-
ces 4 × 4, dado que los tiempos de ca´lculo se vuelven poco manejables y de-
masiado extensos. Por esta razo´n, en estos casos se opto´ por generar una ma-
triz inicial M, de alta consistencia, con valores de la escala de Saaty extendida
{1/9, 1/8, 1/7, . . . 1/3, 1/2, 1, 2, 3, . . . , 7, 8, 9} y realizar sucesivas perturbaciones,
de distinto tipo, en uno o ma´s elementos de su triangular superior, manteniendo la
condicio´n de reciprocidad, hasta contar con 100 matrices en cada rango de ı´ndice
CR establecido en el disen˜o de los experimentos.
La generacio´n de la matriz inicial M se realizo´ mediante el siguiente procedi-
miento:
Se genero´ aleatoriamente un vector de prioridad normalizado w =
(w1, . . .wn)t con n = 6, 8.
Se construyo´ la matriz consistente de ratios W = (wi j) con wi j = wiw j .
Se calculo´ la matriz M = (mi j) en que mi j es el valor ma´s cercano a wi j, con
mi j ∈ {1/9, 1/8, 1/7, . . . 1/3, 1/2, 1, 2, 3, . . . , 7, 8, 9}.
Se definio´ como condicio´n para las perturbaciones que el valor resultante de la
perturbacio´n de un elemento de la matriz fuese siempre otro valor de la escala de
Saaty extendida.
A partir de lo anterior, se consideraron los siguientes criterios para controlar
el algoritmo de perturbacio´n:
Nu´mero de elementos de la triangular superior de la matriz a alterar.
Magnitud y sentido de la perturbacio´n, es decir, nu´mero de posiciones en la
escala de Saaty extendida y orientacio´n en que se realiza el ”desplazamien-
to” del valor del elemento. Por ejemplo, si el valor original de un elemento
mi j es 3, una perturbacio´n de (−5) correspondera´ a disminuir la preferencia
de i sobre j desplaza´ndose 5 posiciones en la escala de Saaty extendida, lo
que da como resultado 1/4. En todos los casos, se limita la perturbacio´n
a que el valor resultante sea menor o igual al valor extremo superior de la
escala (9) y mayor o igual al extremo inferior de la escala (1/9).
Inversio´n de la preferencia, es decir, asignacio´n, al elemento en perturba-
cio´n, de un valor en el rango de preferencias recı´procas.
Una vez efectuadas las perturbaciones, los elementos sime´tricos (respecto
de la diagonal) se sustituyen por los valores recı´procos de los elementos
perturbados para obtener, finalmente, una matriz recı´proca.
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A partir de lo anterior, se disen˜o´ un programa en VFP que, dada la matriz
de baja inconsistencia inicial, generada de acuerdo al procedimiento descrito en
el pa´rrafo anterior y evaluada previamente en forma manual en MATLAB, que
llamamos matriz base, aplica sucesivamente los criterios de perturbacio´n de-
finidos anteriormente, generando una coleccio´n de matrices recı´procas aleato-
rias que se almacenan en archivos de texto, uno por cada matriz generada (Ver
gen mat nn trian.prg en Anexo A.3).
La secuencia de perturbaciones realizada fue la siguiente:
Perturbacio´n (+p) del elemento mi j, en que p = 1, . . . , 5; i = 1, . . . , n −
1; j = i + 1, . . . , n.
Perturbacio´n (−p) del elemento mi j, en que p = 1, . . . , 5; i = 1, . . . , n −
1; j = i + 1, . . . , n.
Perturbacio´n (+1) del elemento mi1 j1 , en que i1 = 1, . . . , n − 1; j1 =
i1 + 1, . . . , n y perturbacio´n (+1) del elemento mi2 j2 , en que i2 = 1, . . . , n −
1; j2 = i2 + 1, . . . , n, con i1 , i2 ∨ j1 , j2.
Perturbacio´n (+1) del elemento mi1 j1 , en que i1 = 1, . . . , n − 1; j1 =
i1 + 1, . . . , n y perturbacio´n (−1) del elemento mi2 j2 , en que i2 = 1, . . . , n −
1; j2 = i2 + 1, . . . , n, con i1 , i2 ∨ j1 , j2.
Perturbacio´n (−1) del elemento mi1 j1 , en que i1 = 1, . . . , n − 1; j1 =
i1 + 1, . . . , n y perturbacio´n (−1) del elemento mi2 j2 , en que i2 = 1, . . . , n −
1; j2 = i2 + 1, . . . , n, con i1 , i2 ∨ j1 , j2.
Perturbacio´n del elemento mi j (en la matriz base mi j ≥ 1), asigna´ndole el
valor 1/q en que q = 2, . . . , 9; i = 1, . . . , n − 1; j = i + 1, . . . , n.
Perturbacio´n de los elementos mi1 j1 y mi2 j2 (en la matriz base mi1 j1 ,mi2 j2 ≥
1), con i1 , i2 ∨ j1 , j2 asignando a mi1 j1 el valor 1/q1 y a mi2 j2 el valor
1/q2, con q1, q2 = 1, 3, 5, 7, 9; i1 = 1, . . . , n − 1; j1 = i1 + 1, . . . , n y con
i2 = 1, . . . , n − 1; j2 = i2 + 1, . . . , n.
Perturbacio´n combinada de los elementos mi1 j1 y mi2 j2 (en la matriz base
mi1 j1 ,mi2 j2 ≥ 1), con i1 , i2 ∨ j1 , j2 asignando a mi1 j1 el valor 1/q1 y
aplicando una perturbacio´n (+p) al elemento mi2 j2 con p = 1, . . . , 4; q1 =
1, 3, 5, 7, 9; i1 = 1, . . . , n − 1; j1 = i1 + 1, . . . , n y con i2 = 1, . . . , n −
1; j2 = i2 + 1, . . . , n.
Perturbacio´n (+p) del elemento mi1 j1 , i1 = 1, . . . , n − 1; j1 = i1 + 1, . . . , n
y perturbacio´n (+p) del elemento mi2 j2 , en que i2 = 1, . . . , n − 1; j2 =
i2 + 1, . . . , n, con i1 , i2 ∨ j1 , j2; p = 2, . . . , 5.
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Perturbacio´n (+p) del elemento mi1 j1 , i1 = 1, . . . , n − 1; j1 = i1 + 1, . . . , n
y perturbacio´n (+(6− p)) del elemento mi2 j2 , en que i2 = 1, . . . , n−1; j2 =
i2 + 1, . . . , n, con i1 , i2 ∨ j1 , j2; p = 1, . . . , 5.
El procedimiento genero´ un conjunto de 4770 matrices recı´procas de dimen-
sio´n 6 × 6 y 16030 matrices recı´procas de dimensio´n 8 × 8. En cada caso, se
seleccionaron aleatoriamente 100 matrices en cada uno de los rangos del ı´ndice
RC definidos, para ser consideradas en los experimentos.
Para el ca´lculo del ma´ximo autovalor de cada matriz, el autovector principal y
el vector de prioridad normalizado, correspondiente a la resolucio´n con el me´todo
Autovector se implemento´ un programa MATLAB (ver av n6.m en Anxeo A.4)
que lee los archivos de texto con las matrices, calcula los ı´ndices y el vector de
prioridad y guarda los resultados en un archivo de texto (autovalores n6.txt).
Al igual que en el caso de las matrices de dimensio´n 4 × 4, como preparacio´n
de los datos para la aplicacio´n de los me´todos de priorizacio´n, un programa desa-
rrollado en VFP carga el archivo autovalores n6.txt y genera las tablas de datos
de entrada para la etapa de ca´lculo del vector, calculando para todas las matrices
los ı´ndices CR (ver autovalores n6.prg en Anexo A.5).
En la segunda etapa de los experimentos, se aplica los me´todos de ca´lculo
del vector de prioridad en evaluacio´n a todas las PCM aleatorias generadas en
la etapa anterior. Los tres pasos de esta etapa se representan en la Figura 3.1.
Se desarrollo´ un programa en VFP que lee los archivos correspondientes a las
Fig. 3.1: Pasos en la aplicacio´n de los me´todos de ca´lculo del vector de prioridad
matrices aleatorias generadas en la etapa anterior y genera en cada caso la matriz
de coeficientes.
Los algoritmos de generacio´n utilizan un enfoque de ca´lculo y almacenamien-
to de los coeficientes del problema, recorriendo la matriz de coeficientes por co-
lumnas y almacenando los elementos distintos de cero, con los identificadores de
fila (restriccio´n) y columna (variable) que corresponda.
En esta etapa se generan las formulaciones de los modelos para los me´todos
sub-optimales y log-consistentes, ya que el me´todo del Autovector es resuelto di-
rectamente en la etapa inicial, tal como se describio´ anteriormente. En el segundo
paso de esta segunda etapa, el programa VFP realiza un llamado a rutinas de opti-
mizacio´n lineal y cuadra´tica, segu´n corresponda, de la biblioteca de funciones de
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IBM-ILOG Cplex en formato de clases Java. De este modo, la solucio´n de cada
problema es almacenada en tablas de datos intermedias, con codificaciones co-
rrespondientes al identificador de la matriz, el identificador del me´todo utilizado
y los valores de las variables asociadas al vector de prioridad.
Como paso final de esta etapa, el programa genera tablas de datos que agrupan
la informacio´n de las matrices aleatorias de entrada con las soluciones obtenidas
mediante la aplicacio´n de todos los me´todos considerados. Estas tablas son la base
para el ca´lculo de las medidas de error que se realiza en la etapa siguiente.
3.3. Descripcio´n de los experimentos. Medidas de error y ana´lisis
A partir de los vectores de prioridad obtenidos al aplicar los me´todos de prio-
rizacio´n a las matrices de entrada, se trata de analizar las soluciones y evaluar
la actuacio´n de los distintos me´todos atendiendo a un conjunto de medidas de
error y ana´lisis. La mayorı´a de los me´todos que se consideran tienen como ob-
jetivo estimar co´mo de fielmente un vector de prioridad w = (wi)t, obtenido a
partir de un me´todo de priorizacio´n, releja la informacio´n de la matriz de partida
M = (mi j). Para ello, en la mayorı´a de los casos, se construye la matriz consistente
W = (wi/w j) y se estiman los residuos relativos |mi j − wi(t)w j(t) |.
En general, las medidas de error hacen posible visualizar la correspondencia
del vector de prioridad con los datos de entrada, mediante la comparacio´n de esos
datos con la matriz de ratios. Las medidas de error calculadas para las soluciones
obtenidas en los experimentos fueron las siguientes:
Desviacio´n ma´xima (DVMAX): Expresa la ma´xima desviacio´n relativa de
los elementos de la PCM de entrada respecto a la matriz W:
DV MAX = ma´x
i, j=1...n
|mi j − wi(t)w j(t) |
|mi j| (3.1)
Desviacio´n media absoluta (MAD): Mide la media de la desviacio´n relativa
de los elementos de la PCM de entrada respecto a la matriz W:
MAD =
1
n(n − 1)
n∑
i, j=1
i, j
( |mi j − wi(t)w j(t) |
|mi j|
)
(3.2)
Error medio cuadra´tico (RMSE): Es la media de los errores cuadra´ticos de
las desviaciones relativas de los elementos de la PCM de entrada respecto a
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la matriz W:
RMS E =
1
n(n − 1)
( n∑
i, j=1
i, j
∣∣∣∣∣∣ |mi j −
wi(t)
w j(t)
|
|mi j|
∣∣∣∣∣∣2
)1/2
(3.3)
Suma de desviaciones booleanas(MMBD): es la suma de los cambios en las
preferencias, medidos como desviaciones booleanas. Es decir los casos en
que la alternativa i es preferida a la alternativa j en la matriz de entrada,
pero i recibe un peso wi menor que el peso w j de j:
MMBD =
n∑
i=1
n∑
j=1
Ii j t = 1, . . . , 9; Ii j =
1 si wi > w j y mi j < 10 en otro caso
(3.4)
Desviacio´n Media (MD): Es la media de las sumas de las desviaciones de
los elementos del vector de prioridad (w(t)) obtenido al aplicar un me´todo
especı´fico (t), respecto de la media de los valores obtenidos por todos los
me´todos para el mismo elemento:
MDt =
1
n
n∑
i=1
|wi(t) − wi(t)| t = 1, . . . , 9; wi = 19
9∑
t=1
w j(t) (3.5)
En el experimento se han aplicado nueve me´todos t = 1, . . . , 9.
Las medidas de error fueron calculadas para todas las matrices de entrada
con respecto a las soluciones obtenidas en cada me´todo, mediante un programa
desarrollado en VFP. Todas las medidas calculadas son almacenadas en una tabla
de la base de datos, en un formato que permite la generacio´n de informes y tablas
para una mejor visualizacio´n de los resultados, utilizando Microsoft - Excel. Los
resultados de los experimentos se presentan en las pro´ximas secciones de este
capı´tulo.
3.4. Resultados del experimento 1. Evaluacio´n de me´todos de
priorizacio´n en funcio´n de la inconsistencia. Caso n = 4
En esta seccio´n se describen y analizan los resultados obtenidos del experi-
mento disen˜ado para PCM de dimensio´on 4. Se presentan los datos correspon-
dientes a cada uno de los criterios de medida (introducidos en la Seccio´n 3.3),
mediante tablas y gra´ficos comparativos de los distintos me´todos para ayudar a su
visualizacio´n. Los resultados fueron agrupados segu´n rangos de valores de ampli-
tud 0,02 para el para´metro (CR). Ası´, en cada caso, se calculo´ la media aritme´tica
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Fig. 3.2: Datos obtenidos para la medida de error ”Desviacio´n Ma´xima” (DVMAX)
de la medida correspondiente, para todas las PCM de la muestra cuyo CR estaba
en el mismo rango de CR. A partir de estos datos medios para cada rango de CR
se ha construido una tabla con los datos representados atendiendo a una escala de
colores y se han obtenido la recta a trazos de interpolacio´n y la recta de regresio´n
lineal que ajusta dichos datos.
Se hace notar que en todas las medidas consideradas, los datos obtenidos para
los distintos me´todos difieren poco si la razo´n de consistencia es pequen˜a. Las
diferencias se incrementan al aumentar la razo´n de consistencia.
3.4.1. Desviacio´n Ma´xima (DVMAX), caso n = 4
Los datos obtenidos al aplicar el criterio de medida DV MAX (Ec. 3.1) a los
me´todos de priorizacio´n para las PCM de dimensio´n 4, se presentan en la Figura
3.2. Las gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y a la
regresio´n lineal para cada me´todo, se presentan en las figuras 3.3 y 3.4 respecti-
vamente.
Al analizar los datos y gra´ficas, se observa que, considerando esta medida de
error, el me´todo que tiene un mejor comportamiento a medida que aumenta la in-
consistencia de las matrices es el me´todo log-consistente con norma vectorial infi-
nito (LPO-l∞), lo que es lo´gico atendiendo a que la medida DVMAX corresponde
a la desviacio´n ma´xima. Del mismo modo, ofrecen buenos resultados los me´todos
LPO-l2 y del Autovector. En estos tres casos, el comportamiento es pra´cticamente
lineal. Por otra parte, los me´todos que presentan una mayor magnitud para esta
medida del error, son aquellos que utilizan distancias vectoriales l1 y matricia-
les m∞. Como era de esperar, de la familia de me´todos sub-optimales, el me´todo
WPO-l∞ es el que proporciona mejores resultados. En estos dos casos, la fami-
lia de los me´todos sub-optimales presenta mayores magnitudes de error que los
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Fig. 3.3: Interpolacio´n lineal para medida DVMAX con PCM de dimensio´n 4x4
me´todos log-consistentes.
3.4.2. Desviacio´n Media Absoluta (MAD), caso n = 4
Los datos obtenidos al aplicar el criterio de medida MAD (3.2) a los vectores
de prioridad resultantes de la aplicacio´n de los distintos me´todos a evaluar, a las
clases de PCM de dimensio´n 4, se presentan en la Figura 3.5. Las gra´ficas corres-
pondientes a la curva de interpolacio´n lineal a trozos y a la regresio´n lineal para
cada me´todo, se presentan en las figuras 3.6 y 3.7 respectivamente.
Al analizar los datos y gra´ficas correspondientes a la medida de error MAD,
se observa que los me´todos log-consistentes tienen, en general, un mejor com-
portamiento que los me´todos sub-optimales. En particular, los me´todos LPO-l1
y LPO-l2 son los que presentan menores magnitudes de error. Las rectas de ten-
dencias lineales para los me´todos sub-optimales presentan, adema´s, pendientes
mayores a las de los me´todos log-consistentes, por lo que el error tiende a aumen-
tar en mayor proporcio´n, a medida que aumenta la inconsistencia de las matrices
de entrada. El me´todo LPO-l1 es el que ofrece mejores resultados, como era de
esperar atendiendo a la me´trica en la que se basa dicho me´todo.
3.4.3. Error Medio Cuadra´tico (RMSE), caso n = 4
Los datos obtenidos al aplicar el criterio de medida RMS E (3.3) a los resul-
tados de los me´todos de priorizacio´n para PCM de dimensio´n 4, se presentan en
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Fig. 3.4: Regresio´n lineal para medida DVMAX con PCM de dimensio´n 4x4
Fig. 3.5: Datos obtenidos para la medida de error ”Desviacio´n Media Absoluta” (MAD)
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Fig. 3.6: Interpolacio´n lineal para medida MAD con PCM de dimensio´n 4x4
Fig. 3.7: Regresio´n lineal para medida MAD con PCM de dimensio´n 4x4
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Fig. 3.8: Datos obtenidos para la medida de error ”Error Medio Cuadra´tico” (RMSE)
la Figura 3.8. Las gra´ficas correspondientes a la curva de interpolacio´n lineal a
trozos y a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.9 y
3.10 respectivamente.
Al analizar comparativamente los me´todos en funcio´n del error medio
cuadra´tico, se observa que tres de ellos se comportan de manera similar (y mejor
que los me´todos restantes), con una tendencia de aumento pra´cticamente lineal:
los me´todos log-consistentes con normas vectoriales l2 y l∞ (LPO-l2 y LPO-l∞)
y el me´todo del Autovector. Por otra parte, los me´todos que presentan una mayor
magnitud para esta medida del error, son los sub-optimales que utilizan distancias
vectoriales l1 y matriciales m∞ (WPO-l1 y WPO-m∞). El me´todo que ofrece me-
jores resultados es LPO-l2, lo que parece lo´gico atendiendo a la me´trica en la que
se basa dicho me´todo.
3.4.4. Desviacio´n Booleana (MMBD), caso n = 4
Los datos obtenidos al aplicar el criterio de medida MMBD (3.4) a los me´to-
dos de priorizacio´n para las PCM de dimensio´n 4, se presentan en la Figura 3.11.
Las gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y a la
regresio´n lineal para cada me´todo, se presentan en las figuras 3.12 y 3.13 respec-
tivamente.
El ana´lisis de la desviacio´n booleana, proporciona un nuevo indicador de ro-
bustez de los me´todos log-consistentes con normas vectoriales l2 y l∞ (LPO-l2 y
LPO-l∞) y del me´todo del autovector, cuyas gra´ficas se superponen. Por otra parte,
los me´todos que presentan un mayor nu´mero de cambio de preferencias ordinales
son los me´todos sub-optimales con norma matricial m∞ y con normas vectoriales
l1 y l2 (WPO-m∞, WPO-l1 y WPO-l2).
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Fig. 3.9: Interpolacio´n lineal para medida RMSE con PCM de dimensio´n 4x4
Fig. 3.10: Regresio´n lineal para medida RMSE con PCM de dimensio´n 4x4
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Fig. 3.11: Datos obtenidos para la medida de error ”Desviacio´n Booleana” (MMBD)
Fig. 3.12: Interpolacio´n lineal para medida MMBD con PCM de dimensio´n 4x4
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Fig. 3.13: Regresio´n lineal para medida MMBD con PCM de dimensio´n 4x4
3.4.5. Desviacio´n Media (MD), caso n = 4
En este punto se va a analizar el comportamiento de cada uno de los me´todos
de priorizacio´n con respecto a las soluciones promedio de los me´todos considera-
dos para las matrices recı´procas de dimensio´n 4 generadas.
Los datos obtenidos al aplicar el criterio de medida MD (3.5) a los me´todos
priorizacio´n para las PCM de dimensio´n 4, se presentan en la Figura 3.14. Las
gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y a la regresio´n
lineal para cada me´todo, se presentan en las figuras 3.15 y 3.16 respectivamente.
Al analizar el comportamiento de cada me´todo respecto de la media de todos
los me´todos, se observa que el me´todo LPO-l2 mantiene una desviacio´n media
menor al resto de los me´todos, lo que hace que destaque. En las gra´ficas presen-
tadas se pueden apreciar grupos de me´todos con un comportamiento similar. El
me´todo del Autovector y el me´todo WPO-l2 mantienen magnitudes del error cer-
canas a las de LPO-l2. Por otra parte, los me´todos que utilizan la norma vectorial
l1 (WPO-l1 y LPO-l1) y la norma matricial m∞ (WPO-m∞ y LPO-m∞) son los
que presentan mayor magnitud de la desviacio´n y - adema´s - mayor variabilidad a
medida que aumenta la inconsistencia de las matrices.
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Fig. 3.14: Datos obtenidos para la medida de error ”Desviacio´n Media” (MD)
Fig. 3.15: Interpolacio´n lineal para medida MD con PCM de dimensio´n 4x4
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Fig. 3.16: Regresio´n lineal para medida MD con PCM de dimensio´n 4x4
3.5. Resultados del experimento 2. Evaluacio´n de me´todos de
priorizacio´n en funcio´n de la inconsistencia. Caso n = 6
En esta seccio´n se describen y analizan los resultados obtenidos del experi-
mento disen˜ado para PCM de dimensio´on 6. Se presentan los datos correspon-
dientes a cada uno de los criterios de medida (introducidos en la Seccio´n 3.3),
mediante tablas y gra´ficos comparativos de los distintos me´todos para ayudar a su
visualizacio´n. Los resultados fueron agrupados segu´n rangos de valores de ampli-
tud 0,02 para el para´metro (CR). Ası´, en cada caso, se calculo´ la media aritme´tica
de la medida correspondiente, para todas las PCM de la muestra cuyo CR estaba
en el mismo rango de CR. A partir de estos datos medios para cada rango de CR
se ha construido una tabla con los datos representados atendiendo a una escala de
colores y se han obtenido la recta a trazos de interpolacio´n y la recta de regresio´n
lineal que ajusta dichos datos.
Se hace notar que en todas las medidas consideradas, los datos obtenidos para
los distintos me´todos difieren poco si la razo´n de consistencia es pequen˜a. Las
diferencias se incrementan al aumentar la razo´n de consistencia.
A continuacio´n se describen los resultados obtenidos al aplicar los me´todos
del experimento a matrices de comparacio´n por pares de entrada, de dimensio´n
6 × 6.
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Fig. 3.17: Datos obtenidos para la medida de error ”Desviacio´n Ma´xima” (DVMAX)
3.5.1. Desviacio´n Ma´xima (DVMAX), caso n = 6
Los datos obtenidos al aplicar la medida DV MAX a los me´todos de ca´lculo
del vector de prioridad para las PCM de dimensio´n 6×6, se presentan en la Figura
3.17. Las gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y
a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.18 y 3.19
respectivamente.
Al igual que en el caso de las matrices de dimensio´n 4×4, se observa que, con-
siderando esta medida de error, el me´todo que tiene un mejor comportamiento a
medida que aumenta la inconsistencia de las matrices es el me´todo log-consistente
con norma vectorial infinito (LPO-li), lo que es lo´gico atendiendo a que la medi-
da DVMAX corresponde a la desviacio´n ma´xima. Del mismo modo, en este ca-
so presentan magnitudes del error comparativamente bajas respecto al resto, los
me´todos del Autovector y WPO-l∞. Por otra parte, los me´todos que presentan una
mayor magnitud para esta medida del error, son aquellos que utilizan distancias
vectoriales l1 y matriciales m∞, en particular los me´todos WPO-l1 y LPO-l1.
3.5.2. Desviacio´n Media Absoluta (MAD), caso n = 6
Los datos obtenidos al aplicar el criterio de medida MAD (3.2) a los me´todos
de priorizacio´n para las PCM de dimensio´n 6, se presentan en la Figura 3.20. Las
gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y a la regresio´n
lineal para cada me´todo, se presentan en las figuras 3.21 y 3.22 respectivamente.
Al analizar los datos y gra´ficas correspondientes a la medida de error MAD pa-
ra la aplicacio´n de los me´todos sobre matrices de dimensio´n 6× 6, se observa que
los me´todos log-consistentes tienen, en general, un mejor comportamiento que los
me´todos sub-optimales. En particular, los me´todos LPO-l1, LPO-l2 y LPO-m∞,
son los que presentan menor magnitud del error. Del mismo modo, el me´todo del
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Fig. 3.18: Interpolacio´n lineal para medida DVMAX con PCM de dimensio´n 6x6
Fig. 3.19: Regresio´n lineal para medida DVMAX con PCM de dimensio´n 6x6
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Fig. 3.20: Datos obtenidos para la medida de error ”Desviacio´n Media Absoluta” (MAD)
Autovector presenta magnitudes del error comparables a las del me´todo LPO-m∞.
Los gra´ficos que interpolan los errores medios obtenidos, presentan un cara´cter
muy oscilante par los me´todos sub-optimales. La tendencia del comportamien-
to de estos me´todos (respecto del criterio MAD) al aumentar la consistencia, se
aprecia en la Figura 3.22. Se observa que los me´todos WPO-m∞ y WPO-l∞ son
los que presentan mayores magnitudes del error MAD. WPO-l1 presenta bbuenos
resultados trabajando con matrices con RC menor que 0,08. A partir de ese valor
se obtienen resultados muy oscilantes.
Fig. 3.21: Interpolacio´n lineal para medida MAD con PCM de dimensio´n 6x6
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Fig. 3.22: Regresio´n lineal para medida MAD con PCM de dimensio´n 6x6
3.5.3. Error Medio Cuadra´tico (RMSE), caso n = 6
Los datos obtenidos al aplicar el criterio de medida RMS E (3.3) a los me´todos
de priorizacio´n para las PCM de dimensio´n 6, se presentan en la Figura 3.23. Las
gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y a la regresio´n
lineal para cada me´todo, se presentan en las figuras 3.24 y 3.25 respectivamente.
Fig. 3.23: Datos obtenidos para la medida de error ”Error Medio Cuadra´tico” (RMSE)
Al igual que en el caso de las matrices de dimensio´n 4 × 4, al analizar com-
parativamente los me´todos en funcio´n del error medio cuadra´tico se observa que
tres de ellos se comportan de manera similar (y mejor que los me´todos restantes),
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con una tendencia de aumento pra´cticamente lineal: los me´todos log-consistentes
con normas vectoriales l2 y l∞ (LPO-l2 y LPO-l∞) y el me´todo del Autovector.
Por otra parte, el me´todo que presenta una mayor magnitud para esta medida del
error, es el me´todo sub-optimal que utiliza la distancia vectorial l1.
Fig. 3.24: Interpolacio´n lineal para medida RMSE con PCM de dimensio´n 6x6
3.5.4. Desviacio´n Booleana (MMBD), caso n = 6
Los datos obtenidos al aplicar el criterio de medida MMBD (3.4) a los me´to-
dos de ca´lculo del vector de priorizacio´n para las PCM de dimensio´n 6, se pre-
sentan en la Figura 3.26. Las gra´ficas correspondientes a la curva de interpolacio´n
lineal a trozos y a la regresio´n lineal para cada me´todo, se presentan en las figuras
3.27 y 3.28 respectivamente.
Al analizar las matrices de dimensio´n 6 × 6, la medida de la desviacio´n boo-
leana corrobora la robustez del me´todo log-consistente con norma vectorial l∞
(LPO-l∞). En la Figura 3.27 se observa el cara´cter oscilante de los datos medios
obtenidos para los distintos me´todos. Se hace notar que esta medida es en ”algu´n
sentido” ordinal, al evaluar el nu´mero de cambios ordinales de preferencia. Al
observar la magnitud de la medida MMBD en las rectas de tendencia lineal, a
medida que aumenta la inconsistencia, tienen tambie´n valores del error menores
al resto los me´todos LPO-l2, Autovector′′ y WPO-l∞. Por otra parte, los me´todos
con mayores variaciones del sentido de la preferencia al aumentar la inconsisten-
cia de las matrices, son los me´todos sub-optimales con norma vectorial l1 y norma
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Fig. 3.25: Regresio´n lineal para medida RMSE con PCM de dimensio´n 6x6
Fig. 3.26: Datos obtenidos para la medida de error ”Desviacio´n Booleana” (MMBD)
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matricial m∞ (WPO-l1 y WPO-m∞).
Fig. 3.27: Interpolacio´n lineal para medida MMBD con PCM de dimensio´n 6x6
3.5.5. Desviacio´n Media (MD), caso n = 6
Los datos obtenidos al aplicar la medida MD a los me´todos de ca´lculo del
vector de prioridad para las PCM de dimensio´n 6 × 6, se presentan en la Figura
3.29. Las gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y
a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.30 y 3.31
respectivamente.
Se observa que el comportamiento de las soluciones proporcionadas por los
me´todos evaluados respecto de una solucio´n media, se puede agrupar en tre blo-
ques. El me´todo LPO-l2 mantiene una desviacio´n media notablemente menor al
resto de los me´todos. El me´todo del Autovector y el me´todo WPO-l2 ofrecen
buenos resultados, despue´s de LPO-l2, al igual que en el caso de las matrices de
dimensio´n 4. Los restantes me´todos, que utilizan la norma vectorial l1 (WPO-l1 y
LPO-l1), norma vectorial l∞ (WPO-l∞ y LPO-l∞) y la norma matricial m∞ (WPO-
m∞ y LPO-m∞) son los que presentan mayor magnitud de la desviacio´n y - adema´s
- mayor variabilidad a medida que aumenta la inconsistencia de las matrices.
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Fig. 3.28: Regresio´n lineal para medida MMBD con PCM de dimensio´n 6x6
Fig. 3.29: Datos obtenidos para la medida de error ”Desviacio´n Media” (MD)
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Fig. 3.30: Interpolacio´n lineal para medida MD con PCM de dimensio´n 6x6
Fig. 3.31: Regresio´n lineal para medida MD con PCM de dimensio´n 6x6
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3.6. Resultados del experimento 3. Evaluacio´n de me´todos de
priorizacio´n en funcio´n de la inconsistencia. Caso n = 8
En esta seccio´n se describen y analizan los resultados obtenidos del experi-
mento disen˜ado para PCM de dimensio´on 8. Se presentan los datos correspon-
dientes a cada uno de los criterios de medida (introducidos en la Seccio´n 3.3),
mediante tablas y gra´ficos comparativos de los distintos me´todos para ayudar a su
visualizacio´n. Los resultados fueron agrupados segu´n rangos de valores de ampli-
tud 0,02 para el para´metro (CR). Ası´, en cada caso, se calculo´ la media aritme´tica
de la medida correspondiente, para todas las PCM de la muestra cuyo CR estaba
en el mismo rango de CR. A partir de estos datos medios para cada rango de CR
se ha construido una tabla con los datos representados atendiendo a una escala de
colores y se han obtenido la recta a trazos de interpolacio´n y la recta de regresio´n
lineal que ajusta dichos datos.
Se hace notar que en todas las medidas consideradas, los datos obtenidos para
los distintos me´todos difieren poco si la razo´n de consistencia es pequen˜a. Las
diferencias se incrementan al aumentar la razo´n de consistencia.
A continuacio´n se describen los resultados obtenidos al aplicar los me´todos
del experimento a matrices de comparacio´n por pares de entrada, de dimensio´n
8 × 8.
3.6.1. Desviacio´n Ma´xima (DVMAX), caso n = 8
Los datos obtenidos al aplicar el criterio de medida DV MAX (3.1) a los me´to-
dos de ca´lculo del vector de priorizacio´n para las PCM de dimensio´n 8, se pre-
sentan en la Figura 3.32. Las gra´ficas correspondientes a la curva de interpolacio´n
lineal a trozos y a la regresio´n lineal para cada me´todo, se presentan en las figuras
3.33 y 3.34 respectivamente.
Al igual que en el caso de las matrices de dimensiones 4×4 y 6×6, se observa
que, considerando esta medida de error, el me´todo que tiene un mejor compor-
tamiento a medida que aumenta la inconsistencia de las matrices es el me´todo
log-consistente con norma vectorial infinito (LPO-li). Del mismo modo, presen-
tan magnitudes del error comparativamente bajas respecto al resto, los me´todos
del Autovector y LPO-l2. Por otra parte, los me´todos que presentan una mayor
magnitud para esta medida del error, son aquellos que utilizan distancias vectoria-
les l1 y matriciales m∞ (WPO-l1, WPO-m∞, LPO-l1 y LPO-m∞).
3.6.2. Desviacio´n Media Absoluta (MAD), caso n = 8
Los datos obtenidos al aplicar el criterio de medida MAD (3.2) a los me´todos
de ca´lculo del vector de priorizacio´n para las PCM de dimensio´n 8, se presentan
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Fig. 3.32: Datos obtenidos para la medida de error ”Desviacio´n Ma´xima” (DVMAX)
Fig. 3.33: Interpolacio´n lineal para medida DVMAX con PCM de dimensio´n 8x8
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Fig. 3.34: Regresio´n lineal para medida DVMAX con PCM de dimensio´n 8x8
en la Figura 3.35. Las gra´ficas correspondientes a la curva de interpolacio´n lineal
a trozos y a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.36
y 3.37 respectivamente.
Al analizar los datos y gra´ficas correspondientes a la medida de error MAD
para la aplicacio´n de los me´todos sobre matrices de dimensio´n 8×8, se observa, al
igual que para las matrices de menor dimensio´n, que los me´todos log-consistentes
tienen un mejor comportamiento que los me´todos sub-optimales. En particular,
los me´todos LPO-l1, LPO-l2 y LPO-m∞, son los que presentan menor magnitud
del error. Del mismo modo, el me´todo del Autovector presenta magnitudes del
error comparables a las de los me´todos anteriores. Por el contrario, los me´todos
WPO-m∞, WPO-l∞ y WPO-l1 son los que presentan mayores magnitudes del error
MAD.
3.6.3. Error Medio Cuadra´tico (RMSE), caso n = 8
Los datos obtenidos al aplicar el criterio de medida RMS E (3.3) a los me´todos
de ca´lculo del vector de priorizacio´n para las PCM de dimensio´n 8, se presentan
en la Figura 3.38. Las gra´ficas correspondientes a la curva de interpolacio´n lineal
a trozos y a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.39
y 3.40 respectivamente.
En el caso de las matrices de dimensio´n 8x8, al analizar comparativamente
los me´todos en funcio´n del error medio cuadra´tico, tres de ellos se comportan de
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Fig. 3.35: Datos obtenidos para la medida de error ”Desviacio´n Media Absoluta” (MAD)
Fig. 3.36: Interpolacio´n lineal para medida MAD con PCM de dimensio´n 8x8
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Fig. 3.37: Regresio´n lineal para medida MAD con PCM de dimensio´n 8x8
Fig. 3.38: Datos obtenidos para la medida de error ”Error Medio Cuadra´tico” (RMSE)
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manera similar y mejor que los me´todos restantes, con una tendencia de aumento
pra´cticamente lineal: el me´todo del autovector y los me´todos log-consistentes con
normas vectoriales l1 y l∞ (LPO-l1 y LPO-l∞). Por otra parte, los me´todos que
utilizan la norma vectorial l1 y la norma matricial m∞ (LPO-l1, WPO-l1, LPO-m∞
y WPO-m∞) presentan un error de tendencia creciente y considerablemente mayor
al resto.
Fig. 3.39: Interpolacio´n lineal para medida RMSE con PCM de dimensio´n 8x8
3.6.4. Desviacio´n Booleana (MMBD), caso n = 8
Los datos obtenidos al aplicar la medida MMBD a los me´todos de ca´lculo del
vector de prioridad para las PCM de dimensio´n 8 × 8, se presentan en la Figura
3.41. Las gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y
a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.42 y 3.43
respectivamente.
La medida de la desviacio´n booleana, proporciona datos de robustez de los
me´todos log-consistentes con normas vectoriales l2 y l∞ (LPO-l2 y LPO-l∞) y
del Autovector, dado que para esos me´todos no se produce una inversio´n de la
preferencia en alguno de los pares de opciones. Del mismo modo, los me´todos
sub-optimales presentan, en general, mayores magnitudes para esta medida del
error, sobretodo a medida que aumenta la inconsistencia de las matrices.
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Fig. 3.40: Regresio´n lineal para medida RMSE con PCM de dimensio´n 8x8
Fig. 3.41: Datos obtenidos para la medida de error ”Desviacio´n Booleana” (MMBD)
74
3. ESTUDIO COMPARATIVO DE ME´TODOS
Fig. 3.42: Interpolacio´n lineal para medida MMBD con PCM de dimensio´n 8x8
Fig. 3.43: Regresio´n lineal para medida MMBD con PCM de dimensio´n 8x8
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Fig. 3.44: Datos obtenidos para la medida de error ”Desviacio´n Media” (MD)
3.6.5. Desviacio´n Media (MD), caso n = 8
Los datos obtenidos al aplicar la medida MD a los me´todos de ca´lculo del
vector de prioridad para las PCM de dimensio´n 8 × 8, se presentan en la Figura
3.44. Las gra´ficas correspondientes a la curva de interpolacio´n lineal a trozos y
a la regresio´n lineal para cada me´todo, se presentan en las figuras 3.45 y 3.46
respectivamente.
Al analizar el comportamiento de cada me´todo respecto de la media de todos
los me´todos, se puede concluir, al igual que en el caso de las matrices de dimen-
sio´n 4 × 4 y 6 × 6 que el me´todo LPO-l2 sobresale al mantener una desviacio´n
media menor al resto de los me´todos. El me´todo del autovector, aunque con una
magnitud ligeramente superior, tiene del mismo modo un comportamiento estable
mientras las matrices son consistentes. De manera opuesta, los me´todos que uti-
lizan la norma vectorial l1 (WPO-l1 y LPO-l1) y l∞ (WPO-l∞ y LPO-l∞) son los
que presentan mayor magnitud de la desviacio´n, sobre todo cuando las matrices
son inconsistentes.
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Fig. 3.45: Interpolacio´n lineal para medida MD con PCM de dimensio´n 8x8
Fig. 3.46: Regresio´n lineal para medida MD con PCM de dimensio´n 8x8
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4. CA´LCULO DE VECTORES DE PRIORIDAD EN
PROBLEMAS DE GRUPO CON DATOS INTERVALARES
4.1. Introduccio´n
En este capı´tulo, se considera un problema de decisio´n de grupo en el que los
expertos de un grupo evalu´an individualmente un conjunto finito de alternativas
con el objetivo de determinar la mejor y, ma´s en general, la ordenacio´n de dichas
alternativas atendiendo a su peso de relevancia.
Se considera un conjunto finito de alternativas x1, x2, . . . , xn. Se supone que la
informacio´n de preferencias sobre dichas alternativas, proviene de distintas fuen-
tes, de varios expertos, con el objetivo de representar de manera ma´s exhaustiva
la naturaleza compleja del problema que se aborda. Se asume ası´ la existencia
de un grupo de expertos E1, E2, . . . , Em, con m > 1, cada uno de los cuales ex-
presa sus juicios de preferencias mediante una matriz de comparacio´n por pares
Mk, k = 1, ..,m. Nos enfrentamos entonces, a un problema de decisio´n de grupo.
En este escenario, la informacio´n sera´ mas rica y mas diversa, pero posiblemente
no homoge´nea e incompatible, atendiendo a los distintos enfoques e intereses de
los expertos. En general no habra´ consenso entre los expertos, entendido como
acuerdo una´nime en los juicios de preferencias. Las complejidades derivadas del
proceso de toma de decisiones de grupo, son referidas en [Arr50], y tienen sus
primeras referencias en los trabajos de Borda y Condorcet a fines del siglo XVIII
en trabajos de aplicacio´n de te´cnicas matema´ticas a procesos de eleccio´n social.
En su artı´culo, Arrow plantea las dificultades de las decisiones de grupo, como
producto de la racionalidad colectiva, entendida como la bu´squeda de un o´ptimo
social? a partir de los deseos e intereses individuales.
Se hace notar que al problema de inconsistencia, que surge al trabajar con
matrices de comparacio´n por pares (como se planteo´ en el capı´tulo 2), se le an˜ade
el problema de manejo de informacio´n mu´ltiple y posiblemente incompatible.
Por otra parte, en muchas aplicaciones son situaciones comunes la existencia
de preferencias cualitativas, la falta de informacio´n, la informacio´n difı´cilmente
cuantificable o expresada en te´rminos lingu¨ı´sticos o mediante rangos, difı´ciles de
expresar mediante valores puntuales nume´ricos. Atendiendo a ello, parece natu-
ral intentar representar este tipo de informacio´n vaga e imprecisa y adaptar los
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modelos propuestos para que permitan el uso de datos imprecisos. En este capı´tu-
lo, trabajaremos con datos intervalares (nume´ricos) para representar los juicios de
preferencias (posiblemente imprecisos), como un modo de representar la impre-
cisio´n de los juicios dados por los expertos. En [BJ00], se plantean varias razones
que justifican el uso de datos intervalares:
Estudios experimentales sugieren que las expresiones lingu¨ı´sticas se simu-
lan mejor por rangos de valores que por valores nume´ricos puntuales.
En los problemas de decisio´n de grupo a considerar, la utilizacio´n de valo-
res intervalares proporciona mayor flexibilidad y un margen ma´s amplio al
considerar los posibles rangos de variacio´n de la solucio´n. Esto tiene una
interpretacio´n asociada a la tolerancia, como aporte a la bu´squeda de una
solucio´n compromiso del grupo.
Estas consideraciones nos llevan a asumir que cada experto expresa sus preferen-
cias mediante matrices de comparacio´n por pares con datos intervalares, como
modo de expresar juicios de preferencias (posiblemente imprecisos).
Ası´, el problema que se aborda es el siguiente. Dado un conjunto finito de
alternativas X = {x1, x2, . . . , xn} y un conjunto de expertos E1, E2, . . . , Em, que
expresan sus juicios en matrices de comparacio´n por pares M1,M2, . . . ,Mm, con
datos intervalares, calcular un vector de prioridad del grupo w = (w1,w2, . . . ,wn)t
que refleje ”lo mejor posible” (en algu´n sentido que se precisara´) la informacio´n
de preferencias (posiblemente inconsistente, incompatible e imprecisa) conteni-
da en las matrices Mk, k = 1, . . . , n. El objetivo es proporcionar un marco teo´rico
general, me´todos y algoritmos para explotar la sinergia de la informacio´n de prefe-
rencias obtenida a partir de mu´ltiples fuentes (expertos), de forma que la decisio´n
resultante sea una ”representante o´ptima” del conjunto de posibles decisiones o
prioridades de los expertos del grupo, o - dicho de otro modo - que la decisio´n del
grupo sea la ”mejor posible”, en te´rminos que se precisara´n ma´s adelante.
En este contexto, como ya se ha sen˜alado, nos enfrentamos simulta´neamente
a varios problemas:
Problema de consistencia: Calcular vectores de prioridad a partir de PCM
no necesariamente consistentes.
Problema de decisio´n de grupo (m > 1): Se trata de buscar soluciones de
grupo que sean las que mejor reflejen e integren las mu´ltiples preferencias
(posiblemente en conflicto) de los expertos.
Problema de manejo de la imprecisio´n: Suponemos que los datos de partida
son intervalares, como forma de integrar la posibilidad de datos imprecisos.
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El problema de la consistencia para el caso particular de un experto (m = 1)
con datos puntuales se ha estudiado exhaustivamente en el capı´tulo 2. En este caso,
las principales me´todos de resolucio´n atienden principalmente a dos enfoques.
Por una parte, se ha abordado en el contexto del AHP, a partir del me´todo del
autovector principal (Seccio´n 2.3) y por otra, se ha planteado como un problema
de aproximacio´n matricial (Seccio´n 2.3).
El problema de grupo (m > 1), a partir de matrices de comparacio´n por pa-
res con datos puntuales, se ha abordado en la literatura en el contexto del AHP
(([EMJ07], [MJAJRPTL05], [BG03], [CC08], [CR01], [RG94], [FP98], [HL96],
[AS83])). Los me´todos propuestos extienden el me´todo del autovector principal
al caso de varios expertos, siguiendo ba´sicamente dos estrategias. La primera,
consiste en sintetizar los juicios pareados dados por los expertos, en una matriz
G = (gi j), con:
gi j =
 m∏
k=1
mki j
1/m , (4.1)
para posteriormente extraer el vector de prioridad a partir de la matriz G. El se-
gundo procedimiento consiste, en general, en calcular el vector de prioridad del
grupo como media aritme´tica (o geome´trica en algunos trabajos) de los vectores
de prioridad individuales wk, k = 1, . . . , n, obtenidos a partir de las matrices Mk,
k = 1, . . . ,m:
w =
1
m
m∑
k=1
wk. (4.2)
Estos me´todos no son aplicables directamente al caso de datos imprecisos. Se
han tratado de extender para manejar juicios intervalares, mediante simulacio´n de
preferencias con matrices puntuales generadas como muestras de las PCM inter-
valares de partida. Posteriormente, se calculan los vectores de prioridad asociados
a cada matriz puntual, mediante el me´todo del autovector, y el promedio de dichos
vectores se propone como vector de prioridad. En esta lı´nea, en [SV87] se utiliza
un enfoque de simulacio´n Monte Carlo que genera pesos intervalares a partir de
una PCM intervalar (m = 1).
En [Hai98] se propone un enfoque estadı´stico para obtener los pesos de las
alternativas a partir de PCM intervalares. Para esto se evalu´an dos distribuciones
sobre la regio´n de factibilidad, usando la media de las distribuciones como base
para la cuantificacio´n de las preferencias y el ca´lculo del ranking.
En [Arb89] y [Arb91], los juicios intervalares se interpretan como restriccio-
nes lineales, planteando el problema como un problema de programacio´n lineal
(LP). Este me´todo es analizado en [Kre91], cuyo autor concluye que no es efectivo
para PCM intervalares inconsistentes. El enfoque de estos me´todos es extendido
en [SH92], [SH95] a estructuras jera´rquicas.
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Investigaciones posteriores incorporan la posibilidad de trabajar con informa-
cio´n de preferencias intervalar en problemas de grupo (m > 1) en el contexto del
AHP ([CGW05], [BJ00], [HK94]). La mayorı´a de los me´todos propuestos en la
literatura que permiten trabajar con datos intervalares, proporcionan vectores de
pesos intervalares. Por tanto, en caso de solapamiento de intervalos, se requiere
el uso adicional de te´cnicas para ordenar las alternativas, atendiendo a su relevan-
cia. Otra te´cnica para representar juicios pareados imprecisos es utilizar conjuntos
difusos (ver por ejemplo, [BdGL89], [Yu02], [Mik04]). En estos casos, los pesos
resultantes vienen dados por nu´meros difusos, por lo que se requieren adicional-
mente te´cnicas de transformacio´n de esos nu´meros para obtener un ordenacio´n
final de las alternativas. Esta lı´nea de estudio no se ha considerado en este trabajo
y esta´ pendiente de ser abordada en futuros trabajos de investigacio´n.
Por otra parte, los trabajos que abordan los problemas de consistencia, grupo
e imprecisio´n en la literatura, desde un enfoque basado en distancias sera´n refe-
ridos a lo largo del desarrollo del capı´tulo, en relacio´n con los procedimientos
propuestos.
En este capı´tulo se plantea el problema en un marco teo´rico general de optimi-
zacio´n vectorial, en un espacio normado de matrices. En dicho modelo, se busca
una solucio´n que maximice la satisfaccio´n del grupo, donde el concepto de opti-
malidad se define en funcio´n de operadores de agregacio´n de funciones objetivo
(que articulan la estrategia del grupo) y de la norma matricial utilizada. Por otra
parte, se proporcionan algoritmos de resolucio´n de los problemas de optimizacio´n
resultantes con datos intervalares, para las me´tricas ma´s usuales, mediante el uso
de te´cnicas de programacio´n por metas. El marco propuesto integra y extiende va-
rias de las lı´neas de investigacio´n actuales en el tema. Adema´s relaja condiciones y
restricciones al problema que se asumen en los me´todos propuestos en la literatu-
ra. Por otra parte, a diferencia de muchos de los me´todos descritos en la literatura,
el enfoque planteado no asume la homogeneidad entre los expertos del grupo de
decisio´n, permitiendo su diferenciacio´n de acuerdo a su experiencia, roles o cual-
quier otro tipo de segmentacio´n. Adema´s, las soluciones de grupo que se obtienen
vienen dadas por vectores de pesos puntuales, proporcionando automa´ticamente
una ordenacio´n de las alternativas.
Resultados preliminares de los me´todos que se proponen en este capı´tulo se
han presentado por el autor en los congresos internacionales [DRT06] (publicado
en [DRT09]) y [DRT07].
El capı´tulo se ha organizado como sigue. En primer lugar se formula el proble-
ma de grupo como un problema de optimizacio´n vectorial en un espacio normado
de matrices, planteando las dificultades y retos del problema. En segundo lugar se
introducen te´cnicas de escalarizacio´n que articulan la estrategia del grupo y defi-
nen el concepto de optimalidad. Por u´ltimo se proponen algoritmos de resolucio´n
de los problemas planteados con datos intervalares, para las me´tricas y normas
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matriciales ma´s usuales.
4.2. Formulacio´n general del problema
4.2.1. Problema de optimizacio´n vectorial en un espacio me´trico de matrices
Sea X = x1, x2, . . . , xn con n ≥ 2 un conjunto finito de alternativas y
E1, E2, . . . , Em, un conjunto de expertos que expresan sus preferencias mediante
matrices de comparacio´n por pares M1,M2, . . . ,Mm, con datos intervalares. Se tra-
ta de encontrar un vector de prioridad w = (w1,w2, . . . ,wn)t (wi > 0,
∑n
i=1 wi = 1)
que sea el que mejor refleje la informacio´n de preferencias expresadas individual-
mente por los expertos. Siguiendo el planteamiento dado al problema en el caso
de un experto (m = 1), (Cap. 2, Seccio´n 2.3), este problema se puede formular en
los siguientes te´rminos.
Dadas las matrices de de comparacio´n por pares Mk, k = 1, . . . ,m, se trata de
encontrar una matriz n × n positiva W tal que:
W sea consistente, y
W este´ lo ma´s pro´xima posible a las matrices Mk, k = 1, . . . ,m
Atendiendo al enfoque de aproximacio´n de matrices planteado en el capı´tulo
2 para abordar el problema para el caso m = 1, se introduce una norma matricial
‖ ‖, que induce la me´trica de distancia a utilizar en el espacio me´trico de las ma-
trices n × n. En este espacio, el problema se plantea en te´rminos de encontrar una
matiz consistente ideal, que sea la que ma´s satisface al grupo, en el sentido de que
esta´ ”lo ma´s pro´xima posible”de la informacio´n de preferencias del conjunto de
matrices de comparacio´n por pares. Formalmente, el problema a plantear es:
mı´n
(
‖M1 −W‖, · · · , ‖Mm −W‖
)
(4.3)
sujeto a W ∈ Cn×n
siendo Cn×n el subconjunto de matrices n × n consistentes. Esto es,
mı´n
wi j>0
wi j·w jk=wik
∀i, j,k=1,..,n
(
‖(m1i j − wi j)ni, j=1‖, · · · , ‖(mmi j − wi j)ni, j=1‖
)
(4.4)
Se hace notar que en la formulacio´n anterior se abordan simulta´neamente los pro-
blemas de consistencia y de grupo, al buscar una solucio´n W de consenso y con-
sistente, que minimice el desacuerdo de los expertos con respecto a la matriz W.
En el escenario de problemas de decisio´n de grupo que estamos consideran-
do, se interpreta que cada experto contribuye con una funcio´n objetivo fk(w) =
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‖Mk − W‖ k = 1, · · · ,m. Esta funcio´n se puede reescribir en te´rminos de vecto-
res de prioridad. En el capı´tulo 2 (Seccio´n 2.3) se vio que para cada matriz n × n
consistente W existe un vector positivo w ∈ Rn+ normalizado (
∑n
i=1 wi = 1) tal que
W = DwE(Dw)−1, donde E = (ei j) con ei j = 1, 1 ≤ i, j ≤ n y Dw = (di jw) es una
matriz diagonal con
di jw =
wi si i = j0 si i , j
Entonces,
‖Mk −W‖ = ‖M − DwE(Dw)−1‖ =: fk(w) (4.5)
para algu´n vector w = (wi)t de componentes positivas, tal como se definio´ en
(2.13). Por lo tanto, el reto es encontrar un vector de prioridad que optimice si-
multa´neamente cada una de las funciones objetivo fk(w), k = 1, · · · ,m. Esto nos
lleva a plantear el problema de optimizacio´n vectorial
(PG) mı´n F(w) (4.6)
sujeto a w ∈ F
donde F(w) = ( f1(w), · · · , fm(w))t , m ≥ 2, fk(w) = ‖Mk − DwE(Dw)−1‖ :
Rn → R, k = 1, · · · ,m y F = {w ∈ Rn : wi > 0,∀i = 1, · · · , n, ∑ni=1 wi = 1} es
el conjunto factible de vectores de prioridad.
En adelante nos referiremos al problema general (4.6) como (PG).
Este tipo de problemas, con diferentes matices, tambie´n son referidos en la li-
teratura como problemas de optimizacio´n multicriterio o multiobjetivo ([EW05],
[BV04]). El objetivo ideal es obtener un a solucio´n que optimice simulta´neamente
todos los objetivos en (4.6). En general, en problemas reales, los objetivos esta´n
en conflicto entre sı´, por lo que no existe una solucio´n que minimice todas las
funciones objetivo. Esto es, w∗ es un vector de pesos tal que la matriz consistente
de razones W∗ = (w∗i /w
∗
j) generada a partir de dicho vector, dista lo menos po-
sible de la informacio´n de preferencias dada por todos los miembros del grupo.
Para interpretar el problema de optimizacio´n (4.6), consideramos el conjunto de
ima´genes de los elementos del conjunto factible:
I = {F(w) : w ∈ F } ⊆ Rm, (4.7)
que denominaremos conjunto de ima´genes objetivo alcanzables.
En el problema (PG), ”Min” se entiende como encontrar las salidas o´ptimas
en el conjunto de ima´genes I y sus preima´genes en F , pero la relacio´n de orden
usual entre los elementos de I
y  y˜⇔ yi  y˜i ∀i = 1, · · · ,m, (4.8)
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con y = (y1, · · · , ym)t, y˜ = (y˜1, · · · , y˜m)t ∈ Rm, es un orden parcial en Rm.
En [Cve00] se presenta la siguiente definicio´n, para los o´rdenes parcial y total.
Definicio´n 5 Una relacio´n binaria R es un orden parcial en un dominio D si y
so´lo si satisface las siguientes propiedades:
reflexividad: R(x, x), ∀x ∈ D
antisimetrı´a: Si R(x, y) y R(y, x) entonces x = y, ∀x, y ∈ D
transitividad: Si R(x, y) y R(y, z) entonces R(x, z), ∀x, y, z ∈ D
Una relacio´n binaria R′ es un orden total en un dominioD si
1. Es un orden parcial, y
2. R′(x, y) o R′(y, x), ∀x, y ∈ D
A partir de las definiciones anteriores se visualiza el problema de la optimiza-
cio´n vectorial. Ası´, dados dos elementos factibles w y w˜ ∈ F , las correspondientes
ima´genes F(w) y F(w˜) pueden ser no comparables, esto es, no se puede determi-
nar cua´l es mejor. Esto lleva a considerar distintas situaciones y a considerar los
conceptos de dominancia y eficiencia.
Primero consideraremos un caso especial, en el que esta´ claro el significado
del problema de optimizacio´n vectorial (PG). Supongamos que existe un elemento
w∗ ∈ F tal que
F(w∗)  F(w), ∀w ∈ F , (4.9)
esto es,
fk(w∗)  fk(w), ∀k = 1, · · · ,m, ∀w ∈ F (4.10)
En este caso se dice que w∗ es la solucio´n optimal o ideal ([BV04],[EW05]) del
problema (PG).
Interpretando esta caso, el problema de decisio´n que consideramos correspon-
derı´a a la situacio´n en la que todos los expertos esta´n de acuerdo en que w∗ es la
mejor solucio´n. Esto es, w∗ minimiza todas las funciones objetivo (4.5).
En general, en los problemas de optimizacio´n vectorial no existe el o´ptimo
ideal. En el contexto de los problemas de decisio´n en estudio, la informacio´n
proporcionada por los distintos expertos, atendiendo - entre otras razones - a
su formacio´n y diferencias de intereses y criterios, sera´ de naturaleza diversa y
posiblemente incompatible. Por ello, en general, no todas las funciones objetivo
fk(w), k = 1, · · · ,m, alcanzara´n el mı´nimo en el mismo elemento del conjunto de
soluciones admisibles. En general, en el problema de optimizacio´n vectorial (4.6)
no existe el o´ptimo ideal. En estos casos, en los que el conjunto de ima´genes ob-
jetivo alcanzables I no tiene un elemento mı´nimo, se consideran los ”elementos
minimales” de I, que se introducen a continuacio´n.
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Definicio´n 6 ([EW05],[BV04],[BCC06]) Un elemento y = (y1, · · · , ym)t ∈ I se
denomina imagen no dominada o imagen Pareto-optimal del problema (PG), si y
es un elemento minimal en I, en el siguiente sentido.
fk(x) ≥ yk, ∀k = 1, · · · ,m, ∀x ∈ F , (4.11)
y adema´s, ∃ l ∈ {1, · · · ,m} tal que fl(x) = yl.
Un problema de optimizacio´n vectorial puede tener varias ima´genes Pareto-
optimales y e´stas esta´n en el borde del conjunto I de ima´genes alcanzables. Las
preima´genes de las ima´genes no dominadas se denominan soluciones eficientes
Pareto-optimales del problema.
Definicio´n 7 ([EW05],[BV04],[BCC06]) Un elemento w∗ es Pareto-optimal o so-
lucio´n eficiente para el problema (PG) si w∗ esta´ en el conjunto factible (w∗ ∈ F )
y si ∃w ∈ F tal que
F(w)  F(w∗) (4.12)
entonces F(w) = F(w∗).
En [EW05],[BV04],[CZ73] y [BS02], se refieren detalladamente propiedades y
resultados teo´ricos relativos a las soluciones eficientes de un problema de optimi-
zacio´n vectorial. Nuestro objetivo es proporcionar me´todos efectivos de ca´lculo
de soluciones eficientes de (PG) y su interpretacio´n en el contexto de problemas
de decisio´n de grupo.
Consideremos ahora la funcio´n vectorial del problema (PG) planteado
F(w) = ( f1(w), · · · , fm(w)) , (4.13)
con fk(w) = ‖M−DwED−1w ‖. Estas funciones son no lineales y no convexas. Aten-
diendo a los enfoques seguidos en el capı´tulo 2 (Seccio´n 2.3), sustituiremos la
funcio´n objetivo F(w) por las funciones objetivo ma´s manejables, F˜(w) y G(v),
que se describen a continuacio´n.
Siguiendo la estrategia planteada en la Seccio´n 2.4.2 de transformar logarı´tmi-
camente punto a punto los datos del problema, la funcio´n objetivo parcial fk(w) =
‖Mk − (Dw)−1EDw‖ se sustituira´ por la funcio´n objetivo equivalente
gk(w) = ‖Bk − Lv + (Lv)t‖ (4.14)
con Bk = (bki j), b
k
i j = log mi j
k.
De esta forma, se plantea el problema de optimizacio´n vectorial, que denomi-
naremos problema de optimizacio´n vectorial logarı´tmico (LPOV)‖ ‖
mı´n G(w) = mı´n
(
‖B1 − Lv + LTv ‖, · · · , ‖Bm − Lv + LTv ‖
)
(4.15)
con v ∈ F˜
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siendo F˜ = {v ∈ Rn,∑ni=1 vi = 0}.
Por otro lado, procediendo con cada funcio´n objetivo parcial fk(w) como se
hizo en (2.27) y (2.29), consideremos por una parte la funcio´n objetivo
F˜(w) =
(
f˜1(w), · · · , f˜m(w)
)
, (4.16)
con f˜k(w) = ‖MkDw − DwE‖.
De esta forma se plantea el problema de optimizacio´n vectorial que denomi-
naremos problema de optimizacio´n vectorial sub-optimal (WPOV)‖ ‖:
mı´n
(
‖M1Dw − DwE‖, . . . , ‖MmDw − DwE‖
)
(4.17)
sujeto a w ∈ F
siendo F = {w ∈ Rn : wi > 0, i = 1, · · · , n,∑ni=1 wi = 1}.
86
4. VECTOR DE PRIORIDAD DE GRUPO CON DATOS INTERVALARES
4.2.2. Problema de optimizacio´n escalar. Marco analı´tico
En la seccio´n anterior se planteaba formalmente el problema general como un
problema de optimizacio´n vectorial (4.6):
mı´n F(w) (4.18)
sujeto a w ∈ F
Pese a estar perfectamente definida la funcio´n vectorial objetivo F(w) y el con-
junto de soluciones factibles F , se debe precisar el concepto de optimizacio´n
vectorial, dado que no es trivial determinar la ”solucio´n o´ptima”. En general se
tiene que no hay un criterio de optimalidad, sino un conjunto de objetivos mu´lti-
ples e imprecisos, en conflicto. Cualquier interpretacio´n y significado que se le
de´ al problema requiere la incorporacio´n de estrategias para alcanzar soluciones
que cumplan con los criterios de optimizacio´n definidos. En este caso, el trabajo
se centrara´ en me´todos con una clara interpretacio´n y significado en el problema
de grupo que nos ocupa. En general, los problemas de optimizacio´n vectorial que
se plantean, raramente tienen una solucio´n o´ptima (o de consenso una´nime), en el
sentido de que simulta´neamente minimiza todas las funciones objetivo individua-
les fk(w), para k = 1, . . . ,m.
Las decisiones de grupo han tenido una importancia creciente en el a´mbito de
la investigacio´n y desarrollo de algoritmos y me´todos de apoyo a la decisio´n, da-
do que se presentan en mu´ltiples dominios de gran relevancia social, econo´mica,
tecnolo´gica y polı´tica, donde muchas veces, un grupo de expertos necesita tomar
una decisio´n que represente las opiniones individuales y cuente - a la vez - con
el acuerdo de cada uno de ellos [Che05]. Entonces, el proceso de llegar a una de-
cisio´n colectiva a partir de preferencias individuales determinadas por opiniones,
enfoques, actitudes y predisposiciones que posiblemente estara´n enfrentadas en-
tre sı´, lleva asociado el grado de complejidad relativo al problema de optimizacio´n
vectorial.
Ası´, en general en presencia de varios expertos, se plantean situaciones de con-
flicto las que, a modo de ejemplo, es frecuente encontrar en decisiones polı´ticas,
medioambientales, econo´micas, de gestio´n de recursos humanos o de asignacio´n
presupuestaria so´lo por mencionar algunas. Se trata pues, de definir que´ enten-
demos por solucio´n de grupo. Siguiendo el ana´lisis del problema de optimizacio´n
vectorial de la seccio´n anterior, una propiedad comu´nmente considerada como ne-
cesaria para cualquier solucio´n candidata w es que sea eficiente o Pareto-optimal
(Def. 7), o lo que es lo mismo, que F(w) sea imagen Pareto-optimal (Def. 6). Des-
afortunadamente, no es fa´cil obtener la descripcio´n exacta del conjunto Pareto y
en todo caso, atendiendo a los problemas de decisio´n de grupo que nos ocupan,
el intere´s es obtener finalmente un vector de prioridad que permita ordenar las
alternativas consideradas.
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En este contexto nuestro objetivo es proporcionar me´todos que exploten y sin-
teticen la informacio´n diversa e imprecisa proporcionada por distintos expertos
y proporcionar soluciones eficientes al problema, con una clara interpretacio´n en
el problema de decisio´n de grupo que nos ocupa. Ası´, la idea es aplicar un en-
foque que combine la informacio´n proveniente de distintas fuentes, de un modo
consistente, apuntando a la bu´squeda de un ”prototipo ideal” consistente W.
El proceso de agregacio´n de preferencias de grupo, debe cumplir con un con-
junto de propiedades, las que han sido propuestas mediante una axioma´tica, ya
desde el trabajo de Arrow en 1951 ([Arr51]), en el que se establece la imposi-
bilidad de consistencia simulta´nea de todos los axiomas formulados por el autor.
No obstante, a partir del trabajo de Arrow, la literatura especializada acepta di-
cha axioma´tica con ligeras variaciones dependiendo del enfoque metodolo´gico a
utilizar para la obtencio´n del vector de prioridades de grupo. Ası´, los axiomas
ma´s comu´nmente empleados y que resumen el desarrollo de este conjunto de pro-
piedades, propuestos, entre otros, en [Yu73], [Fic86], [RG94] y [Cve00], son los
siguientes.
Axioma 1: Definicio´n completa del dominio. Existen al menos dos integrantes
en el grupo que toma la decisio´n, hay al menos tres alternativas en el conjunto de
opciones y el espacio de posibles vectores de preferencias de los individuos que
componen el grupo, debe incluir todas las alternativas posibles. En otras palabras,
no debe ser imposible proporcionar un vector de prioridad de grupo para cualquier
subconjunto posible de preferencias individuales.
Axioma 2: Optimalidad - Pareto. En general, la aplicacio´n del principio de
Pareto se puede resumir en te´rminos de la conservacio´n de la unanimidad de pre-
ferencias individuales. Ası´, si la alternativa xi es preferida a la alternativa x j por
todos los expertos (en nuestro caso, mki j > 1, ∀k = 1, . . . ,m), entonces la solucio´n
de grupo debiera reflejar esa preferencia, esto es wi > w j.
Axioma 3: Independencia de alternativas irrelevantes. Si para todos los exper-
tos del grupo, al eliminar una alternativa no se altera la estructura de preferencias
individual, el vector correspondiente a la solucio´n agregada del grupo debiera per-
manecer sin variacio´n al eliminar dicha alternativa irrelevante.
Axioma 4: Ausencia de dictadura. No puede existir entre los expertos, alguno
cuya estructura de preferencias se imponga siempre como preferencia agregada
del grupo, en desmedro de otras (distintas) preferencias individuales.
Los me´todos que se van a proponer, esta´n basados en la transformacio´n de
la funcio´n objetivo vectorial F(w) en una funcio´n objetivo escalar que concilie
”lo mejor posible” (de alguna forma que se precisara´), los mu´ltiples objetivos en
conflicto, que denominaremos funcio´n de consenso.
En general, el proceso de transformacio´n de una funcio´n vectorial en una fun-
cio´n escalar es conocido como escalarizacio´n. Los me´todos de escalarizacio´n,
como enfoque para abordar la resolucio´n de problemas de optimizacio´n multi-
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objetivo (MOP) son descritos en [EW05].
Consideramos el conjunto I de vectores de Rm, correspondiente al conjunto de
ima´genes mediante la funcio´n F (conjunto de soluciones factibles) del problema,
definido en (4.7).
I =
F(w) : w > 0, n∑
i=1
wi = 1
 ⊂ Rm. (4.19)
La idea es buscar soluciones ”optimales” del problema (4.6) que minimicen F(w)
en algu´n sentido.
Por construccio´n, F(w) ≥ 0,∀w ∈ F (0 simboliza el vector nulo en Rm),
adema´s, F(w) = 0 si y so´lo si hay acuerdo una´nime entre todos los expertos y las
matrices Mk, k = 1, . . . ,m, son consistentes (Teorema 2.2.2 y Ecuacio´n (2.11)),
en el supuesto de que dichas matrices sean de datos nume´ricos puntuales. El pro-
blema se puede interpretar como que el objetivo ideal en el conjunto de ima´genes
el vector 0. Los me´todos que se proponen buscan encontrar w ∈ F tal que F(w)
este´ ”lo ma´s pro´ximo posible” a 0 (vector nulo de Rm). Para medir esta proximidad
en Rm, se consideran las me´tricas lp, 1 ≤ p ≤ ∞, con pesos αi
‖x‖p =

(∑m
i=1 αi|xi|p
)1/p si 1 ≤ p < ∞
ma´xi=1,...,m {αi|xi|} si p = ∞,
(4.20)
siendo (α1, . . . , αm)t un vector de pesos con αi > 0 ∀i, ∑mi=1 αi = 1. Esta
es una familia de me´tricas usuales en Rm y tiene una clara interpretacio´n en el
contexto del problema de grupo abordado, que se explicara´ ma´s adelante.
Ası´, el problema de optimizacio´n escalar que se considera es: Encontrar w ∈ F
tal que
mı´n
w∈F
(
m∑
i=1
αi| fi(w)|p) = mı´n
w∈F
‖Λ ◦ F(w)‖pp si 1 ≤ p < ∞ (4.21)
mı´n
w∈F
( ma´x
i=1,...,m
αi| fi(w)|) = mı´n
w∈F
‖Λ ◦ F(w)‖∞ si p = ∞
con
fi(w) = ‖Mi −W‖, i = 1, . . . ,m (4.22)
F(w) = ( f1(w), . . . , fm(w))t
donde Λ = (α1/p1 , . . . , α
1/p
m )t, se observa que αi es el ”poder de votacio´n” relativo
del miembro del grupo Ei. Si todos los miembros del grupo tienen el mismo poder
de votacio´n, αi = 1m y puede eliminarse en la expresio´n del problema. La notacio´n◦ se refiere al producto de Hadamard de dos matrices de igual dimensio´n. Ası´, si
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A = (ai j) y B = (bi j) son dos matrices de igual dimensio´n, A ◦ B es una matriz
C = (ci j) con ci j = ai jbi j.
Se demuestra que toda solucio´n optimal del problema planteado (4.22) es
solucio´n Pareto-optimal del problema de optimizacio´n vectorial (4.6) ([BV04],
[EW05]). En estas referencias se incluyen resultados teo´ricos relativos a las so-
luciones de los problemas considerados. Las soluciones optimales de (4.22) se
suelen denominar soluciones compromiso.
Se plantean varias observaciones acerca de los problemas de optimizacio´n for-
mulados en la Ec. (4.21).
El problema de optimizacio´n descrito en la Ec. (4.21) es un problema de
optimizacio´n escalar, en el sentido que la funcio´n objetivo de dicho proble-
ma ‖Λ ◦ F(w)‖p es una funcio´n de valores reales. Estos me´todos se podrı´an
encuadrar en los denominados me´todos de escalarizacio´n basados en distan-
cias ([EW05], [CZ73]). El caso p = 1 incluye la aproximacio´n al enfoque
cla´sico, ampliamente estudiado ([BV04]), en el que la funcio´n objetivo es la
suma, con los correspondientes pesos asignados, de las funciones objetivo
fk(w):
mı´n
w∈F
(
m∑
i=1
αk fk(w)). (4.23)
El caso p = ∞ corresponde al uso de la norma vectorial ∞, tambie´n deno-
minada norma de Chebyshev o Tchebycheff. En e´l, se minimiza la ma´xima
desviacio´n:
mı´n
w∈F
( ma´x
i=1,...,m
{αk fk(w)}). (4.24)
En el problema de optimizacio´n planteado (4.21) se agregan las funcio-
nes objetivo individuales, fk(w), esto es, las desviaciones de las matrices
de comparacio´n por pares dadas por los expertos de una matriz consisten-
te ideal comu´n W, mediante el uso de me´tricas lp. Se buscan soluciones
que maximicen la satisfaccio´n del grupo, en el sentido de que minimicen el
desacuerdo ”agregado” de los expertos (con la matriz W) mediante la me´tri-
ca lp. El uso particular de la me´trica p se puede interpretar en el contexto
de problemas de grupo como una ”asignacio´n de peso”. Las medidas mo-
delizan la agregacio´n de preferencias de los expertos, facilitando diferentes
estrategias de grupo. La me´trica p define el tipo de distancia usado en el
ana´lisis y afecta a la contribucio´n (relativa) de las desviaciones individuales
de los expertos del ideal de consenso, proporcionando diferentes modelos
de decisio´n. Para p = 1, el consenso es compensatorio, en el sentido que una
disminucio´n en la distancia de Mk a W (matriz de consenso), para un exper-
to, se compensa con el crecimiento equivalente para otro experto, mientras
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que para p = ∞, las distancias no son compensadas, ya que se elige la
menor de las desviaciones ma´ximas del ideal [BTSCF05].
El valor αi cuantifica el peso que se asigna a priori al experto Ei; al incre-
mentar el valor de αi, se incrementa el efecto de la desviacio´n debida al
experto i en la funcio´n objetivo del problema de optimizacio´n (4.21).
El enfoque de escalarizacio´n adoptado tambie´n se podrı´a interpretar en
te´rminos de una funcio´n logro o de utilidad ([EW05]) dada por ‖Λ◦F(w)‖p.
Por otra parte, se hace notar que en el problema (4.21) se aborda el problema
de la inconsistencia y el problema de grupo simulta´neamente. Para medir
las desviaciones de inconsistencia se utiliza una norma matricial ‖ ‖ y la
agregacio´n de las desviaciones de los distintos expertos se materializa vı´a
el uso de normas vectoriales lp con peso.
El problema (4.21) no requiere que las matrices Mk de partida sean recı´pro-
cas.
Adicionalmente, este enfoque proporciona indicadores del nivel de
desacuerdo del grupo y de los expertos con la solucio´n de grupo obtenida. Si
w es el vector de prioridades del grupo, ‖F(w)‖p = ‖(Mk − (wi/w j))tk=1...m‖p
mide el grado de desacuerdo del grupo con la solucio´n w. Paralelamen-
te, fk(w) = ‖(Mk − (wi/w j))‖ proporciona una estimacio´n del desacuerdo
del experto k. Estas medidas se podrı´an haber definido sobre errores re-
lativos, trabajando por ejemplo con la norma de la matriz de elementos
|mi j − (wi/w j)|/mi j. De especial intere´s son las medidas derivadas para los
valores de p = 1, 2,∞ que conducen, respectivamente, a la suma, la media
y al ma´ximo de las desviaciones de la solucio´n respecto de la informacio´n
de preferencias de los expertos.
4.3. Formulacio´n GP general. Algoritmos de ca´lculo
4.3.1. Resolucio´n del problema de grupo con datos puntuales
Considerando los problemas de optimizacio´n escalares (4.21) y (4.22) plan-
teados en la seccio´n anterior, se aborda en esta seccio´n las formas de resolucio´n
efectiva, mediante la utilizacio´n de formulaciones GP. Para esto se aplicara´n en el
modelo las me´tricas ma´s usuales.
En primer lugar, al considerar la aproximacio´n log-consistente del problema
en estudio, se planteo´ en la Ec. (4.15) el problema de optimizacio´n vectorial lo-
garı´tmico (LPOV)‖ ‖. En este problema, cada funcio´n objetivo parcial representa
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el problema de aproximacio´n para un experto. Aplicando la metodologı´a de es-
calarizacio´n, basada en la utilizacio´n de la me´tricas lp, para la agregacio´n de las
distancias desde las matrices del grupo de expertos a la matriz consistente ”ma´s
pro´xima”, se planteo´ en la seccio´n anterior, el correspondiente problema de opti-
mizacio´n escalar (4.21). Ası´, el problema de optimizacio´n escalar log-consistente
(LPO)p‖ ‖, queda planteado de la siguiente manera:
mı´n
( m∑
k=1
(
αk ‖Bk − Lv + Ltv‖
)p)1/p
1 ≤ p < ∞ (4.25)
mı´n ma´x
k=1...m
(
αk ‖Bk − Lv + Ltv‖
)
p = ∞
Ana´logamente, en la Ec. (4.17) se planteo´ el problema sub-optimal conside-
rando la aproximacio´n consistente. Al aplicar en este caso la metodologı´a de es-
calarizacio´n basada en la utilizacio´n de la me´tricas lp para la agregacio´n de las
distancias, se formula el problema de optimizacio´n escalar sub-optimal (WPO)p‖ ‖
de la siguiente manera:
mı´n
( m∑
k=1
(
αk ‖MkDw − DwE‖
)p)1/p
1 ≤ p < ∞ (4.26)
mı´n ma´x
k=1...m
(
αk ‖MkDw − DwE‖
)
p = ∞
Para el planteamiento de la formulacio´n GP del problema de optimizacio´n
escalar log-consistente (LPO)p‖ ‖ (4.25), se introducen las variables de desviacio´n
Nkv y P
k de acuerdo al siguiente cambio de variables:
Nk =
1
2
[∣∣∣Bk − Lv + LTv ∣∣∣ + (Bk − Lv + LTv )] (4.27)
Pk =
1
2
[∣∣∣Bk − Lv + LTv ∣∣∣ − (Bk − Lv + LTv )]
Considerando el cambio de variables anterior, la formulacio´n GP del problema
de optimizacio´n escalar log-consistente (LGOP) queda de la siguiente manera:
(LGPO)p‖ ‖ mı´n
( m∑
k=1
αk
∥∥∥Nk + Pk∥∥∥p)1/p (4.28)
sujeto a v ∈ F˜
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
v > 0,Nk ≥ 0, Pk ≥ 0 k = 1, . . . ,m
si 1 ≤ p < ∞, siendo F˜ = {v ∈ Rn,∑ni=1 vi = 0} y αk > 0 peso asignado a priori al
experto Ek, con
∑m
i=1 αi = 1.
92
4. VECTOR DE PRIORIDAD DE GRUPO CON DATOS INTERVALARES
Si p = ∞ el problema de optimizacio´n (LGPO)p‖ ‖ se puede escribir como:
(LGPO)∞‖ ‖ mı´n d (4.29)
sujeto a v ∈ F˜
αk
∥∥∥(Nkl + Pk)∥∥∥ ≤ d k = 1, . . . ,m
Bk − Lv + LTv − Nkl + Pk = 0 k = 1, . . . ,m
v > 0,Nkl ≥ 0, Pk ≥ 0 k = 1, . . . ,m
donde d es la desviacio´n ma´xima.
Para el caso de la formulacio´n GP del problema de optimizacio´n escalar sub-
optimal (WPO)p‖ ‖ (4.26), se introducen las variables de desviacio´n Nk y Pk de
acuerdo al siguiente cambio de variables:
Nk =
1
2
[∣∣∣MkDw − DwE∣∣∣ + (MkDw − DwE)] (4.30)
Pk =
1
2
[∣∣∣MkDw − DwE∣∣∣ − (MkDw − DwE)]
Considerando el cambio de variables anterior, la formulacio´n GP del problema
de optimizacio´n escalar sub-optimal (WGOP)p‖ ‖ queda de la siguiente manera:
(WGPO)p‖ ‖ mı´n
( m∑
k=1
αk
∥∥∥Nk + Pk∥∥∥p)1/p (4.31)
sujeto a w ∈ F
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
w > 0,Nk ≥ 0, Pk ≥ 0 k = 1, . . . ,m
si 1 ≤ p < ∞, siendo F = {w ∈ Rn : wi > 0, i = 1, · · · , n,∑ni=1 wi = 1} y αk > 0
peso asignado a priori al experto Ek, con
∑m
i=1 αi = 1.
Si p = ∞, el problema de optimizacio´n (WGPO)p‖ ‖ se puede escribir como:
(WGPO)∞‖ ‖ mı´n d (4.32)
sujeto a w ∈ F
αk
∥∥∥(Nk + Pk)∥∥∥ ≤ d k = 1, . . . ,m
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
w > 0,Nk ≥ 0, Pk ≥ 0 k = 1, . . . ,m
donde d es la desviacio´n ma´xima.
Los dos enfoques planteados, log-consistente y sub-optimal, pueden ser gene-
ralizados en cuanto a la me´trica de distancia lp mediante problemas de optimiza-
cio´n parame´tricos, en los que un para´metro λ que varı´a entre 0 y 1, es utilizado
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para la construccio´n de una funcio´n objetivo que representa el criterio de solucio´n
compromiso como una combinacio´n convexa entre dos criterios opuestos (me´tri-
cas l1 y l∞).
La formulacio´n λ-extendida para el problema de optimizacio´n escalar log-
consistente es la siguiente:
(LXPO)‖ ‖ mı´n
{
(1 − λ)
m∑
k=1
αk
∥∥∥Nk + Pk∥∥∥ + λ d} (4.33)
sujeto a v ∈ F˜
αk
∥∥∥(Nkl + Pk)∥∥∥ ≤ d k = 1, . . . ,m
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
v > 0,Nk ≥ 0, Pk ≥ 0 k = 1, . . . ,m.
Del mismo modo, la formulacio´n λ-extendida para el problema de optimiza-
cio´n escalar sub-optimal es la siguiente:
(WXPO)‖ ‖ mı´n
{
(1 − λ)
m∑
k=1
αk
∥∥∥Nk + Pk∥∥∥ + λ d} (4.34)
sujeto a w ∈ F
αk
∥∥∥(Nk + Pk)∥∥∥ ≤ d k = 1, . . . ,m
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
w > 0,Nk ≥ 0, Pk ≥ 0 k = 1, . . . ,m.
Casos particulares de la formulacio´n GP. Problema log-consistente
Se plantean a continuacio´n, las formulaciones GP resolubles mediante la utili-
zacio´n de las me´tricas ma´s usuales. Para la agregacio´n de los expertos, se utiliza la
me´trica lp, p = 1, 2,∞ y como normas matriciales se considera la norma matricial
1, la norma de Frobenious, que se denotara´n por ‖ ‖1 y ‖ ‖Fr respectivamente y las
norma matriciales inducidas por normas vectoriales ‖ ‖m1 y ‖ ‖m∞. La utilizacio´n
de este conjunto de me´tricas permite representar un amplio espectro de estrategias
de decisio´n.
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖1 en el pro-
blema de optimizacio´n escalar log-consistente, es el siguiente problema de pro-
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gramacio´n lineal (LP por su sigla en ingle´s),
(LGPO)1‖ ‖1 mı´n
m∑
k=1
αk
( n∑
i=1
n∑
j=1
(nki j + p
k
i j)
)
(4.35)
sujeto a bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
La formulacio´n del problema log-consistente utilizando las me´tricas l∞ y ‖ ‖1
da como resultado el siguiente problema (tambie´n LP):
(LGPO)∞‖ ‖1 mı´n d (4.36)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
A partir de los problemas log-consistentes (4.35) y (4.36) se plantea la siguien-
te formulacio´n GP λ-extendida con norma matricial ‖ ‖1:
(LXPO)‖ ‖1 mı´n
{
(1 − λ)
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) + λd
}
(4.37)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
En la ecuacio´n anterior, la formulacio´n para cada valor de λ puede ser re-
ducida a un problema de programacio´n lineal. En general, las formulaciones LP
pueden ser resueltas con mu´ltiples herramientas disponibles y de amplio uso, que
resuelven el problema utilizando el me´todo simplex.
Al aplicar la me´trica l2 y la norma matricial ‖ ‖Fr a la formulacio´n del pro-
blema de optimizacio´n escalar log-consistente, se obtiene la funcio´n objetivo
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mı´n
(∑m
k=1 αk
∑n
i=1
∑n
j=1 (n
k
i j + p
k
i j)
2)1/2, equivalente al siguiente problema de mı´ni-
mos cuadrados:
(LGPO)2‖ ‖Fr = mı´n
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j)
2 (4.38)
sujeto a bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
Para este tipo de problemas, existe gran cantidad de procedimientos nume´ricos
de resolucio´n.
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖m1 en el pro-
blema de optimizacio´n escalar log-consistente, es la siguiente:
mı´n
m∑
k=1
dk (4.39)
sujeto a αk ma´x
j=1,...n
n∑
i=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
En la ecuacio´n (4.39), la restriccio´n ma´x j=1,...,n
∑n
i=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
i=1 (n
k
i j + p
k
i j) ≤ d para i = 1, . . . , n, por lo que la formulacio´n LP
de la ecuacio´n queda de la siguiente manera:
(LGPO)1‖ ‖m1 mı´n
m∑
k=1
dk (4.40)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk i = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
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La formulacio´n del problema log-consistente utilizando las me´tricas l∞ y ‖ ‖m1
da como resultado el siguiente problema:
(LGPO)∞‖ ‖m1 mı´n d (4.41)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m j = 1, . . . , n
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
A partir de los problemas log-consistentes (4.39) y (4.41) se plantea la siguien-
te formulacio´n GP λ-extendida con norma matricial ‖ ‖m1:
(LXPO)‖ ‖m1 mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.42)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk j = 1, . . . , n; k = 1, . . . ,m
αk
n∑
i=1
(nki j + p
k
i j) ≤ d j = 1, . . . , n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
Al utilizar las me´tricas l1 y ‖ ‖m∞ en el problema de optimizacio´n escalar log-
consistente, se obtiene la siguiente formulacio´n:
mı´n
m∑
k=1
dk (4.43)
sujeto a αk ma´x
i=1,...n
n∑
j=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
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En la ecuacio´n (4.43), la restriccio´n ma´xi=1,...,n
∑n
j=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
j=1 (n
k
i j + p
k
i j) ≤ d para i = 1, . . . , n, por lo que la formulacio´n LP
de la ecuacio´n queda de la siguiente manera:
(LGPO)1‖ ‖m∞ mı´n
m∑
k=1
dk (4.44)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
La formulacio´n del problema log-consistente utilizando las me´tricas l∞ y ‖ ‖m∞
da como resultado el siguiente problema:
(LGPO)∞‖ ‖m∞ mı´n d (4.45)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m i = 1, . . . , n
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y la solucio´n estara´ dada por wi = exp vi, i = 1, . . . , n.
A partir de los problemas log-consistentes (4.43) y (4.45) se plantea la siguien-
te formulacio´n GP λ-extendida con norma matricial ‖ ‖m∞:
(LXPO)‖ ‖m∞ mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.46)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . , n; k = 1, . . . ,m
αk
n∑
j=1
(nki j + p
k
i j) ≤ d i = 1, . . . , n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
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Casos particulares de la formulacio´n GP. Problema sub-optimal
Se plantean a continuacio´n, las formulaciones GP correspondientes a la la uti-
lizacio´n de las me´tricas ma´s usuales en el problema optimizacio´n escalar sub-
optimal. Para la agregacio´n de los expertos, se utiliza la me´trica lp, p = 1, 2,∞
y como normas matriciales se consideran las normas matriciales ‖ ‖1 y ‖ ‖Fr y las
norma matriciales inducidas por normas vectoriales ‖ ‖m1 y ‖ ‖m∞.
(WGPO)1‖ ‖1 mı´n
m∑
k=1
αk
( n∑
i=1
n∑
j=1
(nki j + p
k
i j)
)
(4.47)
sujeto a mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
La formulacio´n del problema sub-optimal utilizando las me´tricas l∞ y ‖ ‖1 da
como resultado el siguiente problema LP:
(WGPO)∞‖ ‖1 mı´n d (4.48)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
Del mismo modo, a partir de los problemas sub-optimales (4.47) y (4.48) se
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plantea la siguiente formulacio´n GP λ-extendida con norma matricial ‖ ‖1:
(WXPO)‖ ‖1 mı´n
{
(1 − λ)
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) + λd
}
(4.49)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m.
Al aplicar la me´trica l2 y la norma matricial ‖ ‖Fr a la formulacio´n del
problema de optimizacio´n escalar sub-optimal, se obtiene la funcio´n objetivo
mı´n(
∑m
k=1 αk
∑n
i=1
∑n
j=1 (n
k
i j + p
k
i j)
2)1/2, equivalente al siguiente problema de mı´ni-
mos cuadrados:
(WGPO)2‖ ‖Fr mı´n
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j)
2
(4.50)
sujeto a mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖m1 en el pro-
blema de optimizacio´n escalar sub-optimal, es la siguiente:
mı´n
m∑
k=1
dk (4.51)
sujeto a αk ma´x
j=1...,n
n∑
i=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
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En la ecuacio´n (4.52), la restriccio´n ma´x j=1,...,n
∑n
i=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
i=1 (n
k
i j + p
k
i j) ≤ d para j = 1, . . . , n, por lo que la formulacio´n LP
de la ecuacio´n queda de la siguiente manera:
(WGPO)1‖ ‖m1 mı´n
m∑
k=1
dk (4.52)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk j = 1 . . . , n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n del problema sub-optimal utilizando las me´tricas l∞ y ‖ ‖m1 da
como resultado el siguiente problema:
(WGPO)∞‖ ‖m1 mı´n d (4.53)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m j = 1, . . . , n
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
A partir de los problemas sub-optimales (4.52) y (4.53) se plantea la siguiente
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formulacio´n GP λ-extendida con norma matricial ‖ ‖m1:
(WXPO)‖ ‖m1 mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.54)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk j = 1, . . . , n; k = 1, . . . ,m
αk
n∑
i=1
(nki j + p
k
i j) ≤ d j = 1, . . . , n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
Un problema ana´logo es presentado en [GPR04] y en [GPR07], donde se pro-
pone una metodologı´a de dos pasos. En [GPR99] se presenta una formulacio´n GP
extendida en el contexto de agregacio´n de rankings.
Al utilizar las me´tricas l1 y ‖ ‖m∞ en el problema de optimizacio´n escalar sub-
optimal, se obtiene la siguiente formulacio´n:
mı´n
m∑
k=1
dk (4.55)
sujeto a αk ma´x
i=1,...n
n∑
j=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
En la ecuacio´n (4.55), la restriccio´n ma´xi=1,...,n
∑n
j=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
j=1 (n
k
i j + p
k
i j) ≤ d para i = 1, . . . , n, por lo que la formulacio´n LP
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de la ecuacio´n queda de la siguiente manera:
(WGPO)1‖ ‖m∞ mı´n
m∑
k=1
dk (4.56)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n del problema sub-optimal utilizando las me´tricas l∞ y ‖ ‖m∞ da
como resultado el siguiente problema:
(WGPO)∞‖ ‖m∞ mı´n d (4.57)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m i = 1, . . . , n
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
A partir de los problemas sub-optimales (4.55) y (4.57) se plantea la siguiente
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formulacio´n GP λ-extendida con norma matricial ‖ ‖m∞:
(WXPO)‖ ‖m∞ mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.58)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . , n; k = 1, . . . ,m
αk
n∑
j=1
(nki j + p
k
i j) ≤ d i = 1, . . . , n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
4.3.2. Resolucio´n del problema de grupo con datos intervalares
En la seccio´n anterior se han proporcionado procedimientos para la resolucio´n
de los problemas de optimizacio´n resultantes de abordar simulta´neamente los pro-
blemas de consistencia y de decisio´n de grupo, suponiendo que se trabajaba con
datos puntuales. Sin embargo, atendiendo a la complejidad e incertidumbre pre-
sentes en problemas de decisio´n reales, al manejo de informacio´n difı´cil de cuan-
tificar, al uso de escalas nume´ricas para cuantificar expresiones lingu¨ı´sticas, etc.,
es de gran intere´s permitir que los expertos proporcionen juicios (preferencias)
imprecisos.
Un modelo para permitir la vaguedad e imprecisio´n en las preferencias es
trabajar con intervalos nume´ricos para representar informacio´n de preferencias
difı´cil de expresar mediante un valor nume´rico. Varias son las razones que justifi-
can el uso de datos de preferencias intervalares ([BJ00]): (a) estudios experimen-
tales acerca de la relacio´n entre las palabras y las probabilidades sugieren que las
expresiones verbales pueden ser modeladas ma´s efectivamente usando intervalos
de valores que al usar valores puntuales; (b) la utilizacio´n de estimaciones de pre-
ferencias intervalares por parte de los expertos proporciona al grupo un rango ma´s
amplio de valores que el rango proporcionado por las estimaciones puntuales, y
(c) el uso de valores intervalares por parte de los expertos, aumenta la posibilidad
de dar con un ”juicio de consenso” del grupo.
En general, los modelos tradicionales trabajan con valores nume´ricos puntua-
les. En el contexto del AHP, en [SV87] y [BTSCF05] se proponen juicios inter-
valares como una forma de modelar la imprecisio´n y trabajar con ellos mediante
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una simulacio´n Monte Carlo, para el caso de un experto. La estrategia es generar
en primer lugar, muestras de matrices de comparacio´n por pares aleatorias con
valores en los intervalos prefijados. En segundo lugar, calcular los vectores de
prioridad mediante el me´todo del autovector principal de cada matriz y proponer
como vector de prioridad el promedio de dichos vectores. Esta te´cnica, como ya
sen˜alan los autores, puede ser muy ineficiente computacionalmente, adema´s de la
dificultad de determinar el tipo de distribucio´n para efectuar la simulacio´n.
Otros trabajos que consideran el uso de datos intervalares sera´n referidos a lo
largo de la seccio´n, relaciona´ndolos con los me´todos que se proponen.
Otra estrategia para representar preferencias imprecisas es utilizar conjuntos
fuzzy. Esta lı´nea de estudio no se considera en este trabajo y esta´ pendiente de ser
abordada en futuras investigaciones.
Se considera que cada experto Ek expresa sus preferencias acerca de las alter-
nativas, vı´a una matriz de comparacio´n por pares intervalar Mk:
Mk =
( [
mki j,m
k
i j
] )
=

[
mk11,m
k
11
] [
mk12,m
k
12
]
· · ·
[
mk1n,m
k
1n
][
mk21,m
k
21
] [
mk22,m
k
22
]
· · ·
[
mk2n,m
k
2n
]
...
...
. . .
...[
mkn1,m
k
n1
] [
mkn2,m
k
n2
]
· · ·
[
mknn,m
k
nn
]

(4.59)
con 0 < mki j ≤ mki j, i, j = 1, . . . , n, k = 1, . . . ,m. Para simplificar la notacio´n, en
adelante la matriz de juicios intervalar dada por el experto k, se denotara´ por Mk.
En el contexto de uso quedara´ implı´cito si el dato es intervalar o puntual. Se hace
notar que un dato puntual es un caso particular de un dato intervalar
[
mki j,m
k
i j
]
, en
el que los extremos coinciden, mki j = m
k
i j.
El elemento (i, j) de la matriz expresa la intensidad de preferencia entre la
alternativa i y la alternativa j, en el sentido que juzga que que la alternativa i es
entre mki j y m
k
i j ma´s importante que la alternativa j.
La matriz de datos intervalares M (4.59) es recı´proca si:
mkji =
1
mki j
=
 1mki j ,
1
mki j
 , (4.60)
utilizando aritme´tica intervalar ([AH83]). Por lo anterior, si la matriz es recı´proca,
el experto juzgara´ que la alternativa j es entre 1/mki j y 1/m
k
i j ma´s importante que
la alternativa i.
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Al trabajar con matrices de datos intervalares, dos matrices puntuales de refe-
rencia sera´n las que contengan los valores extremos de los intervalos, que denota-
remos por:
Mk = (mki j), M
k
= (mki j) (4.61)
Por tanto, se abordara´ el problema de decisio´n de grupo planteado con datos
intervalares, tomando como punto de partida los problemas log-consistente (4.25)
y sub-optimal (4.26) de la seccio´n anterior, asumiendo:
mki j ≤ mki j ≤ mki j (4.62)
Consideremos en primer lugar el problema log-consistente. En este caso, para
analizar las posibles desviaciones de los datos, consideramos para cada i, j, k:
rki j = |bki j − vi + v j| (4.63)
con bki j = log m
k
i j ≤ bki j ≤ log mki j = bki j. Utilizando aritme´tica intervalar ([AH83])
se puede escribir:∣∣∣∣∣[bki j − vi + v j, bki j − vi + v j]∣∣∣∣∣ = (4.64)
[
bki j − vi + v j, bki j − vi + v j
]
si bki j − vi + v j ≥ 0[
0,mı´n
{∣∣∣bki j − vi + v j∣∣∣, bki j − vi + v j}] si bki j − vi + v j < 0 < bki j − vi + v j[
vi − bki j − v j, vi − bki j − v j
]
si bki j − vi + v j ≤ 0
Siguiendo la estrategia planteada en la seccio´n anterior, a partir de la desviacio´n
intervalar rki j (4.63), se definen las variables que representan las desviaciones ne-
gativa y positiva para cada uno de los extremos del intervalo:
bki j − vi + v j = nki j − pki j (4.65)
bki j − vi + v j = nki j − pki j i, j = 1, .., n, k = 1, . . . ,m
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con
nki j =
1
2
[∣∣∣∣bki j − vi + v j∣∣∣∣ + (bki j − vi + v j)] (4.66)
pki j =
1
2
[∣∣∣∣bki j − vi + v j∣∣∣∣ − (bki j − vi + v j)]
nki j =
1
2
[∣∣∣∣bki j − vi + v j∣∣∣∣ + (bki j − vi + v j)]
pki j =
1
2
[∣∣∣∣bki j − vi + v j∣∣∣∣ − (bki j − vi + v j)] i, j = 1, .., n, k = 1, . . . ,m
Las variables nki jy p
k
i j representan las desviaciones negativa y positiva para el lı´mite
inferior del intervalo. Del mismo modo, nki j y p
k
i j representan las desviaciones
negativa y positiva para el lı´mite superior del intervalo.
Para cada experto k denotaremos por Nk = (nki j) , Pk = (p
k
i j) , N
k = (nki j) ,
Pk = (pki j) , las matrices desviacio´n (negativa y positiva), respectivamente de
las matrices Mk y Mk. Se analizan los residuos intervalares en te´rminos de nki j,
pki j, n
k
i j y p
k
i j. Atendiendo a la expresio´n de r
k
i j en (4.64), se observa que el caso
bki j− vi + v j < 0 < bki j− vi + v j corresponde a bki j < vi− v j < bki j. En este caso, vi− v j
esta´ en el rango definido por el experto k por lo que no hay que penalizar dicho
residuo. Por tanto, los residuos a minimizar son nki j y p
k
i j ([AH83]). La formulacio´n
GP con datos intervalares del problema (4.28) es:
(LGPOI)p‖ ‖ mı´n
m∑
k=1
αk
∥∥∥Nk + Pk ∥∥∥p (4.67)
sujeto a v ∈ F˜
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
v > 0,Nk, Pk,Nk, Pk ≥ 0 k = 1, . . . ,m
si 1 ≤ p < ∞, siendo F˜ = {v ∈ Rn,∑ni=1 vi = 0} y αk > 0 peso asignado a
priori al experto Ek, con
∑m
i=1 αi = 1 y B
k = (bki j), Bk = (b
k
i j), con b
k
i j = log m
k
i j y
bki j = log m
k
i j.
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Si p = ∞ el problema de optimizacio´n (LGPOI)p‖ ‖ se puede escribir como:
(LGPOI)∞‖ ‖ mı´n d (4.68)
sujeto a αk
∥∥∥Nk + Pk ∥∥∥ ≤ d k = 1, . . . ,m
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
v ∈ F˜
v > 0,Nk, Pk,Nk, Pk ≥ 0 k = 1, . . . ,m
donde d es la desviacio´n ma´xima.
Del mismo modo, la formulacio´n λ-extendida intervalar para el problema de
optimizacio´n log-consistente es la siguiente:
(LXPOI)‖ ‖ mı´n
{
(1 − λ)
m∑
k=1
αk
∥∥∥Nk + Pk ∥∥∥ + λ d} (4.69)
sujeto a αk
∥∥∥Nk + Pk ∥∥∥ ≤ d k = 1, . . . ,m
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
Bk − Lv + LTv − Nk + Pk = 0 k = 1, . . . ,m
v ∈ F˜
v > 0,Nk, Pk,Nk, Pk ≥ 0 k = 1, . . . ,m
Consideremos ahora el problema sub-optimal con datos intervalares. En este caso,
las desviaciones puntuales para cada i, j, k esta´n dadas por:
rki j = |mki jw j − wi| (4.70)
con mki j ∈
[
mki j,m
k
i j
]
. Por ser w j > 0;∀ j = 1, . . . , n, utilizando aritme´tica intervalar
([AH83]), se puede escribir:∣∣∣∣∣[mki jw j − wi,mki jw j − wi]∣∣∣∣∣ = (4.71)
[
mki jw j − wi,mki jw j − wi
]
si mki jw j − wi ≥ 0[
0,mı´n
{∣∣∣mki jw j − wi∣∣∣,mki jw j − wi}] si mki jw j − wi < 0 < mki jw j − wi[
wi − mki jw j,wi − mki jw j
]
si mki jw j − wi ≤ 0
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Siguiendo la estrategia planteada en la seccio´n anterior, a partir de la expresio´n
de la desviacio´n intervalar rki j dada en las ecuaciones (4.70) y (4.71), se definen
las variables que representan las desviaciones negativa y positiva para ambos ex-
tremos del intervalo:
mki jw j − wi = nki j − pki j (4.72)
mki jw j − wi = nki j − pki j i, j = 1, .., n, k = 1, . . . ,m
con
nki j =
1
2
[∣∣∣∣mki jw j − wi∣∣∣∣ + (mki jw j − wi)] (4.73)
pki j =
1
2
[∣∣∣∣mki jw j − wi∣∣∣∣ − (mki jw j − wi)]
nki j =
1
2
[∣∣∣∣mki jw j − wi∣∣∣∣ + (mki jw j − wi)]
pki j =
1
2
[∣∣∣∣mki jw j − wi∣∣∣∣ − (mki jw j − wi)] i, j = 1, .., n, k = 1, . . . ,m
Las variables nki jy p
k
i j representan las desviaciones negativa y positiva para el lı´mite
inferior del intervalo. Del mismo modo, nki j y p
k
i j representan las desviaciones
negativa y positiva para el lı´mite superior del intervalo.
Como en el caso log-consistente, para cada experto k denotaremos por Nk =
(nki j) , Pk = (p
k
i j) , N
k = (nki j) , P
k = (pki j) , las matrices desviacio´n (negativa y
positiva), respectivamente de las matrices Mk y Mk. Atendiendo a la expresio´n de
rki j en (4.71), se observa que el caso m
k
i jw j − wi < 0 < mki jw j − wi corresponde a
mki j <
wi
w j
< mki j. En este caso, el cociente
wi
w j
esta´ en el rango dado por el experto k,
por lo que no hay que penalizar dicho residuo. Por tanto, los residuos a minimizar
son nki j y p
k
i j ([AH83]). La formulacio´n GP con datos intervalares del problema
(4.31) es:
(WGPOI)p‖ ‖ mı´n
m∑
k=1
αk
∥∥∥Nk + Pk ∥∥∥p (4.74)
sujeto a w ∈ F
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
w > 0,Nk, Pk,Nk, Pk ≥ 0 k = 1, . . . ,m
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si 1 ≤ p < ∞, siendo F = {w ∈ Rn : wi > 0, i = 1, · · · , n,∑ni=1 wi = 1} y αk > 0
peso asignado a priori al experto Ek, con
∑m
i=1 αi = 1.
Si p = ∞ el problema de optimizacio´n (WGPOI)p‖ ‖ se puede escribir como:
(WGPOI)∞‖ ‖ mı´n d (4.75)
sujeto a αk
∥∥∥Nk + Pk ∥∥∥ ≤ d k = 1, . . . ,m
w ∈ F
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
w > 0,Nk, Pk,Nk, Pk ≥ 0 k = 1, . . . ,m
si 1 ≤ p < ∞, siendo F = {w ∈ Rn : wi > 0, i = 1, · · · , n,∑ni=1 wi = 1} y αk > 0
peso asignado a priori al experto Ek, con
∑m
i=1 αi = 1, donde d es la desviacio´n
ma´xima.
Del mismo modo, la formulacio´n λ-extendida intervalar para el problema de
optimizacio´n sub-optimal es la siguiente:
(WXPOI)‖ ‖ mı´n
{
(1 − λ)
m∑
k=1
αk
∥∥∥Nk + Pk ∥∥∥ + λ d} (4.76)
sujeto a αk
∥∥∥Nk + Pk ∥∥∥ ≤ d k = 1, . . . ,m
sujeto a w ∈ F
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
MkDw − DwE − Nk + Pk = 0 k = 1, . . . ,m
w > 0,Nk, Pk,Nk, Pk ≥ 0 k = 1, . . . ,m
si 1 ≤ p < ∞, siendo F = {w ∈ Rn : wi > 0, i = 1, · · · , n,∑ni=1 wi = 1} y αk > 0
peso asignado a priori al experto Ek, con
∑m
i=1 αi = 1.
Casos particulares de la formulacio´n GP intervalar. Problema log-consistente
Se plantean a continuacio´n, las formulaciones GP intervalares resolubles me-
diante la utilizacio´n de las me´tricas ma´s usuales. Para la agregacio´n de los exper-
tos, se utiliza la me´trica lp, p = 1, 2,∞ y como normas matriciales se considera
la norma matricial 1, la norma de Frobenious, que se denotara´n por ‖ ‖1 y ‖ ‖Fr
respectivamente y las norma matriciales inducidas por normas vectoriales ‖ ‖m1 y
‖ ‖m∞.
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖1 en el pro-
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blema de optimizacio´n intervalar log-consistente, es el siguiente problema LP:
(LGPOI)1‖ ‖1 mı´n
m∑
k=1
αk
( n∑
i=1
n∑
j=1
(nki j + p
k
i j)
)
(4.77)
sujeto a bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n. Enfoques similares utilizando estas me´tricas han sido planteados en
[BJ00], [WE07] y, utilizando una metodologı´a de dos pasos en [WYX05].
La formulacio´n del problema log-consistente utilizando las me´tricas l∞ y ‖ ‖1
da como resultado el siguiente problema (tambie´n LP):
(LGPOI)∞‖ ‖1 mı´n d (4.78)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
A partir de los problemas log-consistentes (4.77) y (4.78) se plantea la siguien-
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te formulacio´n GP λ-extendida con norma matricial ‖ ‖1:
(LXPOI)‖ ‖1 mı´n
{
(1 − λ)
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) + λd
}
(4.79)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
Al aplicar la me´trica l2 y la norma matricial ‖ ‖Fr a la formulacio´n del pro-
blema de optimizacio´n intervalar log-consistente, se obtiene la funcio´n objetivo
mı´n
(∑m
k=1 αk
∑n
i=1
∑n
j=1 (n
k
i j + p
k
i j )
2)1/2, equivalente al siguiente problema de mı´ni-
mos cuadrados:
(LGPOI)2‖ ‖Fr mı´n
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j)
2 (4.80)
sujeto a bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n. Para este tipo de problemas, existe gran cantidad de procedimientos
nume´ricos de resolucio´n.
Una formulacio´n logarı´tmica del problema, aplicando la me´trica l1 y la norma
matricial ‖ ‖Fr es propuesta en [CGW05].
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖m1 en el pro-
112
4. VECTOR DE PRIORIDAD DE GRUPO CON DATOS INTERVALARES
blema de optimizacio´n intervalar log-consistente, es la siguiente:
mı´n
m∑
k=1
dk (4.81)
sujeto a αk ma´x
j=1,...n
n∑
i=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
En la ecuacio´n (4.81), la restriccio´n ma´x j=1,...,n
∑n
i=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
i=1 (n
k
i j + p
k
i j) ≤ d para j = 1, . . . , n, por lo que la formulacio´n LP
de la ecuacio´n queda de la siguiente manera:
(LGPOI)1‖ ‖m1 mı´n
m∑
k=1
dk (4.82)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk j = 1 . . . , n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n del problema log-consistente utilizando las me´tricas l∞ y ‖ ‖m1
da como resultado el siguiente problema:
(LGPOI)∞‖ ‖m1 mı´n d (4.83)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m j = 1, . . . , n
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
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en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
A partir de los problemas log-consistentes (4.81) y (4.83) se plantea la siguien-
te formulacio´n GP λ-extendida con norma matricial ‖ ‖m1:
(LXPOI)‖ ‖m1 mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.84)
sujeto a αk
n∑
i=1
nki j + p
k
i j) ≤ dk j = 1, . . . , n; k = 1, . . . ,m
αk
n∑
i=1
(nki j + p
k
i j) ≤ d j = 1, . . . , n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
Al utilizar las me´tricas l1 y ‖ ‖m∞ en el problema de optimizacio´n intervalar
log-consistente, se obtiene la siguiente formulacio´n:
mı´n
m∑
k=1
dk (4.85)
sujeto a αk ma´x
i=1,...,n
n∑
j=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
En la ecuacio´n (4.85), la restriccio´n ma´xi=1,...,n
∑n
j=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
j=1 (n
k
i j + p
k
i j) ≤ d para j = 1, . . . , n, por lo que la formulacio´n LP
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de la ecuacio´n queda de la siguiente manera:
(LGPOI)1‖ ‖m∞ mı´n
m∑
k=1
dk (4.86)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n del problema log-consistente utilizando las me´tricas l∞ y ‖ ‖m∞
da como resultado el siguiente problema:
(LGPOI)∞‖ ‖m∞ mı´n d (4.87)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m i = 1, . . . , n
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
A partir de los problemas log-consistentes (4.85) y (4.87) se plantea la siguien-
115
4. VECTOR DE PRIORIDAD DE GRUPO CON DATOS INTERVALARES
te formulacio´n GP λ-extendida con norma matricial ‖ ‖m∞:
(LXPOI)‖ ‖m∞ mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.88)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . , n; k = 1, . . . ,m
αk
n∑
j=1
(nki j + p
k
i j) ≤ d i = 1, . . . , n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. La solucio´n estara´ dada por wi = exp vi,
i = 1, . . . , n.
Casos particulares de la formulacio´n GP intervalar. Problema sub-optimal
Se plantean a continuacio´n, las formulaciones GP intervalares resolubles me-
diante la utilizacio´n de las me´tricas ma´s usuales. Para la agregacio´n de los exper-
tos, se utiliza la me´trica lp, p = 1, 2,∞ y como normas matriciales se considera
la norma matricial 1, la norma de Frobenious, que se denotara´n por ‖ ‖1 y ‖ ‖Fr
respectivamente y las norma matriciales inducidas por normas vectoriales ‖ ‖m1 y
‖ ‖m∞.
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖1 en el pro-
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blema de optimizacio´n intervalar sub-optimal, es el siguiente problema LP:
(WGPOI)1‖ ‖1 mı´n
m∑
k=1
αk
( n∑
i=1
n∑
j=1
(nki j + p
k
i j)
)
(4.89)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
.
Enfoques similares utilizando estas me´tricas han sido planteados en [IBA97],
[AV93], [IK91] y en [DRT09]. En [GPR01] se presenta un problema ana´logo en
el contexto de agregacio´n de rankings.
La formulacio´n del problema sub-optimal utilizando las me´tricas l∞ y ‖ ‖1 da
como resultado el siguiente problema (tambie´n LP):
(WGPOI)∞‖ ‖1 mı´n d (4.90)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
A partir de los problemas log-consistentes (4.89) y (4.90) se plantea la siguien-
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te formulacio´n GP λ-extendida con norma matricial ‖ ‖1:
(WXPOI)‖ ‖1 mı´n
{
(1 − λ)
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) + λd
}
(4.91)
sujeto a αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
Al aplicar la me´trica l2 y la norma matricial ‖ ‖Fr a la formulacio´n del pro-
blema de optimizacio´n intervalar sub-optimal, se obtiene la funcio´n objetivo
mı´n
(∑m
k=1 αk
∑n
i=1
∑n
j=1 (n
k
i j + p
k
i j )
2)1/2, equivalente al siguiente problema de mı´ni-
mos cuadrados:
(WGPOI)2‖ ‖Fr mı´n
m∑
k=1
αk
n∑
i=1
n∑
j=1
(nki j + p
k
i j)
2 (4.92)
sujeto a mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
Para este tipo de problemas, existe gran cantidad de procedimientos nume´ricos
de resolucio´n.
La formulacio´n resultante de la utilizacio´n de las me´tricas l1 y ‖ ‖m1 en el pro-
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blema de optimizacio´n intervalar sub-optimal, es la siguiente:
mı´n
m∑
k=1
dk (4.93)
sujeto a αk ma´x
j=1,...,n
n∑
i=1
(nki j + p
k
i j) ≤ dk k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
En la ecuacio´n (4.93), la restriccio´n ma´x j=1,...,n
∑n
i=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
i=1 (n
k
i j + p
k
i j) ≤ d para j = 1, . . . , n, por lo que la formulacio´n LP
de la ecuacio´n queda de la siguiente manera:
(WGPOI)1‖ ‖m1 mı´n
m∑
k=1
dk (4.94)
sujeto a αk
n∑
i=1
(nki j + p
k
i j) ≤ dk j = 1, . . . , n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n del problema sub-optimal utilizando las me´tricas l∞ y ‖ ‖m1 da
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como resultado el siguiente problema:
(WGPOI)∞‖ ‖m1 mı´n d (4.95)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m i = 1, . . . , n
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
A partir de los problemas sub-optimales (4.93) y (4.95) se plantea la siguiente
formulacio´n GP λ-extendida con norma matricial ‖ ‖m1:
(WXPOI)‖ ‖m1 mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.96)
sujeto a αk
n∑
i=1
nki j + p
k
i j) ≤ dk j = 1, . . . , n; k = 1, . . . ,m
αk
n∑
i=1
(nki j + p
k
i j) ≤ d j = 1, . . . , n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
Al utilizar las me´tricas l1 y ‖ ‖m∞ en el problema de optimizacio´n intervalar
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sub-optimal, se obtiene la siguiente formulacio´n:
mı´n
m∑
k=1
dk (4.97)
sujeto a αk ma´x
i=1,...,n
n∑
j=1
(nki j + p
k
i j) ≤ dk j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
En la ecuacio´n (4.97), la restriccio´n ma´xi=1,...,n
∑n
j=1 (n
k
i j + p
k
i j) ≤ d puede ser
escrita como
∑n
j=1 (n
k
i j + p
k
i j) ≤ d para i = 1, . . . , n, por lo que la formulacio´n LP
de la ecuacio´n queda de la siguiente manera:
(WGPOI)1‖ ‖m∞ mı´n
m∑
k=1
dk (4.98)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
La formulacio´n del problema sub-optimal utilizando las me´tricas l∞ y ‖ ‖m∞ da
como resultado el siguiente problema:
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(WGPOI)∞‖ ‖m∞ mı´n d (4.99)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ d k = 1, . . . ,m i = 1, . . . , n
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
A partir de los problemas sub-optimales (4.97) y (4.99) se plantea la siguiente
formulacio´n GP λ-extendida con norma matricial ‖ ‖m∞:
(WXPOI)‖ ‖m∞ mı´n
{
(1 − λ)
m∑
k=1
dk + λ d
}
(4.100)
sujeto a αk
n∑
j=1
(nki j + p
k
i j) ≤ dk i = 1, . . . , n; k = 1, . . . ,m
αk
n∑
j=1
(nki j + p
k
i j) ≤ d i = 1, . . . , n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
mki jw j − wi − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
n∑
i=1
wi = 1
wi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
A continuacio´n se incluyen varias observaciones relativas a los procedimientos
propuestos anteriormente.
Todos los algoritmos propuestos se reducen a problemas de programacio´n
lineal o cuadra´tica que se resuelven mediante me´todos del tipo del simplex
o mı´nimos cuadrados.
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El para´metro λ ∈ [0, 1], en los problemas λ-extendidos permite simular dis-
tintos criterios de optimalidad al buscar la solucio´n, con una interpretacio´n
en la estrategia de actuacio´n de grupo.
Se hace notar que los me´todos propuestos proporcionan vectores de prio-
ridad puntuales, a partir de los cuales se puede obtener una indexacio´n de
las alternativas consideradas atendiendo a su relevancia. La mayorı´a de los
me´todos propuestos en la literatura que trabajan con juicios imprecisos, pro-
porcionan soluciones intervalares, requiriendo el uso de te´cnicas adicionales
para poder ordenar las alternativas.
Los procedimientos propuestos anteriormente para el ca´lculo de vectores de
prioridad de grupo permiten, en cada caso, calcular las desviaciones Nk y
Pk. Estas desviaciones permiten expresar en algu´n sentido la discrepancia
entre la solucio´n obtenida y la informacio´n de preferencias del experto k, por
medio de ‖Nk + Pk‖. Estas medidas permiten, por otra parte, la deteccio´n de
outliers, de los expertos con preferencias ma´s extremas.
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VECTOR DE PRIORIDAD DE GRUPO
5.1. Introduccio´n
En este capı´tulo se profundiza en el estudio de casos especı´ficos de especial
relevancia en el campo de problemas de decisio´n de grupo, proporcionando me´to-
dos y algoritmos para determinados tipos de matrices y de datos. Concretamente,
se estudia el caso de informacio´n incompleta, por otra parte, se disen˜an me´todos
que tienen en cuenta el grado de consistencia de los datos y, por u´ltimo, te´cnicas
que abordan la agregacio´n de datos imprecisos atendiendo al grado de precisio´n
de los mismos.
En primer lugar se plantea el problema de decisio´n a partir de informacio´n de
preferencias incompleta, considerando matrices de comparacio´n por pares puntua-
les e incompletas. En este caso, se sientan las bases teo´ricas para que el problema
tenga solucio´n y se definen funciones de disimilitud para matrices que tienen en
cuenta los datos disponibles. A partir de ello, se establece el problema como una
variante de la formulacio´n general dada en el capı´tulo anterior. El enfoque adop-
tado se hace operativo considerando una funcio´n parame´trica de compromiso, en
te´rminos de la cual, se plantea un modelo computacional que simula el proceso
de decisio´n con informacio´n incompleta, atendiendo a distintas estrategias. Estos
resultados se han publicado en [DRT11].
Por otra parte, atendiendo a que la consistencia de los datos es una cuestio´n
crı´tica en modelos que trabajan con matrices de comparacio´n por pares, se pre-
senta un modelo que tiene en cuenta el grado de inconsistencia de las matrices.
Para ello, previamente se define una medida nume´rica que cuantifica el grado de
inconsistencia de una PCM. Por otra parte, se proponen operadores de agregacio´n
que recogen el grado de inconsistencia de las matrices involucradas en el proce-
so. Adicionalmente se proporcionan te´cnicas de resolucio´n de los problemas de
optimizacio´n resultantes. Resultados preliminares obtenidos en esta lı´nea se han
presentado en [DRT10].
En el Capı´tulo 4 se ha visto como las matrices de comparacio´n por pares in-
tervalares ofrecen la posibilidad de formular y procesar juicios imprecisos. En
general, los modelos que trabajan con datos intervalares no tienen en cuenta ex-
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presamente el grado de certeza o de imprecisio´n en los juicios. Dado que la in-
formacio´n en problemas con varios expertos puede ser no homoge´nea y venir
expresada mediante datos intervalares con distinto grado de imprecisio´n, es de
gran intere´s proporcionar me´todos que capturen y tengan en cuenta el impacto del
grado de certeza o precisio´n de los datos. Para ello, en primer lugar, se define el
concepto de grado de precisio´n de un dato intervalar. Este para´metro se incorpo-
ra al modelo general convenientemente, para desarrollar me´todos, que tienen en
cuenta el grado de precisio´n de los datos, para sintetizar la preferencias imprecisas
de los expertos en un vector de pesos puntual. En [DRTR07], el autor presenta una
variante de dos pasos del modelo propuesto.
5.2. Ca´lculo de vectores de prioridad de grupo a partir de
informacio´n incompleta
La complejidad de los problemas de decisio´n que surgen en las aplicaciones
reales (contexto socio-econo´mico, gestio´n pu´blica, etc.) requieren, en general, de
la participacio´n de varios expertos para poder contemplar los mu´ltiples aspectos
relevantes del problema. En este escenario una situacio´n comu´n es la denominada
gene´ricamente falta de datos o informacio´n parcial o incompleta, que responde a
distintas situaciones. Un caso comu´n es aquel en el que cada experto, atendien-
do a su campo de conocimiento o experiencia, proporciona informacio´n precisa
sobre un subconjunto del total de las alternativas a valorar. Otros casos se refie-
ren a la falta o pe´rdida de datos locales, al intere´s en reducir el procesamiento y
requerimiento de gran cantidad de datos, etc. El objetivo en esta seccio´n es es-
tudiar el problema de decisio´n en el que cada uno de los expertos, atendiendo
a su formacio´n, conocimiento del tema, etc., proporciona informacio´n parcial de
preferencias representada en matrices de comparacio´n por pares incompletas.
Ası´, en esta seccio´n, se considera un conjunto de expertos {E1, . . . , Em} que
se enfrentan a un problema de decisio´n sobre las alternativas x1, x2, . . . , xn, donde
cada experto proporciona informacio´n de preferencias (posiblemente incompleta)
sobre las alternativas, atendiendo a su conocimiento, formacio´n, etc., mediante
matrices de comparacio´n por pares incompletas. En particular, se contempla el
caso en el que cada experto Ek, proporciona solamente informacio´n sobre un sub-
conjunto Xk ⊂ X de alternativas, atendiendo a su campo de conocimiento, con⋃m
k=1 Xk = X.
El problema de decisio´n de grupo a partir de matrices de comparacio´n por pa-
res incompletas, ha sido estudiado desde distintos puntos de vista en la literatura.
En el contexto del AHP, el me´todo propuesto por Harker ([Har87]) se basa en
un procedimiento para estimar los datos desconocidos de una matriz de compara-
cio´n por pares utilizando la media geome´trica. A partir de este me´todo, se plantea
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un algoritmo para reducir el nu´mero de juicios necesarios para obtener el vector
de prioridad en el AHP. En [CKZ97] se realiza una simulacio´n Monte Carlo pa-
ra evaluar el efecto que tienen sobre la obtencio´n del vector prioridad, algunas
secuencias de borrado de parte de los elementos de las matrices, para matrices
de varias dimensiones. En [YW99], se propone un me´todo que estima los datos
pareados que faltan en la matriz incompleta, considerando el efecto de la incerti-
dumbre del experto sobre esas matrices. Para esto, el me´todo asume la propiedad
transitiva sobre la relacio´n de preferencias para estimar los datos desconocidos,
proponiendo dos formas (lineal y por varianza) de corregir la magnitud del nuevo
dato, para ajustarlo a la escala que se este´ utilizando. En [SOD98] se considera
una matriz en la que un elemento es desconocido. Se propone entonces un me´todo
de estimacio´n de dicho dato, a partir de una propiedad del polinomio caracterı´sti-
co de dicha matriz. En [HT06] se plantea un me´todo heurı´stico (”backpropagation
multi-layer perceptron”) para obtener el dato desconocido de una matriz, a partir
de la minimizacio´n de su ı´ndice de consistencia. Un me´todo de estimacio´n de los
datos desconocidos de una matriz, basado en un ı´ndice de consistencia sobre la
propiedad de reciprocidad aditiva, se propone en [FG07]. En [BFR10] se propone
un algoritmo para completar los datos no disponibles de la matriz mediante una
generalizacio´n del me´todo del autovector y el me´todo mı´nimos cuadrados.
Por otra parte, siguiendo un enfoque basado en distancias, el problema de
informacio´n incompleta se ha considerado en los trabajos que se refieren a conti-
nuacio´n. En [Kwi96] se aplica un me´todo basado en la matriz pseudoinversa gene-
ralizada. Un enfoque basado en el me´todo de los mı´nimos cuadrados se considera
en [FM99], para el caso de un experto, y en [Tri00], para el caso particular de dos
expertos. En [CT01] el problema es resuelto sin estimar previamente los valores
desconocidos de la matriz, mediante el ca´lculo directo de la solucio´n a partir de
la formulacio´n de un problema de optimizacio´n utilizando mı´nimos cuadrados.
En [DRT11] el autor presenta las bases de esta seccio´n. El problema de decisio´n
de grupo con matrices incompletas ha sido abordado tambie´n en el contexto de
preferencias fuzzy en [Xu04], [HVACH07], [ACH+08] y [Gon08].
La mayorı´a de los me´todos que abordan el problema de informacio´n incom-
pleta consideran matrices recı´procas y constan de un paso previo para construir
una matriz completa siguiendo distintas estrategias. En este trabajo, se relajan
esos requerimientos de reciprocidad y prediccio´n de los datos desconocidos. El
problema se plantea en te´rminos de aproximacio´n matricial, siguiendo el modelo
presentado en el capı´tulo anterior, definiendo funciones de similitud adaptadas al
caso de estudio.
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5.2.1. Matrices de comparacio´n por pares incompletas
Para abordar el problema de informacio´n incompleta, se va a introducir el
concepto de matriz de comparacio´n por pares (PCM) incompleta. Sea M = (mi j)
una PCM sobre el conjunto de alternativas X = {x1, x2, . . . , xn}. Se considera la
relacio´n de preferencias multiplicativa µ : X × X −→ D, asociada a M, segu´n se
vio en la Seccio´n 2.2:
mi j = µ(xi, x j), i, j = 1, . . . , n.
Dicha relacio´n de preferencia toma valores en el intervalo [1/9, 9], si se usa la
escala de Saaty.
La relacio´n de preferencia µ se puede representar por un digrafo completo con
pesos
−→
G = (V,
−→
E ), donde el conjunto de ve´rtices V es el conjunto X de alternativas
y el peso del arco (i, j) en
−→
G , µ(xi, x j), expresa la intensidad de preferencia de la
alternativa xi sobre la alternativa x j, medida de acuerdo a la escala de Saaty. La
matriz M = (mi j), se puede ver como la matriz asociada al digrafo completo con
pesos
−→
G . Para extender el concepto de PCM al caso en el que no todos los valores
son conocidos, se extiende el concepto de relacio´n de preferencia multiplicativa a
la situacio´n donde la informacio´n de preferencias es incompleta. Para ello, se con-
sidera la posibilidad de que el digrafo
−→
G no sea necesariamente completo. Por lo
tanto, se considera un digrafo con pesos, no necesariamente completo, representa-
do por la matriz no negativa M = (mi j), donde mi j > 0 (mi j ∈ [1, 1/9]) representa
el peso relativo de la alternativa i sobre la alternativa j; en otro caso, mi j = 0
indica que no esta´ disponible el valor correspondiente a la comparacio´n (i, j). Se
hace notar que mi j = 0 no representa un valor cuantitativo, sino que es un valor
simbo´lico que expresa el hecho de la no disponibilidad de esa comparacio´n. La
matriz no negativa M, ası´ definida, se denomina matriz de comparacio´n por pares
incompleta.
5.2.2. Me´todo de ca´lculo de un vector de prioridad de grupo con informacio´n
incompleta
Se considera un grupo de expertos {E1, . . . , Em} y se asume que el experto Ek
proporciona sus preferencias acerca de las alternativas x1, . . . , xn por medio de una
relacio´n de preferencias multiplicativa posiblemente incompleta, expresada en la
matriz de comparacio´n por pares incompleta Mk = (mki j)
n
i, j=1. Para representar el
mapa de la relacio´n de preferencia del grupo de expertos, se considera la matriz
indicatriz del grupo ∆ = (δi j)ni, j=1, definida de la siguiente manera:
δi j =
{
1 si ∃ k ∈ {1, . . . ,m} : mki j , 0 o mkji , 0
0 en otro caso
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La matriz ∆ es la matriz de adyacencia de una grafo H que representa los pares de
alternativas que han sido comparados al menos por un experto del grupo. Se asume
que H es un grafo conexo, en el sentido que para cada par de alternativas (xi, x j),
xi, x j ∈ X (xi , x j), existe al menos una secuencia de arcos (i1, j1), . . . , (i1, jl) en
H, con i1 = i y jl = j, l ≥ 1. Esto es, existen k1, . . . , kl (0 ≤ ki ≤ m) tales que, al
menos una comparacio´n (mk1i1 j1 . . .m
kl
il j1
) esta´ disponible para la informacio´n de pre-
ferencias de las alternativas xi y x j. Esto significa que por cada par de alternativas
diferentes, al menos una estimacio´n de preferencia se encuentra disponible, direc-
tamente propuesta por un experto o indirectamente por medio de una secuencia de
aristas de H. En el caso contrario, el conjunto de alternativas se podrı´a dividir en
al menos dos subconjuntos disjuntos, de modo que la informacio´n de preferencias
de podrı´a descomponer en ”bloques”, conteniendo cada uno de ellos informacio´n
separable, u´nicamente relativa a las alternativas de cada subconjunto. Este caso se
corresponde con tener dos problemas de ca´lculo de vector de prioridad indepen-
dientes, en los que no se puede inferir informacio´n sobre las alternativas de uno de
los subconjuntos a partir de los juicios de preferencias pareadas de las alternativas
del otro subconjunto. Por ello, en adelante supondremos que el grafo H es conexo.
El objetivo es, entonces, calcular las prioridades w1, . . . ,wn, (wi > 0) de las res-
pectivas alternativas x1, . . . , xn a partir de la informacio´n dada por los expertos en
las matrices Mk, k = 1, . . . ,m, que pueden ser incompletas y no necesariamente
consistentes.
Como se vio en la Seccion 2.3, en el caso ideal, en que las matrices son con-
sistentes y hay consenso una´nime entre los expertos, existe w = (w1, . . . ,wn)t
(wi > 0, i = 1, . . . , n,
∑n
i=1 wi = 1) tal que
mki j =
wi
w j
i, j = 1, . . . , n, k = 1, . . . ,m. (5.1)
Sin embargo, el caso ideal descrito en (5.1) rara vez se cumple en problemas
reales. Por ello, atendiendo al enfoque seguido en la Seccio´n 4.2.1 del trabajo,
se busca una matriz consistente n × n, W = (wi j), con wi j = wi/w j que ”este´ lo
ma´s pro´xima” posible a las matrices incompletas Mk, considerando una medida de
similitud Sim(Mk,W), k = 1, . . . ,m. Se plantea ası´, el problema de optimizacio´n
multiobjetivo
mı´n(Sim(M1,W), . . . , Sim(Mm,W)). (5.2)
Atendiendo al problema que se esta´ considerando, en el que cada experto so´lo
aporta informacio´n sobre un subconjunto de las alternativas, y a que el nu´mero
de datos aportado por cada experto puede ser muy heteroge´neo, se considera una
medida que incorpora el nu´mero de datos dados por cada experto. Esta cuestio´n es
de gran importancia si hay gran disparidad en el nu´mero de datos aportados por los
expertos y previene situaciones extremas, en las que las preferencias de uno de los
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expertos pudiese tener un impacto considerable en la decisio´n por proporcionar
un mayor nu´mero de juicios que el resto de los expertos.
Para medir la distancia relativa entre una matriz n × n consistente W y una
matriz posiblemente incompleta Mk, se define la funcio´n:
Sim(Mk,W) =
1
nk
n∑
i, j:mki j,0
∣∣∣∣∣∣mki j − wiw j
∣∣∣∣∣∣ =: fk(w) (5.3)
donde nk es el nu´mero de preferencias conocidas dadas por el experto Ek:
nk = #{(i, j) : mki j , 0}.
Esta medida calcula la norma vectorial l1 relativa a los ı´ndices (i, j) para los que
mki j es distinto de cero. Atendiendo a que se trabaja con matrices incompletas, la
idea es recoger de alguna forma las dimensiones reales de los conjuntos de datos
aportados por los expertos. Tal como se vio´ en la Seccio´n 4.2.1, en general no
existe una solucio´n que optimice simulta´neamente las funciones objetivo fk(w) en
(5.2). Por ello se busca una solucio´n compromiso que minimice una funcio´n obje-
tivo que agrega las funciones fk(w), siguiendo alguno de los enfoques planteados
en la Seccio´n 4.2.2.
A continuacio´n se incluye el desarrollo del problema, siguiendo la formula-
cio´n λ − extendida (4.37) como se presenta en el trabajo del autor [DRT11].
Se considera el problema de optimizacio´n parame´trico:
mı´n
(1 − λ)
m∑
k=1
1
nk
n∑
i, j:mki j,0
∣∣∣∣mki j − wiw j
∣∣∣∣ + λ ma´x
k=1,...,m
{ 1
nk
n∑
i, j:mki j,0
∣∣∣∣mki j − wiw j
∣∣∣∣}

sujeto a:
n∑
i=1
wi = 1
wi > 0
con λ ∈ [0, 1]. La funcio´n objetivo del problema de optimizacio´n anterior se cons-
truye como una combinacio´n lineal convexa de dos criterios extremos: minimizar
la suma ponderada de las desviaciones de los expertos (me´trica l1) y minimizar la
mayor desviacio´n ponderada (me´trica l∞). Con el objetivo de resolver el problema
planteado, se considera una transformacio´n logarı´tmica de los datos dados por los
expertos. De este modo, en el problema se sustituyen las funciones (5.3) por las
funciones
f˜k(w) =
1
nk
n∑
i, j:mki j,0
∣∣∣lki j − vi + v j∣∣∣
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donde lki j = log m
k
i j si m
k
i j , 0 y vi = log wi, i = 1, . . . , n. Se considera entonces, el
problema de optimizacio´n equivalente: obtener v = (v1, . . . , vn)t tal que
mı´n
{
(1 − λ)
m∑
k=1
αk
1
nk
n∑
i, j:mki j,0
∣∣∣lki j − vi + v j∣∣∣+
λ ma´x
k=1,...,m
{αk 1nk
n∑
i, j:mki j,0
∣∣∣lki j − vi + v j∣∣∣}} (5.4)
El problema de optimizacio´n (5.4) puede ser formulado como un problema GP
mediante la transformacio´n de variables descrita en (4.27). De este modo, se ob-
tiene el siguiente problema GP extendido asociado a (5.4):
mı´n
{
(1 − λ)
m∑
k=1
1
nk
n∑
i, j:mki j,0
(nki j + p
k
i j) + λd
}
sujeto a
1
nk
n∑
i, j=1:mki j,0
(nki j + p
k
i j) ≤ d k = 1, . . . ,m (5.5)
lki j − vi + v j − nki j + pki j = 0 ∀i, j = 1, . . . , n; k = 1, . . . ,m : mki j , 0
nki j, p
k
i j ≥ 0 ∀i, j = 1, . . . , n; k = 1, . . . ,m : mki j , 0
n∑
i=1
vi = 0
donde λ ∈ [0, 1] y las variables nki j y pki j representan las desviaciones negativa y
positiva, respectivamente. La formulacio´n (5.5) responde a un problema de pro-
gramacio´n lineal para cada valor de λ, que puede ser resuelto utilizando el me´todo
del Simplex. Una vez que el vector v ha sido calculado, dado que vi = log wi,
i = 1, . . . , n, el vector de prioridad se obtiene mediante la siguiente solucio´n nor-
malizada:
wi = evi
/ n∑
i=1
evi , i = 1, . . . , n.
Para ilustrar el funcionamiento del me´todo propuesto, se considera a conti-
nuacio´n el ejemplo dado en [KvU03], donde se comparan los resultados de va-
rios me´todos. En e´l se presenta un problema de decisio´n sobre cuatro alternativas
{x1, . . . , x4} y dos expertos E1 y E2. Dichos expertos expresan sus preferencias
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mediante las matrices de comparacio´n por pares incompletas M1 y M2:
M1 =

1 3 0 1/2
1/3 1 2 1/5
0 1/2 1 1/9
2 5 9 1

M2 =

1 1/2 3 4
2 1 0 9
1/3 0 1 2
1/4 1/9 1/2 1

Como se aprecia en las matrices, el experto E1 no proporciona el dato relativo a
la entrada m113 mientras que E2 no proporciona informacio´n de m
2
23. Las matrices
dadas son recı´procas atendiendo a los datos proporcionados, pero los datos no son
compatibles. El experto E1 claramente prefiere la alternativa x4 mientras que E2
prefiere x2. La formulacio´n del problema de programacio´n lineal resultante del
me´todo propuesto en 5.2.2, aplicado a las matrices dadas para el caso λ = 0, se
presenta en forma resumida a continuacio´n.
mı´n 0,036 n111 + 0,036 p
1
11 + 0,036 n
1
12 + 0,036 p
1
12 + 0,036 n
1
14 + 0,036 p
1
14
+ 0,036 n121 + 0,036 p
1
21 + 0,036 n
1
22 + 0,036 p
1
22 + 0,036 n
1
23 + 0,036 p
1
23
...
...
...
+ 0,036 n244 + 0,036 p
2
44
sujeto a
0,036 n111 + 0,036 p
1
11 + 0,036 n
1
12 + 0,036 p
1
12 + 0,036 n
1
14
+ 0,036 p114 + 0,036 n
1
21 + 0,036 p
1
21 + 0,036 n
1
22 + 0,036 p
1
22
...
...
...
+ 0,036 p143 + 0,036 n
1
44 + 0,036 p
1
44 − D <= 0
...
...
...
− n112 + p112 − v1 + v2 = −1,099
− n114 + p114 − v1 + v4 = 0,693
...
...
...
− n242 + p242 + v2 − v4 = 2,197
− n243 + p243 − v4 + v3 = 0,693
Una vez resuelto el problema de optimizacio´n, se obtienen los resultados que
se muestran en la tabla (5.1), para los casos en que λ = 0 y λ = 1. Los resultados
del vector de prioridad y del ranking obtenidos, se comparan con los resultados
proporcionados por el me´todo de Harker ([Har87], basado en el me´todo del au-
tovector principal) y con los dados por Kwiesielewicz ([Kwi96]), que aplica un
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me´todo basado en distancias, bajo un enfoque de mı´nimos cuadrados logarı´tmi-
cos. El resultado que se presenta para el Me´todo de Harker, se ha calculado (si-
Tab. 5.1: Vector de prioridad y ranking del me´todo propuesto.
Me´todo propuesto
λ = 0,0 λ = 1,0
Ranking x1  x2  x4 = x3 x1  x2  x4  x3
wt (0,43, 0,29, 0,14, 0,14) (0,39, 0,26, 0,13, 0,23)
Me´todo de Harker
Ranking x2  x4  x1  x3
wt (0,29, 0,33, 0,09, 0,30)
Me´todo de Kwiesielewicz
Ranking x1  x2  x4  x3
wt (0,35, 0,29, 0,12, 0,24)
guiendo [KvU03]) mediante el promedio de los resultados obtenidos al aplicar el
me´todo de Harker de manera individual, a las matrices M1 y M2. Se observa que
el ranking final obtenido por los distintos me´todos no es el mismo. El me´todo de
Harker proporciona el ranking x2  x4  x1  x3, mientras que con los me´todos
basados en distancias (me´todo de Kwiesielewicz [Kwi96] y el me´todo propuesto)
los rankings obtenidos son x1  x2  x4 = x3 y x1  x2  x4  x3.
5.3. Ca´lculo de un vector de prioridad de grupo atendiendo a la
consistencia de los expertos
Las matrices de comparacio´n por pares son la base del modelo matema´tico
sobre el que se construyen los me´todos que abordamos en este trabajo. Un punto
crucial de este marco teo´rico es la consistencia de estas matrices, ya que tal como
se planteo´ en la Seccio´n 2.2, el indice de consistencia de una matriz de compa-
racio´n por pares puede ser un indicador de la calidad de los juicios sobre los que
se basa la decisio´n. Por otra parte, trabajamos con problemas de grupo en los que
se asume la existencia de un conjunto no necesariamente homoge´neo de exper-
tos, con diferentes perfiles y probablemente diferentes ”grados de consistencia”.
Es entonces relevante proporcionar medidas del nivel o grado de consistencia de
las matrices de preferencias de los expertos y tener en cuenta dichos niveles de
consistencia en el proceso de ca´lculo de un vector de prioridad. En el contexto
del AHP ([Saa80]), se define el ı´ndice de consistencia relativo CR (2.9) de una
matriz de comparacio´n por pares. El autor establece un valor de un 10 % como
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lı´mite superior de CR, para que los juicios pareados de la matriz sean considera-
dos aceptables ([Saa80]). Ası´, aquellas matrices que tengan un ı´ndice de consis-
tencia relativo mayor o igual a 0,1, no tienen la consistencia necesaria para ser
consideradas en el proceso de decisio´n de grupo. A partir de lo anterior, el ı´ndice
de consistencia relativo de Saaty puede ser interpretado como un peso booleano
atendiendo a la consistencia, cuyo valor es 1 si el ı´ndice CR < 0,1 y 0 en caso
contrario.
El objetivo es proporcionar me´todos de ca´lculo de un vector de prioridad de
grupo atendiendo al ”grado de consistencia” de los expertos. Para ello, se define
en primer te´rmino el concepto de peso o grado de consistencia de un experto, que
cuantifica (en algu´n sentido) el peso del experto atendiendo a la inconsistencia de
la matriz de comparacio´n por pares dada por dicho experto. En segundo lugar se
presentan me´todos de ca´lculo de vectores de prioridad, a partir del modelo descrito
en (4.21), incorporando los pesos de los expertos atendiendo a la consistencia.
5.3.1. Grado de consistencia de una matriz de comparacio´n por pares
Sea M = (mi j) una matriz n × n de comparacio´n por pares recı´proca, con
n ≥ 2. La mayorı´a de las matrices de comparacio´n por pares que aparecen en las
aplicaciones reales carecen de la propiedad de consistencia. Nos centraremos en el
estudio de medidas que cuantifiquen la inconsistencia de una matriz de compara-
cio´n por pares dada. En el caso ideal, en el que matriz es consistente, el autovalor
dominante λmax de la matriz M coincide con la dimensio´n n de dicha matriz. Aten-
diendo a ello, Saaty definio´ el ı´ndice de consistencia CI como:
CI =
λmax − n
n − 1 , (5.6)
donde λmax es el mayor autovalor de la matriz M. La existencia del autovalor do-
minante λmax esta´ garantizada segu´n el Teorema de Perron (2.2.1) para matrices
positivas. Sin embargo, en las aplicaciones reales, los problemas de toma de de-
cisiones deben asumir como entradas matrices no consistentes. En este caso CI
proporciona una medida de inconsistencia para matrices recı´procas, en funcio´n de
la distancia entre el mayor autovalor λmax de la matriz M y n (el mayor autovalor
de una matriz consistente n × n). A partir de este ı´ndice, Saaty definio´ la razo´n de
consistencia (CR) de una matriz de comparacio´n por pares:
CR =
CI
RI
(5.7)
donde RI es un ı´ndice obtenido a partir del valor promedio de CI obtenido de la
generacio´n aleatoria de 500 matrices de comparacio´n por pares recı´procas utili-
zando la escala de Saaty para sus elementos. Si la matriz es consistente, entonces
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λmax = n, CI = 0 y CR = 0. Saaty propuso que una razo´n de consistencia me-
nor que 0,1 era aceptable y que en otro caso habrı´a que reconsiderar la matriz.
La definicio´n de ı´ndice de consistencia propuesta por Saaty es la ma´s aceptada en
modelos que trabajan con matrices de comparacio´n por pares, pero ha motivado
planteamientos alternativos de consistencia de matrices en la literatura, en los que
se cuestionan aspectos como la definicio´n del umbral del CR del 10 %, la utili-
zacio´n de valores aleatorios en la construccio´n de la razo´n de consistencia, o la
variabilidad del ı´ndice en funcio´n del taman˜o de la matriz ([Bar98, PL03]). Medi-
das de consistencia alternativas han sido presentadas en algunos artı´culos como en
[Koc93] y [DK94], en los que se plantea un ı´ndice de inconsistencia para matrices
3× 3 definido a partir de la distancia relativa a las matrices consistentes 3× 3 ma´s
pro´ximas. En [Dod93] se propone un ı´ndice de consistencia inverso. En [Mon96]
el autor propone nuevos umbrales de consistencia para el me´todo del autovector,
a partir del ca´lculo de la variacio´n del vector de prioridad obtenida al incorpo-
rar nuevas alternativas al problema de decisio´n. En [PL03], se define un indice
de consistencia considerando el promedio de los ı´ndices de consistencia de las
matrices correspondientes a todas las transitividades, las que son definidas como
estructuras de preferencias sobre subconjuntos de cardinalidad tres del conjunto
de alternativas en evaluacio´n. En [SM07], el autor define el ı´ndice de consistencia
armo´nico, a partir de la utilizacio´n de la media armo´nica de la suma de los valores
de las columnas de la matriz. I´ndices basados en el error mı´nimo cuadra´tico esti-
mado ([CKS79], [Bar98]) o en el error estimado mı´nimo cuadra´tico logarı´tmico
([CW85]) han sido tambie´n propuestos como medidas de consistencia de matrices
de comparacio´n por pares. Una revisio´n exhaustiva de ı´ndices de consistencia y
sus umbrales se presenta en [BR08].
Para definir un peso referente a la consistencia, nos apoyaremos en el ı´ndice
de consistencia de Saaty, dado que es el ma´s ampliamente utilizado como medida
de consistencia. Previamente, es necesario determinar una cota superior, que de-
nominaremos CI∗, para el ı´ndice de consistencia de Saaty, CI, que se plantea en
el siguiente teorema.
Teorema 5.3.1 Sea M una matriz recı´proca n × n con n ≥ 2, entonces:
0 ≤ CI ≤
ma´x
i=1,...,n
( n∑
j=1
mi j
)
− λmax
n − 1 := CI
∗ (5.8)
donde λmax es el mayor autovalor de la matriz M.
Demostracio´n Dado que M es una matriz positiva, el Teorema de Perron ga-
rantiza la existencia de λmax, que es el mayor mayor autovalor de la matriz M.
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En el Teorema 2.2.2 se demostro´ que λmax ≥ n y que λmax = n si y so´lo si M es
consistente, por lo que λmax − n ≥ 0. Por otra parte, aplicando el Teorema de
Gershgorin [Ueb97] y considerando que en nuestro caso mii = 1, se obtiene:
|λmax − 1| ≤
n∑
j=1
j,i
|mi j| , ∀i = 1, . . . n .
Dado que mi j > 0 y mii = 1 para i, j = 1, . . . , n (M es una matriz reciproca) y
adema´s λmax ≥ n ≥ 2, se obtiene lo siguiente:
λmax ≤
n∑
j=1
mi j , ∀i = 1, . . . n .
Por lo tanto, se tiene que
0 ≤ λmax − n ≤ ma´x
i=1,...n
( n∑
j=1
mi j
)
− n . (5.9)
Finalmente, a partir de (5.9), se obtiene
0 ≤ λmax − n
n − 1 ≤
ma´x
i=1,...n
( n∑
j=1
mi j
)
− λmax
n − 1
con lo que queda demostrado el teorema.
Se define el peso de consistencia α de la matriz recı´proca M como:
α = 1 − CI
CI∗
= α =
ma´x
i=1,...n
( n∑
j=1
mi j
)
− λmax
ma´x
i=1,...n
( n∑
j=1
mi j
)
− n
. (5.10)
El peso α, definido anteriormente, establece una medida de fiabilidad, del nivel
de consistencia de la matriz de comparacio´n por pares M, en funcio´n del ı´ndice
de consistencia de Saaty (5.6) y la cota superior dada en (5.8). Se hace notar que
el peso atendiendo a la consistencia α ∈ [0, 1] y su valor ma´ximo 1 es alcanzado
si y solo si la matriz es consistente. El peso α definido en (5.10), proporciona una
medida del grado de consistencia aplicable a matrices recı´procas.
En caso de que la matriz M no sea recı´proca, no se puede garantizar λmax ≥ n,
por lo que esta medida no es aplicable. La condicio´n de reciprocidad de las matri-
ces de comparacio´n por pares generalmente no es cuestionada en la literatura. Sin
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embargo, tal como se plantea en [KO99], las expresiones de preferencias debieran
dar cuenta de situaciones pra´cticas en las que la matriz no es recı´proca. Por ejem-
plo, un caso serı´a cuando la comparacio´n de un elemento consigo mismo pudiese
no ser 1, como la comparacio´n a ciegas de dos tragos de un mismo vino. Por esto,
es de intere´s relajar la condicio´n de reciprocidad de las matrices de comparacio´n
por pares. Para extender el me´todo que se va a proponer a matrices no recı´procas,
se define a continuacio´n una nueva medida de consistencia de una matriz M no
necesariamente recı´proca.
Sea M una matriz n× n positiva y ‖ ‖ una norma matricial. Se define un ı´ndice
de consistencia IC‖ ‖ alternativo al dado por Saaty ([Saa80]), para una matriz M
no necesariamente recı´proca mediante:
IC‖ ‖(M) = ‖M −C‖
donde C es la matriz n × n consistente ma´s pro´xima a la matriz M, en la me´trica
inducida por la norma ‖ ‖. Este ı´ndice, para una me´trica particular, (norma Fro-
benious) se ha considerado en [Bar98]. Suponemos ahora que se trabaja con un
grupo de expertos E1, E2, . . . , Em, que expresan sus juicios en matrices de compa-
racio´n por pares M1,M2, . . . ,Mm, no necesariamente recı´procas. Se define enton-
ces, el peso (grado) de consistencia alternativo del experto k, α‖ ‖k, de la siguiente
manera:
α‖ ‖k = 1 − ‖M
k −Ck‖
m∑
j=1
‖M j −C j‖
(5.11)
donde Ck es la matriz n × n consistente ma´s pro´xima a la matriz Mk en la norma
‖ ‖. Se hace notar que en este caso, la medida de inconsistencia de la matriz es en
te´rminos de la distancia inducida por la norma ‖ ‖ de la matriz M dada al conjunto
de matrices n × n consistentes.
5.3.2. Me´todo de ca´lculo de un vector de prioridad de grupo atendiendo a la
consistencia
Se considera un conjunto finito de alternativas X = {x1, x2, . . . , xn} y un grupo
E1, . . . , Em de m expertos. Se asume que el experto Ek expresa sus juicios acer-
ca de los elementos de X, por medio de una matriz de comparacio´n por pares
Mk = (mki j). En la pra´ctica, aspectos como la complejidad de los problemas sobre
los que se realiza la toma de decisio´n, la diversidad de formaciones o intereses de
los expertos, hacen que la informacio´n proporcionada sea posiblemente incom-
patible y que las matrices de comparacio´n por pares tengan distintos grados de
consistencia. En ese contexto, el desafı´o es proporcionar un vector de prioridad de
grupo w = (w1, . . . ,wn)t tal que los cocientes de los componentes de w reflejen lo
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mejor posible las preferencias de los expertos y tengan en cuenta el grado de in-
consitencia de la informacio´n de partida. Siguiendo el enfoque dado en la Seccio´n
4.2.1, el problema se plantea en un marco de aproximacio´n matricial. Dadas las
matrices M1,M2, . . . ,Mm y una norma matricial ‖ ‖, encontrar un vector w∗ ∈ W
tal que ∣∣∣∣∣∣Mk −W∗∣∣∣∣∣∣ = mı´n
w∈W
∣∣∣∣∣∣Mk −W ∣∣∣∣∣∣ (5.12)
donde k = 1, . . . ,m, W = (wi/w j), W∗ = (w∗i /w
∗
j) y W = {w = (w1, . . . ,wn)t :
wi > 0, i = 1, . . . , n,
∑n
i=1 wi = 1} es el conjunto factible de vectores de prioridad.
Atendiendo al enfoque seguido en la Seccio´n 4.2.2, para construir una so-
lucio´n compromiso del problema (5.12), se consideran las distancias lp con peso
para agregar las funciones objetivo (5.12). Dado que la consistencia es un aspec-
to crucial en los modelos de decisio´n que utilizan matrices de comparacio´n por
pares, se propone asignar un peso relativo, a todas las funciones objetivo que in-
fluyen en la decisio´n, atendiendo a la consistencia de los expertos. Para lo anterior,
si las matrices dadas por los expertos son recı´procas, se asigna el peso αk a cada
expertos (5.10):
αk =
ma´x
i=1,...n
( n∑
j=1
mki j
)
− λkmax
ma´x
i=1,...n
( n∑
j=1
mki j
)
− n
(5.13)
donde λkmax es el ma´ximo autovalor de la matriz M
k. De acuerdo a lo planteado en
la Seccio´n 5.3.1, si no todas las matrices cumplen la condicio´n de reciprocidad, se
podra´ considerar el peso atendiendo a la consistencia dado en (5.11):
α‖ ‖k = 1 − ‖M
k −Ck‖
m∑
j=1
‖M j −C j‖
A partir de lo anterior, la solucio´n compromiso sera´ el vector de prioridad w∗ ∈ W
que minimiza el desacuerdo del grupo, en el siguiente sentido. Dadas las matrices
M1, . . . ,Mm y una norma matricial ‖ ‖, encontrar un vector de prioridad w∗ ∈ W
(solucio´n compromiso) tal que:
mı´n
w∈W
m∑
k=1
(αk)p
∣∣∣∣∣∣Mk − (wi/w j)∣∣∣∣∣∣p i f 1 ≤ p < ∞ (5.14)
mı´n
w∈W
ma´x
k=1...m
{αk
∣∣∣∣∣∣Mk − (wi/w j)∣∣∣∣∣∣} i f p = ∞ (5.15)
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con αk dado por (5.13). El coeficiente αk asigna un peso de consistencia a cada
experto k. Ası´, si el peso de consistencia de la matriz Mk aumenta, mayor impor-
tancia se le dara´ a la informacio´n proporcionada por el experto Ek. En el enfoque
propuesto en esta seccio´n, los pesos de los expertos que participan de la decisio´n
esta´n determinados por su nivel de consistencia. De este modo, tendra´n mayor in-
fluencia en la decisio´n, aquellos expertos cuyas matrices reflejen un mayor grado
de consistencia que el resto.
Formulacio´n computacional y ejemplo nume´rico
La formulacio´n computacional del modelo propuesto en (5.14) y (5.15), pue-
de ser abordada siguiendo cualquiera de los algoritmos de resolucio´n planteados
en la Seccio´n 4.3. Esto darı´a lugar a un problema sub-optimal, a un problema
log-consistente, o a una formulacio´n λ-extendida del problema, que se resuelven
siguiendo los procedimientos dados en la Seccio´n 4.3. Para ilustrar el funciona-
miento del me´todo propuesto, se considera el ejemplo dado en [SIT04]. En e´l se
presentan cinco alternativas {x1, . . . , x5} y cuatro expertos que expresan sus prefe-
rencias respecto a dichas alternativas, mediante las matrices de comparacio´n por
pares dadas a continuacio´n:
M1 =

1 1 2 4 8
1 1 2 4 8
1
2
1
2 1 2 4
1
4
1
4
1
2 1 2
1
8
1
8
1
4
1
2 1

M2 =

1 2 3 5 7
1
2 1 2 2 4
1
3
1
2 1 1 1
1
5
1
2 1 1 1
1
7
1
4 1 1 1

M3 =

1 2 3 5 7
1
2 1 2 2 4
1
3
1
2 1 1 2
1
5
1
2 1 1 9
1
7
1
4
1
2
1
9 1

M4 =

1 1 2 4 12
1 1 2 4 8
1
2
1
2 1 2 4
1
4
1
4
1
2 1 2
2 18
1
4
1
2 1

Se calculan los ı´ndices de consistencia de Saaty para cada matriz: CI(M1) = 0,
CI(M2) = 0,0222, CI(M3) = 0,0913 y CI(M4) = 0,2812. Para ilustrar la apli-
cacio´n del me´todo propuesto, se considera la formulacio´n GP para aproxima-
cio´n log-consistente, para el caso de p = 1 y la norma matricial m∞ dada por
‖M‖ = ma´xi=1,...,n ∑nj=1 |mi j| (4.39).
Una versio´n resumida de la formulacio´n propuesta explı´cita del problema se
muestra en (5.16). Por otra parte, se aplica el me´todo del autovector principal a
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cada una de las matrices Mk (que denotaremos or EV(Mk)), con k = . . . ,m, en
que se busca minimizar la distancia |λmaxw − Mw|, en este caso, bajo una me´trica
l1, considerando la condicio´n de normalizacio´n
∑n
i=1 wi = 1
mı´n d1 + d2 + d3 + d4 (5.16)
sujeto a
−d1 + 1,000 N111 + 1,000 P111 + 1,000 N112 + 1,000 P112 + 1,000 N113
+ 1,000 P113 + 1,000 N
1
14 + 1,000 P
1
14 + 1,000 N
1
15 + 1,000 P
1
15 <= 0
−d1 + 1,000 N121 + 1,000 P121 + 1,000 N122 + 1,000 P122 + 1,000 N123
+ 1,000 P123 + 1,000 N
1
24 + 1,000 P
1
24 + 1,000 N
1
25 + 1,000 P
1
25 <= 0
...
...
...
−d4 + 0,898 N451 + 0,898 P451 + 0,898 N452 + 0,898 P452 + 0,898 N453
+ 0,898 P453 + 0,898 N
4
54 + 0,898 P
4
54 + 0,898 N
4
55 + 0,898 P
4
55 <= 0
−N112 + P112 − v1 + v2 = 0
−N113 + P113 − v1 + v3 = −0,693
−N114 + P114 − v1 + v4 = −1,386
...
...
...
−N453 + P453 + v3 − v5 = 1,386
−N454 + P454 + v4 − v5 = 0,693
dk ≥ 0 k = 1, . . . , 4
Nki j, P
k
i j ≥ 0 i, j = 1, . . . , 5; k = 1, . . . , 4
vi ≥ 0 i = 1, . . . , 5
En la Tabla 5.2 se muestran los resultados obtenidos al aplicar el me´todo del auto-
vector a cada matriz Mk(EV(Mk)), k = 1, . . . , 4, ası´ como los resultados obtenidos
al aplicar el me´todo (5.14) que denotaremos por WD(M1,M2,M3,M4). Atendien-
do a los resultados de la Tabla 5.2, se advierte que la ordenacio´n de las alternativas
obtenida al aplicar el me´todo propuesto en (5.14), para la representacio´n de las
preferencias del grupo, confirma la preferencia de la alternativa x1 sobre x2. Sin
embargo, la dominancia de x1 sobre x2 se ve atenuada por la influencia del experto
E1, experto con mayor grado de consistencia y que manifiesta indiferencia entre
x1 y x2, y por la influencia menor de E4 (experto con menor grado de consisten-
cia), para quien la alternativa x2 es preferida a x1. Por otra parte, respecto a las
alternativas x3, x4 y x5, la solucio´n compromiso dada por el me´todo (5.14) confir-
ma el ranking individual proporcionado por los expertos ma´s consistentes (E1 y
E2) dado por x3  x4  x5. De esa manera se resuelven opiniones dispares dadas
por los expertos menos consistentes E3 y E4.
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Tab. 5.2: Vectores de prioridad obtenidos usando pesos atendiendo a la consistencia
Vector de prioridad
Me´todo w1 w2 w3 w4 w5 Ranking
EV(M1) 0.3478 0.3478 0.1739 0.0870 0.0435 x1 = x2  x3  x4  x5
EV(M2) 0.4640 0.2413 0.1120 0.0998 0.0828 x1  x2  x3  x4  x5
EV(M3) 0.4468 0.2231 0.1185 0.1664 0.0452 x1  x2  x4  x3  x5
EV(M4) 0.2299 0.3732 0.1866 0.0933 0.1170 x2  x1  x3  x5  x4
WD(M1,M2,M3,M4) 0.3648 0.3192 0.1596 0.1042 0.0521 x1  x2  x3  x4  x5
5.4. Ca´lculo de un vector de prioridad atendiendo a la imprecisio´n
de los datos
Las matrices de comparacio´n por pares, base de los modelos abordados en el
presente trabajo, proporcionan una forma de estructurar la informacio´n de prefe-
rencias de los expertos, relativa a un conjunto de alternativas. La escala de Saaty
([Saa77]) es probablemente la ma´s usada para la asociacio´n de valores nume´ri-
cos a etiquetas lingu¨ı´sticas que representan intensidades de preferencias de una
alternativa respecto a otra. Esta escala utiliza los valores enteros del 1 al 9 y sus
respectivos valores recı´procos para representar la informacio´n de preferencia, co-
mo se muestra en la Seccio´n 2.2. Aunque los valores de la escala de Saaty pro-
porcionan una gradacio´n para los distintos niveles de intensidad de los juicios de
preferencia, se ha establecido en la literatura la necesidad de desarrollar modelos
que permitan abordar la posible imprecisio´n de los juicios. Como se ha visto en
el Capı´tulo 4, las matrices de comparacio´n por pares intervalares ofrecen la posi-
bilidad de formular y procesar juicios imprecisos. En esta seccio´n supondremos
que los expertos E1, . . . , Em expresan sus preferencias respecto de las alternati-
vas x1, . . . , xn, (n ≥ 2), mediante matrices de comparacio´n por pares intervalares
M1, . . . ,Mm, con Mk = ([mki j,m
k
i j]), m
k
ji ≤ mkji. Se asume que dichas matrices
son recı´procas, utilizando aritme´tica intervalar. Esto es, [mkji,m
k
ji]) =
[
1
mki j
, 1
mki j
]
y
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mii = 1:
Mk =

1
[
mk12,m
k
12
]
· · ·
[
mk1n,m
k
1n
]
[
1
mk12
, 1
mk12
]
1 · · ·
[
mk2n,m
k
2n
]
...
...
...
...[
1
mk1n
, 1
mk1n
] [
1
mk2n
, 1
mk2n
]
· · · 1

Los lı´mites inferior y superior de los intervalos considerados pertenecen a al-
guna escala de intensidades de preferencia. Para la formulacio´n del modelo se
utilizara´ la escala de Saaty, por ser la ma´s ampliamente usada en este campo.
A partir de las matrices intervalares Mk proporcionadas por los expertos, en el
Capı´tulo 4 se abordo´ el problema de ca´lculo de un vector de prioridad de grupo
que represente, en algu´n sentido definido, las preferencias del grupo. En gene-
ral, los modelos que trabajan con datos intervalares no tienen en cuenta el grado
de certeza o precisio´n en los juicios. Atendiendo a que la informacio´n en pro-
blemas con varios expertos puede ser no homoge´nea y venir expresada mediante
datos intervalares con distinto grado de imprecisio´n, es de gran intere´s proporcio-
nar me´todos que capturen y tengan en cuenta el impacto del grado de certeza o
precisio´n de los datos. Por ello, en esta seccio´n se define, en primer lugar, el con-
cepto de grado de precisio´n de un dato intervalar. Posteriormente se presenta una
formulacio´n general del problema de ca´lculo de un vector de prioridad de grupo,
atendiendo al grado de precisio´n de los datos. El desarrollo del modelo analı´tico
presentado se ilustra planteando la formulacio´n explı´cita para una me´trica y una
norma matricial particular.
5.4.1. Grado de imprecisio´n de los elementos de una matriz de comparacio´n
por pares intervalar
Se considera una matriz de comparacio´n por pares intervalar M = ([mi j,mi j]),
utilizando la escala de Saaty.
Para medir el grado de imprecisio´n o vaguedad de un dato intervalar se
tendra´ en cuenta la longitud del intervalo que lo define. De forma que, a mayor
longitud del intervalo correspondiente al dato (i, j), mayor es la imprecisio´n del
dato, esto es, la informacio´n es ma´s vaga. Ası´, el caso de mayor precisio´n corres-
ponde a la situacio´n en que los lı´mites del intervalo son iguales, mi j = mi j y el dato
es, por lo tanto, puntual. Por otra parte, el ma´ximo grado de imprecisio´n se obtie-
ne cuando el elemento intervalar (i, j) representa todo el rango de valores posibles
de la escala con la que se trabaja. Siguiendo estas pautas, se definira´ conveniente-
mente el concepto de peso o grado de precisio´n del dato (i, j), que denominaremos
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αi j, que alcanzara´ un valor ma´ximo 1 cuando el dato sea preciso (lı´mites inferior
y superior iguales) y un valor mı´nimo 0, cuando el dato tenga la mayor impre-
cisio´n (corresponda a todo el rango de valores de la escala). Por otra parte, hay
que tener en cuenta que se trabaja con matrices de comparacio´n por pares y con la
escala de Saaty, por lo que se utilizan valores recı´procos para la representacio´n de
las preferencias al invertir el orden de la comparacio´n pareada. Atendiendo a esta
consideracio´n, para ajustar el grado de precisio´n del dato mi j = [mi j,mi j] y el de
su recı´proco 1/mi j, asumiendo aritme´tica intervalar, se utilizara´ la transformacio´n
logarı´tmica de los valores correspondientes a la escala. En primer lugar, se define
la funcio´n de longitud intervalar corregida de cada dato mi j, l(mi j), mediante:
l(mi j) =
∣∣∣∣∣∣∣∣ bi j∣∣∣ bi j ∣∣∣ e| bi j | −
bi j∣∣∣ bi j ∣∣∣ e
∣∣∣∣ bi j ∣∣∣∣
∣∣∣∣∣∣∣∣ −
∣∣∣∣∣∣∣∣ bi j∣∣∣ bi j ∣∣∣ −
bi j∣∣∣ bi j ∣∣∣
∣∣∣∣∣∣∣∣ si bi j , 0; bi j , 0
donde bi j = log (mi j) y bi j = log (mi j). Para el caso en que bi j = 0, la expresio´n
bi j∣∣∣ bi j ∣∣∣
es reemplazada por 1. Ana´logamente, si bi j = 0 la expresio´n
bi j∣∣∣ bi j ∣∣∣ es reemplazada
por 1. La longitud intervalar corregida admite la expresio´n:
l(mi j) =

mi j − mi j si mi j > 1 (⇒ mi j > 1)
mi j + 1mi j − 2 = mi j + m ji − 2 si mi j < 1 y mi j > 1
1
mi j
− 1mi j = m ji − m ji si mi j < 1 (⇒ mi j < 1)
Se hace notar que si el dato es puntual (mi j = mi j), l(mi j) = 0. Ası´, si por ejemplo,
el elemento mi j tiene el valor [3, 7], la longitud corregida del intervalo l([3, 7]) vale
4. Del mismo modo, la evaluacio´n de la funcio´n l para los intervalos [1/7, 1/3] o
[1/3, 3], tambie´n sera´ 4. En la Figura 5.1 se representa la funcio´n de longitud
corregida. Se observa que esta medida de longitud ecualiza todos los intervalos
Fig. 5.1: Funcio´n de longitud corregida para intervalos sobre la Escala de Saaty
sema´nticos de la escala de Saaty para que tengan la misma longitud corregida y
es de especial intere´s en el manejo de datos recı´procos (l(mi j) = l(m ji), siendo
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mi j y m ji datos intervalares). Una vez definida la funcio´n de longitud corregida, se
define el grado de precisio´n del dato mi j de la siguiente manera:
αi j = 1 − l(mi j)16 (5.17)
donde 16 corresponde al ma´ximo valor que puede alcanzar la funcio´n de lon-
gitud corregida del intervalo l(mki j), cuando se trabaja con la escala de Saaty.
Se hace notar que el mayor grado de imprecisio´n se obtiene cuando el experto
proporciona como dato, el intervalo que cubre todos los valores de la escala uti-
lizada, [1/9, 9] en la escala de Saaty. En este caso, el grado de precisio´n αi j = 0,
que es equiparable, desde el punto de vista de la informacio´n de entrada, al caso
en el que no se conoce el dato. Esta consideracio´n nos ofrece otro posible enfoque
para abordar el tratamiento de informacio´n incompleta (estudiada en la Seccio´n
5.2).
5.4.2. Me´todo de ca´lculo de vectores de prioridad de grupo atendiendo a la
imprecisio´n de los datos
Dado un conjunto finito de alternativas X = {x1, . . . , xn}(n ≥ 2) y un grupo de
expertos {E1, . . . , Em}, el problema se plantea como la bu´squeda de un vector de
prioridad del grupo w = (w1, . . . ,wn)t tal que los cocientes de los componentes de
w ?reflejen lo mejor posible? las preferencias de los expertos y tengan en cuen-
ta el grado de imprecisio´n de los datos intervalares mki j proporcionados por los
expertos. Para ello se plantea el siguiente problema de optimizacio´n: Encontrar
w = (w1, . . . ,wn)t, con wi ≥ 0, ∑ni=1 wi = 1, tal que
mı´n
m∑
k=1
∥∥∥Λk ◦ (Mk −W)∥∥∥p si 1 ≤ p < ∞ (5.18)
donde M = ([mi j,mi j]), Λk = (αki j) con α
k
i j definido como en (5.17), W = (wi/w j)
y
∥∥∥ ∥∥∥ es una norma matricial. La notacio´n ◦ se refiere al producto de Hadamard de
dos matrices de igual dimensio´n, definido en la seccio´n 4.2.2.
Para la me´trica p = ∞, para cada (i, j) (i , j), el problema queda planteado
como un problema del tipo minimax:
mı´n ma´x
k=1,...,m
∥∥∥Λk ◦ (Mk −W)∥∥∥p si p = ∞ (5.19)
Se hace notar que en la formulacio´n anterior, el residuo generado por cada
elemento (i, j) de cada matriz Mk, esta´ afectado por el peso αki j, definido en (5.17),
que mide el grado de precisio´n del dato.
Para abordar la resolucio´n de los problemas planteados en (5.18) y (5.19), se
puede seguir alguna de las estrategias planteadas en la Seccio´n 4.3 lo que darı´a
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lugar a un problema log-consistente, a un problema sub-optimal, o a una formu-
lacio´n λ-extendida del problema. En cualquiera de los casos, para desarrollar la
formulacio´n computacional, debe considerarse una variante de la formulacio´n del
problema GP intervalar, en la que cada residuo, para cada dato (i, j) del experto
k, esta´ afectado por el coeficiente αki j. En [DRTR07], el autor presenta una va-
riante de dos pasos del modelo propuesto. En la primera parte, se construye una
matriz de consenso puntual, que tiene en cuenta el grado de imprecisio´n de los
datos. Una vez obtenida dicha matriz, se calcula el vector de prioridad del grupo
mediante alguno de los me´todos de priorizacio´n planteados en el capı´tulo dos.
Para ilustrar el desarrollo del me´todo analı´tico propuesto, se presenta una va-
riante de la formulacio´n GP log-consistente presentada en (4.67), con la distancia
p = 2 y la norma matricial m∞ (dada por ‖M‖ = ma´xi=1,...,n ∑nj=1 |mi j|), y conside-
rando el grado de precisio´n αki j asociado a cada dato, como se muestra a continua-
cio´n:
mı´n
m∑
k=1
dk2 (5.20)
sujeto a
n∑
j=1
αkik(n
k
i j + p
k
i j) ≤ dk i = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
bki j − vi + v j − nki j + pki j = 0 i, j = 1, . . . n; k = 1, . . . ,m
vi > 0 i = 1, . . . , n
nki j, n
k
i j, p
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , n; k = 1, . . . ,m
en que bki j = log m
k
i j y b
k
i j = log m
k
i j. Una vez resuelto el problema de programacio´n
cuadra´tica anterior, la solucio´n se obtiene despue´s de efectuar la transformacio´n
wi = exp vi, i = 1, . . . , n y normalizar. En la formulacio´n anterior se ha asumido
que todos los expertos tienen el mismo peso, para simplificar la expresio´n final
del problema. Para ilustrar la aplicacio´n del me´todo, se considera un ejemplo en
el que cuatro expertos expresan sus preferencias respecto de cuatro alternativas en
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las siguientes matrices de comparacio´n por pares intervalares:
M1 =

[1, 1] [5, 9]
[
1
7 ,
1
3
]
[3, 5][
1
9 ,
1
5
]
[1, 1]
[
1
9 ,
1
5
] [
1
7 ,
1
5
]
[3, 7] [5, 9] [1, 1] [3, 7][
1
5 ,
1
3
]
[5, 7]
[
1
7 ,
1
3
]
[1, 1]

M2 =

[1, 1] [1, 3] [3, 5] [3, 5][
1
3 , 1
]
[1, 1]
[
1
7 ,
1
3
] [
1
5 ,
1
3
][
1
5 ,
1
3
]
[3, 7] [1, 1] [1, 5][
1
5 ,
1
3
]
[3, 5]
[
1
5 , 1
]
[1, 1]

M3 =

[1, 1] [3, 5]
[
1
9 ,
1
3
]
[3, 5][
1
5 ,
1
3
]
[1, 1]
[
1
5 ,
1
3
] [
1
7 ,
1
3
]
[3, 9] [3, 5] [1, 1] [5, 7][
1
5 ,
1
3
]
[3, 7]
[
1
7 ,
1
5
]
[1, 1]

M4 =

[1, 1] [3, 5] [1, 3] [5, 7][
1
5 ,
1
3
]
[1, 1]
[
1
5 ,
1
3
] [
1
5 ,
1
3
][
1
3 , 1
]
[3, 5] [1, 1] [3, 5][
1
7 ,
1
5
]
[3, 5]
[
1
5 ,
1
3
]
[1, 1]

Como se puede ver en las matrices dadas por los expertos, hay una variabili-
dad distinta en los grados de precisio´n de los datos dependiendo del experto. Ası´,
por ejemplo, la matriz M1 tiene cuatro elementos (y sus respectivos recı´procos)
correspondientes a intervalos cuya longitud corregida es 4, valor mayor al del res-
to de los elementos intervalares de la matriz lo que indica que son datos con un
menor grado de precisio´n que el resto. Por otra parte, los elementos de la matriz
M4 tienen todos el grado de precisio´n dado por un valor de longitud corregida
de 2. A partir de la tabla anterior se calculan los pesos atendiendo a la impreci-
sio´n de los datos, que acompan˜an a los residuos en el correspondiente problema de
optimizacio´n. Para ilustrar la aplicacio´n del me´todo propuesto, se considera la for-
mulacio´n GP cuadra´tica siguiendo el enfoque log-consistente dado en (5.20). Una
versio´n resumida de la formulacio´n explı´cita propuesta del problema se presenta
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a continuacio´n.
mı´n d12 + d22 + d32 + d42
sujeto a
−d1 + 1,000 n111 + 1,000 p111 + 0,750 n112 + 0,750 p112
+ 0,750 n113 + 0,750 p
1
13 + 0,875 n
1
14 + 0,875 p
1
14 <= 0
−d1 + 0,750 n121 + 0,750 p121 + 1,000 n122 + 1,000 p122
+ 0,750 n123 + 0,750 p
1
23 + 0,875 n
1
24 + 0,875 p
1
24 <= 0
...
...
...
−d4 + 0,875 n441 + 0,875 p441 + 0,875 n442 + 0,875 p442
+ 0,875 n443 + 0,875 p
4
43 + 1,000 n
4
44 + 1,000 p
4
44 <= 0
−n112 + p112 − v1 + v2 = −1,609
−n113 + p113 − v1 + v3 = 1,946
...
...
−n443 + p443 − v4 + v3 = 1,609
−n112 + p112 − v1 + v2 = −2,197
−n113 + p113 − v1 + v3 = 1,099
...
...
−n443 + p443 − v4 + v3 = 1,099
dk ≥ 0 k = 1, . . . , 4
nki j, p
k
i j, n
k
i j, p
k
i j ≥ 0 i, j = 1, . . . , 4; k = 1, . . . , 4
vi ≥ 0 i = 1, . . . , 4
Observando las matrices de entrada al modelo, se aprecia que tanto la matriz M1
como la matriz M3 tienen como fila dominante en te´rminos de preferencias a la
fila 3, en la que todos los valores no diagonales corresponden a intervalos de
valores mayores que 1. Por otra parte, al observar las matrices M2 y M4 se aprecia
que en ambos casos la opcio´n dominante es la alternativa x1. En la Tabla 5.3 se
muestran los resultados obtenidos al resolver el problema descrito anteriormente.
En los resultados se advierte que el valor obtenido para la componente del vector
de prioridad correspondiente a la alternativa x1 es mayor que el correspondiente a
la alternativa x3 (0,446 > 0,373), lo que es consistente con las variaciones en el
grado de precisio´n de los datos de las matrices correspondientes a la comparacio´n
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entre las alternativas x1 y x3. Ası´, mientras que los datos en los que la alternativa
x3 es preferida a la alternativa x1 tienen baja precisio´n, dada por intervalos con
longitudes corregidas de 4 para la matriz M1 (m113 = [1/7, 1/3]) y de 6 para la
matriz M3 (m313 = [1/9, 1/3]), los datos de las restantes matrices en los que x1
es preferida a la alternativa x3 tienen mayor precisio´n, con valores de longitud
corregida del intervalo de 2 en ambos casos (m213 = [3, 5] y m
4
13 = [1, 3]).
Tab. 5.3: Vector de prioridad y ranking del me´todo propuesto.
Ranking x1  x3  x4  x2
wt (0,446, 0,075, 0,373, 0,106)
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En el trabajo se ha abordado el problema de obtencio´n de vectores de prioridad
de un conjunto de alternativas, a partir de informacio´n de preferencias imprecisa
proporcionada por un grupo de expertos. Se ha proporcionado un marco teo´ri-
co general, me´todos y algoritmos de ca´lculo de vectores de prioridad a partir de
matrices de comparacio´n por pares con datos intervalares.
Como primer paso, se ha desarrollado el marco formal del problema para el
caso de un experto en el contexto de aproximacio´n de matrices, que integra los
principales me´todos basados en distancias presentados en la literatura. El proble-
ma general se ha abordado siguiendo dos metodologı´as: una basada en la trans-
formacio´n logarı´tmica de los datos y otra basada en la consideracio´n de un pro-
blema sub-optimal asociado al problema original. Adema´s, se han desarrollado
algoritmos de ca´lculo que permiten hacer operativos los me´todos propuestos, me-
diante formulaciones basadas en te´cnicas de Programacio´n por Metas (Goal Pro-
gramming), para las normas vectoriales lp ma´s usuales (l1, l2 y l∞) y las normas
matriciales ‖ ‖mp inducidas por la norma vectorial lp, con p = 1 y p = ∞. El
desarrollo de la formulacio´n utilizando Goal Programming hizo posible el trabajo
[RPRTGRG10] publicado en una revista incluida en el Journal Citation Report
(JCR) (primer cuartil).
Uno aspecto importante es el ana´lisis de las soluciones y de la actuacio´n de
los me´todos de priorizacio´n propuestos. Para ello se ha proporcionado un conjun-
to de medidas para hacer posible el ana´lisis. Adema´s, se ha realizado un estudio
comparativo de los principales me´todos de ca´lculo planteados, atendiendo al com-
portamiento de la soluciones al aumentar el ı´ndice de consistencia de la matriz de
partida,
El experimento se basa en un procedimiento de generacio´n de familias de ma-
trices de Saaty aleatorias, con ı´ndice de consistencia relativo en un rango prefijado.
De esta forma, es posible realizar el ana´lisis de los me´todos directamente, a partir
de la variacio´n del ı´ndice de consistencia relativo de las matrices, y no a trave´s de
para´metros indirectos de perturbacio´n de algunos de sus elementos, como esta´n
disen˜ados la mayorı´a de los experimentos descritos en la literatura. A partir de
lo anterior, fue posible realizar la comparativa de un amplio espectro de me´to-
dos para distintos niveles de inconsistencia en las matrices de entrada, replicando
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el ana´lisis para matrices de dimensiones 4, 6 y 8. Un trabajo preliminar de este
estudio fue presentado en [DRTS09].
Otra de las aportaciones de este trabajo, es el marco teo´rico general en el que
se formula el problema de ca´lculo de vectores de prioridad para el caso de varios
expertos, con datos intervalares. El problema se ha planteado como un problema
de optimizacio´n en un espacio normado de matrices, siguiendo las metodologı´as
sub-optimal y log-consistente. El modelo que se propone integra y extiende varias
de las lı´neas de investigacio´n actuales en el tema. Adema´s relaja condiciones y
restricciones al problema que se asumen en los me´todos propuestos en la literatu-
ra.
Varias son las caracterı´sticas que se pueden destacar: -
El problema de optimizacio´n planteado aborda simulta´neamente el proble-
ma de consistencia de las matrices de entrada, el problema de integrar las
preferencias de los distintos expertos y el problema de manejo de la impre-
cisio´n.
En dicho modelo se busca una solucio´n que optimice la satisfaccio´n del
grupo. Esta se define en te´rminos de operadores de agregacio´n (mediante
me´tricas lp) de funciones objetivo, que miden las desviaciones de los datos
aportados por los expertos de una matriz ideal consistente, en una norma
matricial. El para´metro p articula la estrategia del grupo.
El modelo propuesto no asume homogeneidad en los expertos.
No se requiere que las matrices de partida sean recı´procas.
Se proporcionan algoritmos de resolucio´n de los problemas de optimizacio´n
resultantes con datos intervalares, para las me´tricas ma´s usuales, mediante
el uso de te´cnicas de programacio´n por metas.
Las te´cnicas de resolucio´n del problema, proporcionan medidas del nivel de
desacuerdo del grupo y de los expertos con la solucio´n de grupo obtenida.
Los me´todos planteados proporcionan vectores de prioridad puntuales. La
mayorı´a de los me´todos propuestos en la literatura que trabajan con datos
intervalares, proporcionan vectores de prioridades intervalares. Por tanto, en
caso de solapamiento de los pesos intervalares, se requiere el uso adicional
de te´cnicas para discriminar el orden de las alternativas.
Resultados preliminares en esta lı´nea de investigacio´n han sido publicados
en [DRTR07] y en [DRT09], indexadas en la base de datos bibliogra´fica del ISI
(Institute for Scientific Information) y presentadas en [DRT07].
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Adicionalmente, se ha profundizado en el estudio de casos especı´ficos de es-
pecial relevancia en el campo de problemas de decisio´n de grupo, proporcionando
me´todos y algoritmos para determinados tipos de matrices y de datos.
En primer lugar, se ha estudiado el caso de informacio´n de preferencias in-
completa. Se ha establecido la base teo´rica para que el problema tenga solucio´n,
en te´rminos de un grafo que representa la informacio´n de preferencias del gru-
po. Se ha propuesto un me´todo de ca´lculo del vector de prioridad, a partir de un
problema de optimizacio´n parame´trica en te´rminos de funciones de similitud para
matrices que tienen en cuenta los datos disponibles. La mayorı´a de los me´todos
que abordan el problema de informacio´n incompleta en la literatura, consideran
matrices recı´procas y constan de un paso previo para construir una matriz comple-
ta siguiendo distintas estrategias. En el me´todo propuesto, se relajan estos requeri-
mientos de reciprocidad y prediccio´n de los datos desconocidos. La metodologı´a
propuesta se ha publicado en [DRT11], publicacio´n incluida en el JCR (primer
cuartil).
Otra variante analizada ha sido el ca´lculo del vector de prioridad atendiendo
al grado de consistencia de los expertos. Para ello, se ha definido en primer lugar
un para´metro, denominado grado de consistencia del experto, que permite cuanti-
ficar el nivel de inconsistencia de los datos aportados por dicho experto. A partir
de este para´metro se ha proporcionado una variante de la formulacio´n general del
problema y su correspondiente formulacio´n computacional, que incorpora el gra-
do de inconsistencia de los expertos. Una versio´n preliminar de este me´todo fue
presentada en [DRT10] y se esta´ elaborando un artı´culo para su pronto envı´o a una
revista incluida en el JCR.
Finalmente, se ha presentado una variante del ca´lculo del vector de prioridad,
con datos intervalares, atendiendo al grado de imprecisio´n de los datos. Para ello,
se ha definido el grado de imprecisio´n de un elemento de una PCM, a partir de
la longitud del intervalo que define dicho elemento, trabajando con una transfor-
macio´n logarı´tmica de la escala de Saaty. Resultados preliminares en esta lı´nea de
investigacio´n se han publicado en [DRTR07] (publicacio´n indexada en la base de
datos ISI).
Dentro de las lı´neas de trabajo futuro se encuentra el desarrollo de me´todos
de ca´lculo del vector de prioridad de grupo con datos de entrada en los que la
imprecisio´n esta´ modelada mediante datos fuzzy.
Por otra parte, las posibles aplicaciones de este tipo de me´todos constituyen
interesantes posibilidades de lı´neas de investigacio´n. Al respecto, parece de in-
tere´s evaluar la posibilidad de aplicar estos me´todos basados en comparaciones
pareadas en plataformas de participacio´n ciudadana, en el a´mbito de la democra-
cia electro´nica, para - de ese modo - poder obtener y estructurar la informacio´n de
las preferencias de los ciudadanos.
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ANEXOS
A. CO´DIGOS DE ALGORITMOS PARA GENERACIO´N
ALEATORIA DE MATRICES
A.1. todo4x4.m
AV=[];
% arreglo con equivalencia
saaty=[1/9 1/7 1/5 1/3 1 3 5 7 9]
i=1;
for i12=1:9;
for i13=1:9;
for i14=1:9;
for i23=1:9;
for i24=1:9;
for i34=1:9;
mm=[1 saaty(i12) saaty(i13) saaty(i14); 1/saaty(i12) 1 saaty(i23) saaty(i24); 1/saaty(i13) 1/saaty
(i23) 1 saaty(i34); 1/saaty(i14) 1/saaty(i24) 1/saaty(i34) 1];
avmm=max(eigs(mm));
[V,D]=eig(mm);
res=eig(mm);
[valor,posicion]=max(res);
w=V(:,posicion);
suma=sum(w);
w=(1/suma).∗w;
w=w’;
filaOut=[i avmm w];
if i==1;
AV=[filaOut];
else
AV=[AV; filaOut];
end;
i=i+1;
end;
end;
end;
end;
end;
end;
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A.2. autovaloresn4.prg
public saaty(9)
saaty(1)=1/9
saaty(2)=1/7
saaty(3)=1/5
saaty(4)=1/3
saaty(5)=1
saaty(6)=3
saaty(7)=5
saaty(8)=7
saaty(9)=9
sele 1
use autovalores n4 alias av
zap
appe from autovalores n4.txt sdf
sele 2
use aleatorios20bits alias al
n=4
RI=0.89
sele av
repla all nummat ori with val(tmp1), av with val(tmp2)
for i=1 to n
si=ltrim(str(i))
repla all w&si with val(tw&si)
next
sele al
go top
sele av
go top
for i12=1 to 9
for i13=1 to 9
for i14=1 to 9
for i23=1 to 9
for i24=1 to 9
for i34=1 to 9
sele av
repla ci with (av−n)/(n−1), cr with ( (av−n)/(n−1) )/RI, num alea with al.num alea, m12
with saaty(i12),;
m13 with saaty(i13), m14 with saaty(i14), m23 with saaty(i23), m24 with saaty(i24),
m34 with saaty(i34)
sele al
skip
sele av
skip
next
next
next
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next
next
next
sele av
sort on num alea to xx
zap
appe from xx
repla all nummat with recno()
A.3. genmatn6triang.prg
sele 1
use matriz6x6 alias m6
public base(15), triang(15)
public m, nummat, n, prefijo
prefijo=’’mat n6 ’’
n=6
base(1)=1
base(2)=1
base(3)=3
base(4)=5
base(5)=9
base(6)=1
base(7)=3
base(8)=5
base(9)=9
base(10)=3
base(11)=5
base(12)=9
base(13)=3
base(14)=7
base(15)=3
nt=15
m=1
nummat=1
for i=1 to nt
triang(i)=base(i)
next
∗∗∗∗ matriz base
genmat()
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+1, base(ii))
next
genmat()
next
for kk=1 to 15
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for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+2, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+3, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+4, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+5, base(ii))
next
genmat()
next
∗∗∗∗ matrices alteradas en 1 paso simple (−)
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk .and. base(ii)>1, base(ii)−1, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk .and. base(ii)>2, base(ii)−2, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk .and. base(ii)>3, base(ii)−3, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk .and. base(ii)>4, base(ii)−4, base(ii))
next
genmat()
next
for kk=1 to 15
167
A. CO´DIGOS DE ALGORITMOS PARA GENERACIO´N ALEATORIA DE
MATRICES
for ii=1 to 15
triang(ii)=iif(ii=kk .and. base(ii)>5, base(ii)−5, base(ii))
next
genmat()
next
for kk=1 to 14
for kk2=kk to 15
for ii=1 to 15
triang(ii)=iif(ii=kk .or. ii=kk2, base(ii)+1, base(ii))
next
genmat()
next
next
for kk=1 to 14
for kk2=kk to 15
for ii=1 to 15
triang(ii)=iif((ii=kk .or. ii=kk2) .and. base(ii)>1, base(ii)−1, base(ii))
next
genmat()
next
next
for kk=1 to 14
for kk2=kk to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+1, iif(ii=kk2 .and. base(ii)>1, base(ii)−1, base(ii)))
next
genmat()
next
next
for kk=1 to 14
for kk2=kk to 15
for ii=1 to 15
triang(ii)=iif(ii=kk2, base(ii)+1, iif(ii=kk .and. base(ii)>1, base(ii)−1, base(ii)))
next
genmat()
next
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/2, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/3, base(ii))
next
genmat()
next
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for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/4, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/5, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/6, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/7, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/8, base(ii))
next
genmat()
next
for kk=1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/9, base(ii))
next
genmat()
next
for saa=1 to 9 step 2
for kk=1 to 14
for kk2=kk to 15
for ii=1 to 15
triang(ii)=iif(ii=kk .or. ii=kk2, 1/saa, base(ii))
next
genmat()
next
next
next
for salto=1 to 4
for saa=1 to 9 step 2
for kk=1 to 14
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for kk2=kk to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, 1/saa, iif(ii=kk2, base(ii)+salto, base(ii)))
next
genmat()
next
next
next
next
for p=1 to 5
for kk=1 to 14
for jj=kk+1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+p, base(ii))
triang(ii)=iif(ii=jj, base(ii)+p, base(ii))
next
genmat()
next
next
next
for p=1 to 5
for kk=1 to 14
for jj=kk+1 to 15
for ii=1 to 15
triang(ii)=iif(ii=kk, base(ii)+p, base(ii))
triang(ii)=iif(ii=jj, base(ii)+6−p, base(ii))
next
genmat()
next
next
next
return
procedure genMat()
sele m6
zap
for i=1 to n
appe blank
si=ltrim(str(i))
repla c&si with 1
next
k=1
for i=1 to n−1
for j=i+1 to n
ij=triang(k)
ji=1/ij
si=ltrim(str(i))
sj=ltrim(str(j))
sele m6
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go i
repla c&sj with ij
go j
repla c&si with ji
k=k+1
next
next
snu=ltrim(str(nummat))
snummat=right( ’’00000’’+snu ,6)
sele m6
archi=’’matricesTXT\’’+prefijo+snummat
copy to &archi deli with blank
nummat=nummat+1
return
A.4. av n6.m
for i=1:numMatrices;
snum=strcat(’000000’,num2str(i));
l=length(snum);
snum2=substring(snum,l−6,l−1);
m=strcat(’m’,snum2);
m in=strcat(’matricesTXT\mat n’,num2str(n));
m in=strcat(m in,’ ’);
m in=strcat(m in,snum2);
m in=strcat(m in,’.txt’);
mm=load(m in);
avmm=max(eigs(mm));
[V,D]=eig(mm);
res=eig(mm);
[valor,posicion]=max(res);
w=V(:,posicion);
%Normalizar w
suma=sum(w);
w=(1/suma).∗w;
w=w’;
filaOut=[i avmm w];
if i==1;
AV=[filaOut];
else
AV=[AV; filaOut];
end;
end;
save autovalores n6.txt AV −ascii;
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A.5. autovalores n6.prg
sele 1
use autovalores n6 alias av
zap
appe from autovalores n6.txt sdf
sele 2
use aleatorios20bits alias al
n=6
RI=1.25
sele av
repla all nummat ori with val(tmp1), av with val(tmp2)
for i=1 to 6
si=ltrim(str(i))
repla all w&si with val(tw&si)
next
sele al
go top
sele av
go top
do while .not. eof()
repla ci with (av−n)/(n−1), cr with ( (av−n)/(n−1) )/RI, num alea with al.num alea
sele al
skip
sele av
skip
enddo
rangoCR=0.02
repla all rango cr with (int(cr/rangoCR))∗rangoCR+ (rangoCR/2)
sele av
sort on num alea to xx
zap
appe from xx
repla all nummat with recno()
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