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Abstract. Several alternate  linear prediction parametric representations are experimentally compared as to their vowel 
recognition performance. The speech data used for this purpose consist of 900 utterances of 10 different vowels spoken 
by 3 speakers in a/b/-vowel-/b/context. The cepstral coefficients representation is found to be the best linear prediction 
parametric representation. 
Zusammeniassu'ag. In diesem Beitrag werden verschiedene parametrische Darstellungen yon Sprachsignalen, die auf dem 
Prinzip der linearen Pr;,idiktion (LPC) basieren, auf ihre Verwendbarkeit in einem Spracherkennungssystem f~r Vokale 
experimentell untersucht. Das verwendete Sprachmaterial besteht hierbei aus 900 Beispielen yon 10 verschiedenen Vokalen 
in einem/b/-Vokal-/b/-Kontext, gesprochen yon 3 Sprechern. Die Darstellung der LPC-Parameter mit Hilfe der Cepstrum- 
keoffizienten erwies sich als die giinstigste. 
R6sum6. Plusieurs representations param~triques d~duites de la pr6diction lin6aire sont compar~es exp~rimentalement en 
ce qui concerne leurs performances en reconnaissance des voyelles. Les donn~es de parole utilis~es pour cela sont 900 
~chantillons de 10 voyelles  diff~.rentes prononc~es par 3 locuteurs dans le contexte/b/voyelle/b/. Les coefficients  cepstraux 
se r~v~lent les meilleurs param~tres, suivis par les coefficients de la r~ponse impulsionnelle du filtre auto-r~gressif. 
Keywords. Parametric representation of speech, linear prediction analysis, vowel recognition, distance measure. 
1.  Introduction 
Linear prediction  (LP)  analysis has been  used 
extensively over the last several years for speech 
processing  applications  such  as  speech  analysis- 
synthesis  [1,2],  speech  recognition  [3-8]  and 
speaker recognition [9, 10]. LP analysis of speech 
can  lead  to  a  number  of parametric representa- 
tions, all of which provide equivalent information 
about the linear predictor. These parametric rep- 
resentations  have  been  compared  in  a  speaker 
recognition task by Pfeifer [9] and Atal [10] and 
in  a  word recognition task by Ichikawa et al.  [3] 
and Stella [8]. However, there is no report in the 
literature of any comparative study of their suit- 
ability  in  an  acoustic-phonemic  recognition  sys- 
tern.  Since  most of the  phonemes  (about  38.2% 
[11])  occurring  in  conversational  English  are 
vowels, we will compare here several alternate LP 
parametric  representations  as  to  their  perform- 
ance  in  the  recognition  of ten  different  vowels. 
Hopefully,  the  results  obtained  from this  vowel 
recognition experiment will be useful in the design 
of a general acoustic-phonemic recognition system 
for continuous speech. 
2.  Alternate LP parametric representations 
The  main  assumption  on which  LP analysis is 
based is that speech can be modelled as the output 
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of an Mth order all-pole filter of the form 
.V/" 
H(z) = G/(1 +  T.  anz-") 
n=l 
where  a,,  1 ~< n ~<M, are  the  coefficients of  the 
4-  M  -n  inverse filter A(z)=  1  ~,=x a,z  and  G  is the 
gain of the filter. 
Various  LP  parametric  representations  which 
uniquely  define  the  inverse  filter  A(z)  and  are 
used in the present investigation are listed below. 
(For details about these LP parametric representa- 
tions and their estimation procedure, see [12] and 
[13].) 
(1)  Impulse response of the inverse filter A(z) 
(or the predictor coefficients), a,,  1 ~< n ~< M. 
(2)  Impulse response of the all-pole filter H(z), 
h,,O<~n<~M. 
(3)  Autocorrelation coefficients of {a,}, 
M-n 
b, =  ~  akak +,,  ao = l,  O <<. n <~ M. 
k~O 
(4)  Autocorrelation coefficients of {h,} 1, 
R.=  ~  hkh~+.,  O<~n<~M. 
k=O 
(5)  Cepstral coefficients of A(z), 
c. -- ~-£~  log A(ei~°) ei""~ dw,  l<~n<~M. 
(6)  Area coefficients A.,  1 ~  n <~ M. 
(7)  Reflection coefficients k., 1 <~ n <~ M. 
(8)  Poles of the  all-pole  filter  H(z)  (or  zeros 
of A(z)). 
The poles of H(z) can not be used directly as 
recognition  parameters  because  they  are  not 
naturally  ordered  (i.e.,  interchanging  the  values 
of two poles does not change the filter H(z)). We 
therefore  order  these  poles  artificially  by using 
1  In  the  autocorrelation  method  of  linear  prediction,  the 
first M  + 1 autocorrelation coefficients of the impulse response 
of  H(z)  are  identical  to  the  corresponding  autocorrelation 
coefficients of the speech signal [14]. These coefficients are the 
starting point of LP analysis and can be computed from  the 
speech  signal  s.,  n=0,  I .....  N-1  as  follows:  R.= 
N-I-n 
$kSk+., O~n  ~M. 
k-O 
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their  resonance  frequencies.  The  real  and 
imaginary parts of these ordered poles in the upper 
half of the z-plane are used as recognition para- 
meters. Also, some of the parametric representa- 
tions listed above have M  parameters while others 
have M  + 1 parameters. For the latter representa- 
tions, the M  parameters (from the first to the Mth) 
are  normalised  by dividing  them  by the  zeroth 
parameter,  thus  keeping  the  number  of  para- 
meters  the  same  (i.e., M) for all  the parametric 
representations. 
3.  Data acquisition and preprocessing 
The speech data consist of 900 utterances, hav- 
ing 30 repetitions  of  10 different /b/-vowei-/b/ 
syllables,  spoken  by  3  speakers  (2  male  and  1 
female). Recording of these utterances is done in 
an  ordinary  office  room.  The  speech  signal  is 
digitised  at a  sampling rate  of  10 kHz by means 
of a 12-bit analog-to-digital converter and stored 
on magnetic tape for further processing. A lowpass 
filter with a  cutoff frequency of 4 kHz is used as 
a dealiasing filter. 
The steady-state part of the vowel segment  is 
manually located for each of the 900 utterances 
and a 20 msec segment is excised from its centre. 
A  10-th  order  LP  analysis  is  performed  and 
various LP parametric representations are derived 
from  each  of  these  20msec  segments.  The 
autocorrelation method of linear prediction (with 
20msec  Hamming  window  and  without  pre- 
emphasis) is used here for analysis. LP analysis of 
the speech signal is done on the general purpose 
computer,  DEC  System 10,  using  the  floating 
point arithmetic. 
4.  Recognition procedure 
The aim here is to classify the  10-dimensional 
vectors (each vector has  10 LP parameters  as its 
components) representing the vowel segments into 
ten vowel classes:/i/,/I/,/e/,/ae/,/A/,/a/,/o/, K.K. Paliwal, P. V.S. Rao / LP parameters in vowel recognition 
/o/,/U/and/u/.  This is a  standard  problem in 
statistical pattern recognition and has been treated 
exhaustively in the literature 115].  In the present 
paper, the classification scheme used is the forced 
decision pattern matching method and is studied 
using three different distance measures: 
(1)  Correlation  distance measure 
The correlation distance measure dr for the ]th 
class is defined here as 
=1-c; 
where  Ci  is  the  normalised  correlation  between 
the test vector X  and the mean vector M/of the 
/th class and is given by 
X'M~ 
C r = (xtx)I/I(Mt.~i)I/I. 
The superscript  t  denotes  here the  transpose  of 
the vector. 
(2)  Euclidean  distance measure 
The distance measure dj for the ]th class is given 
here by 
d, = (X- Mr)'fX- Mi). 
(3)  Mahalanobis  distance measure 
The distance measure dr for the ]th class is given 
by 
= (X-Ur)'W-'(X-M/) 
where  W  is  the  pooled  intraclass  covariance 
matrix. 
The test vector X  is classified here into the ith 
class if di< d r for all j ~  i. 
The mean vectors for all the ten vowel classes 
and  the  pooled intraclass  covariance matrix  are 
computed from the data in the training set by using 
the following relations: 
Mr = -l~j  ~=  Xr,,  1~</~<10, 
and 
W=~  1  N' 
where N/is the number of preclassified vectors in 
the ]th class and Xri the/th vector of the/th class. 
5.  Results and discussion 
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Vowel  recognition performance of all  the  LP 
parametric representations is studied here separ- 
ately  for  all  the  three  speakers.  In  the  present 
experiment, speaker specific training is used; i.e., 
both the training and test data are derived from 
the same speaker. 
In order to estimate the vowel recognition per- 
formance,  we  have,  for  each  speaker,  a  fixed 
sample of 300 preclassified vectors (obtained from 
30 repetitions for each of the  10  vowel classes). 
This  fixed sample  can  be  used,  as  suggested  by 
Toussaint [16],  in  a  number of ways to estimate 
the  recognition  performance.  We  use  here  the 
following procedure for estimating the recognition 
performance. For each  vowel class,  twenty-nine 
repetitions  are  used  as  the  training  set  and  the 
thirtieth repetition is used as the test set. Each of 
the  30 repetitions is  used in turn  as the test set. 
All  the  300  vectors of a  given speaker  are  thus 
classified into 10 vowel classes. 
In Table 1, we show the vowel recognition per- 
formance of the eight LP parametric representa- 
tions  using  the  correlation  distance  measure. 
Table 1 
Vowel recognition  performance  for 3 speakers using the corre- 
lation distance measure 
LP parametric  Recognition performance 
representation  (in %) for 
First  Second  Female 
male  male  speaker 
speaker  speaker 
1.  Predictor coefficients  74.7  82.7  75.7 
{a,) 
2.  Impulse response {h,}  91.3  86.0  78,3 
of the all-pole filter 
3.  Autocorrelation  54.7  67.7  66,3 
coefficients  of {a~} 
4.  Autocorrelation  80.7  79.3  73.7 
coefficients  of {h,} 
5.  Cepstral coefficients  94.0  93.7  84.7 
6.  Area coefficients  74.0  61.7  75.3 
7.  Reflection coefficients  84.0  83.7  75.3 
8.  Poles  of the all-pole  61.3  69.7  51.3 
filter 
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Vowel recognition scores are listed here separately 
for each of the three speakers. It can be seen from 
this table that the cepstral coefficients representa- 
tion  gives  consistently better  recognition results 
than the other LP parametric representations for 
all the three speakers. 
In  Table 2,  we  pool  the  recognition  scores  of 
the three speakers and show the recognition per- 
formance of the eight LP parametric representa- 
tions  for  three  different  distance  measures 
(namely,  the  correlation,  Euclidean  and 
Mahalanobis  distance  measures).  Even  here,  we 
see that the cepstral coefficients representation is 
the best LP parametric representation for all the 
three distance measures 2. 
Thus,  the  cepstral  coefficients  representation 
consistently ranks first among the eight LP para- 
Table 2 
Vowel recognition performance using three different distance 
measures 
LP parametric 
representation 
Recognition performance 
(in %) using 
Correlation  Euclidian  Mahalanobis 
dist.  dist.  dist. 
measure  measure  measure 
1.  Predictor  77.7  70.3  91.2 
coefficients {a,} 
2.  Impulse response  85.2  87.4  92.0 
{h,} of the all- 
pole filter 
3.  Autocorrelation  62.9  60.7  79.7 
coefficients  of {a,} 
4.  Autocorrelation  77.9  80.0  87.1 
coefficients  of {h,} 
5.  Cepstral  90.8  91.4  96.0 
coefficients 
6.  Area coefficients  70.3  55.4  80.9 
7.  Reflection  81.0  82.6  89.2 
coefficients 
8.  Poles of the all-  60.8  60.6  83.7 
pole filter 
2 Itakura distance measure is specially suited for comparing 
two speech segments represented in terms of the LP coefficients 
[4, 17-19]. This measure is under investigation and the detailed 
results will be presented in a later paper. However, the vowel 
recognition performance using  this  measure  is  found  to  be 
94.2% for the three speakers. 
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metric representations for different speakers and 
for different distance measures used. This signifies 
the importance of this LP parametric representa- 
tion in a  vowel recognition task.  It is  interesting 
to  note  here  that  the  cepstral  coefficients  rep- 
resentation was found to be the best LP parametric 
representation  in  a  speaker  recognition  task  by 
Atal  [10]  and  in  a  word  recognition  task  by 
Ichikawa  et  al.  [3]  and  Stella  [8].  (Atal  [10], 
Ichikawa et al. [3] and Stella [8] have studied only 
some of the LP parametric representations investi- 
gated in this paper.) 
We  can  make  a  few  other  observations  from 
Tables 1  and  2.  These  observations  are  listed 
below. 
(1)  The  impulse  responses  {an}  and  {h~} 
are  better  parametric  representations  for  vowel 
recognition than  their respective autocorrelation 
coefficients {b,} and {R,}. 
(2)  The poles of the all-pole filter are very poor 
recognition  parameters  (yielding  a  recognition 
score  of  60.6%  when  used  with  the  Euclidean 
distance measure). If, on the other hand, the first 
three  formant  frequencies  extracted  from  these 
poles  are  used  as  the  recognition  parameters, 
vowel  recognition  performance  improves 
significantly (i.e., by 24%). (The first three formant 
frequencies are extracted from the poles of H(z) 
by  making  the  decisions  about  spurious  poles 
manually.) 
(3)  Both the correlation and Euclidean distance 
measures use first order statistics. Butthe correla- 
tion distance measure has an important property 
that  it remains unchanged even if either the test 
vector X  or the mean vector Mj or both are multi- 
plied by a constant [20], [21]. This property is not 
always desirable but can be of considerable advan- 
tage in some situations where parameter variations 
due to some random scale factor are to be ignored. 
This can be seen from Table 2 where the correla- 
tion distance measure gives much better recogni- 
tion results than the Euclidean distance measure 
for area coefficients representation. 
(4)  Mahalanobis distance measure uses second 
order statistics and thus is more complex than the 
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correlation and Euclidean distance measures. This  [5] 
measure  gives  better recognition results  than the 
correlation  and  Euclidean  distance  measures  for 
all  the eight LP parametric representations (see  [6] 
Table 2). 
6.  Conclusion 
Eight different LP  parametric representations 
(namely,  predictor  coefficients  {a.},  impulse 
response {h~} of the all-pole filter, autocorrelation 
coefficients of {a.}, autocorrelation coefficients of 
{h.},  cepstral  coefficients,  area  coefficients, 
reflection  coefficients and  poles  of  the  all-pole 
filter) are experimentally compared with respect 
to their vowel recognition performance. Although 
all  these  parametric  representations  provide 
equivalent information about the linear predictor, 
their vowel recognition capabilities are shown to 
be different. The cepstral coefficients representa- 
tion is shown to be the best LP parametric rep- 
resentation. 
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