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Abstract-To give examples of large combinatorial problems D. Knuth modified W. Ackermann’s 
example of a recursive. but not primitive recursive, function to produce a class of nonassociative 
compositions, These arrow compositions, which we call krata, are defined on the positive integers 
by setting 
st’r = Br 
BTDI = B 
BTD”(T + 1) = Et”(BtD+‘T). 
The function k(B, D, T) = BrDT, which usually takes on large values, has interesting periodicity 
properties modulo every positive integer M. For fixed B, D, T 2 2 the sequences {BT”n}, {BT”T] 
and (ET%) are eventually constant module M. Also {rrT”r}, kT”n}, {trT”r) and {PIT%} are 
eventually periodic modulo M. An algorithm for calculating BT T modulo A4 is given. 
1. INTRODUCTION 
Knuth’s arrow compositions[ l-3] are defined recursively on the set P of positive integers as 
follows: 
BfT=BT’T=BT 
BfDl = B 
Bt”+‘(T + 1) = BtD(BfD+‘T). 
In particular 
BtB = Bfr2 = Bf22 = BB 
Bf(BfB) = BTf3 = Bf23 = BBB 
BTfB = Bfff2 = Bf32 
BTT(BffB) = Bfff3 = Bt33 
and so on. Although the arrow compositions are not associative it is natural to drop 
parentheses when the intended association is to the right ([2], p. 111). Thus 
STTT4 = 8TT(8TT(8TT8)) is written, more simply, as 
Urr4 = 8tTfWtt8 f (@TTfOTTQTT8. 
Bibliographies on iterated powers and allied topics can be found in [4-71. Papers of related 
interest are [8-l 11. The function BTDT is monotone increasing ([2], Theorem 1.1) in each of 
its arguments. We will use this monotonicity frequently below. 
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It follows from the binomial theorem that 
\ (1’. 2’, 3T.. .) (mod m ) 
is periodic with period m, and from Euler’s theorem that 
{B’, B'. B3, . .) (mod 117: 
is eventually periodic with period 4(m). Also, it is easy to verify that 
(11, 22, 33,. . .) (mod m ) 
is eventually periodic with period m@(m). We will generalize these properties of powers 
to arrow compositions[3]. In fact let m, B, D and T be fixed integers larger than 1. The 
sequences 
{BfD1, BfD2, BfD3,. . .> 
(BT'T,B~ZT,BT~-, . ..> 
{~tli,Bt~2,Bf~3,...) 
will be shown to be eventually constant modulo m, whereas the sequences 
(IT?, 2TD7’, 3TDT, . . .} 
{ lT”l, 2TD2, 3TD3,. . .> 
(lT’7’, 2t2T, 3T3Z-, . . .) 
(lT’1, 2f22, 3T33,. . .} 
will be shown to be eventually periodic modulo m. An algorithm for calculating BTDT 
modulo m will be given. 
2. PRELIMINARY RESULTS FROM ELEMENTARY 
NUMBER THEORY 
Euler’s theorem 
aT+(m) s 1 (mod m ), 
where a is relatively prime to m, simplifies computations with powers modulo m. Primitive 
roots modulo m, i.e. elements of multiplicative order 4(m), exist only for m of the form 
I, 2, 4, p Tr or 2p Tr, where p is an odd prime. For all other m the order of every member 
of the multiplicative group of integers modulo m is a proper divisor of 4(m). The 
maximum of these orders for a given m is called ([ 121, p. 53) the universal exponent modulo 
m, and is written J.(m). 
It is shown in [12] (pp. 53-54) that i(m) can be evaluated as follows: 
i(l) = i(2) = 1 = C#J(l) = 4(2) 
k(4) = 2 = 4(4) 
Eb(2f.x) = 27(x - 2) = 4(2fs)/2 
i(pTr) = 4(pTr) = (P - I)pT(r - 1) 
i(mt) = lcm {i(m), i(t)} 
for integer x 2 3, positive integer r, odd prime p, positive integer m relatively prime to 
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positive integer t. It is easy to show that: 
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(1) i.(m) < m, if m 2 2; 
(2) i.(m) is even, if m 2 3; 
(3) i.(m)lm/2, if m is even; 
(4) /.(m)li.(t), if mlf. 
In dealing with iterated powers it is useful to iterate i.. Thus: 
Definition 2.1: Let m. I and k be positive integers. Then let 
i.“‘(m) = m 
i.‘k)(m) = i.(Ibck-‘)(m)) 
h(m) = min (y: ibC”‘(m) = I} 
L[O,m] = 1 
L[t, m] = lcm {j.Ch(m))(m), LCh(m)-‘)(m), . . j.(h(m)-‘)(m)} 
L(m) = L[h(m), m] = lcm {m, i.(m), LC2)(m), . . .} 
E(m) = max {e(p): plm) 
where e(p) is the exponent of p in the prime power decomposition 
of m according to the fundamental theorem of arithmetic. 
It is easy to verify that m! is a multiple of L(m). Evidently 
j (h(m) - l)(m) = 2 
for every integer m L 2. We adopt the r 1 notation for integer ceiling function. Thus 
rxl is the smallest integer at least as large as X. For example 
rq= r41= 4. 
LEMMA 2.1. 
h(m) I log?(m) if m is an even positive integer. 
Proof: Evidently k(2) = 1 = logI (2). If m 2 4 then i(m) is even and no larger than m/2. 
So. by induction, 
h(m) = 1 + h(i.(m)) I 1 + log2 (i.(m)) 5 1 + log? (m/2) = log2 (m). 
COROLLARY 2. I. 
h(m) 5 riOgz (m)l 5 1 + log? (m) if m is a positive integer. 
Proof: Evidently h( 1) = 0 = log, (1). So consider any odd positive integer m 2 3. 
Evidently i.(m) is even, and strictly smaller than m. Therefore, by Lemma 2.1, 
h(m) = 1 + /7(>.(m)) I 1 + log? (i.(m)) < 1 + log,(m). 
Since log, (~7) cannot be an integer it follows that 
h(m) 5 riog, (m)l. 
LEMMA 2.2. 
Let m = npTe@) be the factorization of an integer m 2 2 into powers of primes p in 
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accordance with the fundamental theorem of arithmetic. Then 
MW2max(rW)+ Wl, max {e(p) + 1: p is an odd primejj. 
Proof: Evidently h(m) 2 1. Therefore the inequality is trivial for any prime p, whether 
even or odd, such that e@) = 0. Also 
h(m) 2 1 = r(e(2) + W21 
if e(2) = 1. If e(2) = 2 then n(m) is a multiple of A(4), whence even. Therefore 
h(m) 2 2 = r@(2) + 1)/27. 
And if e(2) 2 3 then 2t(e(2) - 2) is a factor of I(m). So it is not hard to verify that 
442rW) + Wl 
in any case. Finally, let p be an odd prime such that 1 I e(p). Then pr(e(p) - 1) is a factor 
of J(m). It is therefore not hard to ascertain that 
h(m)>e(p)+ 1. 
COROLLARY 2.2. 
E(m) I 2/z(m) - 1 if m is an integer larger than 1. 
Proof h(m) 2 r(e(2) + 1)/27 2 (e(2) + 1)/2. Hence 
e(2) I2h(m) - 1 
For any odd prime p, 
e(p)Sh(m)- 112/r(m)- 1. 
Definition 2.2: Let a and m be positive integers. Let 
be the prime decomposition of m given by the fundamental theorem of arithmetic. Let 
V = V(a, m) = I7q Te(q) 
W = W(a, m) = IZste(s), 
where the first product is over all primes q which do not divide a and the second is over 
all primes s which divide a. The equality 
m = VW = V(a,m)W(a,m) 
is called the orthogonal decomposition of m with respect to a. We will use V and W rather 
than V(a, m) and W(a, m) wherever no confusion is likely to result below. 
Evidently V is relatively prime to both W and a. In fact V is the maximal factor of 
m with these two properties. 
LEMMA 2.3. 
Suppose that c 2 d 2 E(m), and that 
crd (mod j.(m)). 
Then 
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(mod m ) 
for every integer a. 
Proqf‘: We start with the orthogonal decomposition 
m = VW = V(a, m)W(a, m) 
of m with respect to a. Evidently 
aTi, z 1 (mod V). 
Since V is a factor of m it follows that A(V) is a factor of i(m). Hence 
aTA - 1 (mod V). 
Therefore we know that the congruence 
holds module V. Since W is a factor of m we know that E(m) 2 E(W). It follows from 
the definition of orthogonal decomposition that every prime factor of W is a factor of a. 
But by assumption 
Therefore 
c 2d2E(m)2E(W). 
aTc =aTd=O (mod W). 
Since the desired congruence holds modulo V and modulo W, it follows from the Chinese 
Remainder Theorem that it also holds modulo m. 
3. EVENTUALLY CONSTANT SEQUENCES OF KRATA 
To avoid trivial cases we assume that A 2 2, m 2 2 (whence h(m) 2 1) everywhere 
below. 
LEMMA 3. I. 
IfK>J>h(m)+l then 
(mod L(m)). 
Proqf: For brevity let H = h(m). We will start by proving a stronger result by finite 
induction on t. namely that the congruence 
(*) A mu + t) = A tt(v + t) (mod Lit, ml> 
holds for all positive integers U, _r and all nonnegative integers t I H. It holds trivially for 
t = 0 since L [O. m] = 1. So suppose that it holds for some nonnegative integer I < H, and 
for all positive integers U, _i’. Then the induction hypothesis guarantees that 
t**> A TT((u + 1) + t) = A TT(v + 1) + t) (mod L[t, m])~ 
But since i.‘H-“(m) is a factor of L[t, m] we also have 
Aff(u+t)=Aff(v+t) (mod j.(H-‘)(m)). 
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However it follows from monotonicity and Corollary 2.2 that 
ATT(u + t) 2 2f(t + 1) 2 2(r + 1) = 2/2(;.‘“-‘-“(m)) > E(;‘H-r-‘)(m)). 
So by Lemma 2.3 we have 
(***) A TT(u + t + 1) = A TA tT(u + t) = A 7A TT(v + t) = A TTc\l + t + 1). 
where the congruence (*** ) immediately above holds modulo ;‘x-r-“(m). Since 
L[t + 1, m] = lcm (L[t, m], I.(H-‘-‘r(m)j 
we can combine the congruences (**) and (***) to yield 
Aff(u+t+l)=ATtO:+t+l) (mod L[t + 1, ml). 




Definition 3.1: Let the sequence 
N[A, ml = {N(A, 2, m), N(A, 3, m), N(A, 4, m), . . .) 
be defined recursively by setting 
N(A, 2, m) = h(m) + 1 
N(A,D,m)=min(k: AfD(k-l)>N(A,D-1,m) 
for every integer D 2 3. 
LEMMA 3.2. 
N(A, D, m) is a monotone nonincreasing function of D for fixed 4 and m, and is a 
monotone nonincreasing function of A for fixed D and m. Moreover 
At% 3 AfDy (mod L (m )) 
for each integer D 2 2 whenever u 2 y 2 N(A, D, m). 




To prove the second statement let A 2 B. It follows from monotonicity that 
A fD(k - 1) 2 BtD(k - 1) 
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for every positive integer k. Evidently 
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N(A. 2, m) = N(B. 2, m). 
So assume that 
N(A.D - l,m)lN(B,D - 1.m). 
It then follows that 
N(A, D, m) = min {k: A f”(k - 1) 2 N(A, D - 1, rn); 
Imin{k: At”(k-l)zN(B,D-1,m)) 
I min {li: Bf”(k - 1) 2 N(B, D - 1, m)] 
= N(B, D, m). 
The congruence will be proved by finite induction on D. The case D = 2 follows from 
Lemma 3.1. So assume that D 2 3 and that 
A tD-lU* z A t”-‘J,* (mod L(m)) 
wheneveru*>y*zN(A,D-l,m).Chooseanyu,ysuch thatu>y>N(A,D,m). We 
know that 
AtD(N(A,D,m)-l)>N(A,D-1,m) 
It follows from monotonicity that 
A T”(u - 1) 2 A t”(_l% - 1) 2 A fD(N(A, D, m) - 1) 2 N(A, D - 1, m). 
Therefore 
ATD-‘AtD(u - 1)~ AtD-‘AfD[y - 1) (mod L(m)) 
by the induction hypothesis. In other words 
A t”u = A t”_v 
The proof of Lemma 3.2 shows that 
AfDu = AffN(A, 2. m) (mod L (m )) 
(mod L(m)). 
if II 2 N(A. D. m). Hence it is easy to see that 
COROLLARY 3.1. 
If u 2 N(A. C. m) and ,r’ 2 N(A. D. m) then 
(mod L(m)). 
COROLLARY 3.2. 
A tCu = A t”y 
If II 2 J’ 2 max (/r(m) + 1. 41 then 
At”T= At’T (mod L(m)). 
Proof: If T = 1 or if A = T = 2 the congruence is in fact an equality ([2]. p. 111). So 
suppose. first. that T 2 3. Then it follows from ([2]. Theorem 4.2) that to each integer r 2 3 
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there correspond positive integers G = A T’(r - 1) and F such that 
At’T=Al’-‘AT’(T- l)=Af’-‘G =AtTF. 
Evidently 
FzG=Af’(T-l)>r+l 
because of ([2], Theorem 3.5) unless (A, T) = (2, 3) and r 2 4. However, in this subcase, 
it follows from ([2], pp. 110-I 11) that 
2f’3 = 2f’-‘(27’2) = 2T’-‘4= 2T’-‘2f’-‘3 = 2fTJ. 
for some positive integer J. according to ([2], Theorem 4.2). The assumption r 2 4 
governing this subcase means, in view of monotonicity and ([2], Lemma 3.9), that 
In summary, then, 
Af'T=AffQ 
for some Q 2 r + 1 whenever T 2 3. Hence, if u 2 y 2 max (3, h(m)), it follows from 
Lemma 3.1 that 
AT”TsAf“T (mod L(m)). 
If, finally, T = 2 and A > 2, then 
A Tr+ ’ T = A 7” ‘2 = A f’A 
and the reasoning of the case T 2 3 (with T now replaced by A) can be invoked. 
COROLLARY 3.3. 
If u 2,~ >max{4, 1 +/r(m)} then 
A T”u 3 A f”y (mod L(m)). 
Dejinition 3.2: The preperiod of an eventually periodic sequence {a(l), u(2), u(3), . . .) 
is the smallest integer j such that the subsequence {~(j + l), a(j + 2), a(j + 3), . . .} is 
periodic. The term obviously also makes sense for an eventually constant sequence because 
it is eventually periodic. 
From Lemma 3.2, Corollary 3.2 and Corollary 3.3 we have 
THEOREM 3.1. 
The sequences 
fAf”l, ATD2, AfD3,. . .> 
{A f’T, AT’T, Af3T,. . .) 
{Af’l, Af*2, AT33,. .> 
are eventually constant module L(m), whence modulo m. Considered as sequences of 
residue classes modulo L(m) the first has preperiod p I N(A, D, m), the second has 
preperiod p < max {4, h(m) + l}, and the third has preperiod p I h(m) + 1. 
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4. EVENTUALLY PERIODIC SEQUENCES OF KRATA 




A=B (mod L (m )) 
and that A 2 B 2 E(m). Then 
ATfT= BrtT (mod L (m )) 
for every positive integer T. 
Proof: There is nothing to prove if T = 1. So we will use finite induction on T. Assume 
the Tth case. Then 
Att(T + 1) = AfAftT = AfBffT 
by Lemma 2.3, provided that 
AttT 2 BTTT 2 E(m). 
This is certainly true by monotonicity since 
A 2 B 2 E(m). 
(mod L(m)) 
From the hypothesis 
it follows that 
is eventually periodic modulo L(m) with period L(m). Moreover its preperiod is less than 
E(m). 
LEMMA 4.2. 
Suppose tha t D 2 2, that A 2 B 2 max {h(m) + 1, E(m)}, and that 
A=B (mod L(m)). 
Then 
A=B (mod L (m 1) 
A WttT) = BtWttT) (mod L Cm 1) 
and, consequently, that 
Aft(T + 1) = Af(BffT) = BfT(T + 1) (mod L(m)). 
COROLLARY 4.1. 
Let T be an arbitrary but fixed positive integer. The sequence 
(ITTT, 2TtT, JTTT,. .} 
for every positive integer T. 
A TDT = BfDT (mod L(m)) 
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Proof: We proceed by induction on D. We can assume that T 2 2 since the case T = 1 
is trivial. Lemma 4.1 provides the case D = 2. Fix A and B such that 
A 2 B 2 max (h(m) + 1, E(m)). Assuming the truth of the Dth case we find that 
AyD+‘(T + 1) = AfDAfD+‘T = BTDATD+‘T (mod L(m)) 
because of the induction hypothesis. However 
BT D+‘T>B2h(m)+1=N(B,2,m)2N(BqD,m). 
So it follows from Lemma 3.2 that 
BTDAfD+‘T 3 Bf”BT”+‘T = BTD+‘(T + 1) (mod L(m)). 
THEOREM 4.1. 
The sequences 
{ lTDT, 2fDT, 3fDT, . . .) 
{ lfD1, 2fD2, 37’3, . . .} 
{ 1 f’T, 2T2T, 3T3T,. . .} 
{ 17’1, 2f22, 3f33, . . .> 
are eventually periodic modulo L(m), with period L(m). Hence they are eventually 
periodic modulo m with period L(m) and, as is easily seen, with preperiod at most 
max (4, h(m) + 1, E(m)}. 
Proof: The first periodicity result follows immediately from Lemma 4.2. Suppose that 
ash (mod L (m )) 
and that a 2 b 2 max {h(m) + 1, E(m)). We prove the second result by noting that 
Lemma 4.2 and Lemma 3.2 give 
aTDa = bfDa = bfDb (mod L(m)). 
Henceforth assume also that a 2 b 2 4. We prove the third by appealing to Lemma 4.2 
and Corollary 3.2 to get 
aT”T z bf”T s bfbT (mod L(m)). 
Finally Lemma 4.2, Lemma 3.2 and Corollary 3.2, taken successively, prove that 
af”a s bf”a E bT”b 3 bf’b (mod L(m)). 
5. AN ALGORITHM FOR COMPUTING ATDT MODULO m 
This section is devoted to describing and justifying procedures for finding the smallest 
nonnegative integer S such that 
S=ATDT (mod m). 
We will assume that m 2 3, A 2 2 since the cases m = 1 or 2, and the case A = 1. are trivial. 
The cases T = 1 and D = 1 raise the question of how hard it is to find the smallest 
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nonnegative integer S such that 
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SATT (mod m ) 
or. even more simply, to find the smallest nonnegative integer S such that 
SrA (mod m h 
where A, T and m are positive integers. We will give only the obvious answer. On the one 
hand it might take a great deal of computer time to do it if m is very big and A is very 
much bigger still. On the other hand it is merely an application of the division algorithm 
followed by the operations of forgetting the quotient and remembering the remainder. 
Our approach will be simply to take the problem of determining (the smallest 
nonnegative name of) the residue class modulo m of A 7 T for granted. Therefore we also 
regard the determination of the residue class of ATDT modulo m as given if A or D or 
T is equal to 1. In other words, in the terminology of ([2], p. 113) we will only seek to 
determine the residue class modulo m of A t”T if it is a nontrivial kratic representation of
a positive integer 
K = A TDT, 
assuming that the residue classes of 
ATl,AT2,AT3,AT4 ,... 
are readily available. 
Obviously, the first thing to consider is the size of m, since even writing down numbers 
S near m can be a daunting task if m is too big. We will confine our attention to positive 
integers m smaller than lOfT3. They will be called modest numbers (A positive integer will 
therefore be a modest number if its decimal representation involves no more than 
1 O,OOO,OOO,OOO digits). 
In addition to assuming that m is a modest number, the algorithm below will 
presuppose a good bit of knowledge about L(m). In fact it will be based on the supposition 
that we know 
m, n(m), i,“‘(m), . . . , i’*@“(m). 
This is often the case since, for example, the prime power factorization of L(m) can be 
found for any modest number 
with known factorization into powers of primes p c lot50 in accordance with the 
fundamental theorem of arithmetic. To see this, merely recall that 
j.(m) = lcm {@ - l)pT(e@) - 1): p is a prime factor of m}. 
The prime power factorization of i.(m) can thus be inferred from the prime power 
factorization of m with methods available in 1983, since p - 1 < lOT50 for every prime 
divisor p of m. Given this factorization one can now calculate i.(L(m)). Then one can 
repeat the argument to show that the prime power factorization of 
i.(zl(m) = i-(>.(m)) 
can be found. and so on down to 
j.‘h’“‘- ‘j(m) = 2, j.(*W)l(m) = 1, 
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Since L(m) is the least common multiple of these numbers, it follows that its prime power 
factorization is thus known at the end of the process. 
Granted these cautions, we now turn our attention to the D 2 3 case of the algorithm 
for calculating A fD7’modulo m. From Lemma 3.2 it follows that, if T 2 N(A, D, m), then 
A r”T s A ffN(A, 2, m) (mod (m)) 
for any D 2 2. If m is a modest number then 
N(A, 2, m) = I+ h(m) I 2 + log, (m) < 40,000,000,000. 
It is easy to verify that, for any modest number m, 
N(2,3, m) I5, N(2,4, m) I 4, N(2,5, m) I 3 and N(A, D, m) 5 3 
for A 2 3, D 2 3. Thus if D 2 3, m is a modest number, and T 2 3, then 
except for 
A tDT = A TfN(A, 2, m) 
2fTf3 = 65,536 2ffff3 = 2Tff4 = 2TT65,536. 
(mod m) 
Under any circumstances, then, the problem of calculating A t”T modulo m is reduced to 
the case D = 2 when m is a modest number. 
So now consider the case D = 2. We must find A TTT modulo m. This case, in turn, 
has two subcases, typical (i.e. large enough T) and atypical (small T). It follows from 
Lemma 3.1 that 
AttT=ATT(H+l) (mod m) 
for every integer T 2 H + 1. This suggests the typical subcase (the large enough T case) 
of the TT algorithm. In this subcase we need merely find the smallest nonnegative integer 
S such that 
S=Art(H+l) (mod m). 
To do this we follow the proof of Lemma 3.1 and define 
B[l] = 0 
B[2] = 
1 (if A is odd) 
0 (if A is even). 
Thus, as we have noted above, 
B[l] = At71 
B[2] = A TT2 
(mod l(w(m)). 
(mod 2”‘-l)(m)). 
Proceeding inductively, assume that t 2 2 and suppose we have already found the unique 
nonnegative integer 
B[t] < ,I W+ 1 -“(m> 
which obeys the congruence 
B[t] = ATtt (mod j.(H+ ’ -“(m)). 
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Then, as in Section 2, form the orthogonal decomposition 
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VW = V(A, I,‘“-‘)(m))W(A, E,‘“-‘)(m)) = l.‘“-‘)(m) 
of J.(“-“(m) with respect o A. Thus (V, W) = (V, A) = 1, and every prime factor of W is 
a factor of A. We thus know from the proof of Lemma 3.1 that 
A tT(z + 1) - A Tf3[t] (mod V). 
and 
Aff(t + I)=0 (mod W). 
Applying the Chinese Remainder Theorem we easily find B[t + I], the smallest non- 
negative integer such that 
B[t + I] = ATf(t + 1) (mod VW). 
This completes the (t + 1)st step in the typical subcase of the TT algorithm. Recall that 
m = j,(O)(m) = jbCH+ I)-(H+l))(m). 
In this fashion one proceeds until B[H + l] is found. From then on 
A ffT E A TT(H + 1) z B[H + 1] (mod m) 
for every integer T 2 H + 1. 
Having completed the typical subcase of the TT algorithm we turn now to the other 
subcase, in which T I H. If A TT(T - 1) is a modest number, there is nothing to do, in 
view of our initial assumption that finding the smallest integer congruent modulo modest 
m to A fA tt(T - 1) is possible by means of methods from outside this paper. Otherwise 
let g be the smallest integer such that A ffg is not a modest number. By assumption i,@‘(m) 
is a modest number for every nonnegative integer k. Consequently 
E(E.(k)(m)) < A Tfg. 
If r 2 g then 
ATTr ~0 (mod W(A, Ack’(m))) 
for every nonnegative integer k. Since A TT(g - 1) is modest we use the Chinese Remainder 
Theorem to define B[g] to be the smallest nonnegative residue modulo E.‘r-p)(m) such that 
@I = A tA TTk - 1) (mod V(A, 2”‘-“‘(m))) 
and 
B[g]=O (mod W(A, i.‘r’-R’(m))). 
Thus we have 
a n d 
&I = A TTg (mod i”-x’(m)) 
0 I B[g] < i.‘T-“(n?). 
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From there we proceed inductively. So assume that B[t] is defined for g 5 t < T in such 
a fashion that 
and 
B[r] = A TTt (mod i”-‘)(n7)) 
0 5 B[r] < j.‘r-‘j(m). 
Define B[t + 1] by setting 
mod V(A, i’r-i-ifm)) 
mod W(A, i’r-f-“(m)). 
Clearly B[t] is the required answer. The algorithm has now been completely specified. 
Example 5.1: Computation of the smallest nonnegative integer S such that 
S s 6tTlO (mod 20) 
according to the first subcase of the It algorithm proceeds as follows. 
i,‘O’(20) = 20 
1920) = i,(20) = 1 cm (A(4), i(5)) = 1 cm {2,4) = 4 
L920) = E,(Ib”1(20)) = R(4) = 2 




B[l] = B[2] = 0, 
6ttl = 0 
6772 = 0 
6fT3 = 6tf(2 + 1) 3 0 
Evidently 
V(6, i’“-“(20)) = V(6, i’“‘(20)) = V(6, 20) = 5 
W(6 i cX-3f2O)) = W(6,20) = 4. t * 
Consequently 
6ft4 = 6ft(3 + 1) = 6fB[3] = 6fO = 1 
6Tt4 = 6tr(3 + 1) = 0 






B[4] = I 
B[4] = 0 
(mod 5) 
(mod 4) 
Modular arithmetic of iterated powers 
produces the solution B[4] = 16. Thus 
6Tf4 = 16 
581 
(mod 20). 
It follows that 
6TTlO = 6fT4 = 16 (mod 20). 
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