Abstract. Cranfield-style evaluations standardised Information Retrieval (IR) evaluation practices, enabling the creation of programmes such as TREC, CLEF, and INEX, and long-term comparability of IR systems. However, the methodology does not translate well into the Interactive IR (IIR) domain, where the inclusion of the user into the search process and the repeated interaction between user and system creates more variability than the Cranfield-style evaluations can support. As a result, IIR evaluations of various systems have tended to be non-comparable, not because the systems vary, but because the methodologies used are non-comparable. In this paper we describe a standardised IIR evaluation framework, that ensures that IIR evaluations can share a standardised baseline methodology in much the same way that TREC, CLEF, and INEX imposed a process on IR evaluation. The framework provides a common baseline, derived by integrating existing, validated evaluation measures, that enables inter-study comparison, but is also flexible enough to support most kinds of IIR studies. This is achieved through the use of a "pluggable" system, into which any web-based IIR interface can be embedded. The framework has been implemented and the software will be made available to reduce the resource commitment required for IIR studies.
Introduction
Cranfield-style evaluations standardised Information Retrieval (IR) evaluation practices, and served as the foundation for a host of evaluation programmes including TREC, CLEF, and INEX. These set the pace for evaluating the output from information retrieval systems with a view to improving system performance. Many accomplishments over the past three decades in search systems effectiveness can be linked to these programmes. In parallel, the interactive IR (IIR) research community focused somewhat similar research on the user as a core ingredient in the research. While there is overlap, IIR has additional goals: a) assess search systems and components of search systems using user-centred evaluation methods typically found in human experimentation and human computer interaction (e.g., [12] ), and b) examine user actions and activities -both cognitive and behavioural -to understand how people search for information and which aspect of context (e.g., characteristics of the user, the work environment, situation, etc.) influences the process (e.g. [4, 10] ).
While the TREC and CLEF programmes have enjoyed standardised protocols and measures to assess performance and output, and to experimentally compare among systems, the IIR evaluation field has not had that advantage. The TREC and CLEF evaluation programmes specified standard test collections, test topics and sets of expert-assessed relevant items (including training sets) as the minimum ingredients, and a standard way of presenting and comparing the results -the ubiquitous reverse-ranked list of relevant items per topic and additionally aggregated by system and collection. On the other hand, IIR research was and still is researcher driven with non-standard "collections", user-imposed search tasks, and diverse sets of measures to support multiple research objectives. In the midst of all of this is usually a set of participants, a sample of convenience. Thus, it is difficult to compare across studies.
The challenge is two-fold: developing a standard methodological protocol that may service multiple types of IIR evaluations and research, and developing a standard set of meaningful measures that are more than descriptive of the process. In this work, we address the first: we designed, developed, implemented and tested a common research infrastructure and protocol that can be used by the IIR research community to systematically conduct IIR studies. Over time, the accumulated studies will also provide a comprehensive data set that includes both context and process data that may be used by the IR community to test and develop algorithms seated in human cognition and behaviour, and additionally to provide a sufficiently robust, detailed, reliable data set that may be used to test existing measures and develop new ones. This paper describes the rationale and the design of the infrastructure, and its subsequent implementation.
Interactive IR Research -Past and Present
Typically IIR research was conducted using a single system in a laboratory setting in which a researcher observed and interacted with a participant [21] . This was a time-consuming, resource exhaustive and labour intensive process [23, 26] . As a result, IIR research used a small number of participants doing a few tasks, which challenged the validity and reliability of the research [11] . In their recent systematic review of 127 IIR studies, Kelly and Sugimoto [13] , found extreme variability in IIR studies: from 4 to 283 participants with a mean of 37, and between six and ten task instantiations was typical, although the maximum observed was 56 in a single study.
Similarly what was measured varied significantly; 1533 measures were identified [13] . Clearly the situation has not changed since Yuan and Meadow examined the measures used in 1999 [27] , and Tague-Sutcliff in 1992 [21] . The challenge has been that the same: concepts are not always measured using the same "yardstick" and there is no standard set. For example, in the outcome from
