Abstract We consider single machine batching and scheduling problem in which the processing time of each job is known, but the setup time is a random variable from the distribution with an unknown parameter. Batch sizes are determined sequentially, that is, the size and jobs of the first batch are determined by using the prior knowledge and observed the value of a setup time, then the size and jobs of the second batch are determined by using the value of the first setup time, and so on. Since this problem is a sequential decision problem, it is formulated by dynamic programming and several properties are obtained.
Introduction
Batching and scheduling problem considered in this paper is the problem to decide both the batch size and the sequence of jobs to be processed sequentially so as to minimize the sum of the total completion times of all the jobs. In this kind of problem, the length of setup time is the important factor to influence the optimal solution. The setup time of this paper is a random variable with an unknown parameter and the Bayesian learning mechanism is included.
There are several cases that the setup time is a random variable, for example, the time of the material handling to bring the raw materials from the warehouse to the workstation is not constant but a random variable if they were brought by a worker. In this case, the distribution function usually has several parameters whose values are known if the material handling is always done by the same worker. If a new worker begins to work in this workstation and he brings the raw material from the warehouse to the workstation, the values of several parameters are unknown. In this case, we can update the values of the unknown parameters by gathering the information about the time of each material handling and using the Bayesian learning method.
Batching and scheduling problem has been studied in these twenty years mainly in the deterministic case where both the setup time and the processing times are known and the problems are static in the sense that sizes of all the batches are determined at once. This kind of problem is discussed in Santos and Magazine [9] , where the jobs are said to be in batch availability. Dobson, Karmarker and Rummel [4] called this as batch flow problem. Naddef and Santos [7] considered one-pass batching algorithm to construct the optimal solution. Coffman, Yannakakis, Magazine and Santos [2] found the property that sequencing of jobs in increasing order of processing time is optimal.
Dynamic programming is useful in several kinds of batching and scheduling problem, for example, Baker [1] , Coffman, Yannakakis, Magazine, and Santos [2] , Wagelmans and Gerodimos [11] , Ng, Cheng and Kovalyov [8] . In this paper, we formulate the model by using Bayesian dynamic programming.
In the case that the setup time is a constant, the optimal batch sizes and sequence of jobs are predetermined. If the setup time is short or long, the optimal batch size is small or large, respectively. In this paper, we assume that the setup time is not constant but the random variable whose distribution has at least one unknown parameter with some prior information. After observing the setup time of the first batch, we will determine the second batch size by using the expected setup time updated by the Bayesian learning mechanism.
Some number of jobs are selected as a batch and processed. After observing the value of a setup time, we will obtain the posterior information by using the value and the prior information. Now, this posterior information is used as a new prior information and a new batch size at the next stage is decided. This process is repeated until all the jobs have been processed. In this process, a Bayesian learning mechanism is included and the problem is now the sequential decision problem with learning. The special case, where all the processing times are the same and the setup time is distributed in the gamma distribution with one unknown parameter, was discussed in Hamada [5] .
In Section 3, the problem is formulated by dynamic programming and after deriving some properties, more simple recursive equations are obtained. Some properties for this recursive equations and the optimal strategy are derived in Section 4. The optimal strategy for the special case of sequence of processing times is also derived in Section 5. The properties of that case of sequence of processing times are discussed in Section 6.
Model
Consider the case that several size of boards have to be cut by a cutting machine. For example, there are n boards, 1, 2, · · · , n, of the same length 2l with width w 1 , w 2 , · · · , w n , respectively, in a warehouse and we bring some of them from the warehouse to the workstation where we cut them to get the board with length l. If the several width of board had to be cut by the cutting machine with the same cutting speed, the time to cut each board would be in proportion to its width. Let p i for i = 1, 2, · · · , n be the time to cut the board i. If the boards i and j are cut without any interval time, the total time to cut them is p i + p j . Let X be the time to bring boards from warehouse to the workstation. Even if we bring two or more boards simultaneously, the time to bring them is X. The total time to bring boards i and j from the warehouse to the workstation and cut them continuously is X + p i + p j . This is the motivation of our model discussed in this paper.
The Bayesian sequential single machine batching and scheduling problem considered in this paper is described as follows: There are n jobs, 1, 2, · · · , n, which is processed by a single machine. Let Ω = {1, 2, · · · , n}, the set of all the jobs to be considered and to be available at time 0. The processing time of job i (i = 1, 2, · · · , n) is p i , which is a known value and satisfies
Several number of jobs are selected as a batch and these selected jobs are processed one by one sequentially. Let B 1 be the set of all the jobs in the first batch. After completing all the jobs in the batch, some jobs are selected from Ω \ B 1 as the jobs of the second batch B 2 and processed, where Ω \ B 1 is the set of jobs which are included in Ω, but not in B 1 . Jobs of the third batch B 3 is selected from (Ω \ B 1 ) \ B 2 and processed. We continue to make the batch until the set of remaining jobs is empty. The completion time of each job in a batch is the same as that of the last job in the batch. A setup time is necessary before processing the first job in a batch. Therefore, the completion time of the k-th batch is the sum of the completion time of the last job of (k − 1)-th batch, the setup time of k-th batch, and sum of all the processing times of jobs in the k-th batch. The setup time is not a constant but a random variable whose distribution function is F (x|θ), but the true value of the parameter θ is unknown and there is a conjugate prior distribution G (θ|u, v) , where (u, v) is the parameter vector with u > 0 and v > 0. Let (φ(u, v; X), ψ(u, v; X)) be the parameter vector of the posterior distribution of θ after observing a setup time X when the parameter vector of θ is (u, v) ∈ W , where W be the set of all the possible vector values of (u, v) . When the current set of the remaining jobs is S(⊂ Ω), several jobs are selected from S as a batch and after observing the setup time X, all the jobs in the batch are processed one by one, and after completing the last job in the batch, several jobs of the next batch is selected by using the posterior distribution G(θ|φ (u, v; X) , ψ(u, v; X)) which is derived from both G(θ|u, v) and X by using the Bayes' Theorem. The objective is to minimize the expected sum of completion times of all the jobs of Ω.
Let
where E X [·|Θ] is the expectation operation with the distribution F (x|θ) and E Θ [·|u, v] is that with the distribution G(θ|u, v). Several distribution with an unknown parameter has its own conjugate prior distribution (See, for example, DeGroot [3] ), that is, the posterior distribution is the same kind as the prior one except that values of the parameters are revised. Now, we make five assumptions, whose second, third, and forth are the assumptions A 3 , A 4 , and A 1 , of Hamada and Ross [6] , respectively. Assumption 1. For any continuous and strictly increasing function f (x) of x, 
As an immediate consequence of Assumption 1, we have some properties of h(u, v) as follows:
Lemma 2.1 h(u, v) is continuous and strictly increasing in u and continuous and strictly decreasing in v.
For example, consider the gamma distribution with an unknown parameter θ whose density function is
where α is a known parameter. The unknown parameter θ has the gamma distribution with the density function
as the conjugate prior distribution. In this case, Assumption 1 is satisfied with Lemma 3.1 of Hamada [5] , and
which satisfies Assumptions 2 and 3. After observing X = x, the posterior distribution is
which satisfy Assumption 4. Assumption 5 is satisfied with
Formulation
Let p S be the vector of p i for i ∈ S, whose elements are sequenced in decreasing order. Let (S; u, v; p S ) be the state which denotes that the current set of jobs is S, the current parameter vector of the prior distribution is (u, v) and the vector of the processing times is p S . Let B denote any subset of S that is called a batch and |B| the number of elements in B. Also, let V (S; u, v; p S ) be the minimum expected sum of completion times for the set S of remaining jobs when the current state is (S; u, v; p S ) and the optimal strategy is followed thereafter. Let V B (S; u, v; p S ) be the minimum expected sum of completion times for the set S of remaining jobs when the current state is (S; u, v; p S ), all the jobs in B are processed one by one sequentially, and the optimal strategy is followed thereafter. Then, the recursive equations are derived as follows:
where
3)
The first term on the right hand side of (3) means that all the jobs in the first batch have the same release time,
, as the one machine batching problem considered in Shallcross [10] Let
for any function f (x). Then, 
and if p i < p j , 5) and therefore
Proof. Let π(S) and π(S ′ ) be the optimal policies for (S; u, v; p S ) and ( 
Let job i is in the kth batch in S. Also, let |S|,
As job j is in the kth batch in S ′ if job i is in the kth batch in S. Since we use the same policy to the state (S; u, v; p S ) and (
By the same way, if p i < p j , (3.5) is derived by interchanging S and S ′ and also i and j. In the case of
. This completes the proof.
In Lemma 1 of Coffman, Yannakakis, Magazine and Santos [2] gave that the job sequence in increasing order is an optimal sequence for the batching and scheduling problem. The following lemma gives the properties of the jobs for a batch.
Lemma 3.2 For the state (S; u, v; p S ), if the optimal batch is B with batch size
, and |B ′ | = |B|. Now, we have both
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and
This contradicts the assertion that B is the optimal batch for (S; u, v; p S ).
From this lemma, if the size of the optimal batch B 1 for the state (S; u, v; p S ) with S = {1, 2, · · · , n} is m, the set of jobs in B 1 are composed of jobs n−m+1, n−m+2, · · · , n, and the second batch is decided for the state ({1, 2, · · · , n−m}; φ(u, v; X), ψ(u, v; X); p {1,2,··· ,n−m} ). From this property, it is sufficient to consider the state (n; u, v; p n ) in place of (S; u, v; p S ) for S = {1, 2, · · · , n} and p n = (p 1 , p 2 , · · · , p n ). Let V n (u, v; p n ) be the minimum expected sum of completion times for the state (n; u, v; p n ). Also, let V k n (u, v; p n ) be the minimum expected sum of completion times for the state (n; u, v; p n ) when the smallest k jobs are processed as a batch and are followed by the optimal batching and scheduling of the remaining n − k jobs. Then, the recursive equations (3.1), (3.2) and (3.3) are rewritten as follows:
Therefore,
and where
and r 2,1 (v; p 2 ) is the unique root of the equation of u, h(u, v) = p 1 . Also,
Also, r 3,1 (v; p 3 ) is the unique root of the equation of u,
and r 3,2 (v; p 3 ) is the unique root of the equation of u, h(u, v) = 2p 1 . The proof of this lemma is done by using (3.8), Assumption 1, and induction on n. From (3.8) and
Several Properties of V
which is derived from (3.8) by replacing n and k by n − m and k − m, respectively, we have
Lemma 4.2 F or n
Also, subtracting this equation from (4.1), we have
Adding first l of these k − 1 equations side by side, we have
From this lemma, we have
2)
Proof. E n,k (p n ) is obtained from (3.8) and
which is the immediate consequence of replacing n in (3.8) by n − 1.
Lemma 4.4 For
Proof. The proof is in almost the same way as that of Lemma 3.6 of Hamada [5] .
Proof. These inequalities are the immediate consequence of D n,k (p n ) and Lemma 7.
Lemma 4.6 For
Proof. These inequalities are derived from h(u, v) > 0, p 1 ≥ p 2 ≥ · · · ≥ p n−1 > 0, and the trivial inequalities
∑ n−1 j=1 p j < 0, and we have from (ii) of Lemma 9 that
j=1 p j , the optimal batch size is 1. Also, if (n − 1)p 1 < h (u, v) , then the optimal batch size is n. Since h(u, v) > 0, we consider the case that the inequality (n − 1)p n−1 ≥ ∑ n−2 j=1 p j holds. For the state (n; u, v; p n ), the optimal batch size is l which satisfies
The optimal strategy for the state (n; u, v; p n ) is given as follows: Algorithm.
Step 1. Let k = 1, m = n and C = 0, where C be the total completion time for the all the jobs completed up to now.
Step
, where x is the observed value of the random setup time X.
Step 3 
Special class of sequence of processing times
In this section, we consider the case that
Furthermore, we restrict our attention to the special class of vector p n = (p 1 , p 2 , · · · , p n ) of processing times which satisfies 
and furthermore we define (P n ), (Q n ), and (W n ) for n ≥ 2, (R n ), (S n ), and (T n ) for n ≥ 3, (U n ) for n ≥ 4, and (V n ) for n ≥ 1, as follows:
(u, v; p n ) is continuous and strictly monotone increasing in u and continuous and strictly monotone decreasing in v.
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) is continuous and strictly increasing in u and continuous and strictly decreasing in v.
Now we have
, and (W 2 ) hold.
, and (W 2 ) are derived from (7), (9), (10), (11) and Assumption 1.
Proof. For n = 3, 
For n ≥ 4, (P n ) is derived from D n,k (p n ) and (V n−k ) for 1 ≤ k ≤ n − 1 and Assumptions 1 and 4. (Q n ) is derived from (P n ), Lemma 8 and
is derived from C n,k,1 (p n ) and the definitions of r n,k (v; p n−1 ) and r n−1,k−1 (v; p n−2 ). Since (W n−k ) holds for 1 ≤ k ≤ n − 2, we have
respectively. From these inequalities and p n ∈ A n , we have
for 1 ≤ k ≤ n − 2, respectively. From these inequalities and the definitions of r n,k (v; p n−1 ) and Lemma 4 and Assumptions 1 and 4. To prove (W n ), we have from (U n ) and
} .
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In the cases of (i) and (v), by using
In the cases of (ii) and (vi), by using E n,k+1 (p n ), E n−1,k (p n−1 ) and
(15) is useful for (iii), (iv), (vii) and (viii). In the cases of (iii) and (vii),
In the cases of (iv) and (viii),
) and the optimal strategy is to perform job n as a batch if 0 < u < r n,1 (v; p n−1 ), to perform jobs
Proof. This theorem is the immediate consequence of Theorem 2.
Example 1. Let X be the random variable from the exponential distribution with an unknown mean θ −1 and the conjugate prior distribution of θ be the gamma distribution whose density function is given by
for n = 1, 2, 3, · · · and k = 1, 2, · · · , n with V 0 (u, v, p 0 ) = 0. In this case,
that is,
For n = 3, we have
As the inequalities r 3,1 (v; p 2 ) ≤ r 2,1 (v + 1; p 1 ) < r 3,2 (v; p 2 ) are obtained from (S 3 ) and (Q 3 ),
and r 3,1 (v; p 2 ) is the unique root of the equation of u;
By using r 2,1 (v + 1; p 1 ) = p 1 v with p 1 = 1 in this equation of u, we have 
Furthermore, if v > 4/3, we have
The values of r 4,1 (v; p 3 ) and r 4,2 (v; p 3 ) are calculated and tabulated in Table 2 and Table  3 , respectively. 
Properties of A n .

Now we consider the properties of
1 , have to be considered. In both cases, we restrict our attention to the case
In the case of p * means that p * 1 = p * 2 = · · · = p * n = 1, that is, (1, 1, · · · , 1) ∈ A n . This is the undiscounted case and the optimal strategy is obtained in Hamada [5] for the case of gamma distribution. Now, we consider the case of p 
