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Abstract 
The inverse eigenvalue problem of a real symmetric matrix, dependent on several parameters, is studied. A new 
solution, based on obtaining perturbation expansions of the eigensystem of such a matrix, is presented. The proposed 
solution is a modification of the well-known Newton method, based on investigating the analyticity of the eigenvalues 
and the eigenvectors of the matrix. 
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1. Introduction 
The inverse eigenvalue problem of real symmetric matrices has been studied extensively 
[3,6,7,10,12,16]. These models often require an additional set of specified eigenvalues associated 
with a corresponding principal submatrix so that certain three-term recurrence relations can be 
supplied. The problem under study arises frequently in applied physics [ 1 l] and recently in control 
theory ([ 5,8,13,14] and references therein). Although studying the analyticity of eigenproblems 
has a long history [9,15,17], relative little attention has been paid to the analyticity and 
perturbation expansions of eigenvalues and eigenvectors when the matrix depends analytically on 
several parameters. This concept has to be studied whenever one is trying to deal with inverse 
eigenvalue problems [l, 2,161. The object of this article is to describe a method for studying the 
analyticity and for obtaining perturbation expansions of eigenvalues and eigenvectors of real 
symmetric matrices dependent on several parameters. Our results provide modification of the 
application of Newton’s method to the inverse eigenvalue problem of such matrices. 
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1.1. Statement of the problem 
The inverse eigenvalue problem studied in this article can be stated as follows [Z, 163: “Deter- 
mine the parameters pi”, i = 1,2, . . . , N, such that the composite real symmetric n x n matrix A, 
expressible as 
(1.1) 
i=l 
has a prescribed set of eigenvalues J-7, j = 1,2, . . . , m; where Ai, i = 1,2,. . . , N, are prescribed real 
symmetric matrices, pi are real numbers and N < m < n.” 
1.2. Mathematical preliminaries 
In this subsection, the implicit function theorem, which is used in our analysis, is stated. For 
proof and more details, the reader can refer to [4]. 
Implicit function theorem. If the real-valued functions fi( x1, x2, . . . , xS, y, , y,, . . . , y,), i = 1,2, . . . , s, 
are real analytic functions of s + t real variables in some neighborhood of the origin of the set of all 
real (s + t)-dimensional vectors; iffi(O, 0, . . . , 0) = 0, i = 1,2, . . . , s; and if 
det d(fi, ... ,.I;) 
8(x1, ... ,xs) 
#O forxI = . . . =xs=yI = . . . =yt=O, 
then the equations h(xl,. . . ,x,,y,, . . . ,y,) = 0, i = 1,2 , . . . , S, have a unique solution xi = gi(y,, . . . , y,), 
i = 1,2, . . . , s, vanishing for y, = y2 = ... = y, = 0. This solution is real analytic in some neighbor- 
hood of the origin of R’ (the set of all t-dimensional real vectors). 
1.3. Layout of the paper 
This paper is organized as follows: analyticity of the eigenvalues, which are assumed to be simple, 
and the associated eigenvectors is studied in Section 2, Section 3 is devoted to the solution of the 
inverse eigenproblem, while perturbation analysis is presented in Section 4. 
2. Analyticity analysis 
This section deals with the analyticity study of simple eigenvalues and the associated eigenvec- 
tors of a real symmetric matrix A dependent on several parameters. 
Letp = (p1,p2, . . . ,pN)= E RN and A(p) = [aij(p)] E BY”” be a real analytic function in some 
neighborhood B(o) of the origin, i.e., 
A(P) = A(o) + E(P)9 E(P) = CEij(P)I, 
where 
&j(P) = f 1 df:ii,...,tNP:l . . . &, 1 < i,j d N, 
*=lEt=r 
P E B(o) and 1 t = tl + ... + tN. 
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Here KY’“” denotes the set of all n x n real matrices, RN is the set of all N-dimensional real vectors, 
0 denotes the zero matrix and o the null vector. 
Suppose that I& is an eigenvalue of A(o), then there exists a real vector x E R” such that 
A(o)x = k. (2.1) 
Such a vector will be called an eigenvector of A(o) corresponding to A. 
First, applying the implicit function theorem stated in Section 1, we can state and prove the 
following theorems. 
Theorem 2.1. Letp E RN a&A(p) = Am E R”“” be a real analytic function ofp in some neighbor- 
hood B(o) of the origin. Suppose that A1 is a simple eigenvalue of A(o) and x1 is an associated 
eigenuector satisfying 
(i) there exists a simple eigenvalue k1 (p) of A(p) which is a real analytic function of p in some 
neighborhood B, of the origin, and A1 (0) = A1 ; 
(ii) The eigenvector x1(p) of A(p) corresponding to A1 ( p) may be defined to be a real analytic 
function ofp in B,, and x1 (0) = x1. 
Proof. By the hypothesis, there exists an n x (n - 1) real matrix X, such that X = [x1, X21] is an 
orthogonal matrix, and 
, 1,$&d,). 
Let 
z&p) = XTA(p)X = 
61 l(P) 42(P)T 
~ZI(P) 222(p) 1 ’ Sll(P)E R 
(2.2) 
(2.3) 
and introduce a vector-valued function 
(fi(Z,P), ... ,.L2(z,p))T = &21(p) + Ci22(P) - ~ll(P)UZ - &2(P)TL 
z=[[1,C2 ,...) &]TERn-l, pdRN. (2.4) 
Observethat thefunction(f,(z,p), . . . ,%-l(z,p))Tisanalyticforz~ RnP’ andpEB(o),jXo,o) = 0, 
i = 1,2, . . . , YE - 1; and 
det 8(fI, .f. J-1) 
S(il, ... ? [,,_ 1) z_,_, = dett-42 - 41) Z- 0, 
hence by the implicit function theorem, we find that 
(2.5) 
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has a unique real analytic solution z = z(p) in some neighborhood B, of the origin, and z(o) = 0. 
Combining (2.3))(2.5), we see that z(p) satisfies 
4P) 
1 
[ 1 = [$11(P) + a^Iz(P)Tz( P)l 1 Z(P) [ 1 Z(P) ’ PEB,. (24 
Let 
AI(P) = bl(P) + MP)TZ(PL Xl(P) =-x1 + X2dPL (2.7) 
then from (2.6) (2.7) and (2.3), it follows that 
4ph (PI= &(P)XI (~1 for p E 4. (2.8) 
The expressions (2.7) show that the functions A1 (p) and x1(p) are real analytic in B, and satisfy 
A,(o) = Ai, Xi(O) =x1. (2.9) 
Moreover observe that A1 is a simple eigenvalue of A(o). By the Ostrowski theorem [17], A1 (p) is 
a simple eigenvalue of A(p) provided that lip 11 2 is sufficiently small. It may be considered that the 
neighborhood B, is small enough, such that A1 (p) is a simple eigenvalue of A(p) forp E B,. 0 
Theorem 2.2. Assume that the hypotheses in Theorem 2.1 are valid. Then, there exist the following 
formulaefor Al(p) defined in (2.7): 
C+$~~zO=x~[+$$]r=;I, i= 1,2 ,..., N (2.10) 
ax1 (P) 
dPi 
=x,[I1J-X;A(o)X,]-‘X; - 
p=0 [ 1 aA(p) x1,i= 1,2 dPi 2 .** 3 N p=0 (2.11) 
where [x1,X2] E R nxn is an orthogonal matrix. Moreover, for h = 2,3, . . . , and for any natural 
numbers i 1 , iz , . . . , it, (some of them may be equal), the following formulae are valid: 
ahA (P) 
aPi, aPi, . . . api,~n=o =xT [~p~~.~~pih],;.xl 
h-l h-k 
+cc 
k= 1 i-=0 (t ,,..., th_l)k-,., 
and 
ahxl (p) 
a . . . P5 %, P=o 
(2.12) 
(2.13) 
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The symbol 
in (2.12) means that the numbers iz, . . . , h i are considered as h - 1 different indices. We select 
arbitrarily k - 1 indices tI , . . . , tk_l (1 < k < h - 1) from the set {iz, . . . , ih}. Then we select 
arbitrarilyrindicestk,...,tk+r_l(r~h-k)fromtheset{i2,...,ih}\{tl,...,tk-l),andwritethe 
residual indices as tkfr, . . . , th- 1; the summation &, ,... t 9 h L)k 1.p. _ is taken with respect to all such 
combinations of the set { iz, . . . , ih}. 
The meaning of the symbol &,, ,,, , thjx in (2.13) is that the numbers iI,. . . , ih are considered as 
h different indices, we select arbitrarily k indices tl, . . . , tk (1 < k < h - 1) from the set { il, . . . , ih}, 
and write the residual indices as tk+ 1, . . . , th; the summation ~~t,,...,f,~, is taken with respect to all 
such combinations of the set (iI, . . . , ih}. 
Proof of Theorem 2.2. (1) Multiplication of both sides of (2.8) from Theorem (2.1) by x1(p)’ gives 
UJ)XI(P)~XI (P) = ~I(P)~&J)xI(P), P E Bw (2.14) 
Differentiating with respect to pi while taking into account (2.9) and A(o)xr = A,xr we get 
which is the formula (2.10). 
(2) From (2.8), it is easy to get 
[&(P)I-A(p)]y= Y-yI xl(p), PEB,. 
1 1 1 1 
Moreover, from (2.2) and (2.7), keeping z(o) = 0, it yields 
[n,I-a(o)l[~]~_~=x[~ i,IoA, II,(,) I[ II * dPi p=0 
Since A,$J,(A,) it follows from (2.15) and (2.16) that 
0 
: I w4 [ 
0 O l]xT[y~,=o -yl,=o+> 0 (&-A2)- 
aPi p=0 
and thus 
(2.15) 
(2.16) 
Combining with A2 = X$l(o)X, (see (2.2)), formula (2.11) directly follows. 
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(3) With the same procedure as above, formulae (2.12) and (2.13) can be easily deduced using 
(2.10) and (2.15). This completes the proof. 0 
3. Solution of the inverse eigenvalue problem 
To solve the problem we deal with, as stated in Section 1, the implicit function theorem is used to 
derive the following corollary which provides a justification of the Newton method [l] used for the 
solution. 
Corollary. Suppose that the matrices Ao,A1, . . . , AN, defined in (1.1) are real symmetric n x n 
matrices, I(A,) = { ,I,>:, 1, /Ii # ij f or i fj, 1 <j, i < n and the associated unit vectors of A0 are 
X1,X2, ... 3X”. 
Let x, he the unit eigenvector associated with &, ((x, (( 2 = 1 and 
x, = (x1, . . . ,xs-l,xs+l~ ... , &A 4s = Ilx,ll,~ 
Ed= min (A.-&( fors=l,..., n, 
1<t<il 
f#S 
and 
(3-l) 
(3.2) 
xi= liAiJ, i= 1,2 ,..., N. (3.3) 
Here /I . I/ denotes the spectral norm of a matrix. Then the matrix A(p) = A0 + Cy= 1 p,A,, ~1, . . . ,p,, 
are real numbers, has real analytic eigenaalues (&(p)}i= 1 and associated real analytic eigenvectors 
{xS(p)}:, 1 in some neighborhood ofthe origin such that l,(o) = 1, andx,(o) = x, for s = 1,. . . , n; and 
they satisfy the following estimations: 
(3-4) 
and 
(3.5) 
(3.6) 
where s = 1,2, . . . ,n and 1 < i,j,k GN. 
Proof. LetX = [x1x2 . . . x,,], A = diag(i,, . . . , A,); then from the hypothesis, it follows that Xsatis- 
fies 
X=X = I and XTAoX= A. 
Thus by Theorem 2.1, there exist real analjltic eigenvalues { &(p)}l, 1 and associated real analytic 
eigenvectors {x,(p)}!= 1 satisfying A,(o) = is and XJO) = x,, for s = 1, . . . , n. 
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Moreover, by Theorem 2.2, it is easy to get 
aup) 
api 
= XTAiX,, 
p=0 
ax,(P) 
api 
=2s[/i,Z- A~]-lrZ~AiX,, 
p=0 
wf4 
apiapj p=. 
=X~[A~~~(~,Z-_I~^,)-'X,'A~+A~~~(~~Z-~~,)-'X~~~]X,, 
(3.7) 
(3.8) 
(3.9) 
a2.a) 
apiapj p=. 
=X,(i,Z- A,)-‘Xf[Ai2~(A,Z- ci,)-‘iF~Aj +AiLi?~(l~Z- A,)-'X,TAi]X, 
-Xs(;l,Z - A,)-2XH(X~AiX~Aj + XzAjXsAi)Xs, (3.10) 
a3hb) 
api apj ah p =. = I i x; c A,lX,(&z - A,)-‘X~A,*X,(1,z - A,)-12:A,3 (f,,f,J,) 
+ A,lX,( d,Z - As)- 2i?TAi] X,, 
where xS, 2, are defined in (3.1) and A, = diag( AI, . . . , As_ 1, As+ I, . . . , A,). 
The meaning of the symbols 
c and c 
(f,,f,,f,) G-1,*J 
(3.11) 
in (3.11) is the following: Consider the numbers i, j, k as three different indices, the first summation is 
taken with respect to all permutations of the set { i,j, k}. The second summation, considering j, k as 
two different indices, is taken with respect to (rl ,r2) = (j, k) and (rl, r2) = (k,j). 
The formulae (3.7)-(3.11) will lead us directly to obtain the estimations (3.4)-(3.6). 0 
Remark. For the eigenvalues (&(p)):=1 d escribed in the corollary, Bohte [2] has obtained 
(3.12) 
where 
M= max lIA,J, E= min l&-&I. 
l<r<n 1 <s,t=sn 
r#S 
(3.13) 
But from (3.5), we obtain 
(3.14) 
which is obviously much better than that of Bohte. 
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4. Perturbation expansions 
This section deals with the derivation of perturbation expansions of simple eigenvalues and the 
associated eigenvectors of a symmetric matrix. To find such expansions, the following theorem is 
presented. 
Theorem 4.1. Let A be an n x n real symmetric matrix, II is a simple eigenvalue of A and x1 is the 
associated unit eigenvector. 
Let E = [sl 1, . . . , E~~,E~~, . . . ,E~~, .. . , E,,]~ E lRncn+ ‘)12, and A( E) = A + E, E = [ Eij], Eij = Eji for 
1 d i,j < n. Then, there exists a real analytic simple eigenvalue n,(s) and associated real analytic 
eigenvector x1 (E) of A(E) in some neighborhood of the origin, and 
&(E) = A1 +x:Exl +x~EX~(~~Z-A~)-~X~EX~ + 0( IlEI13) (4.1) 
and 
x1(s) =x1 +X2(~IZ-A2)-1X;E~1 
+X,(&Z-A,)-‘(X;EX, -x;ExlZ)(;U-A2)-‘X;Exl + 0( IIEI13), 
where X2 and A2 are determined as follows 
(4.2) 
111 0 
X=(x1,X2), XTX=Z, XTAX= o A [ 1 . 2 (4.3) 
Proof. The existence of the matrix X2, which satisfies (4.3), is clear. Let ei denotes the ith column of 
the identity matrix I,,, and Aij = eiejT> 1 < i,j < n. Then 
E= i eij Aij . 
i,j=l 
(4.4) 
By Theorem 2.1, there is an analytic simple eigenvalue A,(E) of A(E) and an associated real analytic 
eigenvector x1(s) satisfying Al(o) = A1 and x1(o) = x1 provided that 11 E(1 is sufficiently small. 
Utilizing the formulae (2.1), (2.11) and (2.12) with h = 2, we have 
a&(&) 
d&ij E=O 
= XTAijXl (4.5) 
and 
a%(4 =xT[A~~X~(~~Z-A~)-‘XTA~~ + AtjX2(2,Z- A2)-1XTA,,]~l. (4.6) 
aEijaEst E=O 
Substituting (4.5) and (4.6) into the second-order expansion of A,(s), then 
Combining this result with (4.4), we get (4.1). 
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From the formulae (2.10), (2.11) and (2.13) with h = 2, we have 
3x1 (E) 
a&ij EzO 
=X2(;11Z --A,)-lXTAijXl, 
and 
82x1 (4 
a&ij a&,, E=O 
=X2(~1Z-A2)-1X~Ai,j,,,lXl, 
339 
(4.7) 
(4.8) 
where 
Ai,j,,,t = (Aij -XTAijX*Z)X2(~1Z-A2)~‘XTAst 
+ (A,, -XTA,,X,Z)Xz(;11Z-A2)-1X~Aij. (4.9) 
Substituting (4.7)-(4.9) in the second-order expansion of x1(E) formula (4.2) can be obtained. 0 
5. Conclusion 
A new investigation, for the analyticity and perturbation expansion of the eigenvalues and 
eigenvectors of a real symmetric matrix dependent on several parameters, is presented. This 
investigation is used to justify the use of the Newton method applied to the inverse eigenvalue 
problem of such a matrix. 
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