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Abstract Let σ > 0. For 1 ≤ p ≤ ∞, the Bernstein space Bpσ is a Banach space of all f ∈ L
p(R) such that f is ban-
dlimited to σ ; that is, the distributional Fourier transform of f is supported in [−σ ,σ ]. We study the approximation
of f ∈ Bpσ by finite trigonometric sums
Pτ(x) = χτ(x) · ∑
|k|≤στ/pi
ck,τ e
i piτ kx
in Lp norm on R as τ → ∞, where χτ denotes the indicator function of [−τ,τ].
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1 Introduction
The Fourier transform of f ∈ L1(R) is defined here by
fˆ (x) =
∫
R
f (t)e−ixtdt.
We normalize the inverse Fourier transform
fˇ (ξ ) =
1
2pi
∫
R
f (t)eiξ tdt
so that the inversion formula (̂ fˇ ) = f holds for suitable f . If f ∈ Lp(R) and p > 1, then we
understood the Fourier transform fˆ in a distributional sense. Let σ > 0. A function f is called
bandlimited to σ ( to [−σ ,σ ]) if fˆ vanishes outside [−σ ,σ ]. We denote by Bpσ the Bernstein
space of all functions f ∈ Lp(R) such that f is bandlimited to σ . The space Bpσ is equipped with
the norm
‖ f‖p =
(∫ ∞
−∞
| f (x)|pdx
)1/p
, if 1≤ p < ∞
1
and
‖ f‖∞ = ess sup−∞<x<∞| f (x)|, if p = ∞.
By the Paley–Wiener–Schwartz theorem, any f ∈ Bpσ has an extension onto the complex plane C
to an entire function of exponential type at most σ . That is, for every ε > 0 there exists M > 0
such that
| f (z)|6 Me(σ+ε)|z|
for all z ∈ C. There are several characterizations of Bpσ . For example, a function f belongs to B
p
σ
if and only if f is an entire function satisfying the Plancherel–Polya inequality(∫ ∞
−∞
| f (x+ iy)|p dx
)1/p
≤ ‖ f‖pe
σ |y|, (1.1)
where y ∈ R. Note that 1≤ p ≤ r ≤ ∞ implies (see [3, p. 49, Lemma 6.6])
B
p
σ ⊂ B
r
σ . (1.2)
Given f ∈ B2σ , Martin [9] studied the approximation of f in a suitable fashion by trigonometric
polynomials. To be precise, for any τ > 0, set
fτ(x) =
N
∑
k=−N
ck,τe
i piτ kx, (1.3)
where ck,τ is the Fourier coefficient of f
ck,τ =
1
2τ
∫ τ
−τ
f (t)e−i
pi
τ kt dt
and N = [στ/pi ]Z. Here, [ω]Z denotes the integer part of a number ω . Define the τ-truncated
version of (1.3) by
ϕ f ,τ := fτ ·χ[−τ,τ], (1.4)
where χ[−τ,τ] is the indicator (characteristic) function of [−τ,τ]. Recall that a function f is said
to be strictly bandlimited to [−σ ,σ ] if it is bandlimited to [−ρ ,ρ ] with 0≤ ρ < σ . It was proved
in [9] that if f ∈ B2σ is strictly bandlimited to [−σ ,σ ], then (1.4) converges to f as τ → ∞ in L
2
norm on R and on horizontal lines in C. This result was extended in [12] to the Bernstein spaces
B2K consisting of functions of several variables bandlimited to a compact set K ⊂ R
n.
We now state the main result of this paper.
THEOREM 1. Let f ∈ B
p
σ . If 1< p < ∞, then
lim
τ→∞
‖ f −ϕ f ,τ‖Lp(R) = 0. (1.5)
It is easily be checked that (1.5) is no longer true for p = ∞ in general. Indeed, if σ = 1 and
f (x) = eix, then
fτ(x) =
N
∑
k=−N
(−1)k
sinτ
τ −pik
ei
pi
τ kx.
2
Thus, if τm = pi/2+2pim, m ∈ Z, then
‖ f − fτm‖L∞[−τm,τm] ≥
∣∣∣( f − fτm)(τm)∣∣∣≥ ℑ( f − fτm)(τm) = 1= ‖ f‖L∞(R).
Approximation by trigonometric polynomials in B∞σ was also considered. Recall (see [2, p.
549]) that a sequence (ψm)
∞
1 , ψm ∈ L
∞(R), is said to converges narrowly to ψ ∈ L∞(R) if (ψm)
∞
1
converges uniformly to ψ on compact sets of R and limm→∞‖ψm‖L∞(R) = ‖ψ‖L∞(R). Lewitan
[8] was the first to define the following polynomials
f˜τ(x) := ∑
k∈Z
f (x+ kτ)
sin2( xτ + k)
( xτ + k)
2
, τ > 0. (1.6)
It was proved in [8] that if f ∈ B∞σ , then f˜τ converges narrowly to f . Krein [6] proposed a
new proof of this statement, calculated the degree of approximation, and given several applica-
tions of (1.6). Ho¨rmander [4] considered more general trigonometric polynomials of such type
(for more detailed history and references see [1, p.p. 146–152]). Schmeisser [14] proved sim-
ilar convergence theorems for τ-truncated version of the Lewitan ( Lewitan-Krein-Ho¨rmander
) polynomials (1.6) with respect to Lp norms on lines in C parallel to R and with respect to l p
norms in the case when f ∈ B
p
σ , p ∈ [1,∞). The Lewitan polynomials of several variables were
also studied (see [11] for more details and the literature cited there).
Several well-known theorems were proved by using (1.6). The proofs are based usual on
suitable properties of trigonometric polynomials and on the narrowly convergence of (1.6). For
example, Krein [6] extended the Fejer and Riesz theorem on non-negative trigonometric polyno-
mials to any non-negative entire functions of exponential type σ : such an entire function G can
be written on R as |g|2, where g is some entire function of exponential type at most σ/2. Other
examples can be found in [4-5], [13] and [15, p. 244].
It turns out that (1.4) as well as the Lewitan polynomials (1.6) converge narrowly. Moreover,
the following stronger statement holds.
THEOREM 2. Let f ∈ B
p
σ and 1< p < ∞. Then
lim
τ→∞
‖ f −ϕ f ,τ‖L∞(R) = 0. (1.7)
2 Preliminaries and proofs
Let Z denote the group of integers and T= (−pi ,pi ] = R/(2piZ). We write (1.3) in the form
fτ(x) =
1
2τ
∫ τ
−τ
f (t)DN
(pi
τ
(x− t)
)
dt, (2.1)
where DN is the Dirichlet kernel defined by
DN(ξ ) =
N
∑
k=−N
eikξ .
3
Therefore, setting
Aτ( f ) = ϕ f ,τ , (2.2)
we may assume that (1.4) defines on B
p
σ the one-parametric family (Aτ)τ>0 of bounded linear
operators Aτ : B
p
σ → L
p(R).
LEMMA 1. Let p ∈ (1,∞). Then there exists a constant a(p)> 0 such that
‖Aτ( f )‖Lp(R) ≤ a(p)‖ f‖p (2.3)
for every f ∈ B
p
σ and all τ > 0.
PROOF. Let us define u f (t) = f (τt/pi), t ∈ (−pi ,pi ]. We will consider u f as an element of
Lp(T). It follows from (2.1) and (2.2) that
‖Aτ( f )‖
p
Lp(R) = ‖Aτ( f )‖
p
Lp[−τ,τ] =
τ
2ppi1+p
∫ pi
−pi
∣∣∣∫ pi
−pi
f
( τ
pi
ξ
)
DN(y−ξ )dξ
∣∣∣pdy
=
τ
2ppi1+p
∫ pi
−pi
∣∣∣∫ pi
−pi
u f (ξ )DN(y−ξ )dξ
∣∣∣pdy = τ
2ppi1+p
‖u f ∗DN‖
p
Lp(T)
, (2.4)
where N = [στ/pi ]Z. It is well known (see for example [16, p. 26, theorem 2.1.3]) that if 1 <
p < ∞, then there exists such c(p) > 0 that ‖ϕ ∗DN‖Lp(T) ≤ c(p)‖ϕ‖Lp(T) for every ϕ ∈ L
p(T)
and all N = 0,1,2, . . . . If we combine this with (2.4), we get
‖Aτ( f )‖Lp(R) ≤
c(p)
2pi
‖ f ·χ[−τ,τ]‖Lp(R)
for all σ ,τ > 0 and every f ∈ Bpσ . Thus we obtain (2.3) with a(p) = c(p)/(2pi).
Next we estimate the difference sin(ax)/x−αDN(bx) for some a,b and α .
LEMMA 2. Let τ,σ > 0 and let N = [στ/pi ]Z. If 0≤ δ < 1, then
max
|v|≤(1+δ )τ
∣∣∣∣sinσvpiv − 12τ DN(piτ v)
∣∣∣∣< 3+ω
(
pi
2
(1+δ )
)
2τ
, (2.5)
where
ω(t) =
1
t
− cot t. (2.6)
PROOF. Substituting 2τy/pi for v in
sinσv
piv
−
1
2τ
DN
(pi
τ
v
)
,
we get
sinσv
piv
−
1
2τ
N
∑
k=−N
ei
pi
τ kv =
1
2τ
(
sin
(
2στ
pi y
)
y
−
sin
(
(2N +1)y
)
siny
)
=
1
2τ
(
sin 2στpi y− sin2Ny
y
− cos2Ny+ω(y)sin2Ny
)
,
4
=
1
2τ
(2sin((στpi −[στpi ]
Z
)
y
)
cos
((
στ
pi +
[
στ
pi
]
Z
)
y
)
y
− cos2Ny+ω(y)sin2Ny
)
,
where ω is defined in (2.6). If |v| ≤ (1+δ )τ , then |y| ≤ pi(1+δ )/2< pi . Thus, to conclude the
proof, it remains to note that the function (2.6) is odd on (−pi ,pi) and increases on (0,pi).
PROOF OF THEOREM 1. First, we claim that if 1≤ p < ∞, then B1σ is a dense subset of
B
p
σ . Indeed, let f ∈ B
p
σ , 1≤ p < ∞. If 0< ρ < 1, then the function
fρ(x) =
sin2ρx
(ρx)2
f
(
(1−ρ2)x
)
belongs both to B
p
σ and to B
1
σ . Moreover, as ρ → 0, these fρ tend to f in L
p norm on R. Finally,
by (1.2), our claim is proved.
Now, by the uniform boundedness principle (the Banach–Steinhaus theorem) and Lemma 1,
it suffices to check (1.5) on any function in B1σ . Let f ∈ B
1
σ . Fix 0 < δ < 1. In order to prove
(1.5), we estimate the Lp(−τ,τ)-norm of the following functions:
F1(x) = f (x)−
∫ δτ
−δτ
f (t)
sinσ(x− t)
pi(x− t)
dt, (2.7)
F2(x) =
∫ δτ
−δτ
f (t)
(
sinσ(x− t)
pi(x− t)
−
1
2τ
DN
(pi
τ
(x− t)
))
dt, (2.8)
and
F3(x) =
1
2τ
∫
δτ≤t≤τ
f (t)DN
(pi
τ
(x− t)
))
dt, (2.9)
where N = [στ/pi ]Z.
Let us begin with F2. By Minkowski’s inequality(∫ b
a
∣∣∣∫ d
c
u(x,y)dy
∣∣∣pdx)1/p ≤ ∫ d
c
(∫ b
a
|u(x,y)|p dx
)1/p
dy (2.10)
(see [15, p. 592, inequality (12)]), we have
(∫ τ
−τ
|F2(x)|
pdx
) 1
p
≤
∫ δτ
−δτ
(∫ τ
−τ
∣∣∣sinσ(x− t)
pi(x− t)
−
1
2τ
DN
(pi
τ
(x− t)
)∣∣∣pdx) 1p | f (t)|dt.
Since |x− t| ≤ τ(1+δ ), it follows from (2.5) that(∫ τ
−τ
|F2(x)|
pdx
) 1
p
≤
3+ω
(
pi
2
(1+δ )
)
(2τ)1−1/p
∫ δτ
−δτ
| f (t)|dt. (2.11)
Now we consider F1. The function sinσx/pix belongs to each B
q
σ with 1< q≤∞. In addition,
we have fˆ = χ[−σ ,σ ]. Therefore, if f ∈ B
p
σ , where 1≤ p < ∞, then
f (x) =
∫ ∞
−∞
f (t)
sinσ(x− t)
pi(x− t)
dt
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for x ∈ R (see [3, p. 50, theorem 6.11]). Applying this representation to f in (2.7) and using
(2.10), we have (∫ τ
−τ
|F1(x)|
pdx
) 1
p
≤
∫
|t|≥δτ
(∫ τ
−τ
∣∣∣sinσ(x− t)
pi(x− t)
∣∣∣pdx) 1p | f (t)|dt
≤
∥∥∥sinσv
piv
∥∥∥
Lp(R)
∫
|t|≥δτ
| f (t)|dt. (2.12)
A similar argument shows that(∫ τ
−τ
|F3(x)|
pdx
) 1
p
≤
1
2τ
(∫ τ
−τ
∣∣∣DN(pi
τ
ζ
)∣∣∣p dζ) 1p ·∫
δτ≤t≤τ
| f (t)|dt. (2.13)
It is known (see, for example, [10, p. 153]) that if 1 < p < ∞, then there exists 0 < α(p) < ∞
such that
‖DN‖Lp(T) ≤ α(p)(2N+1)
1−1/p.
Therefore, since N ≤ στ/pi , it follows from (2.13) that(∫ τ
−τ
|F3(x)|
pdx
) 1
p
≤ α(p)
(2σ
pi
+
1
τ
)1−1/p ∫
δτ≤t≤τ
| f (t)|dt. (2.14)
We have
F1+F2−F3 = f − fτ .
Hence, combining our estimates (2.11), (2.12), and (2.14) we obtain
lim
τ→∞
‖ f ·χ[−τ,τ]−ϕτ, f ‖Lp(R) = lim
τ→∞
‖( f − fτ)χ[−τ,τ]‖Lp(R) = 0.
Finally, the triangle inequality gives us (1.5). Theorem 1 is proved.
Recall that if Q is a trigonometric polynomial on T of degree at most n, then
‖Q‖L∞(T) ≤ 2n
1/p‖Q‖Lp(T) (2.15)
for each 1 ≤ p < ∞ (see [10, p. 495]). An analogous inequality holds in B
p
σ (see, for example,
[15, p. 233]). Namely, if f ∈ Br1σ and 1≤ r1 ≤ r2 ≤ ∞ , then
‖ f‖r2 ≤ 2σ
1
r1
− 1
r2 ‖g‖r1. (2.16)
We will need the following Bernstein inequality
|F(x)−F(y)| ≤ 2sin
(σ |x− y|
2
)
‖F‖∞, (2.17)
where F ∈ B1σ , x,y ∈ R, and σ |x− y| ≤ pi (see [15, p. 213]).
PROOF OF THEOREM 2. Let f ∈ B
p
σ , 1< p<∞. By (1.5), there exists a constant L( f )> 0
such that
sup
τ>0
‖ϕ f ,τ‖Lp(−τ,τ) ≤ L( f )< ∞. (2.18)
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Set u f (t) = fτ
(
τ
pi t
)
, t ∈ (−pi ,pi ]. We will consider u f as an element of L
p(T). Then (2.15) and
(2.18) imply that
‖ fτ‖L∞(R) = ‖ fτ‖L∞([−τ,τ]) = ‖u f ‖L∞(T) ≤ 2N
1
p‖u f ‖Lp(T) = 2
(
piN
τ
) 1
p
‖ fτ‖Lp(−τ,τ)
≤ 2σ
1
p‖ fτ‖Lp(−τ,τ) = 2σ
1
p‖ϕ f ,τ‖Lp(−τ,τ) ≤ 2σ
1
p L( f ).
Therefore, using (2.16) in the case where r1 = p and r2 = ∞, we have that there is M( f )> 0 such
that
sup
τ>0
‖ f − fτ‖L∞(R) ≤ M( f )< ∞. (2.19)
If g∈ B
p
σ and 1≤ p < ∞, then limt→∞ g(t)= 0 (see [7, p. 150]). Hence, in order to prove (1.7),
it suffices to prove that limτ→∞‖ f −ϕ f ,τ‖L∞(−τ,τ) = 0. Assume to the contrary that there exist a
constant a > 0 and a sequence τm → ∞ such that ‖ f −ϕ f ,τm‖L∞(−τm,τm) ≥ a, m ∈ N. Therefore,
we can choose xm ∈ [−τm,τm] so that
|( f − fτm)(xm)|= |( f −ϕ f ,τm)(xm)| ≥ a > 0, (2.20)
m ∈ N. Now we will estimate ‖ f − fτm‖Lp(−τm,τm). Fix δ ∈ (0,1). Assume without loss of
generality that τm ≥ pi/σ for all m ∈ N. Then for at least one of the intervals [xm−piδ/σ ,xm]
and [xm,xm +piδ/σ ] is contained in [−τm,τm]. We denote such interval by Im. For any y ∈ Im,
we take this y together with x = xm and F = f − fτm in (2.17). Therefore, if we recall (2.19) and
(2.20), we obtain
|( f − fτm)(y)| ≥ |( f − fτm)(xm)|−2M( f )sin
σ |y− xm|
2
≥ a−piδM( f ). (2.21)
Also, (2.19) and (2.20) clearly imply a ≤ M( f ). Thus, substituting a/(2piM( f )) for δ in (2.21),
we have ∫ τm
−τm
|( f − fτm)(y)|
p dy≥
∫
Im
|( f − fτm)(y)|
p dy ≥
ap+1
2p+1σM( f )
for all m ∈ N. This contradicts (1.5) and Theorem 2 is proved.
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