In reinforcement learning, the discount factor γ controls the agent's effective planning horizon. Traditionally, this parameter was considered part of the MDP; however, as deep reinforcement learning algorithms tend to become unstable when the effective planning horizon is long, recent works refer to γ as a hyper-parameter. In this work, we focus on the finite-horizon setting and introduce reward tweaking. Reward tweaking learns a surrogate reward functionr for the discounted setting, which induces an optimal (undiscounted) return in the original finite-horizon task. Theoretically, we show that there exists a surrogate reward which leads to optimality in the original task and discuss the robustness of our approach. Additionally, we perform experiments in a highdimensional continuous control task and show that reward tweaking guides the agent towards better long-horizon returns when it plans for short horizons using the tweaked reward.
Introduction
The goal of a reinforcement learning (RL) agent is to maximize the reward it can obtain. In the finite horizon setting with horizon T , the typical approach is to maximize the total reward ř T t"0 r t ; whereas, in the infinite horizon setting we may either consider the average reward lim T Ñ8 1 T ř T t"0 r t or the discounted reward ř 8 t"0 γ t r t . While the average setting is intuitive, in the discounted case, γ controls the planning horizon; specifically, γ close to 1 results in behavior that plans for the long term, whereas when γ is near 0, the policy becomes greedy and myopic.
This work focuses on the gap between training and evaluation metrics. Although in most settings agents are evaluated on the undiscounted total reward, in practice, due to algorithmic limitations, state-of-the-art methods train the agent on a Preliminary work. Under review by the International Conference on Machine Learning (ICML). Do not distribute. different objective -the discounted sum (Mnih et al., 2015; Tessler et al., 2017; Schulman et al., 2017; Haarnoja et al., 2018) . While a discount sufficiently close to one induces a policy identical to that of the total reward setting (Blackwell, 1962) ; as the discount factor deviates from one, the solution obtained by solving the γ-discounted problem may become strictly sub-optimal, when evaluated on the total reward.
The discounted setting has a very important property -the contraction of the Bellman operator (Banach, 1922) , which enables RL algorithms to find solutions even when function approximators are used (e.g., neural networks). Although in the classic RL formulation, the discount factor is considered as one of the MDP parameters e.g., the task the agent must solve; in practice, it is often considered as a hyperparameter, due to the stability the γ-discounted setting provides.
Previous work has highlighted the sub-optimality of the training regime and those attempting to overcome these issues are commonly referred to as Meta-RL algorithms. The term "Meta" refers to the algorithm adaptively changing the objective to improve performance. For instance, Metagradients (Xu et al., 2018) learn the discount γ and λ, a weighting between the n-step return and the bootstrap value, to maximize the return and minimize the prediction error. LIRPG (Zheng et al., 2018) learns an intrinsic reward function that, when combined with the extrinsic reward, guides the policy towards better performance in the γ-discounted task. MeRL (Agarwal et al., 2019) tackles the problem of under-specified and sparse rewards; learning a reward function that is easier to learn from -a dense feedback signal.
In this work, we take a different path. Our goal is to maximize the total reward, a finite-horizon task, while algorithmically solving a γ-discounted objective. To enable such a feat we propose reward tweaking, a method for learning a surrogate reward functionr. The surrogate reward is learned such that an agent maximizingr in the γ-discounted setting, will be optimal with respect to the original reward r in the undiscounted task. Fig. 1 illustrates our proposed framework. We formalize the reward learning task as an optimization problem and analyze it both theoretically and empirically. Specifically, we construct it in the form of finding the max-margin separator between trajectories. As this is a supervised learning problem learning the surrogate reward is easier than finding the optimal policy. Once such a reward is found, learning the policy becomes more efficient (Jiang et al., 2015) .
We evaluate reward tweaking on both a tabular domain and a high dimensional continuous control task (Hopper-v2 (Todorov et al., 2012) ). We observe that by applying reward tweaking, when solving the γ-discounted objective, the agent is capable of recovering a reward that improves the performance on the undiscounted task. Additionally, results on a tabular domain show that reward tweaking converts sparse reward problems into an equivalent dense reward signal, enabling a dramatic reduction in learning time.
Related Work
Reward Shaping: Reward shaping has been thoroughly researched from multiple directions. As the policy is a byproduct of the reward, previous works defined classes of reward transformations that preserve the optimality of the policies. For instance, potential-based reward shaping that was proposed by Ng et al. (1999) and extended by Devlin and Kudenko (2012) that provided a dynamic method for learning such transformations online. While such methods aim to preserve the policy, others aim to shift it towards better exploration (Pathak et al., 2017) or attempt to improve the learning process (Chentanez et al., 2005; Zheng et al., 2018) . However, while the general theme in reward shaping is that the underlying reward function is unknown, in reward tweaking we have access to the real returns and attempt to tweak the reward such that it enables more efficient learning.
Meta RL: This work can be seen as a form of meta-learning (Andrychowicz et al., 2016; Nichol et al., 2018; Xu et al., 2018) , as the reward learning module acts as a 'meta-learner' aiming to adapt the reward signal, guiding the agent towards better performance on the original task. As opposed to prior work, our method does not aim to find a prior that enables few-shot learning (Finn et al., 2017) . Rather, it can be seen as a similar approach to Xu et al. (2018) , which adapts the discount factor in an attempt to increase performance, or Zheng et al. (2018) that learn an intrinsic reward function that guides the agent towards better policies. While Xu et al. (2018) and Zheng et al. (2018) solve and optimize for the discounted setting, we take a different approach -we aim to learn a reward function for the discounted scenario that guides the agent towards better behavior on the total reward.
Direct Optimization: While practical RL methods typically solve the wrong task, i.e., the γ-discounted, there exist methods that can directly optimize the total reward. For instance, evolution strategies (Salimans et al., 2017) and augmented random search (Mania et al., 2018 ) perform a finite difference estimation of ∇ θ E π θ r ř T t"0 r t s. This optimization scheme does not suffer from stability issues and can thus optimize the real objective directly. As these methods can be seen as a form of finite differences, they require complete evaluation of the newly suggested policies at each iteration. This procedure is sample inefficient.
Inverse RL and Trajectory Ranking: In Inverse RL (Ng et al., 2000; Abbeel and Ng, 2004; Syed and Schapire, 2008) , the goal is to infer a reward function which explains the behavior of an expert demonstrator; or in other words, a reward function such that the optimal solution results in a similar performance to that of the expert. The goal in Trajectory Ranking (Wirth et al., 2017) is similar, however instead of expert demonstrations, we are provided with a ranking between trajectories. While previous work (Brown et al., 2019) considered trajectory ranking to perform IRL; they focused on a set of trajectories, possibly strictly suboptimal, which are provided apriori and a relative ranking between them. In this work, the trajectories are collected online using the behavior policy and the ranking is performed by evaluating the total reward provided by the environment.
Preliminaries
We consider a Markov Decision Process (Puterman, 1994, MDP) defined by the Tuple pS, A, R, Pq, where S are the states, A the actions, R : S Ñ R the reward function and P : SˆA Ñ S is the transition kernel. The goal in RL is to learn a policy π : S Ñ ∆ A . While one may consider the set of stochastic policies, it is well known that there exists an optimal policy that is deterministic policy. In addition to the policy, we define the value function v π : S Ñ R to be the expected reward-to-go of the policy π and the quality function Q π : SˆA Ñ R the utility of initially playing action a and then acting based on policy π afterwards.
A common objective is the discounted-return where there is an additional parameter γ P r0, 1q, which controls the effective planning horizon. Here, the goal is to solve
where µ is the initial state distribution.
One way of solving the γ-discounted problem is through the value function v π psq " E π r 8 ÿ t"0 γ t r t |s 0 " ss (2)
Pps 1 |s, πpsqqv π ps 1 q .
As the Bellman operator T v " R`γ max πPΠ P π v is a contraction (Banach, 1922) , iterative application is ensured to converge exponentially fast, with rate Opγ t q, to the optimal value.
In addition to the discounted task, which considers an infinite horizon, when the horizon is finite, we may consider the total return
Our focus is on the scenario where the horizon T is defined apriori (e.g., timeout (Bellemare et al., 2013)); however, there are additional settings in which the horizon may be a random variable sampled at s 0 , or there exists a set of absorbing states S o Ă S reachable with a terminal probability ą 0, for which the agent receives a fixed reward of 0.
The finite horizon setting with fixed horizon T introduces non-stationarity into the learning process, as the value of each state also depends on the "remaining" horizon. Hence, a solution may be to either (i) augment the timestep within the state such thats t " ps, tq, or (ii) learn v i : 0 ď i ď T such that v T psq " rpsq and v i psq " rpsq`max aPA ř s 1 PS P ps 1 |s, aqv i`1 ps 1 q.
Maximizing the Total Reward by Learning with a Discount Factor
Although the total reward is often the objective of interest, due to numerical optimization issues, empirical methods solve an alternative problem -the γ-discounted objective. This re-definition of the task enables deep RL methods to solve complex high dimensional problems. However, in the general case, this may converge to a sub-optimal solution (Blackwell, 1962) . We present such an example in Fig. 2 , where taking the action left provides a reward p1`γqrpaq and taking right rpbq`γrpcq. For rewards such as rpaq " 0.5 and rpbq " 0, rpcq " 2 the critical discount is γ " 1 3 . Here, γ ą 1 3 results in the policy going to the right (maximizing the total reward in the process) and γ ă 1 3 results in sub-optimal behavior, as the agent will prefer to go to the left. Figure 2 : A 4-state MDP with horizon 2. The agent starts at state s. Going left provides a reward p1`γqrpaq and right rpbq`γrpcq. For rpaq " 0.5, rpbq " 0 and rpcq " 2, the critical discount is γ " 1 3 . Hence, when γ ą 1 3 the policy prefers to go right (maximizing the total reward) and when γ ă 1 3 the agent acts sub-optimally, going to the left.
We define a policy π γ as the optimal policy for the γdiscounted task, and the value of this policy in the total reward undiscounted regime as v πγ .
The focus of this work is on learning with infeasible discount factors, which we define as the set of discount factors tγ : γ P r0, γ crit qu where γ crit is the minimal γ P r0, 1s such that ||v π˚´vπγ || 8 " 0. Simply put, γ crit is the minimal discount factor where we can still solve the discounted task and remain optimal w.r.t. the total reward. This is motivated by the limitation imposed by empirical algorithms, which typically do not work well for discount factors close to 1. Hence, they may suffer from the ability to only operate with infeasible discount factors.
While previous methods attempted to overcome this issue through algorithmic improvements, e.g., attempting to increase the maximal γ supported by the algorithm, we take a different approach. Our goal is to learn a surrogate reward functionr such that for any two trajectories
In layman's terms, we aim to find a new reward functionr for the γ-discounted setting, which will induce an optimal policy on the total reward setting with reward r.
Existence of the Solution
We begin by proving existence of the solution, in addition to a discussion on its uniqueness. Theorem 1. For any γ 1 , γ 2 P r0, 1s there existsr such that
Where r is the original reward and T ă 8 is the horizon.
Proof. We define the optimal value function for the finitehorizon total reward by v i,˚, the optimal policy π i,˚p sq " arg max aPA ř s 1 PS Pps 1 |s, aqv i`1,˚p s 1 q and the value of the surrogate objectiver with discount γ byṽ i,π γ . Thus, extending the result shown in Efroni et al. (2018, κ-PI) , we may define the surrogate reward as
As we only added a fixed term to the reward, trivially, under the optimal Bellman operator T v π we have that T v π ě v π . Also, this has a single fixed-point π˚:
he above holds for any γ 1 , γ 2 P r0, 1s.
Hence, by finding an optimal policy for the surrogate reward functionr i in the γ-discounted case, we recover a policy that is optimal for the total reward.
Remark 1. It's important to notice that while the common theme in RL is to analyze MDPs with stationary reward functions; in our setting, as seen in Eq. (4), the surrogate reward function is not necessarily stationary. Hence, in the general case,r must be time dependent.
While we showed that there exists a solution, learningr based on Eq. (4) isn't much different than directly solving the total reward MDP. It is not clear if a method that, due to stability issues, is unable to train directly on the total reward, will cope with this specific surrogate reward.
Fortunately, the problem is ill-defined, a well-known result from Inverse RL literature (Abbeel and Ng, 2004; Syed and Schapire, 2008) .
Lemma 1. For any MDP pS, A, R, P, T q, the surrogate rewardr for the γ-discounted problem is not unique.
Proof. This can be shown trivially, by observing that any multiplication of the rewards R by a positive (non-zero) scalar, is identical. Meaning that, @π P Π, s P S, α P R`:
In this work, we operate in the on-policy regime. The reward tweaker observes trajectories sampled from the behavior policy. Hence, the reward does not need to be optimal across all states, but rather along the states visited by the optimal policies. For instance, setting γ " 0, a tweaked reward is to setrps, aq " 1 @s, a visited by π˚and 0 otherwise, i.e., a bandit problem operating only on the active states.
Robustness
Kearns and Singh (1998) proposed the Simulation Lemma, which enables analysis of the value error when using an empirically estimated MDP. By extending their results to the finite horizon γ-discounted case, we show that in addition to improving rates of convergence, the optimal surrogate reward increases the robustness of the MDP to uncertainty in the transition matrix. Proposition 1. Ifr enables recovering the optimal policy, e.g., Eq. (4), and max s,a |Pps, aq´Pps, aq| ď P , wherê P is the empirical probability transition estimates, then @s P µ : ||v π P´v π P || 8 ď γp1´γ T qR max 2p1´γq 2 P , whereR max " max sPSr psq.
Proof. The proof follows that of the Simulation Lemma, with a slight adaptation for the finite horizon discounted scenario with zero reward error. @s P S : where ř T t"0 γ tr t ďR max p1´γ T q{p1´γq. Moreover, in order to recover the bounds for the original problem, plugging in Theorem 1 we retrieve the original value and thus ř T t"0 γ tr t ď T¨R max ; in which the robustness is improved by a factor of p1´γq´1.
As we are analyzing the finite-horizon objective, it is natural to consider a scenario where the uncertainty in the transitions |P ps 1 |s, aq´P ps 1 |s, aq| is concentrated at the end of the trajectories. This setting is motivated by practical observations -the agent commonly starts in the same set of states, hence, most of the data it observes is concentrated in those regions leading to larger errors at advanced stages.
The following proposition presents how the bounds improve when the uncertainty is concentrated near the end of the trajectories, as a factor of both the discount γ and the size of the uncertainty region defined by S L .
Proposition 2. We assume the MDP can be factorized, such that all states s that can be reached within T´L ď t ď T steps are unreachable for t ă T´L, @π P Π. We denote the T´L ď t ď T reachable states by S L .
If max sPS L ,a ||Pps, aq´Pps, aq|| 1 ď P and max sPS\S L ,a ||Pps, aq´Pps, aq|| 1 " 0 then @s P µ : ||v π P´v π P || 8 ď γ T´L γp1´γ L qR max 2p1´γq 2 P .
Proof. Notice that this formulation defines a factorized MDP, in which we can analyze each portion independently.
The sub-optimality of |v π M psq´v π M psq| for s P S L can be bounded similarly to Proposition 1 @s P S L : ||v π P´v π P || 8 ď
where the horizon is L due to the factorization of the MDP.
For s P S\S L , clearly as the estimation error is 0 for states near the initial position, then the overall error in these states is bounded by γ T´L γp1´γ L qRmax 2p1´γq 2 P where γ T´L is due to the T´L steps it takes to reach the uncertainty region.
The γ trade-off
It is well-known that as γ decreases, the sample complexity of the algorithm decreases and the convergence rate increases (Petrik and Scherrer, 2009; Strehl et al., 2009; Jiang et al., 2015) . This raises an immediate question -if we can learn an optimally tweaked reward, for any γ P r0, γ max q, where γ max is the maximal discount the algorithm is capable of learning with, why not focus on where it is easiest to learn the policy, i.e., γ " 0? Obviously, there exists a trade-off between the complexity of learning the policy and that of learning a tweaked reward that leads to the optimal policy.
Consider the chain MDP in Fig. 3 , where the goal is to reach S N as fast as possible. The game ends when either (i) S N is reached, or (ii) T time-steps have passed. In this case, the trade-off is clear; when γ ą 0, @s P S\s N : rpsq " 0 and rps N q ą 0 is a solution -yet finding an optimal policy in this case is a complex task. On the other hand, while for γ " 0 the rewards need to be constructed at each state and is thus a hard task; given these rewards, learning the policy is relatively easy. This shows that there exists a trade-off and the optimal discount will reside within p0, 1q.
Learning the Surrogate Objective
Previously, we have discussed the existence and benefits provided by a reward function, which enables learning with smaller discount factors. In this section, we focus on how to learn the surrogate reward functionr. When the model is known, a non-stationary variant of κ-Policy Iteration (Efroni et al., 2018, κ-PI) can be used to learn the reward functioñ r. In addition, when the undiscounted task can be solved, the reward can be constructed as shown in Eq. (4).
However, an important component of κ-PI is an inner loop that evaluates the policy using the original discount value. As we consider a scenario where the algorithm fails in the original task, i.e., we can only estimate the value for infeasible values of γ, it will also fail in the evaluation phase. Hence, we opt for an alternative, iterative optimization scheme. With a slight abuse of notation, we define the set of K previously seen trajectories tτ i u K i"0 " tpr Remark 2. For a tabular state space, we may represent a trajectory τ i by φpτ i q " ř T t"0 γ t 1ps " s t q andr P R |S| ; where 1ps " s t q is a vector where all elements are 0 besides the one corresponding to s t , andr is a linear mapping. This is equivalent to the logistic regression, where the goal is to find the max-margin separator between trajectories
Since this is a linear separator and we know that there exists a solution, then following the results from Soudry et al. (2018) , we know thatr will indeed converge to the maxmargin separator. In addition, Lyu and Li (2020) showed that under mild assumptions, deep homogeneous networks converge to some local margin-maximizing solution.
As we are concerned with finding the margin between all possible trajectories, the optimization task becomes
Lpr; τ i , τ j q fi fl .
As opposed to Brown et al. (2019, T-REX) , we are not provided with demonstrations and a ranking between them, however, as shown in Algorithm 1 and Fig. 1, we follow an online scheme. The policy π is used to collect trajectories during the exploratory phase, which are provided as input to the reward learner. The reward learner provides the reward to the policy. Assuming a solution to the above loss can be found, this scheme will eventually converge to an optimal policy that maximizes the total reward.
Remark 3. As Eq. (8) aims to maximize the margin between trajectories, this increases the action-gap (Farahmand, 2011; Bellemare et al., 2016) , potentially enabling more efficient learning in low discount scenarios.
Algorithm 1 Adaptive Reward Tweaking
Initialize surrogate rewardrpsq, policy π and replay buffer B for i " 0, . . . do Play trajectory τ i " tps i 0 , a i 0 " πps i 0 q, r i 0 q, . . .u Append trajectory τ i to buffer B Sample batch of trajectories tτ j k k |j k " |τ k |u N k"0 " B Minimize ř k‰h Lpr; τ j k k , τ j h h q Optimize π w.r.t.r end for Return π
Experiments
We focus on two domains, a tabular puddle world and a robotic control task. While the tabular domain enables analysis of reward tweaking, through visualization of the reward as the discount factor changes; the robotic task showcases the ability of reward tweaking to work in high dimensional tasks where function approximation is needed.
For the robotics task, we focus on the Hopper domain, where current methods can find near-optimal solutions. We show that (1) for high discount factors the algorithms fail, even when solving a finite-horizon task with an appropriate nonstationary model, and (2) that reward tweaking is capable of guiding the agent towards optimal performance, even when the effective planning horizon is reduced dramatically. Hence, for domains where the algorithms maximal planning horizon is smaller than γ crit , reward tweaking can be lead to large performance gains.
Puddle-World
To understand how reward tweaking behaves, we initially focus on a grid-world, depicted in Fig. 4 . Here, the agent starts at the bottom left corner and is required to navigate towards the goal (the wall on the right). Each step, the agent receives a reward of r step "´1, whereas the goal, an absorbing state, provides r goal " 0. Clearly, the optimal solution is the stochastic shortest path. However, at the center resides a puddle where r puddle "´0.5. The puddle serves as a distractor for the agent, creating a critical point at γ crit « 0.7. While the optimal total reward is´6.5, an agent trained without reward tweaking for γ ă γ crit prefers to reside in the puddle and obtains a total reward of´11.
For analysis of plausible surrogate rewards, obtained by reward tweaking, we present the heatmap of a reward in each state, based on Eq. (4). As the reward is non-stationary, we plot the reward at the minimal reaching time, e.g., rps, dps, s 0where d is the Manhattan distance in the grid. The arrows represent the gradient of the surrogate reward ∇ sr psq. Notice that when γ " 1, the default reward signal is sufficient. However, in this domain, when the discount declines below the critical point, the 1-step surrogate reward (e.g., γ " 0) becomes informative enough for the 1-step greedy estimator to find the optimal policy (represented by the arrows). In other words, reward tweaking with small discount factors leads to denser rewards; this in turn, results in an easier training phase for the policy.
Hopper
Here, we test reward tweaking on a complex task, using approximation schemes (deep neural networks). We focus on Hopper (Todorov et al., 2012) , a finite-horizon (T " 2, 000) robotic control task where the agent controls the torque applied to each motor. We build upon the TD3 algorithm (Fujimoto et al., 2018) , a deterministic off-policy policygradient method (Silver et al., 2014; Lillicrap et al., 2015) , that combines two major components -an actor and a critic. The actor maps from state s to action a P r´1, 1s d , i.e., the policy; and the critic Qps, aq is trained to predict the expected return. Our computing infrastructure consists of two machines with two GTX 1080 GPUs, each. Our implementation is based on the original code provided by Fujimoto et al. (2018) , including their original hyper-parameters. All our results compare 5 randomly sampled seeds, showing the mean and 95% confidence interval of the mean.
EXPERIMENTAL DETAILS
In this section we compare reward tweaking with the baseline TD3 model, adapted to the infinite horizon setting. The results are presented in Fig. 5 and Table 1 . Our implementations are based on the original code provided by Fujimoto et al. (2018) . In their work, as they considered stationary models, they converted the task into an infinite horizon setting, by replacing considering "termination signals due to timeout" as non-terminal. However, they still evaluate the policies on the total reward achieved over 2, 000 steps.
Although this works well in the MuJoCo control suite, it is not clear if this should work in the general case, and whether or not the algorithm designer has access to this knowledge (that termination occurred due to timeout). Hence, we opt for a finite-horizon non-stationary actor and critic scheme. To achieve this, we concatenate the normalized remaining timet " pT´tq{T to the state.
As we are interested in a finite-horizon task, the reward tweaking experiments are performed on this non-stationary version of TD3. In our experiments,r and π are learned in parallel (Fig. 1) . The reward tweakerr, is represented using 4 fully-connected layers (|s| Ñ 256 Ñ 256 Ñ 256 Ñ 1) with ReLU activations. Training is performed on trajectories, which are sampled from the replay buffer, every 4 time-steps. Each time, the loss is computed using 256 trajectories, each up to a length of 100 steps. Due to the structure of the environment, timeout can occur at any state. Hence, given a sampled sub-trajectory, we update the normalized remaining time of the sampled states, based on the length of the sub-trajectory, i.e., as if timeout occurred in the last sampled state. This enables to trainr using partial trajectories, while the model is required to extrapolate the rest 2 .
RESULTS
We present the results in Fig. 5 Table 1 . For each discount and model, we run a simulation using 5 random seeds. For each seed, at the end of training, we re-evaluate the policy that is believed to be best for 100 episodes. The results we report are the average, STD and the max of these values (over the simulations performed). For each experiment, we present the average score between the best results of the various seeds, the standard deviation and the best (max) performance across all seeds. For each γ, we highlight the models that, with high confidence, based on the Avg. and STD, performed the best.
and the numerical values in

Baseline analysis:
We observe that the baseline behaves best for γ « 0.99. This leads to two important observations.
(1) Although the model is fit for a finite-horizon task, and the horizon is indeed finite, it fails when the effective planning horizon increases above 100 (γ ą 0.99) -suggesting that practical algorithms have a maximal feasible discount value, such that for larger values they suffer from performance degradation.
(2) As γ decreases, the agent becomes myopic leading to sub-optimal behavior.
These results motivate the use of reward tweaking. While reward tweaking is incapable of overcoming the first problem, it is designed to cope with the second -the failure due to the decrease in the planning horizon.
Reward Tweaking: Analyzing the results obtained by reward tweaking leads to some important observations. (1) There exists discount values for which the algorithm (TD3) staggers, as the performance deteriorates for γ ą 0.99.
(2) Reward tweaking improves the performance across feasible discount values, i.e., values where the algorithm is capable of learning (γ ď 0.99).
(3) As learning the reward becomes harder as γ decreases (Section 4.3, the variance grows as the planning horizon decreases. Finally, (4) focusing on the maximal performance across seeds, we see that while this is a hard task, reward tweaking improves the performance in terms of average and maximal score -and even achieves optimal performance at γ " 0.98, T eff " 50 in some seeds.
Conclusions
In this work, we presented reward tweaking, a method for learning the reward function, in finite horizon tasks, when the algorithm imposes a limitation on the set of available discount factors. When this set is infeasible, the resulting policies are sub-optimal. Our proposed method enables the learning algorithm to find optimal policies, by learning a new reward functionr. We showed, in the tabular case, that there exists a reward function for the discounted case, which leads the policy towards optimal behavior with respect to the total reward. In addition, we proposed an objective to solving this task, which is equivalent to finding the max-margin separator between trajectories.
We performed evaluated reward tweaking in a tabular setting, where the reward is ensured to be recoverable, and in a high dimensional continuous control task. In the tabular case, visualization enables us to analyze the structure of the learned rewards, suggesting that reward tweaking learns dense reward signals -these are easier for the learning algorithm to learn from. In the Hopper domain, our results show that reward tweaking is capable of outperforming the baseline across most planning horizons. Finally, we observe that while learning a good reward function is hard for short planning horizons, in some seeds, reward tweaking is capable of finding good reward functions. This suggests that further improvement in stability and parallelism of the reward learning procedure may further benefit this method.
Although in terms of performance reward tweaking has many benefits, this method has a computational cost. Even though learning the surrogate reward does not require additional interactions with the environment (sample complexity), it does require a significant increase in computation power. Each iteration we sample partial trajectories and compute the loss over the entirety of them -this requires many more computations when compared to the standard TD3 scheme. Thus, it is beneficial to use reward tweaking when the performance degradation, due to the use of infeasible discount factors, is large.
We focused on scenarios where the algorithm is incapable of solving for the correct γ. Future work can extend reward tweaking to additional capabilities. For instance, to stabilize learning, many works clip the reward to r´1, 1s (Mnih et al., 2015) . Reward tweaking can incorporate structural constraints on the surrogate reward, such as, residing within a clipped range. Moreover, while our focus was on maximizing the total reward, an interesting question is whether methods such as reward tweaking can be used to guide the policy towards robust/safe policies (Proposition 1).
Finally, while reward tweaking has a computational overhead, it comes with significant benefits. Once an optimal surrogate reward has been found, it can be re-used in future training procedures. As it enables the agent to solve the task using smaller discount factors, given a learnedr, the policy training procedure is potentially faster.
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