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QUASI-ISOMETRY INVARIANT OF WEAKLY SPECIAL
SQUARE COMPLEXES
SANGROK OH
Abstract. The class of weakly special square complexes is a class of square
complexes which contains 2-dimensional Salvetti complexes and discrete con-
figuration spaces of 2 points on graphs. Given a compact weakly special square
complex Y, we develop the notion of a (reduced) intersection complex for Y
which is used to study the pattern of maximal subcomplexes with product
structures. It turns out that the universal covers of two compact weakly spe-
cial square complexes are quasi-isometric, then their intersection complexes
are isomorphic.
We use this fact to study quasi-isometric classification of 2-dimensional
right-angled Artin groups and graph 2-braid groups. Our results cover two
well-known cases of 2-dimensional right-angled Artin groups: (1) those whose
defining graphs are trees and (2) those whose outer automorphism groups are
finite. Finally we show that there are infinitely many graph 2-braid groups
which are quasi-isometric to right-angled Artin groups and infinitely many
which are not.
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1. Introduction
Groups acting geometrically on CAT(0) cube complexes by (combinatorial) isome-
tries (called cocompactly cubulated groups) have a long list of nice properties. First
of all, they are CAT(0) groups (groups acting geometrically on CAT(0) spaces by
isometries) so that they are finitely presented, and their word and conjugacy prob-
lems are solvable; see Chapter III.Γ of [4] for more properties of CAT(0) groups.
Moreover, combinatorial properties of CAT(0) cube complexes allow us to deal with
topics related to the Tits Alternative [43], (bi)automaticity [37], [45], subgroup sep-
arability [24], [26], 3-manifold theory [2], [48] or rank-rigidity [13] which are false
or not known for CAT(0) groups. We refer to Sageev’s notes [42] for a brief story
about CAT(0) cube complexes and groups acting on them.
Among cocompactly cubulated groups, the most fundamental and ubiquitous
ones in geometric group theory are right-angled Artin groups; they are embedded
into various groups [12], [32], [46], [27], [8], [40] and they contain not only well-
known groups [14], [2], [25] (see [48] for a canonical way to find subgroups in
RAAGs and more references) but also complicated group-theoretic subgroups [3].
Given a simple graph Λ, the right -angled Artin group (RAAG) A(Λ) is
〈V (Λ) | [a, b] = 1 if a, b ∈ V (Λ) are joined by an edge〉 .
In particular, all the relators in this presentation are commutators. It acts geomet-
rically on a CAT(0) cube complex X(Λ) which is the universal cover of a locally
CAT(0) cube complex S(Λ), called Salvetti complex . The dimension of RAAG is
the maximal dimension of cubes in X(Λ). We refer to Charney’s article [10] for a
summary of properties of RAAGs.
Another famous class of cocompactly cubulated groups is the class of graph
braid groups. Given a graph Γ, the graph n-braid group Bn(Γ) and the pure graph
n-braid group PBn(Γ) are the n-braid group and the pure n-braid group over Γ.
By the result of [1], if Γ is suitably subdivided, then Bn(Γ) and PBn(Γ) are the
fundamental groups of the unordered and the ordered discrete configuration spaces
UDn(Γ) and Dn(Γ) of n points on Γ, respectively, both of which are n-dimensional
locally CAT(0) cube complexes; in particular, PBn(Γ) and Bn(Γ) are cocompactly
cubulated. By applying the discrete Morse theory on Dn(Γ) and UDn(Γ), group
presentations and cohomology rings of (pure) graph braid groups are established
[17], [18], [31], [29], [30].
There were several approaches to clarify the algebraic similarity between RAAGs
and graph braid groups. Besides that both classes of groups act geometrically on
CAT(0) cube complexes, they have the following embeddabilities:
(1) Any graph n-braid group Bn(Γ) embeds into a RAAG A(Λ) [14]. In this
embedding, Λ only depends on Γ.
(2) Any RAAG A(Λ) embeds into a pure graph n-braid group PBn(Γ). In this
embedding, Γ and the index n depends on Λ; n is given by the chromatic
number of Λ [40].
Sometimes, there are isomorphisms between RAAGs and graph braid groups. More
precisely, if n ≥ 4, then there is a criterion for the graph Γ such that Γ satisfies
the criterion if and only if Bn(Γ) is isomorphic to a RAAG [29],[30]. Even though
criterions for n = 2, 3 are still not known, it is known that Bn(Γ) is similar to a
RAAG in the algebraic sense when Γ is planar and the index is 2: In this case,
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B2(Γ) and PB2(Γ) have group presentations whose relators are commutators of
words [31].
Based on common properties of planar graph 2-braid groups and 2-dimensional
RAAGs, it seems reasonable to expect that for any planar graph 2-braid group
B2(Γ), there would exist a 2-dimensional RAAG A(Λ) which is quasi-isometric to
B2(Γ) and vice-versa. However, it turns out that these classes of groups are not
geometrically similar.
Theorem 5.19. There are infinitely many planar graph 2-braid groups which are
quasi-isometric to 2-dimensional RAAGs. There are also infinitely many planar
graph 2-braid groups which are NOT quasi-isometric to any RAAGs.
In the study of rigidity properties of RAAGs and graph 2-braid groups, the first
step is to see the behavior of quasi-isometries by looking at the pattern of (quasi-
)flats. As a (quasi-)geodesic plays a key role in the study of quasi-isometry rigidity
of Gromov hyperbolic spaces, a top dimensional (quasi-)flat plays a similar role in
the study of quasi-isometric rigidity of higher rank spaces. In the case of CAT(0)
cube complexes, there are plenty of successes of obtaining rigidity results using
quasi-flats and the following list shows some of them which we mainly focus on.
Remark 1.1. (1) If Λ1 and Λ2 are atomic (no vertices of valency 1, no cycles
of length ≤ 5 and no separating closed stars), then A(Λ1) and A(Λ2) are
quasi-isometric if and only if they are isomorphic [6].
(2) If the outer automorphism groups of A(Λ1) and A(Λ2) are finite, then A(Λ1)
and A(Λ2) are quasi-isometric if and only if they are isomorphic [21].
(3) If D2(Γ1) and D2(Γ2) are quasi-isometric, then the underlying complexes
of their intersection complexes are isometric [16]. The definition of the
intersection complex of D2(Γi) is given in Section 3.1.
Let Λ be a triangle-free simple graph and Γ a simple graph. Except few cases of Λ
and Γ, both S(Λ) andD2(Γ) are in a certain class of square complexes, called weakly
special square complexes . A weakly special cube complex is introduced by Huang
[22], a slightly larger class than the class of special cube complexes introduced by
Haglund and Wise [24]. The main feature of weak speciality of a cube complex is
that it leads to the inheritance of the product structure of any subcomplex with
respect to a covering map.
Lemma 2.7. Let Y be a compact weakly special cube complex and Y its universal
cover Y with the covering map pY : Y → Y . For any subcomplex of Y which has a
product structure, its image under pY also has a product structure in Y .
For a compact weakly special square complex Y , let Y be the universal cover of
Y with the universal covering map pY : Y → Y . A standard product subcomplex of
Y is a subcomplex which has the product structure Γ1 × Γ2 where both Γ1 and Γ2
are non-simply connected 1-dimensional subcomplexes of Y and have no vertices of
valency 1. A maximal product subcomplex of Y is a standard product subcomplex
which is not properly contained in other standard product subcomplexes of Y . A
standard (maximal, resp.) product subcomplex of Y is defined as a lift of a standard
(maximal, resp.) product subcomplex of Y in Y under pY .
In [22], Huang showed that any quasi-isometry between the universal covers
of weakly special cube complexes preserves flats up to finite Hausdorff distance.
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Using this fact, we show that the quasi-isometry also preserves maximal product
subcomplexes up to finite Hausdorff distance in dimension 2.
Theorem 3.4. Let Y and Y ′ be compact weakly special square complexes and Y
and Y ′ their universal covers, respectively. If φ : Y → Y ′ is a (λ, ε)-quasi-isometry,
then there exists a constant C = C(λ, ε) such that the following hold:
(1) For any maximal product subcomplex M ⊂ Y , there exists a unique maxi-
mal product subcomplex M ′ ⊂ Y ′ such that dH(φ(M ),M ′) < C where dH
denotes the Hausdorff distance.
(2) Let M i be a collection of finitely many maximal product subcomplexes of
Y and M ′i the collection of the maximal product subcomplexes of Y
′ cor-
responding to M i under φ obtained in (1). If the intersection of M i’s
contains a standard product subcomplex of Y , then the intersection of M ′i’s
also contains a standard product subcomplex of Y ′.
In [16], Fernandes defined the intersection complex of D2(Γ) as a simplicial com-
plex whose vertex set is the collection of maximal product subcomplexes of D2(Γ)
and (k+1) vertices span a k-simplex whenever the corresponding (k+1) maximal
product subcomplexes share a standard product subcomplex. This definition of the
intersection complex can be applied to Y using Theorem 3.4 and let |I(Y )| be the
resulting simplicial complex. By Lemma 2.11, each simplex△ ⊂ |I(Y )| corresponds
to the unique standard product subcomplex K△ ⊂ Y which is at finite Hausdorff
distance from the intersection of the maximal product subcomplexes corresponding
to the vertices in △. To inscribe this fact on every simplex, the stabilizer G△ of
K△ in π1(Y ) y Y is assigned to △ and this stabilizer is called an assigned group
of △. In this paper, the simplicial complex |I(Y )| with assigned groups is denoted
by I(Y ) and I(Y ) is said to be an intersection complex of Y .
After defining an isomorphism (an isometry preserving a certain relation among
assigned groups) between intersection complexes, we deduce that, for compact
weakly special square complexes Y1, Y2, a quasi-isometry φ : Y1 → Y2 induces
an isometry |Φ| : |I(Y1)| → |I(Y2)| and an isomorphism Φ : I(Y1) → I(Y2). More-
over, by looking at the difference between an isomorphism Φ and an isometry |Φ|
induced from a quasi-isometry φ, we deduce that including the assigned groups in
the definition of intersection complexes tells us more than not including them.
Theorem 3.18. Let Y , Y ′ be compact weakly special square complexes and Y , Y ′
be their universal covers, respectively. If φ : Y → Y ′ is a quasi-isometry, then there
is an isomorphism Φ : I(Y )→ I(Y ′) induced from φ via Theorem 3.4.
Proposition 5.10. There exist two compact weakly special square complexes Y1, Y2
such that |I(Y1)| and |I(Y1)| are isometric but I(Y1) and I(Y1) are not isomorphic.
In particular, Y1 and Y2 are not quasi-isometric.
Theorem 3.18 is our starting point to know whether planar graph 2-braid groups
are quasi-isometric to 2-dimensional RAAGs. After investigating topological prop-
erties of I(D2(Γ)) and the relation between I(D2(Γ)) and Γ, we find specific planar
graph 2-braid groups whose intersection complexes are isomorphic to intersection
complexes of 2-dimensional RAAGs. With the theory of complexes of groups, we
can show that these isomorphisms induce quasi-isometries, i.e. these planar graph
2-braid groups are quasi-isometric to RAAGs. Moreover, the existence of planar
graph 2-braid groups which are not quasi-isometric to RAAGs can also be shown
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by proving that there are no intersection complexes of 2-dimensional RAAGs which
are isomorphic to the intersection complexes of these planar graph 2-braid groups.
This is the sketch of the proof of Theorem 5.19.
Theorem 3.18 partially covers the results in Remark 1.1. In Section 5.1, the
cases of 2-dimensional RAAG’s are written. The result in [9] can also be covered
using the concept of intersection complexes.
Theorem 5.3 (Theorem 5.3 in [9]). Let T be a tree of diameter ≥ 3. If A(Λ) is
quasi-isometric to A(T ), then Λ is a tree of diameter ≥ 3.
A new result about quasi-isometric rigidity of 2-dimensional RAAGs is also ob-
tained. Suppose that a graph Λ is the union of n subgraphs Λi such that (1) for
each i, the outer autormophism group Out(A(Λi)) of A(Λi) is finite, and (2) the
intersection of Λi1 and Λi2 for i1 6= i2 is either a vertex or an empty set. Then the
collection of isometry classes of such subgraphs is a quasi-isometry invariant.
Theorem 5.11. Let Λ (Λ′, resp.) be the union of specific subgraphs Λi (Λ
′
j, resp.)
as above. Suppose that Λ and Λ′ have no finite sequence of specific subgraphs such
that the first and last subgraphs are the same and the intersection of two consecutive
subgraphs is a vertex. Let I (I ′, resp.) be the collection of isometry classes of
Λi’s (Λ
′
j’s, resp.). If I and I
′ are different, then A(Λ) and A(Λ′) are not quasi-
isometric.
As |I(Y )| is obtained from the pattern of maximal product subcomplexes of Y ,
a complex |RI(Y )| is similarly defined from Y : its vertex set is the collection of
maximal product subcomplexes of Y and a k-simplex corresponds to one of standard
product subcomplexes K1, · · · ,Km in the intersection W of the maximal product
subcomplexes corresponding to vertices in the k-simplex such that there is no other
standard product subcomplex in W which properly contains Ki. Note that each
k-simplex corresponds to such Ki. In contrast that |I(Y )| is a simplicial complex,
|RI(Y )| may not be a simplicial complex.
By the above paragraph, any simplex △′ of |RI(Y )| corresponds to a standard
product subcomplex K△′ of Y . Let △ be a simplex of |I(Y )| which corresponds to
a lift of K△′ in Y . By Theorem 3.18, the action of π1(Y ) on Y by deck transfor-
mations induces the action of π1(Y ) on |I(Y )| by isometries; there is an one-to-one
correspondence between the collection of all the lifts of K△′ in Y and the orbit of
△ in |I(Y )| under the induced action of π1(Y )y |I(Y )|. To △′ ⊂ |RI(Y )|, we thus
assign the conjugacy class of the assigned group G△ of △ ⊂ I(Y ); this conjugacy
class does not depend on the choice of a lift of K△′ . The complex |RI(Y )| with
these assigned groups is called a reduced intersection complex of Y and denoted by
RI(Y ). We note that the assigned group of any simplex of either RI(Y ) or I(Y )
is isomorphic to the direct product of two finitely generated free groups (including
an infinite cyclic group) which we especially call a join group.
Both RI(Y ) and I(Y ) are in a class of complexes of groups, called complexes of
join groups. A complex of join groups is a complex of groups whose cells are sim-
plices and the assigned groups are join groups with specific properties. A morphism
between complexes of join groups is a map such that (1) it becomes a combinatorial
map if we ignore the assigned groups and (2) it preserves the inclusion structure
of assigned groups (called pairwise free factor inclusion relation). The precise def-
initions and properties related to complexes of join groups and (iso)morphisms are
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established in Section 3.2. The previously mentioned isomorphisms are isomor-
phisms in this sense. Moreover,
Theorem 3.19. The action of π1(Y ) on Y by deck transformations induces the
action on I(Y ) by isomorphisms and RI(Y ) is the quotient of I(Y ) by this action.
In particular, this induced action is proper and cocompact. Moreover, the map
ρ : I(Y )→ RI(Y ) obtained from the induced action is a morphism.
In the case of 2-dimensional RAAGs A(Λ), the construction of I(X(Λ)) from
RI(S(Λ)) is quite straightforward; I(X(Λ)) is the union of copies of RI(S(Λ)).
Moreover, the construction deduces that I(X(Λ)) is a realization of A(Λ) endowed
with the metric induced from the join length. Let J (Λ) be the collection of all
subgraphs of Λ which have join decompositions. The join length of g ∈ A(Λ) is
the minimum l such that g = g1 · · · gl for gi ∈ Λ′ ∈ J (Λ). We then obtain similar
results about A(Λ) in [20] and [28].
Corollary 4.10. Let Λ be a triangle-free simple graph. The intersection complex
I(X(Λ)) of X(Λ) is a quasi-tree. In particular, A(Λ) is weakly hyperbolic relative
to {A(Λ′)|Λ′ ∈ J (Λ)}.
In the case of planar graph 2-braid groups, the situations are more complicated.
Instead of any graph, so, we usually deal with a cactus, a simple graph in which
any two induced cycles have at most one vertex in common; if a graph Γ is a cactus,
then the way of the construction of I(D2(Γ)) from RI(D2(Γ)) can be stated using
the theory of complexes of groups. For details, see Section 4.2.
For the remaining part of this section, let us assume that |RI(Y )| and |I(Y )|
are connected. From RI(Y ), a weakly special square complex S(RI(Y )) obtained
from the disjoint union of maximal product subcomplexes of Y corresponding to
vertices in RI(Y ) by identifying the standard product subcomplexes corresponding
to simplices of RI(Y ) naturally arises. Then RI(Y ) is equal to RI(S(RI(Y )))
and I(Y ) is equal to the intersection complex of the universal cover of S(RI(Y )).
Moreover, G := π1(S(RI(Y ))) canonically acts on I(Y ) such that the quotient of
I(Y ) by this action is RI(Y ).
From the action of G on I(Y ), I(Y ) and RI(Y ) can be considered as complexes
of groups. If |I(Y )| is simply connected, then RI(Y ) becomes a developable complex
of groups and the fundamental group of RI(Y ) (considered as a complex of groups)
is isomorphic to G. For example, if |RI(Y )| is contractible, then RI(Y ) becomes
developable (Lemma 4.1). If a graph Γ is a cactus, then RI(D2(Γ)) becomes devel-
opable (Theorem 4.20). On the other hand, if |RI(S(Λ))| is not simply connected,
then |I(X(Λ))| is not simply connected so that RI(S(Λ)) cannot be considered as
a developable complex of groups. If Γ is not a cactus, then we don’t know whether
RI(D2(Γ)) is a developable complex of groups or not. In Section 3.2 and Section
4, we talk about a part of theory of complexes of groups related to our situation.
Based on the properties of intersection complexes, we expect that (reduced)
intersection complexes can be used to study rigidity of 2-dimensional RAAGs and
the relation between planar graph 2-braid groups and 2-dimensional RAAGs. In
particular, we hope that they tell us the following type of rigidity result about
planar graph 2-braid groups.
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Conjecture 1.2. Suppose that Γ1 and Γ2 are planar graphs and the underlying
complexes of I(D2(Γ1)) and I(D2(Γ2)) are simply connected. Then, I(D2(Γ1)) and
I(D2(Γ2)) are isomorphic if and only if D2(Γ1) and D2(Γ2) are quasi-isometric.
Section 2 contains preliminary material, especially about weakly special square
complexes. Section 3 consists of two subsections: the first subsection contains
the definitions and topological properties of intersection and reduced intersection
complexes, and the second subsection talks about complexes of join groups and
morphisms between complexes of join groups. In Section 4, we see the construction
of RI(Y ) from Y and the construction of I(Y ) from RI(Y ) when Y is either S(Λ) or
D2(Γ) where Λ is a triangle-free simple graph and Γ is a cactus. Finally, in Section
5, we see quasi-isometric rigidity results about 2-dimensional RAAGs and graph
2-braid groups which are deduced from morphisms between (reduced) intersection
complexes.
2. Preliminaries
We usually deal with two types of finite dimensional polyhedral complexes; (1) all
the cells are simplices, or (2) all the cells are cubes (called cube complexes). Unless
otherwise stated, polyhedral complexes are assumed to be connected. Among 1-
dimensional polyhedral complexes, we use the terminology ‘graphs ’ to refer to the
finite ones. For two polyhedral complexes X,Y of the same type, a combinatorial
map f : X → Y is a map which takes each open cell of X homeomorphically onto
an open cell of Y . If a combinatorial map f is injective (bijective, resp.), then f is
said to be a combinatorial embedding (combinatorial isometry , resp.).
For a graph Γ, we use several terminologies: ‘simple’, ‘standard subgraph’ and
‘boundary cycle’. If Γ is a 1-dimensional simplicial complex, then Γ is said to be
simple. A subgraph Γ′ ⊆ Γ is said to be a standard subgraph if Γ′ has no valency
1 vertices and π1(Γ
′) is non-trivial. In particular, a standard subgraph Γ′ is said
to be a cycle if π1(Γ
′) is isomorphic to an infinite cyclic group. If Γ is planar, then
it can be considered as the image under an embedding Γ →֒ R2: For the closures
A0, · · · , Ar of connected components of R2 \ Γ, a cycle contained in ∂Ai is called
a boundary cycle. If Γ is a cactus, then it is planar and all the cycles in Γ are
boundary cycles.
In this paper, the terms ‘maximal’ and ‘minimal’ are used in the following sense:
An object satisfying a property is said to be maximal (minimal , resp.) if it is
maximal (minimal, resp.) under the set inclusion among all objects satisfying the
given property.
In the case that both X and Y are cube complexes, there is a special kind of
cellular map called a cubical map; this map will be used to define a map between
finite dimensional locally CAT(0) cube complexes, called a restriction quotient in
Definition 4.16.
Definition 2.1 ([13],[23]). Let X and Y be cube complexes. A cellular map q :
X → Y is said to be cubical if the restriction σ → τ between cubes factors through
σ → η → τ where the first map σ → η is a natural projection onto a face of σ and
the second map η → τ is an isometry.
Through this paper, for any topological space X , X denotes the universal cover
of X and pX : X → X is the universal covering map.
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2.1. CAT(0) Cube Complexes. Let Y be a cube complex. The dimension of
Y is the largest dimension of cubes in Y ; if the dimension of Y is 2, then Y is
especially called a square complex . The link Lk(y, Y ) of a vertex y in Y is the
ǫ-sphere about y which can be considered as a polyhedral complex each of whose
cells is a simplex; an n-simplex of Lk(y, Y ) corresponds to the corner of an (n+1)-
cube of Y containing y and simplices of Lk(y, Y ) are attached along their faces
according to the attachment of the corresponding corners of cubes containing y. A
flag complex is a simplicial complex with the property that (n + 1) vertices span
an n-simplex if and only if they induce a complete subgraph. A cube complex
Y is said to be non-positively curved (NPC) if, for every vertex y ∈ Y , its link
Lk(y, Y ) is a flag complex. If Y is simply connected, then Y is said to be a CAT(0)
cube complex .
There is a canonical way to consider a cube complex Y as a length space; if
each n-cube is endowed with the standard metric of the unit cube in Euclidean
n-space En, then Y has a canonical path metric. Then every CAT(0) cube complex
endowed with this path metric is actually a CAT(0) space; Gromov showed that a
finite dimensional cube complex is NPC if and only if it is locally CAT(0) with this
path metric [19] and Leary extended this result to the infinite dimensional case [34].
As a consequence, an NPC cube complex with the path metric is a CAT(0) space if
it is simply connected by the Cartan-Hadamard theorem. We refer to [4] for more
about CAT(0) geometry and the relation between the combinatorial definition and
the geometric definition of (locally) CAT(0) cube complexes. In this paper, we will
use both points of view when dealing with NPC cube complexes.
Let X and Y be cube complexes. A combinatorial map φ : X → Y is said
to be a combinatorial local isometry if, for every vertex x ∈ X , the combinatorial
map Lk(x,X) → Lk(φ(x), Y ) induced by φ is injective such that its image is an
induced subcomplex of Lk(φ(x), Y ). Note that if φ is an injective combinatorial
local isometry, then φ is a combinatorial embedding. When X and Y are NPC,
the combinatorial definitions of local isometry and embedding are the same as the
usual geometric definitions of them.
Theorem 2.2 ([14]). Let X and Y be finite dimensional cube complexes and
φ : X → Y a combinatorial map. Suppose that Y is NPC. Then the map φ is
a combinatorial local isometry if and only if it is a geodesical local isometry. More-
over, X is also NPC.
A subcomplex of a cube complex Y is locally convex if the inclusion map is
a combinatorial local isometry. If Y is an NPC cube complex, then the above
theorem implies that the combinatorial local convexity of a subcomplex K ⊂ Y
is equivalent to the geodesical local convexity; if Y is simply connected, then the
combinatorial convexity of K in Y is equivalent to the geodesical convexity. Hence,
there is no difference between combinatorial and geometric definitions of the term
‘convex’ when Y is an NPC cube complex.
One of the main properties of the CAT(0) metric on a CAT(0) space is that the
metric is convex so that the nearest point projection map onto a complete convex
subspace is well-understood. Here is the version for CAT(0) cube complexes.
Lemma 2.3 ([6],[22]). Let Y be a CAT(0) cube complex of dimension n with the
path metric d and U1, U2 convex subcomplexes of Y . And let πU1 and πU2 be the
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nearest point projections of Y onto U1 and U2, respectively. Suppose that D =
d(U1, U2), V1 = {y ∈ U1|d(y, U2) = D} and V2 = {y ∈ U2|d(y, U1) = D}. Then,
(1) V1 and V2 are non-empty convex subcomplexes.
(2) πU1 maps V2 isometrically onto V1 and πU2 maps V1 isometrically onto V2.
Moreover, the convex hull of V1 ∪ V2 is isometric to V1 × [0, D]. In other
words, V1 and V2 are parallel.
(3) There exists a constant A = A(D,n, ǫ) such that if p1 ∈ U1, p2 ∈ U2 and
d(pi, Vi) ≥ ǫ > 0, then
d(p1, U2) ≥ D +Ad(p1, V1), d(p2, U1) ≥ D +Ad(p2, V2).
For convenience, let A ≤ 1. Then, for r ≥ D and r′ = D + (r − D)/A,
Nr′(Vi) contains Nr(U1) ∩Nr(U2).
A midcube σ in a unit cube In is an (n−1)-dimensional unit cube which contains
the barycenter of In and is parallel to one of (n − 1)-dimensional faces of In. A
midcube σ is said to be dual to an edge e of In if e is not parallel to σ. Given a
cube complex Y , each cube c in Y can be considered as the image of a unit cube
In under a combinatorial map q : In → Y . For an edge e of In and the midcube
σ ⊂ In dual to e, the image q(σ) of σ under q is said to be a midcube of c which
is dual to the image q(e) of e under q. Let  denote the equivalence relation on
edges of Y generated by ef if and only if e and f are two opposite edges of some
square in Y . A hyperplane is the union of midcubes of Y which are dual to edges
in an equivalence class [e] generated by .
Theorem 2.4 ([41]). Let Y be a CAT(0) cube complex. The following statements
hold:
(1) Every hyperplane is embedded.
(2) Every hyperplane separates Y into precisely two components.
(3) Every hyperplane is itself a CAT(0) cube complex.
(4) Every collection of pairwise intersecting hyperplanes has a common inter-
section.
Let P ′1, · · · , P
′
n be 1-dimensional cube complexes and P
′ the product P ′1×· · ·×P
′
n
of P ′i ’s. Given a cube complex Y , a product subcomplex P of Y is the subcomplex
which is the image of P ′ under a combinatorial embedding P ′ → Y . Let Pi be the
image of {v1}× · · ·×{vi−1}×P ′i ×{vi+1}× · · ·×{vn} for some (indeed any) vertex
vj ∈ P ′j for j ∈ {1, · · · , n} \ {i}; Pi can also be considered as a product subcomplex
of Y . Then we say that Pi’s span a product subcomplex P of Y ; for convenience,
P is sometimes denoted by P1 × · · · × Pn. For a real line R (a 1-dimensional cube
complex whose vertices correspond to integers), a product subcomplex of Y which is
the image of Rn under a combinatorial embedding is called a combinatorial n-flat .
Note that if Y is an NPC cube complex, then product subcomplexes (including
combinatorial flats) is locally convex in Y .
Let Y be a CAT(0) cube complex. A singular geodesic γ ⊂ Y is the image of R
under a combinatorial embedding such that it is a geodesic in Y endowed with the
path metric. Singular rays are defined similarly. For a singular geodesic γ in Y , the
parallel set P(γ) of γ is defined as the convex hull of the union of all the singular
geodesics parallel to γ. By Theorem 2.14 in Chapter II.2 of [4], P(γ) is a product
subcomplex γ × Tγ of Y ; it is one of natural examples of product subcomplexes in
CAT(0) cube complexes. A flat in Y is also an example of product subcomplexes.
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For an n-flat F in Y spanned by γi’s, if αi is a singular geodesic parallel to γi for
i = 1, · · · , n, then we say that αi’s induce the flat F . In dimension 2, if the coarse
intersection of flats is infinite, then these flats are actually contained in the parallel
set of a singular geodesic.
Lemma 2.5. Let Y be a CAT(0) square complex and F1, F2, F3 be flats in Y .
Suppose that there exists a constant r > 0 such that the intersection W of Nr(Fi)’s
contains a (λ, ε)-quasi-geodesic γ. Then there exist a singular geodesic γ′ and a
constant C1 = C1(λ, ε, r) > 0 such that Fi is contained in the parallel set P(γ
′) and
dH(γ
′, γ) < C1.
Proof. For two flats F1 and F2, let D = d(F1, F2). By Lemma 2.3, we obtain
subcomplexes Vi ⊂ Fi such that Vi = {y ∈ Fi | d(y, Fj) = D} for {i, j} = {1, 2}, and
the convex hull V of V1 and V2 is a product subcomplex of Y isometric to V1×[0, D].
Then, D ≤ r and Nr(F1) ∩Nr(F2) contains V . Moreover, for r
′ = D+ (r −D)/A,
Nr′(V1) contains Nr(F1)∩Nr(F2) and, in particular, contains γ. This implies that
Vi is an infinite convex 1-dimensional subcomplex of Y . Thus, Vi is a singular
geodesic in Fi and Nr′(V ) is quasi-isometric to R.
From F1 and F3, we also obtain two singular geodesics V
′
1 ⊂ F1 and V
′
3 ⊂
F3 as the above paragraph. In particular, Nr′(V
′
1) contains γ. It means that
Nr′(V1) ∩Nr′(V ′1) contains γ so that V
′
1 is parallel to V1. For if V1 and V
′
1 are not
parallel, then F1 = V1 × V ′1 ; it is a contradiction since Nr′(V1)∩Nr′(V
′
1) cannot be
infinite. Thus, V1 and V
′
1 are parallel so that F1, F2, F3 are contained in the parallel
set of V1 (or V
′
1).
Now, we only need to show that V1 is within finite Hausdorff distance of γ. Note
that W ⊂ Nr′(V1) is infinite and convex. In particular, W is quasi-isometric to R.
Since γ and V1 have the same Tits boundary and both are contained in Nr′(V1),
there exists a constant C1 > 0 depending on λ, ε, r
′ such that dH(V1, γ) < C1 (r
′
depends on r). 
Remark 2.6. Let Y be a CAT(0) cube complex and P a subcomplex of Y .
(1) The convexity of P can be stated with respect to hyperplanes. P is convex
in Y if and only if, for any two hyperplanes intersecting P and intersecting
each other, their intersection is in P .
(2) Let P be a subcomplex of a CAT(0) square complex Y and H a collection
of hyperplanes intersecting P . By Proposition 2.6 in [13], P is a product
subcomplex if H is a disjoint union of Hi’s such that every hyperplane in
Hi intersects every hyperplane in Hj for i 6= j.
2.2. Weakly Special Cube Complexes. In general, the image of a product sub-
complex of Y under the covering map pY : Y → Y may not be a product subcomplex
of Y . However, the following class of NPC cube complexes ensures the preservation
of product structures under pY .
An NPC cube complex Y is weakly special if there is no hyperplane which self -
osculates or self -intersects; the notations of ‘self-osculate’ and ‘self-intersect’ were
introduced by Huglund and Wise in [24]. Obviously, special cube complexes are
weakly special cube complexes. What we only need is that the weak speciality of a
cube complex implies the following properties:
(1) For two edges e1 and e2 in Y dual to the same hyperplane, e1 is embedded
if and only if e2 is embedded.
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(2) For any vertex v ∈ Y , let e1 and e2 be two distinct edges meeting at v.
Then the hyperplanes dual to e1 and e2 are different.
Lemma 2.7. Let Y be a compact weakly special cube complex and Y its univer-
sal cover Y with the covering map pY : Y → Y . Then the image of a product
subcomplex of Y under pY is also a product subcomplex of Y .
Proof. Let P = P 1×e2 be a product subcomplex of Y where P 1 is an 1-dimensional
subcomplex of Y and e2 is an edge of Y with endpoints v, w. Suppose that v is
contained in P 1. Let v1 ∈ P 1 be a vertex adjacent to v and e1 ⊂ P 1 the edge
joining v1 and v. Under our notation, e1 and e2 can be denoted by e1×v and v×e2,
respectively. In the square e1×e2 ⊂ Y , v×e2 and v1×e2 are parallel edges and e1×v
and e1×w are parallel edges. Then two edges pY (v× e2), pY (v1× e2) of Y are dual
to the same hyperplane so that by (1) above, pY (v× e2) is embedded if and only if
pY (v1×e2) is embedded. Similarly, pY (e1×v) is embedded if and only if pY (e1×w)
is embedded. So, pY (e1 × e2) is a product subcomplex pY (e1 × v)× pY (v × e2) of
Y .
Suppose that there is a vertex v2 ∈ P 1 such that v2 is adjacent to v but not
equal to v1. Let e
′
1 ⊂ P 1 (or e
′
1× v) be the edge joining v and v2. Then pY (e
′
1× e2)
is also a product subcomplex pY (e
′
1) × pY (e2) of Y . Since pY is a covering map,
pY (e1 × v) and pY (e
′
1 × v) are distinct in Y . If pY (v1 × e2) intersects pY (e
′
1 × e2),
then pY (v1×e2)∩pY (e′1×e2) should be either pY (v×e2) or pY (v2×e2); otherwise,
there is a hyperplane which self-intersects or self-osculates. So, pY ((e1∪e′1)×e2) =
pY (e1 × e2) ∪ pY (e
′
1 × e2) is a product subcomplex (pY (e1) ∪ pY (e
′
1)) × pY (e2) of
Y . Similarly, for any vertex v′ ∈ P 1 except v, if pY (v′ × e2) intersects pY (e1 × e2),
then pY (v
′ × e2) ∩ pY (e1 × e2) is either pY (v × e2) or pY (v1 × e2). So, it can be
seen that pY (P 1 × e2) is a product subcomplex pY (P 1 × v) × pY (v × e2) of Y by
induction on edges of P 1.
Let P = P 1× (e2∪e′2) be a product subcomplex of Y where e2, e
′
2 are edges of Y
with a vertex w = e2 ∩ e′2. By the above paragraph, pY (P 1 × e2) and pY (P 1 × e
′
2)
are product subcomplexes of Y . For any vertex v′ ∈ P 1×w, if pY (v′×e2) intersects
pY (P 1×e′2), then pY (v
′×e2)∩pY (P 1×e′2) should be a vertex pY (v
′) in pY (P 1×w);
otherwise, the hyperplane dual to pY (v
′ × e2) self-intersects or self-osculates. It
means that pY (P ) is the union of pY (P 1 × e2) and p(P 1 × e′2) such that pY (P ) =
pY (P 1)× pY (e2 ∪ e
′
2) is a product subcomplex of Y .
By induction on edges of P 2, we can show that the image of a product subcom-
plex P 1 × P 2 of Y under pY is a product subcomplex of Y . By induction on the
dimension of P , therefore, we can show that the image of any product subcomplex
P of Y is a product subcomplex of Y . 
The above lemma can be shown by using the relation between a product subcom-
plex P ⊂ Y and hyperplanes intersecting P (see Remark 2.6). For P = P 1×· · ·×Pn,
the collection H of hyperplanes intersecting P is the disjoint union of H1, · · · ,Hn
where Hi is the collection of hyperplanes dual to edges of P i; any hyperplane
hi ∈ Hi intersects any hyperplane hj ∈ Hj for i 6= j and for any two hyperplanes
hi1 , hi2 ∈ Hi, they do not intersect. Let pY (H) be the collection of hyperplanes
intersecting pY (P ). Then pY (H) is the disjoint union of pY (Hi)’s such that
(1) any hyperplane in pY (H) does not self-intersect (by Property (2) of weakly
special cube complexes),
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(2) for hi ∈ Hi and hj ∈ Hj (i 6= j), pY (hi) and pY (hj) intersect and their
intersection is in pY (P ), and
(3) for hi1 , hi2 ∈ Hi, pY (hi1) and pY (hi2) are equal or do not intersect.
By using Property (1) of weakly special cube complexes, we then deduce that pY (P )
is a product subcomplex pY (P 1)× · · · × pY (Pn).
Frow now on, Y is always assumed to be a compact weakly special square com-
plex with the universal cover Y and the covering map pY : Y → Y . A product
subcomplex P = P1 × P2 of Y is said to be a standard product subcomplex if,
for i = 1, 2, Pi is a graph such that Pi has no vertices of valency 1 and π1(Pi)
is non-trivial. A lift of a product subcomplex also has a product structure; a lift
P = P 1 × P 2 of P in Y is said to be a standard product subcomplex of Y ; P i is
the universal cover of Pi which is a tree of infinite diameter. If the rank of π1(Pi)
is 1, then P i is a singular geodesic. If the rank of π1(Pi) is greater than 1, then
P i is called a standard infinite tree (it contains vertices of valency ≥ 3). A stan-
dard product subcomplex of Y or Y which is not properly contained in any other
standard product subcomplexes is called a maximal product subcomplex of Y or Y ,
respectively.
Lemma 2.8. Suppose that K1 and K2 are standard product subcomplexes of Y . If
K1 ⊂ Nr(K2), then K1 ⊂ K2.
Proof. By the CAT(0) geometry and the assumption, the distance function dK2 is a
convex bounded function on K1. Since any geodesic segments in K1 are extendible,
dK2 is constant on K1; let D = dK2(K1). Let πK2 : Y → K2 be the nearest point
projection of Y onto K2. By Lemma 2.3, the convex hull of K1 and πK2(K1) is
isometric to K1 × [0, D]. Since Y and K1 are 2-dimensional, D should be 0, and
therefore, K1 ⊂ K2. 
For convenience, we may use the following ways of denoting product subcom-
plexes of Y :
• P (P , resp.) may denote a product subcomplex of Y (Y , resp.).
• K (K, resp.) may denote a standard product subcomplex of Y (Y , resp.).
• M (M , resp.) may denote a maximal product subcomplex of Y (Y , resp.).
• F may denote a flat in Y .
Given a standard product subcomplex K ⊂ Y , π1(pY (K)) is isomorphic to
exactly one of Z×Z, Z× F or F× F′ where Z is an infinite cyclic group and F and
F
′ are finitely generated non-abelian free groups. We say that pY (K) has one of the
following quasi-isometric types: (Z×Z), (Z×F), and (F×F). The quasi-isometric
type of K is defined as the quasi-isometric type of pY (K). Since Z× Z, Z× F and
F× F′ are not quasi-isometric to each other, standard product subcomplexes of Y
which do not have the same quasi-isometric type are not quasi-isometric.
Remark 2.9. (1) The universal covering map pY : Y → Y preserves the in-
tersection of standard product subcomplexes, i.e. if the intersection of
standard product subcomplexes Ki of Y contains a standard product sub-
complex K, then the intersection of the standard product subcomplexes
pY (Ki) of Y contains the standard product subcomplex pY (K) of Y . This
is from the definition of standard product subcomplexes of Y .
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(2) Obviously, the converse also holds: if the intersection of standard product
subcomplexes Ki of Y contains a standard product subcomplex K of Y ,
then there are lifts Ki of Ki such that the intersection of Ki’s contains a
lift of K.
From the inheritance of product structures under the universal covering map and
the definition of standard product subcomplexes, the following facts are obtained.
Lemma 2.10. Let F be a flat in Y . Then there is a standard product subcomplex
K of Y such that K contains F and any standard product subcomplex containing
F also contains K.
Proof. Suppose that a flat F is α×β where α and β are singular geodesics in Y . By
Lemma 2.7, then, the images of α and β under pY induces a product subcomplex
pY (α)×pY (β) of Y ; pY (α) and pY (β) have no valency 1 vertices since pY is a local
isometry and α, β are singular geodesics in Y . It means that F is contained in a
standard product subcomplex K which is a lift of pY (α)× pY (β) in Y .
The remaining part is that K is the desired standard product subcomplex of Y .
Let K ′ = K′1×K
′
2 be a standard product subcomplex of Y which contains F . If α
is contained in K′1 ×{w} for some vertex w ∈ K2, then β is contained in {v}×K
′
2
for some vertex v ∈ K1 and vice-versa. This means that pY (K′1 × K
′
2) contains
pY (α× β) so that K
′ contains K. 
Lemma 2.11. Let K1 and K2 be standard product subcomplexes of Y . If K1 ∩
K2 contains a flat, then there exists a constant C1 > 0 depending on Y and a
standard product subcomplex K3 ⊂ K1 ∩K2 such that K1 ∩K2 is contained in the
C1-neighborhood of K3. This statement holds for finitely many standard product
subcomplexes.
Proof. The first claim is that K1∩K2 is a product subcomplex of Y . Since K1 and
K2 are convex in Y , K1∩K2 is also convex. Let H be the collection of hyperplanes
intersecting K1∩K2. Since K1 is a product subcomplex and K1∩K2 ⊂ K1, H can
be represented as the disjoint union of H1 and H2 such that every hyperplane in
H1 intersects every hyperplane in H2. Similarly, H can also be represented as the
disjoint union of H′1 and H
′
2 from the fact that K2 is a product subcomplex. Then
Hi is equal to exactly one of H′1 and H
′
2; without loss of generality, let us assume
that Hi = H′i for i = 1, 2. Since K1 ∩ K2 is convex, any square which intersects
a hyperplane in H1 and a hyperplane in H2 is contained in K1 ∩ K2. Thus, the
union of such squares is equal to K1 ∩ K2. In particular, K1 ∩ K2 is a product
subcomplex by Remark 2.6.
Let pY (Ki) = Γi×Γ′i for i = 1, 2 and pY (K1∩K2) = Γ4×Γ
′
4. Since pY (K1∩K2)
is contained in pY (K1)∩ pY (K2), Γ4 and Γ′4 can be considered as subcomplexes of
Γ1∩Γ2 and Γ′1∩Γ
′
2, respectively. Let Γ3 and Γ
′
3 be the maximal standard subgraphs
of Γ4 and Γ
′
4, respectively. Since K1 ∩ K2 contains a flat, Γ3 and Γ
′
3 contain at
least one cycle. For a lift K4 of Γ4 × Γ′4 in Y containing K1 ∩K2, K4 is actually
contained in K1 and K2 since pY (K4) = Γ4 × Γ′4 ⊂ pY (Ki). It means that K4 is
K1 ∩K2. Let K3 be a lift of Γ3 × Γ′3 in Y contained in K4. Then, it is easily seen
that there is a constant C1 > 0 such that the C1-neighborhood of K3 contains K4.
Therefore, K1 ∩K2 lies in the C1-neighborhood of a standard product subcomplex
K3. 
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The starting point of the rigidity of maximal product subcomplexes in the uni-
versal cover of a compact weakly special square complex is the following rigidity
result about flats.
Theorem 2.12 ([22]). Let Y1 and Y2 be two compact weakly special square com-
plexes and let Y1 and Y2 be their universal covers, respectively. If φ : Y1 → Y2 is
a (λ, ε)-quasi-isometry, then there exists a constant C = C(λ, ε) such that for any
flat F ⊂ Y1, there exists a flat F ′ ⊂ Y2 with dH(φ(F ), F ′) < C where dH denotes
the Hausdorff distance in Y2.
2.3. Right-angled Artin Groups. Given a simple graph Λ, the RAAG A(Λ) cor-
responds to the Salvetti complex S(Λ), an NPC cube complex whose fundamental
group is A(Λ). We refer to [10] for the precise definition. An alternative definition
of a compact weakly special cube complex is the following: a compact NPC cube
complex Y is weakly special if Y has a finite cover Y ′ such that there is a local iso-
metric embedding from Y ′ to a Salvetti complex. In particular, S(Λ) is a compact
(weakly) special cube complex [11],[24]. The dimension of A(Λ) is defined as the
dimension of S(Λ). Thus, S(Λ) is a compact weakly special square complex if and
only if Λ is triangle-free and contains at least one edge.
Each connected induced subgraph Λ1 ≤ Λ gives rise to a subgroup A(Λ1) of A(Λ)
and a canonical embedding S(Λ1) →֒ S(Λ); S(Λ1) can be considered as a locally
convex subcomplex of S(Λ). This kind of subcomplex S(Λ1) ⊂ S(Λ) is called a
standard subcomplex of S(Λ) with defining graph Λ1. Let pS(Λ) : X(Λ) → S(Λ)
be the universal covering map. Then each lift of S(Λ1) in X(Λ) under pS(Λ) is a
convex subcomplex isometric to X(Λ1) which is called a standard subcomplex of
X(Λ) with defining graph Λ1. Especially, a standard subcomplex of X(Λ) whose
defining graph is a vertex v ∈ Λ is called a standard geodesic labelled by v.
In this paper, we only consider 2-dimensional RAAGs, i.e. their defining graphs
are simple and triangle-free, and contain at least one edge. In Section 2.2, we
have defined standard product subcomplexes of weakly special square complexes.
For a triangle-free simple graph Λ, if a standard subcomplex of S(Λ) or X(Λ) is
a standard product subcomplex, then its defining graph Λ1 ≤ Λ admits a join
decomposition Λ2 ◦ Λ3 where Λ2 and Λ3 are non-empty. Since Λ2 and Λ3 have no
edges, A(Λ1) is isomorphic to A(Λ2) × A(Λ3) which is isomorphic to the product
of a free group Fn of rank n and a free group Fm of rank m where n and m are the
number of vertices of Λ2 and Λ3, respectively. In particular, F1 is an infinite cyclic
group Z.
The groups isomorphic to Fn × Fm (n,m ≥ 1) will be used frequently in this
paper. For convenience, they will be called join groups . The defining graph of a
maximal product subcomplex is called a maximal join subgraph.
2.4. Graph Braid Groups. Given a graph Γ (which need not to be simple), the
ordered and unordered configuration spaces of n points on Γ are respectively
Cn(Γ) = {(x1, x2, · · · , xn) ∈ Γ
n | xi 6= xj if i 6= j}
and
UCn(Γ) = {{x1, x2, · · · , xn} ⊂ Γ | xi 6= xj if i 6= j}.
Under the action of the symmetric group Sn on Γ
n by permuting n coordinates,
UCn(Γ) is the quotient space of Cn(Γ) by Sn. The graph n-braid group Bn(Γ) and
the pure graph n-braid group PBn(Γ) are the fundamental groups π1(UCn(Γ)),
QUASI-ISOMETRY INVARIANT OF WEAKLY SPECIAL SQUARE COMPLEXES 15
π1(Cn(Γ)) of the unordered and the ordered configuration spaces of n points on Γ,
respectively.
Unlike configuration spaces on other spaces like a disk D2 or orientable surfaces
Sg of genus g ≥ 1, we can obtain a discrete version of a configuration space on Γ.
The ordered and unordered discrete configuration spaces of n points on Γ are
Dn(Γ) = {(σ1, · · · , σn) ∈ Γ
n | σi ∩ σj = ∅ if i 6= j}
and
UDn(Γ) = {{σ1, · · · , σn} ⊂ Γ | σi ∩ σj = ∅ if i 6= j}
respectively where σi is either a 0-cell or an 1-cell and σi is the closure of σi. It
is shown that Dn(Γ) and UDn(Γ) are not only NPC cube complexes [1] but also
special cube complexes [14].
However, Dn(Γ) and UDn(Γ) are not topological invaraints of Γ. More precisely,
if vertices are added to edges of Γ (the number of vertices of valency 2 is increased),
then the homotopy type of the (un)ordered discrete configuration space may be
changed. According to [1], [29] and [39], this kind of problem will be settled if there
exists the assumption that Γ is suitably subdivided.
Theorem 2.13 ([1], [29], [39]). (Abrams Stability) For any n > 1 and any graph
Γ with at least n vertices, Dn(Γ) is a deformation retract of Cn(Γ) if and only if Γ
satisfies the following two conditions.
(1) Each path between two vertices of valence not equal to 2 passes through at
least n− 1 edges.
(2) Each homotopically non-trivial loop passes through at least n+ 1 edges.
In particular, Bn(Γ) and PBn(Γ) are cocompactly cubulated groups.
By the above theorem, if Γ is simple, then C2(Γ) and D2(Γ) are homotopy
equivalent. Since we only deal with (pure) graph braid groups of index 2, when
we deal with graph 2-braid groups or (un)ordered discrete configuration spaces of
2 points, their defining graphs are assumed to be simple.
Example 2.14. Let T3 be a tripod with 4 vertices and 3 edges given at the left of
Figure 1. Then, D2(T3) (the right of Figure 1) is homeomorphic to a circle. Since
T3 is simple, PB2(T3) is isomorphic to Z. The movement of two particles on T3
corresponding to a generator of PB2(T3) is called an Y -exchange.
a
b c
x
(b, c) (x, c) (a, c)
(c, b)(c, x)(c, a)
Figure 1. T3 & D2(T3)
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Since PB2(Γ) is an index 2 subgroup of B2(Γ), when we deal with (pure) graph
braid groups, we focus on PB2(Γ) and D2(Γ). Let Pri : Γ
2 → Γ be the i-th projec-
tion map of Γ2 for i = 1, 2. By the definition of standard product subcomplexes, it
is immediately deduced that any standard product subcomplex of D2(Γ) is derived
from the collection of disjoint standard subgraphs of Γ.
Lemma 2.15. Let P ⊂ D2(Γ) be a product subcomplex. Then the images of P
under Pri are (connected) subgraphs of Γ and they are disjoint in Γ.
By the above lemma, any standard product subcomplex of D2(Γ) is Γ1 × Γ2
where Γ1 and Γ2 are disjoint standard subgraphs of Γ. In particular, if Γ has no
such Γ1 and Γ2, then D2(Γ) has no standard product subcomplexes. Each lift of
a standard product subcomplex Γ1 × Γ2 ⊂ D2(Γ) in D2(Γ) is a standard product
subcomplex isometric to Γ1 × Γ2 where Γi is the universal cover of Γi for i = 1, 2.
Additionally, if Γ is a cactus, for the collection C of boundary cycles in Γ, each
standard product subcomplex Γ1 × Γ2 is represented by C1 × C2 where Γ1 and Γ2
are represented by C1(⊂ C) and C2(⊂ C), respectively.
Since (pure) graph braid groups are cocompactly cubulated, they are finitely
presented. Using the discrete Morse theory, most of the results about their group
presentations are obtained and the following fact shows an algebraic similarity
between RAAGs and graph 2-braid groups.
Theorem 2.16 ([31]). Let Γ be a planar graph. Then PB2(Γ) and B2(Γ) have
group presentations whose relators are commutators corresponding to pairs of dis-
joint boundary cycles. In particular, if Γ has no pair of disjoint boundary cycles,
then PB2(Γ) and B2(Γ) are finitely generated free groups.
3. (Reduced) Intersection Complexes
Through this section, let Y, Y ′ be compact weakly special square complexes and
Y , Y ′ their universal covers with the universal covering maps pY , pY ′ , respectively.
Let φ : Y → Y ′ be a (λ, ε)-quasi-isometry. We first show that certain standard
product subcomplexes are preserved (up to finite Hausdorff distance) by a quasi-
isometry. From this fact, we define the intersection complex I(Y ) of Y whose vertex
set is the collection of maximal product subcomplexes of Y . Then the preservation
of certain standard product subcomplexes by a quasi-isometry induces an isometry
between intersection complexes.
3.1. Definitions of (Reduced) Intersection Complexes. Using Theorem 2.12,
we first deduce that maximal product subcomplexes of Y are preserved by quasi-
isometries.
Lemma 3.1 ([6]). There exists a constant D1 = D1(λ, ε) > 0 with the following
property: Suppose that P ⊂ Y is a product subcomplex T×R where T is a tripod with
three singular geodesic rays intersecting at a vertex v. Then the singular geodesic
γ = {v} × R ⊂ P is mapped by φ to within Hausdorff distance at most D1 of a
singular geodesic γ′ ⊂ Y ′ and φ(P ) lies in the D1-neighborhood of the parallel set
P(γ′).
Proof. Let P be the union of F1, F2 and F3 where Fi’s are flats intersecting in γ.
By Theorem 2.12, there exist a constant C = C(λ, ε) and flats F ′i in Y
′ such that
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dH(F
′
i , φ(Fi)) < C for i = 1, 2, 3. Then the intersection
W = NC(F
′
1) ∩NC(F
′
2) ∩NC(F
′
3)
contains the quasi-geodesic φ(γ). By Lemma 2.5, there exist a singular geodesic γ′
in Y ′ and a constant C1 = C1(λ, ε, C) > 0 such that the parallel set P(γ
′) contains
F ′i ’s and dH(γ
′, φ(γ)) < C1. Let D1 = max{C1, C} which depends on λ, ε. Then
φ(P ) lies in the D1-neighborhood of P(γ
′). 
Theorem 3.2. There exists a constant D2 = D2(λ, ε) > 0 such that for any
standard product subcomplex K ⊂ Y , there exists a standard product subcomplex
K′ of Y ′ such that dH(φ(K),K
′) < D2.
Proof. Case 1. Suppose that K is a standard flat in Y . By Theorem 2.12, there
exists a flat F ′ ⊂ Y ′ such that dH(F ′, φ(K)) < C and, by Lemma 2.10, F ′ is
contained in a standard product subcomplex K ′ ⊂ Y ′ so that the theorem holds.
Case 2. Suppose that K is a standard product subcomplex T ×R ⊂ Y where T
is a standard infinite tree. Let v ∈ T be a vertex whose valency is ≥ 3. By Lemma
3.1, γ = {v} × R is mapped by φ to within Hausdorff distance at most D1 of a
singular geodesic γ′ in Y ′ and φ(K) ⊂ Y ′ is contained in the D1-neighborhood of
P(γ′). By Theorem 2.3, P(γ′) is a product subcomplex γ′×T ′γ′ where T
′
γ′ is a tree of
infinite diameter which has at least three ends. By Lemma 2.7, then, pY ′(γ
′× T ′γ′)
is a product subcomplex pY ′(γ
′) × pY ′(T ′γ′) of Y
′. Since γ′ is a singular geodesic
in Y ′, pY ′(γ
′) has no vertices of valency 1. If pY ′(T
′
γ′) has vertices of valency 1, let
Γ′ be the maximal standard subgraph of pY ′(T
′
γ′) (otherwise, Γ
′ = pY ′(γ
′)). Then
pY ′(γ
′) × Γ′ is a standard product subcomplex of Y ′. Let K ′′ ⊂ Y ′ be the lift of
pY ′(γ
′ × T ′γ′) containing P(γ
′) and let K ′ be the lift of pY ′(γ
′) × Γ′ contained in
K′′. Then φ(K) is contained in the neighborhood of K′.
Case 3. Suppose that K is a standard product subcomplex T1 × T2 ⊂ Y where
T1 and T2 are standard infinite trees. Let H (V, resp.) be the collection of singular
geodesics of form γ × {w} ({v} × γ, resp.) in K where w ∈ T2 (v ∈ T1, resp.) is a
vertex. For any singular geodesic γ in H and V, by Lemma 3.1, we obtain a singular
geodesic in Y ′ to which γ is mapped by φ within Hausdorff distance at most D1.
Let H′ (V′, resp.) be the collection of such singular geodesics in Y ′ obtained from
the singular geodesics in H (V, resp.). Since any α ∈ H and β ∈ V induce a (unique)
flat, by Theorem 2.12, any α′ ∈ H′ and β′ ∈ V′ also induce a flat. For any flat
F ⊂ Y , let F ′ ⊂ Y ′ be the flat obtained from F by φ in Theorem 2.12;
Let P ′ be the union of all parallel sets of singular geodesics in H′ ∪ V′,
P ′ =
⋃
α′∈H′
P(α′) ∪
⋃
β′∈V′
P(β′).
FromCase 2, we know that φ(K) is contained in the neighborhood of P ′. However,
P ′ may not be a product subcomplex of Y ′. So, we need to find a (connected)
product subcomplex P ′′ in P ′ such that dH(P
′, P ′′) is finite.
Let H′1 and H
′
2 be the collections of hyperplanes which are dual to edges of α
′
for α′ ∈ H′ and edges of β′ for β′ ∈ V′, respectively. First of all, every hyperplane
in H′1 intersects every hyperplane in H
′
2 since any α
′ ∈ H′ and β′ ∈ V′ induce a
flat. Let P ′′ ⊂ P ′ be the union of all flats induced by α′ ∈ H′, β′ ∈ V′. For
any h′1 ∈ H
′
1, h
′
2 ∈ H
′
2, there is a unique square in P
′′ ⊂ Y ′ which both h1 and
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h2 intersect and, in particular, H′1 ∪ H
′
2 is the collection of all the hyperplanes
intersecting P ′′. Thus, P ′′ is a product subcomplex of Y ′.
Let F1 ⊂ K be the flat induced by α1 ∈ H, β1 ∈ V and F2 ⊂ K the flat induced
by α2 ∈ H, β2 ∈ V. If α1 and α2 are not parallel, then there is a singular geodesic
α3 ∈ H, a disjoint union of two singular rays α
+
3 , α
−
3 and a geodesic segment α
0
3
such that
(1) α+3 is parallel to a singular ray contained in α1 and α
−
3 is parallel to a
singular ray contained in α2, and
(2) αi, αj are not parallel for i, j ∈ {1, 2, 3}, i 6= j.
Otherwise, let α3 = α1. Similarly, we choose β3 ∈ V from β1, β2. Let G1 ⊂ K
be the flat induced by α3, β1, G2 ⊂ K the flat induced by α3, β3 and G3 ⊂ K the
flat induced by α3, β2. Then F1 ∩G1, G1 ∩G2, G2 ∩G3 and G3 ∩ F2 are half-flats
so that F ′1 ∩ G
′
1, G
′
1 ∩ G
′
2, G
′
2 ∩ G
′
3 and G
′
3 ∩ F
′
2 are also half-flats. Thus, P
′′ is
connected.
Since P ′′ is a connected product subcomplex of Y ′, pY ′(P
′′) is a product sub-
complex Γ′1 × Γ
′
2 of Y
′. Since P ′′ is the union of flats, Γ′1 and Γ
′
2 have no vertices
of valency 1. Let K ′′ be the lift of Γ′1 × Γ
′
2 in Y
′ containing P ′′. Since K is the
union of flats and any flats in K are mapped by φ to within controlled Hausdorff
distance of flats in P ′′, φ(K) lies in the neighborhood of P ′′. Therefore, φ(K) lies
in the neighborhood of K ′′ ⊂ Y ′. 
Corollary 3.3. There exists a constant D = D(λ, ε) > 0 such that for any maximal
product subcomplex M ⊂ Y , there exists a maximal product subcomplex M ′ ⊂ Y ′
such that dH(φ(M),M
′) < D. In particular, the quasi-isometric types of M and
M ′ are the same.
Proof. By the above theorem, M is mapped into the neighborhood of a standard
product subcomplexM ′ ⊂ Y ′. Without loss of generality, we can assume thatM ′ is
a maximal product subcomplex of Y ′. By the inverse φ−1, then, M ′ is mapped into
the neighborhood of a standard product subcomplex K ⊂ Y . Then M is contained
in the neighborhood of K. By Lemma 2.8 and the maximality of M , M = K.
Therefore, M and M ′ are quasi-isometric and the corollary holds. 
Let us see how a quasi-isometry φ : Y → Y ′ preserves the intersection of maximal
product subcomplexes. Suppose that M1, · · · ,Mn are maximal product subcom-
plexes of Y whose intersection W = M1 ∩ · · · ∩Mn contains a flat F . By Lemma
2.11, W contains a standard product subcomplex K such that dH(K,W ) is fi-
nite. Let M ′1, · · · ,M
′
n be the maximal product subcomplexes of Y
′ obtained from
M1, · · · ,Mn by φ in Corollary 3.3. Let F ′ ⊂ Y ′ be the flat corresponding to F
obtained in Theorem 2.12. Since F ′ is contained in the neighborhood of M ′i, by
Lemma 2.8, F ′ is contained in M ′i and thus contained in W
′ = M ′1 ∩ · · · ∩M
′
n.
In particular, W ′ is not empty. By Lemma 2.10, the smallest standard product
subcomplex of Y ′ containing F ′ is contained in M ′i. By using the proof of Theo-
rem 3.2, we obtain a standard product subcomplex K ′ in W ′ whose neighborhood
contains φ(K). Since φ−1 is also a quasi-isometry, we obtain the following fact.
Theorem 3.4. Let M i, M
′
i be maximal product subcomplexes of Y , Y
′ as above.
If the intersection W = M1 ∩ · · · ∩Mn contains a flat, then the intersection W ′ =
M ′1 ∩ · · · ∩M
′
n also contains a flat of Y
′. For the standard product subcomplexes
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K ⊂W,K′ ⊂W ′ obtained in Lemma 2.11, dH(φ(K),K ′) < D where D is given in
Corollary 3.3.
From Corollary 3.3 and Theorem 3.4, we obtain a polyhedral complex from Y
such that each vertex corresponds to a maximal product subcomplex of Y and (k+1)
vertices span a k-simplex if the intersection of the corresponding (k + 1) maximal
product subcomplexes contains a flat. Lemma 2.11 implies that this complex is a
simplicial complex.
Definition 3.5 (Intersection Complex, cf .[16]). Let Y be a compact weakly special
square complex and Y its universal cover with the universal covering map pY :
Y → Y . The intersection complex I(Y ) is a simplicial complex whose simplices
have labels such that the following conditions hold:
(1) Each vertex of I(Y ) corresponds to a maximal product subcomplex of Y .
(2) Suppose that the intersection of (k + 1) maximal product subcomplexes
contains a flat. Then the corresponding (k + 1) vertices in I(Y ) span a
k-simplex.
(3) Each simplex △ ⊂ Y corresponds to the standard product subcomplex
K△ ⊂ Y obtained in Lemma 2.11 and △ is labelled by pY (K△).
The underlying complex is denoted by |I(Y )|.
Proposition 3.6. Let γ be a singular geodesic in Y . Consider the maximal product
subcomplexes of Y which contain a singular geodesic parallel to γ and let Vγ be
the set of vertices in I(Y ) corresponding to these maximal product subcomplexes.
Then the subcomplex of I(Y ) induced by Vγ is connected and contained in the 1-
neighborhood of a vertex.
Proof. If there is no standard product subcomplex which contains a singular geo-
desic parallel to γ, then the set Vγ is empty.
Suppose that there exists a standard product subcomplex which contains a sin-
gular geodesic parallel to γ. Then there is a standard product subcomplex K of Y
such that dH(K,P(γ)) is finite. LetMγ be a maximal product subcomplex contain-
ing K. If a maximal product subcomplexM contains a singular geodesic parallel to
γ, then there is a flat FM in M ∩P(γ). It means that M shares FM with Mγ since
FM should be contained in K. Therefore, the vertex corresponding to Mγ and the
vertex corresponding to M are either identical or joined by an edge in I(Y ). 
In [16], Fernandes defined the intersection complex of D2(Γ) as the underlying
complex |I(D2(Γ))| of I(D2(Γ)) in our definition. He showed that if φ : D2(Γ) →
D2(Γ′) is a (λ, ε)-quasi-isometry, then φ induces an isometry |Φ| : |I(D2(Γ))| →
|I(D2(Γ′))|. As a consequence, the dimension of |I(D2(Γ))| is a quasi-isometry
invariant. The same story holds for a quasi-isometry between the universal covers
of compact weakly special square complexes.
Theorem 3.7 (cf .[16]). Let φ : Y → Y ′ be a (λ, ε)-quasi-isometry. Then φ induces
an isometry |Φ| : |I(Y )| → |I(Y ′)|. Moreover, |Φ| preserves the quasi-isometric type
of the label of each simplex, i.e. the quasi-isometric type of the label of △ ⊂ I(Y )
is the same as the quasi-isometric type of the label of |Φ|(△).
Proof. By Theorem 3.3, there exists an one-to-one correspondence between the
vertex set of I(Y ) and the vertex set of I(Y ′). By Theorem 3.4, there exists an
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one-to-one correspondence between the set of k-simplices of I(Y ) and the set of
k-simplices of I(Y ′) for any integer k ≥ 0. So we can construct a combinatorial
isometry |Φ| : |I(Y )| → |I(Y ′)| from φ : Y → Y ′. Since |Φ| is bijective, |Φ| is an
isometry. Moreover, by Theorem 3.4, the labels of △ ⊂ I(Y1) and |Φ|(△) ⊂ I(Y2)
have the same quasi-isometric type. 
If φ : Y → Y ′ maps a standard product subcomplex K = T1 × T2 of Y to a
standard product subcomplex K ′ = T ′1 × T
′
2 of Y
′ up to finite Hausdorff distance,
then φ|K : K → Y
′ is quasi-isometric to a map φ′ = φ′1 × φ
′
2 : K → K
′ ⊂ Y where
φ′1 : T1 → T
′
1 and φ
′
2 : T2 → T
′
2 are quasi-isometries. Hence, for convenience, we
(roughly) say that φ maps Ti to T
′
i .
Suppose that φ : Y → Y ′, M i, M ′i, K and K
′ are given as the paragraph below
Corollary 3.3. Denote K by T1×T2 and letK1 be the standard product subcomplex
in Wn−1 = ∩
n−1
i=1 M i such that dH(Wn−1,K1) is finite. Since K1 contains K, K1
is denoted by T3× T4 where T1 ⊆ T3 and T2 ⊆ T4. Similarly, denote K ′ by T ′1× T
′
2
and let K ′1 be the standard product subcomplex T
′
3 × T
′
4 in W
′
n−1 = ∩
n−1
i=1 M
′
i such
that dH(W
′
n−1,K
′
1) is finite and T
′
1 ⊆ T
′
3, T
′
2 ⊆ T
′
4. Note that Ti and T
′
i are either
R or standard infinite trees for i = 1, 2, 3, 4. Then φ maps Ti to T
′
i for i = 1, 2, 3, 4.
From this fact,
(1) Ti is a standard infinite tree if and only if so is T
′
i , and
(2) Tj+1 is strictly contained in Tj+3 if and only if T
′
j+1 is strictly contained in
T ′j+3 for j = 0, 1.
In Section 3.2, we talk about the way to encode this kind of information in the
combinatorial map |Φ| : |I(Y )| → |I(Y ′)|.
In general, an intersection complex is too large; it may be locally infinite and
have infinite diameter. To see the local and global structure of an intersection
complex, we define a reduced intersection complex, a polyhedral complex which is
derived from Y as an intersection complex is derived from Y .
Definition 3.8 (Reduced Intersection Complex). Let Y be a compact weakly spe-
cial square complex. The reduced intersection complex RI(Y ) is a polyhedral com-
plex each cell of which is a simplex with a label such that the following conditions
hold:
(1) Each vertex corresponds to a maximal product subcomplex of Y .
(2) Suppose that the intersection W of (k+1) maximal product subcomplexes
of Y contains m standard product subcomplexes K1, · · · ,Km such that for
each i, there is no other standard product subcomplex inW which properly
contains Ki. Then, the corresponding (k + 1) vertices in RI(Y ) span m
k-simplex.
(3) By (2), each simplex △ corresponds to a standard product subcomplex
K△ ⊂ Y . Then, △ is labelled by K△.
The underlying complex is denoted by |RI(Y )|.
Obviously, RI(Y ) is finite and the dimension of RI(Y ) is the same as the di-
mension of I(Y ). The labels of simplices tell us where each simplex comes from.
Using labels, we can show that RI(Y ) and I(Y ) are related via π1(Y ).
Theorem 3.9. The action of π1(Y ) on Y by deck transformations induces the
action of π1(Y ) on |I(Y )| by (combinatorial) isometries and |RI(Y )| is the quotient
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of |I(Y )| by this action. Moreover, the surjective combinatorial map |ρY | : |I(Y )| →
|RI(Y )| obtained from the induced action of π1(Y ) y |I(Y )| preserves the label of
each simplex.
Proof. In the given action of π1(Y ) on Y , each element of π1(Y ) acts by an isom-
etry which sends a standard product subcomplex K1 ⊂ Y to a standard product
subcomplex K2 ⊂ Y such that pY (K1) = pY (K2). Thus, the action of π1(Y ) on Y
induces the action of π1(Y ) on |I(Y )| by combinatorial isometries such that for any
element g ∈ π1(Y ) and any simplex △ ⊂ I(Y ), g.△ and △ have the same label.
For any two standard product subcomplexes K1,K2 of Y whose images under
pY are the same, there always exists an element g ∈ π1(Y ) such that g.K1 = K2.
This implies that the simplices of I(Y ) which have the same label are in the same
orbit under the induced action π1(Y ) y I(Y ). Moreover, for any simplex △ of
I(Y ), there is a unique simplex of RI(Y ) whose label is the same with the label of
△. Therefore, the quotient of |I(Y )| by the induced action of π1(Y ) is |RI(Y )|. 
The following fact about RI(Y ) is analogous to Proposition 3.6 about I(Y ).
Proposition 3.10. Let γ ⊂ Y be a locally geodesic loop which is contained in Y (1).
Consider the maximal product subcomplexes of Y each of which contains a locally
geodesic loop which is freely homotopic to γ and contained in Y (1) and let Vγ be
the set of vertices in RI(Y ) corresponding to these maximal product subcomplexes.
Then the subcomplex of RI(Y ) induced by Vγ is connected and contained in the
1-neighborhood of a vertex.
Proof. Let α ⊂ Y be a locally geodesic loop which is freely homotopic to γ and
contained in Y (1). For a lift γ˜ of γ in Y , there is a lift α˜ of α in Y such that α˜
is a singular geodesic and dH(γ˜, α˜) is finite. So, α˜ is contained in the parallel set
P(γ˜). By Proposition 3.6, the set Vγ˜ of vertices in I(Y ) corresponding to maximal
product subcomplexes containing singular geodesics parallel to γ˜ is connected and
contained in the 1-neighborhood of a vertex in I(Y ). Since the image of Vγ˜ under
ρY is Vγ , the proposition holds. 
The combinatorial map ρY : I(Y ) → RI(Y ) obtained in Theorem 3.9 is called
the canonical quotient map. Let fY : RI(Y )→ Y be the canonical set map sending
each (open) simplex to the corresponding standard product subcomplex of Y . Let
f˜Y : I(Y ) → Y be the canonical set map sending each (open) simplex to the
corresponding standard product subcomplex of Y . Then, fY ◦ ρY = pY ◦ f˜Y as in
Figure 2.
I(Y ) Y
RI(Y ) Y
ρY
f˜Y
fY
pY
Figure 2. The commutative diagram of intersection complexes
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For a component RI1 of RI(Y ), a component I1 of ρ
−1
Y (RI1) is called a lift of
RI1(Y ). If the number of lifts of RI1 is greater than one, then all the lifts are
isomorphic.
Proposition 3.11. For a component RI1 of RI(Y ), all the lifts of RI1 are iso-
morphic.
Proof. Suppose that there exist two lifts I1 and I2 of RI1. If I1 ∩ I2 is not empty,
then I1 = I2 from the definition of an intersection complex. If I1 ∩ I2 is empty, let
v1 ∈ I1 and v2 ∈ I2 be vertices whose images under the canonical quotient map
ρY are the same. Then f˜Y (v1) and f˜Y (v2) are maximal product subcomplexes
of Y whose images under pY are the same and there exists a non-trivial element
g ∈ π1(Y ) such that g.f˜Y (v1) = f˜Y (v2). It means that g.I1 ∩ I2 is non-empty so
that g.I1 = I2. Therefore, any two lifts of RI1 are isomorphic. 
Even though RI(Y ) is obtained from I(Y ) by the action of π1(Y ) on Y , the
relation between I(Y ) and RI(Y ) is quite different from the relation between Y
and Y . First, the canonical quotient map ρY : I(Y ) → RI(Y ) may not be a
combinatorial local isometry since |I(Y )| is locally infinite in general. Second,
|I(Y )| may not be contractible though Y and even f˜Y (I(Y )) are contractible. In
the next section, we see why these phenomena happen by looking at the way how
I(Y ) and RI(Y ) are deduced from Y and how I(Y ) is obtained from RI(Y ) via
the action of π1(Y ) when Y is either S(Λ) or D2(Γ).
3.2. Geometric Realization of RI(Y ). Assume that RI(Y ) is connected. We
construct two geometric objects fromRI(Y ) both of which are related to fY (RI(Y )):
one is S(RI(Y )) and the other one is |RI|(Y ).
Let S(RI(Y )) be a square complex which is obtained from the disjoint union
of maximal product subcomplexes of Y corresponding to vertices in RI(Y ) by
identifying the standard product subcomplexes corresponding to simplices. Then
there exists an immersion S(RI(Y ))→ Y such that the image is fY (RI(Y )) and the
restriction of the immersion on each maximal product subcomplex is an isometry.
The following facts tell us that the relation between RI(Y ) and S(RI(Y )) is the
same as the relation between RI(Y ) and Y :
(1) a lift I1 of RI(Y ) can be obtained from the universal cover of S(RI(Y ));
(2) π1(S(RI(Y ))) can be considered as a subgroup of π1(Y ); under the action
of π1(Y )y I(Y ) given in Theorem 3.9, the stabilizer of I1 is isomorphic to
π1(S(RI(Y ))) and RI(Y ) is the quotient of I1 by π1(S(RI(Y ))).
The action of π1(S(RI(Y )))y I1 gives rise to a complex of groups structure on
RI(Y ) and I1. A complex of groups which is induced from the action of a group
on a simply connected polyhedral complex is said to be developable ; in this case,
the simply connected polyhedral complex which the group acts on is said to be the
development of the developable complex of groups. The development associated
with a developable complex of groups is analogous to the universal covering tree
associated with a graph of groups in Bass-Serre theory (We refer to Section III.C
in [4], or [35] for more about the theory of complexes of groups).
There is a natural way to make RI(Y ) be a complex of groups by looking at Y :
To each simplex △ of RI(Y ), the fundamental group of the standard product sub-
complex of Y corresponding to △ is assigned and denoted by G△; monomorphisms
between assigned groups are induced from inclusions between standard product
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subcomplexes of S(RI(Y )) corresponding to simplices. In summary, from a com-
pact weakly special square complex Y , we obtain special polyhedral complexes I(Y )
and RI(Y ) which have labels on simplices; from these labels, I(Y ) and RI(Y ) can
be considered as complexes of groups such that the assigned groups are deduced
from the labels.
If the fundamental group of RI(Y ) (considered as a complex of groups) is isomor-
phic to π1(S(RI(Y ))), then RI(Y ) is a developable complex of groups and I1 is the
development. To obtain the fundamental group of RI(Y ) (considered as a complex
of groups), we need to find a geometric realization ofRI(Y ). A geometric realization
|RI|(Y ) of RI(Y ) is a topological space obtained from S(RI(Y )) by perturbing or
modifying the maximal product subcomplexes up to homotopy equivalence (if we
need) such that |RI|(Y ) satisfies the following condition: Two vertices in RI(Y ) are
joined by an edge if and only if their corresponding maximal product subcomplexes
of |RI|(Y ) intersect. Then the fundamental group of RI(Y ) is the fundamental
group of |RI|(Y ).
Suppose that every standard product subcomplexK of Y has a product structure
Γ1 × Γ2 such that Γi is a planar graph. Let Γ
f
i be the topological object obtained
from Γi by attaching a disk D
2 to each boundary cycle of Γi and let K
f be the
product Γf1 ×Γ
f
2 . Note that K
f is contractible. While constructing S(RI(Y )) from
maximal product subcomplexes of Y , replace each maximal product subcomplexM
byMf and let Sf (RI(Y )) be the resulting topological object. Then the calculation
of π1(RI(Y )) is related to the relation between |RI(Y )| and Sf (RI(Y ))
Let V (RI(Y )) be the collection of vertices of RI(Y ). For each maximal product
subcomplex M ⊂ S(RI(Y )), choose one point vM ∈ Mf ⊂ Sf (RI(Y )) and let
ψ(0) : V (RI(Y )) → Sf (RI(Y )) be the map sending the vertex uM ∈ V (RI(Y ))
corresponding to M to vM . For two maximal product subcomplexes M1,M2 ⊂
S(RI(Y )), if two vertices uM1 ,uM2 ∈ RI(Y ) are joined by an edge E, consider
a path in Mf1 ∪ M
f
2 joining vM1 and vM2 such that if this path intersects K
f
△,
then △ should be uM1 , uM2 or E where K△ ⊂ S(RI(Y )) is the standard product
subcomplex corresponding to a simplex △ ⊂ RI(Y ). Using these paths, the map
ψ(0) extends to a map ψ(1) : |RI(Y )|(1) → Sf (RI(Y )) where |RI(Y )|(1) is the
1-skeleton of |RI(Y )|. The map ψ(1) canonically extends to a continuous map
ψ : |RI(Y )| → Sf (RI(Y )). If the map ψ is a homotopy equivalence, then all the
information to obtain the fundamental group of RI(Y ) is encoded in the structure
of S(RI(Y )).
Criterion 3.12. If every standard product subcomplex of Y is isometric to the
product of two planar graphs and the map ψ : |RI(Y )| → Sf (RI(Y )) defined
as above is a homotopy equivalence, then the fundamental group of |RI|(Y ) is
isomorphic to the fundamental group of S(RI(Y )). In this case, the fundamental
group of RI(Y ) considered as a complex of groups is isomorphic to π1(S(RI(Y )))
and a lift of RI(Y ) is simply connected.
In general, Sf (RI(Y )) may not be homotopy equivalent to |RI(Y )| so that
S(RI(Y )) may not be homotopy equivalent to |RI|(Y ). For example, if Y is
RI(S(Λ)), then Sf (RI(S(Λ))) is always contractible (in particular, simply con-
nected). On the other hand, if Out(A(Λ)) is finite, then |RI(S(Λ))| is not simply
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connected. This phenomenon happens due to the existence of a canonical base
point in S(Λ) which every standard product subcomplex contains.
For a simplex △ of I(Y ), let K△ be the standard product subcomplex of Y
corresponding to △. Under the action of G = π1(Y ) y I1, the stabilizer G△ of
△ is isomorphic to π1(pY (K△)) which is a join group. (Recall that a join group is
a group isomorphic to Fn × Fm (n,m ≥ 1) where Fk is the free group of rank k.)
The observation below Theorem 3.7 gives a special relation between G△ and G△′
where △′ is a face of △.
For a finitely generated non-trivial free group A1, if A2 is a free factor of A1,
then we say that A2 is contained in A1 under the free factor inclusion , denoted by
A2 ≤f A1 (A2 is allowed to be A1 or {id}, the trivial group). For a join group
A1 × B1, if A2 ≤f A1 and B2 ≤f B1, then we say that A2 × B2 is contained in
A1×B1 under the pairwise free factor inclusion , denoted by A2×B2 ≤p A1×B1.
And we say that A2 ×B2 is a free factor subgroup of A1 ×B1 if A2 is a free factor
of exactly one of A1, B1 and B2 is a free factor of the other one, i.e. A2 × B2 is
contained in exactly one of A1 × B1 and B1 × A1 under the pairwise free factor
inclusion.
Remark 3.13. The notion of ‘pairwise free factor inclusion’ distinguishes A × B
from B × A. However, the notion of ‘free factor subgroup’ does not. So, we say
that A1 × B1 is pairwise isomorphic to A2 × B2 if and only if A1 is isomorphic to
A2 and B1 is isomorphic to B2.
For a simplex △ of I(Y ), the group G△ is the stabilizer of the standard product
subcomplex K△ in Gy Y . From this fact, we deduce that the groups assigned to
simplices of I(Y ) satisfy the following properties:
(1) For any face △1 of a simplex △ ⊂ I(Y ), G△ is a free factor subgroup of
G△1 .
(2) For two simplices △1,△2 ⊂ I(Y ), suppose that △1 6⊂ △2 and △2 6⊂ △1. If
G△1 ∩ G△2 is a join group, then △1 and △2 span a simplex △ such that
G△ is G△1 ∩G△2 .
(3) Suppose that △,△′ ⊂ I(Y ) are two distinct maximal simplices and their
intersection contains a simplex △′′. Then, G△′′ properly contains G△ and
G△′ as free factor subgroups.
(4) For a simplex △ ⊂ I(Y ), let g1, g2 be two non-commututative elements in
A△ (or B△). Then, neither (g1, g2) nor (g2, g1) is in G△′ for any simplex
△′ ⊂ I(Y ).
(5) Suppose that ∩iG△i is not trivial for simplices △i ⊂ I(Y ). Then, the
union of △i’s is connected and contained in the 1-neighborhood of a vertex
(Proposition 3.6).
From these properties of the groups assigned to simplices of I(Y ), we define a class
of complexes of groups, called complexes of join groups , which includes I(Y ).
Definition 3.14. Let |X | be a (connected) polyhedral complex whose cells are
simplices such that for any simplex △ of |X |, the combinatorial map △ →֒ |X |
is injective, i.e. no faces of a simplex are identified. After assigning a join group
G△ ∼= A△ × B△ to each (open) simplex △ of |X |, if the above 5 properties hold,
then the underlying complex |X | with the groups assigned to simplices is called
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a complex of join groups and denoted by X . The group assigned to a simplex is
called the assigned group of the simplex.
For each simplex △ of RI(Y ), let K△ be the standard product subcomplex of
Y corresponding to △. If we assign π1(K△) to each simplex △, then RI(Y ) (with
monomorphisms induced from inclusions) becomes a complex of join groups.
For an n-simplex △n of a complex of join groups X , a chain ch(△n) of△n is the
sequence (△n, · · · ,△0) where△i is a codimension-1 face of△i+1 for i = 0, · · · , n−1.
In particular, a maximal chain is a chain of a maximal simplex of X . For any
chain ch(△n), the sequence (G△n , · · · , G△0) of the corresponding assigned groups
is called the assigned group sequence associated with ch(△n).
Consider the collection Pch(△n) of the assigned groups of simplices in ch(△
n).
From the condition 4 for Definition 3.14, the coordinates of each assigned group
in Pch(△n) are suitably chosen (if we need) so that the assigned group sequence
associated with ch(△n) is (A△n ×B△n , · · · , A△0 ×B△0) where A△i+1 ×B△i+1 ≤p
A△i × B△i for i = 0, · · ·n − 1; for details, see the proof of Lemma 3.15. Then,
Pch(△n) forms a poset under the pairwise free factor inclusion. This means that if
we fix the coordinates of an assigned group in Pch(△n), then the coordinates of all
the other assigned groups in Pch(△n) are suitably chosen so that the pairwise free
factor inclusion is well-defined in Pch(△n). (In this poset, even when A△i ×B△i =
A△i+1 ×B△i+1 , we distinguish these join groups in Pch(△n).) Then, for a maximal
simplex △, the collection P△ of the assigned groups of all the faces of △ forms
a poset under the pairwise free factor inclusion by fixing the coordinates of the
assigned group of △.
For a vertex u in X , let N1(u) be the 1-neighborhood of u in X . The union
PN1(u) of all the assigned groups of simplices in N1(u) is also a poset under the
pairwise free factor inclusion.
Lemma 3.15. PN1(u) is a poset under the pairwise free factor inclusion.
Proof. Suppose that u′ is a vertex adjacent to u and there are two maximal sim-
plices △ and △′ containing both u and u′. Let Gu be the assigned group of u
with the coordinates Au × Bu. From the coordinates of Gu, the coordinates of
G△ and G△′ are fixed as G△ = A△ × B△ and G△′ = A△′ × B△′ such that
A△ × B△, A△′ × B△′ ≤p Au × Bu. In particular, A△ ∩ B△′ and B△ ∩ A△′ are
trivial.
From A△ × B△, the coordinates of Gu′ are fixed as Au′ × Bu′ such that A△ ×
B△ ≤p Au′ × Bu′ . We only need to show that A△′ × B△′ ≤p Au′ × Bu′ . Let
us assume that A△′ ≤f Bu′ and B△′ ≤f Au′ . Choose any non-trivial elements
a ∈ A△ ≤ Au ∩ Au′ and b ∈ B△′ ≤ Bu ∩ Au′ . Since A△ ∩ B△′ is trivial, a and b
are non-commutative in Au′ . However, (a, b) ∈ Gu. It is a contradiction due to the
condition 4 for Definition 3.14. Therefore, A△′ ≤f Au′ and B△′ ≤f Bu′ so that
A△′ ×B△′ ≤p Au′ ×Bu′ . 
Definition 3.16 (The (pairwise) free factor inclusion relation). Suppose that there
exist two sequences a = (An, · · · , A0) and b = (Bn, · · · , B0) of finitely generated
non-trivial free groups such that Ai+1 ≤f Ai and Bi+1 ≤f Bi for i = 0, · · · , n− 1.
We say that a and b have the same free factor inclusion relation if
(1) the rank of Ai is 1 if and only if the rank of Bi is also 1, and
(2) Ai+1 = Ai if and only if Bi+1 = Bi.
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Suppose that there exist two sequences A = (An × Bn, · · · , A0 × B0) and B =
(A′n × B
′
n, · · · , A
′
0 × B
′
0) of join groups such that Ai+1 × Bi+1 ≤p Ai × Bi and
A′i+1 × B
′
i+1 ≤p A
′
i × B
′
i for i = 0, · · · , n − 1. We say that A and B have the
same pairwise free factor inclusion relation if (An, · · · , A0) and (A′n, · · · , A
′
0) have
the same free factor inclusion relation and so do (Bn, · · · , B0) and (B
′
n, · · · , B
′
0).
By the observation below Theorem 3.7, the isometry |Φ| induced in Theorem 3.7
preserves the pairwise free factor inclusion relation.
Lemma 3.17. For two compact weakly special square complexes Y1, Y2, suppose
that Y1 and Y2 are quasi-isometric. Let |Φ| : |I(Y1)| → |I(Y2)| be the isometry
obtained in Theorem 3.7. For any vertex v ∈ I(Y1), |Φ| induces the bijection
between PN1(v) and PN1(|Φ|(v)) such that it preserves the length of chain and the
pairwise free factor inclusion relation.
Given two complexes of join groupsX1, X2, suppose that there is a combinatorial
map |Φ| : |X1| → |X2|. Recall that there are three kinds of join groups: quasi-
isometric to Z × Z, Z × F and F × F′. A morphism Φ : X1 → X2 is defined as
follows:
(1) Φ preserves the quasi-isometric type of the assigned group, i.e. G△ and
GΦ(△) are quasi-isometric for any simplex △ of X1.
(2) For each vertex u ∈ X1, Φ induces a map ΦN1(u) from PN1(u) to PN1(Φ(u))
preserving the poset structure and the pairwise free factor inclusion relation.
A morphism Φ : X1 → X2 is said to be injective if |Φ| : |X1| → |X2| is injective. If
the inverse map Φ−1 is also a morphism, Φ is said to be an isomorphism and X1
and X2 are said to be isomorphic.
Let us look at the condition (2) in detail. For a chain ch(△n) = (△n, · · · ,△0)
of an n-simplex △n of X1, the images of △i under Φ also form a chain of Φ(△n)
denoted by Φ(ch(△n)), i.e. Φ(ch(△n)) = (Φ(△n), · · · ,Φ(△0)). Then the assigned
group sequences associated with ch(△n) and Φ(ch(△n)) have the same pairwise
free factor inclusion relation.
From now on, I(Y ) and RI(Y ) will be considered as complexes of join groups.
Then the combinatorial maps obtained in Section 3.1 become morphisms between
complexes of join groups.
Theorem 3.18 (cf . Theorem 3.7). Let φ : Y → Y ′ be a (λ, ε)-quasi-isometry.
Then, φ induces an isomorphism Φ : I(Y )→ I(Y ′).
Proof. By Lemma 3.17, φ induces an isomorphism Φ : I(Y ) → I(Y ′) such that
|Φ| : |I(Y )| → |I(Y ′)| is the isometry obtained in Theorem 3.7. 
Theorem 3.19 (cf . Theorem 3.9). The induced action of G on I(Y ) in Theorem
3.9 is by isomorphisms. Moreover, the canonical quotient map ρY : I(Y )→ RI(Y )
is a morphism.
Proof. The induced action of G on I(Y ) preserves the labels of simplices so that
the action is by isomorphisms on I(Y ). Moreover, |ρY | is also a combinatorial
map which preserves the labels of simplices so that |ρY | induces a morphism ρY :
I(Y )→ RI(Y ). 
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4. The cases of RAAGs and graph 2-braid groups
Both S(Λ) for a triangle-free graph Λ and D2(Γ) for a cactus Γ satisfy the
following property:
(∗) Every standard product subcomplex of Y is isometric to the product of two
planar graphs.
If a compact weakly special square complex satisfies the property (∗), then it is
easily seen whether S(RI(Y )) and |RI|(Y ) are homotopy equivalent or not by
using Criterion 3.12. In this section, based on Criterion 3.12, we mainly see the
following questions:
(1) When will RI(S(Λ)) and RI(D2(Γ)) become developable complexes of
groups?
(2) How can a lift of RI(Y ) in I(Y ) be explicitly constructed from RI(Y ) when
Y is either S(Λ) or D2(Γ)?
Before we move on, we first see the case that |RI(Y )| is quite simple.
Lemma 4.1. Let Y be a compact weakly special square complex satisfying the prop-
erty (∗). Let R be a component of RI(Y ) and I a lift of R in I(Y ). If |R| is
contractible, then R becomes a developable complex of groups whose fundamental
group is isomorphic to π1(S(R)). In particular, I is the development of R.
Proof. If |R| is contractible, then Sf (R) is contractible so that Sf (R) is homo-
topy equivalent to |R|. Therefore, by Criterion 3.12, R can be considered as the
developable complex of groups decomposition of π1(S(R)). 
Let Y be a compact weakly special square complex which is the union of two
weakly special square subcomplexes Y1, Y2 such that Y1 ∩ Y2 is a maximal product
subcomplex M of Y . Then RI(Y ) is the union of RI(Y1) and RI(Y2) such that
RI(Y1)∩RI(Y2) is the vertex uM in RI(Y ) corresponding to M . In particular, uM
is a separating vertex in RI(Y ) and it induces separating vertices in I(Y ).
Lemma 4.2. Suppose that Y , Yi, M and uM are given as above. Then, any vertex
of I(Y ) whose image under ρY : I(Y )→ RI(Y ) is uM is a separating vertex.
Proof. Let Y and Yi be the universal covers of Y and Yi, respectively. Then Y is
constructed from Y1 and Y2 as follows:
(1) Start from Y1
(0)
= Y1. Along each lift M1 of M in Y1, attach a copy of Y2
by identifying a lift ofM in Y2 withM1. Let Y
(1)
be the resulting complex.
(2) Along each lift M2 of M in Y
(1)
\ Y1
(0)
, attach a copy of Y1 by identifying
a lift of M in Y1 with M2. Let Y
(2)
be the resulting complex.
(3) Construct Y
(n)
, inductively, by attaching copies of Yi to Y
(n−1)
where i is
1 if n is even, and 2 if n is odd.
(4) Then Y is isometric to the direct limit of Y
(n)
.
From the construction of Y , it is easily seen that a lift I of RI(Y ) in I(Y ) is
constructed from a lift I1 of RI(Y1) and a lift I2 of RI(Y2). In particular, any
vertex of I corresponding to the maximal product subcomplex of Y whose image
under pY is M is a separating vertex. 
From now on, any graphs are assumed to be simple.
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4.1. (Reduced) Intersection Complexes of RAAGs. For a triangle-free graph
Λ, the vertices in RI(S(Λ)) correspond to the maximal join subgraphs of Λ and
(k + 1) vertices span a k-simplex whenever the intersection of the corresponding
(k+1) maximal join subgraphs contains the closure of an edge; for convenience, we
assume that each simplex △ ⊂ RI(S(Λ)) is labelled by the defining join subgraph
Λ△ ≤ Λ of the standard product subcomplex K△ of S(Λ) corresponding to △.
Since S(Λ) has a canonical base point, we can make RI(S(Λ)) be a complex of join
groups using the labels of simplices; for each simplex △ ⊂ RI(S(Λ)), the assigned
group G△ is the subgroup of A(Λ) generated by the label of △.
Throughout this subsection, Λ is assumed to be a triangle-free graph. Addi-
tionally, Λ is assumed to be neither a vertex nor a complete bipartite graph since
both RI(S(Λ)) and I(X(Λ)) are empty sets or vertices. We will mainly investigate
properties of RI(S(Λ)) like connected-ness or the relation between RI(S(Λ)) and
I(X(Λ)).
Lemma 4.3. |RI(S(Λ))| is a simplicial complex, i.e. it has no multi-simplices.
Proof. Suppose that there are two edges E1, E2 of RI(S(Λ)) joining two vertices
u1,u2 ∈ RI(S(Λ)). Suppose that ui and Ei are labelled by Λui and ΛEi , respec-
tively, for i = 1, 2. Since vertices in ΛE1 ∪ΛE2 are contained in Λu1 which is a join
subgraph, vertices in ΛE1 ∪ΛE2 span a join subgraph Λ
′ which is contained in Λu1 .
Similarly, Λ′ is also contained in Λu2 . It means that u1 and u2 are actually joined
by an edge whose label contains Λ′. Therefore, there is no multi-edge in RI(Y )
and, for the same reason, there is no multi-simplex. 
Proposition 4.4. |RI(S(Λ))| is connected.
Proof. Let u and u′ be two distinct vertices in RI(S(Λ)) labelled by join subgraphs
Λu and Λu′ of Λ, respectively. If Λu and Λu′ have an edge of Λ in common,
then u and u′ are connected by an edge. Otherwise, there exists a geodesic path
(v0, v1, · · · , vn) in Λ(1) from Λu to Λu′ where v0 ∈ Λu and vn ∈ Λu′ . (It is possible
that n = 0 if Λu∩Λu′ consists of vertices.) For i = 0, · · · , n, there exists a maximal
join subgraph Λi containing St(vi). Then the vertices in RI(Λ) labelled by Λi and
Λi+1 are connected by an edge of RI(S(Λ)) for i = 0, · · · , n−1 since the intersection
of Λi and Λi+1 contains the edge (vi, vi+1) of Λ. Moreover, u and the vertex in
RI(Λ) labelled by Λ0 are also connected by an edge of RI(S(Λ)) since both Λu
and Λ0 contain an edge of Λ. Similarly, u
′ and the vertex in RI(Λ) labelled by
Λn are also connected by an edge since both Λu′ and Λn contain an edge of Λ.
This implies that u and u′ are in the same component of RI(S(Λ)). Therefore,
RI(S(Λ)) is connected. 
Lemma 4.5. Suppose that Λ contains an induced n-cycle (v0, · · · , vn−1, v0) (n >
3), i.e. if min{|i − j|, n − |i − j|} is > 1, then vi and vj are not adjacent. Then
there is an induced n-cycle in |RI(S(Λ))|.
Proof. Let (v0, · · · , vn−1, v0) be an induced n-cycle in Λ. Let Λi be a maximal join
subgraph containing St(vi). Note that Λi and Λi+1 are not equal since Λi contains
vi−1 but Λi+1 does not (we consider indices mod n). If vi and vj are not adjacent,
then Λi and Λj are not equal since Λi does not contain vj but Λj does. So, the
vertices ui labelled by Λi form a loop of length n in |RI(S(Λ))|.
Let’s see the intersection of Λi and Λj . If vi and vj are adjacent, the intersection
contains at least one edge joining vi and vj . Otherwise, Λi ∩ Λj cannot contain an
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edge since Λ is triangle-free. Therefore, the cycle (u0, · · · ,un−1,u0) in |RI(S(Λ))|
is an induced n-cycle. 
From the fact that RI(S(Λ)) is connected, we can show that I(X(Λ)) is con-
nected. Before proving this fact, we need the following lemma.
Lemma 4.6. For any path c = (u1, · · · ,un) in RI(S(Λ)) and for any vertex x
in X(Λ), there exists a unique path c = (v1, · · · ,vn) in I(X(Λ)) satisfying the
following:
(1) The image of vi under ρS(Λ) : I(X(Λ))→ RI(S(Λ)) is ui;
(2) The maximal product subcomplex of X(Λ) corresponding to vi contains x.
Proof. Let Mi be the maximal product subcomplex of S(Λ) corresponding to ui
for i = 1, · · · , n. Then there exists a unique lift M i ⊂ X(Λ) of Mi containing
x for each i. Let vi be the vertex in I(X(Λ)) corresponding to M i. Then the
path (v1, · · · ,vn) in I(X(Λ)) satisfies (1) and (2). Since such M i’s are unique,
(v1, · · · ,vn) is the unique path satisfying the conditions. 
Proposition 4.7. |I(X(Λ))| is connected.
Proof. Let v and v′ be two distinct vertices of I(X(Λ)). We will show that there
exists a path in I(X(Λ)) joining v and v′. Let Mv and Mv′ be the maximal
product subcomplexes of X(Λ) corresponding to v and v′, respectively. If Mv and
Mv′ have a standard product subcomplex in common, then v and v
′ are connected
by an edge of I(X(Λ)).
Suppose thatMv∩Mv′ does not contain a standard product subcomplex. Since
X(Λ) is connected, there exists a geodesic path (x0, x1, · · · , xm) in X(Λ)(1) from
Mv to Mv′ where x0 ∈Mv and xm ∈Mv′ . (It is possible that m = 0 if Mv ∩Mv′
is not empty.) Each edge between xj and xj+1 corresponds to a vertex vj in Λ for
j = 0, · · · ,m− 1. Let Λj be a maximal join subgraph of Λ containing St(vj), M j
the maximal product subcomplex ofX(Λ) with defining graph Λj which contains xj
and vj the vertex in I(X(Λ)) corresponding to M j . Since RI(S(Λ)) is connected,
there exists a path c1 in RI(S(Λ)) from ρS(Λ)(v) to ρ(v0). Since Mv and Mv0
contain x0 ∈ X(Λ), by Lemma 4.6, there exists a path c1 in I(X(Λ)) from v to
v0. Similarly, there exists a path c2 in RI(S(Λ)) from ρS(Λ)(vm−1) to ρS(Λ)(v
′).
Since Mvm−1 and Mv′ contain xm ∈ X(Λ), there exists a path c2 in I(X(Λ)) from
vm−1 to v
′. For each j ∈ {0, · · · ,m− 1}, there exists a path tj in RI(S(Λ)) from
ρS(Λ)(vj) to ρS(Λ)(vj+1) and by Lemma 4.6, there exists a path tj in I(X(Λ)) from
vj to vj+1 since Mvj and Mvj+1 contain xj+1. Therefore, v and v
′ are joined by
the concatenation of c1, tj ’s and c2. 
By Lemma 4.1, we know that if |RI(S(Λ))| is contractible, then |I(X(Λ))| is
simply connected. Using Lemma 4.6, we obtain a partial converse.
Proposition 4.8. If |I(X(Λ))| is simply connected, then |RI(S(Λ))| is also simply
connected.
Proof. Suppose that |RI(S(Λ))| is not simply connected. Then there exists a non-
trivial loop l in RI(S(Λ)). Let l be the loop in |I(X(Λ))| obtained in Lemma 4.6
such that ρS(Λ)(l) = l. Then there exists a disk D in the 2-skeleton |I(X(Λ))|
(2) of
|I(X(Λ))| such that D is the union of 2-simplices of |I(X(Λ))| and the boundary of
D is l; this means that ρS(Λ)(D) is an immersed disk in |RI(S(Λ))| whose boundary
30 SANGROK OH
is l so that l is a trivial loop, a contradiction. Therefore, |RI(S(Λ))| is simply
connected. 
For each vertex x ∈ X(Λ), consider all the maximal product subcomplexes of
X(Λ) containing x and the vertices in I(X(Λ)) corresponding to these maximal
product subcomplexes. Let Rx ⊂ I(X(Λ)) be the subcomplex induced from the
corresponding vertices. Then the restriction ρS(Λ)|Rx of ρS(Λ) on Rx induces an
isometry |ρS(Λ)|Rx | : |Rx| → |RI(S(Λ))| and ρS(Λ)|Rx preserves the labels of sim-
plices. In particular, I(X(Λ)) is covered by {Rx | x ∈ X(Λ)}.
Let us see when Rx ∩Ry is non-empty and how Rx ∩Ry looks like. If RI(S(Λ))
consists of one vertex, then I(X(Λ)) also consists of one vertex and Rx = Ry for
any vertices x, y ∈ X(Λ). If RI(S(Λ)) consists of one k-simplex (k > 0), Rx = Ry
if and only if x and y are contained in a standard product subcomplex of X(Λ)
whose defining graph is the label of the k-simplex. If RI(S(Λ)) is not a simplex,
for two vertices x and y in X(Λ), y ∈ f˜S(Λ)(Rx) if and only if x and y are contained
in a standard product subcomplex containing both x and y; Rx ∩ Ry is the sub-
complex of I(X(Λ)) spanned by the vertices corresponding to the maximal product
subcomplexes containing both x and y.
The covering {Rx} of I(X(Λ)) is related to the join length metric on A(Λ). The
join length ||g||J of g ∈ A(Λ) is the minimum l such that g can be written as the
product of l elements in
∐
Λ′∈J (Λ)A(Λ
′) where J (Λ) is the collection of all the
maximal join subgraphs of Λ (the identity id of A(Λ) has join length 0). The join
length induces a metric dJ on A(Λ).
Since |I(X(Λ))| is a finite dimensional simplicial complex, |I(X(Λ))| can be
considered as a metric space endowed with the path metric by considering that
each edge has lengh 1 and each simplex is a Euclidean regular simplex. Then
|I(X(Λ))| is a kind of geometric realization of (A(Λ), dJ ).
Theorem 4.9. Consider |I(X(Λ))| as a metric space endowed with the usual path
metric as above. Then |I(X(Λ))| is quasi-isometric to (A(Λ), dJ ).
Proof. Note that vertices of X(Λ) correspond to elements of A(Λ). For two vertices
x, y ∈ X(Λ), Rx∩Ry 6= ∅ if and only if x and y are in a standard product subcomplex
of X(Λ) if and only if dJ (x, y) = 1. 
The definition of the join length is similar to the definition of the star length. The
star length ||g||∗ of g ∈ A(Λ) is the word length with respect to the generating set∐
v∈Λ < St(v) >. In [28], Kim and Koberda showed that A(Λ) with the metric d∗
induced from the star length is quasi-isometric to the extension graph of A(Λ) which
is a quasi-tree. Moreover, they showed that A(Λ) is weakly hyperbolic relative to
{< St(v) > | v ∈ Λ}. Let N be the maximal number of vertices in maximal join
subgraphs of Λ. Then ||g||J ≤ ||g||∗ ≤ N ||g||J . So, (A(Λ), dJ ) is quasi-isometric to
(A(Λ), d∗). Therefore, we immediately obtain the following result.
Corollary 4.10. |I(X(Λ))| is a quasi-tree. In particular, A(Λ) is weakly hyperbolic
relative to {A(Λ′) | Λ′ ∈ J (Λ)}.
Suppose that Rx ∩ Ry is non-empty. If x and y are contained in a standard
geodesic in X(Λ), by Proposition 3.6, Rx ∩Ry is contained in the 1-neighborhood
of a vertex in I(X(Λ)). If x and y are not contained in a standard geodesic but
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contained in a standard product subcomplex, then there is a standard product
subcomplexK containing both x and y such that any standard product subcomplex
containing both x and y contains K; in this case, Rx ∩ Ry is the simplex △ of
I(X(Λ)) such that the standard product subcomplex corresponding to △ contains
K. From the relation between Rx ∩ Ry and the union of subcomplexes of X(Λ)
corresponding to simplices of Rx∩Ry , the reason why |I(X(Λ))| is a quasi-tree can
be shown geometrically.
Lemma 4.11. Suppose that RI(S(Λ)) has diameter ≥ 2. Let v be a vertex in Λ
of valency > 1 and v a vertex in I(X(Λ)) whose label contains St(v). Then the
1-neighborhood of v in I(X(Λ)) separates I(X(Λ)).
Proof. Let Mv be the maximal product subcomplex of X(Λ) corresponding to v.
Choose a standard geodesic l in Mv labelled by v and any edge e in l. Then Mv
contains the parallel set P(l). Let he be the hyperplane dual to e. Then he separates
X(Λ) into two components X1 and X2. For a vertex x in X1 and a vertex y in X2,
any combinatorial path in X(Λ)(1) joining x to y should pass through he. Then
our claim is the following:
Claim. There are a vertex in Rx and a vertex in Ry such that these two vertices
are separated in I(X(Λ)) by the 1-neighborhood of v.
Suppose that there exists a sequence (Rx = Rx0 , Rx1 , · · · , Rxn = Ry) of copies
of RI(S(Λ)) in I(X(Λ)) such that the intersection of Rxi and Rxi+1 is non-empty,
i.e. xi and xi+1 are contained in a standard product subcomplex of X(Λ). Since
x0 is in X1 and xn is in X2, there exists i such that xi is in X1 but xi+1 is in X2.
Let K ⊂ X(Λ) be a standard product subcomplex containing xi and xi+1. Then K
should contain a standard geodesic parallel to l. It means that for each vertex w in
Rxi∩Rxi+1 , the maximal product subcomplex of X(Λ) corresponding to w contains
a standard geodesic parallel to l. As in the proof of Proposition 3.6, the distance
between w and v is at most 1. So, Rxi ∩ Rxi+1 is contained the 1-neighborhood
of v. Since RI(S(Λ)) has diameter ≥ 2, we can choose a vertex v1 in Rx0 \ St(v)
and a vertex v2 in Rxn \ St(v). Then, any combinatorial path in ∪Rxi from v1 to
v2 should pass through the 1-neighborhood of v. Note that for any combinatorial
path from v1 to v2, we can find a sequence (Rx = Rx0 , Rx1 , · · · , Rxn = Ry) such
that the intersection of Rxi and Rxi+1 is non-empty. Therefore, the 1-neighborhood
of v separates I(X(Λ)). 
The set of vertices in I(X(Λ)) whose labels contain the closed stars of vertices of
Λ are 1-dense in the following sense: any vertex in I(X(Λ)) is either such a vertex
or adjacent to such a vertex. By combining this fact with the above lemma, the
fact that |I(X(Λ))| is a quasi-tree is proved by Manning’s bottleneck criterion which
characterizes quasi-trees [36].
For the remaining part of this subsection, RI(S(Λ)) and I(X(Λ)) are considered
as complexes of join groups using labels of simplices (as we note in the beginning of
this subsection). Let us see the relation between RI(S(Λ)) and I(X(Λ)) using the
assigned groups. For a simplex △ ⊂ RI(S(Λ)), let G△ be the assigned group of △.
Let A(Λ)(i) be the subset of A(Λ) whose elements have join length i such that A(Λ)
(as a set) is the direct limit of A(Λ)(i). From RI(S(Λ)), I(X(Λ)) is constructed as
the following three steps:
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(1) Start fromR = RI(S(Λ)). LetR be the copy ofRI(S(Λ)) correspondig to the
identity of A(Λ) and let gR be the copy of RI(S(Λ)) corresponding to g ∈ A(Λ)(1).
Let △g be the simplex of gR corresponding to the simplex △ ⊂ RI(S(Λ)) such
that the assigned group is the conjugation (G△)
g of G△. We can think that △g
is labelled by the left coset gG△ of G△. With the left action of G on G, then,
(G△)
g is the stabilizer of gG△ in A(Λ). From R and gR’s for g ∈ A(Λ)
(1), we
can obtain a complex of join groups by identifying simplices which have the same
assigned groups, i.e. for g, h ∈ {id} ∪ A(Λ)(1), if g−1h is contained in G△, then,
the simplex △g of gR and the simplex △h of hR are identified. Let R
(1) be the
resulting complex of join groups.
(2) As above, consider the copies of RI(S(Λ)) such that these copies correspond
to elements of A(Λ)(2). For g ∈ A(Λ)(2), we define gR, △g as above such that the
assigned group of△g is (G△)g. Then a new complex of join groups R(2) is obtained
from R(1) and gR’s for g ∈ A(Λ)(2) by identifying simplices which have the same
assigned groups.
(3) Inductively, for g ∈ A(Λ)(i), we define gR, △g and the assigned group (G△)g.
Then R(i) is constructed from R(i−1) and gR’s for g ∈ A(Λ)(i), and there is a canon-
ical morphism ρ
(i)
S(Λ) : R
(i) → RI(S(Λ)). The direct limit of R(i) is I(X(Λ)) and
the induced morphism ρS(Λ) : I(X(Λ))→ RI(S(Λ)) is the canonical quotient map
obtained in Theorem 3.19.
For a vertex u ∈ RI(S(Λ)), if u is not a separating vertex and the assigned
group Gu of u is contained in the group generated by Gui ’s for all the vertices ui
adjacent to u, then u is said to be a type-1 vertex . Otherwise, u is said to be
a type-2 vertex . If u is type-2, then there is an element a ∈ S for the standard
generating set S of A(Λ) such that Gu is the only assigned group which contains
a. For any vertex v in I(X(Λ)), v is said to be a type-i vertex if ρS(Λ)(v) is type-i.
Note that if v ∈ I(X(Λ)) is type-2, then any g ∈ Gv is decomposed as g = g1 · · · gn
where gi is contained in Gv ∩Gvi for a vertex vi adjacent to v.
Lemma 4.12. Let v be a vertex in I(X(Λ)). If v is type-1, then v is not a
separating vertex. Otherwise, v is a separating vertex.
Proof. Let v be a vertex in I(X(Λ)). If the image of v under ρS(Λ) is a separating
vertex in RI(S(Λ)), then RI(S(Λ)) consists of two parts RI1 and RI2 such that
their intersection is ρS(Λ)(v). Let S1 and S2 be the unions of standard product
subcomplexes of S(Λ) corresponding to simplices of RI1 and RI2, respectively;
S(Λ) is the union of S1 and S2 and the intersection of S1 and S2 is the maximal
product subcomplex of RI(S(Λ)) corresponding to ρS(Λ)(v). Hence, by Lemma
4.2, v is a separating vertex in I(X(Λ)).
Suppose that the image of v under ρS(Λ) is not a separating vertex in RI(S(Λ)).
Since A(Λ) correspond to vertices inX(Λ), without loss of generality, we can assume
R to be the copy of RI(S(Λ)) corresponding to the identity element in A(Λ) and
v to be a vertex in R. Suppose that there is an element a ∈ S such that a makes v
type-2. Then Gv is the only assigned group of a simplex of I(X(Λ)) containing a
and the intersection of R and aR is v. If v is not a separating vertex in I(X(Λ)),
then there exists a sequence R = g0R, g1R, · · · , gnR = aR such that the intersection
of giR and gi+1R is non-empty but not equal to v. It means that gigi+1 is contained
in the assigned group of a vertex in RI(S(Λ)) which is not ρS(Λ)(v). However, it is
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a contradiction by the definition of type-2 vertices since a is the concatenation of
such gigi+1’s. Hence, v is a seperating vertex of I(X(Λ)).
Suppose that v ∈ R ⊂ I(X(Λ)) is type-2. From the definition of type-2 vertices,
g ∈ Gv is decomposed as g = g1 · · · gn where gi is contained in Gv ∩ Gvi for a
vertex vi adjacent to v; R∩ giR contains at least one edge which contains v. Then
g1 · · · gk+1R ∩ g1 · · · gkR contains an edge for k = 1, · · · , n− 1. Therefore, v is not
a seperating vertex of I(X(Λ)). 
Since S(Λ) contains a canonical base point, Sf (RI(S(Λ))) is always contractible.
To make a developable complex of groups related to RI(S(Λ)), we need to modify
RI(S(Λ)) by adding a cone point which corresponds to the canonical base point
of S(Λ). More precisely, let C(RI(S(Λ))) be a cone on RI(S(Λ)); to added sim-
plices, we assign the trivial group. Obviously, |C(RI(S(Λ)))| is contractible so
that it is homotopy equivalent to Sf (RI(S(Λ))). By Lemma 4.1, C(RI(S(Λ))) can
be considered as a developable complex of groups and the fundamental group of
C(RI(S(Λ))) is isomorphic to A(Λ).
4.2. (Reduced) Intersection Complex of RI(D2(Γ)). For a graph Γ, every
standard product subcomplex of D2(Γ) is the product of two disjoint standard
subgraphs of Γ. If Γ has no pair of disjoint cycles, then D2(Γ) has no standard
product subcomplex, i.e. RI(D2(Γ)) is an empty set. Thus, Γ is assumed to have
at least one pair of disjoint cycles.
The action of the permutation group S2 on D2(Γ) by switching coordinates in-
duces the action of S2 on RI(D2(Γ)) by isomorphisms. For a vertex u ∈ RI(D2(Γ))
labelled by Γ1 × Γ2, the switched vertex of u is the vertex in RI(D2(Γ)) labelled
by Γ2×Γ1 and denoted by us. Sometimes, u and us are in the same component of
RI(D2(Γ)), but sometimes not. Suppose that a component C of RI(D2(Γ)) con-
tains both a vertex u and its switched vertex us. Let w be another vertex of C and
p a path in C(1) joining u to w. Then the switched vertices of p induces the path ps
in C(1) from us to ws. It means that ws is contained in C so that for any vertex in
C, its switched vertex is also contained in C; this kind of component of RI(D2(Γ))
is called an M -component . If C is not an M-component, then there exists a compo-
nent Cs whose vertex set is the collection of us’s for all vertices u ∈ C; in this case,
C and Cs are called S -components and Cs is the switched component of C. For
example, RI(D2(Γ3)) in Figure 3 consists of one M-component and RI(D2(ΓV )) in
Figure 4 consists of six S-components.
In this subsection, Γ is additionally assumed to be a cactus; every standard
subgraph of Γ is represented by a subset of the collection C of all the boundary cycles
of Γ (see the paragraph below Lemma 2.15). As a consequence, every standard
product subcomplex of D2(Γ) (or the label of a simplex of either RI(D2(Γ)) or
I(D2(Γ))) is represented by the product of two disjoint subsets of C.
The collection of labels of all the simplices of RI(D2(Γ)) is a poset under the
following inclusion relation: A1×B1 ⊂ A2×B2 if and only if A1 ⊂ A2 and B1 ⊂ B2
where Ai ×Bi is the label of a simplex of RI(D2(Γ)) for i = 1, 2 (in particular, Ai
and Bi are disjoint subsets of C). Using this inclusion relation, we show that the
existence of an M-component in RI(D2(Γ)) can be detected from Γ.
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a1
a2a3
{a1} × {a2, a3}
{a1, a3} × {a2}
{a3} × {a1, a2}
{a2, a3} × {a1}
{a2} × {a2, a3}
{a1, a2} × {a3}
Figure 3. Γ3 and RI(D2(Γ3)).
a3a1
a2
a5
a4
{a1} × {a3} {a3} × {a1}
{a2} × {a4} {a4} × {a2}
{a0} × {a5} {a5} × {a0}
Figure 4. ΓV and RI(D2(ΓV )) consisting of six vertices.
Proposition 4.13. Let Γ be a cactus. If there exist three disjoint boundary cycles
in Γ such that any two of three are joined by a path in Γ avoiding the other one,
then RI(D2(Γ)) is connected, i.e. RI(D2(Γ)) consists of one M-component.
Proof. Let a1, a2, a3 be three disjoint boundary cycles in Γ satisfying the assump-
tion. Let u,u1 and u2 be vertices in RI(D2(Γ)) whose labels contain {a1, a3}×{a2},
{a3}×{a1, a2} and {a2, a3}×{a1}, respectively, under the inclusion relation. Then
there is a loop l = (u,u1,u2,u
s,us1,u
s
2,u) in RI(D2(Γ)); for example, there is an
edge E of RI(D2(Γ)) such that the label of E contains {a3} × {a2} and the end-
points of E are u,u1. This implies that the component of RI(D2(Γ)) containing u
is an M-component.
Suppose that there exists another component C of RI(D2(Γ)) except the com-
ponent containing u. Let {bj} ⊂ C be the collection of boundary cycles appeared
in the labels of vertices in C. Then each bj meets ai for i = 1, 2, 3. Moreover, there
are at least two boundary cycles b1 and b2 in {bj} which are disjoint in Γ. Then,
b1 and b2 induces an annulus in R
2 which contains a1, a2, a3. So, there exists a
boundary cycle in this annulus which intersects one of b1, b2, a1, a2 and a3 such
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that the intersection contains at least one edge. It is a contradiction since Γ is a
cactus. Therefore, RI(D2(Γ)) consists of one M-component. 
Given a cactus Γ, let VΓ be the collection of separating vertices in Γ satisfying
the following condition: a seperating vertex v in Γ is contained in VΓ if and only if
v is on a boundary cycle and Γ \ {v} has at least two components whose closures
contain at least one boundary cycle. Then the assumption in Proposition 4.13 is
equivalent to the assumption that there are three vertices in VΓ such that there
is a path from vi to vj avoiding vk for {i, j, k} = {1, 2, 3}. If the assumption in
Proposition 4.13 does not hold in Γ, then for any boundary cycle a, there are at
most two vertices in VΓ contained in a. Using VΓ, we define a core Γc of Γ which
will be used to obtain |RI(D2(Γ))| from Γ.
Definition 4.14 (Core). For a cactus Γ, a minimal subgraph of Γ which contains
VΓ is called a core of Γ and denoted by Γc.
If Γ satisfies the assumption in Proposition 4.13, then Γc contains at least one
boundary cycle which contains at least three vertices in VΓ, or a ‘star’ tree, the tree
with one central vertex of valency k and k vertices of valency 1 (k ≥ 3). Otherwise,
Γc does not contain star trees and boundary cycles; if Γc contains a boundary cycle,
then the boundary cycle contains at most two vertices in VΓ so that Γc is not a
minimal subgraph containing VΓ. In conclusion, Γ does not satisfy the assumption
in Proposition 4.13 if and only if any core of Γ is isometric to a line segment.
If Γc is isometric to a line segment, then VΓ has a total order. Under a fixed total
order in VΓ, let vmax ∈ VΓ be the maximal vertex and vmin ∈ VΓ the minimum
vertex. Among boundary cycles containing vmax, let amax be a boundary cycle
such that amax ∩ VΓ = {vmax}. Similarly, let amin be a boundary cycle such
that amin ∩ VΓ = {vmin}. Then we can see that the failure of the assumtion in
Proposition 4.13 implies that RI(D2(Γ)) consists of two components whose labels
contain {a1} × {a2} and {a2} × {a1}, respectively.
Proposition 4.15. Let Γ be a cactus. If Γ has no three boundary cycles satisfying
the assumption in Proposition 4.13, then RI(D2(Γ)) consists of two S-components
where one component is the switched component of the other component. Moreover,
the underlying complex of each component is a simplex.
Proof. Suppose that D2(Γ) has only two standard product subcomplexes Γ1 × Γ2
and Γ2 × Γ1. In particular, there are no three boundary cycles satisfying the
assumption. In this case, RI(D2(Γ)) consists of two vertices; one is the switched
vertex of the other one.
Suppose that D2(Γ) has at least 4 maximal product subcomplexes but Γ has no
three boundary cycles satisfying the assumption in Proposition 4.13. Let u be a
vertex in RI(D2(Γ)) labelled Γ1 × Γ2. Let Vi be the intersection of VΓ and Γi for
i = 1, 2. Then VΓ is the disjoint union of V1 and V2. (It is obvious that V1 and
V2 are disjoint. Suppose that there is an element v ∈ VΓ \ (V1 ∪ V2). Then any
boundary cycle a containing v is not contained in Γi. If both a∩ Γ1 and a∩Γ2 are
non-empty, then a contains at least three vertices in VΓ. If one of a ∩ Γi is non-
empty, say a∩Γ1 is non-empty, then (a∪Γ1)×Γ2 properly contains Γ1×Γ2. If both
a ∩ Γ1 and a ∩ Γ2 are empty, then Γ1 × Γ2 is not a maximal product subcomplex.)
Since vertices in VΓ are separating, if a vertex in V1 is smaller (bigger, resp.)
than a vertex in V2, then every vertex in V1 is smaller (bigger, resp.) than any
36 SANGROK OH
vertex in V2. Thus, if V1 contains vmax (vmin, resp.), then Γ1 contains amax (amin,
resp.) and V2 contains vmin (vmax, resp.). (If Γ1 did not contain amax, then
amax would meet both Γ1 and Γ2; this is impossible since amax ∩ VΓ = {vmax}.)
So, there are two kinds of vertices in RI(D2(Γ)) such that their labels contain
{amax} × {amin} or {amin} × {amax}. Moreover, there is no vertex u such that
one of the coordinates of the label of u contains both amax and amax. Therefore,
RI(D2(Γ)) consists of two simplices whose labels contain {amax} × {amin} and
{amin} × {amax}, respectively. 
If Γ contains three boundary cycles satisfying the assumption in Proposition
4.13, then it is said to be of type-M . Otherwise, it is said to be of type-S. The
previous proposition says that if Γ is a cactus of type-S, then RI(D2(Γ)) consists
of two isomorphic components. So, whenever a cactus Γ is either of type-M or of
type-S, let RI(D2(Γ)) be a component of RI(D2(Γ)) instead of all the components.
Let us see the geometric structure of |RI(D2(Γ))| for a cactus Γ. Before we see
some examples of cacti, we define a special kind of cubical map (Definition 2.1).
Definition 4.16 ([13],[23]). A cubical map q : X → Y between NPC cube com-
plexes is called a restriction quotient if it is surjective and the point inverse q−1(y)
is a locally convex subcomplex of X for every vertex y ∈ Y .
The original definition of a restriction quotient in [13] and [23] arises from a
cubical map between CAT(0) cube complexes. A cubical map q : X → Y between
NPC cube complexes induces a cubical map q : X → Y between the universal
covers X and Y which are CAT(0) cube complexes. Since q is a restriction quotient
in the sense of Definition 1.4 in [23], the definition of a restriction quotient between
NPC cube complexes is reasonable.
Example 4.17. The graph Γ3 in Figure 3 has three boundary cycles a1, a2, a3 satis-
fying the assumption in Proposition 4.13; Γ3 is a cactus of type-M and RI(D2(Γ3))
is the M-component. There are 6 maximal product subcomplexes of D2(Γ3)
{a2, a3} × {a1}, {a2} × {a1, a3}, {a1, a2} × {a3},
{a1} × {a2, a3}, {a1, a3} × {a2}, {a3} × {a1, a2},
and S(RI(D2(Γ3))) is embedded into D2(Γ3) so that S(RI(D2(Γ3))) is considered
as a subcomplex of D2(Γ3). Let u0, u1 and u2 be vertices in RI(D2(Γ3)) whose
labels are {a2, a3} × {a1}, {a2} × {a1, a3} and {a1, a2} × {a3}, respectively, and
let u3, u4 and u5 be the switched vertices of u0, u1 and u2, respectively. Then
RI(D2(Γ3)) is a hexagon whose vertices are in the following order: u0, · · · ,u5. See
the right in Figure 3.
By Proposition 3.11, any lifts of RI(D2(Γ3)) in I(D2(Γ3)) under the canonical
quotient map ρD2(Γ3) : I(D2(Γ3)) → RI(D2(Γ3)) are isomorphic. Let I1 be a
component of I(D2(Γ3)) and ρ1 : I1 → RI(D2(Γ3)) be the restriction of ρD2(Γ3)
on I1. Let v be a vertex of I1 where ρ1(v) is u4. Then f˜D2(Γ3)(v) is a maximal
product subcomplex of D2(Γ3) which is a lift of {a1, a3} × {a2} ⊂ D2(Γ3). Along
each standard flat in f˜D2(Γ3)(v) which is a lift of {a1} × {a2}, a maximal product
subcomplex of D2(Γ3) which is a lift of {a1} × {a2, a3} ⊂ D2(Γ3) is attached to
f˜D2(Γ3)(v). And along each standard flat in f˜D2(Γ3)(v) which is a lift of {a3}×{a2},
a maximal product subcomplex of D2(Γ3) which is a lift of {a3}×{a1, a2} ⊂ D2(Γ3)
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is attached to f˜D2(Γ3)(v). Thus, for v ∈ I1, there are infinitely many edges attached
to v such that the other endpoint of each edge is labelled by {a1} × {a2, a3} or
{a3} × {a1, a2} as the left in Figure 5, i.e. the image of the other endpoint of each
edge under ρ1 is u3 or u5.
{a1} × {a2, a3}
{a1, a3} × {a2}
{a3} × {a1, a2}
Figure 5. I(D2(Γ3)) and RI(D2(Γ3))
Let VΓ3 = {xa1 , xa2 , xa3} where xai is on ai for i = 1, 2, 3. Let
y0 = (xa2 , xa1), y1 = (xa2 , xa3), y2 = (xa1 , xa3),
y3 = (xa1 , xa2), y4 = (xa3 , xa2), y5 = (xa3 , xa1)
be vertices in D2(Γ3). Note that yj ∈ fD2(Γ3)(uj) ∩ fD2(Γ3)(uj+1) for the index
mod 6. Let λj be a locally geodesic path in D2(Γ3) from yj to yj+1 in fD2(Γ3)(vj)
for j = 0, · · · , 5. Let λ be the concatenation of λ0, · · · , λ5. Then [λ] is non-trivial
in PB2(Γ3).
Let us see why [λ] is non-trivial. Let (Γ3)c be a core of Γ3. In this case,
(Γ3)c is isometric to a star tree with the central vertex of valency 3. Then λ is
contained in D2((Γ3)c) which is embedded into S(RI(D2(Γ3))). Moreover, the map
q : S(RI(D2(Γ3))) → D2((Γ3)c) obtained by contracting each standard product
subcomplex K of S(RI(D2(Γ3))) to the corresponding subcomplex K ∩D2((Γ3)c)
of D2((Γ3)c) is a restriction quotient. Note that the restriction quotient q induces a
homotopy equivalence between Sf (RI(D2(Γ3))) and D2((Γ3)c). Under the map q,
the loop λ maps to a loop in D2((Γ3)c) which represents a generator of PB2((Γ3)c)
obtained in Example 2.14. Therefore, [λ] ∈ PB2(Γ3) is non-trivial.
It is easily seen that D2((Γ3)c) is homotopy equivalent to |RI(D2(Γ3))|. This
deduces that |RI(D2(Γ3))| and Sf (RI(D2(Γ3))) are homotopy equivalent with a
homotopy equivalence as in Criterion 3.12. Therefore, RI(D2(Γ3)) is a developable
complex of groups decomposition of π1(S(RI(D2(Γ3)))). Indeed, RI(D2(Γ3)) is a
graph of groups and I1 is the Bass-Serre tree associated with RI(D2(Γ3)).
By mimicking the process in the previous example, we can show that if Γ is a
cactus of type-M, then |RI(D2(Γ))| is non-simply connected.
Proposition 4.18. Let Γ be a cactus of type-M. Then |RI(D2(Γ))| is non-simply
connected.
Proof. For a core Γc of Γ, D2(Γc) is embedded into D2(Γ). Since Γ is a cactus of
type-M, Γc is not isometric to a line segment. In particular, D2(Γc) is non-simply
connected.
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The label of each simplex of RI(D2(Γ)) corresponds to a ‘certain’ product sub-
complex A1 ×A2 of D2(Γc) which satisfies the following:
(1) If Ai is a single vertex, then it is an element in VΓ; in this case, A1 ×A2 is
indeed an 1-dimensional product subcomplex of D2(Γc).
(2) Otherwise, Ai is a subgraph of Γc whose valency 1 vertices (if exist) are in
VΓ.
The union of these product subcomplexes of D2(Γc) is homotopy equivalent to
D2(Γ
′
c) where Γ
′
c is the graph obtained from Γc by eliminating valency 2 vertices
which are not in VΓ; D2(Γc) is obviously homotopy equivalent to D2(Γ
′
c).
Moreover,D2(Γ
′
c) is homotopy equivalent to |RI(D2(Γ))|; vertices of |RI(D2(Γ))|
are blowed up to ‘certain’ product subcomplexes of D2(Γ
′
c) and a finite number of
‘certain’ product subcomplexes intersect if and only if the corresponding vertices
in |RI(D2(Γ))| span a simplex. Therefore, |RI(D2(Γ))| is homotopy equivalent to
D2(Γc) so that it is non-simply connected. 
Example 4.19. Let ΓL be the graph which has n boundary cycles a1, · · · , an and
n− 1 edges such that ai and ai+1 are joined by a unique edge for i = 1, · · · , n− 1.
Then ΓL is a cactus of type-S and RI(D2(ΓL)) consists of two (n − 1)-simplices
whose labels are {a1} × {an} and {an} × {a1}. Let S be the component of
RI(D2(ΓL)) whose maximal simplex is labelled by {a1} × {an}. Then the ver-
tices ui of S are labelled by {a1, · · · , ai} × {ai+1, · · · , an}.
If Γ is a cactus of type-S, by Proposition 4.15, |RI(D2(Γ))| is a simplex so that
it is contractible. The contractibility of RI(D2(Γ)) for the cactus Γ of type-S is
also deduced from a similar process done in the proof of Proposition 4.18 since Γc
is isometric to a line segment.
Now, let us see which characteristics RI(D2(Γ)) has when it is considered as
a complex of join groups. In the previous subsection, RI(S(Λ)) is a complex of
join groups whose assigned groups are considered as subgroups of A(Λ) since S(Λ)
has a canonical base point. This phenomenon leads RI(S(Λ)) not to be a devel-
opable complex of groups in general. Contrast to S(Λ), for any graph Γ, D2(Γ)
has no canonical base point so that the assigned groups may not be represented by
subgroups of PB2(Γ). Instead, if Γ is a cactus, then RI(D2(Γ)) always becomes
a developable complex of groups and the fundamental group of RI(D2(Γ)) (con-
sidered as a complex of groups) is isomorphic to π1(S(RI(D2(Γ)))) which is, for
convenience, denoted by SPB2(Γ).
Theorem 4.20. Let Γ be a cactus. Then RI(D2(Γ)) can be considered as the
developable complex of groups decomposition of SPB2(Γ).
Proof. Since Γ is a cactus, every standard product subcomplex of D2(Γ) is the
product of planar graphs. So, we only need to show that the map ψ : |RI(D2(Γ))| →
Sf (RI(D2(Γ))) defined in Criterion 3.12 is a homotopy equivalence.
Suppose that Γ is a cactus of type-S. By Proposition 4.15, |RI(D2(Γ))| is con-
tractible so that Sf (RI(D2(Γ))) is also contractible. In particular, |RI(D2(Γ))| is
homotopy equivalent to Sf (RI(D2(Γ))).
Suppose that Γ is a cactus of type-M. Let Γc and Γ
′
c be the trees obtained in the
proof of Proposition 4.18. Then there is a restriction quotient q : S(RI(D2(Γ)))→
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D2(Γc) which contracts every standard product subcomplex K ⊂ S(RI(D2(Γ))) to
the corresponding product subcomplex K ∩D2(Γc) ⊂ D2(Γc). From this map, we
see that D2(Γc) is homotopy equivalent to Sf (RI(D2(Γ))).
In the proof of Proposition 4.18, we showed that D2(Γc) is homotopy equiv-
alent to |RI(D2(Γ))|. By combining two homotopy equivalences, we can deduce
that |RI(D2(Γ))| is homotopy equivalent to Sf (RI(D2(Γ))) with the homotopy
equivalence which is homotopic to the map ψ in Criterion 3.12. 
Corollary 4.21. Let Γ be a cactus. Then a lift I1 of RI(D2(Γ)) in I(D2(Γ)) is
the development of RI(D2(Γ)). In particular, |I1| is simply connected.
Figure 6. Γ4 and Γ
′
4.
Example 4.22. Let Γ4 be the left graph in Figure 6; a cactus of type-M which is
the union of four boundary cycles a1, · · · , a4 and a star tree with the central vertex
of valency 4. The figure of RI(D2(Γ4)) is given in Figure 7.
Under the action of SPB2(Γ4) on S(D2(Γ4)), RI(D2(Γ4)) is the graph of groups
decomposition of SPB2(Γ4) such that S(D2(Γ4)) is the geometric realization of
RI(D2(Γ4)).
Example 4.23. Let Γ′4 be the right graph of Figure 6; a cactus of type-M which
has four boundary cycles a1, · · · , a4 and six edges e1, · · · , e4. The right of Figure 8
is RI(D2(Γ
′
4)).
As the previous example, RI(D2(Γ
′
4)) is the developable complex of groups
decomposition of SPB2(Γ
′
4) such that S(D2(Γ
′
4)) is the geometric realization of
RI(D2(Γ
′
4)).
As we see in examples, the relation between I(D2(Γ)) and RI(D2(Γ)) is a little
bit different from the relation between I(X(Λ)) and RI(S(Λ)). If a cactus Γ is
of type-I, then there exists a non-trivial loop in RI(D2(Γ)) such that its lift in
I(D2(Γ)) is homeomorphic to R. In particular, I(D2(Γ)) is not the union of copies
of RI(D2(Γ)). We conjecture that for any cactus Γ, |RI(D2(Γ))| is non-contractible
but |I(D2(Γ))| is contractible.
If Γ is not a cactus or even not a planar graph, then the situation becomes
more complicated even when we determine whether RI(D2(Γ)) contains an M-
component. This is why, in this paper, we only deal with cacti when we talk about
graph 2-braid groups.
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{a1, a2, a3} × {a4}
{a2} × {a1, a3, a4}
{a1, a2, a4} × {a3}
{a1} × {a2, a3, a4}
{a3} × {a1, a2, a4}
{a2, a3, a4} × {a1}
{a4} × {a1, a2, a3}
{a1, a3, a4} × {a2}
Figure 7. RI(D2(Γ4)).
5. Construction of quasi-isometries
For a compact weakly special square complex Y , each simplex of I(Y ) and RI(Y )
has two kinds of information: a label, the standard product subcomplex of Y corre-
sponding to the simplex (Definition 3.5 and 3.8), and an assigned group (Definition
3.14). When Y is especially either S(Λ) for a triangle-free graph or D2(Γ) for a
cactus Γ, these kinds of information give us the explicit way to describe the relation
between I(Y ) and RI(Y ). Using this relation, in this section, we will see when an
isomorphism I(Y1) → I(Y2) induces a quasi-isometry Y1 → Y2 for such compact
weakly special square complexes Yi.
5.1. Applications to 2-dimensional RAAGs. Two well-known facts about quasi-
isometric rigidity of RAAGs are following: One is from the result in [38] that it
suffices to consider RAAGs whose defining graphs are connected in order to classify
all RAAGs up to quasi-isometry. More precisely,
Theorem 5.1 ([38],[21]). Suppose that φ : X(Λ) → X(Λ′) is a (λ, ε)-quasi-
isometry. Then there exists D = D(λ, ε) > 0 such that for any connected component
Λ1 of Λ which is not a single vertex and a standard subcomplex K1 of X(Λ) whose
defining graph is Λ1, there is a unique connected component Λ
′
1 of Λ
′ and a standard
subcomplex K ′1 of X(Λ
′) whose defining graph is Λ′1 such that dH(φ(K1),K
′
1) < D.
The other one is from Theorem 2.12 (Corollary 1.4 in [22]) that if X(Λ) and
X(Λ′) are quasi-isometric, then they have the same dimension. Hence, given a 2-
dimensional RAAG A(Λ), it suffices to only consider 2-dimensional RAAGs in order
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{a1, a2} × {a3, a4} {a1} × {a2, a3, a4}
{a1, a2, a4} × {a3}
{a2} × {a1, a3, a4}
{a1, a2, a3} × {a4}
Figure 8. RI(D2(Γ
′
4)).
to find RAAGs quasi-isometric to A(Λ). In this subsection, graphs are assumed to
be triangle-free and they are denoted by Λ, Λ′, Λ∗ and Λi.
By Theorem 3.18, if X(Λ) and X(Λ′) are quasi-isometric, then I(X(Λ)) and
I(X(Λ)) are isomorphic. With some restrictions on defining graphs, an isomor-
phism between I(X(Λ)) and I(X(Λ′)) induces a quasi-isometry between X(Λ) and
X(Λ′). The first example is the collection of right-angled tree groups, RAAGs
whose defining graphs are trees. Let P4 be a line graph with 4 vertices labelled by
a, b, c, d in this order so that
A(P4) =< a, b, c, d | [a, b] = [b, c] = [c, d] = 1 > .
Then RI(S(P4)) consists of an edge E where < b > × < c > is assigned to E and
< b > × < a, c > and < b, d > × < c > are assigned to two endpoints of E, re-
spectively. In particular, two vertices are type-2. Since |RI(S(P4))| is contractible,
by Lemma 4.1, I(X(P4)) is the Bass-Serre tree associated with RI(S(P4)), hence,
|I(X(P4))| is a locally infinite tree of infinite diameter.
Lemma 5.2. Let Λ be a tree of diameter ≥ 3. Then I(X(Λ)) is isomorphic to
I(X(P4)).
Proof. Since Λ is a tree, any vertex in RI(S(Λ)) is labelled by v ◦ Lk(v) where
v ∈ Λ has valency ≥ 2; each vertex in RI(S(Λ)) corresponds to a vertex in Λ whose
valency is ≥ 2. The vertices in RI(S(Λ)) labelled by v ◦ Lk(v) and w ◦ Lk(w) are
joined by an edge if v and w are adjacent in Λ. So, |RI(S(Λ))| is isometric to the
subgraph of Λ obtained by removing valency 1 vertices in Λ and, in particular, it
is contractible. Then RI(S(Λ)) is a complex of join groups such that:
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(1) |RI(S(Λ))| is a tree of finite diameter.
(2) The assigned group of each vertex is isomorphic to the product of Z and a
finitely generated non-abelian free group F, and the assigned group of each
edge is isomorphic to Z× Z.
(3) For two endpoints v1 and v2 of each edge E, if Gv1 is pairwise isomorphic
to Z × F, then Gv2 is pairwise isomorphic to F
′ × Z and vice-versa. And
GE is contained in Gvi under the pairwise free factor inclusion.
In the paragraph above this lemma, we showed that |I(X(P4))| is a locally infinite
tree of infinite diameter. Since |RI(S(Λ))| is a tree, by Lemma 4.1, |I(X(Λ))| is also
a locally infinite tree of infinite diameter. Both I(X(Λ)) and I(X(P4)) have a kind
of bipartite structure; for a vertex v whose assigned group is pairwise isomorphic
to Z× F, the assigned groups of the vertices adjacent to v are pairwise isomorphic
to F× Z and vice-versa. Therefore, I(X(P4)) is isomorphic to I(X(Λ)). 
Theorem 5.3 (cf .[9]). Let Λ be a tree of diameter ≥ 3. For a triangle-free graph
Λ′, I(X(Λ)) is isomorphic to I(X(Λ′)) if and only if Λ′ is a tree of diameter ≥ 3.
Proof. Suppose that Λ′ is a tree. By Lemma 5.2, if Λ′ has diameter ≥ 3, then
I(X(Λ)) is isomorphic to I(X(Λ′)). If Λ′ is a tree of diameter < 3, then |I(X(Λ′))|
is just a vertex so that I(X(Λ)) is not isomorphic to I(X(Λ′)).
Suppose that Λ′ has an induced n-cycle (n > 3). If n = 4, then I(X(Λ′)) has a
vertex whose assigned group is isomorphic to F × F′. Since the assigned group of
every vertex in I(X(Λ)) is isomorphic to Z× F, I(X(Λ)) cannot be isomorphic to
I(X(Λ′)). If n ≥ 5, by Lemma 4.5, |RI(Λ′)| has an induced n-cycle and so does
|I(X(Λ′))|. In particular, I(X(Λ′)) is not isomorphic to I(X(Λ′)). 
In [9], the authors studied about the quasi-isometric rigidity in a class of graphs
of groups. Their main result can be reformulated in our language as follows:
Theorem 5.4 ([9]). Let Xi be a graph of groups for i = 1, 2 such that
(1) The assigned group Gv of each vertex v is isomorphic to the product of Z
and a finitely generated non-abelian free group F, and the assigned group
GE of each edge E is isomorphic to Z× Z.
(2) (Flipping) For two endpoints v1 and v2 of each edge E, let Gv1 = Z×F and
Gv2 = Z× F
′. Then the image of the embedding GE →֒ Gvi is a free factor
subgroup of Gvi such that if Z×{0} ⊂ GE is mapped to Z×{id} ⊂ Gv1 , then
Z × {0} ⊂ GE is mapped to the product of {0} ≤ Z and a cyclic subgroup
of F generated by one of generators of F and vice-versa where 0 denotes the
identity in Z, id denotes the identity in F or F′.
Then, the fundamental groups of X1 and X2 (considered as graph of groups) are
quasi-isometric.
If Λ is a tree of diameter ≥ 3, then RI(S(Λ)) is a graph of groups decomposition
of A(Λ) by Lemma 4.1 so that the fundamental group of RI(S(Λ)) (considered
as a graph of groups) is isomorphic to A(Λ). And RI(S(Λ)) satisfies the condi-
tions in Theorem 5.4. Therefore, if Λ and Λ′ are trees of diameter ≥ 3, not only
I(X(Λ)) and I(X(Λ′)) are isomorphic, but also A(Λ) and A(Λ′) are quasi-isometric.
The second example is the collection of RAAGs whose outer automorphism
groups are finite. By the results in [44],[33], Out(A(Λ)) is generated by the fol-
lowing four types of elements with respect to the standard generating set of A(Λ):
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(1) Graph automorphisms of Λ,
(2) Inversions: vi 7→ v
−1
i with fixing all other generators of A(Λ),
(3) Transvections: w 7→ wv with fixing all other generators of A(Λ) if lk(w) ⊂
St(v) for vertices v, w ∈ Λ,
(4) Partial conjugations: Suppose that Λ \ St(v) is disconnected and C is one
of its components. Then w 7→ vwv−1 for vertices w ∈ C with fixing all
other generators.
In particular, Out(A(Λ)) is finite if it does not have transvections and partial conju-
gations, i.e. Λ has no closed separating stars and there are no two distinct vertices
v, w ∈ Λ such that lk(w) ⊂ St(v).
Suppose that Out(A(Λ)) has no transvections. Then the star St(v) of any vertex
v ∈ Λ is a maximal join subgraph of Λ. It means that there is an embedding
ι : Λ → |RI(S(Λ))|(1) which sends each vertex v ∈ Λ to a vertex of RI(S(Λ))
labelled by St(v). In particular, the image of Λ in |RI(S(Λ))| is the subcomplex
spanned by vertices whose assigned groups are isomorphic to Z×F. Let ι(Λ) be the
subcomplex of RI(S(Λ)) where each vertex v ∈ Λ is labelled by St(v) ⊂ Λ; |ι(Λ)|
is isometric to Λ. For any vertex whose assigned group is isomorphic to F×F′, it is
adjacent to one of vertices in |Λ|. Let ι(Λ) be a lift of ι(Λ) in I(X(Λ)). As I(X(Λ))
is covered by {Ri} where Ri is a copy of RI(S(Λ)) such that ρS(Λ)(Ri) = RI(S(Λ))
(see the paragraph below Proposition 4.8), ι(Λ) is covered by {ι(Λ)i} where ι(Λ)i
is a copy of ι(Λ) contained in Ri such that ρS(Λ)(ι(Λ)i) = ι(Λ). In this case, the
situation in Lemma 4.11 can be stated more specifically.
Lemma 5.5. Suppose that Λ and {Ri} are given as above. Let R1, R2 be copies
of RI(S(Λ)) in {Ri} such that R1 ∩ R2 is not empty. Then there exists a vertex
v in I(X(Λ)) whose label is St(v) for some vertex v ∈ Λ such that R1 and R2 are
separated in I(X(Λ)) by the 1-neighborhood of v.
Proof. Let R1 and R2 be the copies of RI(S(Λ)) in I(X(Λ)) corresponding to
vertices x and y in X(Λ), respectively. If x and y are contained in a standard
geodesic l labelled by a vertex v ∈ Λ, by Lemma 4.11, R1 and R2 are separated
in I(X(Λ)) by the 1-neighborhood of v ∈ I(X(Λ)) where the maximal product
subcomplex Mv of X(Λ) corresponding to v contains the parallel set P(l). By the
condition of Λ, Mv = P(l) and v is labelled by St(v).
If x and y are contained in a standard product subcomplex of X(Λ), let K be the
minimal standard product subcomplex containing x and y. Let △ be the maximal
simplex of I(X(Λ)) corresponding to K. By the condition of Λ, at least one of
vertices in △ is labelled by the star of a vertex w in Λ. By Lemma 4.11, Rx and
Ry are separated in I(X(Λ)) by the closed star of a vertex w ∈ I(X(Λ)) labelled
by St(w). 
The above lemma implies that if ι(Λ)1 ∩ ι(Λ)2 is non-empty, then it is contained
in the 1-neighborhood of a vertex in ι(Λ)1∩ι(Λ)2. So, the 1-neighborhood separates
ι(Λ)1 and ι(Λ)2 in ι(Λ). Using reduced intersection complexes, the result in [21] is
proved if Λ is triangle-free.
Theorem 5.6. Let Λ and Λ∗ be triangle-free graphs such that Out(A(Λ)) and
Out(A(Λ∗)) are finite. Suppose that Λ and Λ∗ are not isometric. Then RI(S(Λ))
and RI(S(Λ∗)) are not isomorphic. Moreover, I(X(Λ)) and I(X(Λ∗)) are also not
isomorphic.
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Proof. Suppose that there is an isomorphism Φ : RI(S(Λ)) → RI(S(Λ∗)). Let
ι : Λ → |RI(S(Λ))| and ι∗ : Λ∗ → |RI(S(Λ∗))| be the embeddings given as before.
For convinience, let ι(Λ) and ι∗(Λ∗) be subcomplexes of RI(S(Λ)) and RI(S(Λ∗)),
respectively. Then the image of ι(Λ) ⊂ RI(S(Λ)) under Φ is in ι∗(Λ∗) ⊂ RI(S(Λ∗))
since Φ preserves the quasi-isometric type of vertices. Since Φ is an isomorphism,
the image of ι(Λ) under Φ is ι∗(Λ∗) so that Λ and Λ∗ are isometric, a contradiction.
Suppose that there is an isomorphism Φ : I(X(Λ))→ I(X(Λ′)). Then Φ should
send a lift ι(Λ) of ι(Λ) in I(X(Λ)) to a lift ι∗(Λ∗) of ι∗(Λ∗) in I(X(Λ∗)). As before,
let {ι(Λ)i} ({ι∗(Λ∗)i}, resp.) be the cover of ι(Λ) (ι∗(Λ∗), resp.) such that
ρS(Λ)(ι(Λ)i) = ι(Λ) (ρS(Λ∗)(ι∗(Λ∗)i) = ι∗(Λ∗), resp.).
For ι(Λ)1 ∈ {ι(Λ)i}, suppose that Φ(ι(Λ)1) is an element in {ι∗(Λ∗)i}. Then
Φ(ι(Λ)1) is covered by finitely many elements ι∗(Λ∗)j in {ι∗(Λ∗)i}. Let ι∗(Λ∗)′j
be Φ(ι(Λ)1) ∩ ι∗(Λ∗)j . If ι∗(Λ∗)′j ∩ ι∗(Λ∗)
′
k is non-empty, then ι∗(Λ∗)j ∩ ι∗(Λ∗)k
is contained in the 1-neighborhood of a vertex v ∈ ι∗(Λ∗)j ∩ ι∗(Λ∗)k such that
the 1-neighborhood of v separates ι∗(Λ∗)j and ι∗(Λ∗)k in ι∗(Λ∗). It means that
Φ(ι(Λ)1) is separated by the intersection of Φ(ι(Λ)1) and the 1-neighborhood of v.
Since Φ(ι(Λ)1) has no closed separating star, it is a contradiction. So, Φ(ι(Λ)1) is a
copy of ι∗(Λ∗) in ι∗(Λ∗); this implies that Λ and Λ∗ are isometric, a contradiction.
Therefore, I(X(Λ)) and I(X(Λ∗)) are not isomorphic. 
Corollary 5.7 (Theorem 1.1 in [21]). Let Λ1 and Λ2 be triangle-free graphs such
that Out(A(Λi)) is finite for i = 1, 2. Then Λ1 and Λ2 are isometric if and only if
A(Λ1) and A(Λ2) are quasi-isometric.
Proof. The forward direction is obvious. If Λ1 and Λ2 are not isometric, by Theorem
5.6, I(X(Λ1)) and I(X(Λ2)) are not isomorphic. By Theorem 3.18, X(Λ1) and
X(Λ2) are not quasi-isometric. 
Using intersection complexes, we can show that adding valency 1 vertices to the
defining graph may change the quasi-isometric type of the RAAG.
Lemma 5.8. If Out(A(Λ)) is finite, then every vertex in RI(S(Λ)) is type-1.
Proof. Since there is no vertex of valency 1 in Λ, it is obvious that for any vertex
u ∈ RI(S(Λ)), Gu is contained in the group generated by Gu′ for all the vertices
u′ adjacent to u.
The vertex in RI(S(Λ)) whose label is St(v) for a vertex v ∈ Λ is not a separating;
this vertex is in ι(Λ) ⊂ RI(S(Λ)) and |ι(Λ)| has no separating vertices. Let u be a
vertex whose assigned group is isomorphic to F×F′. Let {ai}◦{bj} be the label (or
the defining subgraph of the label) of u. Then u is adjacent to the vertices labelled
by St(ai)’s and St(bj)’s. Moreover, these vertices span a complete bipartite graph
in |RI(S(Λ))| which is isometric to {ai} ◦ {bj}. So, u is not a separating vertex.
Therefore, RI(S(Λ)) has no separating vertices. 
Proposition 5.9. Let Λ be a graph with finite Out(A(Λ)). Suppose that Λ′ is
a graph obtained from Λ by adding a vertex v of valency 1. Then I(X(Λ)) and
I(X(Λ′)) are not isomorphic.
Proof. By Lemma 5.8, any vertex of RI(S(Λ)) and I(X(Λ)) is type-1. Consider Λ
as a subgraph of Λ′. Let w ∈ Λ be the vertex adjacent to v. It is easily seen that
RI(S(Λ)) and RI(S(Λ′)) are isomorphic. Let Φ : RI(S(Λ)) → RI(S(Λ′)) be an
QUASI-ISOMETRY INVARIANT OF WEAKLY SPECIAL SQUARE COMPLEXES 45
isomorphism. Though every vertex of RI(S(Λ)) is type-1, the vertex of RI(S(Λ′))
whose label contains w is type-2, i.e. Φ does not preserve the type of vertices.
Let u′ be the vertex in RI(S(Λ′)) whose assigned group contains w. Let v′ be
a vertex in I(X(Λ′)) whose image under Φ is u′. Since u′ is type-2, by Lemma
4.12, v′ is a seperating vertex in I(X(Λ′)). However, by Lemma 4.12, I(X(Λ)) has
no separating vertices since every vertex in I(X(Λ)) is type-1. Therefore, I(X(Λ))
and I(X(Λ′)) are not isomorphic. 
The above proposition means that even though |RI(S(Λ))| and |RI(S(Λ′))| are
isometric, I(X(Λ)) and I(X(Λ′)) may not be isomorphic; RI(S(Λ)) and RI(S(Λ′))
are isomorphic but the types of vertices are not preserved by isomorphism.
The non-existence of isomorphism between RI(S(Λ)) and RI(S(Λ′)) may in-
duce the non-existence of isomorphism between I(X(Λ)) and I(X(Λ′)) even though
|I(X(Λ))| and |I(X(Λ′))| are isometric.
Proposition 5.10. Let Λ be a graph with finite Out(A(Λ)) and v a vertex in Λ.
Let St(v′) be the star tree isometric to St(v) with the center vertex v′. Let Λ′ be the
graph obtained from the disjoint union of Λ and St(v′) by identifying Lk(v) ⊂ Λ
and Lk(v′) ⊂ St(v′). Then |I(X(Λ))| and |I(X(Λ′))| are isometric but I(X(Λ))
and I(X(Λ′)) are not isomorphic.
Proof. It is easily seen that |RI(S(Λ))| and |RI(S(Λ′))| are isometric since there
is an isometry |RI(S(Λ))| → |RI(S(Λ′))| such that a simplex △ ⊂ RI(S(Λ)) maps
to a simplex △′ ⊂ RI(S(Λ′)) where the label of △ is contained in the label of △′.
More precisely,
(1) If the label of a simplex △ ⊂ RI(S(Λ)) does not contain v, then it is the
same as the label of the image of △ in RI(S(Λ′)) under the isometry.
(2) Otherwise, the label of the image of △ is obtained by adding v′ to the label
of △.
However, RI(S(Λ)) and RI(S(Λ′)) are not isomorphic. In RI(S(Λ)), the number
of vertices whose assigned groups are isomorphic to Z×F is the same as the number
of vertices of Λ. In RI(S(Λ′)), however, the number of vertices whose assigned
groups are isomorphic to Z × F is smaller than the number of vertices of Λ′ since
there are no vertices labelled by St(v) and St(v′).
The construction of I(X(Λ)) from RI(S(Λ)) is the same as the construction of
I(X(Λ′)) from RI(S(Λ′)) since the role of v in the construction of I(X(Λ)) and the
role of v and v′ in the construction of I(X(Λ′)) are the same. This implies that
|I(X(Λ))| is isometric to |I(X(Λ′))| and this isometry comes from the isomorphism
RI(S(Λ))→ RI(S(Λ′)).
In RI(S(Λ′)), there exists an embedding Λ into |RI(S(Λ′))| sending v ∈ Λ to
the vertex in |RI(S(Λ′))| whose label contains St(v) as into RI(S(Λ)). Let ι(Λ)′
be the subcomplex of RI(S(Λ′)) spanned by this embedding. If there exists an
isomorphism between I(X(Λ′)) and I(X(Λ)), then, as in the proof of Theorem 5.6,
a lift of ι(Λ)′ in I(X(Λ′)) should be mapped to a lift of ι(Λ) in I(X(Λ)). However,
it is a contradiction since the vertex in I(X(Λ′)) whose label contains v and v′
maps to the vertex in I(X(Λ)) whose label is the star of a vertex of Λ; the quasi-
isometric types of the assigned groups are not preserved. Therefore, I(X(Λ′)) are
not isomorphic to I(X(Λ)). 
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Proposition 5.9 and 5.10 can actually be deduced from the result in [22] that
if Out(A(Λ)) is finite, then A(Λ′) is quasi-isometric to A(Λ) if and only if Λ′ is
obtained from Λ by generalized star extensions.
Lastly, the following fact shows that subgraphs Λi ≤ Λ whose outer autor-
mophism groups are finite can be considered as pieces which quasi-isometries pre-
serve up to finite Hausdorff distance.
Theorem 5.11. Let Λ (Λ′, respectively) be the union of subgraphs Λi (Λ
′
j, respec-
tively) with finite Out(A(Λi)) (Out(A(Λ
′
j)), respectively). Suppose that Λ and Λ
′
satisfy the following two common properties:
(1) The intersection of two of these subgraphs is either a vertex or empty.
(2) There is no sequence which consists of some of these subgraphs such that the
first and last subgraphs are the same and the intersection of two consecutive
subgraphs is a vertex.
Let I (I ′, resp.) be the collection of isometry classes of Λi’s (Λ′j’s, resp.). If I and
I ′ are different, then A(Λ) and A(Λ′) are not quasi-isometric.
Proof. The conditions of Λ implies that |RI(S(Λ))| is obtained from the union of
|RI(S(Λi))|’s such that |RI(S(Λi))|∩|RI(S(Λi′))| is either a separating vertex or an
empty set for i 6= i′. By Lemma 4.2, |I(X(Λ))| is the union of copies of |I(X(Λi))|’s
where the intersection of any two copies is either a separating vertex or an empty
set. Note that each copy of |I(X(Λi))| has no separating vertices. By the same
reason, |I(X(Λ′))| is the union of copies of |I(X(Λ′j))|’s where the intersection of
any two copies is either a separating vertex or an empty set.
Suppose that A(Λ) and A(Λ′) are quasi-isometric. Then there is an isomor-
phism I(X(Λ)) → I(X(Λ′)) and it should send a copy of |I(X(Λi))| to a copy of
|I(X(Λ′j))|. By Corollary 5.7, Λi is isometric to Λ
′
j . Therefore, I is equal to I
′. 
5.2. Applications to Graph 2-braid groups. Suppose that Γ is a cactus with
boundary cyles a1, · · · , an. Then Γ is homotopy equivalent to a bouquet B of n
circles with a homotopy equivalence φ : Γ → B such that each circle in B is the
image of one of the boundary cycles of Γ under φ; label each circle in B by the label
of the corresponding boundary cycle of Γ. Let φ2 = φ× φ : Γ× Γ→ B × B be the
homotopy equivalence between Γ×Γ and B×B induced from φ pairwisely. Note that
B × B is the Salvetti complex of Kn,n where Kn,n is the complete bipartite graph
with two partitions each of whose size is n. The image of S(RI(D2(Γ)))(⊂ Γ× Γ)
under φ2 is the union of some standard tori of B × B so that φ2(S(RI(D2(Γ))))
can be considered as a standard subcomplex of S(Kn,n). Let ΛΓ ≤ Kn,n be the
defining graph of φ2(S(RI(D2(Γ)))).
Let us see how ΛΓ is obtained from Γ. Let C = {ai} be the collection of boundary
cycles in Γ. The vertex set of ΛΓ is the disjoint union of C and its copy C′ = {a′i},
and a vertex ai ∈ C and a vertex a′j ∈ C
′ are joined by an edge if there is a label
in RI(D2(Γ)) containing {ai} × {a
′
j}. In particular, if Γ is a cactus of type-S,
then ΛΓ consists of two isometric components as RI(D2(Γ)) does; in this case, for
convenience, ΛΓ denotes one of these components.
It is easily seen that there is an isomorphism RI(D2(Γ))→ RI(S(ΛΓ)) such that
the assigned group of each simplex △ ⊂ RI(D2(Γ)) is isomorphic to the assigned
group of the image of △ in RI(S(ΛΓ)) under this isomorphism. Moreover, if Γ is a
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cactus of type-S, then there is an isomorphism between I(X(ΛΓ)) and a component
of I(D2(Γ)).
Proposition 5.12. Let Γ be a cactus of type-S and ΛΓ the graph obtained from Γ
as above. Then a lift of RI(D2(Γ)) in I(D2(Γ)) is isomorphic to I(X(ΛΓ)).
Proof. By Proposition 4.15, |RI(D2(Γ))| is contractible so that |RI(S(ΛΓ))| is also
contractible. By Lemma 4.1, both RI(D2(Γ)) and RI(S(ΛΓ)) can be considered
as developable complexes of groups. Actually, RI(D2(Γ)) and RI(S(ΛΓ)) are ex-
actly the same developable complexes of groups. Note that a lift of RI(D2(Γ))
in I(D2(Γ)) is the development of RI(D2(Γ)) and I(X(Λ)) is the development of
RI(S(Λ)). Therefore, the proposition holds. 
If Γ is a cactus of type-M, then I(X(ΛΓ)) is not isomorphic to a component of
I(D2(Γ)). On the one hand, the underlying complex of a lift of RI(D2(Γ)) is simply
connected since RI(D2(Γ)) is the developable complex of groups so that its lift is
the development (Corollary 4.21). On the other hand, |I(X(ΛΓ))| is not simply
connected since |RI(S(ΛΓ))| is not simply connected (Proposition 4.8). However,
if a cactus Γ of type-M is in relatively simple cases, then there is an alternative
graph Λ′Γ (not isometric to ΛΓ) such that I(X(Λ
′
Γ)) is isomorphic to a component
of I(D2(Γ)).
Proposition 5.13. Consider the star tree with the central vertex of valency k ≥ 3.
Let Γk be the graph obtained from this star tree by attaching a 3-cycle to each valency
1 vertex; Γ3 and Γ4 are given in Figure 3 and 6, respectively. Then a component
of I(D2(Γk)) is isomorphic to I(X(T )) where T is a tree of diameter ≥ 3.
Proof. Label boundary cycles in Γk by a1, · · · , ak. Then there are 2k vertices in
RI(D2(Γk)); vertices ui ∈ RI(D2(Γk)) labelled by {ai}× ({a1, · · · , ak} \ {ai}) and
vertices usi labelled by ({a1, · · · , ak} \ {ai})×{ai} for i = 1, · · · , k. As in Example
4.17 and 4.22, (k− 1) edges are attached to each ui such that their other endpoints
are usj for j ∈ {1, · · · , k} \ {i}. Since Γk is a cactus of type-M, RI(D2(Γk)) can
be considered as the graph of groups decomposition of SPB2(Γk) by Proposition
4.18 and I(D2(Γk)) becomes the Bass-Serre tree associated with RI(D2(Γk)). In
particular, |I(D2(Γk))| is a locally infinite tree of infinite diameter.
Let T be a tree of diameter ≥ 3. Note that RI(S(T )) and RI(D2(Γk)) are
the usual graph of groups decompositions of A(T ) and SPB2(Γk), respectively,
such that they satisfy the condition in Theorem 5.4. Therefore, I(X(T )) and a
component of I(D2(Γk)) are isomorphic. 
Based on the fact in [38], we can know that S(RI(D2(Γ))) is the main object
when we study the quasi-isometry rigidity of D2(Γ).
Theorem 5.14 ([38]). Let G be any finitely generated group of order at least three.
Then, G ∗G, G ∗ Z, G ∗ Fn are all quasi-isometric.
Proposition 5.15. Suppose that Γ is a cactus. Then PB2(Γ) is quasi-isometric
to the free product of SPB2(Γ) and Z.
Proof. By Theorem 2.16, PB2(Γ) has the group presentation
< g1, · · · , gn, h1, · · · , hm | R1, · · · ,Rk >
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where Ri is the commutator corresponding to a pair of disjoint boundary cycles in
Γ and {gj} is the collection of generators used to present all Ri’s. Then SPB2(Γ)
is the subgroup of PB2(Γ) whose group presentation is
< g1, · · · , gn | R1, · · · ,Rk >
since S(RI(D2(Γ))) is the union of all the maximal product subcomplexes of D2(Γ).
To prove the proposition, we need to show that m is ≥ 1.
For any boundary cycle a in Γ, choose a vertex v ∈ a ∩ VΓ; the valency of v
is ≥ 3. Then the movement corresponding to an Y-exchange on v is not con-
tained in S(RI(D2(Γ))), any conjugation of an Y-exchange on v is not contained in
SPB2(Γ). This means that the rank of the quotient PB2(Γ)/SPB2(Γ) is at least
1. In particular, m is ≥ 1.
In conclusion, PB2(Γ) is the free product of SPB2(Γ) and Fm where m ≥ 1. By
Theorem 5.14, therefore, PB2(Γ) is quasi-isometric to the free product of SPB2(Γ)
and Z. 
Proposition 5.16. Let Γk be the graph in Proposition 5.13. Let T be a tree of
diameter at least 3. Then, PB2(Γk) is quasi-isometric to the free product of A(T )
and Z.
Proof. By Proposition 5.15, PB2(Γk) is quasi-isometric to the free product of
SPB2(Γk) and Z. Since SPB2(Γk) is quasi-isometric to A(T ) by Proposition 5.13,
PB2(Γk) is quasi-isometric to the free product of A(T ) and Z by Theorem 5.14. 
However, there also exists a cactus of type-M whose graph braid group is not
quasi-isometric to any RAAG.
Proposition 5.17. Let Γ′4 be the graph in Example 4.23. Then there exists no
triangle-free graph Λ such that I(X(Λ)) is isomorphic to a component I1 of I(D2(Γ′4)).
In particular, SPB2(Γ
′
4) is not quasi-isometric to any RAAGs.
Proof. Suppose that there exists a triangle-free graph Λ such that I(X(Λ)) is iso-
morphic to I1 with an isomorphism Φ : I1 → I(X(Λ)). Since Γ
′
4 is a cactus of
type-M, by corollary 4.21, |I1| is simply connected. It means that |I(X(Λ))| is
simply connected so that by Proposition 4.8, |RI(S(Λ))| is also simply connected.
Let ρX : I(X(Λ)) → RI(S(Λ)) and ρD : I1 → RI(D2(Γ′4)) be the canoni-
cal quotient morphisms. Let α = (E1,△1, E2,△2) be a sequence of simplices of
RI(D2(Γ
′
4)) where E1 and E2 are labelled by {a1}× {a2} and {a4}× {a3}, respec-
tively, and △1 and △2 are labelled by {a1} × {a3} and {a4} × {a2}, respectively.
Let
α = (· · · , E1,△1, E2,△2, · · · )
be a lift of α in I1 such that ρD(E2k+1) = E1, ρD(E2k) = E2, ρD(△2k+1) = △1
and ρD(△2k) = △2. Let vn = En ∩ △n and wn = △n ∩ En+1. Then vn,wn
are separating vertices in I1 in the following sense: for any maximal edge E ⊂ I1
and any 2-simplex △ ⊂ I1 both of which contain vn (or wn), there is no path
joining the other vertex of E and any other vertex of △ without passing through
vn (or wn). Since Φ(vn),Φ(wn) are separating vertices in I(X(Λ)) which have
this property, ρX(Φ(vn)), ρX(Φ(wn)) are separating vertices in RI(S(Λ)). For if
ρX(Φ(vn)) (or ρX(Φ(wn))) was not a separating vertex in RI(S(Λ)), then Φ(vn)
(or Φ(wn)) would not have the above property from the fact that I(X(Λ)) is covered
by copies of RI(S(Λ)).
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Let α′ = Φ(α) and consider a half α′+ of α
′,
α′+ = (Φ(E1),Φ(△1),Φ(E2),Φ(△2), · · · ).
Then α′+ induces the sequence of seperating vertices in RI(S(Λ)),
(ρX(Φ(v1)), ρX(Φ(w1)), ρX(Φ(v2)), ρX(Φ(w2)), · · · ).
Since |RI(S(Λ))| is finite, there existsm > 0 such that ρX(Φ(vm)) = ρX(Φ(wm)) or
ρX(Φ(vm+1)) = ρX(Φ(wm)). But it is impossible since ρX(Φ(Ei)) and ρX(Φ(△i))
are simplices of RI(S(Λ)) and |RI(S(Λ))| is a simplicial complex. Therefore, there
is no such Λ. 
Let Γ′4,n be the graph obtained from Γ
′
4 as follows: after adding n vertices on
the interior of the edge of Γ′4 not meeting boundary cycles, to each added vertex,
a 3-cycle is attached and the added 3-cycles are labelled by a5, · · · , an+4 (Figure
9). In RI(D2(Γ
′
4,n)), there are eight maximal (n + 2)-simplices and four maximal
edges. The (n+2)-simplices are labelled by {a1}× {a3}, {a1}× {a4}, {a2}× {a3},
{a2} × {a4} and their switched ones; the first four of them share the n-simplex
labelled by {a1, a2} × {a3, a4} and the last four share the n-simplex labelled by
{a3, a4} × {a1, a2}. The maximal edges are labelled by {a1} × {a2}, {a3} × {a4},
{a2} × {a1}, {a4} × {a3}. Indeed, RI(D2(Γ′4,n)) is obtained from RI(D2(Γ
′
4)) by
replacing some simplices: the vertices in RI(D2(Γ
′
4)) labelled by {a1, a2}×{a3, a4}
and {a3, a4} × {a1, a2} are replaced by n-simplices and the maximal simplices of
RI(D2(Γ
′
4)) labelled by {ai}×{aj} or {aj}×{ai} are replaced by (n+2)-simplices
for i ∈ {1, 2}, j ∈ {3, 4}. See Figure 10 for RI(D2(Γ′4,1)). Similarly to how we
prove the previous proposition, we can show that PB2(Γ
′
4,n) is not quasi-isometric
to RAAGs.
Figure 9. Γ′4,n with (n+ 4) boundary cycles.
Corollary 5.18. Let Γ′4,n be given as above. Then there is no triangle-free graph Λ
such that I(X(Λ)) is isomorphic to a component I1 of I(D2(Γ′4,n)). In particular,
SPB2(Γ
′
4,n) is not quasi-isometric to any RAAGs.
Proof. Suppose that there exists a triangle-free graph Λ such that I(X(Λ)) is iso-
morphic to I1 with an isomorphism Φ : I1 → I(X(Λ)). As in Proposition 5.17,
|RI(S(Λ))| is simply connected since Γ′4,n is a cactus of type-M.
Let ρX : I(X(Λ)) → RI(S(Λ)) and ρD : I1 → RI(D2(Γ′4,n)) be the canoni-
cal quotient morphisms. Let α = (E1,△1, E2,△2) be a sequence of simplices of
RI(D2(Γ
′
4,n)) where E1 and E2 are edges labelled by {a1}× {a2} and {a4}× {a3},
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{a1, a2, a5} × {a3, a4}
{a1, a2} × {a3, a4, a5}
{a1} × {a2, a3, a4}
{a1, a2, a4} × {a3}
{a2} × {a1, a3, a4}
{a1, a2, a3} × {a4}
Figure 10. RI(D2(Γ
′
4,1)).
respectively, and △1 and △2 are (n + 2)-simplices labelled by {a1} × {a3} and
{a4} × {a2}, respectively. Let
α = (· · · , E1,△1, E2,△2, · · · )
be a lift of α in I1 such that ρD(E2k+1) = E1, ρD(E2k) = E2, ρD(△2k+1) = △1
and ρD(△2k) = △2. Let vn = En ∩ △n and wn = △n ∩ En+1. Then vn,wn are
separating vertices in I1 in the following sense: for any maximal edge E ⊂ I1 and
any (n + 2)-simplex △ ⊂ I1 both of which contain vn (or wn), there is no path
joining the other vertex of E and any other vertex of △ without passing through
vn (or wn). Since Φ(vn),Φ(wn) should have this property, ρX(Φ(vn)), ρX(Φ(wn))
are separating vertices in RI(S(Λ)). For if ρX(Φ(vn)) (or ρX(Φ(wn))) was not a
separating vertex in RI(S(Λ)), then Φ(vn) (or Φ(wn)) would not have the above
property from the fact that I(X(Λ)) is covered by copies of RI(S(Λ)).
As we did in the proof of Proposition 5.17, from the fact that |RI(S(Λ))| is a
finite simplicial complex, the sequence of seperating vertices in RI(S(Λ)),
(ρX(Φ(v1)), ρX(Φ(w1)), ρX(Φ(v2)), ρX(Φ(w2)), · · · )
yields a contradiction. Therefore, there is no such Λ. 
By combining Proposition 5.16 and Corollary 5.18, Theorem 5.19 is proved.
Theorem 5.19. There are infinitely many cacti whose graph 2-braid groups are
quasi-isometric to RAAGs. There are also infinitely many cacti whose graph 2-
braid groups are NOT quasi-isometric to RAAGs.
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