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Resumen. La robótica actualmente se encuentra presente en multitud de 
escenarios y con aplicaciones diversas, lo cual ha impulsado a los 
investigadores y desarrolladores a buscar sistemas de control genéricos que 
permitan centrar sus esfuerzos en la inteligencia del robot y no en la lógica de 
control, obteniéndose como resultado técnicas de muy diversa índole. 
Actualmente una corriente que sigue tomando fuerza es la que se inspira en los 
sistemas biológicos, y en concreto en el sistema neuronal humano. En este 
trabajo se discute dicha corriente, y a partir de modelos bioinspirados se realiza 
una propuesta de sistema de control basada en sistema neurorreguladores 
humanos. Finalmente se presenta un ejemplo de implementación y se extraen 
las principales conclusiones y futuras líneas de trabajo. 
1   Introducción 
Durante muchos años los robots habían quedado relegados casi exclusivamente a los 
entornos industriales pero, en la actualidad, la tendencia es a salir de estos entornos 
para extenderse sobre todos los ámbitos de la sociedad. Podemos encontrar que la 
robótica ha sido introducida en multitud de escenarios y con aplicaciones muy 
diversas, como por ejemplo: en el ensamblado y fabricación, transporte de mercancías 
pesadas, manipulación de materiales peligrosos, exploración espacial, exploración 
submarina, misiones de localización y rescate de superviviente, desactivación de 
explosivos, ocio y entretenimiento, teleasistencia y cirugía, entre otros muchos [1]. 
Además de realizar tareas concretas, un robot ha de ser capaz de desenvolverse en un 
entorno real plagado de interferencias, desordenado, desconocido, cambiante, lleno de 
tráfico intenso de objetos, vehículos o personas, que a medida que se conoce puede 
modificar la conducta del robot, lo cual aun complica más su desarrollo [2]. 
Precisamente la amplia diversidad de estos escenarios y aplicaciones provoca que 
cada proyecto robótico sea prácticamente exclusivo y particular, según las 
restricciones y características del problema que trata de resolver, y que requiera del 
esfuerzo de equipos multidisciplinares para su desarrollo.  
La implementación de un sistema robótico está caracterizado, además de por su 
estructura física, por la lógica de control y la lógica de aplicación que desarrolla. La 
lógica de control es la responsable de determinar el flujo de ejecución, decidir qué 
tareas han de desarrollarse en cada instante y según la reacción del sistema y del 
entorno que está siendo intervenido, cuáles deberán realizarse en un futuro, de 
mantener el sistema bajo unos parámetros de seguridad razonables y, en general, 
controlar la actividad del robot para alcanzar la misión global del sistema. La lógica 
de aplicación implementa las habilidades del sistema, la funcionalidad, la forma en la 
que el robot va a desplazarse, a realizar un movimiento, a extraer una conclusión 
sobre lo que sus sensores captan del entorno o comúnmente conocido como 
implementar la inteligencia del robot. Debido a la complejidad de un sistema robótico, 
la separación entre ambas lógicas muchas veces no está clara y por ello a lo largo del 
tiempo han ido surgiendo una serie de enfoques y corrientes que permiten caracterizar 
el sistema de control de un robot desde diversos puntos de vista, tales como el 
reactivo, el deliberativo o el basado en comportamientos. Cabe destacar también los 
enfoques etológicos o los inspirados en los seres vivos que, aunque ya hace varios 
años de su aparición, en la actualidad está tomando fuerza por ser una vasta fuente de 
ideas [3].  
En el Departamento de Tecnología Informática y Computación de la Universidad 
de Alicante, desde hace varios años, se estudia el sistema neurorregulador del tracto 
urinario inferior humano. Estos estudios han permitido proponer modelos de control 
que emulan los sistemas neurorreguladores naturales y que, además de poder 
desempeñar la actividad para la cual fueron diseñados, son capaces de enfrentarse con 
éxito a nuevos y desconocidos escenarios para los cuales no fueron en principio 
ideados, permitiendo así la incorporación de nuevo conocimiento al sistema [4][5]. 
En este trabajo se discute la idoneidad de utilizar dichos estudios sobre el 
funcionamiento y organización de sistemas neurorregulados humanos, y en general la 
arquitectura del sistema neurorregulador, para la propuesta de un sistema de control 
genérico para robots, que permita separar la lógica de control de la lógica de 
aplicación, y además proporcione un entorno flexible tanto para cambios producidos 
por reparación del robot, actualización de la misión, etc. como por la incorporación de 
innovaciones tecnológicas o nuevo conocimiento al sistema. Para ello se hace una 
revisión sobre las arquitecturas neuronales en capas de los vertebrados fundamentada 
en los estudios neurocientíficos más relevantes y se recogen algunos de los 
paradigmas más revolucionarios en el diseño de sistemas basados en estos tipos de 
arquitecturas. Se presenta el modelo de sistema de control robótico inspirado en el 
funcionamiento y organización de los sistemas neurorregulados y una propuesta de 
implementación. Finalmente se recogen las principales conclusiones extraídas de la 
propuesta y las líneas de trabajo futuras. 
2   Background 
En el mundo de la robótica se está produciendo una evolución similar a la que se pudo 
observar sobre el mundo de los computadores [1], en el cual, durante las últimas 
décadas, se ha desatado una veloz carrera desde los grandes y casi exclusivos 
Mainframes dirigidos a entornos empresariales, a los PC de sobremesa, compactos y 
ampliamente extendidos en cada hogar. Las estrategias utilizadas frente a dicha 
evolución pasaron por la búsqueda de software basado en modelos de mayor nivel 
(cliente/servidor, objetos, arquitecturas de n-niveles, etc.), pero siempre impulsado 
por el desarrollo hardware. La sinergia hardware-software, el abaratamiento de la 
tecnología, el aumento de la educación, hicieron evolucionar al PC hasta la actualidad.  
La utilización de mecanismos genéricos de diseño, enfoques o principios 
arquitectónicos, permite que el diseñador de un sistema pueda concentrar sus 
esfuerzos en la funcionalidad e inteligencia del mismo, en lugar de tener que idear los 
mecanismos de control y comunicación para cada proyecto. La necesidad de obtener 
estos mecanismos genéricos ha hecho que a lo largo del tiempo hayan ido surgiendo 
distintas corrientes o paradigmas en el diseño de sistemas de control de robots. 
Tradicionalmente se encuentran divididos en tres grandes bloques: los sistemas 
deliberativos, los reactivos y los híbridos [6][7][8], poseyendo cada uno ellos sus 
propias fortalezas y debilidades [3]: 
Tabla 1. Características principales de cada tipo de sistema. 
Tipo Fortaleza Debilidad 
Deliberativo Robustos en 
problemas acotados 
Planificación crece exponencialmente si 
crece la complejidad del problema 
Reactivo Pueden abordar 
situaciones nuevas 
Requiere un modelo de mundo cerrado  
Híbridos Rapidez de reacción 
con comportamientos 
complejos 
Difícil modulación entre nivel 
deliberativo y reactivo 
Sistemas ad-hoc para un problema 
concreto 
 
Debido a que uno de los mayores retos en robótica es la generación de 
comportamiento inteligente similar al de los seres vivos, el estudio de éstos ha sido 
precisamente una de las fuentes de inspiración más recurridas, ya que el sistema 
nervioso es uno de los sistemas de control más complejos, y todavía desconocidos, 
que podemos encontrar. 
El estudio del sistema nervioso ha sido un tema ampliamente discutido en 
neurología. Uno de los trabajos más importantes y revolucionarios fue el presentado 
por John Hughlings-Jackson [9]. En este trabajo, Jackson propone una división del 
sistema nervioso basado en capas, el cual es visto como la implementación de 
múltiples niveles de competencias sensomotoras. Hasta ese instante, la división del 
sistema nervioso había estado basada en una descomposición morfológica, donde cada 
corte representaba una parte del cuerpo. Jackson propuso una división en centros 
inferiores, medios y superiores. Esta secuencia representa una progresión que va desde 
los centros más organizados (fijos) hasta los menos organizados (modificables), desde 
lo más automático hasta lo menos automático, o lo que es lo mismo, desde los niveles 
más reactivos hasta los más cognitivos. Esta descomposición puede entenderse como 
una descomposición funcional del sistema nervioso. Esta progresión además expone 
que cada nivel concierne los mismos elementos sensomotores que su nivel inferior, 
sólo que de una manera más indirecta. Jackson presenta la evolución del sistema 
nervioso como un proceso incremental en el cual los niveles inferiores se mantienen 
pero son suprimidos por los superiores, y además argumenta que las funcionalidades 
de los distintos niveles son diferentes y separadas, tal que si se originan daños en un 
nivel superior se produce una reversión hacia el nivel inmediatamente inferior, cuyas 
funcionalidades permanecen intactas. De esta forma, según Jackson, son precisamente 
las relaciones entre los distintos niveles, y la capacidad de estimulación o inhibición 
entre ellos, la que determina el grado y complejidad de la funcionalidad emergente. 
La visión de Jackson de una organización funcional del sistema nervioso no fue 
más que el germen de innumerables trabajos posteriores que apoyan este 
planteamiento. Un claro ejemplo de la jerarquía funcional del cerebro es, por ejemplo, 
la acción de masticar y tragar comida, actualmente se sabe que dichas acciones están 
generadas por el tronco cerebral (brainsteam), al menos en su forma más básica [10], 
pero sin embargo, de alguna forma, estos circuitos del tronco cerebral están bajo el 
continuo gobierno de los niveles del cerebro, por lo menos cuando decidimos que es 
momento de comer, provocando la acción de masticar conscientemente. En la 
actualidad muchos de los conceptos sobre neurociencia están influenciados por 
Charles R. Gallistel [11] el cual establece que en la jerarquía cerebral cada nivel es 
semiautónomo a excepción de los niveles inferiores, en el sentido de que sólo los 
niveles inferiores ejercen la acción final sensomotriz. En caso de que los niveles 
inferiores sean dañados, la funcionalidad se pierde por completo, mientras que si se 
dañan niveles superiores sólo se perderán funciones complejas. El estudio del cerebro 
humano ha permitido conocer por ejemplo que el cortex prefrontal es responsable de 
comportamientos críticos en humanos como las ejecución de tareas y la memoria, sin 
embargo el ratio de cortex prefontral frente a la totalidad de la materia gris cortical no 
es mucho mayor en humanos que en otros primates no humanos [12], o que el cerebro 
humano posee más neuronas que la mayoría de los cerebros de mamíferos, aunque 
apenas se diferencia en número de los cerebros de ballenas y elefantes [12]. Es por 
tanto que las habilidades especializadas de los humanos son el resultado del 
incremento de sinapsis en el cerebro, el aumento de la densidad de células y las altas 
velocidades a las que se transmiten los impulsos nerviosos, lo cual permite elevar la 
capacidad de procesamiento de información del cerebro humano [13]. 
El estudio del sistema nervioso no solo se centra en su organización funcional, sino 
también en su morfología. Multitud de estudios [14][15][16][17] establecen que la 
morfología básica del cerebro es similar desde los primeros estadios de la evolución 
de los vertebrados. Más específicamente, el groso de la división morfológica del 
cerebro (spinal cord, hindbrain, midbrain, diencephalon, telencephalon) están 
presentes en todas las clases de vertebrados  e incluso algunos fósiles. Esto indica que 
la estructura del sistema nervioso de los vertebrados, en su morfología básica, existe al 
menos desde los últimos cuatrocientos millones de años o incluso antes [16] y que ha 
ido evolucionando hasta la actualidad. Esta evolución se ha realizado de una forma 
conservadora, mediante el incremento de nuevas regiones o capas, que han ido 
complementando o modulando los sistemas existentes [18]. Además, se puede 
apreciar que el desarrollo del cerebro se realiza desde el centro hacia las capas 
exteriores, y que se produce una migración de neuronas hacia los laterales y 
posiciones periféricas que las diferencia y especializa [19], sugiriendo por tanto que 
los sistemas más generales, los de funciones más directamente relacionadas con el 
sistema físico, se sitúan en los puntos centrales y los más especializados, los que 
contienen las funcionalidades más complejas e indirectas, en la periferia del sistema 
nervioso. 
Tras cientos de años de evolución, el sistema nervioso en los vertebrados presenta, 
al menos, unos principios fundamentales para su desarrollo, tanto morfológicos como 
funcionales. Estos mismos principios son los que han inspirado a investigadores a 
realizar propuestas de sistemas de control para robots en la búsqueda de generar 
comportamientos inteligentes. Uno de los precursores de estas iniciativas fue Rodney 
A. Brooks [20] con la presentación de su trabajo en el cual se establece un sistema de 
control divido en capas, en el cual cada capa incrementa el nivel de competencias 
funcionales. Cada nivel superior subsume los roles de los niveles inferiores inhibiendo 
las salidas de éstos, a la vez que la actividad de los niveles inferiores continúa con 
normalidad. El resultado es un sistema modular que proporciona robustez y 
flexibilidad, ya que al igual que en el sistema nervioso biológico, el fallo de un nivel 
superior no hace perder todas las capacidades del sistema, sino que se limita a regresar 
al nivel de competencias inmediatamente inferior.  Esta arquitectura se conoce como 
Arquitectura de Subsumción (SA). Tradicionalmente la idea de la inteligencia 
artificial se ha basado en la manipulación simbólica de abstracciones de la realidad. 
Brooks en posteriores trabajos aboga por una metodología basada en la 
descomposición de la inteligencia en comportamientos individuales generando 
módulos, los cuales coexisten y cooperan aportando comportamientos emergentes de 
mayor complejidad [21]. En [22] se presenta el paralelismo existente entre las SA de 
Brooks y la descomposición funcional de Jackson del sistema nervioso de los 
vertebrados, estableciendo además las similitudes y convergencia de ambas 
propuestas. 
Aunque Brooks fue el precursor, no ha sido el único en realizar propuestas 
inspirada en los sistemas biológicos. En [23] se presentó un desarrollo multinivel 
basado en el diseño y análisis de sistemas de percepción orientada a la acción. Esta 
propuesta trata de emular en un robot los comportamientos de aproximación o huída 
de las ranas. Está basada en el análisis de los comportamientos animales para su 
posterior implementación en un robot, utilizando un modelo de estructura de control 
en forma de interacción de redes de sistemas tipo autómata denominados esquemas. 
La aplicación de los principios arquitectónicos de los sistemas neurorreguladores 
no solo se ha empleado en robótica. Durante los últimos años, en el Departamento de 
Tecnología Informática y Computación de la Universidad de Alicante se ha llevado a 
cabo una profunda investigación del sistema neurorregulador del tracto urinario 
inferior (LUT), con el objetivo de poder modelar y simular el sistema neurorregulador 
en humanos. El estudio del LUT como ejemplo concreto del sistema neurorregulador 
ha  permitido analizar con éxito las causas y efectos de las posibles disfunciones 
urogénicas, y proponer soluciones efectivas para estas [24]. Estos estudios tienen 
como característica principal estar realizados mediante planteamientos y metodologías 
que persiguen la vocación de construir un modelo fácilmente adaptable a otros 
sistemas biomédicos. La concepción modular hace a la propuesta especialmente 
versátil y el comportamiento resultante de la cooperación entre las entidades 
concuerda razonablemente con las medidas urodinámicas clínicas [25]. Este modelo 
refleja como un sistema regulador está dividido en distintos centros y como cada uno 
de estos centros puede ser modelado como entidad independiente, un agente. Cada 
agente ejerce una cierta influencia sobre el sistema completo y es la unión de todas 
estas influencias es la que hace evolucionar al sistema. Estos estudios han conducido a 
modelos que no solo son válidos para la regulación de disfunciones urogénicas, sino 
que han sido extrapolados hacia otros campos como el de gestión de sistemas 
informáticos [26], demostrando que el modelo biológico es también aplicable en 
sistemas computacionales.  
La propuesta del modelo de sistema neurorregulador guarda paralelismo con los 
estudios de Jackson y Brooks, ya que en todas las propuestas se trata al sistema como 
descentralizado, con centro reguladores autónomos que modulan o regulan centros 
inferiores, pero con la ventaja de mostrar un modelo fundamentado en bases 
matemáticas que permiten su análisis y validación, utilizando paradigmas de alto nivel 
que facilitan su implementación y con la flexibilidad suficiente para permitir la 
incorporación incremental de conocimiento o avances tecnológicos. 
De todo lo anterior se desprende que, uno de los sistemas de control de mayor 
complejidad, robustez y capaz de generar comportamiento inteligente es el sistema 
nervioso animal. Este sistema está funcionalmente y morfológicamente estructurado 
en centros reguladores simiautónomos e independientes, ubicados en distintos niveles 
según la complejidad de su función, y donde los niveles inferiores son los 
responsables de interaccionar sobre los elementos físicos y los niveles superiores 
aportan los comportamientos complejos. Sobre esta estructura se han realizado 
propuestas concretas de implementación de sistemas de control para robots pero 
centrados sobre todo en la división multicapa como módulo básico. La rápida 
evolución de la robótica requiere que estos sistemas recojan además características 
como la flexibilidad, capacidad de adaptación al cambio, incorporación rápida de 
conocimiento, enfrentarse a situaciones desconocidas o interacción con sistemas 
multitudinarios y heterogéneos o la reusabilidad de código. Es necesario por tanto 
proporcionar un modelo de sistema de control basado en paradigmas de alto nivel, 
como el de agentes, tal que pueda modelar la funcionalidad del sistema 
neurorregulador, a la vez que proporcionar una arquitectura funcional flexible, 
escalable y robusta. 
3   Modelo el sistema de control 
Basándonos en los estudios sobre el sistema nervioso y los modelos propuestos para el 
sistema de control en esta investigación se realiza una propuesta de modelo que sigue 
los mismos principios arquitectónicos que el de los sistemas biológicos. 
Un robot puede verse como si fuese un sistema biológico: posee un sistema 
mecánico que interacciona con el mundo y un sistema de control que regula las 
acciones del sistema. Este sistema de control puede contemplarse como un sistema 
nervioso, dividido en distintos centros de control encargados de tareas. Cada uno de 
estos centros actuará de forma autónoma mediante distintas señales hacia los 
elementos mecánicos u otros centros de control, y su acción dependerá de la 
información que pueda captar del mundo exterior. Por tanto un robot puede definirse 
como un sistema mecánico (MS), un sistema de control (CS) y una interfaz (
MS
ISC) 
encargada de comunicar ambos sistemas. 
Robot = < MS, CS, 
MS
ISC > 
Cada uno de los elementos del SC se denomina centro de control (CC) y va a ser 
modelado como una entidad autónoma capaz de ejercer cierta influencia sobre el 
sistema mecánico o sobre otros CC. Como puede verse, hablamos de influencia de los 
CC sobre el sistema, ya que cada CC no tiene control absoluto sobre las acciones que 
realiza, sino que aportará un intento de modificación de los valores de control sobre 
los elementos físicos. La suma de todas las influencias o intenciones de actuar por 
parte de los CC será la que provoque que el sistema evolucione a un nuevo estado del 
sistema mecánico. La forma en la que los CC se organizan sigue los principios 
arquitectónicos biológicos [9][20]. En el nivel inferior se ubican los CC relacionados 
con las acciones más reactivas, como trasladar señales hacia los sistemas mecánicos, o 
recibir señales de dispositivos sensores. En el nivel superior se sitúan los CC 
relacionados con las acciones más cognitivas. Entre ambos niveles habrá un número 
indeterminado de niveles intermedios que irán creando influencias sobre otros CC. 
 
 
Fig. 1. Sistema de control formado por centros de control y dividido en capas. 
3.1 La interfaz del sistema. 
Al igual que con un sistema biológico real, la interfaz considera al robot como un 
sistema de acciones y reacciones con la siguiente estructura: 
MS
ISC  = < Σ, Γ, Ρ > 
Donde Σ representa el conjunto de estados posibles del sistema, Γ muestra el 
conjunto formado por las posibles intenciones de acción sobre el sistema y Ρ el 
conjunto de todas las posibles tareas que pueden ser desempeñadas por el sistema. 
Los estados del sistema Σ se pueden expresar mediante los valores de las distintas 
señales de entrada y salida del sistema de control: 
Σ = {σ1, σ2, …, σn} donde σi =((sig1,val1), (sig2,val2) … (sigm,valm)) 
Las influencias o aportaciones Γ de cada elemento del sistema de control se define 
como una lista de pares de un elemento y su valor: 
Γ = {γ1, γ2, …, γn} donde γi =((sig1,val1), (sig2,val2) … (sigm,valm)) 
Para que el estado del sistema evolucione es necesario que el sistema ejecute 
tareas, provocando para ello una serie de influencias. El conjunto de las posibles 
tareas que el sistema puede realizar Ρ se define como 
Ρ = {ρ1, ρ 2, …, ρ n}  
Siguiendo una notación similar a la de los operadores STRIP [27] cada tarea se 
puede definir como: 
ρi = (nombre, pre, post) 
Donde ρi se define mediante un nombre, una pre-condición y una post-condición. 
La pre-condición especifica las condiciones que deben cumplirse para ejecutarse la 
acción. La post-condición define el conjunto de influencias que se crean al ejecutar 
dicha acción. 
nombre: expresión de la forma f(x1, x2, …, xk), donde cada xi es una variable 
autorizada a aparecer en las fórmulas pre y post. 
pre y post: fórmula con la forma g(a1, a2, …, an) donde g es un predicado n-
ario y cada ai es una constate o variable. 
En nuestro modelo vamos a definir dos acciones que se van a encontrar presentes 
en todos los centros de control: la acción SetSignalValue() y la acción EmptyTask(). 
La acción SetSignalValue() tendrá la siguiente forma: 
ps=<SetSignalValue(), True(), Value()>          donde 
SetSignalValue(): es el nombre de la acción, cuyas variables a ser utilizadas 
con las fórmulas pre y post se corresponden con una lista de pares 
formados por una señal eferente y el nuevo valor que debe tener, 
esto es: 
τi=  
Esta fórmula tendrá como entrada la lista τi y como salida los 
resultados de la fórmula Value(). 
True(): precondición que indica que simpre será cierta. Esta fórmula no 
tendrá ningún parámetro de entrada y como salida devolverá true 
(1). 
Value(): fórmula que establece el valor de la señal de cada uno de los pares 
indicados en la lista especificada en la acción. Esta fórmula tendrá 
como entrada la misma lista que la fórmula SetSignalValue y como 
sálida la lista o vector de influencias asociada a la entrada. 
La acción EmptyTask() tendrá la siguiente forma: 
p0=<EmptyTask(), True(),γ0> 
La acción vacía siempre podrá llevarse a cabo y no alterará el estado del sistema ya 
que proporciona la influencia vacía. 
3.2 Centros de control 
Los centros de control serán los encargados de recibir las señales entrantes al sistema, 
procesarlas, decidir la siguiente acción a realizar y ejecutarla, presentando un 
comportamiento similar al que realizan los centros neurorreguladores biológicos. 
Podemos observar que este concepto es similar al de los agentes software PDE 
(Perception-Deliveration-Execution), por lo que modelaremos cada centro de control 
como un agente.  
Además, para permitir comportamientos cognitivos más complejos, dotaremos al 
agente de la capacidad de memorización, pudiendo así conservar un estado interno de 
sí mismo, con lo que un centro de control queda como en la siguiente figura: 
 
Fig. 2. Estructura interna de un centro de control. 
Podemos entonces definir el sistema de control como el conjunto CS de centros de 
control: 
CS = <α1, α2, …, αn> 
Donde cada centro de control αi puede describirse formalmente como: 
CC = <Φα, Sα, Perceptα, Memα, Decisionα, Execα> 
Φα se corresponde con el conjunto de percepciones posibles para el centro de 
control. Y donde cada φi se define como una lista de pares de un elemento y su valor. 
Φα = (φα1, φα2, …, φαn) 
Sα se define como el conjunto de estados internos de un determinado centro. Cada 
CC se caracteriza por poseer una memoria que permite almacenamiento y así 
desarrollar un comportamiento más complejo. Cada si se define como una lista de 
pares de un elemento y su valor. 
Sα =(s1, s2, …, sn) 
Perceptα se define como la función que asocia a un conjunto de estímulos un estado 
del sistema. La percepción representa la cualidad de que un centro sea capaz de 
distinguir y clasificar estados del sistema, de tal forma que se localicen aquellos que 
son responsabilidad del centro. Formalmente: 
Perceptα: Σα → Φα 
Esencialmente, la función Perceptα se encargará de extraer de entre todas las 
señales del mundo, aquellas que son incumbencia del centro de control, adaptando o 
normalizando sus valores a los que el centro sea capaz de manipular. 
Memα es la función responsable de almacenar el estado interno del sistema, y por 
tanto, de hacerlo evolucionar. Para ello, esta función utilizará el estado del sistema 
junto con la nueva percepción para generar un nuevo estado del sistema, formalmente: 
Memα: Φα x Sα → Sα 
La forma en la que actuará la función Mem α es la siguiente: 
 
    si PreMα(φ,s) se verifica FunMα(φ,s) 
Mem(φ, s)α 
    si no se verifica s0  
 
La función PreMα(φ,s) es una función precondición que ha de cumplirse para que el 
módulo Mem ejecute la función FunMα(φ,s). La función FunMα(φ,s) será la encargada 
de almacenar el nuevo estado. 
Decisionα es la función encargada de relacionar el estado interno del centro de 
control y su percepción con una determinada acción, formalmente: 
Decisionα: Φα x Sα → Ρα 
La forma en la que actuará la función Decisionα es: 
 
       si PreDα(φ,s) entonces ρα  
Decision(φ, s)α  
   sino ρ0  
 
Donde PreMα es una precondición que relaciona una percepción y el estado interno 
del sistema con un valor True o False: 
PreMα: Φα x Sα → {true, false} 
Y por último la función Execα será la encargada de ejecutar la acción que el centro 
haya decidido llevar a cabo. La forma de ejecutarla será generando una serie de 
influencias sobre el sistema, formalmente: 
Execα: Ρ x Φα → Γ 
Tal y como se definió en anteriormente, una acción ρi podrá ejecutarse si y sólo si 
se cumple la precondición de la acción: 
       si preρ(φ) entonces postρ  
Exec(ρ, φ)α  
sino γ0  
4   Modelado de un motor 
Para ejemplificar el modelo vamos a realizar su concreción para un centro de control 
de un motor, CCm. Un motor es un sistema mecánico que recibe una señal y que en 
consecuencia gira en un sentido u otro a una determinada velocidad. Existen muchos 
tipos de motores, pero para el caso que nos ocupa vamos a utilizar un motor sencillo.  
CCm será el responsable de hacer que al motor le llegue una influencia suficiente para 
ponerlo en marcha a una cierta velocidad. Este centro de control será uno de los más 
cercanos al motor físico, desde el punto de vista de la arquitectura funcional, con lo 
que deberá velar que no se sobrepasen los umbrales de seguridad del motor, evitando 
así que se produzcan daños. Por lo tanto, de las posibles señales que puedan existir en 
el sistema, al centro de control solo le interesará la señal que indica a qué velocidad se 
desea poner el motor, VelD, y producirá una influencia en la señal que regula la 
velocidad del motor VelI. Vamos a concretar cada uno de los elementos que forman 
parte de CCm. 
CCm = <Φm, Sm, Perceptm, Memm, Decisionm, Execm> 
El conjunto de percepciones Φm se define como el conjunto de posibles valores de 
la señales de entrada que interesan a CCm, en este caso VelD, y donde VelD puede 
tener un valor perteneciente al conjunto de los reales. 
 
La función de percepción, Percept, se encargará de obtener el valor de VelD, y en 
caso de que este valor supere los umbrales máximos o mínimos, normalizar la señal, 
quedando VelD siempre en el intervalo [-1,1]. Por lo que se define como sigue: 
 
 
 El conjunto Sm recoge los posibles estados internos del CCm, en este caso se 
definirá que siempre se almacene la VelD percibida. Por lo tanto Sm se define como 
un conjunto de posibles valores donde cada si es de la forma (VelDM,valorm), 
perteneciendo valorm al conjunto [-1,1]. 
La función de memorización, Mem, se encargará de almacenar el valor de VelD en 
VelDM. Esta función se ejecutará siempre. 
Respecto a las posibles acciones de CCm solo puede realizar dos, las acciónes 
SetSignalValue() y EmptyTask() anteriormente definidas. 
La función Decision se encarga de seleccionar que acción será llevada a cabo. 
Siempre y cuando en la percepción de CCm exista un valor válido para la señal VelD, 
la acción a llevar a cabo será SetSignalValue(), en caso contrario se lanzará 
EmptyTask(). 
Y por último la función Exec, que se encargará de ejecutar la acción ρi 
seleccionada siempre que se cumpla su precondición (que en este caso siempre se 
cumplirá). En caso de que la acción seleccionada sea SetsignalValue, asignara a VelI 
el valor de VelD percibido, en caso contrario pondrá a 0 su salida (parar motor). 
 
Fig. 3. Estructura interna de CCm. 
5   Implementación 
El plantear un modelo coherente y lo suficientemente flexible para que incorpore 
todos los aspectos descritos no es suficiente, ya que hay que realizar una propuesta de 
implementación que haga viable todo lo descrito anteriormente. Hasta ahora hemos 
descrito un modelo basado en agentes, ya que estos nos aportan una serie de 
características muy deseables, como el ser entidades continuas y autónomas, 
capacidad de comunicación con otros agentes y con el entorno, adaptabilidad, 
proactividad, etc. [28]. Pero en la implementación real las plataformas o propuestas 
para el desarrollo de agentes software están ideadas con otros fines, de gran 
complejidad y en muchos casos, distantes del mundo de la robótica, el cual requiere 
de implementación rápida y ágil. Es por ello que hemos seleccionado para nuestra 
implementación el paradigma de servicios, ya que mediante este paradigma podemos 
implementar agentes tal y como los hemos ideado, utilizando plataformas robustas y 
de rápido desarrollo, y con una serie de características adicionales como el 
desacoplamiento entre tecnologías, reusabilidad de código, escalabilidad del sistema o 
la utilización de estándares. Como marco de trabajo utilizamos Microsoft Robotics 
Studio (MSRS). Este nuevo entorno presentado apenas hace dos años [29] basa la 
construcción de aplicaciones robóticas en los servicios. Estos servicios no solo son 
desacoplados de la física del robot, separando perfectamente la lógica de aplicación 
del hardware, sino que además están provistos de las herramientas necesarias para 
cubrir todas nuestras necesidades. Los dos bloques fundamentales de los que consta 
son: 
• Concurrency and Coordiantion Runtime (CCR): permite la ejecución 
concurrente de tareas, basado en el modelo de programación orientado a 
mensajes, con un conjunto de primitivas de orquestación de mensajes que 
permiten la coordinación de mensajes sin el uso manual de hilos de 
ejecución, bloqueos, semáforos, etc.  
• Descentralized Software Services (DSS): que provee un modelo de 
aplicación orientad a servicios que combina aspectos de la arquitectura 
tradicional Web con piezas fundamentales de la arquitectura de Servicios 
Web. El modelo de aplicación definido por el DSS expone a los servicios a 
través de su estado y un conjunto de operaciones sobre el estado (modelo 
clásico Web), pero extiende el modelo agregando manipulación de datos 
estructurada, notificación de eventos y composición de servicios. 
 






Utilizando MSRS hemos construido un servicio denominado SimpleMotor que 
implementa el modelo de motor tal y como ha sido descrito. MSRS permite el 
desarrollo mediante varios lenguajes de programación o mediante VPL, un entorno de 
programación visual. Por claridad utilizaremos el desarrollo en VPL. 
Como se puede observar, en este servicio se han implementado los 4 bloques 
funcionales del servicio. La función Percept se encarga de recibir un valor de entrada 
entre -1 y 1, tal que si el valor de entrada supera cualquiera de estos umbrales, es 
normalizado al valor máximo. Este valor de entrada es la velocidad deseada para el 
motor. La función Mem se encarga de almacenar en una variable interna, VActual, el 
valor de entrada una vez normalizado. La función Decision es la encargada de 
determinar que acción será llevada a cabo, 1 si hay valor de entrada, 0 si no. Y por 
último la función Exec, en caso de que la acción seleccionada sea 1, pone en la salida 
el valor de la entrada, y en caso de que la acción seleccionada sea 0, pone 0 a la 
salida, con lo cual un motor se pararía. 
La aplicación completa para tele-operar con un robot y que hace uso del servicio 
SimpleMotor es la siguiente: 
 
Fig. 5. Estructura interna de un centro de control. 
Esta aplicación consta de 4 servicios: 
• SimpleMotor: se encarga de caracterizar el movimiento de un motor. 
• GenericDifferentialDrive: es un servicio que se encarga de servir de proxy 
entre otros servicios y un hardware o simulación de robot. 
• DesktopJoystik: servicio encargado de mostrar un Form a modo de Joystick, 
para interactuar con un robot. 
• CalculateMove: servicio encargado de convertir coordenadas de un joystick 
en peticiones de movimiento para un motor según si es motor derecho (1) o 
izquierdo (2), en un robot con 2 motores motrices. 
Los servicios de los que consta la aplicación han sido ubicados siguiendo los 
principios arquitectónicos de los sistema neurorreguladores humanos, tal que en los 
niveles más cercanos a los componentes físicos se ubican aquellos que hacen de 
pasarela hacia el hardware o los controladores básicos. Mientras que en los niveles 
superiores se ubican aquellos de más alto nivel, como el panel de tele-operador o los 
manejadores de coordenadas y conversores de coordenadas a señal de velocidad. 
La flexibilidad que nos aporta el uso de servicios totalmente desacoplados hace que 
una misma aplicación pueda ser utilizada en multitud de sistemas completamente 
distintos, con la única restricción en este caso de que posean 2 motores motrices. 
Además se puede utilizar tanto en entornos virtuales de simulación como con 
hardware real. Para este caso, cambiado simplemente la configuración del servicio 
GenericDifferentialDrive se puede utilizar un Tribot Lego NXT, un robot P3DX o un 
IRobot. 
 
Fig. 6 Simulación del programa de tele-operador en un Tribot Lego NXT, un P3DX y un 
IRobot. 
De igual forma, para variar el comportamiento del sistema es suficiente con añadir 
aquellos servicios que deseemos en el nivel adecuado. 
5   Conclusiones y líneas futuras 
En este trabajo se ha discutido la idoneidad de utilizar sistemas de control basados en 
los sistemas neurorreguladores humanos. Para ello se plantea la construcción de un 
sistema dividido en capas según su complejidad y a su vez la división de estas capas 
en centros de control similares a los biológicos, basados en el paradigma de agentes e 
implementados mediante servicios. 
La arquitectura del sistema biológico, estructurada en capas de diversa 
complejidad, donde los niveles inferiores se encargan de las actividades más reactivas 
y los superiores de las actividades cognitivas, presenta un modelo lo suficientemente 
robusto para generar comportamiento inteligente en un robot, y lo suficientemente 
flexible para dar solución a los problemas actuales de la robótica, como la necesidad 
de adaptación al cambio, diversidad de hardware, escalabilidad del sistema o 
capacidad de absorber nuevo conocimiento.  
Además este modelo puede ser rápidamente implementado utilizando el paradigma 
de servicios, y en concreto mediante servicios Web. Esto hace que las herramientas de 
implementación estén basadas en estándares, lo cual facilita aun más la independencia 
de plataforma hardware que se esté utilizando. 
El modelo de sistema de control presentado hace que cada centro de control sea 
homogéneo y pueda ubicarse en cualquier nivel de la aplicación y que únicamente 
dependa de su funcionalidad. Al no imponer ninguna restricción de tamaño, asegura la 
escalabilidad del sistema, pudiendo así añadir más centros conforme se incrementa la 
funcionalidad y complejidad. El modelo también asegura la reutilización de código y 
la fácil absorción de nuevo conocimiento, ya que los nuevos centros son conectados a 
los ya existentes, sin necesidad de alterar nada en el sistema. 
La línea sobre la que estamos trabajando es la de diseñar un catálogo de servicios 
que formen parte de un sistema capaz de navegar de forma autónoma y colaborar con 
otros sistemas robóticos para el reconocimiento de mapas en entornos abiertos y 
dinámicos. Mediante el modelo presentado, estos servicios son completamente 
autónomos e independientes, lo cual facilita el desarrollo en paralelo, la ubicación 
descentralizada, comunicación, interacción y reutilización de código. 
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