Abstract-ATLAS is a general purpose particle physics experiment located on the LHC collider at CERN. The ATLAS Trigger system consists of two levels, the first level (L1) implemented in hardware and the High Level Trigger (HLT) implemented in software running on a computing cluster of commodity CPUs. The HLT reduces the trigger rate from the 100 kHz L1 accept rate to 1 kHz for recording, requiring an average per-event processing time of ∼300 ms for this task. The HLT selection is based on reconstructing tracks in the Inner Detector and Muon Spectrometer and clusters of energy deposited in the calorimeters (electromagnetic and hadronic). Performing this reconstruction within the available HLT computing cluster resources presents a significant challenge. Future HLT upgrades will result in higher detector occupancies and, consequently, will harden the reconstruction constraints. General purpose Graphics Processor Units (GPGPU) are being evaluated for possible future inclusion in an upgraded HLT computing cluster. We report on a demonstrator that has been developed consisting of GPGPU implementations of the calorimeters clustering and Inner Detector and Muon tracking algorithms integrated within the HLT software framework. We give a brief overview of the algorithm implementation and present preliminary measurements comparing the performance of the GPGPU algorithms with the current CPU versions.
2 the LHC is operating at a centre-of-mass energy of 13 TeV to 14 TeV, almost two times higher than in Run 1, and an average of ∼27 pp collisions per bunch crossing (known as pile-up).
The third data taking period, known as Run 3, is scheduled to start in 2019, after a two years shutdown for upgrade of the accelerator and the detectors, as shown on the activity schedule Table I . In Run 3 the LHC will work with a two times higher luminosity than in Run 2, yielding in an increased mean number of pp collisions per event and resulting in higher number of particles hitting the detectors per event. As this results in events that are more complex, the trigger reconstruction software will demand more computing power. Therefore it will be essential to reduce the processing time of the reconstruction algorithms, to keep them within the time constraints of the online system while maintain the same physics performance. The General Purpose Graphical Processing Units (GPGPUs) can provide better computing performance to power ratio than Central Processing Units (CPUs), and are thus good candidates to maximize the computing cluster power, as the computing cluster is limited by the rack-space and cooling power.
A. The ATLAS experiment
The ATLAS detector is one of the two LHC multi purpose experiments [4] .
It is a cylindrical shape detector with 46 m length and 25 m height. The detection elements are arranged in layers around the beam pipe. The inner part is the Inner Detector tracker (ID), immersed in a magnetic field generated by a superconductor solenoid. The ID allows the detection of charged particles trajectories and is made of three different technologies: pixel detectors, in the inner most layers; Semiconductor Tracker (SCT) on the middle layers and Transition Radiation Tracker (TRT) in the outer most layers.
The ID is surrounded by the calorimeter systems, composed by the electromagnetic calorimeter, based on Liquid Argon (LAr) technology, and the hadronic calorimeters, made of LAr and scintillator tile technologies.
The muon spectrometer is the outermost sub-detector, immersed in a second magnetic field generated by superconducting toroids.
B. The ATLAS Trigger and Data Acquisition systems
In total the ATLAS detector has around 10 8 electronic channels, resulting in events with an average size of 1.7 MB. Figure 1: Schematic diagram of the ATLAS Trigger system showing the input and output event rates and the expected data rates at the different trigger levels.
The trigger system is divided in two levels, as shown in Figure 1 , the Level-l (Ll) and the High Level Trigger (HLT). Ll is based on custom hardware and is located near the detector. It uses a simple and fast reconstruction, over a coarse granularity readout of the calorimeter and muon spectrometer, to find Regions of Interest (RoT), where high transverse energy (E T ) objects like electrons (e), photons (/), muons (/-L) or jets are found. Ll takes a decision within a latency of 2.5 flS and selects at most one out of 400 events, thus reducing the 40 MHz crossing rate to a maximum of 100 kHz for input to As they are read for every proton bunch crossing, every 25 ns, the total data volume is closer to '" 64 TB/s, unfeasibly large to be recorded or processed with full precision in real-time with LHC. Furthermore, only a small fraction of these events contain a significant physics interest. The selection of which events should be kept for later analysis is made by the ATLAS trigger system [5] , which probes the event data against a menu of desirable physical characteristics, typically the presence of a certain physical object (e.g. a highly energetic electron), that leaves a distinctive pattern in the detector. This menu contains a few thousands of different possibilities. The event selection is hampered by background patterns which mimic the desired objects. Each event has to be processed in real-time and the data volume reduced by a factor of 10 4 [6] , [7] for offline storage.
the HLT. The detector data of these events is then read from the front-end electronics and stored in buffers in the Readout System (ROS), waiting for HLT requests and decisions.
The HLT is software based, implemented mainly in CIC++, and runs on a CPU computing cluster, under a a component framework named Athena [8] . The system was designed for multi-process event processing, running one HLT Processing Unit (HLTPU) in each CPU core. HLT executes chains of reconstruction (feature extraction) algorithms followed by hypothesis testing (hypothesis) algorithms. Chains are seeded by the Ll RoIs. Each algorithm in a chain runs over the output of the previous one. If the same algorithm is scheduled for execution in different chains over the same data, then the first execution output is cached and used on the remaining chains. In this way repeated calculations are avoided. The hypothesis algorithm's job is to compare the features produced against some configured hypothesis and accept or reject the events. The system was designed for early event rejection. It also allows chains than run over partial data, requiring typically 2 % to 6 % of the full event data, to be processed in order to reject the events. For the rejected events the data is flushed from ROS system and the information of this collision is not retained. This is the case for 99% of events. HLT has an average event processing time budget of 300 ms. In this time it selects at most one out of 100 events thus reducing the event rate for permanent storage to about 1 kHz, translating to a data rate of about 1.5 GB/s.
II. TRIGGER ON GPUs
ATLAS is investigating the execution of trigger reconstruction algorithms on GPUs, as a potential solution to meet Run 3 challenges of event reconstruction within the trigger computing cluster constraints, mainly the available rack-size and the thermal extraction capability. As GPUs are autonomous high performance computing devices, data has to be transferred between the CPU host and the GPU device, imposing a data transfer overhead. The performance achieved, along with the code porting effort required, in terms of manpower, will contribute to the architecture choices of the trigger computing cluster upgrade. To aid the architectural choice a demonstrator implementation of several algorithms, most time consuming or demonstrating the worst luminosity scalability, was launched. It is supposed to conclude with the indication of the costlbenefit estimates for various hardware compositions of the future HLT computing cluster. Figure 2 : Trigger on GPU framework schematic. ATLAS framework (Athena) clients request offloading to the TrigDetAccelSvc. TrigDetAccelSvc uses TrigDataTools for data conversions between the client and server structure. Data and meta-data is then sent through the offioading service. The server reads the meta-data and hands the request to the proper module. The module appends the data to a unique data space and gives it to a new worker. The worker is appended to a to-do queue that is managed by the server. After execution, the worker goes to a done queue and the server hands the result back to the client.
The trigger GPU project demonstrator comprises ID, calorimeter, muon and jet reconstruction algorithms. From an initial analysis, taking into account expected speedup due to Amdahl law, the following set of algorithms was selected to be ported to a GPU architecture:
• Inner Detector data preparation, seed making and trackfollowing algorithms.
• Calorimeter cell clustering algorithm.
• Muon tracking algorithms, based on Hough transform.
• Jet finding Anti-k t algorithm [9] , [10] . Nvidia cards with the CUDA [11] framework were chosen for the demonstrator, based on the hardware quality, maturity of the technology and framework, the good framework support and lower porting effort.
A. GPU Acceleration framework
The demonstrator implements a client-server architecture, based on the Accelerator Process Extension (APE) framework [12] , to offload and process HLT data, as shown in Figure 2 . This allows a reduction of the resources needed as the services of one server are available to many clients as well as separation of concerns, where the APE server is only responsible for computing on GPU while HLT only for processing on CPU.
I) Client Side: The client side is implemented in the HLT. For the reconstruction of data from each ATLAS sub-detector an algorithm requesting the GPU-accelatared processing is developed. These algorithms extract the input data from the detector, request GPU-acceleration process of the data through an acceleration service (TrigDetAcceISvc), and inject the result back to the HLT.
The TrigDetAccelSvc uses TrigDataTools to convert back and forth the sophisticated Athena data structures to ones suitable for GPU implementation. Each sub-detector uses its own Acceleration service and data export tool.
The data to be processed are then sent to the GPU through the offloading service (O.ffioadSvc) to the APE server. After processing, the offloading service sends the result back to the detector specific acceleration service, which in turn sends it back to the HLT algorithm, after converting back to the Athena data structures.
2) Server side: APE implements a plug-in mechanism and is composed by the manager, the modules and the workers. The manager deals with the offloading requests from the HLT processes and demands the workers execution.
The module manages resources and the processing requests by creating work items. When initialized, the module creates a set of data contexts that are stored in a context queue, managed by the module. Each data context is a unique space, containing all the necessary memory blocks and configurations needed to process the input data. After initialized, the module stays as a service waiting for acceleration request. Upon new request it picks the next free context data and pairs it with the received data to crate the work item.
Work items, being GPU ported versions of Athena algorithms, perform the computations requested by the clients. They are usually composed by CUDA kernels and each work runs on its own independent stream. When the worker finishes it moves itself to the work done queue. The worker returns the data context back to the context queue after it receives the request for results and before its own destruction.
It is the module that is responsible for executing the work items by placing them in to-do queue. It is also responsible for sending the result of the computation back to the HLT. Modules and workers are specific of each detector.
By using the accelerator abstraction and the modular structure, APE can exploit any kind of computing resource, such as GPUs, FPGAs or Xeon-Phi, as long as modules and workers are provided for such technologies. 2) Calorimeter: The ATLAS Topological Cluster (TC) [15] algorithm joins the calorimeter detection units, known as cells, to form three-dimensional energy deposition clusters whilst
III. RESULTS
Preliminary results of the trigger GPU demonstrator are presented below. The gross figure of merit for the demonstrator is the throughput expressed as the number of events processed per second using the specific combination of hardware and software. The benefits of faster execution on the PC with GPU have to be compared against performance of same power or same cost machine with only CPUs. Fair comparisons have to assume comparable performance of the algorithms of which an example is presented below. In addition to the throughput the scalability of the implementations has to be assessed. This is achieved by measuring the algorithm processing time as a function of input data size.
suppressing the noise contribution. The noise suppression is achieved by making the cell clustering dependent on the neighbouring cells energy significance (SIN), the latter given by the ratio of the energy deposition with respect to the average electronics and pile-up noise in that cell. However, this kind of clustering requires more computation than what is required by simpler algorithms. Thus, the Topological Cluster algorithm is only used in the latest stage of the original ATLAS trigger and in the offline reprocessing of the accepted events.
The calorimeter cell clustering classifies the detector cells in three groups, according to the cells signal-to-noise ratio. Cells with higher ratio, usually above four, are called SEED cells. Beside those, cells are classified as GROWING, usually if the energy is two times higher than the noise, or TERMI-NAL, which are remaining cells with absolute energy above zero. Each SEED cell starts a cluster formation, as shown in Figure 4 . The clusters grow by iteratively including the neighbours of SEED or GROWING cells. TERMINAL cells are added to clusters to form the outer layer. Two different clusters are merged if they share a SEED or GROWING cell.
The GPU implementation of this algorithm, the Topological Automaton Clustering (TAC), is a parallel oriented implementation of the TC algorithm. It has to keep the TC properties and produce the same results. The algorithm starts with the cells classification. At this stage, the work space is simplified into pairs of cell and a neighbour. This abstraction assures an evenly distribution of workload across all GPU cores. Then the SEED cells are ordered so that each cluster will have a unique tag, the position of the SEED cell in the ordered list. The clustering starts after that. The clustering is based on a cellular automaton algorithm. Each thread evaluates a pair of cells and makes the cluster tag propagate according with the rules specified before. This process continues till the iteration cells do not change their tag. The set of cells in each cluster is the result shipped to the HLT client.
A. Inner detector
The per-event execution time of the track seeding algorithm, as a function of the number of space points, is shown in Figure 5 . The plot compares the standard CPU serial implementation against the parallel version ported to GPU. This test was performed on a machine with an Intel™ Xeon E5-2695@2.3GHz and a Nvidia™ Tesla K80. The data set used 
B. Trigger modules implementation
The GPU demonstrator project started with an evaluation of the HLT algorithms. It highlights the most interesting algorithms to port to GPUs by each sub-system: the inner detector tracking, the calorimeter cell clustering, the muon tracking and the jet finding algorithms.
The ID tracking is the most time consuming part of the system, followed by the calorimeter clustering, muon tracking and jet maker. 
i) inner detector:
The inner detector reconstruction starts with the decoding of the raw data [13] . It then clusters neighbouring activated sensors (hits), using a cellular automaton algorithm [14] . Compatible clusters in the two inner most layers are paired to form objects known as seeds, left side of Figure 3 . Seeds are paired with the clusters in the outer layer to form triplets of space-points. Then track-following algorithm starts and extrapolates the triples of space-points (SPs) through the full detector, to form track candidates, as shown in right side of Figure 3 . After the track-following a large number of tracks candidates is formed due to the significant detector occupancy. Therefore, at the final stage, an hypothesis algorithm selected best tracks from all candidates. This plot shows that the GPU implementation of the ID tracking algorithm is already up to 17 times faster than the CPU version and its performance scales linearly in the region of interest.
per bunch-crossing. The results presented are obtained after the complete Trigger Clustering execution. The histogram shows that both distributions are in very good agreement, with the mean number of cluster agreeing within 0.1 % for both implementations.
IV. CONCLUSIONS
The LHC instantaneous luminosity for Run 3 will double compared to Run 2. For the ATLAS trigger system, higher luminosity will require more computation power to exploit the full potential of the LHC. GPUs are massive parallel architectures with high computing throughput and efficiency, in terms of operations per watt, making them interesting solutions for the trigger computing cluster upgrade.
A GPU trigger demonstrator prototype is being implemented to assess the potential of such a system. For it, a server-client system was chosen to handle the trigger requests for GPU data processing. The demonstrator covers a set of algorithms from all sub-detectors. The ID tracking algorithm has already demonstrated a very significant speed-up of 17 times. For the calorimeter cell clustering, the results showed an almost perfect agreement between the CPU and the GPU versions of the algorithm. Muon and jet algorithms are in the final implementation stage. The final stage of integration is ready and further tests are going to be performed to include detailed measurements of the throughput per unit cost for various architectural choices. The number of clusters reconstructed per-event is shown in Figure 6 . The histogram compares the standard CPU serial implementation against the ported GPU parallel version of the algorithm, for a data sample of QCD di-jet events, simulated using Monte Carlo simulated events for a scenario of 14 TeV collisions, with leading-jet transverse momentum above 20 GeV and a fixed number of 40 simultaneous interactions
B. Calorimeter cell clustering

