Abstract. We study a topologically exact, negative Schwarzian unimodal map whose critical point is non-recurrent and flat. Assuming the critical order is either logarithmic or polynomial, we establish the Large Deviation Principle and give a partial description of the zeros of the corresponding rate functions. We apply our main results to a certain parametrized family of unimodal maps in the same topological conjugacy class, and give a complete description of the zeros of the rate functions. We observe a qualitative change at a transition parameter, and show that the sets of zeros depend continuously on the parameter even at the transition.
introduction
Consider a dynamical system f : X → X of a compact topological space X. The theory of large deviations deals with the behavior of the empirical mean δ n x = 1 n δ x + δ f (x) + · · · + δ f n−1 (x) as n → ∞, where δ x denotes the Dirac measure at x. We put a Lebesgue measure | · | on X as a reference measure, and ask the asymptotic behavior of the empirical mean for Lebesgue almost every initial condition. For general accounts on the theory of large deviations, see for example Ellis [15] , Dembo and Zeitouni [10] , Rassoul-Agha and Seppäläinen [30] . Let M denote the space of Borel probability measures on X endowed with the topology of weak convergence. We say the Large Deviation Principle where log 0 = −∞, inf ∅ = ∞ and sup ∅ = −∞. The function I is called a rate function. If the LDP holds, then the rate function is unique, and given by the Legendre transform of the cumulant generating function [10] .
In rough terms, the LDP implies that under iteration each empirical mean gets close to the set of measures where the rate function vanishes. These measures are physically relevant ones, or else considered to impede transport, slow down the rate of mixing of the system. It is important to determine the set {µ ∈ M : I (µ) = 0}, as it corresponds to the set of those limit distributions that represent a subexponentially large set of initial conditions. Also important is to describe the (in)stability of the structure of this set under small perturbations of the system.
For a transitive uniformly hyperbolic system with Hölder continuous derivative, the LDP was established by Takahashi [37] , Orey and Pelikan [27] , Kifer [21] , Young [39] . The rate function I is given by
where h(µ) = h(f ; µ) denotes the Kolmogorov-Sinaȋ entropy of µ and χ i (x)>0 χ i (x) the sum of positive Lyapunov exponents at x counted with multiplicity. The rate function vanishes only at the Sinaȋ-Ruelle-Bowen measure [3, 32, 36] , and this measure depends continuously on the system. The LDP gives exponential bounds on the probabilities that the empirical means stay away from the Sinaȋ-Ruelle-Bowen measure.
For non-hyperbolic systems, few results on the LDP were available until recently. For interval maps with neutral fixed point such as the Manneville-Pomeau map [29] , Pollicott and Sharp [28] proved several results closely related to the LDP assuming the existence of an invariant probability measure that is absolutely continuous with respect to the Lebesgue measure. The method in [6] implies the LDP for some non-hyperbolic systems which are very close to uniformly hyperbolic ones, such as almost Anosov systems, interval maps with neutral fixed point, and topologically exact unimodal maps with non-recurrent non-flat critical point. In [8] the LDP was established for certain non-uniformly expanding quadratic maps under strong assumptions on the hyperbolicity and recurrence of the orbit of the critical point.
A substantial progress has been made in [7] in which the LDP was established for every multimodal map with non-flat critical point and Hölder continuous derivatives that is topologically exact. This includes maps with a very weak form of hyperbolicity, and even those with pathological behaviors found by Hofbauer and Keller [17, 18] , for which there is no asymptotic measure and no good statistical limit theorem was previously known. This universality of the LDP amidst the diversity of one-dimensional dynamics challenges the general paradigm that good statistical limit theorems are manifestations of (an weak form of) hyperbolicity.
The aim of this paper is to establish the LDP for unimodal maps with nonrecurrent flat critical point. In [7] all critical points are assumed to be non-flat (See e.g., [11] for the definition), and this assumption is crucial as developed below. We remove this assumption at the cost of imposing the non-recurrence of the critical point. We also study the structure of the set of zeros of the associated rate function.
In what follows, let X = [0, 1] and f : X → X be a unimodal map, i.e., a C 1 map whose critical set {x ∈ X : Df (x) = 0} consists of a single point c ∈ (0, 1) that is an extremum. We say f is topologically exact if for any open subset U of X there exists an integer n ≥ 1 such that f n (U) = X. Let M(f ) denote the set of elements of M which are f -invariant. An S-unimodal map is a unimodal map of class C 3 on X \ {c} with negative Schwarzian derivative. Let ω(c) denote the omega-limit set of c. The critical point c is non-recurrent if c / ∈ ω(c). For an S-unimodal map with non-recurrent flat critical point (i.e., a critical point at which all derivatives vanish) having only hyperbolic repelling periodic points, Benedicks and Misiurewicz [2] constructed a σ-finite invariant measure that is absolutely continuous with respect to the Lebesgue measure. Zweimüller [40] proved statistical properties of the invariant measure, including a polynomial bound on decay of correlations for maps with a flat critical behavior like exp(−|x − c| −α ) (α > 0). For a parametrized family of S-unimodal maps with this type of critical behavior, Thunberg [38] proved a version of Benedicks-Carleson's theorem [1] : the existence of a positive measure set of parameters for which the corresponding maps exhibit an exponential growth of derivatives along the orbit of the critical point. This positive measure set contains a dense subset corresponding to maps with non-recurrent critical point. The same type of flat critical behavior, to be referred to as of polynomial order in our terms, was also considered by Dobbs [12] .
In what follows, for a flat critical point c we assume there exists a C 1 function ℓ on X \ {c} such that the following holds:
(i) ℓ(x) → ∞ and |Dℓ(x)| → ∞. Here, x → c indicates both as x → c + 0 and
The function ℓ determines how fast Df (x) goes to 0 as x → c. For a technical reason as explained below, we work with two specific rates of growth of ℓ. The flat critical point c is of polynomial order if there exists a C 1 function v on X such that v(c) > 0 and for all x near c,
It is of logarithmic order if there exist a C 1 function u on X and α > 0 such that u(c) > 0 and for all x near c,
All our main results hold for topologically exact S-unimodal maps with nonrecurrent flat critical point that is of polynomial or logarithmic order. To simplify expositions we restrict ourselves to the case of polynomial order. According to [6, 7, 8] we now introduce a function I : M → [0, ∞] which is a natural candidate for the rate function for the LDP for interval maps with critical points. For an S-unimodal map f and ν ∈ M(f ) define a Lyapunov exponent χ(ν) = χ(f ; ν) by χ(ν) = log |Df |dν.
From the result of Bruin and Keller [4] , χ(ν) ≥ 0 holds 1 for every ν ∈ M(f ) provided all periodic points of f are hyperbolic repelling. Define
Although the entropy is upper semi-continuous, the Lyapunov exponent is not lower semi-continuous due to the presence of the critical point, and hence F is not upper semi-continuous. To rectify this point we consider an upper semi-continuous regularization of F . Define
where the infimum is taken over all open subsets G of M containing µ. Note that −I is the minimal upper semi-continuous function which is greater than or equal to
The simplest example in which −I = F holds is the quadratic map f (x) = 4x(1 − x). We have −I (δ 0 ) = − log 2 and F (δ 0 ) = − log 4.
Theorem A. Let f : X → X be a topologically exact S-unimodal map with nonrecurrent flat critical point that is of polynomial order. Then the Large Deviation Principle holds. The rate function is given by I .
In the area of one-dimensional dynamics, all critical points are often assumed to be non-flat. Otherwise, interactions between the contraction ruled by the critical point and the expansion away from the critical point become more delicate. Flat critical points behave like neutral fixed points by trapping nearby orbits for a very long period of time, and hence can influence on statistical properties of the map.
By the result of Benedicks and Misiurewicz [2] , for a map as in Theorem A there exists a σ-finite invariant measure that is absolutely continuous with respect to the Lebesgue measure. This measure is unique up to a multiplicative constant, and is a finite measure if and only if log |Df (x)|dx > −∞. If finite, then its normalization is denoted by µ ac and called an acip. Many of the statistical properties of f depend on whether the map has an acip or not, see Zweimüller [40] . Theorem A indicates that the LDP is a special limit theorem which holds regardless of whether the map has an acip or not.
A proof of Theorem A is briefly outlined as follows. In establishing the LDP for one-dimensional non-hypebolic systems, the lower bound is already known to hold for a broad class of smooth interval maps including those in Theorem A, see [6, Section 7] and [7, Proposition 4 .1]. Hence we do not repeat a proof of it here. On the other hand, the upper bound is much harder to prove. A strategy, developed in [6] and was then carried out successfully in [7, 8] , is to construct a "good" horseshoe. We take the same strategy, and our main tool is an inducing scheme equipped with a specification-like property described in Sect.2.2.
The class of maps treated in this paper is disjoint from those treated in [7] . In [7] all critical points are assumed to be non-flat, and in the construction of good horseshoes the following estimate was used in order to evaluate the effect of each return to a critical zone (See [7, Lemma 3.2] ): for every interval U contained in a small neighborhood of the critical set and every subinterval U of U,
where C 0 > 1 is a uniform constant. This estimate obviously fails in a neighborhood of a flat critical point. The inducing scheme equipped with a specification-like property enables us to dispense with this type of estimate. Together with the assumption of non-recurrence, we use the assumption on the flatness of the critical point solely for constructing this inducing scheme, see Lemma 2.8. We now state a corollary which is a direct consequence of Theorem A and of the Contraction Principle [10] . For each continuous function φ : X → R and an integer n ≥ 1 write S n φ = n−1 i=0 φ • f i and put
This function is bounded on [c φ ,
Moreover, q φ is convex on R, and therefore continuous on (c φ , d φ ).
Corollary. Let f : X → X be a topologically exact S-unimodal map with nonrecurrent flat critical point that is of polynomial order. For every continuous function φ : X → R satisfying c φ < d φ and for every interval
A "local" version of this type of formula was proved by Keller and Nowicki [20] , Melbourne and Nicol [25] , Rey-Bellet and Young [31] under assumptions of some (weak form of) hyperbolicity. They necessarily imply the existence of acips, and the interval K is required to be sufficiently close to the corresponding empirical mean.
It is important to know for which φ and K the convergence of the Lebesgue measure of the set is exponential. The method of Melbourne and Nicol [25] is applicable to the case where f has an acip and K is sufficiently close to the empirical mean, and yields a sub-exponential upper bound on the Lebesgue measure of the set in the Corollary. This bound cannot be improved with their method, because their bound is closely linked to the decay rate of the tail probability of the associated inducing scheme. The decay rate for the map f as in Theorem A is sub-exponential, see [40, Proposition 1] . A characterization of the zeros of q φ would allow us to establish an exponential convergence.
In this way we are led to the analysis of zeros of the rate function (1.3). A measure µ ∈ M is a post-critical measure if there exists an increasing sequence {m i } i≥0 of positive integers such that δ m i c converges weakly to µ as i → ∞. Since M is compact, post-critical measures exist. Each post-critical measure is f -invariant, and its support is contained in ω(c).
Theorem B. Let f : X → X be a topologically exact S-unimodal map with nonrecurrent flat critical point that is of polynomial order. If µ ∈ M(f ) is a postcritical measure, then I (µ) = 0.
The next theorem gives a partial characterization of the zeros of the rate function.
Theorem C. Let f : X → X be a topologically exact S-unimodal map with a non-recurrent flat critical point c that is of polynomial order. Then the following holds:
(i) Assume f has an acip, f | ω(c) is uniquely ergodic, and the unique post-critical measure denoted by δ(c) has zero entropy. Then
(ii) Assume f has no acip. If µ ∈ M(f ) and I (µ) = 0, then µ(ω(c)) = 1.
To illustrate our main results, consider a parametrized family {f b } b>0 of unimodal maps given by
The 1/2 is a flat critical point of polynomial order. A tedious computation shows that f b has negative Schwarzian derivative, for example, for every b ≥ 1/ √ 6. Note that f b (0) = 0 = f b (1). The Minimum Principle [11] implies Df b (0) > 1. Then, from Singer's Theorem [35] all periodic points are hyperbolic repelling. Hence f b is topologically conjugate to the full tent map and so is topologically exact. By Theorem A, the LDP holds. In this way, the structure of the set of zeros of the rate function changes at b = 1. This type of qualitative changes is well-known in the context of probability and statistical mechanics, notably in the large deviations for the Curie-Weiss model (See e.g. Ellis [15] , Rassoul-Agha and Seppäläinen [30] ).
For each b ∈ [1/ √ 6, 1) let p We point out one key difference between non-flat and flat critical points appearing in the rate functions. Let f be an S-unimodal map with a critical point c. We say c is non-flat if there exist a constant ℓ c > 1 and C 3 diffeomorphisms φ, ψ of R such that φ(c) = 0 = ψ(f (c)) and |φ(x)| ℓc = ψ(f (x)) for all x near c. An S-unimodal map f with a non-flat critical point c satisfies the Collet-Eckmann condition [9] if lim inf
This condition implies the existence of an acip [11] . This measure is unique and also denoted by µ ac . For a topologically exact S-unimodal map with non-flat critical point and satisfying the Collet-Eckmann condition [9] , the LDP holds [7] and the corresponding rate function vanishes only at the acip (See Appendix A for details). 
and Var and Cov denote variance and covariance respectively. Then, for sufficiently small ǫ > 0 we have
The exponential convergence in Theorem 1.1 no longer holds for a map in Theorem A having an acip. Indeed, for such a map f , by Theorem B the rate function vanishes at each post-critical measure. Let µ ∈ M(f ) be a post-critical measure and φ : X → R be continuous such that φµ ac = φdµ. Since the rate function is convex, q φ (s) = 0 holds for every s ∈ {p φdµ + (1 − p) φdµ ac : p ∈ [0, 1]}. From this and the Corollary there exists ǫ > 0 such that
The rest of this paper consists of three sections and two appendices. Sect.2 and Sect.3 are entirely dedicated to a proof of the upper bound (1.2). In Sect.2 we introduce inducing schemes and a specification-like property associated with them. We then show that this property is indeed satisfied for the map in Theorem A and for an inducing scheme obtained from the first return map to a properly chosen small interval containing the flat critical point. Building on these, in Sect.3 we construct good horseshoes and complete a proof of the upper bound in Theorem A. Theorem B and Theorem C are proved in Sect. 4 . In Appendix A we analyze the rate function of a map satisfying the Collet-Eckmann condition. In Appendix B we treat the LDP for intermittent maps of the interval.
Preliminaries for upper bound
In this section we do preliminary works for obtaining the upper bound. In Sect.2.1 we introduce inducing schemes and describe their basic properties. In Sect.2.2 we construct an inducing scheme with the specification-like property.
2.1. Inducing schemes. Let f be a unimodal map. Let U be an interval of X and n ≥ 1 an integer. Each connected component of
Assume the critical point c of f is non-recurrent. Let I be a nice interval which contains c and satisfies {f n (c) : n ≥ 1} ∩ I = ∅. Diffeomorphic pull-backs of I are mutually disjoint, and every pull-back of I is diffeomorphic. If W is a pull-back of I, the integer r ≥ 1 such that f r (W ) = I is unique. This r = r(W ) is called an
The first return time to I is a function R : X → Z >0 ∪ {∞} defined by
If W is a primitive pull-back of I, then R is constant on W and this common value is denoted by R(W ). Let W denote the collection of all primitive pull-backs of I which are contained in I. The triplet (I, W, R) is called an inducing scheme.
Define an induced map f :
Let f be a topologically transitive S-unimodal map with non-recurrent critical point. Then any inducing scheme (I, W, R) satisfies the following properties:
Expansion property: there exist λ > 1 and an integer m ≥ 1 such that
Bounded distortion: there exists C > 0 such that for all x, y which are contained in the same element of W,
Liftability. Consider the dynamical system on n≥0 ( f ) −n J∈W J generated by f , and let M( f ) denote the set of f -invariant Borel probability measures. For a measure µ ∈ M( f ) for which Rd µ is finite, define
It is straightforward to check that L( µ) ∈ M(f ). A measure µ ∈ M(f ) is liftable to the inducing scheme (I, W, R) if there exists µ ∈ M( f ) such that Rd µ is finite and L( µ) = µ. Not all measures are liftable. For instance measures whose supports are contained in ω(c) are not liftable.
Lemma 2.1. Let f be a topologically transitive S-unimodal map with non-recurrent critical point, and let (I, W, R) be an inducing scheme. If µ ∈ M(f ) and µ(I) > 0, then µ is liftable to (I, W, R).
Proof. Since R is the first return time to I, if µ ∈ M(f ) and µ(I) > 0, then Rdµ is finite (in fact, equal to 1, see Kac [19] ). From the result of Zweimüller [41] , µ is liftable.
Moreover, I = J∈W J holds. For maps with non-flat critical point, these are known as a folklore, and they also hold for maps with flat critical point.
Lemma 2.2. Let f be an S-unimodal map with non-recurrent critical point. Then χ(µ) > 0 holds for every µ ∈ M(f ).
Proof. From Mañé's hyperbolicity theorem [24, Theorem A] and Birkhoff's ergodic theorem, χ(µ) > 0 holds for every ergodic µ ∈ M(f ) whose support does not contain c. Let µ ∈ M(f ) be ergodic whose support contains c. Poincaré's recurrence theorem implies µ(I) > 0, and hence µ is liftable. From [5, Theorem 3] , χ(µ) > 0 holds. From the ergodic decomposition theorem, the positivity also holds for nonergodic measures.
2.2. Specification-like property of the inducing scheme. Specification (See e.g. Young [39] for the definition) allows us to glue arbitrary orbit segments together to form one orbit. By the specification-like property of an inducing scheme (I, W, R) we roughly mean a property which allows us to glue orbits of part of the tail set {R > n} = {x ∈ I : R(x) > n} to the nice interval I to form a pull-back of I whose first return time is roughly equal to n. We additionally request that the size of this pull-back is not too small. The next proposition asserts the existence of an inducing scheme with the specification-like property.
Proposition 2.3. Let f be a topologically transitive S-unimodal map with nonrecurrent flat critical point that is of polynomial order. There exists an inducing scheme (I, W, R) with the following property: for every ε > 0 there exist C(ε) > 0 and n 0 ≥ 1 such that for every integer n ≥ n 0 and every connected component A of {R > n}, there exists J ∈ W which is contained in A and satisfies
We will use Proposition 2.3 in the proof of Proposition 3.2 to construct a horseshoe whose branches are pull-backs of I with a common inducing time.
Remark 2.4. In the case where R is monotone (i.e., R(x) → ∞ monotonically as x → c), the set {R > n} is connected. Then the estimates in Proposition 2.3 follow from the result of Zweimüller [40, Proposition 1] . However, the monotonicity does not hold in general, even when the critical point is pre-periodic.
Proof of Proposition 2.3. We use the following notation. For a point x + ∈ X with
The proof of Proposition 2.3 consists of four steps. We start by choosing an inducing scheme, and then analyze the distribution of the first return time. In these two steps the assumption on the order of the flat critical point is never used. In the third step, we prove a key estimate (Lemma 2.8) associated with the inducing scheme. In the last step, we combine the analysis on the distribution of the first return time with the key estimate and establish the specification-like property.
Step 1: Choice of inducing scheme. Since f is topologically transitive and has a periodic point of odd period different from 1, it is topologically mixing [34, Theorem 2.20] . Hence c is accumulated by periodic points from both sides. There exist a nice interval I = (a − 0 , a + 0 ) which satisfies I ∩ {f n (c) : n ≥ 1} = ∅, and
Without loss of generality we may assume f R 0 (a
. Let W denote the collection of primitive pull-backs of I and R the first return time to I. In what follows we show that the inducing scheme (I, W, R) satisfies the desired properties.
Lemma 2.5. Let W 1 , W 2 be distinct primitive pull-backs of I such that R(W 1 ) = R(W 2 ). There exists a primitive pull-back W of I such that W 1 < W < W 2 and R(W ) < R(W 1 ).
Define W to be the pull-back of I by f n which is contained in U.
Step 2: Analysis of distribution of the first return time. Let U be a subset of X.
A subset W of U is the minimal pull-back of I in U if it is a primitive pullback of I and for any other primitive pull-back W ′ of I which is contained in U, (i) for any primitive pull-back W of I such that V
In case (i) we stop the construction. In case (ii) write V + i = (a, b) and define V + i+1 to be the minimal pull-back of I in (b, 1). This construction stops in finite time and we end up with a sequence {V
of primitive pull-backs of I with the following properties: 
From the definition the following holds:
for each k ≥ 0 one of the following holds:
In order to control distortions, fix τ ∈ (0, 1) such that {f n (c) : n ≥ 1} does not intersect the concentric closed interval with I of length (1 + 2τ )|I|, and for each k ≥ 0 there exists a subinterval of X on which f R k is a diffeomorphism and the image contains the concentric open interval with f
The latter condition is realized for sufficiently small τ because {f n (c) : n ≥ 1} does not intersect
Lemma 2.7. There are constants 0 < θ 0 < θ 1 < 1 such that for every k ≥ 0,
We treat three cases separately. If J 
) and I, and hence |f 
) and I, and hence |f
Step 3: Key estimates. For each k ≥ 0 put J
To obtain the large deviation upper bound, one key estimate is that of the speeds of decay of |I These estimates can be used to show that the inducing scheme is of bounded slope, which implies the desired upper bound (1.2), see [6] . Since these estimates no longer hold for a flat critical point, we now prove slightly different estimates and work with them.
Let [ · ] denote the integer part. The next lemma is a key estimate for establishing the specification-like property of the inducing scheme (I, W, R). As far as the proof of Theorem A is concerned, this is the only place where the order of flatness of the critical point comes into play.
Lemma 2.8. Assume the critical point is of polynomial order. For every ε > 0 we have
Proof. From Mañé's hyperbolicity theorem [24, Theorem A] there are constants C 1 > 0 and λ > 1 such that for every n ≥ 1 and every x ∈ X such that
3)
, where ≈ indicates that the ratio of the two numbers goes to 1 as k → ∞. Then
, which goes to 0 as k → ∞ because |I
From (2.2) there exists C ∈ (0, 1) such that
Substituting ℓ(a
provided ε ∈ (0, 1) is sufficiently small. From (2.6) and (2.7) we obtain the first inequality in Lemma 2.8. A proof of the second one is analogous.
Step 4: Verification of the specification-like property. Let ε > 0, n > R(V + 0 )/ε an integer and let A be a connected component of {R > n}. We treat two cases separately.
Only one of the two inclusions holds and without loss of generality we may assume V 
Case II: c ∈ A. For each integer n ≥ 1 put
Either A = I n or A = I n−1 holds. If A = I n , then Lemma 2.7 gives
By Lemma 2.8 there exists ρ = ρ(ε) ∈ (0, 1) such that
Putting these two inequalities together we have
In the case A = I n−1 , we argue replacing n by n − 1. (2.8) (2.9) together imply the second estimate in Proposition 2.3.
Proof of the upper bound
In this section we complete the proof of the upper bound (1.2) in three steps. In Sect.3.1, using the results and constructions in Sect.2 we prove intermediate estimates associated with an inducing scheme with the specification-like property. In Sect.3.2 we spread this intermediate estimate to the whole interval X using the topological exactness. From this overall estimate we derive (1.2) in Sect.3.3.
Remark 3.1. In [6] several strong conditions in terms of the distributions of return times were introduced for non-hyperbolic systems admitting inducing schemes (or Young's tower), and it was shown that the LDP holds under these conditions. The specification-like property in Proposition 2.3 is similar to these conditions, and the contents of this section are mere adaptations of [6, ? ] to our setting.
3.1.
Intermediate estimate associated with inducing scheme. For the rest of this section, fix an inducing scheme (I, W, R) for which the conclusion of Proposition 2.3 holds. Proposition 3.2. Let f be a topologically exact S-unimodal map with non-recurrent flat critical point that is of polynomial order. For every ε > 0, an integer l ≥ 1, continuous functions φ 1 , . . . , φ l : X → R and α 1 , . . . , α l ∈ R there exists n 1 ≥ 1 with the following property: for every integer n ≥ n 1 for which there exists x ∈ I such that (1/n)S n φ i (x) ≥ α i for every i ∈ {1, . . . , l}, there exists µ ∈ M(f ) such that φ i dµ > α i − ε for every i ∈ {1, . . . , l}, and 1 n log x ∈ I : 1 n S n φ i (x) ≥ α i for every i ∈ {1, . . . , l} ≤ F (µ) + ε.
Before entering a proof of Proposition 3.2 we need a couple of lemmas.
Lemma 3.3. Let f be a topologically exact S-unimodal map. For every δ > 0 there exists an integer n 2 ≥ 1 such that for every integer n ≥ n 2 and every pullback W of I by f n which is contained in I, |f i (W )| ≤ δ holds for every i ∈ {0, 1, . . . , n − n 2 − 1}.
Proof. Let δ > 0. By [7, Lemma 2.3] , there exists η ∈ (0, 1/2) such that for every integer n ≥ 1 and every subinterval W of X that satisfies |f n (W )| ≤ η, |f i (W )| ≤ δ holds for every i ∈ {0, 1, . . . , n − 1}. From Mañé's hyperbolicity theorem [24, Theorem A] and the expansion property of the inducing scheme, it is possible to choose an integer n 2 ≥ 1 such that if n > n 2 and W is a pull-back of I by f n which is contained in I, then |f n−n 2 (W )| ≤ η. From the property of η, |f i (W )| ≤ δ holds for every i ∈ {0, 1, . . . , n − n 2 − 1}.
The next lemma follows from [7, Lemma 4.5] . See also [6, Lemma 7] .
Lemma 3.4. Let t, q ≥ 1 be integers, and let L 1 , L 2 , . . . , L t be pull-backs of I by
Proof of Proposition 3.2. We define a sequence { D n } n≥0 of collections of open subintervals of I inductively as follows. Start with D 0 = W. Let n ≥ 1 and
Let ε > 0, l ≥ 1 an integer, φ 1 , . . . , φ l : X → R be continuous functions and α 1 , . . . , α l ∈ R. Let D n denote the collection of K ∈ D n such that there exists x ∈ K such that (1/n)S n φ i (x) ≥ α i for every i ∈ {1, . . . , l}. We show that there exists an integer n 1 ≥ 1 such that for every n ≥ n 1 and every K ∈ D n there exists a pull-back K * of I which is contained in I such that the following holds:
S r(K * ) (x) ≥ α i − ε for every x ∈ K * and every i ∈ {1, . . . , l}.
n , then define K * to be the pull-back of I by f m(K) which contains K. Then r(K * ) = m(K) and (3.1) holds. (3.2) is obvious because K = K * .
Let K ∈ D ′ n . Let A denote the connected component of {R > n − m(K)} which contains f m(K) (K). By Proposition 2.3 and n − m(K) ≤ n there exists J ∈ W which is contained in A and satisfies
Let J ′ denote the pull-back of I by f m(K) which is contained in I and contains
It remains to show (3.3). Fix δ > 0 such that if |x − y| ≤ δ then |φ i (x) − φ i (y)| ≤ ε/2 holds for every i ∈ {1, . . . , l}. For this δ let n 2 ≥ 1 be the integer for which the conclusion of Lemma 3.3 holds.
For each K ∈ D n choose x * ∈ K such that (1/n)S n φ i (x * ) ≥ α i holds for every i ∈ {1, . . . , l}. Using (3.1), for every x ∈ K * and every i ∈ {1, . . . , l} we have
where φ i = max x∈X |φ i (x)|. For sufficiently large n, r(K * ) becomes large and we have 1 Combining three inequalities we get
From Lemma 3.4 there exists µ ∈ M(f ) such that φ i dµ > α i − ε holds for every i ∈ {1, . . . , l} and
For sufficiently large n we have
(3.1) and (3.5) together imply the desired inequality for sufficiently large n.
Overall estimate. The upper bound follows from the next proposition.
Proposition 3.5. Let f be a topologically exact S-unimodal map with non-recurrent flat critical point that is of polynomial order. For every ε > 0, every integer l ≥ 1, let φ 1 , . . . , φ l : X → R be continuous functions, and let α 1 , . . . , α l ∈ R. Then lim sup n→∞ 1 n log x ∈ X : 1 n S n φ i (x) ≥ α i for every i ∈ {1, . . . , l} ≤ sup F (µ) : µ ∈ M(f ) and φ i dµ > α i − ε for every i ∈ {1, . . . , l} + ε.
Proof. Since f is topologically exact, there exists an integer M ≥ 1 such that f M (I) = X. Let ε > 0, l ≥ 1 an integer, φ 1 , . . . , φ l : X → R continuous and α 1 , . . . , α l ∈ R. Since each φ i is bounded, for sufficiently large n we have
and therefore 1 n log x ∈ X : 1 n S n φ i (x) ≥ α i for every i ∈ {1, . . . , l}
By Proposition 3.2, for each large n there exists µ ∈ M(f ) such that φ i dµ > α i −ε for every i ∈ {1, . . . , l} and 1 n log x ∈ I : 1 n S n φ i (x) ≥ α i − ε for every i ∈ {1, . . . , l} ≤ F (µ) + ε 2 .
Combining the above two inequalities and then letting n → ∞ yields the desired inequality.
End of the proof of the upper bound.
Proof of the upper bound (1.2). Following [7] let K be a closed subset of M, and G an arbitrary open set containing K. Since K is compact, one can choose a finite collection C 1 , . . . , C r of closed sets such that K ⊂ r k=1 C k ⊂ G and each has the form
φ j dµ ≥ α j for every j ∈ {1, . . . , p} , where p ≥ 1 is an integer, φ j : X → R is continuous and α j ∈ R. For each k ∈ {1, . . . , r} and ε > 0 define an open set C k (ε) containing C k by replacing
Since r k=1 C k (ε) ⊂ G for ε > 0 small enough, we have lim sup
Letting ε → 0 we obtain lim sup
Since G is an arbitrary open set containing K, it follows that lim sup
The last equality is due to the upper semi-continuity of −I . This completes the proof of (1.2) and hence that of Theorem A.
Structure of zeros of rate function
In this section we analyze the structures of the set of zeros of the rate functions for maps in Theorem A. In Sect.4.1 we develop analytic estimates associated with the inducing scheme, and finish the proof of Theorem B in Sect.4.2. The rest of this section is devoted to the proof of Theorem C.
Recovering expansion.
For the proof of Theorem B we need the next analytic estimates associated with the inducing scheme. For two positive functions a(x), b(x) defined on (subsets of) neighborhoods of the critical point c, the expression a(x) ∼ b(x) indicates that a(x)/b(x) is bounded and bounded away from 0.
Lemma 4.1. Let f be a topologically transitive S-unimodal map with a nonrecurrent flat critical point c, and let (I, W, R) be an inducing scheme. If x ∈ I and there exists an integer k ≥ 0 such that
and
Proof. Let x ∈ I. From Mañé's hyperbolicity theorem [24, Theorem A], the distortion of iterates of f outside of I is uniformly bounded: there exists a constant C = C(I) ≥ 1 such that for every z ∈ X in between f (x) and f (c),
Since c is flat, up to C 1 changes of coordinates around c and f (c) we have f (x) = f (c) − |x − c| ℓ(x) . From the assumption on x, the orbit f (x), . . . , f R(x)−1 (x) follows the critical orbit f (c), . . . , f R(x)−1 (c) and as a result for every i ∈ {1, . . . , R(x) − 1} the segment connecting f i (x) and f i (c) does not intersect I. Using (4.1) we obtain
There exist constants C > 0 and λ 0 > 0 such that
where Df = max{Df (x) : x ∈ X}. Therefore there exists a constantC = C(I) > 1 such that
Since f R(x) (x) ∈ I and f R(x) (c) does not belong to the concentric closed interval with I of length (1 + 2τ )|I|, τ |I| ≤ |f R(x) (x) − f R(x) (c)| holds (See the line after (2.1) for the choice of τ ). Plugging this into the second inequality in (4.4) gives a lower estimate of R(x). Plugging |f R(x) (x) − f R(x) (c)| ≤ 1 into the first inequality in (4.4) gives an upper estimate of R(x). These two estimates together imply the desired one.
For the derivative estimate, note that
The assumption on ℓ implies that the two terms in the second factor have the same sign: positive for x > c and negative for x < c. Hence
For some z in between f (x) and f (c),
holds. From this and (4.1) we obtain
This completes the proof of Lemma 4.1.
This condition is satisfied for a flat critical point of polynomial order.
On the proof of Theorem B.
Proof of Theorem B. Let f be a topologically exact S-unimodal map with a nonrecurrent flat critical point c that is of polynomial order. Let µ ∈ M(f ) be a post-critical measure. To show I (µ) = 0, it suffices to show that µ is weak* approximated by measures which are supported on periodic orbits and with arbitrarily small Lyapunov exponents. Namely, we construct a sequence {n i } i≥0 of positive integers and a sequence {x i } i≥0 in X such that n i → ∞ as i → ∞, f n i (x i ) = x i for each i and the following holds: Since y k → c, the estimates in Lemma 4.1 and (4.6) together imply 
Since µ is a post-critical measure, there exists a sequence {m i } i≥0 of positive integers such that m i ր ∞ and δ
It remains to show (i)
This completes the proof of Theorem B.
The next corollary is of independent interest. Corollary 4.3. Let f be a topologically transitive S-unimodal map with a flat critical point c such that
Then inf{χ(µ) : µ ∈ M(f )} = 0. In addition, there is no measure which minimizes the Lyapunov exponent.
Proof. From the proof of Theorem B, one can create a periodic measure whose Lyapunov exponent is arbitrarily small. The last assertion follows from the first one and Lemma 2.2.
4.3.
Outline of the proof of Theorem C. Theorem C immediately follows from the next proposition. Proof of Theorem C. Assume f has an acip µ ac . Then I (µ ac ) = 0 holds. Since δ(c) is a post-critical measure, Theorem B gives I (δ(c)) = 0. Since entropy and Lyapunov exponents are affine, the set of zeros of I is a convex set, and therefore {pδ(c) + (1 − p)µ ac : 0 ≤ p ≤ 1} ⊂ {µ ∈ M(f ) : I (µ) = 0}. From Proposition 4.4(ii), this inclusion is an equality.
By the definition of the rate function (1.3), if I (µ) = 0 then one can take a sequence {ν k } k≥0 such that ν k → µ weakly and F (ν k ) → 0 as k → ∞. For a proof of Proposition 4.4 we need to analyze the limit behaviors of entropy and Lyapunov exponent along a sequence of measures for a fixed map. It is well-known that the entropy is upper semi-continuous, while the Lyapunov exponent is not lower semi-continuous. A key ingredient to overcome the lack of lower semi-continuity of Lyapunov exponent is Lemma 4.7 which allows us to bound from below the amount of drop of Lyapunov exponent in the limit. We prove Proposition 4.4 by combining these ingredients with the result of Dobbs and Todd [13] on the upper semi-continuity of free energies applied to a fixed map.
4.4.
Continuity of Lyapunov exponent. In this and the next subsections we prove key ingredients needed for the proof of Proposition 4.4. The next lemma implies that the Lyapunov exponent is continuous on the set {µ ∈ M(f ) : µ(ω(c)) = 0}.
Lemma 4.5. Let f be an S-unimodal map with a non-recurrent critical point c. Let {µ n } n≥0 be a sequence of ergodic measures in M(f ) such that µ n → µ weakly as n → ∞ and µ(ω(c)) = 0. Then χ(µ n ) → χ(µ) as n → ∞.
Proof. Let (I, W, R) be an inducing scheme. For each ε > 0 with inf{|f
From the non-recurrence of c and Mañé's hyperbolicity theorem [24, Theorem A],
Note that M ε → ∞, and so ̺ → 0 as ε → 0. Put
The U ε decreases as ǫ → 0 with ε>0 U ε = {f n (c) : n ≥ 0}. Fix a partition of unity {ρ 0,ε , ρ 1,ε } on X such that supp(ρ 0,ε ) = {x ∈ X : ρ 0,ε (x) > 0} ⊂ U 2ε and supp(ρ 1,ε ) ⊂ X \ U ε . We have ρ 0,ε ≡ 1 on U ε . Let {µ n } n≥0 be a sequence of ergodic measures in the statement of Lemma 4.5. Taking a subsequence if necessary we may assume the limit χ 0 = lim n→∞ χ(µ n ) exists.
Since ρ 1,ε log |Df | is continuous and µ n → µ weakly, lim n→∞ ρ 1,ε log |Df |dµ n = ρ 1,ε log |Df |dµ.
Since χ(µ n ) = ρ 0,ε log |Df |dµ n + ρ 1,ε log |Df |dµ n , letting n → ∞ we have χ 0 = lim n→∞ ρ 0,ε log |Df |dµ n + ρ 1,ε log |Df |dµ.
In the next two paragraphs below we show Also, ρ 1,ε log |Df | → log |Df | as ε → 0 µ-a.e. and lim ε→0 ρ 1,ε log |Df |dµ = χ(µ).
Hence we obtain χ 0 = χ(µ).
To show (4.7), for each m ≥ 1 define g m = max{ρ 0,ε log |Df |, −m}. Then g m is continuous, g m ≥ ρ 0,ε log |Df | and g m → ρ 0,ε log |Df | as m → ∞ µ-a.e. Since ρ 0,ε = 1 near c, ρ 0,ε log |Df | is µ-integrable. From the Dominated Convergence Theorem, for every ε > 0 there exists an integer m such that g m dµ ≤ ρ 0,ε log |Df |dµ + ε. Since µ n → µ, for sufficiently large n we have ρ 0,ε log |Df |dµ n − ε ≤ g m dµ n − ε ≤ g m dµ ≤ ρ 0,ε log |Df |dµ + ε, and therefore lim sup n→∞ ρ 0,ε log |Df |dµ n ≤ ρ 0,ε log |Df |dµ + 2ε.
Since ε > 0 is arbitrary, (4.7) holds.
It is left to show (4.8). Since µ n is ergodic, it is possible to choose a point x n ∈ X such that f m (x n ) = c for every m ≥ 0 and
If f m (x n ) ∈ B ̺ (c) for only finitely many m ≥ 0, then Mañé's hyperbolicity theorem [24, Theorem A] implies ρ 0,ε log |Df |dµ n ≥ 0. If f m (x n ) ∈ B ̺ (c) for infinitely many m ≥ 0, then the orbit of x n is a concatenation of segments of the form y ∈ B ̺ (c), f (y), . . . , f R(y)−1 (y). For each such a segment,
This implies (4.8). Lemma 4.7. Let f be an S-unimodal map with a non-recurrent flat critical point c.
Let 
We have used the assumptions on ℓ. Set S = {n ≥ 1 : |Df (f n (c))| < 2}. For each n ∈ S define k(n) = min{i > 1 :
The non-recurrence of c implies sup n∈S k(n) < ∞ and we have
From the bounded distortion, the following holds for sufficiently large m: for every n ∈ S and every x ∈ B 1/m (f n (c)), |Df k(n) (x)| ≥ 1. For every n ≥ 1 such that n / ∈ S and every x ∈ B 1/m (f n (c)), |Df (x)| ≥ 1. Note that {V m } m≥1 has the following property: there exists m 0 ≥ 1 such that if m ≥ m 0 , x ∈ X and q ≥ 1 are such that x, f (x), . . . , f q−1 (x) ∈ V m and f
This number is comparable to m, and therefore |Df q (x)| ≥ 1 provided m is sufficiently large.
For each m ≥ m 0 such that |Df | < 1 on B αm (c), define a continuous function
Let 1 m denote the indicator function of V m . For each µ k take a point x k ∈ X such that the following holds:
Since the support of µ k is not contained in ω(c) by the initial assumption, for every sufficiently large m, f n (x k ) / ∈ V m holds for infinitely many n ≥ 0. Let {n l } l≥1 denote the subsequence obtained by aligning the elements of the set {n ≥ 0 : f n (x k ) / ∈ V m } in the increasing order. The afore-mentioned property of {V m } m≥1 implies
On the second summand of the last line,
log |Df |dµ k .
The inequality holds provided m is sufficiently large so that ϕ m is negative on B αm (c). Hence
Since µ k → µ weakly as k → ∞,
log |Df |dν ⊥ . The next lemma asserts that the zeros of the rate function I are approximated by ergodic measures with similar free energies. This conclusion is necessary to use Lemma 4.7.
Lemma 4.9. Let f be a topologically exact S-unimodal map with non-recurrent critical point. Let µ ∈ M(f ) and suppose I (µ) = 0. There exists a sequence
Proof. Since I (µ) = 0 it is possible to take a sequence
Taking a subsequence if necessary we may assume p k → p as k → ∞. Ruelle's inequality [33] implies lim sup
Since F (ξ k ) → 0, the second inequality is an equality, namely plim sup 
where the last equality is because h(µ) = (1 − p)h(ν ⊥ ), from h(ν) = 0. Hence F (ν ⊥ ) = 0 holds. By Theorem 4.8, ν is an acip of f . This proves (ii).
Assume f has no acip. Let µ ∈ M(f ) be such that I (µ) = 0. Write µ = pν A proof of Proposition 4.11 involves essentially the same set of ideas as that of the proof of Proposition 4.4 (iii). In particular, we exploit the fact that f 1 has no acip. The difference from the proof of Proposition 4.4 (iii) is that we need to treat a sequence of measures which are not invariant for a single fixed map. We begin by proving a version of Lemma 4.7 which holds for such a sequence associated with a convergent sequence of maps in the family {f b } b>0 . This can be achieved with a minor modification, primarily because this family lies in the same topological conjugacy class. We finish the proof of Proposition 4.11 by combining this result with that of Dobbs and Todd [13] . 
The first inequality is from Ruelle's inequality, and the second one from the upper semi-continuity of entropy for a sequence of maps [13, Theorem 1.15] . It follows that all the inequalities are equalities and h(ν ⊥ ) = χ(ν ⊥ ). By Theorem 4.8 the measure ν ⊥ is an acip, a contradiction.
Appendix A. Rate functions for Collet-Eckmann maps
In this appendix we characterize the zero of the rate function for a ColletEckmann map. 2) . Since µ ∈ M(f α ) → h(µ) is upper semicontinuous and µ ∈ M(f α ) → log |Df α |dµ is continuous, the rate function has the desired form. The characterization of the zeros of the rate function follows from the result of Ledrappier [22] .
Lemma B.3. Let {α k } k≥0 be a sequence in (0, 1) such that α k ր 1 as k → ∞, and {µ α k } k≥0 a sequence of measures in M such that for each k ≥ 0, µ α k ∈ M(f α k ), µ α k is ergodic with respect to f α k , µ α k converges to µ ∈ M(f 1 ) weakly as k → ∞, where µ = pδ 0 + (1 − p)ν ⊥ , ν ⊥ ∈ M(f 1 ), ν ⊥ ({0}) = 0 and 0 ≤ p ≤ 1. Then
Proof. Since log |Df α k | converges to log |Df 1 | uniformly as k → ∞, for every ε > 0 there exists k 0 ≥ 0 such that if k ≥ k 0 then log |Df α k | − log |Df 1 | ≤ ε/2. Since µ α k → µ weakly as k → ∞ and log |Df 1 | is continuous, there exists k 1 ≥ 0 such that if k ≥ k 1 then log |Df 1 |dµ α k − log |Df 1 |dµ ≤ ε/2. If k ≥ max{k 0 , k 1 } then log |Df α k |dµ α k − log |Df 1 |dµ ≤ log |Df α k |dµ α k − log |Df 1 |dµ α k + log |Df 1 |dµ α k − log |Df 1 |dµ ≤ε, namely log |Df α k |dµ α k → log |Df 1 |dµ = (1 − p)χ(f 1 ; ν ⊥ ) as k → ∞.
Using Lemma B.3 in the place of Lemma 4.13 and repeating the argument in the proof of Proposition 4.11 show that µ ac,α converges weakly to δ 0 as α ր 1. This finishes the proof of Theorem B.1.
