Many questions in comparative biology require that new data be collected, either to build 27 a comparative database for the first time or to augment existing data. Given resource 28 limitations in collecting data, which species should be studied to increase the size of 29 comparative datasets? By taking the hypotheses, existing data relevant to the hypotheses, and 30 a phylogeny, we show that a method of "phylogenetic targeting" can systematically guide data 31 collection while taking potentially confounding variables and competing hypotheses into 32 account. Phylogenetic targeting selects potential candidates for future data collection using a 33 flexible scoring system based on differences in pairwise comparisons. We used simulations to 34 assess the performance of phylogenetic targeting, as compared to a less systematic approach 35 of randomly selecting species (as might occur when data have been collected without regard 36 to phylogeny and variation in the traits of interest). The simulations revealed that phylogenetic 37 targeting increased the statistical power to detect correlations and that power increased with 38 the number of species in the tree, even when the number of species studied was held constant. 39
where an experiment can be applied to only certain species on the tree. 176
If discrete characters with more than two possible states are used, they can be treated 177 as ordered (costs between different pairs of states are different, as a particular sequence exists 178 in which the states must occur through evolution) or unordered (every state change is equal, as 179 each state can directly be transformed into any other state) (Slowinski 1993) . 180
181
Calculating scores for models with a single predictor (Y t and X 1 ) 182
For predictions that only involve a primary hypothesis (i.e., only one independent variable), 183 phylogenetic targeting uses a scoring system that maximizes the variability in X 1 . In other 184 words, species pairs are targeted that differ the most in X 1 . If we were interested in hypotheses 185 that involve body mass as an independent variable, for example, phylogenetic targeting gives 186 pairs with the largest differences in body mass higher scores. Thus, pairwise comparisons 187 with big differences in X 1 are scored more positively, whereas smaller differences are scored 188 less positively. These contrasts are then standardized to the scale 0 to 1, with a difference of 0 189 assigned a score of 0 and the largest difference in all considered pairs assigned a score of 1. 190 Note that even if no zero contrasts are found in the data, the method fixes this as the lowest 191 contrast. All other differences are assigned a score between 0 and 1 by applying a linear 192 scaling transformation. We call this the score of X 1 . 193 If X 1 is an unordered discrete character, the score will be either 0 or 1 regardless of the 194 actual difference in character state assignments, whereas the difference is scored on an 195 interval between 0 and 1 in the case of an ordered character, with the maximum number of 196 character steps scored as 1. 197 p. 9
Calculating scores for models with covariates (Y t , X 1, X 2 … X n ) 199
Models that incorporate additional traits enable the testing of different kinds of hypotheses 200 (e.g., mutually exclusive and non-mutually exclusive), and they can be used to control for 201 confounding variables. For each X 2 …X n , a separate scoring mechanism is defined in which 202 larger contrasts have either a negative or a positive influence on the overall score. The 203 decision for whether larger differences in each of the X 2 to X n variables is scored higher or 204 lower depends on whether the variables reflect confounding variables or a desire to 205 distinguish among competing hypotheses. To simplify discussion in what follows, we 206 consider a case in which only one additional variable is included; thus Y t = f (X 1 , X 2 ). Further 207 details on the specifics of scoring are given below. 208
To control for confounding variables, the goal is to minimize variation in the predictor 209 variable that corresponds to the confounding variable of interest, i.e. X 2 . Thus, pairwise 210 comparisons in X 2 that make the absolute value of change in a particular confounding variable 211 as small as possible are scored higher, whereas pairwise comparisons with bigger differences 212 are scored lower (Score NC , i.e. the score from standardizing the covariate for "no change"). 213
The smallest pairwise contrast is assigned a score of 1, whereas the maximum pairwise 214 contrast is assigned a score of 0. All other differences are assigned a score between 0 and 1. 215
To address mutually exclusive hypotheses, the goal is to maximize scores for X 2 that 216 differ maximally from contrasts in X 1 . Two different scoring options can be applied that both 217 target big differences, but differ in how they score these differences. The first option scores 218 differences in X 2 in the opposite direction as the difference in X 1 positively and differences in 219 the same direction as X 1 negatively (Score OD , i.e. the score from standardizing covariate in the 220 "opposite direction"). The biggest difference in the opposite direction is assigned a score of 1, 221 whereas the biggest difference in the same direction is assigned a score of -1. A difference of 222 p. 10 differences are assigned a score different from 0. All other differences are assigned a score 225 between -1 and 1 by applying a linear scaling transformation, which is calculated separately 226 for positive and negative contrasts. The second option is the opposite of the first option; that 227 is, differences in the opposite direction from the difference in X 1 are scored negatively and 228 differences in the same direction are scored positively (Score SD , i.e. the score from 229 standardizing covariate in the "same direction"). For example, this option might be useful if 230 an increase in X 1 is predicted to reduce Y t while an increase in X 2 is predicted to increase Y t . 231
Thus, it is necessary to give higher scores to contrasts in the same direction for X 1 and X 2 to 232 distinguish among the hypotheses. 233
For models with covariates, the direction of change for X 2 …X n always refers to the 234 direction of change in X 1 , e.g. a positive value means that the direction of change is the same 235 as in X 1 . By doing so, we force the difference in X 1 (∆ raw , see Table 1 ) to be positive and 236 achieve consistency with other widely-used programs, such as CAIC (Purvis and Rambaut 237 1995) and PDAP-Mesquite (Midford et al. 2005 ). This "positivization assumption" also helps 238 to make sense of the other trait differences and their directions when using the computer 239 program, as it becomes possible to determine whether other pairwise comparisons are 240 consistently positively or negatively associated with X 1 (e.g., if X 2 is positive, it must be in the 241 same direction as X 1 ). Although not strictly necessary for the algorithms implemented here, 242 this helps guide manual selection of contrasts in the web-based implementation of 243 phylogenetic targeting. 244 245 Summed score and standardizing scores for branch lengths 246
For each pairwise comparison, the scores for all traits are summed up to define the 247 summed score (see Table 1 for a case involving X 2 as a confounding variable, i.e. Score NC ). 248
The summed score combines the information from all traits and thus represents the strength ofp. 11 a pair for testing the hypotheses. For models with only Y t and X 1 , the summed score thus 250 equals the score of X 1 . 251
Regardless of the scoring model, the summed score can sometimes be uninformative 252 when compared among different pairs because the more divergent two species are, the more 253 likely it is that they evolved bigger differences. In other words, different pairs will have 254 different expected amounts of change (i.e., variance). In our approach, we overcome this 255 problem by normalizing the summed score by its expected variance (square root of the sum of 256 the branch lengths that connect the two species) (Felsenstein 1985; Garland et al. 1992 
Availability variable 266
In addition to manually excluding species from an analysis, it is possible to define an 267 "availability variable" to automatically exclude species or pairs in relation to the availability 268 of data for Y t . One can thus use the availability variable to identify other species that should be 269 studied in the context of existing data on Y t . An availability variable also provides a way to 270 quickly "pinpoint" where the missing data points are in a phylogenetic context, which can 271 help to identify biases in the distribution of the studied species. 272
The availability variable must be a discrete binary variable that identifies whether or 273 not data are available for Y t for a particular species. For example, consider the scenario in 274 Figure 2 , in which B t is the availability variable. Possible options would be to only considerp. 12 pairs where data are available for both species that form the pair (exclusion of all pairs except 276 s1-s5), for one species (exclusion of pairs s1-s5 and all combinations of s2, s3, s4 and s6), for 277 at least one species (as before, but not s1-s5) and for none of the species (exclusion of the nine 278 pairs with s1 and s5). This scoring procedure thus can be used in a variety of ways. For 279 example, if the availability variable indicates that data are available for only a fraction of the 280 species, the majority of the pairs will be excluded if the option is chosen to consider only pairs 281 where one species has already been studied and data are needed for the other species. In such 282 a case, only those pairs containing one studied species and one that has yet to be studied 283 remain. It can thus be seen as an additional selection factor that effectively constrains the 284 species that will be targeted. 285
286

Maximal pairing algorithm 287
The actual selection of species is performed by a dynamic programming algorithm that 288 we call maximal pairing. The maximal pairing algorithm is a general optimization algorithm 289 and selects pairs of species that are phylogenetically independent. In contrast to PIC, where 290 pairs can also involve internal nodes on the tree, the maximal pairing algorithm selects only 291 pairs between the tips of the tree. The selection of pairs is based on the summed score for each 292 pair, and the algorithm determines the set of phylogenetically independent pairs that 293 maximizes the sum of the individual summed scores (Table 1 ). This criterion is thus assumed 294 to maximize the power to test the hypotheses given constraints on maintaining phylogenetic 295 independence. With large datasets, it is difficult to find the maximal pairing manually, due to 296 the large number of possible pairings and the complex phylogenetic dependence of pairs that 297 must not share a branch (Figure 2 ). Despite some differences that involve execution time and 298 representation of polytomies, the maximal pairing algorithm also works for polytomous treesp. 13
For models that involve only X 1 , for example, the maximal pairing generally selects 301 pairs of closely related species that maximize differences in X 1 , and those pairs are often 302 distantly related to the other pairs that are selected. In a comparative test, such a design is 303 considered to be especially powerful (Garland et al. 2005 ). If, however, an additional trait X 2 304 is used to control for confounding variables (thus scoring small differences in X 2 higher using 305 Score NC ), the algorithm both maximizes differences in X 1 and minimizes differences in X 2 . 306
Conversely, if one aims to maximize differences in X 2 (thus scoring larger differences in X 2 307 opposite to X 1 higher with Score OD ), the algorithm maximizes differences in X 1 and 308 maximizes differences in X 2 opposite in sign to X 1 . Similar logic applies to Score SD . It is 309 worth noting, however, that due to the phylogenetic constraints and the standardizing of 310 contrasts, the maximal pairing does not simply select the pairs with the most extreme 311 character differences; instead, pairs with small differences among closely related species are 312 also frequently selected. 313
314
Simulations 315
We compared the performance of phylogenetic targeting to random selection of species 316 using simulations. The aim of the simulations was to generate data with known degrees of 317 correlation between pairs of variables, and then to select subsets of species either randomly or 318 using phylogenetic targeting. To perform the simulations, we first generated phylogenetic 319 trees and character data using the GEIGER package (Harmon et al. 2008) in R (R 320 Development Core Team 2009) according to a uniform birth-death process (b=0.15, d=0). We 321 created 1500 random phylogenies for a series of N=50, 70, and 90 taxa. We then simulated 322 character evolution for two continuously varying characters on each tree using five different 323 models of evolution (Table 2 ) with character states (0,0) at the root of the tree. When 324 simulating the non-Brownian motion models of evolution, we first transformed the tree inp. 14 data on the original tree, thus simulating a case where the branch lengths failed to accurately 327 reflect trait evolution (see Online Appendix B). Characters were simulated with a variance of 328 one and correlations of 0 and 0.5, respectively. This yielded 4500 datasets with varying 329 numbers of species and known evolutionary correlations among the characters. 330
Using these data and phylogenies, we then selected subsets of species randomly and 331 using phylogenetic targeting. In each simulation file, we selected the first simulated trait as 332 X 1 ; the second variable was assumed to be Y t, . We also standardized the scores. The maximal 333 pairing was then calculated, and we selected the six highest scoring pairs. We also randomly 334 selected six phylogenetically independent pairs. To investigate whether the number of 335 selected pairs impacts statistical performance, all analyses were repeated using 9 pairs and 12 336 pairs. 337
To evaluate statistical properties of both sampling approaches, we performed standard 338 statistical tests based on the selected pairwise comparisons. For that, we used the character 339 differences for X 1 and Y t for the selected pairs and standardized them by their expected 340 variance (square root of the sum of the branch lengths that connect the two species). We 341 tested for a significant correlation between both characters using the correlation coefficient 342 through the origin (Garland et al. 1992) , with significance based on α = 0.05 using a t-test 343 with N-2 degrees of freedom. We determined Type I error rates (incorrectly rejecting a true 344 null hypothesis of no association between traits) and statistical power (probability of rejecting 345 a false null hypothesis) for both sampling approaches. Type I error rates were calculated as 346 the proportion of significant results based on p=0.05 for datasets in which r=0, while 347 statistical power was based on the proportion of significant results for datasets in which r=0.5. 348
In addition to tests based on pairwise comparisons, we performed tests based on the full 349 set of independent contrasts. We did this because many users may be interested in using a full 350 set of contrasts, yet the method operates by examining pairwise comparisons. Thus, 351 understanding the statistical performance of phylogenetic targeting when used with PIC is anp. 15 important step and expands its application spectrum. After pruning the tree to the subset of 353 selected pairs, we calculated PIC (Felsenstein 1985) using the APE package (Paradis et al. 354 2004). We tested for a significant correlation between both characters using the methods 355 described in the previous paragraph. 356
We also tested how the inclusion of randomly selected, non-targeted species affects the 357 results. This simulates a common situation because data are often already available for some 358 species but missing for others. Specifically, we examined how including k random species 359 affects the results for tests based on pairwise comparisons and PIC (with k ranging from 2 to 360 10 in steps of 2). We included these additional species from the remaining set of species that 361
were not selected by phylogenetic targeting (and thus without using the availability variable). 362
Lastly, we analyzed how much of the original range of variation in the simulated data was 363 available after pruning the data to the selected species. This gives insights to the range of 364 variation that is available for hypothesis testing under the two sampling techniques. 365
366
RESULTS
367
PhyloTargeting program 368
We created a freely available computer program -PhyloTargeting -that implements the 369 phylogenetic targeting approach. It is web-based, takes the data as a Nexus file (Maddison et correlations when r≠0, whereas a random selection of species resulted in no bias. Importantly, 394 however, no bias was found when the true correlation was 0, as shown in the results for Type 395 I error rates. Furthermore, the bias decreased substantially if additional, randomly selected 396 species were included (see Discussion and Online Appendix C). 397
The results highlighted above are for a Brownian motion process of character evolution. 398
For the alternative models that we tested (see Online Appendix B), results were comparable. 399
However, for most of these analyses, Type 1 error rates were highly elevated and statistical 400 power was reduced under the two sampling approaches and for PIC on the full tree (which we 401 used as a control). Not surprisingly, the pairwise tests showed substantially less elevated Type 402 p. 17
DISCUSSION 406
Comparative studies generally make use of available data. Here we show that the 407 comparative approach can also be used to target species for future data collection.
A major strength of the approach is that phylogenetic information is incorporated when 415 selecting species to study (Garland 2001; Garland et al. 2005) , thus ensuring that the selected 416 pairs are phylogenetically independent of one another. This makes it possible to analyze the 417 data using standard statistical methods (i.e., pairwise tests). However, the simulations revealed 418 that compared to PIC, statistical power is reduced (see also Ackerly 2000) . This may be due 419 to the fact that for pairwise differences, the number of data points is reduced by a factor of 420 approximately 2, because only the tips of the tree are contrasted and not the interior nodes of 421 the tree. Furthermore, the bias in estimating the correlation coefficient is increased with 422 pairwise comparisons. We thus advise users to analyze the selected species with standard 423 comparative methods based on the full set of contrasts whenever possible instead of using the 424 differences for the selected pairs directly. 425
The simulation results revealed that phylogenetic targeting provides many advantages 426 compared to a random selection of species for detecting correlated trait evolution. Statistical 427 power was strongly increased in all cases that we examined. Phylogenetic targeting used a 428 higher percentage of the available range of variation for a character, as compared to random 429 sampling of species. Thus, we can be more certain that the pattern holds generally across thep. 18 clade of organisms rather than, for example, only among the species that are larger in body 431 size or more amenable to study. Surprisingly, the simulations also revealed that statistical 432 power increased with the number of species per tree, even when the number of taxa selected 433 for study remained constant. Type 1 errors, however, were always close to the nominal level 434 and undistinguishable between phylogenetic targeting and random species sampling. Thus, 435 applying the method to larger clades resulted in increased power without increasing the 436 number of pairs examined, probably because having more taxa increased the magnitude of the 437 differences that can be selected overall (which increased the ability to detect a correlation). 438
Phylogenetic targeting should be used with caution when one wants to determine the 439 magnitude of a correlation. Similar to the pairwise approach of Westoby (1999) , it 440 overestimates the correlation coefficient (Ackerly 2000) . This was true for both the pairwise 441 tests and PIC, and the bias was stronger with the pairwise tests. The simulations also revealed 442 that this overestimation increases with the number of species per tree, thus mirroring the 443 increase in power. In the context of applying the method to real-world data in which data for 444 Y t are already available for some of the species, however, simulations confirmed that this bias 445 decreases substantially with the number of randomly selected species for which data are 446 already available. For most questions of interest that we envision, data are often available on 447 Y t for a number of species, often comprising a majority of the species in the dataset. When 448 such data are available, inclusion of already available data in subsequent analysis after 449 applying phylogenetic targeting is highly recommended. Alternatively, users can implement 450 the availability variable option described above to more fully integrate decisions about future 451 data collection with already studied species. Furthermore, as noted above, the bias is likely to 452 decrease if additional traits representing confounding variables or alternative hypotheses are 453 included in the analysis. closely related species (e.g., because of biological differences that limit comparability of 492 experimental results). Standardization thus affects the selection of pairs. 493
Another argument for standardization is that fewer traits should change on shorter 494 branches, and thus it helps control for confounding variables. However, standardization may 495 exaggerate evolutionary differences for close relatives when differences are due to sampling 496 error or within-species variation (Purvis and Webster 1999). It can thus overestimate the 497 importance of certain species pairs if they are close relatives. We may sometimes expect a 498 larger absolute change in some trait, regardless of its rate of change, to be more valuable in 499 testing a hypothesis than a small change over a short branch. For example, brain size that 500 increases by an order of magnitude might be a stronger test than a smaller amount of brain 501 change, even if it occurs over a small branch. Using the program that we provide, the choice 502 of standardization is left up to the user (with the default option to standardize scores), based 503 on his or her preferences, the assumptions of subsequent methods, and particulars of the 504 biological system. 505
Phylogenetic targeting works best for continuous traits, but it can also be used with 506 discrete traits. However, phylogenetic targeting purely based on discrete characters is more 507 challenging because the number of distinct differences is typically smaller. In such cases, it isp. 21 common to find that numerous pairs have the maximal possible score. This will ultimately 509 result in multiple optimal solutions in the maximal pairing algorithm. However, as the current 510 implementation returns only one optimal solution, it is difficult to evaluate its uniqueness. 511
Possible workarounds would be to either add a continuous variable or to standardize contrasts, 512 both of which help to generate variation in the scores and thus to decide among the possible 513 pairs of taxa. 514
The maximal pairing algorithm falls in a class of general combinatorial optimization 515 problems that are of considerable interest in comparative phylogenetics and bioinformatics 516 more generally. Several modifications of this algorithm have practical importance as well. 517
For example, the algorithm could be modified to select only a fixed number of pairs (given by 518 the researcher), thus incorporating the fact that limited resources are available to select species 519 for future study. This important variant has already been implemented elsewhere (see Arnold 520 and Stadler 2010). It might also be desirable to take into account conservation status of 521 different species, to ensure that species are studied before they go extinct. More generally, the 522 selection of species could be based not solely on pairwise comparisons, but on the full set of 523 contrasts, possibly in combination with examining the raw data space or regularly sampling 524 character values along the entire range of a character of interest. Here, we laid down the 525 foundations for systematically identifying species for future study. Many possible extensions 526 and modifications of the approach are possible, particularly related to alternative ways of 527 sampling species. 528
In summary, we provided a systematic method to select species for future study that 529 offers greater statistical power to test adaptive hypotheses as compared to a random selection 530 of species. With this method of phylogenetic targeting, it is also possible to control for 531 confounding variables, to incorporate alternative hypotheses, and to make use of existing data 532 on the trait of interest. It thus provides a way to guide the selection of species relative to ap. 22 In what follows, we provide algorithmic details for the implemented version for how 551 to compute the solution of the MPP, which we call maximal pairing (MP) (see also Arnold 552
2008; Arnold and Stadler 2010). 553
The algorithm proceeds from the root of the tree up to the leaves. Solutions of sub-554 problems (i.e., the MP of trees rooted at nodes other than the root node) are tabulated and thus 555 do not have to be recalculated. The score for the MP for a particular tree rooted at u, denoted 556 S T(u) , can be decomposed into two cases. First, the MP of T(u) may exclusively consist of pairs 557 that do not go through u itself. All pairs that contribute to S T(u) are thus located in the trees 558 rooted at the children of u, denoted chd(u). S T(u) therefore equals the sum of S k for each kp. 24 one pair can go through the polytomous node without violating phylogenetic independence. In 568 the current implementation, the MP algorithm calls polytomous nodes multiple times to find 569 the combination of pairs that maximizes the score of the MP for the second case by using a 570 brute force approach (for more details, see Arnold 2008) . 571
These two distinct cases allow a decomposition of the initial problem into smaller 572 problems (dynamic programming). The recursions stop for subtrees with degree = 0, i.e. the 573 tips of the tree, as their score is always 0. Ultimately, this leads to the following recursion 574 formula: 575 576 , with the notation introduced above. Figure A1 shows a graphical representation of the 577 recursion formula. After comparing the scores for both cases, the higher-scoring case is 578 selected, and the score and some additional information needed for the backtracing are 579 
ONLINE APPENDIX B: ALTERNATIVE MODELS OF EVOLUTION FOR 600
SIMULATIONS 601
We tested the narrow sense validity, in which the characters evolved on the randomly 602 generated tree under Brownian motion, and then investigated the broad sense validity in 603 which the characters evolved under different evolutionary models that were assumed to be 604 unknown to the user. To implement different evolutionary models, we transformed the tree 605 Figure 2 ). See scoring section for details on Score NC , Score SD , and 789
Score OD . Calculation of the summed score based on the score of X 1 and the Score NC scoring option for X 2 ; sum of branch 790 lengths according to the tree in 
