Abstract-We propose a framework for the detection of junctions in images. Although the detection of edges and key points is a well examined and described area, the multiscale detection of junction centers, especially for odd orders, poses a challenge in pattern analysis. The goal of this paper is to build optimal junction detectors based on 2D steerable wavelets that are polar-separable in the Fourier domain. The approaches we develop are general and can be used for the detection of arbitrary symmetric and asymmetric junctions. The backbone of our construction is a multiscale pyramid with a radial wavelet function where the directional components are represented by circular harmonics and encoded in a shaping matrix. We are able to detect M-fold junctions in different scales and orientations. We provide experimental results on both simulated and real data to demonstrate the effectiveness of the algorithm.
I. INTRODUCTION

L
OCAL junctions are common in nature. For instance, hexagonal patterns that correspond to three-fold vertices appear in structures such as the endothelial cells of the cornea, the organization of embryonic stem cells, and the cross section of honeycombs.
The key elements of those images are M-fold junctionsincluding the case M = 2, which we identify as ridges. They support essential image-processing tasks such as cell segmentation, counting of cells, and image statistics. As an example, the accurate detection of cell structures (like tight junctions) that exhibit polygonal shapes is fundamental in stem cell research [2] . The application area of detecting junctions is continuously growing [3] - [7] as image analysis is becoming more relevant in data processing, but the difficulty in the detection of junctions is twofold. First, patterns in natural images are affected by unknown geometric transformations The authors are with the Biomedical Imaging Group, École polytechnique fédérale de Lausanne, Lausanne CH-1015, Switzerland (e-mail: zsuzsanna. puspoki@epfl.ch; virginie.uhlmann@epfl.ch; cedric.vonesch@epfl.ch; michael.unser@epfl.ch).
Some preliminary results of this work appreared in [1] . Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIP.2015.2507981 such as (possibly local) rotation, translation, and scaling. Second, biological micrographs are frequently suffering from various types of distortion such as local variations in intensity or measurement noise. Within the framework of 2D steerable wavelet frames, we propose a method to overcome these difficulties and to detect the location and orientation of junctions and local symmetries in an efficient way. We provide a multiscale detection scheme by the wavelet-type representation. We achieve angular selectivity by complementing the multiscale scheme with spatial rotation (steerability). Our methodology introduces a novel wavelet-design scheme along with an innovative detection algorithm based on analytical optimization. Our 2D steerable wavelets are polar-separable in the Fourier domain. The decomposition involves a pyramid characterized by a radial wavelet function and a set of directional components encoded using circular harmonics. The tightness of the generated frame ensures the perfect-reconstruction property.
A. State of the Art
In this work, we consider junctions and symmetry centers in a local sense, in opposition to global approaches, where the detection of the symmetry axis of different objects is targeted [8] .
Existing solutions to the detection of junctions mostly fall into one of three categories: methods based on detection, grouping, and analysis of edges and gradients [9] ; methods relying on feature analysis with structure tensors and their derivatives [10] , [11] ; and approaches based on template matching [12] , [13] , including some that use steerable filters [14] - [17] .
Methods of the first two categories are often used to identify points of interest in computer-vision applications. They are typically adapted to differentiate between junctions, edges, or other varieties of key points. Several approaches rely on discrete, pixel-based models, such as mathematical morphology, or multiple directional non-maximum suppression [18] . The earliest and simplest techniques rely on gradient information. The definition of the gradient can be discretized and implemented easily for images, hence its popularity (e.g. Canny edge detector [19] ). However, the orientation estimation is very sensitive to noise.
To capture higher-order directional structures, the gradient information is replaced by higher-order derivatives. For instance, Xia et al. [4] are using a template-free method for the detection and grouping of junctions based on the strength of directional derivatives.
Since the pioneering work of Förstner [20] and Harris and Stephens [21] , the structure tensor, which can be interpreted as a localised covariance matrix of the gradient, has become a popular tool for low-level feature analysis, and in particular for corner and ridge detection. Further improvements of this method can be found in [10] and [11] .
For junction and line detection, it is often desirable to design linear filters that respond exclusively to structures within a narrow angular range. In order to construct such filters, Fourier-domain designs are very powerful. Typically, one constructs filters that are supported on wedges in the Fourier domain.
Directional selectivity can be augmented by multiresolution methods, typically using wavelets. This makes it possible to process oriented features independently at different scales, e.g., only for coarse or fine structures. Classical examples of this type are Gabor wavelets [22] , which cover the frequency plane using Gaussian windows to approximate a (rescaled) partition of unity [23] . They can serve as a model for the impulse response of the filters in the mammalian visual system [24] . Cauchy wavelets have also been used for symmetry detection [25] .
Kovesi accounts for detecting symmetries and anti-symmetries based on local phase information provided by wavelets constructed with complex valued Log Gabor functions [26] . However, his work is mostly focusing on bilateral symmetries and ignores rotational ones.
Over the last decade, curvelets [27] , shearlets [28] , [29] and contourlets [30] have attracted a lot of interest. Their key property and main difference with respect to directional wavelets is that they increase their directionality as the scale gets finer. Curvelets approximate rotation and dilation invariance by using a set of basis functions from a series of rotated and dilated versions of an anisotropic mother wavelet. Contourlets reproduce the same frequency partitioning as curvelets, based on a tree-structured filterbank. Shearlets are designed in the discrete Fourier domain to achieve exact rotation invariance. They are well suited for the analysis and synthesis of images with highly directional features. Examples of particular applications can be found in [31] and [32] . A thorough description of wavelets, contourlets, shearlets and other related transforms can be found in [33] . The importance of these tools in image analysis and a comparison between each of them is discussed in [34] .
Typically, methods for junction detection involves detectors with parametric templates corresponding to specific types of junctions. With the exception of steerable filters/wavelets, these approaches generally involve discretizing rotation angles, which entails a tradeoff between angular precision and computational cost of detection.
Müehlich et al. [17] proposed a combined method for the detection and classification of polar separable patterns (including junctions). The detection phase relies on a classical structure tensor scheme, complemented by further operations to truncate the list of candidate points. The classification step is dedicated to the determination of the precise angular orientation of the "branches". For such purpose, multisteerable filters are designed and adjusted to the patterns of interest.
All existing approaches, including the ones using steerable filters, are focused on detection, most often of one specific pattern. Unlike the wavelet frames proposed in the present work, earlier methods fail to provide a framework for the multiscale decomposition and analysis/synthesis of images based on junctions and centers of local symmetry. In comparison, the M-fold tight wavelet frames we propose facilitate the detection and analysis of features at different scales, can deal with arbitrary (continuous) rotations in an efficient and systematic manner, and enable an energy-based analysis and image reconstruction thanks to the tight-frame property.
B. Roadmap
The paper is organized as follows: In Section 2, we recall the principle of steerability and the construction of steerable wavelet frames, which provide the analytical framework used in this work. Then, in Section 3, we examine the design of M-fold symmetric steerable wavelet frames both in the space and the Fourier domains. We propose in Section 4 a general framework to design M-fold detectors relying on a unimodal detector. In Section 5, we show that our symmetric steerable wavelet design can be generalized to other classes of local structures and junctions. In Section 6, we evaluate the different design methods based on the ease of generation of symmetric patterns. We then present in Section 7 an algorithm to detect centers of symmetry. We finally apply our method to synthetic and real biological micrographs in Section 8.
II. STEERABILITY AND STEERABLE WAVELET FRAMES
A. Notation
The Fourier transform of a function f ∈ L 1 R 2 , is denoted by F { f } = f and computed as
The Cartesian and polar representations of the 2D function f are denoted by f (x) with x ∈ R 2 and f pol (r, θ) with r ∈ R + , θ ∈ [0, 2π). We may drop the 'pol' subscript where it can be understood from the context. Similarly, in the Fourier domain, we writef (ω) andf pol (ρ, ϕ) with ω ∈ R 2 and ρ ∈ R + , ϕ ∈ [0, 2π).
B. Steerable Functions
The basics of steerability were formulated by Freeman and Adelson [35] in the early nineties [35] , and developed further by Perona [36] , Simoncelli and Farid [15] , Unser and Chenouard [37] , and Ward and Unser [38] . We define steerable wavelet frames according to [14] and present the parametric framework for 2D steerable wavelet transforms along the lines of [37] .
Definition 1: A function f on the plane is steerable in the finite basis { f (1) , . . . , f (N) } if, for any rotation matrix R θ , we can find coefficients c 1 It means that any rotation of f can be expanded in the same finite basis, up to a systematic adaptation of the coefficients. The simplest nontrivial example is the function with polar representation f pol (r, θ) = cos(θ ), where the rotation of f pol (r, θ) by θ 0 can be written as cos(θ + θ 0 ) = cos(θ 0 ) cos(θ ) − sin(θ 0 ) sin(θ ), which is a weighted sum of f (1) (θ ) = cos(θ ) and f (2) (θ ) = sin(θ ). Furthermore, the polar-separable function f pol (r, θ) = η(r )e jθ , where the angular part is a pure complex exponential, is also steerable since
for some finite set S ⊂ Z, where f
then
This means that any function f of the above form is steerable, and the steered coefficients for θ 0 are obtained from the original ones by multiplication with e jnθ 0 . This fact has an important role in the design of steerable wavelet frames.
C. Circular Harmonic Wavelet Frames
To capture the local orientation of features in an image within a multiresolution hierarchy, we combine the concept of steerability with the concept of a tight wavelet frame. To that end, we construct a wavelet frame consisting of shifted and scaled versions of steerable functions. Proposition 1 states sufficient conditions for such a wavelet system. Proposition 1 (cf. [37, Proposition 4.1.] 
. , N (vanishing moments).
For 1 ≤ p ≤ ∞, the mother wavelet φ with Fourier transform
generates a normalized tight wavelet frame of L 2 (R d ) whose basis functions
have vanishing moments up to order N. In particular, any f ∈ L 2 R d can be represented as
There are several primal profiles satisfying Proposition 1. In this work we use Simoncelli's isotropic wavelet [39] since it is inspired from biological vision and has several wellestablished applications in image analysis. It is defined by its radial frequency profilê
We start our design from a bandlimited isotropic mother wavelet h over R 2 that is such that its shifts and dilations form a wavelet frame. The isotropic wavelet at scale s ∈ Z and location (grid point) x k = 2 s k, k ∈ Z 2 has the form
or, in the Fourier domain,
and, in polar coordinates,
with x k = ρ k e jϕ k in polar form.
To utilize the idea presented in Section II.B., we use exponentials to define the N-channel tight frame of wavelets ξ (n)
where the values of n are distinct and taken from a predefined set S = {n 1 , . . . , n N } called the set of harmonics. The steerable property of the wavelet is satisfied, since they take the form of (4) (see Proposition 2 below). For a proof of the fact that this transformation maintains the wavelet frame equality of the original wavelet frame, we refer to [37] . We note that, in the Fourier domain,ξ
be generated as the nth-order complex Riesz transform ofĥ s,k (ρ, ϕ).
The nth-order complex Riesz transform R n is defined in the Fourier domain as
and corresponds to the n-fold iterate of the complex Riesz transform R. The Riesz transform is scale-and shift-invariant,
and provides a unitary mapping from L 2 R 2 to L 2 R 2 . The Riesz transform commutes with spatial rotations, in the sense that its impulse response is steerable,
where R θ 0 = cos θ 0 − sin θ 0 sin θ 0 cos θ 0 is the matrix that implements a 2D spatial rotation by the angle θ 0 . These properties are preserved through iteration, thus they are valid for the nth-order complex Riesz transform as well.
Due to the correspondence between rotations in space and Fourier domain, the wavelets centered around x k = 0 can be steered to an angle ϕ 0 by multiplication with e jnϕ 0 . We note that an nth-order harmonic wavelet has a rotational symmetry of order n around its center, corresponding to the nth-order rotational symmetry of e jnϕ . The tight frame of steerable wavelets defined by the functions ξ (n) s,k is referred to as circular harmonic wavelets [40] .
The properties of steerable filters using low-order harmonics are analyzed in [41] . A general design of steerable filters for feature detection was presented in [42] . The relation between the Riesz transform and steerable filters is presented in [43] . The connection between wavelet steerability and the highorder Riesz transform is discussed in [44] . An application of steerable Riesz wavelets for texture learning was presented in [45] . Spherical harmonics, which are the 3D counterparts of circular harmonics, have also been used to represent and detect features and shapes in 3D [46] , [47] . There, the authors are looking for symmetric structures; however, they apply it to an entire 3D shape, not locally. Another related publication is [48] where the authors rely on the Riesz transform to analyze predefined junction points in images.
D. Other Representations of Steerable Wavelets
We take advantage of the circular harmonic wavelets defined in Section II. C. to design wavelets and construct new steerable representations that detect features of interest at scale s and location x k . The new steerable frame functions are obtained by a mapping with the orthogonal shaping matrix U that is such that ⎡
The new wavelets span the same space as the wavelet frame ξ (n) s,k . The shaping matrix U endows the wavelet functions ψ (n) s,k with a desired angular profile. There are several ways to design the shaping matrix. We propose to define an angular energy concentration like n u n ξ (n) (corresponding to a single row of U, thus to a single wavelet) and to optimize it with respect to the angular weights u n that control the concentration of the energy along the desired pattern, with u = (u 1 , u 2 , . . . , u N ) and u H u = 1. This formulation is reminiscent of what appears in the works of Slepian [49] . Its solution is found similarly through an eigen decomposition.
We can formulate this energy optimization either in the spatial or in the Fourier domain. As we shall see shortly, both designs are appropriate to generate symmetric junction templates; however, each one has its own advantages and disadvantages. We examine and discuss both cases in Sections III.A and III.B, respectively.
III. DESIGN OF M -FOLD-SYMMETRIC WAVELETS A. Steerable Wavelet Design in the Space Domain
To design a wavelet that responds to M-fold symmetries, we propose to impose the same M-fold-symmetric pattern on ψ. We achieve this by minimizing a well chosen energy functional. As an illustration, in the case of a unimodal detector, we are looking for the angular profile that is most concentrated around the angle 0. This means that we are targeting a minimum-variance solution, which results in an energy that concentrates around a chosen axis.
The spatial quadratic energy term we propose to minimize has the form
where w is an M-fold-symmetric nonnegative weighting function with M equidistant minima on the unit circle that favors M-fold-symmetric solutions. Minimizing E will thus force the solution ψ to be localized symmetrically near the M-fold minima. Once the mother wavelet ψ is found, its translates and dilates will naturally share the optimal angular profile around their center. By expanding ψ as n u n ξ (n) and imposing a unit norm on u, this formalism boils down to a quadratic optimization problem with quadratic constraints that can be solved through an eigen decomposition. During the minimization process, the radial part of the wavelet function results in Hankel-like integrals. We take advantage of Proposition 2 to determine the quadratic optimization problem.
Proposition 2: If the Fourier transformξ (n) (ρ, ϕ) of a wavelet function is polar-separable in the Fourier domain and its angular part is a pure exponential term
ξ (n) (ρ, ϕ) =ĥ(ρ)e jnϕ ,
then its inverse Fourier transform
is polar-separable in the space domain and takes the form
where
with J n denoting the nth Bessel function of the first kind.
(The proof of Proposition 2 is given in Appendix A.) By replacing n∈S u n ξ (n) (r, θ) = n∈S u n η n (r )e jnθ for ψ(r, θ) in the energy functional, we arrive at the form
where the entries of W are given by
The radial and angular factors are computed separately. The angular factor
is the (n − n )th Fourier coefficient of w(θ), while the radial part Three-fold-symmetric complex wavelet designed by the energy functional in the space domain and visualized in the space domain. From left to right: magnitude, real, and imaginary parts, respectively. Harmonics:
is a multiplicative term that corresponds to the effect of the radial part. Finally, the entries of W are computed as
It turns out that W is a Hermitian-symmetric matrix with entries indexed by n, n ∈ S.
With the previous derivation, we end up with a quadratic optimization problem (minimization of E = u H Wu) with quadratic constraints (u H u = 1), which is a standard eigenvalue problem. Minimizing the energy functional is equivalent to finding the eigenvector that corresponds to the smallest eigenvalue of W. We note that the matrix W is positive-semi-definite since it is derived from a nonnegative weight function, which itself defines a nonnegative energy (Bochner's theorem).
A particular example of a three-fold-symmetric wavelet obtained by the proposed method can be seen in Figure 1 . The weight function w is 2π 3 -periodic, with w(θ) = θ 2 for |ϕ| ≤ π 3 to achieve maximal energy concentration about the minima in the sense of variance. An example of a complex threefold-symmetric wavelet obtained by the proposed method is presented in Figure 2 .
B. Design of Steerable Wavelets in the Fourier Domain
Since rotations and symmetries in the space domain carry over to the frequency domain, we can formulate our minimization problem in either one. The advantage of the frequency-domain formulation is to avoid the computation of Hankel-like integrals. This happens because, in the Fourier domain, the radial part of the wavelet has no effect on the optimization.
The Fourier-domain energy functional E is defined as
where w ≥ 0 is an M-fold-symmetric weighting function with M equidistant minima on the unit circle. As stated in the Section III.A, minimizing E will force the solutionψ to be localized symmetrically near the M-fold minima.
The polar factorization ofψ can be written aŝ
The energy functional (27) therefore factorizes as
This means that the radial part of the wavelet function has no role in the optimization problem since it is factored out from the integral. As a result, we can optimize the angular profile of the wavelet by defining the Fourier-based energy for the angular factor alone as
Consequently, formulating the energy term in the Fourier domain results in a substantial simplification of the problem. After replacingψ(ϕ) by its expansion n∈S u n e jnϕ , we have that
is the (n − n)th Fourier-series coefficient of w (as in (24)) and W is the corresponding Hermitian-symmetric matrix with entries indexed by n, n ∈ S. Finally, and similarly to the space-domain design, we end up with an eigenvalue problem.
A particular example of a three-fold-symmetric wavelet obtained by the proposed method can be seen in Figure 3 . The weight function w is 2π M -periodic, with w(ϕ) = ϕ 2 for |ϕ| ≤ π M to achieve maximal energy concentration about the minima in the sense of variance. Examples of higher-foldsymmetric wavelets can be seen in Figure 4 .
For implementation purposes, the wavelets are projected on bandlimited basis functions that have a certain cutoff frequency. This suppresses all patterns above that frequency and explains why the center of our wavelets vanish. This effect can be seen in Figures 1 and 2 . When the number of harmonics is high, we do not have enough bandwidth to represent the directional patterns within a disk of radius R. (Based on the Shannon-Nyquist sampling theorem, this occurs when R < √ 2 π N , where N is the highest harmonic.) This phenomenon can be seen in Figure 3 at the center of the wavelet. However, we note that i) this phenomenon does not reduce the detection property of the wavelets; ii) one typically does not apply a large number of harmonics, also due to computational cost.
IV. ANGULAR WEIGHTS AND ASYMMETRIC WAVELETS
Our framework is flexible and easy to generalize to many classes of local structures and junctions. Here, we take another look at the angular weighting functions and propose to design asymmetric wavelets, targeting familiar shapes like corners or T-junctions. The advantage, as before, is that we can "steer" these wavelets to any arbitrary angle by a systematic complex rescaling of the wavelet coefficients. The design of asymmetric wavelets is possible only in the space domain, since the rotational equivalence of the space and Fourier domains is now lost.
We begin our formulation with (26) , by recalling the nature of the angular weighting function for the symmetric case. Then we adapt the angular factor W and note that it corresponds to the (time-reversed) Fourier series of the angular weight function w. Thus, we achieve the desired shape by choosing w such that its local extrema are placed at angles that correspond to the desired branches of the wavelet.
In the case of the symmetric three-fold junction of Section III.A and III.B, we had identified a profile that, after proper steering, was simultaneously concentrated around zero, 3 . By the energy-minimization paradigm, we now choose w such that it also has three identical minima at 0, Figure 5 . More precisely,
Here, C S3 is the normalization constant (3/π) 2 . The corresponding kernel is In the case of a T junction, we intend to identify profiles that, after proper steering, are simultaneously concentrated around zero, π/2, and −π/2. Similarly to the symmetric case, using the energy minimization paradigm, we take w to have three identical minima at 0, π/2, and −π/2, given by the parabola θ 2 Figure 6 . Specifically,
where C T is the normalization constant (4/π) 2 . The corresponding kernel is
The wavelet obtained by the proposed method and its weight function can be seen in Figures 6 and 8 . Similarly, for the perpendicular corner, the weight function consists of two identical parabolas placed at −π/4 and π/4. We keep w C constant over the intervals [π/2, π] and [−π, −π/2]. This leads to the kernel illustrated in Figure 7 with Corner-shaped asymmetric wavelet in the space domain. From left to right: magnitude, real, and imaginary parts, respectively. Harmonics:
where C C is the normalization constant (4/π) 2 . The corresponding kernel is
The wavelet obtained by the proposed method and its weight function can be seen in Figures 7 and 9 .
V. COMPARISON OF DIFFERENT DESIGNS
The main features of the two designs of Section III. are summarized in Table I . We want to stress that the characteristics that address speed pertain only to the initial design of the wavelets (calculation of the design matrix U). Once the wavelets have been designed, the analysis and processing of images runs at the same speed for a given number of harmonics, independent of the design.
Both approaches provide a comprehensive basis to detect symmetric junctions. The Fourier-domain design is easiest, since the radial part of the wavelet has no effect on the optimization process. The space-domain design is more cumbersome because it requires one to handle the Hankel-like integrals associated with the radial part of the wavelet. In return, it sidesteps the limitations of the Fourier domain that forbid wavelets that are asymmetric and real.
Proposition 3: No real-valued wavelets with odd symmetries can result from minimizing (27) in the Fourier domain while enforcing negative-positive pairs of harmonics.
The proof of Proposition 3 can be found in Appendix B. While the Fourier design is not appropriate when odd-symetric real wavelets are desired, this does not impair the detection of junctions as complex odd designs are still possible (using positive harmonics alone). Also, by defining the energy functional E{ψ} in the space domain, it is possible to obtain real wavelets.
The Fourier techniques are not suitable to the design of asymmetric wavelets (e.g., corners, T junctions), since the Fourier design relies on the equivalence of rotational symmetries between the spatial and Fourier domains. On the contrary, the space design provides a free parametric framework.
VI. APPLICATION TO IMAGE ANALYSIS Our junction-and structure-detection algorithm consists of a main part, namely, the detection of key points (i.e., centers of symmetry) followed by an optional connecting of the detected junctions, which is formulated as an optimal-pathfinding problem.
A. Summary of the Algorithm
Suppose that an M-fold symmetric steerable wavelet is at our disposal. Then, our algorithm to detect junctions of a given multiplicity along with the orientation of the corresponding edges, and the connections between these junctions, can be decomposed in the steps presented in Figure 10 .
(1) Wavelet analysis with optimally steered wavelets: We decompose the image with the steerable wavelet. At each location and scale, the local orientation θ 0 is determined that maximizes the "detector response" (40) . The output of this first stage is a map of maximal steerable wavelet responses Q(s, k) and orientations at every scale and location. (2) Maximal projection across scales: We perform a maximum-intensity projection to aggregate the key points detected at different scales. The detectors have normalized energy across scales, thus, a maximal projection across scales is a meaningful choice. For each position, we keep the coefficient corresponding to the largest detector response across existing scales, like
(3) Thresholding and the detection of local maxima: We assume that the pixels that correspond to key points are sparse in the image. Background pixels correspond to points with a detector response smaller than the mean of the whole image. We additionally apply local nonmaximum suppression over a user-predefined window in order to prevent multiple detections of the same junction. (4) Edge computation using dynamic programming (Optional): Based on the key points detected after
Step (3), we use dynamic programming to establish paths between all possible pairs of symmetry centers that are closer than a given threshold. "True" junctions are finally extracted from the set of possible edges by favoring configurations that involve low-cost paths that are coherent with each type of center of symmetry. The details of Steps (1) and (4) are given next.
B. Steering
In this section, we present a novel analytical method that applies efficiently to all detectors. We determine the optimal steering angle by maximizing a trigonometric polynomial in θ 0 , which can be achieved by computing the roots of its first-order derivative.
The key points in the image correspond to maxima in the response of the wavelet detector. The wavelets therefore have to be "steered" to look for the angle that elicits the largest response. Let {q 1 , . . . , q N } denote the coefficients of the N channels computed by analyzing the input image at scale s and position k using the original N-channel wavelets ξ θ) . For the steering, we want to rotate the wavelet ψ at each (s, k) and find the maximum | as a function of θ 0 . For a given (s, k) , we thus rewrite the function to maximize as
using (5) and noting that the inner product is conjugate-linear in the first argument. We propose to maximize (40) by establishing a root-finding task on its derivative with respect to θ 0 . The order of the polynomial to solve can be reduced substantially by making a change of variable, relying on the fact that we use harmonics that are multiples of M for an M-fold pattern. We introduce the variable z = e jMθ 0 for the given set of harmonics S = {Mk : k = k 0 , k 0 + 1, . . . , k 0 + N − 1}. The polynomial to be maximized on the unit circle hence becomes
where r k = q Mk u Mk . Extrema of this expression are found by looking for the zeros of its derivative with respect to θ 0 . After finding the points that satisfy this condition, we evaluate Q(z) at all of them to find the one corresponding to a maximum. It is important to note that, on the unit circle, Q can be rewritten as
where s = r [·] * r [−·] is the discrete auto correlation of r . The derivative then yields
This form greatly simplifies the processing as the complex roots of
Q(z) can be easily computed, now that an analytical expression of the coefficients of this polynomial is known.
Let γ be the root on the unit circle for which Q(γ ) is maximal. From the definition z = e jMθ 0 , the optimal steering angle is given by
Due to the M-fold symmetry, θ 0 +m 2π M , m ∈ Z, are equivalent solutions.
C. Connecting Junctions
We propose an approach based on dynamic programming in order to link the detected centers of symmetry and segment the objects of interest [50] . The best path between two centers of symmetry is searched on a discrete grid built around axes indexed by k and u, the former corresponding to the straight line joining the starting and end points and the latter to the perpendicular line to k going through the starting point (i.e., k = 0). We refer to u k as the value on the u axis of the decision node at location k. We define the cost c of the path connecting two junctions up to node u k+1 as
where ζ is the segment that joins u k and u k+1 , L ζ its length, and I the input image. The cost is therefore equal to the cost up to the previous node u k , plus two terms weighted by the problem-dependent parameter λ ∈ [0, 1]. The first term ensures fidelity to data as it is composed of the integral on the input image over the straight line between u k to u k+1 . This formulation favors paths that explore dark pixels; it can be negated when bright paths are searched for. The second term enforces smoothness by penalizing large displacements along the u axis. The solution found at any step k is guaranteed to be optimal as it is built by propagating the optimal solution up to this step.
As we have no prior information on which other points each center of symmetry links to, we apply a global approach to connect the junctions in the whole image. For a given center, we therefore compute all possible paths linking it to its neighbors within a certain range of distance and save their cost. We proceed in this fashion for all points and therefore obtain a list of costs for each possible connection between two centers of symmetry. After ordering this list in a decreasing order with respect to the cost value, we start with the first entry, then go through each of the following and draw the valid connections. In order to determine which connections are most likely to be correct, we rely on the knowledge of the order of symmetry of each center. We define a link as valid under two conditions. First, the centers involved have to be "free": they have to be connected to less than M other points if they have M-fold symmetry. Then, as connections in an M-fold center are assumed to be spaced by an angle π M , the angle between the new link and the already validated ones is checked for coherency. We proceed in this way until all the centers of symmetry are connected.
VII. EXPERIMENTAL RESULTS
Our symmetry-detection algorithm has been implemented as a plug-in for the open-source image-processing software ImageJ [51] . In our implementation, we use Simoncelli's isotropic mother wavelets [39] with dyadic scale progressions. To evaluate the performance of the algorithm, we tested it on a variety of synthetic images in the presence of noise and, finally, on real microscopic images. The aim of this section is to measure to which degree our methods honor translation, rotation, and scale invariance, as well as its robustness against noise.
We evaluate two versions of the space design: a real version with positive and negative harmonic pairs; and a complex version with positive harmonics only. We compare these results with the ones given by the Fourier template. We fix the number of harmonics for all cases: S = {3n : n = 0, 1, . . . , 9} for the complex wavelets and S = {3n : n = −8, −7, . . . , 7, 8} for the real wavelets.
In [52] , Sage et al. showed experimentally that the spectral power density of fluorescence-microscopy images is isotropic and is well represented by the power law 1 ω s , where ω is the radial spatial frequency, and s is the fractal exponent. The corresponding fractional Brownian-motion model [53] is typical of a broad category of natural images [54] . To generate our test images, we assume that we can represent the background signal (autofluorescence) present in biological images with the given model. We consider the background signal as noise to the detection problem.
In general, to make a quantitative evaluation, we compute the Jaccard index, and both position and angle root meansquare errors. The Jaccard index is typically used for comparing the similarity and diversity of finite sample sets. In our case, it concerns the set of the ground truth values A and the set of the detections B. The Jaccard index is defined as 
A. Robustness Against Noise
First, we generate a series of (1024 × 1024) test images, where we control the location of the junctions and the angles. To separate distinct effects, in this experiment we use only the first wavelet scale to make detections. We then corrupt the images with isotropic Brownian motion, with a mean of zero and a standard deviation of 1, 2, . . . , 100. We intend to detect 643 junctions, with 2 different angle values: 0 and 180 degrees.
To make a quantitative evaluation we compute the Jaccard index, and both position and angle root mean-square errors. In the evaluation phase, we use the Hungarian algorithm to match the detections with the nodes of the original grid. The detections are accepted if they are closer than 5 pixel from the original nodes. Otherwise, they are counted as false positives. The RMSE error is computed for the matched detections.
An illustration of the results (crop of one of the test images) can be seen in Figure 11 . As visible from these images, our algorithm performs much better than structure tensor and Hessian-based methods in case of strong noise. The Jaccard index is presented in Figure 12 , and the RMS errors in Figure 13 . Figure 11 also gives an intuitive illustration of the results of the Jaccard index and the RMS errors. We can see that the noise level of σ = 30, which corresponds to the test image Figure 11 A, is in the range when our method performs the best (Jaccard index 100%, negligible RMS errors). The noise level of σ = 80, which corresponds to the test image Figure 11 B corresponds to the point where the Jaccard index curve start to cut off from 100%.
Based on the graphs, we can say that the Fourier and the complex spatial design performed best. The real spatial design had difficulties under heavy noise; they produced a bias even in the noise-free case. This has two explanations. First, the shape of the wavelet (Figure 1 ) contains oscillations related to the Hankel functions. When matching, the algorithm tries to fit the junction with the oscillations, such that the maxima overlap. Second, when generating the wavelet we had to use more harmonics (17 channels in total) to achieve the same blade size, hence, the same detection range. When steering the wavelets, these extra harmonics mean that we have to find the roots of a polynomial of a much higher order (17 instead of 10), thus increasing numerical errors.
B. Rotation Invariance
The rotation invariance property of our method is illustrated in Figure 14 . The junctions were rotated with 10 degree steps with respect to their previous state. The centers of the junctions were correctly detected in all cases. The number next to the junctions correspond to the detected rotation angle of the junctions with respect to their original state. We generated another series of (1024 × 1024) test images. First, we built a synthetic grid as in the previous experiments, and then rotated it around its center with steps of 1 degree, from 0 to 360 degree. We finally applied isotropic Brownian motion of zero mean and standard deviation 30 on these images. This amount of noise corresponds to the one illustrated in Figure 11 A. As in Section VII. A, we used only the first wavelet scale to make detections, and we fixed the window size to 30 × 30 pixel. We intend to detect approximately 640 junctions (some nodes may "fall out" of the image when rotated) with specific angle values.
To make a quantitative evaluation, we computed the Jaccard index (Figure 15 ), and the RMS error for position and angle ( Figure 16 ). The graphs confirm that our method is essentially rotation-invariant and performs well, independently of the orientation of the junctions.
C. Multiscale Properties
We present results challenging the multiscale aspect of our approach using the test image shown in Figure 17 . This synthetic image shows a uniform tiling of the hyperbolic plane and exhibits three-, and four-fold local symmetries of various size. The goal was to identify these junctions at different scales.
We generate yet another series of (1024 × 1024) test images. First, we built a synthetic grid as in the experiments of Sections VII A-B, and then changed the profile of the edges from thickness 1 to 5.1 with steps of 0.1 (see Figure 18 ). We added isotropic Brownian motion of zero mean and standard deviation 10. We intend to detect approximately 85 junctions with specific angle values. We placed the nodes further away than before, such that they don't interfere with each other when the thickness increases. In this way, we can clearly observe the effect of different scales.
To make a quantitative evaluation, we computed the RMS error for position and angle (as seen in Figure 16 ). We use the Jaccard index to decide whether to make the decisions at higher scale or not: when the Jaccard index is getting lower, we jump to the next scale.
Based on Figure 19 , we claim that our method is essentially scale-invariant and performs well, independently of the scale of the pattern. Figure 20 features a microscopic view of a honeycomb. This biological structure is composed of a mass of cells that naturally tend to exhibit a close-to-perfect hexagonal structure. The detection results of our method are shown on the right. They are accurate, both concerning the detection of junctions and their linking, which was expected from the regularity of the structure. The image of Figure 21 contains hexagonal embryonic stem cells imaged by fluorescence microscopy with three-foldsymmetric junctions. The detection task is more challenging than in the honeycomb image due to the variety of orientations and sizes of the junctions. In this case, the method yielded again good results, which suggests that our algorithm works well even if the structure are only semi-regular and corrupted by Poisson (photon counting) noise. Figure 22 features a picture of endothelial cells of the cornea with the detection results. 
D. Practical Applications
VIII. CONCLUSION
In this paper, we presented a general wavelet-based framework to detect of symmetric junctions in images. Our approach is multiscale, rotation-invariant, robust to noise, and can be tuned to identify arbitrary symmetries. It is hence possible to obtain a precise estimate of the location of junctions across a large range of scales and at any orientation. We proposed an algorithm that combines detectors of local symmetry and dynamic programming to handle images featuring multifold junctions. The effectiveness of our approach in practical applications was demonstrated on synthetic and real biology data in the presence and absence of noise. 
where we have made the change of variable α = ϕ − θ + 
We also note that the direct link between the Bessel functions of negative and positive integer orders is given by J −n (y) = (−1) n J n (y).
In addition, since x = (r cos θ, r sin θ) and ω = (ρ cos ϕ, ρ sin ϕ), x, ω = rρ cos(θ − ϕ) = rρ cos(ϕ − θ).
A. Proof of Proposition 3
The quadratic Fourier-domain energy term to minimize takes the form 
where we have made the assumption that w is even, with w(ϕ) = w(−ϕ). The Fourier coefficients of w are computed as
These calculations show that the eigenvalue problem involve a real and symmetric Toeplitz matrix W, which necessarily has real eigenvectors. In addition, the eigenvectors of a symmetric Toeplitz matrix are either symmetric or anti-symmetric around their center [56] . 1) Symmetric case:ψ can be written as a sum of cosines with purely real coefficients like 
Thus,ψ is purely real, so ψ is Hermitian-symmetric. As a result, |ψ| is symmetric with respect to the origin. 2) Anti-symmetric case:ψ can be written as a sum of sines with purely imaginary coefficients like 2ju n sin(nϕ).
Thus,ψ is purely imaginary, so ψ is Hermitianantisymmetric. As a result, |ψ| is symmetric with respect to the origin. In conclusion, |ψ| can have only even orders of symmetry. Now, we shall attempt to observe how this property influences the detection of odd symmetries. We make the natural assumption that the image f is real, so that
If we rotate ψ by π, the magnitude of the wavelet coefficients doesn't change (only the sign of Re(ψ), f or Im(ψ), f can be different). It means that the magnitude of the wavelet coefficients cannot distinguish a pattern from the rotation the of same pattern by π. Thus, it is not suitable for detecting odd symmetries.
We note that the same derivation is valid if the harmonics are multiples of some integer κ.
