Abstract: Resale value is an important aspect to be addressed when companies aim to shift from one-sale models to Product Service Systems (PSS). In the initial stages of the PSS design process, it is beneficial to predict how the mechanical features of the PSS hardware will impact resale value, so to orient business strategy decisions accordingly. The objective of this work is to propose a methodology to model the resale value of road compaction equipment using data mining techniques. By scrapping and merging data sets from the machine manufacturer and from dealers of second-hand machines, the work discusses how the derived correlations may be used to populate value models for early stage decision making.
INTRODUCTION
Second hand markets are an important source of revenue for manufacturers, in particular for high-end products. Hence, resale value is an important aspect to consider when companies shift from one-sale models to Product Service Systems (PSS) (Ölundh and Ritzén 2003) . Intuitively, higher resale value raises the appeal of traditional 'one-sale' models because it lowers the customer Total Cost of Ownership (TCO) in the sales system, positively influencing the decision to buy a product (Oraiopoulos et al. 2012; Waldman 2003) . At the same time, it reduces the appeal of more serviceoriented business models. This forces PSS providers to decrease the fees of their functional offers, to make them more attractive than 'buying ' (van Loon, et al. 2017 ).
Product-oriented services (POS) (Tukker and Tischner 2006) are a PSS type that represents an exception to this rule. POSs are an early PSS transition step for many manufacturers and are still largely associated with the sale of products to consumers. In this business model, products are sold together with additional services, such as a maintenance contract or an end of life take-back agreement. In this situation, a higher resale price is a desirable feature, and the designers of the technical hardware shall aim at maximizing its appeal for second-hand customers. A challenge is then to predict how the mechanical properties of the hardware are expected to influence the resale value dimension.
Interpreting information about resale market prices and linking it to the requirements for the PSS hardware is a difficult and time-consuming task. While several contributions discuss the role of equipment and machines in second-hand markets (e.g., Bartolomeo et al. 2003 , Holmström et al. 2010 , they neither attempt to link specific mechanical properties to price, nor to position the discussion from a PSS standpoint. As discussed by Harding et al. (2001) market information is not often used effectively to guide design decision making activities, the latter relying heavily on designers' intuition and gut feelings. This is a main limitation in PSS design, since research has shown (e.g., Mitchell 1997) that even very experienced professionals are able to recognize only a subset of all possible patterns linking hardware design to its value. This challenge points to the need of developing more systematic and formal approaches to support decision making in early stage design.
OBJECTIVES AND RESEARCH DESIGN
The objective of this paper is to propose a methodology that exploits machine learning techniques to raise the crossfunctional design team awareness of how the requirements of the hardware can influence its resale value in a POS business model. Figure 1 details the process followed by the authors to identify the most value-adding engineering characteristics of a road compaction equipment in second-hand markets These findings originate from of applied research based on a single case study conducted in collaboration with a Swedish multinational Original Equipment Manufacturer (OEM) of mobile compactors for road surfaces. The machines considered in the analysis are double drum asphalt rollers that range between 1.5 tons to 25 tons in weight, and between 1000mm to 2100 mm in drum width. The process features 10 steps. Initially, data are scrapped and restructured from the OEM website (to retrieve information about the engineering characteristics of the machines) and from the dealer websites (gathering information, such as price, model and year of manufacturing for all machines on sales). Then the two datasets are merged, filling the missing values and preprocessing the data before applying the machine learning algorithm. Eventually, results are displayed to the crossfunctional team and used to support design decisions concerning new machines. 
DATA MINING APPLICATIONS FOR EQUIPMENT DESIGN
Literature (e.g., Linoff and Berry 2011, Scherer et al. 2016) shows that data mining techniques can be successfully applied to determine the customer value for new products and services, identifying patterns that describes the nexus between customer satisfaction and business process, so to make more effective business decisions. Data mining ) is the process of applying an algorithm to large datasets to identify unknown patterns that can be used as an optimization tool for industry (see also: Koh and Low 2004) . Linoff and Berry (2011) describe the application of data mining in a business situation as a four-stage process: problem identification, transforming data into information, taking action and measure the outcome. The second stage 'transform data into information' is a vast field that falls under the domain of machine learning, and that touches upon issues from artificial intelligence research.
Data mining plays an important role in design decision making, and it is a gateway for both qualitative and quantitative models for design concept selection. Bertoni et al. (2017) recently presented a study related to the applicability of data mining algorithms as decision support in early design stages in the construction equipment sector. The authors present a scenario where machine usage data are fed back to the design stage and used as a basis to populate value models for decision making. Data mining is applied on a dataset built on machine performances and contextual and environmental data. The proposed demonstrator focuses on the estimation of the fuel consumption of alternative design concepts and estimates the performance variations given different contextual variable.
Auto Regression tree is another data mining algorithm applied by Fan et al. (2008) to predict the residual value of heavy construction equipment. The authors firstly shortlisted 50 top equipment models from different manufacturers. Then they selected different features of the machine and built a function to forecast their residual value. In this work, they treated price as a dependent attribute, while several features of the equipment were treated as a potential influencer. A research conducted by Perry et al. (1990) on farm tractors showed that manufacturing year and mileage are important decision criteria while purchasing second-hand equipment. In their work, the author showed that resale price featured a 0.75 correlation coefficient between age and hour in operation. Lee et al (2014) further applied a fuzzy logic-based algorithm to identify the value in patterned data.
By analyzing the price of second-hand cars in Mauritius, Pudaruth (2014) provides one of the clearest examples of how to link machine features to resale value through the application of machine learning capabilities. In this work, the author identifies age as one of the most important drivers in developing a relationship between resale price and features of the vehicle. In the analysis, 'price' is treated as an independent variable, while four dependent attributes are 'manufacturer' (original equipment manufacturer OEM), 'cylinder volume', 'year of manufacturing' and 'total mileage' The author further applied different machine learning techniques, such as K-Nearest Neighbour (KNN), Naïve Bayes, Multiple Linear Regression Analysis and decision tree analysis, and compared their results in the resale value prediction exercise.
RESALE VALUE ANALYSIS FOR ROAD COMPACTION EQUIPMENT

Data scrapping and restructuring
The residual value of a road compaction equipment in second-hand markets is determined by the mix of its geometrical and topological properties. In the analysis, resale price was considered a dependent variable, while these properties were considered the independent variables. To get a better understanding of the effect of such characteristics on second-hand market price, it was decided to exclude manufacturing year and mileage from the analysis, normalizing the outcomes of the data scraping task. Figure 2 describes the geometrical and topological properties of the double drum compactor used in the analysis, with an indication of their minimum and maximum values. It also displays to which machine sub-system these properties relate to.
Machine data have been initially scrapped from the OEM website, and later imported into an MS Excel environment. A script in Visual Basic (VB) (Albright 2001 ) was developed by the authors to automate this task. The script was designed to fetch data about machine model, machine dimension, technical specifications, and more. As a result of data scrapping, 111 sheets, corresponding to 111 machines models, were obtained in the MS Excel workbook. In the following step, the authors created a unique master sheet to summarize the entire workbook. The same VB code was used to fetch data from dealer web pages for different machines models. The obtained workbook contains machine model name, cost, hours of operations, machine conditions, and more. In total, the scrapping activity generated more than 600 sheets in MS Excel workbook. Those machine models that were not featured in the OEM workbook (e.g., because the machine was simply too old) were eliminated from the Dealer workbook. Fig. 2 . Independent variables for the resale value study.
Data merging
At this point, the authors started to pre-process the data, combining the OEM and dealer workbooks, so that the resulting dataset could be then processed by a data mining application.
The OEM workbook was named 'Set A' and contained data about machine model and features, i.e.
Set A (OEM workbook) = {Equipment Model, DW, DD, DST, W, L, WB, MOM, SA, FTC, VF}
The Dealer workbook was named 'Set B' and contained data about machine model and resale price.
Set B (Dealer workbook) = {Equipment Model, Resale price}
The combination of set A and B was performed using VB programming, using the Boolean operation U, which represents the union of OEM workbook and Dealer workbooks (see : Chakrabarti 2003) .
AUB = {Equipment model, DW, DD, DST, W, L, WB, MOM, SA, FTC, VF, Resale price}
Once the combined master-sheet was generated, the authors had to intervene again to fill in the missing values manually. It was then possible to complete the pre-processing process, by assigning attributes to the data, such as 'numerical', 'nominal' or 'string', so that the data could be analyzed. Noticeably, the machine model name was termed as 'string' (nominal), because the regression analysis was performed only for the numeric values. Hence, the machine model name was neglected for the purpose of the analysis.
RESULTS
The resulting dataset was imported in the Weka machine learning open source software, (see ) to observe hidden patterns in data. The correlation between resale price and the other machine features was displayed using scatter plots, such as the one pictured in Figure 3 and showing the relationship between resale price vs. Vibration Frequency.
Fig. 3. Vibration Frequency (x-axis) vs. Resale price (y-axis).
The analysis shows a seemingly linear, but weak, correlation between this technical features and price. A similar weak and linear relationship with resale price was also observed for other engineering characteristics, such as Length (L), Fuel tank capacity (FTC) and Maximum operating mass (MOM). Other plots show a relationship that is even more diffuse and far less evident than the one pictured above. This is the case of the maximum steering angle (SA) dimension, as well as of drum shell thickness (DST). Interestingly, the scatter plot for DTS, (Figure 4) shows a pattern that was quite unexpected. The industrial experts during the descriptive study suggested this characteristic to likely produce a linear pattern with resale price (i.e., thicker the drum, higher the price). However, the plot reveals that this machine characteristic is not seemingly valued as foreseen by practitioners. This shall suggest decision makers that the price for second hand machines is not driven by considerations on how worn the drum shell is. At an operational level, this may suggest producing thinner drums, or to avoid using more expensive material in the construction, which is a material less subject to wearing. These preliminary findings were followed up by a multiple regression analysis between resale price (dependent variable) and all independent variables to produce a more reliable prediction for which features are negatively correlated to the resale price. Multiple regression can be defined by (1), in which β terms are the linear parameters and ϵ is the error associated with the data-set. y= β˳+ + β 2 x 2 +⋯……. β p x p + ϵ
(1) Table 1 shows that steering angle (SA) and drum shell thickness (DST) are slightly negatively correlated with price (the latter is also evident in plot matrix in Figure 4 ). Wheelbase (WB), instead, features the highest positive correlation (0.55), and Drum width (DW) the second highest (0.39).
Table 1. Correlations between variables in the study
These analytic results (plot matrix, multiple regression analysis, and correlation coefficient table) were followed by the creation of a regression model with a reduced number of independent variables. Table 2 shows the results of such model, which further confirm that DW is the more valuable characteristic for second-hand market customers This is quite intuitive, considering that an equipment with a larger drum width (DW) has a larger surface working area, hence reducing operational time and associated cost. Table 2 . Regression analysis (only selected independent variables).
DISCUSSION: USING DATA MINING RESULTS IN EARLY STAGE PSS DESIGN
Both the qualitative and quantitative approaches for value modeling require human decision makers to interpret and establish relationships between design properties and value. The results from the application of the proposed methodology are of great interest to populate both qualitative (i.e., the House of Quality, part of Quality Function Deployment) and quantitative (monetary) value models for early stage design concept selection.
Populating the House of Quality
Quality Function Deployment (QFD) is a well-established and widely adopted technique to identify customer needs and translates these into technical requirements. The House of Quality (HoQ) is the first as well as one of the most fundamental steps in QFD: here customer needs are listed, and then transformed into product features and functions, or design requirement. The numerical weights featured at each intersection of the matrix are often the results of a gut-feeling process, where patterns are recognized based on previous experience of the practitioners (Weiss 2013) . A major issue with the HoQ is that professionals must often predict patterns of future relationships for radical new concepts, which are difficult to substantiate because historical data are lacking.
In the HoQ, the machine learning results can be used to validate the assumptions used to generate correlations between customer desires and the engineering characteristics which may be relevant to those desires. Also, they can help set targets for the engineering characteristics in the matrix, which are often set by design engineers, based on their knowledge and experience of the product type (Harding et al. 2001 ). In the presented example, while it is intuitive to relate the year of manufacturing to resale price, it is less intuitive to assess how the capacity of the fuel tank might affect this criterion. The results of the machine learning analysis can support decision-makers in associating the appropriate numeric weights to each intersection of the matrix, supporting the assumption that resale value features strong, moderate or weak correlation with the geometrical or functional properties.
Determining the value function for Multi-Criteria Decision Analysis
PSS design literature further shows that the relationship between customer satisfaction and machine properties features a nonlinear behavior. The 'Receiver State Parameters' approach proposed by Kimita et al. (2009) (Figure 5 ), for instance, is based on the use of an exponential function, similar to the one proposed by Xing et al. (2013) to measure the functional fitness of a PSS hardware in a time perspective. The CODA model (Eres et al. 2014 ) and the EVOKE model (Bertoni et al. 2018) are two QFD extensions use non-linear merit functions in PSS design to map the engineering characteristics of a product to its expected value contribution. The main challenge when working with these more sophisticated mappings is that the nature and type of value functions is difficult to determine with precisions. Literature (e.g.: Gervásio and da Silva 2012) highlights the existence of several preference functions for multi-attribute decision making, from impulse to step functions, from linear to parabolic ones. Determining the nature and shapes of these curves is often an iterative task (Alarcon et al. 2010) , which can be supported by the proposed data mining methodology, as shown in the resale value example.
Machine learning can be exploited to detail type and shape of the function that characterizes the relationship between customer value and a value-creating resource (such as a geometrical feature of the hardware). In a first iteration, machine learning algorithms can support engineers in evaluating tendencies (increase or decrease) in the value function. In the example described in Figure 3 , the value function describes a (weak) increase relationship between vibration frequency (VF) and resale price. This information can be used, for instance, in the EVOKE model to determine the relationship function (i.e., maximization) at the intersection of these two dimensions.
In a second step, the retrieved information can be used to define the points controlling the overall shape of the value function, such as those corresponding to minimum, average or maximum satisfaction. Again, using EVOKE as an example, the plot shown in Figure 3 suggest setting the neutral point for the maximization function (i.e., the level to which a 50% satisfaction is obtained), at approximatively 60 Hz. In a third iteration, the results of the Weka analysis can help in defining the exact shape of value function (e.g., linear, concave, convex, S-shaped). Eventually, decision makers can use the identified patterns to deliberate with more confidence on the precise mathematical expression of the value function.
7. CONCLUSIONS PSS design can be described as a game of making thoughtful trade-offs between technical aspects (costs, performances), business dimensions and consumer experience. A major gap in PSS design research is how to build models that, since an early design stage, can support decision-makers in predicting the future impact of hardware configurations on a number of value-related aspects. The paper shows that capabilities exist to exploit data-driven design approaches to support early stage design decisions in a PSS context. The presented case study illustrates that a data mining approach can be applied to support decision makers in gathering facts about how resale value is affected by changes in the characteristics of the product. By raising awareness on tacit and hidden patterns, engineers and designers can build arguments in favour (or against) certain technical solutions, and can deliberate on design trade-offs with more confidence.
Future work in the road compaction equipment industry will aim at increasing the number of dealers to get a larger dataset, to identify the patterns more accurately and precisely. Also, the authors will expand the number of geometrical and mechanical properties included in the model, to include other relevant characteristics, such as the size of the cabin, volume of the water tank and more. Furthermore, running a demonstrator on a single industrial context creates an intrinsic limitation in terms of multi-context validation of the results. Future work will also aim at growing lessons learned from the application of the proposed approach in heterogeneous case studies and industrial sectors.
