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A biometric system aims to verify the identity of an individual from their behavioral and/or biological characteristics [1, 2] . The body traits that can be used for biometric recognition are classified into anatomical and behavioral characteristics [3] . Anatomical traits include face [4] , fingerprint [5], iris [6] , palmprint [7], hand geometry [8], and ear shape [9] ; while gait [10] , signature [11] , and keystroke [12] dynamics are some of the behavioral characteristics [13] . Voice biometrics can be considered either as an anatomical or as a behavioral characteristics [3] . Robustness and security are two important factors as far as system deployment is concerned.
Speaker recognition usually refers to both speaker identification and speaker verification. A speaker identification system identifies who the speaker is, while an automatic speaker verification (ASV) system decides if an identity claim is true or false. The former is a multi-class classification problem, while the latter is a hypothesis test. A general ASV system is robust to zero-effort impostors, they are vulnerable to more sophisticated attacks. Such vulnerability represents one of the security concerns of ASV systems.
Spoofing involves an adversary (attacker) who masquerades as the target speaker to gain the access to a system [14] [15] [16] . The spoofing attacks against an ASV system or biometric system in general are considered as a part of presentation attacks as per International Organization for Standardization (ISO) and International Electro-technical Commission (IEC) [17] . As biometric information of a person can be easily obtained, spoofing attacks are inevitable [18] . Such spoofing attacks can happen to various biometric traits, such as fingerprints, iris, face, and voice patterns. Figure 1 shows some examples how the original biometric patterns can be spoofed with different techniques. In this paper, we are focusing only on the voice-based spoofing and anti-spoofing techniques for ASV system.
The spoofed speech samples can be obtained through speech synthesis, voice conversion, or replay of recorded speech. Depending upon how the spoof samples are presented to ASV system the attacks are broadly classified into two categories, namely, direct attacks and indirect attacks. In direct attacks (also called as Physical Access (PA) attacks), the samples are applied as input to the ASV system through the sensor, i.e. at the microphone and transmissionlevel. In indirect attacks (also called as Logical Access (LA) attacks), the samples are involved by passing the sensor, i.e. ASV system software process, access during feature extraction, interfering with the models, and at the decision or score computation as shown in Fig. 2 [21] . 2 madhu r. kamble et al. Fig. 1 . Biometric identification along with spoofing techniques for fingerprint, iris, face, and voice. (Images are adapted from [19] .)
Fig. 2.
Brief illustration of an Automatic Speaker Verification (ASV) system. After [20] .
To objectively report the research progress, there is a need to provide a common dataset along with performance metric to evaluate the spoofing countermeasures. This was also discussed in the special session on spoofing and countermeasures for ASV held during INTER-SPEECH 2013 [15] . This special session motivated the researchers to organize the first ASVspoof 2015 Challenge held in INTERSPEECH 2015 [22] . The database released in this challenge contains two types of spoofing attacks, namely, synthetic speech (SS) and voice conversion (VC). As a follow-up, the second and third challenges were organized during INTERSPEECH 2017 and INTERSPEECH 2019, respectively [24, 23] . The historical developments and key milestones of the ASVspoof initiative are illustrated in Fig. 3 .
We have seen a surge of research papers on spoofing detection in scientific conferences, such as APSIPA Annual Summit and Conference [24] , ICASSP, INTERSPEECH, and special issues in scientific journals, such as IEEE Transactions of Information Forensics special issues on Biometrics Spoofing and Countermeasures [25] , IEEE Signal Processing Magazine special issue on Biometric Security and Privacy Protection [26] , IEEE Journal on Selected Topics in Signal Processing special issue on Spoofing and Countermeasures for Automatic Speaker Verification [27] , Special issue on Speaker and language characterization and recognition: voice modeling, conversion, synthesis, and ethical aspects [28] , and Special issue on Advances in Automatic Speaker Verification Anti-spoofing [29] . This article provides an overview of the recent advances, and discusses the challenges.
A general discussion on biometrics and spoofing attacks was presented in [2]. The first survey paper on the ASVspoof challenge [20] discusses the past work and identifies priority research directions for the future [30] and presents the details of the dataset, protocols, and metrics of the ASVspoof 2015 challenge. It also provides a detailed analysis of the participating systems in the challenge.
A recent survey paper [31] compares different countermeasures for both SS and replay detection. In particular, it discusses various classical representation learning approaches for SS and replay detection. This overview is an extension to [31] that provides both historical and technological perspectives about the recent progress.
The organization of rest of the paper is as follows: The discussion of various spoofing attacks is presented in Section II. The discussion of different spoofing challenges and performance evaluation metrics are discussed in Section III. Furthermore, in Section IV and Section V, we discussed different countermeasures approaches for synthetic and replay spoof speech detection (SSD) task. In this section, we represented the countermeasures in both classical and representation learning approaches for spoofing and anti-spoofing spoofing detection. The Section VI describes the limitation, technological challenges along with future research directions in spoofing research, and finally, we summarize the paper in Section VII.
I I . A S V S Y S T E M : S P O O F I N G A T T A C K S
In the literature, the spoofing attacks are broadly classified into four types, namely, impersonation, SS, VC, and replay. Few of the spoofing algorithms used for spoofing attacks are shown in Fig. 4 . The detailed description of each spoofing attack is discussed next.
A) Impersonation
Impersonation is defined as the process of producing the similar voice pattern and speech behavior of the target speaker's voice [33] [34] [35] . This can be done either by professional mimics/impersonator (by utilizing behavioral characteristics) or by twins (by utilizing physiological characteristics) [36] . The impersonators do not require any technical background or machines to imitate the target speaker. The study in [37] found that if the impostor is aware of the claimed speaker's voice and also carries similar voice pattern could crack the biometric system. For better imitation, the professional imitator tries to mimic the prosodic features of a target speaker [38] . Professional voice imitator intend to mimic the claimed speaker's prosody, accent, pronunciation, lexicon, and other high-level speaker traits. Such imitation may mislead human perception, however, it is less effective in attacking speaker verification systems because most speaker verification systems are based on spectral features to make decisions. Just like twins attacks, in impersonation attacks, the system is presented with natural human speech. A system to detect unnatural speech does not help. As it takes special training to impersonate someone's voice, impersonation attack is not considered as a common threat to speaker verification systems.
In speaker recognition, we aim to extract the unique speaker features from speech data. However, the speaker features become less unique between the twins [39] . Generally, spectrographic analysis is used to identify the speaker's voice. In the case of identical twins, the same technique fails to perform [40] . The study reported in [41] states that the pattern of speech signals, pitch (F 0 ) contours, formant contours, and spectrograms for identical twin speakers are very similar, if not identical. Due to lack of uniqueness, the FAR increases for identical twins verification. Recently, the Voice ID service was launched by HSBC's phone banking business [42, 43] . It failed to recognize true speaker [44] . Similar twins fraud was studied in other biometrics literature as well [39] . The identical twins do have a similar spectrographic pattern, however, the speaker verification technology has seen a significant reduction in fraud, and has proven to be more secure than PINS, passwords, and memorable phrases. In twins attacks, the system is presented with natural human speech, a SS detection mechanism will not enhance the security of the system. To distinguish between the twins, further study on discriminative speaker features is required or more study in this direction is required as observed four decades earlier in [36] .
B) Synthetic speech
SS is also known as Text-To-Speech (TTS), which takes text as input and generate speech as output. It emulates a human vocal production system and represents a genuine threat. SS is now able to generate high-quality voice due to recent advances in unit selection [45] , statistical parametric [46] , hybrid [47] , and DNN-based TTS methods. Recently, deep learning-based techniques, such as Generative Adversarial Network (GAN) [48] , Tacotron [49] , Wavenet [50] , etc., are able to produce very natural sounding speech both in timbre 4 madhu r. kamble et al. 
C) Voice conversion
VC is the process of converting the source speaker's voice to a sound similar to the target speaker's voice [34, 53, 54] . VC deals with the information that relates to the segmental and suprasegmental features and keep the language content similar [55] . Earlier studies include statistical techniques, such as Gaussian Mixture Model (GMM) [56] , Hidden Markov Model (HMM) [57] , unit selection [58] , principal component analysis (PCA) [59] , and Non-negative matrix factorization (NMF) [60] for VC task. Recently, DNN [61] , Wavenet [50] , and GAN [48] represent a technology leap.
Studies also reported in the area of signal processing techniques, such as vector quantization [62] and frequency warping [63] . The research on VC detection has also been focused on how to detect the artifacts arising from the VC process. One example of the converted speech is illustrated in Panel III of Fig. 5 . More technical description of converted voices are reported in [51, 55] .
D) Replay
One of the most accessible spoofing is replay attack. The attacker replays a pre-recorded voice from the target speaker to the system to gain access [64] [65] [66] . Such attack is meaningful only for text-dependent speaker verification systems. With high-quality record-replay audio device, the replayed speech is highly similar to the original speech, spectral content will change slightly due to device impulse response. Hence, replay is a serious adversary to textdependent speaker verification system. [68] and is given by: [68] .
In replayed speech detection, we hope todetect the presence of the channel and noise distortion to the original speech signal [69] . The speech signal recorded with the playback device contains the convolutional and additive distortions from the intermediate device and background [68] . An important part in the detection of replay attack is the process of feature representation. To obtain the discriminative information between natural and replayed speech spoofing and anti-spoofing signal, one should focus on the spectral characteristics that represent the information of the intermediate devices [70] . Figure 6 shows the spectrographic analysis of natural speech and replay speech signal taken from the ASVspoof 2017 Challenge database [24] . The Panel I of Fig. 6 shows the natural speech signal with the corresponding spectrogram of the natural speech signal for the utterance, "Actions speak louder than words", and similarly Panel II is for the replayed speech signal. It can be observed from Fig. 6 that there is a difference in temporal as well as in spectral representation between Panel I (natural) and Panel II (replay) speech signal due to the channel and noise distortion as shown in equation (2).
I I I . D A T A B A S E S A N D P E R F O R M A N C E E V A L U A T I O N M E T R I C S
The early studies of spoofing attacks used different speech and speaker recognition databases, such as YOHO, NIST, and WSJ. The databases used for anti-spoofing studies are reported in Table 1 . Since 2015, the research community has released multiple evaluation databases, that include SAS, ASVspoof 2015, ASVspoof 2017, ASVspoof 2019 challenge, AVspoof, RedDots Replayed databases. The AVspoof database introduces replay spoofing attacks along with SS and VC spoofing attacks. It was designed to simulate the attacks via LA and PA. This database was used in the BTAS 2016 Challenge [14, 76] . RedDots [77] database is developed originally for text-dependent ASV research that was re-developed from replay attacks. This database is derived from the original RedDots database under various recording and playback conditions. However, standard impersonation database is not yet available publicly, the study reported in [79] used the YOHO database that was designed [35] NIST SS [71] W S J SS [52] W S J VC [53] NIST SRE 2006 VC [54] NIST SRE 2006 VC [72] NIST SRE 2006 VC, SS and Artificial Spoof [73] NIST SRE 2006 SS and VC [51] S A S Replay [74] RSR2015 VC and Replay [75] RSR2015 SS and VC [20] A S V S p o o f 2 0 1 5 SS, VC and Replay [76] A V S p o o f Replay [77] R e d D o t s Replay [24] A S V s p o o f 2 0 1 7 SS, VC and Replay [78] A S V s p o o f 2 0 1 9 for ASV system. In this paper, we focus on the description of ASVspoof challenge datasets. Next, we will discuss about challenge databases in details.
A) ASVspoof 2015 challenge
The ASVspoof 2015 Challenge database was the first major release for spoofing and countermeasures research [20] . The database consists of natural and spoofed speech, which is generated via speech synthesis and VC, for LA attacks. There are no remarkable channel or background noise effects. The database is divided into three subsets, namely, training, development, and evaluation. The evaluation subset consists of known and unknown attacks. They include the same five algorithms used to generate the development dataset and hence, called as known (S1-S5) attacks. In addition, other spoofing algorithms are included in unknown (S6-S10), attacks which were used directly in the test data. The number of speakers in the database is reported in Table 2 . The detailed description of the database can be found in [22, 51, 20] 
B) AVspoof database
AVspoof database introduces replay spoofing attacks along with synthetic speech and VC spoofing attacks. It was designed to simulate the attacks via LA and PA. This database was used in the BTAS 2016 Challenge [14, 76] . The statistics of the database are summarized in Table 3 . This database reports a comprehensive variety of presentation attacks including attacks when a genuine data is played back to an ASV system using laptop speakers, high-quality 6 madhu r. kamble et al. [76] . The "unknown" attacks were introduced in the test set to make the competition more challenging [76] . The organizers of the challenge provided a baseline system which is based on the open source Bob toolbox [76] . The baseline system consists of simple spectrogram-based ratio as features and logistic regression as a pattern classifier [76] .
C) ASVspoof 2017 challenge
The ASVspoof 2017 Challenge database was built on the RedDots corpus [80] , and its replayed speech [77] , which is therefore a replay database, and the speech is textdependent. The number of speakers in training, development, and evaluation subset with corresponding number of genuine and spoofed utterances are summarized in Table 4 . The detailed description of the database can be found in [24, 81] . There were some anomalies in the original ASVspoof 2017 database. The problem was fixed in the ASVspoof 2017 Version 2.0 release [81] . Along with the corrected data, more detailed description of recording and playback devices as well as acoustic environments was also reported.
D) ASVspoof 2019 challenge
The ASVspoof 2019 challenge is an extension of the previously held two challenges which focuses on countermeasures for all the three major attack types, namely, SS, VC, and replay. In this particular challenge database, there are two sub-challenges, namely, LA and PA. The statistics of the database are summarized in Table 5 [82] . The training dataset includes genuine and spoofed speech from 20 speakers (eight male and 12 female). The spoof speech signals are generated using one of the two VC and four speech synthesis algorithms. The data conditions for earlier ASVspoof 2017 challenge were created in an uncontrolled setup, and hence, this condition made the results challenging to analyze the signal due to varying additive and convolutive noise. This 
E) ReMASC
The ReMASC (Realistic Replay Attack Microphone Array Speech Corpus) is the first publicly available database that is designed specifically for the protection of voice-controlled systems (VCSs) against various replay attacks in various conditions and environments [84] . The ASVspoof 2019 challenge consists of simulated data for clear theoretical analysis of audio spoofing attacks in physical environments, however, it brings a simulation-to-reality gap. Recent increase for the VCSs depends on voice input as the primary user-machine interaction modality such as, intelligent personal assistants (e.g. Amazon Echo, Samsung Bixby, and Google Home) allow users to control their smart home appliances and complete many other tasks with ease. The VCSs also began to be used in vehicles to allow drivers to control their cars' navigation systems and other vehicle services. The number of speakers and the environment conditions are summarized in Table 6 .
F) Performance evaluation metrics
For effective comparison between algorithms, we need both the standard databases and common evaluation metrics. Given a test speech sample, four possible decisions can be made in SSD, which are summarized in Table 7 , where a False Acceptance Rate (FAR) and a False Rejection Rate (FRR) represent two types of classification errors. FAR and FRR are also called as false alarm and miss detection, respectively [85] . A system's performance can also be described by an Equal Error Rate (EER) at which the FAR (false alarm) and FRR (miss detect) equals [85, 15] . For a particular ASV system, the detection scores are computed with a false alarm and miss rate, denoted respectively, as P fa (θ ) and P miss (θ ) at decision threshold θ , and are given as follows:
where P fa (θ ) and P miss (θ ) are monotonically decreasing and increasing functions of θ . The EER corresponds to the threshold θ EER at which the two detection error rates coincide, i.e.
Impostor trials corresponding to a score higher than the threshold will be misclassified as genuine trials, whereas genuine trials with a score lower than the threshold will be misclassified as impostor trials. Since the two errors are inversely related, it is often desirable to illustrate the performance as a function of the threshold θ . One such measure is the Half Total Error Rate (HTER) [76] :
Performance can also be illustrated graphically with Detection-Error Trade-off (DET) curve [86] . The DET curve illustrates the behavior of a system for different decision threshold, θ , that also allows us to observe a trade-off between the FAR and the FRR. The Detection Cost Function (DCF) is defined in terms of the cost of miss and false alarms along with the prior probability for the target speaker hypothesis. The standard DCF is designed for the assessment of a single ASV system whereas t-DCF metric combines the assessment of ASV system and the spoofing countermeasures [83] . One of the initial attempts in this direction was reported for the spoof detection task for professional mimics [87] . The t-DCF metric was used in ASVspoof 2019 evaluation [83] .
I V . C O U N T E R M E A S U R E S F O R S Y N T H E T I C S P O O F I N G A T T A C K S
We now give an overview of system construction for antispoofing against SS that includes synthesized and converted voices. The ASVspoof 2015 Challenge provided a common platform to study the effectiveness of countermeasures. Similar to other pattern classification system, a traditional spoof detection system consists of two parts, namely, feature extraction and pattern classifier as shown in Fig. 7 . We will discuss the traditional approach and the end-to-end approach in more detail in this section.
1) Traditional approaches
There have been several early studies on finding features that reflect the artifacts in the SS. For example, one study considers that the pitch (F 0 ) pattern of SS is more rigid than that of natural speech in [88] , temporal structure of SS is different from that of natural speech [89] , and SS contains phase distortions [90] . However, these features were observed on ad hoc databases, and moreover, they were not evaluated using a common performance evaluation metric. Hence, there was a need to develop a shared task for SS detection, that motivated the ASVspoof 2015 Challenge [20, 22] .
In ASVspoof 2015 Challenge, it was observed that the efforts on better features were more effective than the complex classifiers [91] . Furthermore, long-term features are more effective than short-term features that are derived from short-term windows. The Constant-Q Cepstral Coefficients (CQCC) [92] , and Cochlear Filter Cepstral Coefficients Instantaneous Frequency (CFCCIF) [93] offer stateof-the-art performance on ASVspoof 2015 database. The CFCCIF feature extraction, which is described by Speech Research Lab DA-IICT in Fig. 8 , represents the best performance in ASVspoof 2015.
The CQCC features are extracted with the constant-Q transform (CQT), a perceptually-inspired alternative to Fourier-based approaches for time-frequency analysis. The CQCC features found to be generalized across three different databases (i.e. ASVspoof 2015 Challenge, AVspoof, and RedDots replayed database) and it delivered the state-ofthe-art performance in each case [94] . Other effective features include high-dimensional magnitude-based features, and phase-based features as reported in a comparative study [95] . The magnitude-based features include Log Magnitude Spectrum, and Residual Log Magnitude Spectrum; the phase-based features include Group Delay Function, Modified Group Delay Function, Baseband Phase Difference, Pitch Synchronous Phase, Instantaneous Frequency Derivative in Fig. 9 .
The features extracted using subband processing were also explored, such as Linear Frequency Cepstral Coefficients (LFCC) [96] , Energy Separation Algorithm-Instantaneous Frequency Cepstral Coefficients (ESA-IFCC) [91] , and Constant-Q Statistics-plus-Principal Information Coefficient (CQSPIC) [97] . The basic motivation behind subband processing is that artifacts of SS manifest differently in different subbands. Temporal features, such as instantaneous frequency and envelop, are sensitive to those artifacts. Another technique for subband processing is to perform a two-level scattering decomposition through a wavelet filterbank to derive a scalogram as shown in Fig. 10 [98] .
2) Representation learning approaches
The representation learning approaches work either in the form of feature learning or as a pattern classifier. With feature learning, it was observed that the use of DNN for representation learning followed by GMM or SVM classifier was more successful than using DNN as a classifier. The hidden layer representation obtained from DNN was used as features (called as spoofing vectors or s-vectors), and Mahalanobis distance for classification [99] . The CNN and RNN classifiers were explored along with three features, namely, Teager Energy Operator (TEO) Critical Band Autocorrelation Envelope (TEO-CB-Auto-Env), Perceptual Minimum Variance Distortionless Response (PMVDR), and raw spectrograms [100] .
In [101] , feature learning is followed by LDA and GMM classifiers. The frame-level and sequence-level features were extracted using DNN and RNN, respectively, resulted in 0 EER for all the attack types from S1 to S9, and 1.1 EER on all the averaged conditions [101] . Bottleneck features extracted from the DNN hidden layers were also used with GMM classifier in [102] . In [103] , the Convolutional Restricted Boltzmann Machine (ConvRBM) is used for auditory filterbank learning that performed better than traditionally handcrafted filterbanks. The study [103] shows that ConvRBM learns better low-frequency subband filters on ASVspoof 2015 dataset than on TIMIT. Supervised auditory filterbank learning using DNN was also studied in [104] . The first-and second-order Long-Term Spectral Statistics (LTSS) were used for synthetic SSD task along with various classifiers with DNN outperforming others. [105] .
Recently, end-to-end DNN approaches have emerged for various speech and audio processing applications [106] , [107] . The goal of the end-to-end DNN is to learn acoustic representation from the raw speech and audio signals as well as perform classification task in a DNN network [108] , [109] . For synthetic SSD task, Convolutional Neural Network (CNN) was used for feature learning from raw speech signals and binary classification task [110] . Along with CNN layers, Long-Short Term Memory (LSTM) layers were used in an architecture called Convolutional LSTM DNN (CLDNN) trained directly on raw speech signals [111, 112] .While CLDNN achieves 0 EER, it has not worked well for S10 set. The end-to-end DNN approach represents a new direction of anti-spoofing study.
In ASVspoof 2015 Challenge, the systems in [95, 113] use DNN as the classifiers. In [114] , a DNN classifier with novel human log-likelihoods (HLL) scoring method was proposed that performed significantly better and achieved an average EER of all the attack types to 0.04. It was shown in [114] that HLL scoring method is more suitable for the SSD task than the classical LLR scoring method, especially when the spoofed speech is very similar to the human speech [114] . The output softmax layer consists of neurons representing spoofing and human (natural) speech labels. According to the literature, the system performances on ASVspoof 2015 Challenge database are summarized in Table 8 , with the system of CQCC feature set, and DNN-HLL classifier representing the best performance.
V . C O U N T E R M E A S U R E S F O R R E P L A Y S P O O F I N G A T T A C K S
We now give an overview of system construction for antispoofing against replay attacks.
1) Acoustic features
Theuse of high-fidelity recording devices represents a serious threat, therefore countermeasures were proposed to guard against such attack. The spectral peak mapping method was proposed as a countermeasure to detect the replay attack on a remote telephone interaction [115] . Replay attacks with far-field recordings were addressed in [66] . The ASVspoof 2017 Challenge paid a special attention to replay speech detection. The baseline system with CQCC features and GMM classifier were provided by the organizers as it performs well in the earlier evaluation [24] . 10 madhu r. kamble et al. Fig. 11 . Schematic block diagram of short-time instantaneous amplitude and frequency modulation (AM-FM) feature set. After [122] .
The acoustic features, such as Rectangular Filter Cepstral Coefficients (RFCC), Subband Spectral Centroid Magnitude Coefficients (SCMC), Subband Spectral Centroid Frequency Coefficients (SCFC), Subband Spectral Flux Coefficients (SSFC) studied. It is found that the SCMC followed by feature normalization method outperforms other acoustic features [116] . With the analysis on Inverse Mel Frequency Cepstral Coefficients (IMFCC), Linear Prediction Cepstral Coefficients (LPCC), and LP residual features, it is found that high-frequency regions have more discriminative information than the other frequency regions [117] . The effect of mean and variance normalization of CQCC feature set with Support Vector Machines (SVM) classifier was studied in [81, 118] . One of the approaches used Single Frequency Filtering (SFF) and found the importance of high-resolution temporal features [119] .
The short-time AM-FM features set obtained using Energy Separation Algorithm (ESA) were studied in [120, 121] as shown in Fig. 11 . The features were also developed with subband filter analysis using CFCCIF [120] , IFCC [123] , Empirical Mode Decomposition Cepstral Coefficients (EMDCC) [124] , transmission line cochlear model [125] , auditory inspired spatial differentiation filterbank [126] , and ESA-IF-based feature estimation using Cochlear filter in [127] . Excitation source-based features were studied in [128] , wavelet-based features in [129] , and phase-based features in [130] . The concept of feature switching at the decision-level, along with information from the non-voiced segments were studied in [131] .
The study in [132] shows that some phonemes carry more replay artifacts than others, therefore consequently judicious use of phoneme-specific models can improve replay detection. The analysis of full-frequency bands with F-ratio and multi-channel feature extraction using attention-based adaptive-filters (AAF) is studied in [133] . The analysis of replay speech signal using reverberation concept and Teager energy profile is studied in [134] .
2) Representation of learning approaches
The three key observations from ASVspoof 2017 Challenge are the use of spectral information in the higher frequency regions, feature normalization, and representation learning approach. It was shown that many representation learning-based approaches did well in the ASVspoof 2017 Challenge.
First, we describe the representation learning approaches used in ASVspoof 2017 Challenge. End-to-end replay spoofing detection was proposed using deep residual network (ResNet) and raw spectrograms of speech signals [135] . It was also shown that data augmentation in DNN significantly improves the performance [135] . In one of the approaches, DNN was trained to discriminate between the various channel conditions available in the ASVSpoof 2017 Challenge database, namely, recording, playback, and session conditions [136] . In [136] , the DNN features were learned from CQCC and HFCC features followed by an SVM classifier. The model fusion strategies using ResNet, GMM, and DNN were also explored and found to perform better compared to individual systems [137] . In particular, the ASVspoof 2017 Challenge winner system used CNN and RNN for representation learning from STFT spectrograms followed by a GMM classifier [138] .
The use of ConvRBM to learn auditory filterbank followed by the AM-FM demodulation using ESA for the replay SSD task was studied in [139] . The ConvRBM learns subband filters that represent high-frequency information in a much better way when used with pre-emphasized speech signals as shown in Fig. 12 . Combining representation learning and signal processing techniques there is significant improvement of 0.82 and 8.89 EER on the development and evaluation set. A novel algorithm called NeuroEvolution of Augmenting Topologies (NEAT) was used in an end-to-end anti-spoofing network [140] . The NEAT framework also introduces a new fitness function for DNN that results in better generalization than the baseline system and improves the relative performance by 22 on the ASVspoof 2017 database [140]. 
BL, baseline
A novel visual attention mechanism is employed in deep ResNet architecture using the group delay features (GD spectrum) that resulted in EER of 0 on both the development and evaluation sets, respectively [141] . In [142] attention-based filtering is used that enhances the feature representation in both time and frequency-domains and used ResNet-based classifier. Class activation maps (CAM) using global average pooling (GAP) utilizes the implicit attention mechanism present in CNN. Hence, representation learning approaches are very promising directions for the replay SSD compared to the synthetic SSD task. According to the literature, the system performances on ASVspoof 2017 Challenge dataset are summarized in Table 9 . In this section, we hope to discuss some topics that are worthy of further inquiry and possible future direction.
(i) Logical and Physical Access: The PA is the actual spoofing where the speech is played back through a microphone into the ASV system. However, the ASVspoof database gave special attention to LA attacks. For such attacks, it is assumed that the spoofed samples are directly injected into the system through a software-based process [21] . Hence, PA attacks are more realistic than the logical access attacks, where the attacker plays back a recorded utterance to the system. This utterance can be either obtained from the real speaker or can be forged using VC or synthetic speech (SS) algorithms. This motivates the study on PA attacks and evaluation database development. The current studies of countermeasures and ASV systems are carried out separately. What user would like to have is a secure and accurate ASV system. However, a more robust ASV system to noise and channel variations may become less secure against spoofing attacks. As there is no guarantee of having a better performing countermeasure that provides lower EER and also reliable for the ASV system performance. Hence, with the progress made in the research of spoofing detection, evaluation metrics must evolve to reflect the joint protocol system performance. (iv) Liveness Detection: is of great interest to know whether human perception is important in identifying spoofing, and hence, humans can achieve better performance than automatic approaches in detecting spoofing attacks. There was a benchmark study comparing automatic systems against human performance on a speaker verification and SS spoofing detection tasks (SS and voice conversion spoofs) [149] . It was observed that human listeners detect spoofing less well than most of the automatic approaches except USS speech [149] . In a similar study, it was found that both the humans and machines have difficulties in spoofing detection when narrowband speech signals were used (8 kHz sampling frequency) [150] . Hence, for telephone line speech signals, it is more challenging to do SSD due to the lower available bandwidth up to 4 kHz. It may be of great interest to study human performance for replay SSD task.
(x) Robustness to High-Quality Speech Synthesizers:
Recently, many representation learning-based highquality speech synthesis techniques were proposed that achieved significantly better naturalness. The Wavenet [50] , GAN [48] , and other end-to-end speech synthesis architectures [151] produce highquality synthesized speech. It is also shown that lowquality publicly available database can be used to produce high-quality spoof data using GAN-based speech enhancement [152] . Such high-quality SS and VC techniques may further increase the difficulties in synthetic SSD. This technique could be used to generate spoof speech database in the next edition of ASVspoof challenge [23] .
V I I . S U M M A R Y A N D C O N C L U S I O N S
This article provided an overview of the SSD task. We reviewed different countermeasure approaches for synthetic and replay detection, in particular, classical and representation learning approaches. The study also reported various technological challenges involved during spoofing detection and also discussed various spoofing databases with their limitations. The article also discusses the recent advances in the spoofing area for ASV task. A significant amount of research has been carried out to assess the vulnerability of ASV systems to different spoofing attacks. It is especially challenging to recreate real attacking conditions during the development of various spoofing database. Under particular controlled conditions, different spoofing attacks are developed, as they are unfeasible to collect a database with all different possibilities that are available in the market. The performance metric is usually distributed into train, development, and test set, where these individual sets have almost similar examples of spoofs in all the sets. However, real-world scenario for ASV represents an open set evaluation without having any constraints on the spoofs used to attack given ASV system.
In the current spoofing context described in this article and lessons learned in more than 10 years of spoofing research, there are still few open questions that need to be answered. They are: What are the future challenges that arise further in voice biometric spoofing? What are the issues which are yet to be looked into and need to be explored further? Where do we go from here?
Presently, one of the most urgent needs is to define a clear methodology to assess the spoofing attacks. This is not a straightforward issue, as many new variables are involved during the development of spoofing algorithms. Another observation is that there does not exist superior anti-spoofing technique that performs uniformly along all the spoofs. Approaching only with one countermeasure will depend on the nature of the attack scenario and data acquisition conditions. Hence, there should be another complementary countermeasure followed by fusion approaches to develop high-performance countermeasure over different spoofing data. In addition, practical considerations should not be left out. As technology progresses, new techniques continue to emerge in the form of hardware devices and signal processing methods. Hence, it is important to keep a track of such technological progress, since this advancement could be the key to develop a novel and efficient countermeasure.
Finally, though a significant amount of work is now being reported in the field of spoofing detection, different methodologies and attacks have also evolved that became more and more sophisticated. As a consequence, yet there are many big challenges that are to be faced to protect against spoofing attacks, hopefully, that will be lead in the upcoming years with a new generation of more secure voice biometric systems.
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