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Using quantum mechanical perturbation theory (PT) we analyze how the energy of perturbation
of different orders is renormalized in solids. We test the validity of PT analysis by considering a
specific case of spin-orbit coupling as a perturbation. We further compare the relativistic energy and
the magnetic anisotropy from the PT approach with direct density functional calculations in FePt,
CoPt, FePd, MnAl, MnGa, FeNi, and tetragonally strained FeCo. In addition using decomposition
of anisotropy into contributions from individual sites and different spin components we explain the
microscopic origin of high anisotropy in FePt and CoPt magnets.
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The magnetocrystalline anisotropy is a central mag-
netic property for both fundamental and practical
reasons.1–3 It can depend sensitively on many quan-
tities such as dopants or small changes in lattice
constant.4 While control of this sensitive quantity
can be crucial in many applications, e.g. perma-
nent magnetism5, magnetooptics6 and magnetoresistive
random-access memory devices7, it is often unclear what
mechanisms are responsible for these anisotropy varia-
tions, even from a fundamental point of view. It was
understood long ago8,9 that the magnetic anisotropy en-
ergy (MAE) K in bulk materials is a result of simultane-
ous action of spin-orbit coupling (SOC) and crystal field
(CF). While in general this statement is still valid, exist-
ing microscopic methods do not accurately describe K in
the majority of materials. One can calculate MAE using
ab-initio electronic structure methods based on density
functional theory, however quantitative agreement is of-
ten rather poor. In any case such methods are usually
not well equipped to resolve it into components that yield
an intuitive understanding, to enable its manipulation
and control. Sometimes K is analyzed in terms of SOC
matrix elements of ξl·s, where ξ is the SOC constant.
However, this perturbation also induces changes in other
terms contributing the total energy, which can affect the
MAE as well. Below we show how the actual atomic SOC
is ’screened’ in crystals and study spin decomposition of
SOC and MAE in real world magnets.
Let us write the total Hamiltonian of magnetic elec-
tronic system as
H = H0 + V (1)
where H0 is the non-relativistic Hamiltonian (sum of ki-
netic and potential energies of electrons) and V = ξl·s is
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the SOC Hamiltonian. We assume that ξ is small rela-
tive to CF and spin splittings. The change in the total
energy of the system when SOC is added (below we call
it relativistic part of the total energy) can be written as
E = ∆E0 + Eso (2)
where Eso is the matrix element of SOC with full per-
turbed wavefunction and ∆E0 is the induced energy
change of the scalar-relativistic Hamiltonian ( sum of
kinetic and potential energies) due to the SOC pertur-
bation.
Using standard quantum mechanical perturbation the-
ory (PT) each quantity |φ〉 = ∑ |n〉 , E = ∑E(n) and
Eso =
∑
V (n) (wave function, total energy and pertur-
bation V ) can be expressed as a sum over orders n: V (n)
is proportional to ξn+1, while |n〉 and E(n) are of order
ξn. Here and hereafter we use superscripts in paren-
theses to denote the order of perturbation term of the
corresponding quantity. Corresponding expansions can
be introduced for the total MAE and MAE due to SOC
term as K =
∑
K(n) and Kso =
∑
K
(n)
so .
If |0〉 is an eigenvector of unperturbed system (H0)
then the total perturbation energy can be found as
E =
∑
n
E(n) =
∑
n
〈0|V |n〉 = 〈0|V |φ〉 (3)
(see, for instance, Eq.5.1.37 in ref.10 ). It is now straight-
forward to show that
Eso = 〈φ|V |φ〉 =
∑
n
nE(n) (4)
so the sum of kinetic and potential energies change can
be presented as
∆E0 =
∑
n
(1− n)E(n) = (〈0| − 〈φ|)V |φ〉 (5)
The last expression can be directly evaluated to esti-
mate a reaction of the system to the original perturbation
V . In our case this reaction corresponds to joint action
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2of kinetic and potential energy terms (H0 in Eq.1). Eq.4
is particularly convenient for the analysis due to oppor-
tunity to obtain site and spin decompositions.
Let us consider again a specific case of SOC pertur-
bation V = ξl·s in the second order of PT. In this case
we have E(2) = E
(1)
so /2 = V (1)/2, where V (1) is obtained
using wave function of the first order |φ〉 ≈ (|0〉+ |1〉).
Correspondingly, for the second order MAE
K(2) = K(1)so /2 (6)
The second order correction to the total MAE due to
SOC is a half of the first order MAE due to SOC only.
It is a simple consequence of our perturbation treat-
ment. One can immediately write down the MAE in
cubic systems where the leading term scales as ξ4, as
K(4) = K
(3)
so /4. Thus kinetic and potential terms effec-
tively ’screen’ 75% of the original SOC MAE in cubic
materials. Evidently higher order contributions to total
MAE decrease as 1/n relative to SOC anisotropy. Thus
the highest anisotropy can be naturally expected only for
a small n.
The specific form of the second order correction due
to SOC has been studied many times in different parts
of solid state physics1,8,9,11 and can be obtained if we
rewrite V (1) as
V (1) = 2 〈0| ξl·s |1〉 = 2ξs(0)i l(1)i = (7)
2ξs
(0)
i
∑
exc
〈0| li |1〉 〈1| ξsj lj |0〉
ε′ − ε0
= 2ξ2s
(0)
i
∑
exc
〈0| li |1〉 〈1| lj |0〉
ε′ − ε0 s
(0)
j
= 2ξs
(0)
i Λijs
(0)
j
where we indicated the specific orders for spin and or-
bital moments entering V (1), ε0 and ε
′ are ground state
and excited state energy respectively for the unperturbed
system, and the sum is over all excited states. The lead-
ing relativistic correction for the spin moment s appears
only in the second order in ξ and does not contribute to
V (1). Below we assume that s does not change from
its zero order value. This result (Eq.7) is the famil-
iar expression1,8,9,11 for the second order spin Hamil-
tonian due to SOC, where orbital moment tensor Λ =
l(1)/ξs . Correspondingly, in the uniaxial system (assum-
ing Λνµ is diagonal) we have K
(2) = ξs
(
l
(1)
z − l(1)x
)
=
ξ2s2(Λ⊥ − Λ‖).
One can regard the total relativistic energy as the en-
ergy change due to the “atomic” SOC (i.e. matrix ele-
ments of ξl·s), ‘screened’ or reduced by adjustments in
other contributions to the total energy. The same evi-
dently holds true for the total relativistic energy change
relative to SOC energy alone even in the nonmagnetic
case. One can rewrite Eq.2 as
E = ∆E0 + 〈ξl·s〉 = 〈ξ˜l·s〉 (8)
where ξ˜ is a screened or effective crystal SOC constant
as opposed to the atomic or nonrenormalized ξ. We call
ξ˜/ξ ratio spin-orbit reduction factor. One can compare
this parameter with the enhancement of SOC discussed
in Ref. 12.
According to above results (Eq.4) ξ˜ = ξ/2 (second or-
der correction) and ξ˜ = ξ/4 (fourth order correction).
Thus the effective screening is minimal for systems with
large SOC and non-cubic symmetries. Evidently this
conclusion supports traditionally large anisotropies ob-
served in magnetic uniaxial systems.
Thus H0 term in Eq.1, the sum of kinetic and potential
energies, reduces the effect of SOC and makes overall
strength twice smaller in second order, so Kkin+Kpot=−
Kso/2. Overall the action of these terms is destructive
for materials with observed uniaxial anisotropy as total
K is opposite in sign to the anisotropy induced by kinetic
and potential terms together K = − (Kkin+Kpot). Also
comparing Eq.4 and Eq.5 one can see that for arbitrary n
ratio E
(n)
so /E
(n)
0 = n/ (1− n), thus for large n this ratio
tends to be equal to −1 meaning that SOC effects are
nearly completely screened in this limit.
TABLE I: c/a ratio( with respect to the primitive cell), cal-
culated K and Kso/K ratio in uniaxial magnetic systems. For
all systems experimental structures have been used, while for
FeCo , we used hypothetical tetragonally strained structure.
Compounds c/a K(µeV /f.u.) Kso/K
FePt 1.362 2661 1.84
CoPt 1.379 837 1.67
FeNi 1.414 87 1.98
FePd 1.370 174 2.14
MnAl 1.294 287 1.98
MnGa 1.280 437 1.99
FeCo 1.1 216 2.21
Let us now consider electronic structure calculations
for realistic systems. Using the Vienna ab initio sim-
ulation package13 method we obtained the relativistic
energy E = (Er − Enr) and SOC energy Eso in non-
magnetic and magnetic systems, where Enr and Er are
total energies obtained in scalar relativistic and calcula-
tions where SOC has been added (relativistic). The SOC
is included14 using the second-variation procedure. The
generalized gradient approximation of Perdew, Burke,
and Ernzerhof was used for the correlation and exchange
potentials. The nuclei and core electrons were described
by projector augmented wave potentials and the wave
functions of valence electrons were expanded in a plane-
wave basis set with a energy cutoff between 348 eV and
368 eV for all compounds we investigated in this work.
The k-point integration was performed using a tetrahe-
dron method with Blo¨chl corrections with 13800 k-points
in the first Brillouin zone corresponding to the primitive
unit cell of L10 structure.
We compared the spin-orbit reduction factor α=Eso/E
for Al and non-magnetic Fe. The resulting α appears
to be very close to 2 with small deviations of about 1-
33%. For magnetic systems, we also found that α≈2 for
different magnetization directions.
MAE in L10 compounds and tetragonal FeCo had been
well studied2,3,15–18. The calculated MAE values are in
reasonable agreement with previous calculations2,3. For
CoPt, the discrepancy between current calculation and
previous ones is rather large. This is due to the exchange
correlation potential used, our LDA calculation gives a
MAE about 1.3meV /f.u., which is in better agreement
with previous calculations.
Here we investigated Kso/K in those systems and the
results are presented in Table I. The anisotropic part of
Eso appears to be much smaller than the isotropic part,
and deviations of Kso/K from 2 are already significant.
For instance Kso/ K in CoPt is 1.67-1.8 depending on
the exchange-correlation potential used. Compared with
Eso, Kso is a much smaller quantity. The deviations of
Kso/K from the factor two in table 1 are related to a
deviation from a second order PT. That includes both
self-consistency effects and a contribution from higher
order terms of PT.
It had often been discussed1,9,19 how a minimum of
energy is related to a maximum of orbital magnetic mo-
ment Ml. However, in realistic systems such a relation
is often not fulfilled. For example, FePt and CoPt have
smaller orbital magnetic moments along the easy axis17.
In order to understand these phenomena, we resolve SOC
energies and orbital moments into atomic and spin con-
tributions for FePt and CoPt (Table II). Ml contains
two spin longitudinal contributions Ml = −L↑↑z + L↓↓z ,
while the energy E
(1)
so ∼ − ξ/2
(
L↑↑z + L
↓↓
z + L
↑↓
− + L
↓↑
+
)
also contains spin transversal terms. As shown in Ta-
ble II, Pt atoms produce the dominant contribution to
Kso, while Fe (Co) atoms have much smaller and nega-
tive values. For each spin component on Pt atom a direct
proportionality between the orbital moment and the SOC
energy is confirmed, thus a larger component of orbital
moment corresponds to the minimum of corresponding
energy component. However, this is no longer true for
the total moment due to the fact that term with L↓↓z
enters definition of total moment and energy with differ-
ent sign (see above). In addition, as shown in Table II,
while ↓↓ components of Ml and Eso are large but rather
isotropic, their ↑↑ components are smaller but much more
anisotropic, providing a dominant contribution to the to-
tal MAE.
A different behavior of anisotropies of these two spin
channels on Pt sites we attribute to the peculiar features
in the density of states (DOS). Fig.1 (top) shows the
partial DOS projected on the 5d states of Pt atom in
FePt and CoPt. For the majority spin channel, there are
large DOS of all 5d states right below the Fermi level and
also a large density of state of dx2−y2 right at the Fermi
level, which is unexpected for elements with nearly filled
d-band. The minority spin channels have smaller DOS
right below the Fermi level, especially for the dx2−y2 and
degenerated dyz|dxz states. Fig.1 (bottom) shows the
schematic representation of difference between FePt DOS
and an ideal nearly-filled d-band DOS with a large spin-
splitting. Hence we would expect the minority spin chan-
nel has smaller contribution to MAE than the majority
one.
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FIG. 1: (Color online) Partial density of state (top) projected
on the 5d states of Pt atom in FePt and schematic (bottom)
representation of DOS of an ideal nearly-filled d-band and
FePt. The vertical dotted line corresponds to the Fermi en-
ergy, EF .
In this paper using general perturbation theory we dis-
cuss how the spin-orbit interaction is renormalized in
solids. We show that kinetic and potential energy terms
nearly completely ’screen’ spin-orbit coupling at higher
orders of perturbation theory. By decomposing the MAE
and atomic orbital moments into the sum over different
spin matrix elements, we explained why FePt and CoPt
have smaller orbital magnetic moments along the easy
axis and a microscopic source of large anisotropy in these
materials. Such analysis of the SOC energy makes it eas-
ier to study atomic decomposition of MAE and other
anisotropic effects.
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4TABLE II: Spin decomposition of atomic spin-orbit coupling energy Eso (meV) and orbital magnetic moment Ml (10
−3µB).
↑↑ indicates the majority spin channel, and ↓↓ indicates the minority spin channel. Anisotropies of Eso and Ml are defined as
Kso=(E
x
so − Ezso) and Kl=(Mzl −Mxl ) respectively.
FePt
Pt Fe
↑↑ ↑↓ ↓↑ ↓↓ Total ↑↑ ↑↓ ↓↑ ↓↓ Total
z -133.80 -281.85 -281.85 -145.66 -843.2 -1.08 -2.47 -2.47 -2.62 -8.6
Eso x -125.88 -282.87 -282.87 -145.22 -836.9 -1.53 -2.86 -2.86 -2.83 -10.1
Kso 7.92 -1.02 -1.02 0.44 6.3 -0.45 -0.38 -0.38 -0.21 -1.5
z -113 166 53 -13 77 64
Ml x -98 165 67 -23 85 62
Kl -15 1 -14 10 -8 2
CoPt
Pt Co
↑↑ ↑↓ ↓↑ ↓↓ Total ↑↑ ↑↓ ↓↑ ↓↓ Total
z -134.46 -287.69 -287.69 -151.16 -861.0 -1.40 -2.97 -2.97 -4.97 -12.3
Eso x -126.18 -290.64 -290.64 -151.30 -858.8 -1.94 -3.57 -3.57 -4.08 -13.2
Kso 8.28 -2.95 -2.95 -0.14 2.2 -0.55 -0.60 -0.60 0.90 -0.90
z -112 185 72 -16 116 100
Ml x -96 188 91 -26 92 66
Kl -16 -3 -19 10 24 34
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