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abstract
Today’s deep neural networks require substantial compu-
tation resources for their training, storage and inference,
which limits their effective use on resource-constrained de-
vices. On the one hand, many recent research activities ex-
plore different options of compressing and optimizing deep
models. On the other hand, in many real-world applications
we face the class imbalance problem, e.g., higher number
of false positives produced by a compressed network may
be tolerable, yet the number of false negatives must stay
low. The problem originates from either an intrinsic nature
of the imbalanced samples within the training data set, or
from the fact that some classes are more important for the
application domain of the model, e.g., in medical imaging.
In this paper, we propose a class-dependent network com-
pression method based on a newly introduced network prun-
ing technique used to search for lottery tickets in an origi-
nal deep network. We introduce a novel combined loss func-
tion to find efficient compressed sub-networks with the same
or even lower number of false negatives compared to the
original network. Our experimental evaluation using three
benchmark data sets shows that the resulting compressed
sub-networks achieve up to 50% lower number of false neg-
atives and an overall higher AUC-ROC measure, yet use up
to 99% fewer parameters compared to the original network.
Introduction
While deep networks are a highly successful model class,
their large memory footprint puts considerable strain on en-
ergy consumption, communication bandwidth and storage
requirements of the underlying hardware, and hinders their
usage on resource-constrained IoT devices. For example,
VGG-16 models for object detection (Simonyan and Zis-
serman 2014) and facial attribute classification (Lu et al.
2017) both contain over 130M parameter. Research activ-
ities on the model size reduction gained significant atten-
tion in the past years. Both theoretical analysis and empir-
ical experiments in machine learning showed evidence of
redundancy in deep models (Aghasi, Nguyen, and Romberg
2016). Also in neuroscience, recent studies point out that
there is a significant number of redundant neurons in human
brain and memory, that may relate to vanishing of specific
synapses (De Vivo et al. 2017). This indicates that it should
be possible to compress deep networks without or with little
loss of prediction quality.
Recent efforts on deep model compression for embedded
devices explore several directions including quantization,
factorization, pruning, knowledge distillation, and efficient
network design. The main idea of quantization and bina-
rization is to use weights with discrete values. Factorization
explores the low-rank basis of filters to reduce model size.
Pruning removes weak network connections, while efficient
network designs explore the strategies of training a perfor-
mant network from scratch. Knowledge distillation methods
compress a network by transferring knowledge from a larger
teacher to a smaller student network. The approach pre-
sented in this paper combines network pruning with efficient
network design. We additionally include class-dependency
into the network compression task.
Many real-world applications, e.g., medical image classi-
fication and anomaly detection in production processes, have
to deal with class imbalance when training a deep model. On
the one hand, real-world data often follows a long-tailed data
distribution in which a few classes account for the most of
the data, while many classes have considerably fewer sam-
ples. Models trained on these data sets are biased toward
dominant classes (Cui et al. 2019). Related literature treats
class imbalance as a problem which leads to low model qual-
ity (Chawla et al. 2002). The proposed solutions typically
adopt class re-balancing strategies such as re-sampling and
re-weighting based on the number of observations in each
class. On the other hand, there are many applications, which
have an intrinsic unbalanced class importance: e.g., miss-
ing an event may have far more severe consequences than
triggering a false alarm. This is especially the case in many
detection scenarios and early warning systems in the IoT do-
main. In this paper, we focus on keeping the number of false
negatives low when compressing a deep network.
To the best of our knowledge, this is the first paper
proposing a class-dependent model compression. The pro-
posed compression algorithm is based on the lottery ticket
(LT) hypothesis (Frankle and Carbin 2018) and leverages
the method of finding LT networks described in (Zhou et
al. 2019). We extend the basic algorithm towards class-
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dependency by suggesting a novel loss function, which re-
duces the number of false negatives for a certain class, while
optimizing the average area under the receiver operating
characteristics (AUC-ROC) measure for all classes. The
contributions of this paper are summarized as follows: We
propose a class-dependent compression method which in-
corporates a joint false negatives and AUC-ROC optimiza-
tion. We evaluate the new method on three public data sets
and show that it achieves up to 50 % lower number of false
negatives than the original network while preserving only
1 % of the weights. Surprisingly, our method with a novel
loss function combined with the LT algorithm consistently
outperforms its original version in all tested cases.
Class-dependent Network Compression
This section presents our deep network compression method
which reduces the number of false negatives for a desired
class while maximizing the overall AUC-ROC measure and
the network performance. The method is based on a combi-
nation of iterative pruning with a novel combined loss func-
tion. Below we describe the proposed algorithm in detail.
Lottery Ticket (LT) algorithm. Our class-dependent net-
work compression method leverages the recently introduced
in (Frankle and Carbin 2018) iterative pruning used to search
for efficient sparse sub-networks called lottery tickets (LT)
within an original deep network. LT networks often show su-
perior performance when compared to the original network.
The recently conducted analysis of LT networks (Zhou et al.
2019) suggests that the sub-network structure tightly cou-
pled with network initialization are crucial to high perfor-
mance of LT networks. Moreover, the authors report that
the following conditions are responsible for the best results:
1) setting pruned values to zero rather then to any other
value, 2) keeping the sign of the initialization weights during
rewinding, and 3) keeping the weights with the largest abso-
lute values or apply the magnitude increase mask criterion
during iterative pruning. We leverage all these findings in
this work. We use the magnitude increase criterion through-
out the paper, i.e., we rank the differences between the final
and the initial values of the weights in every round and prune
the least p%.
Algorithm 1 Class-dependent network compression
1: Randomly initialize the network f(x;m
⊙
W0) with
the initial trivial pruning mask m = 1|W0|;
2: Train the network for n iterations with the
class-dependent loss L producing the network
f(x;m
⊙
Wk);
3: Prune p% of the remaining weights with the magnitude
increase strategy, i.e., m[i] := 0 if Wk[i] gets pruned;
4: Replace remaining weights Wk with their initial values
W0;
5: Repeat from step 2 if the next (k+1) round is required.
Alg. 1 provides a pseudo-code of the LT algorithm with
the magnitude increase mask criterion and a class-dependent
loss function L explained below. The algorithm initializes
the network with random weights W0 and applies an ini-
tially trivial pruning mask m = 1|W0|. The operation
⊙
denotes an element-wise multiplication. After training the
network for n iterations we prune p% of the weights using
the magnitude increase strategy by updating the mask m ac-
cordingly. The remaining weights Wk are then reset to their
initial values W0 before the next round of the LT algorithm
starts.
In every round of the LT algorithm we minimize a class-
dependent loss function L of the following form
L = LwCE + λ · LSHR, (1)
whereLwCE andLSHR are a weighted binary cross-entropy
loss and a squared hinge ranking loss respectively detailed
below. The parameter λ controls the relative importance of
the squared hinge ranking loss.
Weighted binary cross-entropy loss. Inspired by (Cui et al.
2019), we extend the notion of the classical binary cross-
entropy to achieve class dependency by introducing per-
class weighting coefficients as follows
LwCE = −
M∑
c=1
γc · yo,c log(po,c), (2)
where γc are weighting coefficients for every class; M de-
notes the number of classes; yo,c ∈ {0, 1} is a binary in-
dicator if the class label c is a correct classification for the
observation o; po,c is a predicted probability that the obser-
vation o is of class c, and nc is the number of samples in the
class c.
We leverage the results in (Huang et al. 2016; Wang, Ra-
manan, and Hebert 2017) and handle the weighting coef-
ficients γc for individual classes as γc = 1−β1−βnc , where
β ∈ [0; 1) is a hyperparameter. In contrast to their work, we
choose the value of the hyperparameter β to steer the class
imbalance in favour of a particular class. The setting β = 0
corresponds to no class weighting and β → 1 corresponds
to weighting by inverse class frequency. Class weighting al-
lows focusing on a specific class and thus punishes the clas-
sifier for misclassifications with respect to this class. This
allows controlling the boundary between classes by chang-
ing the ratio between false positives and negatives and main-
taining a low number of false negative for the desired class
when compressing a deep network. Recent work by (Cui et
al. 2019) shows that the weighting coefficients γc play an
important role in class-balancing. In particular, when train-
ing a CNN on imbalanced data, class-balancing by means
of γc provides a significant boost to the performance of the
commonly used loss functions, including cross-entropy. Our
results provide an additional confirmation of this statement.
Squared hinge ranking loss. The previous literature
showed that 1) optimizing classification accuracy by mini-
mizing cross-entropy cannot guarantee maximization of the
AUC-ROC (Cortes and Mohri 2004), and 2) AUC-ROC
maximizaion as an optimization task yields a discontinu-
ous non-convex objective function and thus cannot be ap-
proached by the gradient based methods (Yan et al. 2003).
Proposed solutions for AUC-ROC maximizaion (Brefeld
and Scheffer 2005; Gultekin et al. 2018; Eban et al. 2016)
Figure 1: Images from the ISIC data set (Gutman et al.
2016): benign (left) and melanoma (right) samples.
are based on approximations or surrogate functions. In this
paper, we use the squared hinge ranking loss suggested
in (Steck 2007).
LSHR = −
M∑
c=1
max(1− yo,cro,c, 0)2. (3)
The squared hinge ranking loss is obtained from the hinge
loss by replacing po,c by a sorted in ascending order classi-
fier output ro,c, i.e., the smallest output value gets assigned
the lowest rank.
The authors of (Steck 2007) show that AUC-ROC can be
written in terms of the hinge rank loss as follows
AUC-ROC ≥ 1− LSHR − C
n+n−
, (4)
where n+, n− are the number of positive and negatives sam-
ples andC is a constant independent of the rank order. Mini-
mizing hinge ranking loss leads to AUC-ROC maximization
(Steck 2007). We use the squared hinge ranking loss LSHR
to ensure our loss function L is differentiable.
In the next section we evaluate the effectiveness of the
proposed class-dependent network compression algorithm
on three benchmark data sets.
Experimental Evaluation
This section introduces the benchmark data sets, lists the
metrics we use to evaluate the performance of our method,
justifies the parameter choice we make, and the presents the
final performance results.
Data Sets
We chose our benchmark data sets based on the complex-
ity of the classification task they present. MNIST is a fairly
easy classification challenge confirmed by the almost 100%
accuracy reported by the state-of-the-art deep models. ISIC
is a highly challenging medical imaging lesion classifica-
tion data set introduced in a data science competition1. The
CRACK data set enjoys an intermediate complexity. All
three benchmarks are shortly introduced below.
1http://challenge2016.isic-archive.com
Figure 2: Images from the CRACK data set (O¨zgenel 2017):
negative (left) and positive (right) samples.
Name Description & Value
Saturation Modify saturation by 0.3
Contrast Modify contrast by 0.3
Brightness Modify Brightness by 0.3
Hue Shift the hue by 0.1
Flip Randomly flip horizontally and vertically
Affine Rotate by 90°, shear by 20°, scale by [0.8, 1.2]
Crop Randomly crop (>40% area) the image
Elastic Warp images with thin plate splines
Table 1: ISIC-2016 data augmentation (Perez et al. 2018).
MNIST is a well-known database of handwritten digits
comprising 60’000 train and 10’000 test examples. The dig-
its (0-9) have been size-normalized and centered in a fixed-
size image of 28×28 pixels (LeCun et al. 1998).
ISIC-2016 lesion classification dataset (Gutman et al. 2016)
includes original medical images paired with a confirmed
malignancy diagnosis labels obtained from expert consen-
sus and pathology report information, i.e., each image is as-
signed a label either benign or melanoma. The training data
set contains 900 dermoscopic lesion images with 173 pos-
itive and 727 negative examples respectively, whereas the
test set includes 379 images with 76 positive and 303 nega-
tive samples respectively. Fig. 1 shows positive and negative
sample images from the ISIC data set.
We use the data augmentation techniques suggested
in (Perez et al. 2018) to increase the number of training sam-
ples in the ISIC data set. These augmentations are used to
improve the results of the ISIC classification challenge. Ta-
ble 1 summarizes the augmentation operations applied to the
training data. Saturation, contrast and brightness augmenta-
tions simulate changes in color due to camera settings and
lesion characteristics. Affine transormation reproduces cam-
era distortions and creates new lesion shapes. Elastic warp
is generated by defining the origins as an evenly-spaced 4 ×
4 grid of points, and destinations as random points around
the origins (by up to 10% of the image width in each direc-
tion). These augmentations produce new lesion shapes while
maintaining medical attributes (Perez et al. 2018).
CRACK data set (O¨zgenel 2017) contains 40K images of
224×224 pixels sliced from 500 full resolution images of
4032×3024 pixels taken from the walls and floors of sev-
eral concrete buildings. The images are taken approximately
1 m away from the surfaces with the camera directly facing
the target. The concrete surfaces have variation in terms of
surface finishes (exposed, plastering and paint). The label
is positive if an image contains a crack and negative other-
wise. The labels are assigned by the material science experts.
Fig. 2 shows positive and negative samples in this data set.
Evaluation Metrics
In this work we adopt the following evaluation metrics:
AUC-ROC measure estimates the probability that a ran-
domly chosen member of a positive class has a smaller es-
timated probability of belonging to a negative class than a
randomly chosen member of a negative class (Steck 2007):
AUC-ROC =
1
n+n−
n+∑
i=1
n−∑
j=1
1(r+i > r
−
j ), (5)
where n+, n− are the number of positve and negatives sam-
ples and 1 is the indicator function. r+i ∈ 1, ..., n+ denotes
the rank of postive examples and r−j ∈ 1, ..., n− denotes the
rank of negative examples.
Accuracy is the proportion of true results (both true posi-
tives and true negatives) among the total number of cases:
Accuracy =
TP + TN
TP + TN + FP + FN
. (6)
False negative rate (FNR) / false positive rate (FPR) are
the ratios of positive / negative outcomes wrongly catego-
rized as negative / positive in the total number of the actual
positive / negative events:
FNR =
FN
FN + TP
, FPR =
FP
FP + TN
. (7)
We use the FNR measure to show that the proposed
method indeed decreases the number of false negatives. We
also report the FPR measure to understand the achieved
trade-offs between false positive and negative rates. AUC-
ROC measure presents the average true positive rate across
all possible false positive rate of all classes. In addition,
AUC-ROC is more useful when we have to deal with imbal-
anced classes. The results in (Cortes and Mohri 2004) show
that the expected value of AUC-ROC over all classifications
is a monotonic function of accuracy. This also holds for im-
balanced data. In this work we report the accuracy measure
to confirm the statement and ensure that the overall com-
pressed network performance stays high.
Experimental Setup
For simplicity, we conduct a binary classification for the
MNIST data set, i.e., given a class, we perform one-versus-
all classification. The results are then averaged over all 10
classes and we also provide the standard deviation where
appropriate. We enforce class imbalance in the CRACK data
set by using 20K images in the negative class (no crack), add
4K images of the positive class, and use 70 %, 15 %, 15 %
of samples for train, validation and test, respectively.
Networks. We use LeNet-5 (LeCun et al. 1998) with 43’746
parameters for MNIST binary classification. For classifi-
cation on the ISIC-2016 and CRACK data sets, we adopt
AlexNet (Krizhevsky, Sutskever, and Hinton 2012) pre-
trained on ImageNet (Deng et al. 2009) with an adjusted
number of fully-connected layers to contain 256, 8, and
2 neurons. This network has 2’471’842 parameters. Since
our compression method uses iterative pruning based on the
LT algorithm, we use these relatively shallow networks to
keep the computations manageable on the available compu-
tational resources. The technical bottleneck here is the turn-
off of the gradient in the backward pass in order to keep the
pruned values set to zero. Given a stronger hardware infras-
tructure our method can be used on deeper networks such as
VGG and ResNet.
Hyperparameters. To evaluate the performance of the pro-
posed method, we first focus on finding the most suitable pa-
rameter values for β and λ. We test λ ∈ {0, 1, 2, 10}, where
λ = 0 yields the best results for the standard LT algorithm,
and λ = 2 performs best in all other scenarios with non-
uniform weights for positive and negative classes. Inspired
by the inverse class frequency, we set β close to 1 in our
tests. For MNIST with γc = 10 the class frequency of the
negative class is 10 times higher than for the positive class,
while for ISIC and CRACK data sets γc = 727/173 = 4.2
and γc = 14K/2.8K = 5 respectively. For simplicity, we
use γc = 5 in both cases. This corresponds to β = 0.99999
and to β = 0.99997 for MNIST and the other two data sets
respectively.
For each round of Alg. 1 in step 2 we train the network
for k = 100 iterations. With stronger hardware, it is pos-
sible to train the network longer to achieve potentially bet-
ter results. By following the magnitude increase strategy we
prune p = 50% of the remaining weights in every round.
This yields compressed networks with |Wk| = 100%, 50%,
25%, 12.5%, 6.25%. 3.12%, and 1.57% remaining weights.
We use stochastic gradient descent (SGD) with a momentum
setting of 0.9 for network training.
Scenarios. We tested our method in three different scenar-
ios, along with the LT algorithm as a baseline. These scenar-
ios correspond to differently colored lines in the plots:
red This scenario corresponds to the results obtained with
the original LT algorithm with magnitude increase prun-
ing criterion. The weights for both positive and negative
classes are set to γc = 1 and we use no rank loss with
λ = 0. Thus, use the best performance of the classical LT
algorithm as a benchmark to compare the performance of
our method.
blue In this scenario, for the first round of network training,
both positive and negative classes have γc = 1, i.e., we
use class-balanced training. This helps the network to ini-
tially find the boundaries between the two classes without
any specific focus. However, in all subsequent rounds we
use γc2,n = 10 for the positive class with λ = 2.
green This scenario is the same as the previous one but we
use γc = 10 in the first round. By doing so we remove the
effect of balanced training and set a stronger focus on the
positive class right from the beginning.
black This scenario is the same as the second one but the
weight for the positive class starting from the second
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Figure 3: Evaluation results on MNIST. A zoom-in view of
the AUC-ROC and accuracy measures for the first four com-
pression rates are provided in (b) and (d). Our method (blue
line) outperforms the LT algorithm (red line) in AUC-ROC,
accuracy and FNR for up to 6% of the remaining weights.
round is set to γc2,n = 5 to reduce the effect of the
weighted cross-entropy.
Results
Fig. 3, 5, 4 show the evaluation results for MNIST, ISIC and
CRACK data sets. We compare our results to the best per-
formance obtained with the classical LT algorithm with the
magnitude increase pruning criterion. Our goal is to prune
the network while maximizing the AUC-ROC measure and
the classification accuracy, yet keep the number of false neg-
atives for the positive class as low as possible.
For MNIST dataset, each point in Fig. 3 shows a mean
value and a standard deviation over all 10 classes when
each of these is chosen as a positive class. As can be seen
in Fig. 3(a) and Fig. 3(b), the best result for AUC-ROC
is achieved for the following parameter setting : γ1 = 1,
γ2,n = 10, λ = 2 (blue line). The setting γ1 = 1 highlights
the importance of learning the class boundaries in the first
iteration by using balanced training. The focus on the pos-
itive class therefore starts from the second iteration where
we use γ2,n = 10 for the desired positive class. On the one
hand, the results in (Cortes and Mohri 2004) show that the
expected value of the AUC-ROC over all classifications is
a monotonic function of accuracy, when we have an imbal-
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Figure 4: Evaluation results on ISIC-2016. Our method
(black line) shows outperforms the LT algorithm (red line)
in AUC-ROC, accuracy, FNR, and FPR for up to 1% of re-
maining weights in the pruned network.
anced dataset. On the other hand, (Cui et al. 2019) argue
that the class-balancing term γ improves the performance
of the cross-entropy loss in terms of accuracy. Our results
in Fig. 3(c) and Fig. 3(d) confirm these findings: the accu-
racy for our method (blue line) is consistently better than
the accuracy of the LT algorithm (red line). Fig. 3(e) shows
the achieved FNR. The best FNR is achieved when we set
γc = 10 for all pruning rounds (green line). FNR for the
LT algorithm and for the proposed method achieve the best
FNRs of 0.031 and 0.015 which makes up to 50% improve-
ment. We observe that after the first iteration, the blue line
closely follows the green line for FNR. However, a strong
reduction of FNR is achieved at the cost of FPR as can we
observed in Fig. 3(f).
As can be seen in Fig. 4(a) the best AUC-ROC for ISIC
is achieved when γ1 = 1, γ2,n = 5 and λ = 2, where
γc = 5 gives the inverse class frequency for this data set
(black line). Similar to the results for MNIST, finding class
boundaries first seems to be important, which is supported
by the winning setting γ1 = 1. Fig. 4(b) shows that the
best accuracy is also achieved for γ1 = 1, γ2,n = 5 and
λ = 2. This is consistently better than the best performance
of the LT algorithm. Fig. 4(c) shows that the best FNR is
achieved when we stronger weight the positive class by set-
ting γc = 10 in all pruning rounds (green line). FNR for
the LT algorithm and our method yield FNRs of 0.36 and
0.28, which shows 23% improvement. Interestingly enough,
Fig. 4(d) shows that the best FPR is also achieved by our
method (black line) which is better than the LT performance.
This shows that the classical LT algorithm can be improved.
Our best setting (black line) in the first iteration (without
compression) also beats the best AUC-ROC and accuracy
for the ISIC challenge (Yu et al. 2016). Our AUC-ROC and
accuracy are 0.8099 and 0.8637 respectively, which is supe-
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Figure 5: Evaluation results on the CRACK data set. A
zoom-in view of the AUC-ROC and accuracy measures for
the first four compression rates are provided in (b) and (d).
Our method (black line) outperforms the LT algorithm (red
line) in AUC-ROC, Accuracy, FNR, and FPR for up to 12%
of the remaining weights.
rior to AUC-ROC =0.804 and accuracy=0.855 reported by
the authors in (Yu et al. 2016). Their proposed very deep ar-
chitecture is highly dependent on the segmentation results,
whereas our method is an end-to-end algorithm.
For the CRACK data set, Fig. 5(a) and Fig. 5(b) show the
results for AUC-ROC. The best AUC-ROC is achieved when
using the following set of parameters: γ1 = 1, γ2,n = 5,
λ = 2 (black line), where γc = 5 gives the inverse class
frequency for this data set. As can be seen in Fig. 5(c) and
Fig. 5(d) the accuracy for our method in the best setting
(black line), which is again better than the best accuracy
achieved by the LT method (red line). The best achieved
FNR in Fig. 5(e) is when we set γc = 10 for all the prun-
ing rounds (green line). FNR for the LT algorithm and our
method yield FNR of 0.15 and 0.11, which shows 27% im-
provement with our method. However, due to the natural
trade-off between FNR and FPR, giving more weight to the
positive class leads to a higher FPR. Fig. 5(e) shows that the
best FNR for γc = 10 in all the pruning rounds (green line),
and in Fig. 5(f) the best FPR is achieved when γc = 5 (black
line) which is better than the LT method.
Related Work
Deep networks are known to be highly redundant. This
motivated many researchers to seek for network compres-
sion techniques and efficient subnetworks. The proposed
methods exploit weight quantization, factorization, pruning,
knowledge distillation, and efficient network design. This
section summarizes recent efforts.
Quantization and binarization rely on weights with dis-
crete values. (Soudry, Hubara, and Meir 2014) propose an
algorithm, which approximates the posterior of the neural
network weights, yet the weights can be restricted to have
discrete or binary values. (Wu et al. 2016) quantize both
filter banks and fully-connected weights of CNNs. They
keep top-5 error close to the original network, while speed-
ing up training and inference time. (Gong et al. 2014) ap-
ply k-means clustering to the weights and use quantiza-
tion to achieve a balance between model size and recogni-
tion accuracy. (Rastegari et al. 2016) apply approximations
to standard CNNs. Their Binary-Weight-Network approxi-
mates the filters with binary values and reduces the size of
example networks by the factor of 32x. In their extended
algorithm, called XNOR-Network, both inputs and filters
are in the binary form. XNOR-Network uses mostly bit-
wise operations to approximate convolutions and provides
58x speed-up. A recent work (Liu et al. 2019) proposes a
method to circumvent the degraded representation caused by
binarizing full-precision filters. They propose new circulant
binary convolutional networks implemented by a set of bi-
nary circulant filters to enhance the representation ability of
binary networks.
Decomposition and factorization explore low-rank basis of
filters to reduce model size. (Jaderberg, Vedaldi, and Zisser-
man 2014) represent the learnt full-rank bank of a CNN as
a combination of rank-1 filters leading to a 4.5x speed-up.
(Lebedev et al. 2014) proposes a two-step approach based
on tensor decomposition. They replaced the original con-
volutional layer with four convolutional layers with smaller
kernels obtained by the low-rank CP-decomposition. (Den-
ton et al. 2014; Rigamonti et al. 2013) found similar low-
rank approximations for the convolutional layers. More re-
cent methods (Mehta et al. 2019) rely on depth-wise and
point-wise separable convolutions to reduce computational
complexity. Depth-wise convolution performs light-weight
filtering by applying a single convolutional kernel per input
channel. Point-wise convolution expands the feature map
along channels by learning linear combinations of the input
channels. (Huang et al. 2018) explores the possibility of fac-
toring input channels and convolutional kernels into groups
and convolving each group independently.
Pruning covers a set of methods which reduce the model
size by removing network connections. There are sev-
eral methods to determine unimportant connections. These
methods date back to the optimal brain damage (LeCun,
Denker, and Solla 1990) and the optimal brain surgeon (Has-
sibi and Stork 1993), where the authors suggest to prune the
weights based on the Hessians of the loss function. (Han et
al. 2015) propose to prune network weights with a low mag-
nitude, where (Molchanov, Ashukha, and Vetrov 2017) use
a variational dropout to prune redundant weights. (Li et al.
2016) propose to prune the channels in CNNs based on their
corresponding filter weight norm, while (Hu et al. 2016) uses
the average percentage of zeros in the output to prune unim-
portant channels. Multi-task zipping (He, Zhou, and Thiele
2018) propose a neuron similarity metric based on the opti-
mal brain damage to compress multiple pre-trained networks
for different tasks. The LT hypothesis (Frankle and Carbin
2018) leverage an iterative pruning algorithm to prune the
network weights with small magnitude. They show that the
LT algorithm can be used to search for efficient sparse sub-
networks.
Knowledge distillation covers methods which transfer
knowledge from a larger teacher to a smaller student. (Bela-
giannis, Farshad, and Galasso 2018) exploit adversarial set-
ting to train a student network. The discriminator tries to
distinguish between the student and the teacher. They use
the L2 loss to force the student to mimic the output of the
teacher. (Aguinaldo et al. 2019) apply knowledge distilla-
tion to GANs to produce a compressed generator without
neither loss of quality nor generalization. They hypothesized
that there exists a fundamental compression limit of GANs
similar to Shannon’s compression theory. (Changyong et al.
2019) suggest to add an intermediate supervision to conduct
knowledge transfer in adversarial setting. Their method uti-
lizes rich information encoded in the intermediate layers of
the teacher network, to find better students.
Efficient network design,—in terms of the number of
parameters,—relies on either the network architecture
search or the structure learning. (Elsken, Metzen, and Hut-
ter 2018) provide an excellent survey on the network ar-
chitecture search. (Wu et al. 2019; Tan et al. 2019) sug-
gest a platform-aware network design to find architecture
which optimally fits the available hardware. (Singh, Khetan,
and Karnin 2019) propose to utilize training data to learn
which subcomponents of a given architecture can be re-
placed by cheaper alternatives. In the simplest case, their
model utilizes only the depth-wise-separable approxima-
tions as compression candidates. Inspired by the wiring plan
of ResNet (He et al. 2016) and DenseNet (Huang et al.
2017), the authors of (Xie et al. 2019) propose randomly
wired networks driven by classical random graph models
from the graph theory. Several variants of these random gen-
erators yield network instances that have competitive accu-
racy on the ImageNet benchmark. In a similar work, (Worts-
man, Farhadi, and Rastegari 2019) relax the typical notion of
layers and enable channels to form connections independent
of each other instead. Their network wiring is not fixed dur-
ing training, i.e., they learn the network parameters together
with the structure of the network itself. The result is a sparse
yet more efficient subnetwork.
Our network compression method combines network
pruning with efficient network design. Unlike other com-
pression methods, which try to minimize the overall error
rate, our method optimizes AUC-ROC while focusing on a
desired class which appears to be useful in a number of real
applications in the IoT domain. In a large class of applica-
tions, a high number of false negatives for a desired class is
not tolerable. The proposed method provides a flexibility to
focus on that class while preserving the overall high AUC-
ROC and accuracy.
Conclusion
In this paper, we propose a new class-dependent neural net-
work compression method to search for optimal and effi-
cient subnetworks in the original deep network. Our method
is motivated by two close yet different facts. First, many
real-world data sets have imbalanced samples for different
classes. Second, in many application domains some classes
are more important than others, e.g., in medical imaging a
higher number of false positives may be tolerable, yet the
number of false negatives must stay low. We introduce a
novel combined loss function within an iterative compres-
sion algorithm, which maximizes both accuracy and AUC-
ROC while mimizing the number of false negatives. Our
results show that our class-dependent network compression
method yields a compressed neural network with up to 1%
of the original network’s size, yet with higher AUC-ROC
and lower false negative.
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