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Учебное пособие содержит материал учебной дисципли-
ны в виде рисунков, схем, таблиц, ключевых формул, 
в наглядной форме демонстрируя логику и основную суть 
рассматриваемых вопросов. 
Использование студентами индивидуального экземпляра 
пособия во время лекционных занятий может способствовать 
переносу внимания с механической письменной фиксации со-
держания лекции на осмысление представляемого материала, 
выявление и обсуждение с преподавателем и другими студен-
тами проблемных, сложных для понимания моментов, сопо-
ставление и анализ. Вне аудитории пособие может служить 
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для восстановления в памяти рассмотренного на лекции мате-
риала, его углубленного изучения. 
Пособие может быть использовано как основа презента-
ционной составляющей лекции. 
В содержании учебной дисциплины упор сделан не на 
математическую сторону методов и моделей исследования 
операций, а на их экономические приложения, технологии их 
применения к операционному анализу практических произ-




Исследование операций – это 
научная дисциплина, занимающаяся 
разработкой количественных (мате-
матических) методов для поиска оп-







II. Теория оптимального управле-
ния запасами 
III. ТМО (теория массового об-
служивания) 
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IV. Сетевое планирование и управ-
ление, теория расписаний 
V. Теория игр 









1.1. Основные понятия, 
оптимизационная модель 
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Понятие оптимального решения 
Оптимальное решение – это ре-
шение, наиболее близко приближа-





Общий вид оптимизационной 
модели 
• Целевая функция: 
f(x1, …, xJ)  →  max(min). 
• Система ограничений: 




• Искомые (варьируемые управляе-
мые переменные). 
• Известные параметры ситуации 
(константы). 
• Целевая функция. 
• Ограничения. 
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Целевая функция – это функция, 
отражающая зависимость степени 
достижения поставленной цели от 
искомых переменных. 
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Примеры искомых переменных 
и целевых функций 
1. Xi – плановый объем выпуска  
i-й продукции (i = 1, …, 5); 
    Рi – прибыль от реализации 
единицы i-й продукции, руб.: 5, 8, 
15, 30, 10. 
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Целевая функция максимиза-












Примеры искомых переменных 
и целевых функций 
2. Xi – плановый расход i-го ре-
сурса  (i=1, … , 4); 
     Ci – цена единицы i-го ресурса, 
руб.: 20, 80, 45, 30. 
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Целевая функция минимизации 













Источники ограничений в опти-
мизационной модели: 
• ограниченный объем ресурсов,  
• технологические возможности, 
• законодательные требования, 
• политика руководства или соб-
ственников предприятия, 
• . . . 
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1.2. Этапы постановки и решения 
оптимизационной задачи 
1. Словесная постановка пробле-
мы выработки наилучшего решения 
для конкретной ситуации. 
 
2. Выбор искомых переменных – 
показателей, значения которых одно-
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значно определяют стратегию пове-
дения и получаемые результаты. 
 
3. Формирование целевой функ-
ции. 
 
4. Формирование ограничений. 
 20
5. Установление значений пара-
метров, участвующих в записи целе-
вой функции и ограничений модели. 
 
6. Выбор метода решения опти-
мизационной задачи в зависимости 
от класса, выбор программного 
обеспечения. 
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7. Нахождение решения. 
 
8. Интерпретация полученного 
решения. 
 
9. Постоптимизационный анализ. 
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1.3. Пример постановки и решения 
оптимизационной задачи 
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Задача о банке 
Требуется принять решение о рас-
пределении активов в размере 
Q = 1 млрд. руб. по двум возможным 
направлениям, обеспечив максимально 
возможный годовой процентный доход 






1. Ценные бумаги (i = 1). 
2. Долгосрочные кредиты (i = 2): 
αi – годовой процентный доход 
от вложений в i-е направление: 
      α1 = 0,16;                 α2 = 0,20. 
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Требование руководства банка: 
вложения в долгосрочные кредиты 
не должны превышать 30 % от об-





 Xi – объем вложений в i-е 
направление, млрд. руб.; 
 X1 – объем вложений в ценные 
бумаги; 
 X2 – объем вложений в долго-
срочные кредиты. 
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Целевая функция (формы записи) 
 
• 0,16Х1+0,20Х2 → max. 
 
• α1 Х1+ α2 Х2 → max. 
2
1
















   
 
2. Х2 ≤ 0,3(Х1 + Х2). 
 
3. Х1 ≥ 0 , Х2 ≥ 0. 
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Полная постановка  
оптимизационной задачи 
 
0,16Х1+0,20Х2 → max: 
 
  Х1 + Х2 ≤ 1, 
  Х2 ≤ 0,3(Х1 +Х2), 
  Х1 ≥ 0, Х2 ≥ 0. 
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Область допустимых решений, 
определяемая первым  
ограничением 
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Преобразование второго  
ограничения 
 
Х2 ≤ 0,3(Х1 + Х2). 
Х2 – 0,3Х2 ≤ 0,3Х1. 
0,7Х2 ≤ 0,3Х1. 
Х2 ≤ 0,3/0,7 Х1. 
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Область допустимых решений 
с учетом двух ограничений 
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Линия уровня целевой функции 
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Расчет оптимального решения 
 
Х1 + Х2 = 1                       Х1 = 0,7 
0,7Х2 – 0,3Х1=0                Х2 = 0,3 
 
Оптимальное значение целевой 
функции: 






Пути решения проблемы  
многокритериальной оптимизации 
1. Объединение отдельных крите-
риев в общий с помощью весовых 
коэффициентов. 
2. Перевод всех критериев, кроме 
одного, в ограничения. 
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3. Последовательная оптимизация 
по разным критериям. 
4. Метод компромиссных реше-
ний (взаимных уступок). 
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Перевод всех критериев,  
кроме одного, в ограничения 
Пример. 
Q(x1, x2, …, xI) – количество про-
изводимого в сутки металла; 
S(x1, x2, …, xI) – содержание алю-




Q(x1, x2,…, xI) → max. 
S(x1, x2,…, xI) → max. 
 
Один критерий 
Q(x1, x2,…, xI) → max. 
S(x1, x2,…, xI) ≥ 0,999. 
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Метод компромиссных решений 
(взаимных уступок) 
Первый шаг 
Q(x1, x2,…, xI) → max. 
без ограничения по S. 
 
Оптимальное решение: 
Q = 950 т/сут, S = 0,980. 
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Второй шаг 
S(x1, x2, …, xI) → max. 
Q(x1, x2, …, xI) ≥ 940. 
 
Оптимальное решение: 





S(x1, x2, …, xI) → max. 
Q(x1, x2, …,xI) ≥ 930. 
 
Оптимальное решение: 




Четвертый  шаг 
S(x1, x2,…, xI) → max. 
Q(x1, x2,…, xI) ≥ 920. 
 
Оптимальное решение: 
Q = 920 т/сут, S = 0,998. 
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1.5. Разделы математического 
программирования 
 Линейное программирование. 
 Целочисленное программирование. 
 Выпуклое программирование. 
 Квадратичное программирование. 
 Сепарабельное программирование. 
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 . . . 
 Динамическое программирование. 
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1.6. Задача линейного 
программирования (ЗЛП) 
ЗЛП – это оптимизационная зада-
ча, целевая функция которой и огра-











   
 
1










Формы записи ЗЛП: 
1. p1x1 + … + pJxJ → max, 
    a11 x1 + …+ a1J xJ ≤ b1, 
                …  
    aI1 x1 + …+ aIJ xJ ≤ bI, 












   
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a x b ,  i ,  , I
x j ,..., J

    
 




3. PX → max 
    AX ≤ B 
    X ≥ 0 ,         где вектор Х = 
































В цехе производится несколько 
видов продукции, каждый из кото-
рых должен пройти по технологиче-














• j – индекс, нумерующий виды 
продукции (j = 1, … , J); 
• i – индекс, нумерующий оборудо-
вание (i = 1, … , I); 
• pj – прибыль с единицы j-й про-
дукции; 
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• aij – норма времени на обработку 
единицы j-й продукции на i-м 
оборудовании; 






xj – плановый объем выпуска j-й 
продукции; j=1, … , J 





Целевая функция  
максимизации прибыли 














a11 x1 + …+ a1J xJ ≤ b1; 
      .           …  
aI1 x1 + …+ aIJ xJ ≤ bI ; 












































   
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Областью допустимых решений 
(ОДР) задачи линейного программи-
рования всегда является выпуклая 
многогранная область в простран-
стве, размерность которого совпада-
ет с числом искомых переменных. 
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Установление оптимума 




1.9. Основные положения теории 
линейного программирования 
 
1. Корректно поставленная ЗЛП 
всегда имеет решение. 
 
Решение может отсутствовать при 
противоречивой системе ограниче-
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ний (пустой ОДР) либо при неза-
мкнутости ОДР в направлении 







Незамкнутая ОДР в направлении 
улучшения целевой функции: 
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2. Оптимальное решение всегда 
находится в одной из вершин ОДР: 
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3. Решение может быть найдено 
за конечное число итераций. 
4. Основным методом решения 





Основная идея симплекс-метода – 
направленный перебор вершин 
многогранной области (ОДР) 
с пошаговым приближением к опти-
мальному решению ЗЛП. 
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1.9. Постановка оптимизационной 
задачи минимизации затрат 
В цехе производится несколько 
видов продукции, каждый из кото-
рых должен пройти по технологиче-





вающую минимально возможные за-







j – индекс, нумерующий виды 
продукции (j = 1, …, J); 
i – индекс, нумерующий оборудо-
вание (i = 1, …, I); 
сj – затраты на выпуск единицы  
j-й продукции. 
 78
Дополнения к информации 
• aij – норма времени на обработку 
единицы j-й продукции на i-м 
оборудовании, 
• bi – плановый фонд времени i-го 
оборудования, 
• Mj – минимально допустимый 























a x b , i , ...,I

    
 
xj ≥ Mj, j=1,…, J; 
 
xj ≥ 0, j=1,…, J. 
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a x b , i , ...,I

    
xj ≥ Mj, j = 1, …, J; 
xj ≥ 0, j = 1, …, J. 
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1.10. Задачи целочисленного 
программирования 
Задача целочисленного программ-
мирования – это оптимизационная 
за-дача с линейными целевой функ-
ци-ей и ограничениями, целочислен-





F=x1 + 5x2 → max, 
 
x1 + 2x2 ≤ 3, 





Решение оптимизационной задачи 
F=x1 + 5x2 → max,    
x1 + 2x2 ≤ 3,   
x1, x2  0. 
Оптимальное решение: 




Целочисленный вариант задачи 
F = x1 + 5x2 → max,   
x1 + 2x2 ≤ 3,  
x1, x20, 
x1, x2 – целые. 
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Округление решения 
1. Округление вниз: 
F(0,1) = 5. 
2. Округление вверх: 





Оптимальное целочисленное  
решение 
 
Fmax = F (1, 1) = 6. 
x1*=1, x2* = 1. 
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Положение точки оптимума 
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Методы решения задач  
целочисленного  
программирования 
1. Метод Гомори. 
 




Метод Гомори состоит в реше-
нии нецелочисленной задачи, вводе 
ограничений, отсекающих дробную 
часть переменных, повторном ре-
шении нецелочисленной задачи 
и т.д. до получения полностью це-
лочисленного решения. 
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Итоговое  оптимальное целочис-
ленное решение находится не на 
вершинах первоначального много-
угольника ОДР,  а на одном из узлов 





Метод ветвей и границ реализу-
ет направленный перебор узлов вир-
туальной целочисленной сетки 
в рамках ОДР с выбором перспек-
тивных и отбрасыванием неперспек-
тивных ветвей, за счет чего сокраща-
ется количество вариантов, 
требующих расчета. 
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1.11. Нелинейная оптимизация 
Сложности нелинейной оптими-
зации связаны  
 












a b c d e f x 
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2. С наличием ограничений 




Основные общие методы решения 
нелинейных оптимизационных  
задач 
 
• Градиентные методы. 
 
• Метод множителей Лагранжа. 
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Направление градиента к лини-
ям (поверхностям) уровня целевой 
функции – это направление наибо-
лее быстрого ее изменения. 
Идея градиентных методов – по-
шаговое продвижение в направлении 
наиболее быстрого улучшения целе-
вой функции. 
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Результат – спуск в точку локаль-
ного оптимума целевой функции. 
Суть метода множителей Ла-
гранжа – формирование расширен-
ной целевой функции, приближение 
к оптимуму которой обеспечивает и 
улучшение исходной целевой функ-
ции, и выполнение ограничений. 
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Исходная оптимизационная задача: 
 
f(Х1, …, ХJ) → min, 




  F= f(Х1, … ,ХJ)+ 
1
i
λ  min,i i J i(q  (X ,  ,X )  b )      
где λi – множители Лагранжа. 
Решение исходной задачи заменя-
ется поиском безусловного оптиму-
ма функции Лагранжа. 
 102






Первый признак классификации 
C точки зрения места в произ-
водственной системе выделяются 
три группы запасов: 
• Предпроизводственные. 
• Незавершенного производства. 
• Готовой продукции. 
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Место запасов в производстве 
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Второй признак классификации 
C точки зрения назначения запа-
сы делятся на типы: 
• текущий; 
• страховой (гарантийный). 
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Определение текущего запаса 
 
Текущий запас – это запас, пред-
назначенный для обеспечения беспе-
ребойного функционирования про-
изводства в период между 
очередными плановыми поставками. 
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             q 
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Определение страхового запаса 
Страховой запас – это запас, 
предназначенный для обеспечения 
бесперебойного функционирования 
производства при отклонениях и 
сбоях в поставках ресурса (по срокам 
или объемам) или в собственном по-
треблении. 
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2.2. Экономические основы 






Объект оптимизации – объем пар-
тии закупки ресурса. 
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Суммарные затраты  
для предпроизводственных запасов 
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2.2.2. Запасы незавершенного 
производства 
 
Объект оптимизации – объем 









2.2.3. Запасы готовой продукции 
 
Объект оптимизации – объем пар-








2.3. Модель оптимизации партии 
закупки ресурса в системе 






















• Р – годовой объем потребления 
ресурса;  
• D – затраты на доставку одной 
партии ресурса от поставщика 
до склада;  
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• S – затраты, связанные с хранени-
ем единицы материального ре-
сурса в течение года;  




Допущения, упрощающие анализ 
ситуации: 
 
• D = const; 
• C = const; 




Найти оптимальный объем партии 
закупки ресурса, при котором сум-
марные затраты на закупку, доставку 





Слагаемые целевой функции 
 
1. Затраты на закупку: 
    Ззак = СР. 
 
2. Затраты на транспортировку: 





3. Затраты на хранение: 
 
хрЗ 2
qS   
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Для нахождения минимума функ-
ции необходимо взять производную 
и приравнять ее нулю. 
 
Формула расчета производной  
от Хn: 

















   
 
   
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2.4. Модель оптимизации партии 
закупки ресурса в системе 
с непрерывным пополнением 







• P – годовой объем потребления 
ресурса;  
• D – затраты на доставку одной 
партии ресурса от поставщика до 
склада;  
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• S – затраты, связанные с хране-
нием единицы материального ресур-
са в течение года;  
• С – цена единицы ресурса; 
• ρ – интенсивность производ-
ственного потребления ресурса; 
• r – интенсивность поступления 
партии ресурса на склад. 
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Допущения по рассматриваемой 
ситуации: 
• D =const; 
• C =const; 
Пополнение запаса происходит 
с постоянной интенсивностью r 
в определенном интервале. 
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Найти оптимальный объем партии 
закупки ресурса, при котором сум-
марные затраты на закупку, доставку 
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2.5. Учет особенностей конкретных 









Затраты транспортные на партию 
D не являются константой, а растут 
пропорционально q: 
D=D1+D2·q. 









Цена ресурса не является кон-






   










трат фиксированной величины на 
каждую партию ресурса 
Зоф. 




     
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Ситуация 4 
Необходимость учета потерь при-
были от связывания оборот-
ныхсредств в запасах. 
 




Экономический смысл  
коэффициента Е  
• При использовании заемных 
средств значение Е может быть при-
нято на уровне ставки по займу. 
• При использовании собственных 
средств Е – ставка гарантированной 
доходности доступных инвестиций. 
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Целевая функция с учетом  
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2.6. Оптимизация объема партии 
при ступенчатом поведении  
каких-либо затрат 
 151
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Зависимость цены от объема  
партии (при наличии скидок 
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График полных затрат  






Другое положение минимума 
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Точка q* на первом интервале 
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Точка q* на третьем интервале 
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Алгоритм нахождения  
оптимального объема партии  
при ступенчатом  
поведении каких-либо затрат 
1. Формирование целевой функции 
2. Расчет q*, обеспечивающего ми-
нимум всех затрат, кроме меняю-
щихся ступенчато. 
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3. Расчет значения полных затрат 
при q = q*. 
4. Расчет значений полных затрат во 
всех точках ступенчатых изменений, 
лежащих правее q*. 
5. Выбор q, обеспечивающего min 
затрат.
 163
2.7. Оптимизация текущего запаса 








Рассматриваются системы, в кото-
рых возникающий дефицит не при-
водит к катастрофическим послед-
ствиям, а имеет лишь эконо-
мический результат в виде допол-





• P – затраты на доставку одной 
партии ресурса;  
• С – цена единицы ресурса; 
• ρ – интенсивность производ-
ственного потребления ресурса; 
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• S – затраты, связанные с хранени-
ем единицы материального ресурса 
в единицу времени;  
• h – убытки от дефицита единицы 





Поведение текущего запаса 
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2ρ 2ρ
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   
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Условия нахождения оптимальных 














Расчет частной производной по q 
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Расчет частной производной по Z 
ед
2 2








       
   
 
 173
Система двух уравнений с двумя 
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Оптимальные значения q и Z: 
2 ρ .D s hq
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3. Промежуточная ситуация 
h=s  
0 5 2 .p , q Z      
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2.8. Экономические основы 





• Зхр(R) + Здеф (R) → min, 
Зхр – затраты на хранение страхо-
вого запаса за определенный период 
(функция от R); 
Здеф – убытки от дефицита ресурса 
за тот же период (функция от R). 
 186
2.9. Информация из теории 
вероятностей 
X – случайная величина. 




































f(x*) = p {X=X*}. 
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• Какова вероятность принятия 
случайной величиной конкретного 







• Какова вероятность непревы-
шения случайной величиной кон-





Смысл интегральной функции 
распределения 











1 .Х XnN n
 
 196
• Дисперсия D 
21 ( ) .D X XnN n


















Правило «трех σ» 
 
Р {|X|<X+3σ} > 99,7%. 
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2.10. Часто встречающиеся законы 
распределения 
 201
Нормальный закон распределения  




Логнормальный закон  
распределения 









   
μ μ. ( ) 1 .( ) μ
X A
XF A ef X e









2.11. Оптимизация страхового 




Рассматривается система, в кото-
рой интенсивность потребления от-
клоняется от среднего значения ρ 
в большую и меньшую стороны 





мальную величину страхового за-
паса, при которой сумма затрат, 
связанных с его хранением, и 
убытков от дефицита материаль-
ного ресурса будет минимальной. 
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Исходная информация 
ρ – дискретная случайная величи-
на. 
 
ρ =    
ρ α   с вероятностью 0,5;








Т – интервал между поставками; 
q – объем партии поставки (q = 
= T); 
s – затраты на хранение единицы 
ресурса в единицу времени; 
h – убытки от дефицита единицы 
ресурса в единицу времени. 
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Две возможные ситуации 
 
         ρ α    ρ α    
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Целевая функция  
Зхр(R) + Здеф (R) → min. 
Зхр – затраты на хранение страхо-
вого запаса за определенный период 
(функция от R); 
Здеф – убытки от дефицита ресурса 
за тот же период (функция от R). 
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Расчет оптимального значения R 
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2.12. Оптимизация страхового 





Основные источники  
нестабильности: 
 
 поставки ресурса 





Условие установления  
оптимального уровня  
страхового запаса 
Оптимальным является уровень 
страхового запаса, при котором ве-
роятность отсутствия дефицита сов-
падает  с плотностью убытков от де-






   
 










1-ситуация: h → ∞, р = 1, вероят-
ность отсутствия дефицита должна 
быть равна 1. 




2-ситуация: h → 0, р = 0, вероят-
ность отсутствия дефицита должна 
быть равна 0. 





2.13. Расчет страхового запаса 
при нестабильных поставках 
t – случайная величина – время 
опоздания поставки; известны f(t), 
Ft(x); 
ρ – постоянная величина – интен-
сивность потребления ресурса. 
 227
Условие отсутствия дефицита 
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2.14. Пример оптимизации 
страхового запаса при 
нестабильных поставках 
Необходимо найти оптимальный 
страховой запас материального ре-
сурса, поставки которого могут про-
исходить с опозданием по отноше-
нию к плановым срокам 
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Исходная информация 
• Т = 9 сут – интервал между по-
ставками,  
• ρ = 2 т/сут; 
• s = 140 ден. ед./т/сут; 
• h = 2000 ден. ед./т/сут. 
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За год получено 40 партий, 17 
пришли с опозданием, статистика 






Статистика опозданий поставок 
Время опозда-
ния, сут, ti 
0 1 2 3 4 5 6 7 8 9 10 ∑ 
Количество 
случаев, ni 
23 4 3 4 2 1 1 0 1 0 1 40
ni·ti 0 4 6 12 8 5 6 0 8 0 10 59
 
Среднее время опоздания:  
t = 59 / 40 = 1,475 сут. 
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Предполагаем, что время опозда-
ния t распределено по показательно-
му  
μ μ. ( ) 1 .( ) μ
t AF A ef t e t









    
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Вероятность отсутствия дефицита 
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2.15. Расчет страхового запаса 
при нестабильном потреблении 
ресурса 
ρ – случайная величина – интен-
сивность потребления ресурса, из-
вестны f(ρ), Fρ(x); 
Т – постоянная величина – интер-
вал между поставками. 
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Условие отсутствия дефицита 
при нестабильном потреблении 
ρ
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Уравнение для нахождения  











2.16. Пример оптимизации 





Необходимо найти оптимальный 
страховой запас материального ре-
сурса, потребление которого неста-
бильно и является непрерывно рас-
пределенной случайной величиной 




• Т = 10 сут – интервал между по-
ставками,  
• s = 180 ден. ед./т/сут; 
• h = 500 ден. ед./т/сут. 
 
 243
ρ – случайная величина с нор-
мальным распределением, парамет-
ры: 
•   = 240 т/сут; 
• σ = 50,2. 
0,735.hр
S h




Вероятность отсутствия дефицита 
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