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Active Unsteady Flow Control experiments were performed on a Natural Laminar Flow, 
NLF 0414 airfoil at Rec = 1.0 × 106 in a 3-ft × 4-ft low-speed, low-turbulence wind tunnel. The 
NLF 0414 was designed with a region of favorable pressure gradient extending almost 70% of 
the chord on the upper surface of the airfoil. Aggressive pressure recovery in the aft 30% of the 
chord near the trailing edge results in the separation of the flow from the airfoil surface at the 
off-design conditions. The goal of this study was to control boundary-layer separation across the 
trailing-edge region of the airfoil in an effort to improve the performance beyond the designed 
angle-of-attack range.  
Active control of separation was achieved using a series of fast-switching solenoid valves 
connected to blowing slots at x/c = 0.75 on the upper surface of the airfoil. The airfoil in its 
baseline configuration was first evaluated to identify the dominant modes in the spectral content 
of unsteady Cp. Airfoil performance data were then acquired across a parametric range of 
blowing amplitudes, actuation frequencies and duty cycles in order to understand the effects of 
variations in the major forcing parameters on the performance of the model. Phase-averaged and 
phase-locked planar PIV measurements were also acquired across a horizontal plane near the 
trailing-edge region of the airfoil model in order to examine the spatio-temporal evolution of the 
flowfield and understand the mechanism responsible for the alleviation of separation as a result 
of actuation at the different flow control settings. 
A closed loop controller was developed to vary the actuation parameters in-situ using 
sensory feedback from the unsteady surface pressure measurements. Adaptive modal 
decomposition methods were used to identify the frequencies of natural instabilities in the 
flowfield in real-time. A proportional controller was designed to automatically control the 
blowing amplitude by estimating the state of the flow and the extent of boundary-layer 
separation. The closed-loop system was able to simultaneously control the blowing amplitude 
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 Flow control is a mechanism where some form of actuation or manipulation is used to 
alter the flow characteristics from what would naturally occur. This process is typically preferred 
to produce more desirable performance characteristics from an aerodynamic geometry. 
Historically, flow control has primarily been used to delay transition, postpone separation, 
enhance lift, reduce drag, augment turbulence, and suppress noise.1 If an Active Flow Control 
(AFC) method is used, boundary-layer forcing can be provided through steady or unsteady 
actuation. Unsteady Active Flow Control can be further divided into two categories: open-loop 
and closed-loop. In an open-loop flow control system, the flow control parameters, such as 
amplitude and frequency of actuation, are determined a-priori. On the other hand, in closed-loop 
flow control architecture, real-time information of the flowfield is obtained through sensors, 
which is then used to determine and drive the flow control actuation required to obtain the 
desired state of the flowfield. 
1.1 Review of Literature 
 Schubauer and Skramstad2 were first to introduce periodic perturbations in a laminar 
boundary layer to trigger a known instability, i.e. to initiate Tollmien-Schlichting waves. This 
breakthrough technique became a major tool for controlling laminar separation and transition. 
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Seifert et al.3 investigated the concept of using oscillatory blowing to delay boundary layer 
separation on a flapped NACA 0015 airfoil equipped with a two-dimensional slot over the hinge 
of the flap. A steady source of momentum was supplied by a compressed air source over which 
relatively small oscillations were superimposed by a centrifugal blower. Significant benefits 
were observed when actuation was performed within the frequency range, 1 < F+ < 3 at a 
Reynolds number of Rec = 0.15 × 106. It was found in this study that the jet momentum required 
to achieve a given increase in performance was an order of magnitude less for unsteady 
actuation, as compared to steady actuation. 
 Wu et al.4 performed two-dimensional simulations of turbulent flow over an NACA 0012 
airfoil at angles of attack beyond stall. Unsteady actuation was found to modulate the evolution 
of the separated shear layer in a way that promoted the formation of concentrated vortices. 
Improvements in lift and reductions in drag were observed even at extreme angles of attack. 
Non-dimensional frequencies within a wide range, 0.3 < F+ < 2.0, were found to be equally 
effective in enhancing the performance of the airfoil due to the existence of a broad spectrum of 
unsteadiness in the separated shear layer. The authors also reported a minimum threshold value 
of Cµ ~ 0.01, below which the effects of pulsed actuation were found to be insignificant.  
 McCormick5 proposed a new concept, named the ‘Directed Synthetic Jets’ for boundary 
layer separation control.  These actuators are similar to synthetic jets and zero-net mass flux 
(ZNMF) actuators. Unsteady actuation based on the new concept was observed to be effective on 
an airfoil over a range of Cµ = 0.0005 – 0.005 at Rec = 5 × 105. As in the previous study, the 
separation control method was observed to be effective over a wide range of frequencies 
F+ = 0.25 – 3.5 leading the authors to conclude that the frequency of actuation was not strongly 
associated with the performance of the airfoil.  
 Raju et al.6 performed simulations on an NACA 4418 airfoil at a chord-based Reynolds 
number, Rec = 40,000, and for an angle of attack of α = 18°. The spectral content of the velocity 
across various locations within the flowfield was found to contain three distinct frequency scales 
corresponding to the leading-edge shear layer, separation bubble and the wake. Forcing at 
frequencies near the separation bubble frequency provided effective reduction in separation and a 
significant increase in the lift-to-drag ratio. On the other hand, shear layer forcing at frequencies 
of the order of F+ = O(10), resulted in an increase in the size of separation bubble, producing 
unfavorable effects in terms of separation control. In contrast, Griffin et al.7 conducted flow 
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control experiments on a flat plate using zero-net-mass flux (ZNMF) actuators and demonstrated 
that actuation at the shear layer frequency produced the strongest pressure recovery from the 
baseline separated flow. Furthermore, experiments performed by Amitay and Glezer8 on a 
symmetric NACA airfoil with a cylindrical leading edge at Rec = 3.1 × 105, reported a frequency 
of actuation of the order of F+ = O(10) to be highly effective.  
 Volino et al.9 used synthetic vortex generating jets to prevent boundary layer separation 
from the suction side of a low-pressure turbine airfoil. Momentum transfer as a result of 
turbulent mixing was reasoned to be the dominating factor responsible for the performance gains. 
Reduced frequencies and blowing ratios (B) in the range of F+ = 0.14 – 0.56 and 1 < B < 3 were 
found to be extremely effective for this configuration. Higher duty cycles (DC) of actuation were 
found to perform better than actuation at the lower duty cycles, which was consistent with 
previous studies conducted by Packard and Bons10 on an NACA 643-618 airfoil model. In 
contrast however, a later investigation by Hipp et al.11 found that for post-stall angles of attack, 
low duty cycle actuation promoted early interaction and mixing between vortices and proved to 
be more effective than high duty cycle actuation.  
 Hecklau et al.12 performed an experimental investigation of two different AFC concepts 
applied to a highly loaded compressor cascade. Pulsed blowing from the sidewalls was used for 
the suppression of secondary flow structures while the pressure-induced boundary-layer 
separation in the rear part of the blade was suppressed by means of pulsed excitation out of the 
slots in the blade’s suction surface. The authors further implemented a closed-loop MIMO 
control architecture using static pressure at the trailing edge and measurements from spanwise 
pressure sensors as the control variables. Along similar lines, a more recent study conducted by 
Lee et al.13 employed a PID-based closed-loop control algorithm on an NACA 64A210 airfoil. 
The frequency of actuation was modeled as a function of the chordwise mean pressures and 
pressure gradients. The control parameters for the PID controller were tuned experimentally. In 
contrast, Becker et al.14 used the knowledge of static streamwise pressure differences to drive an 
extremum-seeking control algorithm that could be optimized in real-time at different test 
conditions, significantly improving the stability of the closed-loop controller. Corke et al.15 
developed a closed-loop dynamic stall control architecture by employing a thresholding method. 
This method compared the measured strength of pressure fluctuations, corresponding to the 
spectral energy for a given frequency of actuation, to a pre-determined threshold value. In the 
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event where the spectral energy of the pressure fluctuation was measured to be higher than the 
threshold value, plasma actuators installed close to the leading edge were set to a ‘high powered’ 
control state inducing flow reattachment on the upper surface of the airfoil. Pinier et al.16 
employed a correlation analysis between large-scale structures in the flow, extracted from the 
velocity field of the flow using Proper Orthogonal Decompositon, and surface pressure 
measurements to develop a robust closed loop flow control scheme. The information about the 
state of flow was obtained directly from the surface pressure measurements as a result of the 
correlation, which further helped in determining the most effective control parameters for active 
flow control.  
 The most effective actuation parameters reported in literature are summarized in Table 
1.1, where the wide range of reported effective actuation frequencies complicate our 
understanding of the parametric influence of F+ in unsteady actuation. For blowing amplitudes 
however, there appears to be a consensus on the existence of a threshold value which defines 
minimum amplitude that must be surpassed for unsteady actuation to provide any appreciable 
performance improvement. Unlike most other control parameters, very little investigation has 
been conducted into identifying the parametric influence of duty cycle to express any definite 
conclusions with regards to its influence on the performance enhancement of an aerodynamic 
geometry.  
 
Table 1.1 Recommendations on the best actuation parameters from studies in literature 
Author(s) Model Re F+ Cµ  
Seifert et al. (1993) Flapped NACA 0025 1.5 × 105  1.0–3.0 0.006–0.014  
Wu et al. (1989) NACA 0012 5.0 × 105 0.3–2.0 > 0.01  
McCormick (2000) Diffuser Geometry 5.0 × 105 0.25–3.5 0.0005–0.005  
Raju et al. (2008) NACA 4418 0.4 × 105 O(1) -  
Amitay and Glezer (2002) NACA Sym- (Cyl. LE) 3.1 × 105 O(10) -  
Volino et al. (2012) LPT Airfoil 0.25 × 105 0.14–0.56 1.0<B< 3.0  
 
1.2 Research Motivation and Objectives  
 While most of the earlier studies on airfoil flow control have focused on leading-edge 
separation control, the current investigation is aimed at instigating active flow control to 
manipulate trailing-edge separation on a Natural Laminar Flow (NLF 0414) airfoil in an effort to 
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improve its performance at off-design angles of attack. This study is further necessitated by the 
fact that previous studies involving the NLF 0414 have only focused on passive flow control 
methods through the use of vortex generators and boundary layer trips17 in order to extend the 
performance beyond the narrow design regime. Moreover, the majority of the research in active 
flow control applied towards performance enhancement of aerodynamic geometries has utilized 
a parametric approach for the selection of optimal actuation parameters. In this investigation, 
however, major emphasis has been placed on understanding the flow physics of the primary 
forcing parameters i.e., F+, DC and Cμ on the evolution of the flowfield around the NLF 0414 
airfoil. This physics-based approach is expected to provide deeper insights into the mechanism 
governing the control of separation through unsteady actuation. Finally, most closed-loop flow 
control architectures developed in the past have relied on a great deal of a-priori calculation and 
correlation between sensory feedback and the state of the flow around a given geometry. An 
effort has been made in this study to develop an adaptive yet physically-relevant closed-loop 
flow control architecture that has real-time actuation frequency and amplitude control 
capabilities. The primary objectives of the current investigation can be summarized as follows:  
 Characterize the spectral content of the relevant modes of unsteadiness present in the 
flowfield around the trailing-edge region of the NLF 0414 airfoil.  
 Understand the flow physics of primary forcing parameters, i.e., F+, DC and Cμ on 
open-loop trailing-edge separation control.  
 Design a robust yet adaptive closed-loop flow control scheme that uses a physics-based 
approach of sensing the presence and extent of flow separation, and performing actuation 
























 This chapter describes the experimental methods and facilities used in this investigation.  
It includes a detailed description of the experimental setup, measurement systems, data 
acquisition practices, data reduction techniques, and methodology for active unsteady flow 
control.  
2.1 Aerodynamic Testing Environment 
2.1.1 Wind Tunnel 
All of the experiments were conducted in an open-return type, subsonic wind tunnel. The 
wind tunnel had a rectangular test section, measuring 2.8 ft × 4 ft and extending 8 ft in length 
along the streamwise direction. The test section was designed with a linear gradient in the 
sectional area such that the downstream end was slightly larger in size in comparison with the 
upstream end in order to accommodate the growth of boundary layer along the walls. A four-inch 
thick honeycomb flow straightener and a total of four anti-turbulence screens formed the inlet 
section of the wind tunnel. This flow conditioning configuration was effective in containing the 
turbulence intensity in the test section to within 0.1% at all operating speeds. The ratio of the 
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sectional areas of the inlet of the wind tunnel to the upstream end of the test section was 7.5:1. A 
schematic of the wind tunnel is shown in Fig. 2.1. 
 An ABB ACS 800 Low Voltage AC Drive, with a regulated 125-horsepower AC motor 
was used to drive a five-bladed fan installed near the end of the tunnel diffuser. The motor was 
capable of achieving a maximum angular speed of approximately 1200 RPM corresponding to an 
empty test section speed of approximately 165 mph (242 ft/sec). The chord-based Reynolds 





where U∞ is the test-section freestream velocity, c is the airfoil chord, ρ is the air density, and μ 
is the dynamic viscosity of the air. The chord-based Reynolds number was controlled through an 
iterative computer routine to within 0.5% of the desired value during testing. 
 The freestream velocity in the test-section was determined implicitly by measuring the 
difference in the static pressures (ΔP) between the inlet settling section and the test-section inlet 
(Pss – Pts) using a Setra 239 15 in. WC differential pressure transducer. The static pressure at 
each of the two tunnel sections was measured as an average of the static pressures read by four 
pressure taps installed on each of the four tunnel walls. With assumptions of a steady, inviscid 
and incompressible flow through the tunnel, an expression of a constant volume flow rate 
(Eq. 2.2) across each section of the wind tunnel was used in conjunction with Bernoulli’s 
equation (Eq. 2.3) applied at the settling section and the test section inlet to calculate the test 
section speed (Eq. 2.4)  






































where the term Ats/Ass represents the inverse of the contraction area ratio and amb represents the 









where R represents the specific ideal gas constant for air. Pamb and Tamb were measured using a 
Setra 270 absolute pressure transducer and an Omega thermocouple respectively.    
2.1.2 Airfoil Model and Flow Control System 
The current study was performed using a single element NLF 0414 airfoil, presented in 
Fig. 2.2. The airfoil model was stereo-lithographically (SLA) fabricated from a thermosetting 
plastic, and had an 18-inch chord and 33.563-inch span. The NLF 0414 model was mounted 
vertically in the test section, spanning the tunnel floor to the tunnel ceiling, as shown in Fig. 2.3. 
In order to isolate the loads experienced by the airfoil model from the tunnel, a small gap was 
introduced at both walls of the test section. The load from the airfoil was transferred to the force 
balance through spars centered at x/c = 0.30 and 0.56 (Fig. 2.2). These spars formed the main 
load carrying members of the airfoil model and were mounted on the force balance using 
L-shaped mounting brackets described in detail in section 2.2.1. Additional rigidity to the airfoil 
model was provided through a series of semi-cylindrical ribs incorporated into the skin of the 
model as shown in Fig. 2.4. 
The model was fitted with 68 static pressure taps distributed over the upper and lower 
surfaces near the mid-span, which were used for acquiring time-averaged static pressure 
measurements. In order to prevent the downstream taps from being enveloped by a turbulent 
wedge generated by an upstream tap, the static pressure taps were staggered at an angle of 
approximately 15° with respect to the freestream direction as shown in Fig. 2.5. Thus, each 
pressure tap was displaced along the spanwise axis with respect to the nearest upstream pressure 
tap by an angular separation that was larger than the half-spreading angle of the turbulent wedge. 
This two-dimensional distribution of pressure taps ensured that the airfoil pressure measurements 
were largely unaffected by tap-induced turbulence. 
In addition to the static pressure taps, a total of five ultra-miniature high frequency 
response pressure transducers, model XCS-062-5D manufactured by Kulite Semiconductor 
Products Incorporated, were also integrated on the upper surface of the model at x/c = 0.1, 0.3, 
0.5, 0.7 and 0.9. All of the unsteady pressure transducers were configured and calibrated by the 
manufacturer for a ±5 psi differential maximum pressure. The unsteady pressure transducers 
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were manufactured with a cylindrical outer shell, having a length of 0.375-inches and a diameter 
of 0.066-inches. Each transducer was equipped with four lead wires and a reference tube, which 
was connected to a reference pressure source (Fig. 2.6), described in greater detail in 
section 2.3.2. The lead wires were routed to the designated temperature compensation modules. 
The signal wires out of the temperature compensation modules were used to provide excitation 
and obtain voltage measurements from the pressure transducer.  
The model also featured 12 blowing slots, each 1.5-inches long and 0.018-inches wide, 
spaced equally along the span on the upper surface at x/c = 0.75. The width of the slot was 
designed to be 0.1% of the chord length of the airfoil based on the recommendations of Englar,18 
who performed a parametric study on slot sizing involving the jet kinetic energy, coanda effect 
and power requirement for actuation. The exit of the blowing slot was inclined at an angle of 30o 
with respect to the local tangent at the surface to enhance the effectiveness of pulsed actuation 
(Gunther et al.19). The path of the blowing slot was designed with a circular cross-section on the 
inlet side which transformed seamlessly into a rectangular profile at the exit, as shown in Fig. 
2.7. This design was intended to provide a more uniform distribution of air at the exit of the 
blowing slot. A set of 12 fast-switching solenoid valves (Festo, MHJ-10 with a switching 
frequency up to 1000 Hz), were used to switch the blowing on and off through each of the 12 
slots at a precisely controlled frequency (f) and duty cycle (DC). The solenoid valves were 
embedded inside the model in close proximity to the blowing slots in order to prevent damping 
of the unsteady switching, which occurs across long pneumatic lines. An access panel was 
incorporated on the lower surface of the airfoil that could be removed to provide easy access to 
the flow control components embedded inside the airfoil (Fig. 2.4 a)).  
The airfoil model also housed a distribution manifold that was used to uniformly 
distribute air to each of the 12 solenoid valves. The air to the distribution manifold was fed 
through a pneumatic tube which was routed through the main spar from underneath the test 
section. A compressed air tank was used as the source of air for the flow control system. The 
mass flow rate was regulated by implicitly regulating the pressure using an electro-pneumatic 
pressure regulator (SMC, ITV-3050 series) and simultaneously measuring the mass flow rate 
using a high precision mass flow meter (Omega, FMA-1600A series). The process of setting a 
desired mass flow rate was automated through a computer routine. A schematic of the flow 
control system is presented in Fig. 2.8. 
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2.2 Force Balance Measurements 
2.2.1 Balance Measurement Acquisition 
 Measurements of the model lift, drag, and quarter-chord pitching moment were obtained 
using a three-component force balance, shown in Fig. 2.9 manufactured by Aerotech ATE 
Limited. The airfoil model was mounted to the force plate of the balance using L-shaped 
mounting brackets which were further clamped to the airfoil model mounting spars and fastened 
to the force plate. This force plate was attached to a turntable which was used to regulate the 
model angle of attack to an accuracy of ±0.02°. Measurements from three load cells were used to 
calculate the forces in the normal and axial direction, and the moment about the center of the 
force plate. The airfoil model and the load bearing members of the force balance were isolated 
from the tunnel side-walls and the ground to prevent undesirable load transfers, thereby ensuring 
that the airfoil forces and moments were directly transferred to the balance force plate.  
 The balance signal conditioning system provided three different user-controlled load 
range settings (Table 2.1), each of which was associated with a different level of sensitivity. The 
load range setting could therefore be changed to ensure a high signal-to-noise ratio in the final 
measurements. The highest load range setting was used for all three balance components in this 
investigation. The balance signal conditioning system consisted of an amplifier and a low pass 
filter. Full-scale output voltage of the balance load cells were low pass filtered at a cutoff 
frequency of 1 Hz and subsequently amplified to a final full-scale output voltage of ±5 V. All of 
the balance results reported in this investigation were acquired at a sample rate of 100 Hz for a 
period of two seconds. These measurements were then time-averaged to produce an average 
voltage representative of the steady normal, axial force and pitching moment about the center of 
the force plate.  
Table 2.1 Three-component balance load ranges 
 HIGH RANGE MEDIUM RANGE LOW RANGE 
NORMAL FORCE ±450 lb ±225 lb ±90 lb 
AXIAL FORCE ±90 lb ±55 lb ±18 lb 




2.2.2 Airfoil Performance Coefficients from Balance Measurements 
Balance voltage measurements were zero corrected by subtracting the tare voltages 
acquired with the wind tunnel fan off across the desired angle of attack range. The resulting 
zero-corrected voltage (V0i) was scaled by a range ratio (RRi), summarized in Table 2.2, to 
compensate for the gain applied by the balance signal conditioning system. The scaled voltage 
(Vi) was calculated using,  
   0i i iV V RR  (2.6)
 
Table 2.2 Three-component balance range ratios 
 
 
 The normal force, axial force, and pitching moment about the balance center (FN, FA, M) 
were then calculated from the corresponding scaled voltages from a system of coupled 
second-order algebraic equations using calibration test results provided by the manufacturer. The 
































































The resulting forces along the chord-normal and chord-axial directions were then rotated by the 
airfoil angle of attack (α) to obtain the airfoil lift and drag forces. The airfoil lift and drag forces 
were calculated using,  
 sincos AN FFL   (2.8)
 cossin AN FFD   (2.9)
 HIGH RANGE MEDIUM RANGE LOW RANGE 
NORMAL, RRN 1 0.4944 0.2046 
AXIAL, RRA 1 0.6278 0.2173 
MOMENT, RRM 1 0.6755 0.3413 
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With knowledge of the balance normal and axial forces (FN, FA) and the offset between the 
quarter-chord location of the airfoil to the center of the balance (xoffset, yoffset), the airfoil pitching 
moment about balance center was redefined about the airfoil quarter-chord using,    
AoffsetNoffsetc FyFxMM 4/  (2.10)
The airfoil lift coefficient, drag coefficient and the quarter-chord pitching moment coefficient 



















where q∞ denotes the freestream dynamic pressure, S denotes the model reference area, and c 
denotes the model chord.  
 The balance measurements were found to be highly consistent with the pressure-based 
measurements of the airfoil lift and quarter-chord pitching moment. However, the measurements 
acquired by the balance system were mainly used for diagnostic and validation purposes and will 
not be reported here. The drag measurements from the balance were found to be slightly higher 
than the measurements obtained from a wake survey system. This increase was largely attributed 
to the gaps between the airfoil model and the test-section walls, which was necessary to ensure 
the model loads were properly transferred to the balance. However, these gaps led to the 
introduction of a small but significant induced drag component, especially at the higher angles of 
attack. Drag measured with the force balance includes this induced drag component, rendering a 
value higher than the corresponding measurements made by the wake survey system.      
2.3 Pressure Measurements 
2.3.1 Time-Averaged Pressure Measurements 
Measurements of static pressure on the airfoil surface and the measurements of total 
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pressure in the wake of the airfoil are the two major classes of time-averaged pressure 
measurements that were acquired in this investigation. All of the time-averaged pressure 
measurements were acquired using miniature electronic differential pressure measurement units, 
models ESP-32HD manufactured by Esterline, Inc. The ESP scanners consisted of an array of 
silicon piezo-resistive sensors that were connected in a Wheatstone bridge configuration and 
generated a voltage that was proportional to the pressure input. The output voltages from the 
scanners were acquired using a Digital Temperature Compensation (DTC) Initium Data 
Acquisition System. Each of the ESP scanning modules used in this investigation contained 32 
ports that could be connected to a series of pressure tubes connecting to either static pressure taps 
on the surface of the airfoil model or total pressure probes on the wake rake.  
A total of 5 ESP-32HD scanners were used in this investigation. The pressure taps across 
the leading-edge region of the airfoil model, which corresponds to the region of highest expected 
pressure differentials, were connected to a ±5.0 psid ESP scanner. The remaining pressure taps 
on the airfoil model were connected to two ±1.0 psid ESP scanners. The total pressure probes in 
the wake rake were connected to two ±0.35 psid (±10.0 in. WC) ESP scanners. Pressure 
measurements were acquired at a sample rate of 50 Hz and time-averaged over a period of two 
seconds. All of the static pressure measurements on the airfoil surface were zero-referenced 
against the static pressure inside the test section of the wind tunnel. On the other hand, all of the 
total pressure measurements in the wake of the airfoil were zero-referenced against the ambient 
pressure inside the testing facility. The ESP scanners also featured a two position calibration 
manifold which could be switched between the run and calibrate modes by applying momentary 
pulses of control pressures. This calibration mode allowed the zero-load voltage of each channel 
to be redefined. The DTC Initium system provided a 6th order, temperature-compensated 
calibration curve for each port, which was used to convert acquired voltages to pressure 
measurements.  
2.3.1.1 Airfoil Performance Coefficients from Surface Pressure Measurements 
In addition to measuring the model surface static pressures and the total pressures in the 
wake of the airfoil, one of the ports in the pressure scanner was reserved for measuring (Pss – Pts) 
in order to calculate the velocity and dynamic pressure of the freestream flow with an accuracy 
greater than the accuracy of the velocity calculated using the Setra 239 pressure transducer, as 
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outlined in section 2.1.1. The measurements from the Setra 239 pressure transducer were only 
used to set the tunnel speed to achieve a desired Reynolds number.  
Static pressure measurements about the surface of the airfoil model were 
non-dimensionalize by the freestream dynamic pressure, based on the pressure measurements 
from the ESP pressure scanners, to obtain the conventional form of the pressure coefficient. The 
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with ambient density (ρamb) in Eq. 2.4 assumed to be equal to the density of freestream air (ρ∞) 
used in Eq. 2.14, i.e., the flow through the wind tunnel was assumed incompressible (M∞ ≤ 0.3). 








The freestream dynamic pressure (q∞) was assumed to be constant between the inlet of 
the test section, where the test section static pressure (Pts) was measured, and the near upstream 
region of the airfoil model. Since the influence of boundary-layer growth on the cross-sectional 
area was accounted for in the wind tunnel design, the effective cross-sectional area could be 
assumed constant from the inlet of the test section to the location of the airfoil model. As a result, 
the static pressure at the test section inlet could be assumed to be equal to the static pressure 
encountered by the airfoil model.    
 The airfoil lift and pitching moment coefficients were calculated from the known static 
pressure distribution about the surface of the airfoil. This calculation was accomplished by 
approximating the airfoil contour by a series of panels. Each of the panels was constructed by a 
linear geometric interpolation of two adjacent pressure taps, thereby generating a total of (n-1) 
panels for (n) number of pressure taps. The pressure across the entire length of a panel was 
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assumed to be the average of the two pressures measured through the pressure taps at the two 
ends of the panel. The force due to the pressure distribution acting in a direction normal to the 
surface of a panel was then split into chord-normal and chord-axial components. This component 
extraction process was achieved through appropriate geometric transformations using knowledge 
of the panel orientation with respect to the chord line of the airfoil. The chord-normal force and 
chord-axial force across each panel (ΔFN and ΔFA) were calculated using,  
 1 1' 2
i i
N i i
P PF x x 
    (2.17)
 1 1' 2
i i
A i i
P PF y y 
     (2.18)
The net chord-normal force and chord-axial force acting on a spanwise section of the airfoil 
model was calculated by taking the sum of the sectional chord-normal and chord-axial forces 
over all the panels of the airfoil. The airfoil chord-normal sectional force and the chord-axial 




















   (2.20)
The chord-normal and chord-axial sectional forces were further transformed into the airfoil 
sectional lift force using,  
' 'cos 'sinN AL F F    (2.21)
The sectional pitching moment about the airfoil quarter chord due to the chord-normal and the 
chord-axial sectional forces across a given panel was calculated using,  
1 1
/4 /4' ' '2 2i
i i i i
c N c A
x x y yM F x F               
 (2.22)
In a process similar to the computation of the net chord-normal and chord-axial forces, the net 
sectional pitching moment about the airfoil quarter-chord was calculated by summing over the 
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contributions of each panel to the pitching moment about the quarter-chord of the airfoil. The net 












   (2.23)
The airfoil lift coefficient (Cl) and quarter-chord pitching moment coefficient (Cm) were 













2.3.1.2 Drag Calculation from Wake Pressures 
 A wake survey system consisting of a traversable wake rake and a two-axis traverse 
system was used to obtain profile drag measurements of the airfoil. The wake rake was 
constructed with 59 total pressure probes, each having an outer diameter of 0.04-inches. The 
probes were aligned horizontally along the rake in order to acquire the total pressure profile of 
the airfoil wake downstream of the vertically-oriented airfoil. The wake rake was suspended 
from the ceiling of the test section using a support structure as shown in Fig. 2.10. It was also 
capable of being traversed in the vertical (spanwise) and horizontal (chord normal) directions 
using a two-axis traverse mechanism controlled precisely by a stepper motor. Wake profiles were 
acquired approximately 1.2 chord lengths downstream of the trailing edge of the airfoil model. 
The wake rake was traversed in the horizontal (chord-normal) direction until the tails of the wake 
profile were sufficiently captured. This process was automated through a computer routine that 
determined the position of the wake tails by comparing the gradient of the total pressure deficit at 
multiple locations along the span of the wake profile. 
The drag of the airfoil was calculated using the standard momentum deficit method 
described by Jones20 and Schlichting.21 The method involves a control volume analysis around 
the airfoil model with the exit of the control volume considered sufficiently downstream such 
that the static pressure in the wake at the exit plane (Pw) can be assumed to be equal to the 
freestream static pressure (P∞). Due to viscous effects however, the total pressure in the wake is 
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expected to be lower than the freestream total pressure and this pressure loss can be attributed to 
the wake velocity deficit. Using the equation of conservation of momentum in the integral form, 
the drag at a given spanwise section of the airfoil model can be calculated using,  
 ' w wD u U u dy    (2.26)
The flow velocities can be rewritten in terms of the static and total pressures (within the 
incompressibility limit) using, 
  ,022





P u P    (2.28)
The velocity terms in Eq. 2.26 are solved for in terms of static and total pressures. The resulting 
pressure terms are substituted back into Eq. 2.26 to give, 
 0, 0, 0,' 2 w wD P P P P P P dy         (2.29)
From Eqs. 2.27 and 2.28, the dynamic pressure at the wake plane can be explicitly expressed in 
terms of the wake total pressure, freestream total pressure and the freestream dynamic pressure 
using, 
 ww PPqq ,0,0    (2.30)
Using Eqs. 2.29 and 2.30, an expression for the sectional drag of the airfoil can be obtained in 
terms of the wake total pressure deficit, 
 0, 0, 0, 0,' 2 ( ) ( )w wD q P P q q P P dy           (2.31)
 This expression of sectional drag is less complicated than the corresponding expression 
given by Eq. 2.29 because the difference between the freestream total pressure and the wake total 
pressure could be directly measured in the wake surveys to obtain an accurate estimate of the 
sectional drag. However, for greater repeatability of the drag measurements, the ESP scanners 
used for acquiring the wake pressures were referenced to a stable atmospheric pressure reference 
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in the control room. With this setup, gauge pressure measurements of the wake total pressure, 
(P0,w – Patm), were obtained in the wake of the airfoil while gauge pressure measurements of the 
freestream total pressure, (P0,∞ – Patm), were obtained in the potential flow region outside the 
wake of the airfoil. Thus the pressure deficit could be calculated using,  
   atmwatmw PPPPPP   ,0,0,0,0  (2.32)
Using the expression of wake total pressure deficit given by Eq. 2.32, the sectional drag of the 
airfoil was calculated by numerically integrating Eq. 2.31 using the trapezoid method. Thus, the 
sectional drag of the airfoil could be calculated using,  
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where nrake represents the total number of probes that were used to measure the wake. Due to 
manufacturing imperfections and finite span of the airfoil model, the flow around the model is 
generally associated with non-zero spanwise variation. As such, the sectional drag of the airfoil 
calculated using Eq. 2.33 was averaged over multiple spanwise stations to provide a spanwise 
invariant estimate of the sectional drag that would be characteristic of a true airfoil model of 







2.3.2 Unsteady Pressure Measurements 
 Unsteady pressure measurements were obtained using a total of five ultra-miniature, high 
frequency response pressure transducers. These transducers were manufactured by Kulite 
Semiconductor Products Incorporated, under model designation XCS-062-5D. The pressure 
transducers were integrated on the upper surface of the airfoil at x/c = 0.1, 0.3, 0.5, 0.7 and 0.9 as 
described in section 2.1.2. The unsteady pressure signals from the transducers were acquired 
through a National Instruments Signal Conditioning eXtensions for Instrumentation (SCXI) 
measurement system and a National Instruments PCI-MIO-16XE-10 A/D board.  
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The SCXI system consisted of a set of four signal conditioning modules: SCXI-1140 
Simultaneous-Sampling Differential Amplifier module, SCXI-1142 8th order Lowpass Bessel 
Filter module, and two SCXI-1121 Isolation Amplifiers with Excitation modules. The 
SCXI-1121 modules were each connected to a SCXI-1321 terminal block, which provided a 
simple electrical connection platform for the measurement transducers. Excitation and electrical 
isolation of the instruments were provided through the SCXI-1121 module. In order to prevent 
aliasing, the SCXI-1142 module was configured to the correct Nyquist cutoff frequency using 
filter specifications provided by the manufacturer. The SCXI-1140 module provided for the 
simultaneous sampling of signals from each of the five pressure transducers. This simultaneity in 
the acquired signals was accomplished by storing the voltages acquired at any instant of time in a 
series of capacitors. The A/D system was then able to sample the voltages stored in the 
capacitors successively. A small gain was also applied to the voltage measurements in order to 
enhance the signal to noise ratio and improve the digitization of the analog signal. All of the 
SCXI modules were compactly integrated into a SCXI-1001 chassis. A schematic of the SCXI 
setup is presented in Fig. 2.11. 
The XCS-062 pressure transducer consisted of a diaphragm connected in a four arm 
Wheatstone bridge configuration with an output voltage that was linearly proportional to the 
applied pressure. The calibration slope and intercept associated with each transducer was 
determined through a five-point calibration procedure. Thus, the pressure sensed by the 
transducer (ΔPtrans) against a known reference pressure could be calculated using,  
bmVP transtrans   (2.35)
where m represents the calibration slope, b represents the intercept of the calibration and Vtrans 
represents the output voltage of the transducer. All of the transducer measurements were 
zero-corrected by acquiring the tare voltages prior to each run. Data from these unsteady 
pressure transducers were used to calculate the Power Spectral Density (PSD) described in 
section 2.7.1.1. 
2.4 Hot-film Measurements 
 Hot-film measurements were acquired at the exit of the blowing slots using a 
single-element hot-film probe (Fig. 2.12). All of the hot-film measurements were acquired using 
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a TSI Model 1201 Disposable Probe, with a TSI IFA-100 Constant-Temperature Anemometer. 
The constant-temperature anemometer consisted of a Wheatstone-bridge circuit coupled with a 
feedback amplifier. Fluctuations in the temperature of the hot-film probe caused by local 
perturbations in the fluid velocity introduced voltage imbalances in the Wheatstone-bridge 
circuit. The feedback amplifier was used to supply additional current into the circuit in order to 
restore the balance of the Wheatstone-bridge configuration and thus, maintain the hot-film probe 
at a constant temperature. The response time of the feedback amplifier was determined using a 
square-wave impulse test22. The hot-film setup used in the present investigation had a 
frequency-response of 5 kHz. 
 Prior to acquiring measurements of the jet velocities at the exit of the blowing slots, the 
hot-film probe was calibrated by simultaneously measuring the local fluid velocity using a 
pitot-static probe and recording the voltage output of the hot-film anemometer. The calibration 
was performed for a series of different velocity settings, ranging from near-zero test-section 
velocity to the maximum velocity of the tunnel. The hot-film probe measurements were also 
corrected for local fluctuations in ambient temperature23 and density24 at each calibration point. 
A 4th degree least-squares fit was constructed using the calibration data points. The calibration 
coefficients were then used to convert the acquired hot-film measurements to velocity 
measurements at the exit of the blowing slots.  
The jet velocity measurements were acquired across the span of the blowing slot at 
discrete spatial intervals of about 4.5 mm, the spatial resolution being limited by the dimensions 
of the probe tip. The velocity at each spanwise section of the slot was recorded for a single time 
period of actuation. The data were then numerically integrated to obtain an average 
representation of the flow rate over a cycle of actuation. The process was repeated at other slots 
for a series of different actuation parameters to check for consistency between the calculated and 
the experimentally determined mass flow rate over an actuation cycle. Example jet velocity 
histories for three different duty cycles of actuation are shown in Fig. 2.13.   
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2.5 Flow Diagnostics Methods 
2.5.1 Fluorescent Oil Surface Flow Visualization 
Fluorescent-oil surface flow visualization was used in the present investigation to provide 
a qualitative understanding of the time averaged surface flowfield characteristics of the airfoil 
model, such as a leading edge separation bubble, laminar-to-turbulent transition points, and 
surface traces of turbulent jet crossflow interaction during flow control.  
The fluorescent-oil surface flow visualization process was completed in multiple steps. 
First the airfoil model was wrapped in black contact paper, which provided a high contrast 
between the fluorescent oil and the airfoil surface. Next, two lengths of yellow tape with marks 
at regular chordwise intervals of 10% were applied to provide a representative scale to the 
acquired images and for easy identification of the chordwise locations of flowfield characteristics 
of interest. Next, a thin coat of 5W-30 motor oil was applied over the surface of the contact 
paper. The application of motor oil was intended to minimize surface imperfections thereby 
facilitating the flow of fluorescent oil across the surface of the contact paper. Next, the 
fluorescent oil mixture, created by mixing mineral oil and an oil-based leak detector dye, was 
sprayed homogeneously on the surface of the airfoil using an airbrush.  
The airfoil model was then set at the desired angle of attack and the tunnel was run at a 
given test condition for a total of four minutes. After the tunnel was turned off, the model was 
rotated back to α = 0°. Long-wave UVA radiation from black lights was used to excite the leak 
detector dye in the fluorescent oil mixture. Images of the upper surface of the airfoil were then 
documented using a Nikon D3100 digital SLR camera at multiple extended exposure times. 
2.5.2 Particle Image Velocimetry 
 Particle Image Velocimetry (PIV) is a non-intrusive experimental technique that is used 
to determine the instantaneous velocity fields by measuring the velocity of small tracer particles 
that accurately track the motion of the fluid.25 These particles are introduced artificially into the 
flow and are illuminated by a high-intensity coherent source of light such as a laser. 
Measurements of velocity of the tracer particles are achieved by recording successive images of 
the particles at precisely defined time intervals and determining the displacement of particles 
across small regions of the field of view. 
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In this study, planar PIV data were acquired across a horizontal plane at the trailing-edge 
region of the airfoil model extending from x/c = 0.7 to x/c = 1.0, as shown in Fig. 2.14. All of the 
PIV measurements were acquired at an angle of attack of α = 7°. A dual-pulsed Nd:YAG laser, 
model Gemini 200 PIV manufactured by New Wave Research Inc., was used to project two 
consecutive laser pulses, each delivering an average energy of 45 mJ at 532 nm. The separation 
time between the two laser pulses was maintained at 25 µs, which resulted in an average particle 
displacement of 8 pixel units. This average particle displacement was deemed optimum for 
processing using a 32 × 32 pixel interrogation window. A combination of converging and 
diverging lenses was used to form a collimated laser sheet, approximately 1 mm thick, at the 
trailing-edge region of the airfoil model. The image plane for PIV acquisition was centered at 
one of the blowing slots near the center span of the airfoil.  
In order to minimize surface reflections while acquiring data, a reflector was mounted 
inside the test section downstream of the airfoil model, which projected the laser sheet upstream 
almost parallel to the surface of the airfoil near the trailing-edge region. Vibrations induced by 
unsteady aerodynamic forces were minimized by mounting the reflector inside a streamlined 
housing (Fig. 2.15), which was securely clamped to the ceiling of the test section. By configuring 
the laser sheet to graze the surface of the airfoil, the intensity of the reflected light off of the 
airfoil model was significantly reduced, as compared to a direct impingement of the laser sheet.  
The flow was seeded using a ViCount smoke generator, model Compact 1300 
manufactured by Concept Engineering Ltd. The smoke generator was capable of producing 
oil-based smoke particles ranging from 0.2-0.3 µm in size and was carefully operated to maintain 
a uniform seeding density inside the test-section of the wind tunnel. A high-resolution 
(1600 × 1200 pixel) PCO.1600 14 bit charge-coupled device (CCD) camera equipped with a 
35-105 mm zoom lens at an f-number setting of 5.6 was used to record images of the PIV tracer 
particles. The PCO Camware application software was used to interface the camera with a 
computer.  
The laser and camera system were synchronized using a BNC Model 625A digital-delay 
generator. A random time delay was introduced in the data acquisition process to ensure 
statistical independence of the acquired data sets for an accurate phase-averaged representation 
of the flowfield. For the phase-locked measurements of the velocity field however, the PIV 
system was synchronized with the flow control actuation cycle. The experimentally acquired 
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particle image pairs were processed using the DaVis software package from LaVision. The 
correlation process used multiple iterations at interrogation window sizes ranging from 64 × 64 
pixel windows to 32 × 32 pixel windows at 50% overlap to obtain the final vector field. A set of 
numerical post-processing filters was also utilized to eliminate erroneous vectors in the 
instantaneous velocity fields.  
2.6 Wind Tunnel Corrections 
 A wind tunnel testing environment is designed to simulate the flow around an airfoil 
model in a spatially unbounded freestream. Due to the infeasibility of such a design, however, 
the true wind tunnel testing environment is constrained with finite wall boundaries introducing 
local wall effects that are absent in a hypothetically unbounded freestream. The acquired data 
were corrected to compensate for three major tunnel wall effects through standard correction 
procedures following the work of Barlow et al.26 for 2D, low-Reynolds number wind tunnel 
testing. These three effects included solid blockage, wake blockage, and streamline curvature. 
The validity of these corrections is, however based upon the assumptions of steady, 
incompressible flow.  
 The solid blockage effect is caused by an effective reduction in the test-section 
cross-sectional area, producing local flow accelerations that are functions of model thickness and 
angle of attack. The effects of the local acceleration can be corrected for using a solid-blockage 







   (2.36)
where K1 is a constant parameter based on the airfoil configuration (K1 = 0.52 for airfoil models 
spanning the height of the test-section26), C is the empty test-section area, and Vm is the volume 
of the airfoil model which was estimated using, 
3
4m
V tcb  (2.37)
where t and b are the dimensional thickness and span of the airfoil model. 
 Since the wake of an airfoil model is usually associated with a region of velocity deficit, 
a local region of increased streamwise velocity is produced across the potential flow regions 
24 
 
outside the wake of the airfoil to ensure a constant mass flux across any given cross-section of 
the wind tunnel. Moreover, since the profile drag of the airfoil is directly related to the extent of 
velocity deficit in the wake, it can be empirically correlated with the local flow acceleration 
outside the wake region. Thus, the influence of this wake blockage effect can be determined 






   (2.38)
where h and Cd,u are the height of the test section and the uncorrected value of the airfoil drag 
coefficient respectively. The net velocity increment due to a combination of the solid and wake 
blockages is calculated by a linear summation of the solid blockage correction factor and the 
wake blockage correction factor and is given by, 
wbsb    (2.39)
  The constraints imposed by finite wall boundaries also introduce streamline curvature 
effects that would otherwise be absent in an unbounded flowfield. These curvature effects 
increase the apparent camber of the airfoil leading to an increment in the lift and the magnitude 
of the quarter-chord pitching moment in comparison with the lift and moment values that would 
be obtained in an unbounded environment. The streamline curvature effect can be compensated 












 The airfoil angle of attack, pressure coefficient, lift coefficient, drag coefficient and 
quarter-chord pitching moment coefficient were corrected using a set of empirically derived 
relations with terms involving the correction factors calculated in Eqs. 2.36, 2.38, and 2.40.  
The corrected airfoil angle of attack and performance coefficients were calculated using,  
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2.7 Flow Control Methodology  
2.7.1 Open-Loop Flow Control 
2.7.1.1 Power Spectral Density 
Power Spectral Densities (PSDs) were computed for the acquired unsteady pressure 
measurements in order to characterize the spectral content of unsteady modes of interest. The 
PSDs of acquired unsteady pressure measurements were calculated using standard fast Fourier 
transform (FFT) methods. A fast Fourier transform is an algorithm that is used to compute the 
discrete Fourier transform (DFT) of a signal more rapidly than a standard DFT calculation. The 
DFT of a signal is described using  
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where Xk represents the transformed signal, x0, …, xN–1 are complex numbers, N is the number of 
data points in the DFT, and k represents the discrete frequency values such that 





where Δt is the temporal spacing of data points. The series outside the range 0, 1N   is assumed 
to be N-periodic, i.e. xn = xn+N for all n = 0, 1, 2,…, 1N  . The power spectral density (Gxx) is 
then defined as,27  
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where E represents the expected value of the bracketed term. Using a reference power level (P0), 
the amplitude of the PSD can be expressed in decibel (dB), which is a logarithmic ratio of units 
of power. For the current study, P0 was defined as unity. This conversion from power to decibel 











In the current study, the PSDs were calculated using 1.44 million data points split 
between 20 identical runs of 72,000 samples each, in order to observe distribution of power 
across the frequency spectrum ranging from f = 0 Hz to the Nyquist frequency (i.e. half of the 
sampling frequency).  
2.7.1.2 Flow Control Parameters 
An active unsteady flow control system is generally associated with two major control 
parameters: non-dimension actuation frequency (F+) and non-dimensional jet momentum 
coefficient (Cµ). In the present investigation, two different length scales were utilized when 
calculating the non-dimensional actuation frequency. The first length scale was based on the 
quarter-chord length of the airfoil (c/4), and the corresponding non-dimensional actuation 
frequency was calculated using Eq. 2.50. While the chord length is commonly used as the 
characteristic length scale in the literature, the quarter-chord length was preferred in the current 








    (2.50)
The second frequency scaling utilized the projected airfoil height from the location of the 
blowing slots to the trailing edge (csinα/4), as the characteristic length scale. This length scale 
has been shown in previous studies to be commensurate with the scale of the largest eddies in the 













 A number of studies use look-up-tables (LUT) to determine Cµ as a function of the input 
parameters. However, for the present study, the mean velocity of the jet at the exit of the slots 
was calculated directly by applying the principle of continuity with measured flow parameters at 











where ሶ݉  is the mass flow rate through the pneumatic supply system and ߩ is the local density at 
the slot exit. Using the hot film probe, measurements of the jet velocity at the exit of the blowing 
slots were acquired for different input pressure ratios (PR), frequencies and duty cycles, as 
discussed in section 2.4. The Cµ values determined from the probe were found to be consistent 
with those calculated using Eq. 2.52. 
2.7.2 Closed-Loop Separation Prediction and Control  
In addition to being used for flow measurement and diagnostic purposes, the unsteady 
surface pressure measurements were also used to provide feedback in a closed-loop flow control 
configuration. The unsteady Cp at x/c = 0.90 was used to predict the extent of the separated flow 
across the trailing edge of the airfoil, as well as the frequencies of the shear-layer instabilities 
associated with boundary-layer separation. In order to extract this information, the unsteady Cp 
measurements were processed using Empirical Mode Decomposition (EMD). The EMD method 
decomposes a time-dependent signal into modal components of varying temporal 
(i.e., frequency) scales. It is also the decomposition method utilized in the Hilbert-Huang 
transform (HHT),29-32 which was developed in order to analyze nonstationary and nonlinear time 
series data. 
Extraction of modes using EMD is conducted through a process known as “sifting,” 
where the highest frequency band of oscillations is extracted from a signal through an iterative 
process. The mode extraction process is repeated until all of the oscillatory content of a signal is 
removed, a pre-determined number of modes are extracted, or a certain low-frequency threshold 
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of the residual signal is reached. These extracted modes are known as Intrinsic Mode Functions 
(IMFs), which are oscillatory functions featuring time-dependent amplitude and frequency with 
zero mean. By extracting all of the oscillatory content, this process leaves only the data trend as 
the residual, which can be nonstationary. The original unsteady signal, x(t), can be reproduced by 
summing the time-dependent IMFs, cj(t), and adding that sum to the time-dependent residual, 
r(t). 
An example of the iterative sifting process is shown in Fig. 2.16 on a test signal. The 
sifting process begins with a given data set, f(t). The local maxima and minima of this signal are 
identified and connected through splines as shown in Fig. 2.16 a). The instantaneous average of 
the two extrema is subtracted from the original signal. The average-subtracted signal is then used 
as an input to a second iteration where the sifting process is repeated identically as in the first 
case to obtain a second average-subtracted signal (Fig. 2.16 b)). This sifting process is further 
repeated until the average-subtracted signals converge, i.e., a mean-squared error tolerance is 
attained. An example of the converged signal is shown in Fig. 2.16 c). This final signal is defined 
as the first IMF, c1(t) and the result obtained by subtracting this IMF from the original signal is 
defined as the residual, r1(t). Additional IMFs are extracted by repeating the sifting process on 
the residual, r1(t).  
The physical basis produced by EMD was discussed in detail by Lee et al.33 EMD has 
also recently been used in studies involving fluid flows and turbulence,34,35 where the resulting 
IMFs are generally used to separate large-scale from small-scale oscillatory content, or serve as a 
dyadic filter. The EMD method used in the current study was based on the algorithm of 
Rilling,36-38 which was then programmed into a LabVIEW environment. This implementation 
allowed the EMD processing and closed-loop separation control to be conducted in real-time 
during data acquisition. Prior to processing the Cp measurements through the EMD algorithm, 
they were first conditioned with a low-pass filter in order to remove the influence of noise and 
unsteadiness induced by the testing environment at high frequencies. Since most fluid 
unsteadiness is inherently attributed to broad-band frequency ranges, a masking technique was 
also used, based on the method of Deering and Kaiser,39 to reduce the amount of mode mixing 
experienced during the EMD reduction.   
The EMD method was utilized due to its adaptive nature and ability to be employed 
in-situ, requiring little calibration for a specific application. Other decomposition techniques, 
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such as Proper Orthogonal Decomposition (POD), Balanced Proper Orthogonal Decomposition 
(BPOD), and Dynamic Mode Decomposition (DMD), are extremely useful for identifying and 
understanding flow phenomena, though a great deal of a-priori calculation and correlation of 
modal behavior to sensory feedback is typically required when these decomposition methods are 
used in a flow control context. While it is possible that closed-loop flow control techniques that 
utilize POD (e.g., Pinier et al.16), BPOD, or DMD may result in more effective state estimation 
than EMD, it was the specific goal of the current study to develop a closed-loop system to be as 
adaptive as possible while still operating on a physically-relevant modal decomposition.  
In order to predict if the flow across the trailing-edge region of the airfoil was separated, 
the average amplitude of each IMF was compared to a threshold value. If the average amplitude 
of any of the IMFs was greater than the threshold value, the flow was assumed to be separated at 
the sensor location. This method is similar to the thresholding method used by Corke et al.15 
However, instead of utilizing a prescribed frequency and amplitude of actuation, the 
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where a is the amplitude and f is the frequency of the IMF at index i, and k is the number of 
sample points. The residual of the EMD method was also used to set the Cμ imposed by the 
pulsed blowing. An overview of the closed-loop control process used in the current study is 
presented in Fig. 2.17. Since the residual of the EMD method produces the trend of the unsteady 
signal, in the current application this residual was simply the mean Cp at the sensor location. A 
proportional controller was used to set the Cμ necessary to achieve a desired Cp with an error of 
0.5%. As will be discussed later, the Cp for x/c = 0.90 was identified as being an excellent 
predictor of the airfoil Cl. A diagram of the proportional controller used to set the necessary Cμ to 





2.8 Chapter 2 Figures  
 
 





























Fig. 2.4 a) Access panel on the lower surface of the NLF 0414 model; b) Semi-cylindrical 











Unsteady Pressure Transducer 
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Fig. 2.7 a) Sectional view of the blowing-slot path inside the NLF 0414 model; b) 3D profile 




























Blowing Slot Inlet 













Fig. 2.9 Three-component force balance used to measure the forces and moment on the 


















































































































Fig. 2.16 Illustration of sifting process; a) original test signal, b) second sifting iteration, 

























































Chapter 3  






 The results from the experimental investigation are presented in this chapter. It includes 
detailed analysis of the airfoil performance from parametric studies involving three major flow 
control parameters: blowing amplitude, frequency, and duty cycle. Also presented in this chapter 
is the design of a closed-loop flow control architecture with real-time actuation amplitude and 
frequency control capabilities.  
3.1 Experimental Validation of NLF 0414 Airfoil 
The NLF 0414 model installation was first validated by taking performance 
measurements of the baseline NLF 0414 airfoil. In this baseline configuration, the flow control 
system was deactivated and the blowing taps were carefully covered to provide a smooth 
undisturbed surface for the flow of air around the airfoil. The experimental measurements for the 
baseline configuration were compared with the results from experiments carried out at the NASA 
Langley Research Center in 1987, which are reported in the design document for the given 
airfoil17. The results from the present investigation for the baseline airfoil show similar trends 
with those reported in the NASA document for the NLF 0414 airfoil. Quantitative differences 
observed between the two sets of measurements are explained in section 3.2.1.  
45 
 
3.2 Open-Loop Experiments 
3.2.1 Baseline Flow 
When designed, the NLF 0414 airfoil was envisaged to achieve significantly lower cruise 
drag coefficients than the existing NLF or NACA 6 series airfoils of the time, and yet maintain 
acceptable maximum lift and stalling characteristics17. Thus, the design of the airfoil features an 
extensive favorable pressure gradient region, which prevents the amplification of 
Tollmien-Schlichting (TS) waves. This configuration allows the airfoil to maintain a natural 
laminar flow to about 70% of the chord on both the upper and lower surfaces at Rec = 10 × 106. 
Moreover, in order to improve Cl,max performance, a thicker leading edge is utilized than typical 
airfoils with extensive laminar flow operating at high Reynolds number (Viken et al.17). 
However, a significant disadvantage of utilizing large regions of favorable pressure gradient 
required for extensive NLF is the existence of a very rapid pressure recovery close to the 
trailing-edge region of the airfoil. In order to help lessen the severity of the effects imposed by 
the aggressive pressure recovery on the boundary layer, a concave-type pressure recovery is 
utilized. In a concave pressure recovery, the magnitude of the adverse pressure gradient is 
tapered in order to compensate for the loss in fluid momentum and thus, a decline in the ability 
of the boundary layer to sustain adverse pressure gradients. The trailing-edge region of the airfoil 
is designed such that the strongest adverse pressure gradients exist near regions with sufficiently 
high fluid momentum. In contrast, regions of low momentum fluid further downstream are 
confronted with increasingly less severe adverse pressure gradients in order to keep the flow 
completely attached on the airfoil surface across a fixed range of angles of attack. Flow 
separation is, however, still expected in the rapid pressure recovery regions at off-design 
conditions in the absence of boundary layer control. 
Fig.  a) through e) show the Cp distribution around the baseline NLF 0414 airfoil at 
α = 2°, 5°, 7°, 9°, and 13°. The surface flow visualization images are also presented alongside the 
Cp distributions in order to identify and correlate the flowfield features with the pressure 
measurements on the surface of the airfoil. The blowing slots away from the proximity of the 
center span of the airfoil model are excluded from the surface flow visualization images 
presented in Fig. . This exclusion is justified because of the presence of strong 3D effects close 
to the tips of the model that are not representative of the flow around a true airfoil. An extensive 
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favorable pressure gradient region can be easily identified from the Cp distribution at α = 2°. A 
region of concave pressure recovery close to the trailing edge of the airfoil can also be identified 
from the Cp distribution at α = 2°. Boundary layer characteristics are inferred from the 
shear-stress driven oil-droplet distribution on the airfoil surface as seen in the corresponding 
flow-visualization images. At α = 2°, the flow remains completely attached on the surface of the 
airfoil since the oil droplets all the way across the chord are displaced downstream from their 
initial positions. Furthermore, a region of boundary layer transition can also be identified from 
the surface flow visualization image, shown in Fig.  a), by observing two distinct regions of the 
flowfield on the airfoil separated by the dashed vertical lines at x/c = 0.75. The oil droplets 
downstream of x/c = 0.75 are scrubbed away faster than the corresponding droplets upstream of 
x/c = 0.75 indicating a difference in the magnitude of the shear stress on the airfoil surface. The 
lower magnitude of the shear stress is characteristic of a laminar boundary layer that extends 
spatially to about 75% of the chord. On the other hand, the higher magnitude of shear stress on 
the airfoil surface is indicative of stronger momentum mixing due to the presence of a turbulent 
boundary layer beyond x/c = 0.75.  
 The Cp distribution reaches a plateau near the trailing-edge region at α = 5° (Fig.  b)). 
This observation was attributed to the pressure recovery losses caused by trailing-edge separation 
and is further substantiated by the surface flow visualization image at α = 5°, shown in Fig.  b). 
The oil droplets beyond x/c = 0.75 remain secured to their initial positions on the airfoil surface 
due to exceedingly low magnitudes of the local shear stress, which is associated with flow 
separation. A leading-edge separation bubble can also be identified in the surface flow 
visualization image recorded at α = 7° by observing alternate bands of low and high shear 
stresses (Fig.  c)) that is indicative of boundary layer separation and reattachment. The 
streamwise size of the leading-edge separation bubble diminishes with increasing angle of attack. 
In contrast, the spatial extent of trailing-edge separation increases with increasing angle of attack 
and extends to about 40% of the chord at α = 13° (Fig.  e)). Furthermore, the region of concave 
pressure recovery, seen prominently in the Cp distribution at α = 2°, is completely absent in the 
Cp distribution at α = 13°.   
The effect of the pressure distribution across the chord of the airfoil is reflected in the 
airfoil performance, shown in Fig. 3.2 at Rec = 1 × 106. In the off-design conditions, beyond 
α = 3°, the separated flow region across the trailing edge of the airfoil effectively decambers the 
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airfoil, producing a decrease in the lift-curve slope and an increase in pressure drag prior to 
airfoil stall. The maximum lift coefficient, Cl,max is measured to be 1.26 at α = 13°. The airfoil 
also has a very low drag bucket with the minimum profile drag, Cd,min = 0.00905 observed at 
α = 2°. As previously mentioned in section 3.1, while the results from the present investigation 
show similar trends with those reported in the NASA document, there are finite quantitative 
differences. These quantitative differences can be explained in terms of the difference in Re, 
which for the present investigation is 10 times lower than the value reported in Viken17. It is safe 
to assume that an increase in the Rec will increase Cl,max and further reduce Cd,min, which would 
likely bring the performance measurements from the current study at par with the 
aforementioned report. More importantly, however, the existence of a well-defined trailing-edge 
separation heightens the motivation to introduce active flow control schemes in an effort to 
improve the performance of the airfoil beyond its design angle-of-attack range. 
3.2.1.1 Unsteady Surface Pressure Measurements 
 The PSDs of the NLF 0414 Cp at x/c = 0.9 on the upper surface for various angles of 
attack up to stall are shown in Fig. 3.3 a). For clarity, the amplitude of each PSD has been 
multiplied by a factor of ten with respect to the PSD at the previous angle of attack. It should be 
noted that several of the narrow-band peaks in Fig. 3.3 a) are the result of structural modes of the 
airfoil model and the angular frequency of the rotation of wind tunnel fan which, from the RPM, 
was found to occur in integral multiples of 50Hz. At α = 8°, a wide band of frequencies are 
amplified in the spectral content of unsteady Cp, indicating the presence of a continuous range of 
scales of unsteady motion with similar energies rather than a single highly amplified vortical 
structure. In contrast, the PSD at α = 12° is characterized by a relatively narrow band of strongly 
amplified frequencies with a more distinct central peak than the PSD at α = 8°. 
 Thus, an increase in the airfoil angle of attack is accompanied by an increase in the 
spectral energy and a decrease in the bandwidth and the dimensional center frequency of the 
spectral peak. Using the center frequencies from Fig. 3.3 a), the non-dimensional actuation 
frequency, F+var from Eq. 2.51, reduced to a constant value of 0.09 (Fig. 3.3 b)). The center 
frequencies have been shown in previous studies41 to correspond to an eigenvalue associated 
with the maximum amplification rate. Thus, unsteady actuation at F+var = 0.09 is expected to 
amplify the natural instabilities in the flow, strengthening the formation and growth of coherent 
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vortical structures in the shear layer. This augmentation of vortical structures due to unsteady 
actuation is further expected to enhance mixing between the inviscid flow and the recirculation 
regions, thereby re-energizing the boundary layer and alleviating the undesirable effects of 
separation across the trailing edge of the airfoil. 
3.2.2 Blowing Amplitude Parametric Investigation 
3.2.2.1 Performance Measurements 
The performance of the NLF 0414 airfoil was first evaluated for a range of 
non-dimensional jet momentum (or blowing) coefficients, Cµ. It should be stated here that the 
sensitivity of the airfoil performance to a change in one actuation parameter can only be 
determined by holding all other control parameters constant. Thus, to understand the effects of 
Cµ, the duty cycle (DC) was held constant at a value of DC = 50% and actuation frequency at 
F+var = 0.09. The value of Cµ between two different data sets was varied by changing the input 
pressure setting in the pressure regulator. The resulting lift, drag and quarter-chord pitching 
moment characteristics of the airfoil are presented in Fig. 3.4. 
 The lift generated by the airfoil was found to increase monotonically with increasing 
magnitude of Cµ, as the introduction of a higher momentum jet into the boundary layer provides 
further assistance in the pressure recovery across the trailing-edge region. Similar trends are also 
observed for the drag polar and quarter-chord pitching moment characteristics of the airfoil. 
These performance measurements are corroborated by measurements of the pressure distribution 
across the chord of the airfoil at α = 2°, 5°, 7°, 9°, 11°, and 13° for two different Cµ settings, 
presented in Fig. 3.5. The no blowing Cp contour is also presented in Fig. 3.5 for comparison. 
Since the flow is completely attached over the airfoil surface, the Cp contours are largely similar 
for all of the actuated cases at α = 2°. However, for α = 5°, 7°, 9°, 11°, and 13°, actuation at the 
higher momentum coefficient promotes greater trailing-edge pressure recovery and stronger 
leading-edge suction, which results in a higher magnitude of total lift that is generated by the 
airfoil. Although, the results are consistent with our understanding of boundary layer control, 
they are classically well understood and provide minimal additional understanding into the 
performance effects beyond what is readily available in the literature. 
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3.2.3 Actuation Frequency Parametric Investigation 
3.2.3.1 Performance Measurements 
The effects of a range of non-dimensional actuation frequencies, F+ = 0.25, 0.5, 1, 2, and 
F+var = 0.09 on the performance of the NLF 0414 airfoil model is shown in Fig. 3.6 for 
Rec = 1 × 106. As discussed previously, in order to compare the effects of F+, the results were 
obtained at a constant Cµ = 0.25% and duty cycle, DC = 50%. Thus, any perceived differences in 
the performance should originate solely from the variation of actuation frequencies. Performance 
measurements of the airfoil with steady blowing at the same Cµ, as well as the unactuated case, 
are also included in Fig. 3.6 for comparison. 
As discussed briefly in section 3.2.2.1, the flow around an NLF 0414 airfoil is attached 
all the way across the chord over the upper surface when operated within the design limits. As 
such, no significant differences in the lift and drag of the airfoil are observed when flow control 
is utilized below α = 3°. Improvements in the lift generated by the airfoil due to actuation begin 
to emerge beyond α = 3°, where trailing-edge separation was observed to affect the performance 
of the unactuated model. Actuation at and around the center frequency, F+var = 0.09, is seen to 
produce significant improvements in the lift as high as 15% as compared to the lift generated by 
the airfoil in the absence of blowing. This observation reinforces the hypothesis of a resonance 
mechanism with the natural instabilities in the flow, which can be targeted in order to achieve 
improved mixing between the potential flow and near-wall regions. This trend is also reflected in 
the pitching moment characteristics of the airfoil about the quarter-chord which increases 
significantly in magnitude due to pressure recovery at the trailing edge. Actuation at F+ = 0.25 
and F+ = 0.5 are also observed to produce very similar increments in lift as F+var = 0.09, except 
at the higher angles of attack. Actuation at F+ = 0.5 is in fact observed to produce a slightly 
higher Cl,max than that achieved with an  F+var = 0.09 actuation. At moderate to high angles of 
attack (8° < α < 13°), all of the pulsed blowing cases are found to perform better than steady 
actuation. It is also interesting to observe that while Cl,max varies between the different blowing 
cases, there is minimal change in the angle of attack at which the airfoil stalls. This observation 
may be explained through the location of the separation point, which at the extreme angles of 
attack moves too far upstream for the actuation at x/c = 0.75 to bring about any further separation 
control and performance enhancement.  
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Drag on the airfoil model remains largely unaffected by variations in actuation frequency, 
although a distinct reduction in Cd of the order of 5-6% can be identified when compared to the 
unactuated case in Fig. 3.6 due to stronger pressure recovery at the trailing-edge region of the 
airfoil. Pressure drag forms a more dominant component of the total drag on objects with 
stronger bluff body characteristics such as a cylinder in cross-flow or for airfoils at post-stall 
angles of attack. As such, a reduction in total drag due to pressure recovery is expected to be 
significantly higher in magnitude for the latter in contrast with the NLF airfoil used in the present 
study.  
Fig. 3.7 presents a comparison of the Cp distributions at α = 2°, 5°, 7°, 9°, 13°, and 15° 
for no blowing, steady blowing and F+var = 0.09. As discussed previously, the flow remains 
attached all the way across the chord at α = 2° and as such no discernable differences can be 
observed in the Cp distributions between the actuated and the unactuated cases. On the other 
hand, for α = 5°, 7°, and 9°, actuation at F+var = 0.09 produces a strong pressure recovery across 
the trailing-edge region which further promotes stronger suction near the leading edge of the 
airfoil. This phenomenon is a well-known characteristic of low-speed flows governed by elliptic 
partial differential equations wherein information travels almost instantaneously in all 
directions.42 The re-establishment of the suction peak leads to significant gains in lift at low to 
moderate angles of attack. At α = 13°, the pressure recovery at the trailing-edge region is largely 
diminished and the Cp distribution is mostly indistinguishable from the steady and no blowing 
cases. However, actuation at F+var = 0.09 is still found to produce greater suction at the 
leading-edge region and thus, a higher value of Cl in comparison with the steady and no blowing 
cases. A plateau in the growth of suction peak is observed in the Cp distribution for the actuated 
and the unactuated cases at α = 15°. Thus, the movement of the separation point further upstream 
dramatically reduces the performance gains brought about by flow actuation, rendering the 
process of flow control at α > 13° inefficient. 
3.2.3.2 Particle Image Velocimetry Measurements 
The time-averaged PIV velocity fields, along with the z-component vorticity fields are 
presented in Fig.  for the no blowing, steady blowing, F+ = 0.25, F+ = 1, F+ = 2, and F+var = 0.09 
cases. The vector fields for each of these cases are processed from over 3000 raw image pairs. In 
Fig. , the no-blowing case corresponds to subplots a) and b), steady blowing corresponds to c) 
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and d), F+ = 0.25 corresponds to e) and f), F+ = 1 corresponds to g) and h), F+ = 2 corresponds to 
i) and j) and F+var = 0.09 corresponds to subplots k) and l). The region of flow recirculation that 
exists near the trailing-edge of the airfoil without flow control is largely absent from the mean 
velocity fields presented in Fig.  for the F+ = 0.25, F+ = 1, F+ = 2 and F+var = 0.09 cases. This 
observation clearly demonstrates the improved effectiveness of unsteady actuation in comparison 
with steady blowing for a fixed Cµ. Furthermore, actuation at F+ = 0.25 and F+var = 0.09 is 
observed to promote stronger alleviation of trailing-edge separation in comparison with the 
remaining unsteady actuation cases investigated using PIV. The separated shear layers for 
F+ = 0.25 and F+var = 0.09 are observed to be closer to the surface of the airfoil near the trailing 
edge, with a smaller recirculation region, as compared to the other actuation frequencies. This 
higher level of effectiveness is further substantiated by the presence of higher concentrations of 
vorticity, identified by a more sizeable region of saturated gridpoints near the surface of the 
airfoil for the F+ = 0.25 and F+var = 0.09 cases. The higher vorticity concentration is indicative of 
greater mixing of the flow and a more effective alleviation of the separated flow region. 
In addition to the mean flowfield, PIV measurements were also acquired with the velocity 
field interrogations locked in phase with the actuation cycle for F+var = 0.09, F+ = 1, and 
F+ = 0.25. These measurements were acquired across eight equally-spaced time intervals at 
α = 7°. The velocity fields were processed from over 1000 image pairs at each of the eight 
temporal gridpoints, effectively eliminating any non-periodicity in the flowfield from the 
processed images. A comparison of the velocity fields and the vorticity contours for the 
F+var = 0.09 and F+ = 1 cases is presented in Fig.  and Fig. , respectively, where subplots a), c), 
e), g), i), k), m), o) correspond to eight cycles of phase for F+var = 0.09 and b), d), f), h), j), l), n), 
p) are similarly the eight cycles of phase for F+ = 1. The velocity and vorticity fields for the 
F+ = 0.25 case are presented separately in Fig. . Similar to the F+var = 0.09 and F+ = 1 cases, 
subplots (a), b)), (c), d)), (e), f)), (g), h)), (i), j)), (k), l)), (m), n)) and (o), p)) in Fig.  correspond 
to the velocity fields and vorticity contours for eight cycles of phase for F+ = 0.25. Since a duty 
cycle of 50% was used, the first four contours correspond to phases φ = 0°, 45°, 90° and 135°, 
where the blowing system was active. The remaining contours correspond to the phases φ =180°, 
225°, 270°, and 315°, during which the blowing system was switched off. These phase-locked 
measurements provide detailed insights into the underlying mechanism responsible for 
alleviating flow separation due to periodic excitation. 
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Regions of localized vorticity are immediately identified in the z-component phase 
locked vorticity contours for all of the actuated cases shown in Fig.  and Fig. . The motion of 
these vortical structures produce ripples in the shear layer as identified by arrows in the 
phase-locked velocity contours presented in Fig.  and Fig. . The formation of these ripples has 
been discussed previously by Packard et al.10 as an interaction of the high momentum fluid from 
the potential flow region with the low momentum fluid in the shear layer. This interaction causes 
the low-momentum fluid in the shear layer to be displaced downstream resulting in the formation 
of an undulation. This ripple effect is however, more prominent for the F+var = 0.09 and F+ = 
0.25 cases, which is indicative of stronger entrainment of high momentum fluid from the inviscid 
region. All of the vorticity contours are also characterized by strong, temporally persistent 
swaths of localized vorticity due to large gradients of the streamwise velocity component along 
the y-axis. These regions of high vorticity are seen to originate from the far upstream end of the 
PIV interrogation window, close to the point of separation, and extend almost 60-65 mm 
spatially downstream for the F+var = 0.09 and F+ = 1 cases and almost 30 mm spatially 
downstream for the F+ = 0.25 case. 
The formation and evolution of the vortices for the case in which actuation was 
performed at F+var = 0.09 is only slightly different from the formation of such structures 
produced with an F+ = 1 periodic excitation. On the other hand, the dynamics of the evolution of 
vorticity for F+ = 0.25 is distinctly different from the F+var = 0.09 and F+ = 1 cases and will be 
discussed subsequently. At the onset of actuation, φ = 0°, remnants from the previous actuation 
cycle in the form of two distinct vortical structures, numbered 1 and 2, are identified in the 
vorticity contours for the F+ = 1 case (Fig.  b)). This observation of multiple vortical structures is 
in contrast with F+var = 0.09 where only a single, yet significantly stronger structure, can be 
identified in the shear layer (number 1 in Fig.  a)). Further down the current actuation cycle at 
φ = 180°, new regions of localized vorticity, identified by vertical arrows in subplots i) and j) of 
Fig. , are observed to emerge from the shear layer for both F+var = 0.09 and F+ = 1. Furthermore, 
for F+ = 1, minor traces of the vortical structure from the previous actuation cycle are observed 
to persist near the airfoil trailing edge in its entirety. In contrast, the vortical structure from the 
previous actuation cycle for F+var = 0.09 is found to have almost convected past the trailing edge 
of the airfoil. Thus, for F+var = 0.09, the time between the formation of vortical structures 
appears to match the convective time scale of the flow. This effect is interesting to note, since a 
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value of F+ = 1 is intended to allow the actuation time scale to match the convective time-scale 
of the flow. However, vortices formed in separated shear layers typically do not convect at the 
freestream velocity,43 causing there to be multiple vortical structures present in the flowfield near 
the trailing-edge of the airfoil at any given instance for the F+ = 1 case.  
In an effort to better identify and compare the vortex dynamics, swirl strength of the 
velocity field were calculated for each of the eight cycles of phase for F+var = 0.09 and F+ = 1.  
The phase-locked swirl strength contours for the F+var = 0.09 and F+ = 1 cases are presented in 
Fig.  where, subplots a), c), e), g), i), k), m), o) correspond to F+var = 0.09 and subplots b), d), f), 
h), j), l), n), p) correspond to F+ = 1. Consistent with the flowfield characteristics observed in the 
vorticity contours, the vortical structures generated in successive cycles of actuation are found to 
be more closely spaced in the swirl strength contours for F+ = 1, as compared to F+var = 0.09. 
Moreover, for F+var = 0.09, the time scale of actuation is clearly observed to match the 
convective time scale of the vortices in the flow. The closer spacing of the vortical structures as a 
result of higher dimensional frequency of actuation for F+ = 1 promotes stronger interactions 
leading to an onset of merging process between the pair of initially coherent vortical structures. 
A co-rotating vortex merging process is associated with strong dissipation of vorticity and an 
elliptic-type deformation of the vortex cores.44 These characteristics are immediately identified 
in the swirl strength contours for F+ = 1 at φ = 0°, 45°, and 90°. The vortical structures close to 
the trailing edge of the airfoil for F+ = 1 are observed to gradually coalesce, deform and dissipate 
in strength due to the mutual interactions. Such an effect is not observed for F+var = 0.09 due to 
the larger spacing between the vortical structures that inhibits any perceivable mutual 
interactions. The strong dissipation of vorticity for F+ = 1 results in weaker momentum 
entrainment near the trailing-edge region of the NLF 0414 in contrast with forcing at 
F+var = 0.09, leading to an inferior lift performance of the former in comparison with the latter. 
This inferior performance is reflected in the mean position of the shear layer which for 
F+var = 0.09 was observed, in Fig. , to be closer to the surface of the airfoil near the trailing-edge 
than F+ = 1.  
Unlike F+var = 0.09 and F+ = 1, a remarkably different mechanism governing the 
formation of coherent vortical structures is observed for the F+ = 0.25 case, presented in Fig. . 
This difference is evident by the state of the flow at the onset of actuation (φ = 0°) for F+ = 0.25, 
which is characterized by a non-localized distribution of vorticity along the shear layer close to 
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the surface of the airfoil. This broad vorticity distribution is in contrast with the F+var = 0.09 and 
F+ = 1 cases, which were characterized by locally-confined vortical structures from the previous 
actuation cycle. At φ = 90°, the distribution of vorticity in the shear layer for F+ = 0.25 is 
observed to roll up into a single coherent vortical structure, resembling an interface roll up 
process that is characteristic of the Kelvin-Helmholtz instability. This coherent structure is 
observed to amplify in size as it convects further downstream and eventually past the 
trailing-edge of the airfoil at φ = 225°. Upon convection of the vortex past the trailing-edge, the 
shear layer is observed to gradually relax back to the original state seen at the onset of the 
actuation cycle. The roll up of the shear layer into a coherent structure and the subsequent 
amplification are responsible for momentum entrainment across the potential flow and 
recirculation regions and the alleviation of separation observed when actuating at F+ = 0.25. 
3.2.4 Duty Cycle Parametric Investigation 
3.2.4.1 Performance Measurements 
Fig. 3.13 depicts the variation in the lift, drag and quarter-chord pitching moment 
coefficient for three different duty cycles, DC = 30%, 50%, and 70%. As in the previous two 
cases, the sensitivity of the airfoil performance to a change in DC is determined by holding a 
constant Cµ = 0.25% and an F+var = 0.09. The results reveal a monotonic increase in the lift and 
the magnitude of the pitching moment of the airfoil with decreasing duty cycle. Consistent with 
the results of F+ modulation, a variation of the duty cycle produces no visible change in the lift of 
the airfoil below a threshold value of the angle of attack, α = 3°, during which separation at the 
trailing edge is either completely absent or highly insignificant. The Cp distributions at α = 2°, 
5°, 7°, 9°, 11°, and 13°, shown in Fig. 3.14, are observed to be very similar in their profile for the 
range of actuation duty cycles considered in this parametric investigation. However, small but 
significant differences in the leading edge suction can be resolved upon closer inspection of the 
Cp contours. The Cp distribution at the lower duty cycles are characterized by stronger levels of 
suction near the leading edge in comparison with the Cp distributions at the higher duty cycles. 
The integrated effects of these differences are reflected in the difference in the airfoil 
performance observed due to modulation in the duty cycle of actuation.  
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3.2.4.2 Particle Image Velocimetry Measurements 
The PIV velocity and z-component vorticity fields with varying DC of actuation are 
presented in Fig. 3.15. In Fig. 3.15 subplots a) and b) correspond to DC = 30%, subplots c) and 
d) correspond to DC = 50% and subplots e) and f) correspond to DC = 70%. From the velocity 
and vorticity contours, it is observed that for the case in which actuation was performed at 
DC = 30%, the region of flow recirculation is spatially smaller, with a higher concentration of 
near-wall vorticity than the case in which actuation was performed at DC = 50%. Actuation at 
DC = 50% is, in turn, observed to have a smaller recirculation region and a higher near-wall 
vorticity concentration in comparison with DC = 70%. Thus, consistent with the performance 
measurements presented in section 3.2.4.1, alleviation of trailing-edge separation becomes 
progressively stronger as the duty cycle of actuation is decreased with the strongest alleviation 
observed for DC = 30%. 
An explanation for stronger alleviation of separation at lower duty cycles is implicitly 
contained in the definition of non-dimensional jet momentum coefficient Cµ. In the present 
study, the calculation of Cµ was based on an average momentum flux across a fixed data 
acquisition time, rather than across the “on” time of a single duty cycle. Thus, the definition of 
Cµ used in the current study represents a total energy factor over a certain period of actuation, 
providing a more realistic evaluation of power requirements for practical applications. Therefore, 
under the present definition, a low duty cycle actuation is expected to have higher blowing 
amplitude than a high duty cycle actuation for a constant average momentum flux since it is 
associated with a longer “off” time for a given period. Improved performance at lower duty cycle 
is therefore a trivial result of actuating at higher blowing amplitude, but across a shorter portion 
of the period of actuation. 
3.3 Surface Flow Visualization 
Fig. 3.16 provides a comparison of the surface flow visualization images recorded at 
α = 5°, 7°, and 13° for the NLF 0414 airfoil with actuation at F+var = 0.09 and DC = 50%, as well 
as the no blowing configuration. As discussed previously, only the slots in the proximity of the 
center span of the model are presented in the surface flow visualization images. For the cases in 
which flow control was inactive, regions of low shear stresses can be identified beyond the 
separation point marked by dashed vertical lines (Fig. 3.16 a)), where the oil droplets are not 
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scrubbed away from their initial position on the airfoil surface. In contrast, several distinct flow 
features can be seen on the surface of the airfoil in the presence of actuation, as indicated in Fig. 
3.16 b). The exit of the jet from the blowing slots into the surrounding fluid is an example of a 
turbulent jet-cross flow interaction that has been studied extensively in the past.45,46 Such flows 
are usually characterized by four different near-field vortical structures,46 the distorted shear 
layer vortices at the circumference of the deflected jet, a counter-rotating vortex pair that 
dominates the structure of the jet, horse-shoe vortices in the crossflow, and secondary vortices in 
the wake of the jet.  
 The flow over the upper surface of the airfoil immediately upstream of the blowing slots 
is similar in its behavior to a 2D stagnation flow. In the present context, a high-momentum jet 
exiting the blowing slot acts as a blockage in the path of the crossflow, forcing it to 
circumnavigate around the slot and producing a pattern of streamlines on the surface that is 
highlighted in Fig. 3.16 b). The vortices in the wake of the jet, immediately downstream of the 
slot are also easily identified in these images. Since the flow structures and interactions primarily 
occur in the off-body flowfield, surface-oil flow visualization provides limited understanding of 
these complex vortical structures. However, further downstream of the blowing slots, traces of a 
counter-rotating vortex structure can be identified in the oil flow pattern on the surface. Such out 
of plane 3D features of the interaction between the boundary layer and the blown jet were not 
resolved in the planar PIV measurements. The traces of the vortical structures left behind on the 
surface of the airfoil become increasingly weaker as the angle-of-attack is increased (Fig. 
3.16 f)). This weakening of the surface trace indicates that the vortical structures in the shear 
layer are formed progressively farther away from the surface of the airfoil as the separation point 
moves further upstream upon increasing the angle-of-attack. 
3.4 Closed-Loop Experiments 
3.4.1 Actuation Frequency Control 
As discussed in section 2.7.2, the unsteady Cp measurements at x/c = 0.90 were used to 
regulate the F+ and Cμ of the pulsed blowing system in a closed-loop architecture. Initially, only 
frequency control was performed, and the flow control parameters were set to maximize the 
supply pressure to the AFC system, which corresponded to Cμ = 0.3%. The resulting 
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performance measurements are presented in Fig. 3.17 for the airfoil with closed-loop frequency 
control, with the open-loop control results at F+var = 0.09 provided as a reference. From Fig. 
3.17, use of the closed-loop control system resulted in similar airfoil lift characteristics as the 
most effective open-loop control case. The value of Cl,max achieved by the closed-loop separation 
control was also slightly higher than that obtained from open-loop control at post-stall angles of 
attack. 
In order to understand how the EMD algorithm utilizes the flow physics of the 
trailing-edge separation in order to identify the natural frequency of the shear layer instability, 
the premultiplied pressure spectra corresponding to x/c = 0.90 are presented in Fig. 3.18 for an 
angle-of-attack range up to stall.  Much like in Fig. 3.3 a), the premultiplied spectra presented in 
Fig. 3.18 have been multiplied by a factor of ten with respect to the spectrum at the previous 
angle of attack in order to improve the visibility of traits associated with these spectra. The 
actuation frequencies selected by the EMD algorithm are also provided in Fig. 3.18 using an 
arrow symbol. It is important to note that these actuation frequencies were identified in real-time 
by the EMD algorithm, and these EMD-selected frequencies correspond to the same experiment 
as the closed-loop Cl measurements in Fig. 3.17. From Fig. 3.18, the actuation frequencies from 
the closed-loop separation control method are consistent with the frequencies of maximum 
energy in the premultiplied pressure spectra. This bias of the IMF frequencies to the 
premultiplied spectra has also been observed by Agostini and Leschziner35 when applying EMD 
to turbulence simulations.   
 The ideal lift curve of Cl = 2πα is also provided in Fig. 3.17 as a reference. The primary 
purpose of pulsed blowing on the airfoil model was to alleviate trailing-edge separation, which 
introduces considerable streamline displacement across the upper surface and a severe 
decambering of the airfoil. This decambering leads to a distinct decrease in the lift-curve slope 
from the ideal value of theoretical models. As a result, using AFC to produce attached flow 
across the airfoil trailing-edge region eliminates the primary viscous decambering effect from the 
flowfield, bringing the airfoil Cl to within a range that would be expected from theoretical 
methods. While other viscous effects, such as boundary-layer growth across the airfoil surface, 
also cause the lift-curve slope of an airfoil to deviate from the ideal theoretical value, these 
effects on the airfoil Cl are typically far less significant than those caused by separation. 
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3.4.2 Blowing Amplitude Control 
 It was observed that the Cp at x/c = 0.90 served as a good predictor of the decrease in lift 
produced at a given angle of attack relative to an ideal, inviscid value. A comparison of the 
measured lift coefficient during the wind-tunnel experiments and the relative difference in the 
measured lift coefficient (ΔCl) from Cl = 2πα is presented in Fig. 3.19 a). In comparison, the 
mean Cp value at x/c = 0.90 obtained for a corresponding ΔCl is presented in Fig. 3.19 b). From 
Fig. 3.19 b), a linear relationship between Cp at x/c = 0.90 and ΔCl was assumed (R = 0.983), 
such that by prescribing a desired value of Cp, the airfoil Cl can be controlled to within a desired 
percentage of the ideal value. By providing a state estimator for Cl using Cp at x/c = 0.90, control 
of Cμ could also be included in the closed-loop separation control method. 
 In an example, the closed-loop separation control method was used to control the Cl of 
the airfoil model to within a 90%, 85%, and 80% of the ideal value. The resulting airfoil Cl 
obtained by implementing closed-loop frequency and amplitude control of the pulsed blowing 
system is presented in Fig. 3.20. From Fig. 3.20 it can be observed that the value of Cl obtained 
with Cμ control was highly consistent with that corresponding to the desired percentage of the 
ideal Cl. There are, however, two exceptions to this observation. When the Cμ control saturates to 
the maximum amplitude achievable by the actuation system, the desired Cl cannot be achieved.  
As a result, at high angles of attack, the Cl measurements deviate from the desired Cl value that 
has been prescribed.  The second exception is at low angles of attack when Cl is prescribed to be 
some small percentage (i.e., < 90%) of the ideal value. For example, when setting Cl to be 80% 
of the ideal value, the AFC system does not engage until 9°, and thus, the measured Cl for 
α = 6° – 8° is less than the desired value. This undershoot in the measured Cl occurs due to the 
change in the airfoil Cp distribution produced by AFC. The Cp at x/c = 0.90 when AFC is 
engaged is distinctly different from that when AFC is not engaged, and the Cp threshold that 
produces Cl = (0.8)2πα is not exceeded, even though the measured Cl is less than the desired 
value. This limitation can be overcome in future studies by employing a switching control 
system for actuated and non-actuated configurations and more accurately compensating for the 
small variation in the zero-lift angle of attack between successive performance polars. Despite  
this shortcoming, the closed-loop separation control method was observed to effectively detect 































Fig. 3.1 Cp distributions and corresponding surface flow visualization images of the 












































Fig. 3.1 (cont.) Cp distributions and corresponding surface flow visualization images of the 















































a) b)  
Fig. 3.3 a) Power spectral densities of unsteady Cp measured at x/c = 0.9 with varying angle 
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Fig. 3.4 Performance comparison of NLF 0414 for different non-dimensional jet 





















































Fig. 3.5 Comparison of the pressure distributions (Cp) around NLF 0414 for two different 
non-dimensional jet momentum coefficients (Cµ) at α = 2°, 5°, 7°, 9°, 11°, and 13° 








































































Fig. 3.6 Performance comparison of NLF 0414 for different non-dimensional actuation 























































Fig. 3.7 Comparison of the pressure distribution (Cp) around NLF 0414 for no blowing, 







































































   
 
   
 
   
 
   
 
   
Fig. 3.8 Velocity and vorticity contours across trailing-edge region for no-blowing (a) and 
b)), steady blowing (c) and (d)), F+ = 0.25 (e) and f)), F+ = 1 (g) and h)), F+ = 2 (i) and j)) 









   
Fig. 3.8 (cont.) Velocity and vorticity contours across trailing-edge region for no-blowing 
(a) and b)), steady blowing (c) and (d)), F+ = 0.25 (e) and f)), F+ = 1 (g) and h)), F+ = 2 (i) 
and j)) and F+var = 0.09 (k) and l)). 
 
 
   
 
   
 
   
Fig. 3.9 Velocity fields across trailing-edge region for F+var = 0.09 (a), c), e), g), i), k), m) and 
o)) and F+ = 1 (b), d), f), h), j), l), n) and p)). Arrows track the motion of ripples in the shear 
layer due to the interaction between the high momentum fluid in the potential flow region 












   
 
   
 
   
 
   
Fig. 3.9 (cont.) Velocity fields across trailing-edge region for F+var = 0.09 (a), c), e), g), i), k), 
m) and o)) and F+ = 1 (b), d), f), h), j), l), n) and p)). Arrows track the motion of ripples in 
the shear layer due to the interaction between the high momentum fluid in the potential 










   
Fig. 3.9 (cont.) Velocity fields across trailing-edge region for F+var = 0.09 (a), c), e), g), i), k), 
m) and o)) and F+ = 1 (b), d), f), h), j), l), n) and p)). Arrows track the motion of ripples in 
the shear layer due to the interaction between the high momentum fluid in the potential 
flow region with the low momentum fluid in the shear layer. 
 
 
   
 
   
 
   
Fig. 3.10 Vorticity contours across trailing-edge region for F+var = 0.09 (a), c), e), g), i), k), 










   
 
   
 
   
 
   
 
   
Fig. 3.10 (cont.) Vorticity contours across trailing-edge region for F+var = 0.09 (a), c), e), g), 









   
 
   
 
   
 
   
 
   
Fig. 3.11 F+ = 0.25 phase-locked velocity fields (a), c), e), g), i), k), m) and o)) and vorticity 














   
 
   
 
   
Fig. 3.11 (cont.) F+ = 0.25 phase-locked velocity fields (a), c), e), g), i), k), m) and o)) and 




















   
 
   
 
   
 
   
 
   
Fig. 3.12 Swirl strength contours across trailing-edge region for F+var = 0.09 (a), c), e), g), i), 









   
 
   
 
   
Fig. 3.12 (cont.) Swirl strength contours across trailing-edge region for F+var = 0.09 (a), c), 





















Fig. 3.13 Performance comparison of NLF 0414 for different duty cycles (DC) 



















































Fig. 3.14 Comparison of the pressure distributions (Cp) around NLF 0414 for DC = 30%, 






































































   
 
   
 
   
Fig. 3.15 Velocity and Vorticity contours across trailing-edge region for DC = 30% (a), b)), 




















a)        b)  
  
c)        d)  
  
e)        f) 
Fig. 3.16 Comparison of the surface flow visualization images for the actuated and 





Fig. 3.17 Airfoil performance comparison between closed-loop and open-loop 




Fig. 3.18 Premultiplied spectra of Cp at x/c = 0.90 for NLF 0414 airfoil along with 

















Open-Loop F+var = 0.09
Open-Loop F+ = 1















 = 9 deg
 = 10 deg
 = 11 deg
 = 12 deg










Fig. 3.19 Relationship between lift decrease and steady Cp at x/c = 0.90: a) no-blowing Cl 
























































Fig. 3.20 Performance results of closed-loop control of trailing-edge separation 
(Rec = 1.0 × 106); control of actuation frequency and amplitude used to set Cl to a 
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Chapter 4  






 In the current study, control of trailing-edge separation was achieved on an NLF 0414 
airfoil in off-design conditions using active unsteady flow control. The NLF 0414 airfoil is 
associated with a well-defined trailing-edge separation as evident by a distinct change in the lift 
curve slope of the airfoil beyond α = 3° and corroborated by the surface pressure measurements 
and flow visualization results. The current investigation was motivated by a desire to improve 
the performance of the NLF 0414 beyond the design angle-of-attack range using active unsteady 
flow control.  
All of the experiments were conducted at a chord-based Reynolds number, 
Rec = 1.0 × 106 in a 3-ft × 4-ft low-speed, low-turbulence wind tunnel. Unsteady actuation was 
constituted by means of fast-switching solenoid valves connected to blowing slots located at 
x/c = 0.75 on the upper surface of the airfoil model. The mass flow rate was precisely controlled 
using a pressure regulator and a mass flow meter. In addition to acquiring steady pressure 
measurements for evaluating the performance of the airfoil, high-frequency unsteady surface 
pressure measurements were also acquired to characterize the spectral content of the relevant 
modes in the unsteady flowfield around the trailing edge of the NLF 0414 airfoil. The center 
frequencies from the spectra of unsteady Cp were observed to correspond to a constant Strouhal 
number of 0.09 by utilizing the projected height of the aft quarter-chord of the airfoil (csinα/4), 
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as the characteristic length scale. Actuation at the center frequencies was hypothesized to excite 
the natural instabilities in the shear layer leading eventually to the alleviation of separation at the 
trailing-edge region of the airfoil. 
A set of open-loop trailing-edge separation control experiments were first conducted to 
parametrically investigate the effects of primary forcing parameters, i.e., Cµ, F+ and DC, on the 
performance of the airfoil. A monotonic increase in Cl/Cd was observed with increasing 
magnitude of Cµ as the introduction of a higher momentum jet into the boundary layer produced 
stronger pressure recovery across the trailing-edge region of the airfoil.  
Additionally, actuation at F+var = 0.09, F+ = 0.25 and F+ = 0.5 were observed to produce 
significant improvements in Cl/Cd as compared to F+ = 1, F+ = 2 and steady actuation for a fixed 
value of Cµ. Planar PIV data acquired across a horizontal plane at the trailing-edge region of the 
airfoil model revealed higher concentrations of vorticity near the surface of the airfoil for the 
F+var = 0.09, F+ = 0.25 and F+ = 0.5 cases indicating a greater degree of momentum mixing in 
the shear layer in comparison with the other actuation cases. Phase-locked planar PIV were also 
acquired to understand the spatio-temporal evolution of the flowfield for F+var = 0.09, F+ = 1 and 
F+ = 0.25. For the F+var = 0.09 case, the time-scale of the formation of coherent structures in the 
shear layer was observed to match the convective time scale of the flow. On the other hand, for 
F+ = 1, vortical structures were observed to be more closely spaced in the shear layer causing 
them to merge and dissipate in strength due to their mutual interactions. The enhanced level of 
dissipation for F+ = 1 resulted in weaker momentum entrainment near the trailing edge of the 
airfoil and in turn an inferior performance of airfoil in comparison with actuation at F+var = 0.09. 
A significantly different mechanism for separation control was observed for F+ = 0.25. An 
initially non-localized distribution of vorticity in the shear layer was observed to undergo a 
Kelvin-Helmholtz type roll up process leading to the formation of a single, coherent vortical 
structure that was responsible for the alleviation of separation observed when actuating at 
F+ = 0.25.  
The performance of the airfoil was also found to increase monotonically with decreasing 
duty cycle of actuation for a fixed value of Cµ. This observation was also corroborated by the 
PIV measurements acquired at the corresponding actuation duty cycles. Since Cµ was defined to 
represent a total energy factor over a certain period of actuation, the higher effectiveness at the 
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lower duty cycles was found to be a result of higher blowing amplitude associated with a low 
duty cycle actuation for a constant average momentum flux over an actuation period.  
The results from the open-loop separation control experiments were used to design a 
robust yet adaptive closed loop controller. Advanced signal processing techniques were used to 
extract the frequencies of natural instabilities in the flowfield in real time. These frequencies 
were found to correspond to the center frequencies of the pre-multiplied spectra of unsteady Cp. 
Performance measurements revealed that the closed-loop control case was equally or more 
effective than the open-loop actuation configurations utilized in this study. Control of Cµ was 
achieved through the design of a simple proportional controller wherein the mean Cp at x/c = 0.9 
was utilized to estimate the state of the flow and the extent of trailing-edge separation. Blowing 
amplitude and actuation frequency were controlled simultaneously to maintain a desired 

















 The experimental uncertainties associated with the results from the current investigation 
are presented in this chapter. The uncertainty in a measurement is described by Kline and 
McClintock47 and Airy48 as a “possible value that an error may have”. An analysis of 
uncertainties is important in assessing the significance of the scatter associated with experimental 
results over multiple trials.49 This assessment was necessary to provide a more robust 
interpretation of the experimental results. Experimental uncertainties can be classified as “fixed” 
or “random” based on the temporal characteristics of the error source and the process 
variability49.  
 The “random” or “sampling” uncertainty (UX) associated with a set of N observations of 







where t is the Student’s t statistic appropriate for the number of samples N and the desired 
confidence interval, S(N) is the standard deviation of the set of N observations used to calculate 




The “fixed” or “bias” uncertainty (UR) associated with the result of an experiment (R), 
represented by, 
 nxxxRR ,...,, 21  (5.2)
is expressed at the same odds as were used to estimate the uncertainties of each of the 
independent variables (xi), by taking a root-square-sum of the corresponding uncertainty 






























Using the aforementioned method, the resulting “bias” uncertainties associated with the flow 
conditions, pressure and performance coefficients, and active flow control parameters were 
calculated using the equations presented in section 5.1. A detailed derivation of these equations 
is presented in Ansell40. The resulting “sampling” uncertainty associated with the PIV 
measurements were also calculated using the methods described above and are discussed 
subsequently in section 5.2 .  
5.1 Uncertainty in Performance Measurements 
5.1.1 Uncertainty in Flow Conditions 
 The uncertainties associated with the flow conditions at which the experiments were run 
were calculated using the equations presented in this section. Examples of uncertainty values at 
95% confidence level and at a reference condition are presented in Table 5.1. The results include 
estimates of the uncertainty in freestream dynamic pressure, atmospheric density, dynamic 
viscosity, freestream velocity, and Reynolds number. These uncertainties were calculated using, 











































































































ambamb    
(5.8)
5.1.2 Uncertainty in Pressure and Performance Coefficients 
 The uncertainties associated with the pressure and performance coefficient results, i.e., 
Cp, Cl, Cm and Cd were calculated using the equations presented in this section. Examples of 
uncertainties from this section at the reference condition are presented in Table 5.2. Similar to 
the previous section, these uncertainties are reported at a 95% confidence level. The uncertainties 
in the pressure and performance coefficients were calculated using, 




































































































































































5.1.3 Uncertainty in Active Flow Control Parameters 
 The uncertainties associated with the non-dimensional actuation frequency, duty cycle 
and jet momentum coefficient were calculated using equations presented in this section. Example 
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 Table 5.1 Example uncertainties for test conditions of NLF 0414 airfoil model at 
Rec = 1 × 106 and α = 7° 
Parameter Reference Value Absolute Uncertainty Relative Uncertainty (%) 
c 18 in ±0.005 in ±0.0278 
α 6.991° ±0.02° ±0.2861 
q∞,Setra 0.09602 psi ±0.000771 psi ±0.8026 
q∞,PSI 0.09527 psi ±0.001425 psi ±1.4961 
Pamb 14.45 psi ±0.008 psi ±0.0554 
Tamb 526.8 °R ±1.8 °R ±0.3417 
ρamb 2.302 × 10-3 slugs/ft3 ±7.867 × 10-6 slugs/ft3 ±0.3417 
μamb 3.783 × 10-7 lb-s/ft2 ±1.270 × 10-9 lb-s/ft2 ±0.3358 
U∞ 109.6 ft/sec ±0.1873 ft/sec ±0.1709 






Table 5.2 Example uncertainties for airfoil pressure and performance coefficients of 
NLF 0414 airfoil model at Rec = 1 × 106 and α = 7° 
Parameter Reference Value Absolute Uncertainty Relative Uncertainty (%) 
Cp 5 psi (x/c = 0.10) -1.4449 ±0.043530 ±3.0130 
Cp 1 psi (x/c = 0.40) -0.9870 ±0.020833 ±2.1107 
Cl 0.99125 ±0.016006 ±1.6147 
Cm -0.05245 ±0.001844 ±3.5160 
Cd 0.02471 ±0.000752 ±3.0410 
 
Table 5.3 Example uncertainties for active unsteady flow control parameters of NLF 0414 
airfoil model at Rec = 1 × 106 and α = 7° 
Parameter Reference Value Absolute Uncertainty Relative Uncertainty (%) 
F+var 0.09 ±0.000198 ±2.1946 
F+ 0.25 ±0.001873 ±0.7490 
Cµ 0.00254 ±0.000123 ±4.8299 
DC 50 ±0.364430 ±0.7289 
 
5.2 PIV Uncertainty Analysis 
 The uncertainty associated with the PIV acquisition was estimated using methods 
described by Lazar et al.50 These methods account for four major sources of uncertainty: 
Equipment uncertainty, uncertainty in Particle Dynamics, Sampling and Processing uncertainties. 
 Equipment uncertainty (UE) includes uncertainties associated with the calibration scale, 
image distortion, jitter in the laser pulse timing and the accuracy of the delay generator used to 
control the timings of the laser and camera system.  
The uncertainty in the Particle Dynamics (UL) accounts for the out-of-plane motion of the 
seed particles and a lag in the motion of these particles with respect to the local flow velocity 
caused primarily due to the Stokes drag force, particularly in regions with large velocity 
gradients. The particle lag velocity can be calculated using, 
21
18
p p p p p p
f p
f p p
d u x u y
u u
x t y t


    
        
 (5.17)
where uf  is the local velocity of the fluid, up is the velocity of the seed particle, ρp is the density 
of the seed particles, dp represents the particle diameter, µf represents the fluid viscosity and xp 
and yp represent the local coordinate directions.    
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 The time-averaged PIV vector fields and statistics reported in this investigation were 
derived from a set of instantaneous velocity vector fields recorded at statistically independent 
instances in time. The Sampling uncertainty (US) in the time-averaged PIV results was used to 
evaluate the scatter associated with these instantaneous velocity vector fields at a given 
confidence interval. In the current investigation, the sampling uncertainty was estimated by 
assuming a Gaussian distribution of statistically independent instantaneous velocity fields 
following a process that is identical to that outlined in the introduction to this chapter. Thus, the 
scatter in the flow velocity (σV) evaluated at a certain confidence level around the sample mean 








    (5.18)
Processing uncertainty (UP) is used to evaluate the accuracy and reliability of the digital 
processing techniques, particularly the image pre- and post-processing algorithms, filtering 
procedures and cross-correlation methods that are employed to transform the raw particle image 
pairs into meaningful vector fields. The processing uncertainty was evaluated by generating 
synthetic image pairs for the flowfield of interest based on the input velocity field using a 
synthetic PIV program created within a MATLAB environment. These synthetic image pairs 
were then processed using identical processing steps as were used with the acquired particle 
image pairs in order to obtain the corresponding vector fields. The processing uncertainty was 
then calculated by comparing the vector fields generated by the particle image pairs acquired 
during experimentation with those produced by the synthetic image pairs. 
As with the performance uncertainties, the total PIV uncertainty (UT) can be calculated 
through a root-mean-square sum of the individual uncertainties from four dominant sources 
discussed above. The total PIV uncertainty was calculated using, 
2 2 2 2
T E L S PU U U U U     (5.19)
The freestream normalized uncertainties in the streamwise and transverse velocity field 
measurements for the baseline airfoil at Rec = 1 × 106 and α = 7° is presented in Fig. 5.1. The 
corresponding uncertainties for the case in which actuation was performed at F+var = 0.09 is 
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presented in Fig. 5.2. Similar to the uncertainties in the performance measurements, the 
uncertainty associated with PIV acquisition is reported at a 95% confidence level. 
 
5.3 Chapter 5 Figures 
 
a)      b)  
Fig. 5.1 PIV Uncertainty for freestream normalized a) streamwise and b) transverse 
velocity components for the baseline airfoil at Rec = 1 × 106 and α = 7°. 
 
a)      b)  
Fig. 5.2 PIV Uncertainty for freestream normalized a) streamwise and b) transverse 
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