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Abstract
The demand for computational resources is steadily increasing in experimental
high energy physics as the current collider experiments continue to accumulate
huge amounts of data while physicists indulge in more complex and ambitious
analysis strategies. This is especially true in the fields of hadron spectroscopy and
flavour physics where the analyses often depend on complex multidimensional
unbinned maximum-likelihood fits, with several dozens of free parameters, with
the aim to study the quark structure of hadrons.
Graphics processing units (GPUs) represent one of the most sophisticated and
versatile parallel computing architectures that are becoming popular toolkits for
high energy physicists to meet their computational demands. GooFit is an
upcoming open-source tool interfacing ROOT/RooFit to the CUDA platform on
NVIDIA GPUs that acts as a bridge between the MINUIT minimization algorithm
and a parallel processor, allowing probability density functions to be estimated on
multiple cores simultaneously.
In this article, a full-fledged amplitude analysis framework developed using
GooFit is tested for its speed and reliability. The four-dimensional fitter
framework, one of the firsts of its kind to be built on GooFit, is geared towards
the search for exotic tetraquark states in the B0 → J/ψKpi decays that can also
be seamlessly adapted for other similar analyses. The GooFit fitter running on
GPUs shows a remarkable speed-up in the computing performance when
compared to a ROOT/RooFit implementation of the same, running on multicore
CPU clusters. Furthermore, it shows sensitivity to components with small
contributions to the overall fit. It has the potential to be a powerful tool for
sensitive and computationally intensive physics analyses.
Keywords: High Energy Physics; Flavour Physics; Exotic Hadron Spectroscopy;
GPU; CUDA; GooFit; Unbinned Maximum Likelihood
Introduction
Quantum chromodynamics (QCD) is the quantum field theoretical description of
strong interaction between the quarks and gluons that make up composite hadrons
observed in nature. Due to the complex nature of this non-abelian gauge theory
with peculiar features like “colour confinement” and “asymptotic freedom” [1–4],
it is very hard to study the nature of this interaction analytically, especially at low
energy regimes. In the last 15 years, experimental evidences for a large variety of
new multiquark bound states, allowed by QCD, have been found that do not fit the
expectations for the conventional quark model (qq′q′′ baryons or qq¯′ mesons). The
exact nature of many of these states still remains a puzzle; even though some of
them are confirmed by multiple experiments, all the quantum numbers of each state
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are still not experimentally determined. Spectroscopic studies of such heavy-flavor
states can provide a deeper understanding of the underlying dynamics of quarks
and gluons at the hadron mass scales as well as a valuable insight into various QCD
inspired phenomenological models [5, 6].
The manifestly exotic charged charmonium-like Z states, which are strong candi-
dates for tetraquark states with a possible quark content of |cc¯du¯〉, can be studied
in ongoing collider experiments, namely ATLAS, Belle II, BESIII, CMS, and LHCb.
To ascertain the presence of such states with a high degree of significance in three-
body decays B0 → ψ(nS)K+pi−, complex multidimensional unbinned maximum-
likelihood (UML) fits on tens of thousands of data points, with several dozens of free
parameters, must be performed, thus requiring a considerable amount of computa-
tional resources. The traditional high-energy physics (HEP) analysis tools such as
ROOT [7] and its RooFit package [8] may require very long processing times (even
days, depending on the complexity of the model under investigation) even when
they are run on big clusters comprising multiple CPUs.
In this article, we explore the scope of an advanced GPU-accelerated comput-
ing setup to reduce the processing times of such complex multidimensional fits
frequently occurring in the HEP field.
An amplitude analysis of the three body decay B0 → J/ψKpi
The rare exotic Z states can appear as J/ψpi resonances in the quasi 2-body decay
B0 → Z−K+ → J/ψpi−K+, where the J/ψ decays into a µ+µ− pair (inclusion
of the charge conjugate mode B¯0 → Z+K− → J/ψpi+K− is always implied).
However, the decay process is dominated by the intermediate K∗(→ Kpi) resonances
in the quasi 2-body decay B0 → J/ψK∗ [9]. These ten kinematically allowed kaonic
resonances can interfere with one another as well as with the Z states.
Three-body decays with intermediate resonant states, such as P → D1 + Dres,
Dres → D2 +D3, are generally analysed using a technique pioneered by Dalitz [10].
Here, P is the parent particle, D1 is one of its daughters, Dres is the other daughter
which, being an intermediate resonance, decays into D2 and D3. A two-dimensional
scatter plot of m2D1D2 vs. m
2
D2D3
(invariant mass squared of any two daughters),
known as Dalitz plot, shows a nonuniform distribution due to the interfering in-
termediate resonances, thus to the decay dynamics. If at least one of the three
daughters in the decay is a vector state instead of a pseudoscalar, the traditional
Dalitz plot approach becomes insufficient as the angular variables are implicitly
integrated over, leading to a loss of information about angular correlations among
the decay products.
The K∗-only model
The kinematics of the process B0 → J/ψKpi, J/ψ → µ+µ− can be completely
described by a four-dimensional variable space
Φ ≡ (mKpi,mJ/ψpi, θJ/ψ, ϕ) . (1)
The two angles, θJ/ψ and ϕ are illustrated in Fig. 1.
The total decay amplitude of B0 → J/ψKpi is represented by a coherent sum of
the Breit-Wigner (BW) contributions associated with all the kinematically allowed
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Figure 1 A sketch illustrating the definition of two independent angular variables, θJ/ψ and ϕ, for
the amplitude analysis of B0 → J/ψKpi decays.
intermediate resonant states. The angle-independent part of the decay amplitude
for each resonance R is given by [11]:
AR
(
m2R
)
=
F
(LB)
B
(
pB
MB
)LB
F
(LR)
R
(
pR
mR
)LR
M2R −m2R − iMRΓ(mR)
, (2)
where the mass-dependent width of the resonance R is:
Γ(mR) = Γ0
(
pR
pR0
)2LR+1(MR
mR
)
F 2R (3)
and
• mR is the running invariant mass of the two daughters of R (e.g., mR = mKpi
for a K∗);
• MB is the B0 meson mass;
• MR is the nominal mass of R;
• LB (LR) is the orbital angular momentum in the B0 (R) decay;
• pB is the B0 daughter momentum (i.e R momentum) in the B0 rest frame;
• F (LB)B and F (LR)R are the Blatt-Weisskopf form factors [12] for B0 and R decay,
respectively, with the superscript denoting the orbital angular momentum of
the (sub-)decay;
• Γ0 is the nominal width of R;
• pR and pR0 are the momenta of R daughters in the former’s rest frame, cal-
culated from the running and pole mass of R, respectively.
The angle-dependent part of the amplitude is obtained using the helicity formal-
ism [13]. For each K∗ resonance, it is given by
AK
∗
λξ (Φ) = H
K∗
λ A
K∗(m2Kpi) dJ(K∗)λ0 (θK∗)eiλϕd1λξ(θJ/ψ) (4)
where, AK
∗(
m2Kpi
)
, defined in Eq. (2), is explicitly written for R ≡ K∗ and
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• J(K∗) is the spin of the considered K∗ resonance;
• λ is the helicity of the J/ψ (the quantisation axis being parallel to the K∗
momentum in the J/ψ rest frame). In general, λ can take the values −1, 0
and 1. For K∗s with zero spin, only λ = 0 is allowed;
• ξ is the helicity of the µ+µ− system;
• HK∗λ is the complex helicity amplitude for the decay via the intermediate K∗;
• dJ(K∗)λ0 (θK∗) and d1λξ(θJ/ψ) are the Wigner small-d functions;
• θK∗ is the K∗ helicity angle, i.e. the angle between K momentum the in K∗
rest frame and the K∗ momentum in the B0 rest frame (Fig. 1);
• θJ/ψ is the J/ψ helicity angle, i.e. the angle between µ+ momentum in the
J/ψ rest frame and J/ψ momentum in the B0 rest frame; and
• ϕ is the angle between the J/ψ → µ+µ− and K∗ → Kpi decay planes.
The signal density function, to be used in the UML fit, is obtained after appro-
priately summing over the helicity states and is given by
S(Φ) =
∑
ξ=1,−1
∣∣∣∣∣∣
∑
K∗
∑
λ=−1,0,1
AK
∗
λξ
∣∣∣∣∣∣
2
(5)
The sum over K∗ includes all kinematically allowed resonance states up to mKpi =
2.183 GeV, namely K∗0 (800), K
∗(892), K∗(1410), K∗0 (1430), K
∗
2 (1430), K
∗(1680),
K∗3 (1780), K
∗
0 (1950), K
∗
2 (1980), and K
∗
4 (2045). As the expression in Eq. (5) is
sensitive only to the relative phases and amplitudes, we have the freedom to fix one
overall phase and amplitude in the fit. The helicity amplitude of the K∗(892), the
dominant resonance, is chosen to be fixed, for λ = 0:∣∣∣HK∗(892)0 ∣∣∣ = 1 , arg(HK∗(892)0 ) = 0 (6)
The masses and widths of all the resonances are fixed to their world-average val-
ues [14].
The LASS parametrization
Generally, P- and D-waves states are considered to be well described by narrow
resonance approximations. For the Kpi system, the low mass S-wave K∗0 (800) ap-
pears as a broad peak calling for a more careful treatment. The LASS experiment at
SLAC used an effective range expansion to model the low-energy behaviour of such
Kpi S-wave [15]. We use a similar parametrization where the angle-independent part
of the amplitude is a nonresonant contribution interfering with the scalar K∗0 (1430)
BW amplitude:
ALASS =
mKpi
qKpi
sin θBe
iθB + 2e2iθB
(
m2K∗0 (1430)
/qK∗0 (1430)
)
ΓK∗0 (1430)
M2K∗0 (1430)
−m2Kpi − iMK∗0 (1430)Γ(mKpi)
, (7)
with
cot θB =
1
a qKpi
+
1
2
b qKpi and, a = 1.95 GeV
−1, b = 1.76 GeV−1, (8)
where
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• mKpi is the running mass of the Kpi system;
• qKpi is the momentum of one of the K∗ daughters in the K∗ rest frame;
• Γ (mKpi) is the running resonance width.
Therefore, the signal density with the LASS parametrization for the low-mass Kpi
S-wave becomes
S(Φ) =
∑
ξ=1,−1
∣∣∣∣∣∣HLASS0 ALASS0ξ +
∑
K∗′
∑
λ=−1,0,1
AK
∗′
λξ
∣∣∣∣∣∣
2
. (9)
Model including exotic Z resonances
For the decay B0 → KZ (→ J/ψpi), J/ψ → µ+µ− where the Z can either be a
Z(4200), and/or a Z(4430), or any other exotic charged state, the angle-dependent
amplitude is given as
AZλ′ξ(Φ) = H
Z
λ′A
Z
(
m2J/ψpi+
)
d
J(Z)
0λ′ (θZ)e
iλ′ϕ˜d1λ′ξ(θ˜J/ψ)e
iξα (10)
where,
• J(Z) is the spin of the Z resonance, we consider only 1+ spin-parity of the
Zs as per Belle’s result [9];
• λ′ is the helicity of the J/ψ (quantisation axis parallel to the pi momentum in
the J/ψ rest frame);
• ξ is the helicity of the µ+µ− system;
• HZλ′ is the complex helicity amplitude for the decay via the intermediate Z;
• dJ(Z)0λ′ (θZ) and d1λ′ξ(θ˜J/ψ) are the Wigner small-d functions;
• θZ is the Z helicity angle, i.e. the angle between K and pi momenta in the Z
rest frame;
• θ˜J/ψ is the J/ψ helicity angle, i.e. the angle between µ and pi momenta in the
J/ψ rest frame;
• ϕ˜ is the angle between the (µ+, µ−) and (K,pi) planes in the J/ψ rest frame;
• α is the angle between the (µ+, pi) and (µ+,Kpi) planes in the J/ψ rest frame.
The amplitudes for different λ′ values are related by parity conservation:
HZλ′ = −P (Z)(−1)J(Z)HZ−λ′ (11)
After inclusion of the Z component, the signal density function of Eq. (5) becomes
S(Φ) =
∑
ξ=1,−1
∣∣∣∣∣∣
∑
K∗
∑
λ=−1,0,1
AK
∗
λξ +
∑
Z
∑
λ′=−1,0,1
AZλ′ξ
∣∣∣∣∣∣
2
(12)
The signal density function of the charge conjugate decay, identified through the
charge of the K (or pi) differs only in the sign of ϕ. The implementation of this
model takes into account this switching of sign and also allows for a possible flavour
mis-tagging (typically a few %). For the full fit model with ten K∗s and two Zs
as well as considering the floating masses and widths for some of the resonances,
the total number of free parameters in the 4D probability density function (PDF)
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can exceed 60. The large number of free parameters coupled with a complex PDF,
which requires many internal mathematical operations to be executed at each step
of the UML fit, poses a real computational challenge.
Fit model implementation in GooFit
The amplitude analysis fit model described in the previous section is implemented
using the novel GPU based GooFit [16, 17] framework because the standard RooFit
tool designed to perform such UML fits requires excessive processing time to con-
verge. GooFit is an under-development open source analysis tool, used in the HEP
applications for parameters estimation, which interfaces ROOT to the CUDA par-
allel computing platform on NVIDIA GPUs [18]. GPU-accelerated computing en-
hances application performances by offloading a sequence of elementary but com-
putationally intensive operations to the GPU to be processed in parallel, while the
remaining code still runs on the CPUs. GooFit acts as an interface between the
MINUIT [19] minimization algorithm and the GPU, which allows any PDF to be
evaluated in parallel over a huge amount of data. Fit parameters are estimated at
each negative-log-likelihood (NLL) minimization step on the host side (CPU) while
the PDF/NLL is evaluated on the device side (GPU). Since GooFit is still a limited
open source tool, being developed by the users themselves according to their specific
needs, significant sections needed for our fit implementation have been either newly
encoded or adapted starting from the existing classes and methods.
Timing comparison
The computing capabilities of GPUs versus CPUs are tested by generating and
fitting three sets, each comprising 10,000 Monte Carlo (MC) events (pseudo-
experiments) of increasing complexity (number of K∗s) of the fit model previously
described. The fitter implemented in ROOT/RooFit is run on an Intel Xeon cluster
with 24 CPUs whereas the GooFit version is run on NVIDIA Tesla K40 GPU with
2880 CUDA cores. As the timing test models are for the demonstration purpose
only, they are much less complex than the full model required for the analysis, and
process a smaller number of events than that expected from a collider experiment.
As shown in Fig. 2, it becomes almost impossible to run the fitter on CPUs within
any reasonable timescale when the number of fit parameters is increased. The GPU-
based GooFit application provides a striking speed-up in performance with respect
to the CPU-based RooFit application. The latter gets so time-expensive that it can
become unreliable once the full number of parameters is adopted in the fit model.
Fit validation
The validation is performed by generating, through MC technique, a distribution
according to the fit model and then checking, as a result of fitting the same dis-
tribution, that the best estimates of parameters returned by the fit are consistent
with their input values.
Validation with the K∗-only model
A pseudo-data sample of one million events is generated with the ten K∗s mentioned
in Section 2 with their masses and widths fixed to the nominal values. The helicity
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Figure 2 Comparison of time required by RooFit (CPU-based) and GooFit (GPU+CPU based)
fitter frameworks to fit three data sets of 10,000 pseudo-experiments, each generated and fitted
according to models of increasing complexity in terms of the number of K∗ components.
Figure 3 Projection of mKpi spectrum of the 4D dataset (black points with error bars) generated
according to an ideal signal model. The fit result (red points with error bars) is superimposed
along with the individual signal components corresponding to the different K∗s. The post-fit
values of the helicity amplitude parameters and fit fractions for each component are also displayed.
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Figure 4 Projection of (from top to bottom) mJ/ψpi , cos θJ/ψpi , and ϕ of the 4D dataset
generated according to an ideal signal model (black points with error bars). The fit result (red
points with error bars) is superimposed along with the individual fit components corresponding to
different K∗s.
amplitude parameters for each of these resonances are fixed to the values obtained
by Belle [9].
The mKpi projection of the fit to the generated dataset is shown in Fig. 3 and
the other projections are in Fig. 4. The consistency of the post-fit values of the free
parameters is checked by comparing the pull distributions (normalised residuals)
with their generated values as shown in Figs. 5 and 6.
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Figure 5 Comparison of generated and post-fit values of the amplitude parameters (above) and
the corresponding pull distribution (below) obtained from a fit to events generated with all the
ten K∗ resonances. The green lines define a ±3σ band.
As the exact contribution of each resonance to the total signal cannot be precisely
evaluated due to interference effects, an approximate measure is provided through
the fit fractions. The fit fraction of the j-th resonance Rj is given by
FFj =
∫
Ω
|ARj (Φ)|2d~x∫
Ω
|S(Φ)|2d~x (13)
where Ω is the four dimensional domain for the set of variables Φ (Eq. (1)) and S(Φ)
is the signal function defined in Eq. (12). The numerator of Eq. (13) is obtained
by setting to zero all the other helicity amplitudes at post-fit level. The sum of all
the fit fractions is not constrained to 100% as a consequence of the non-unitarity of
the model which stems from the constructive and destructive effects of interference
between the resonances.
Sensitivity of the fitter to Z contributions
Validation exercises are performed for a) the K∗-only model but with the LASS line-
shape used for the S-wave, and b) model with all ten K∗s together with Z(4200) and
Z(4430) resonances. The mass, width, and helicity amplitudes of the Z resonances
are fixed to the values obtained by Belle [9]. It is found that the post-fit values
of parameters are consistent with the ones used for generation in both cases. The
fit fractions of the Z-components are found to be small (about a few percent) as
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Figure 6 Comparison of generated and post-fit values of the phase parameters (above) and the
corresponding pull distribution (below) obtained from a fit to events generated with all the ten
K∗ resonances. The green lines define a ±3σ band.
expected from the Belle results. This confirms that the fitter is capable of correctly
detecting Z contributions even if they are relatively small.
Since the Z contributions are expected to be small, we need to ensure that the
fitter does not artificially generate Z peaks owing to statistical fluctuations or al-
ternative parametrizations of K∗ signals such as the LASS lineshape. Pseudo-data
is generated with only ten K∗s and fitted with a [ten K∗s + Z(4200) + Z(4430)]
model. The fit fraction for both Z(4200) and Z(4430) are found to be 0.01%. From
Figs. 7 and 8, it can be seen that the post-fit helicity amplitude values for the K∗s
are close to their generated values indicating that the contribution of the Zs are
indeed consistent with zero.
Similarly, another set of pseudo-data was generated with all K∗s (with LASS for
the S-wave) and fitted with an “all K∗s (with LASS) + Z(4200) + Z(4430)” model.
The fit fractions for Z(4200) and Z(4430) are found to be 0.002% and 0.003%,
respectively. Similar to the earlier test, the post-fit helicity amplitude values for the
K∗s are found to be close to their generated values signifying that the contribution
of the Zs are again consistent with zero.
Applicability to real-life use cases
An accurate representation of real data from collider experiments would require
the inclusion of detection efficiency and background contamination. Keeping that
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Figure 7 Comparison of generated and post-fit values of the amplitude parameters (above) and
the corresponding pull distribution (below) obtained when a dataset generated with ten K∗s is
fitted with the [ten K∗s + Z(4200) + Z(4430)] model. The green lines define a ±3σ band. The
pulls for the Z components are not defined because the Zs are not present in the generation
model.
in mind, the fit framework is developed in such a way that the efficiency and back-
ground models of suitable dimensions can be easily included in the form of analytical
functions or binned templates. Generic shapes for efficiency (Fig. 9) and background
(Fig. 10) in the form of 2D Bernstein polynomials are adopted to test the effective-
ness of the fitter with efficiency and background included. Each of the 4D efficiency
and background shapes is passed into the fitter as 2D (mass variables) × 2D (angu-
lar variables) histograms since the masses and the angles are expected to be fully
(or at least mostly) uncorrelated.
Typically the background levels found in dedicated B-physics experiments (like
Belle and LHCb) are of the order of a few percent [9]. For this test, the fraction is set
to a higher value keeping in mind general purpose detectors like CMS and ATLAS
that may record signals with slightly less purity due to the absence of dedicated
hadron identification systems. One million pseudo-data are generated and fitted
with a model including all ten K∗s, two Zs as well as the relative efficiency and
background parametrizations. The relative efficiencies are used to weight the signal
model, whereas the background is added with a fixed coefficient (equal to [1-signal
purity] which in this study is assumed to be 15%).
From Figs. 11 and 12, it can be seen that the post-fit helicity amplitude values
for the K∗s and the Zs are close to their generated values. The fit fractions of
Z(4200) (3.49%) and Z(4200) (1.17%) are found to be a few % as expected from
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Figure 8 Comparison of generated and post-fit values of the phase parameters (above) and the
corresponding pull distribution (below) obtained when a dataset generated with ten K∗s is fitted
with the [ten K∗s + Z(4200) + Z(4430)] model. The green lines define a ±3σ band. The pulls
for the Z components are not defined because the Zs are not present in the generation model.
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Figure 9 Simulated template of the relative reconstruction efficiency for the scatter plots of the
two angular variables (right) and the two mass variables (left) of the decay. In the latter, the 2D
kinematic boundary reflects the decay kinematics.
the Belle result [9]. The almost identical post-fit values of the parameters from both
the ideal-world case as well as the real-life case indicate that the fitter can produce
reliable results while taking into account the detection efficiency and background
contributions.
Lastly, the fitter though designed for a 4D amplitude analysis of a pseudoscalar
decaying into a vector and two pseudoscalars can be easily adapted to other types
of decays with higher or lower dimensions, occurring in flavour physics studies.
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Figure 10 Simulated background template for the scatter plots of the two angular variables
(right) and the two mass variables (left) of the decay. In the latter, the 2D kinematic boundary
reflects the decay kinematics. The z-axis values are arbitrary.
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Figure 11 Comparison of generated and post-fit values of the amplitude parameters (above) and
the corresponding pull distribution (below) obtained from a fit to events generated with ten K∗s
+ Z(4200) + Z(4430) model including efficiency and 15% background contribution. The green
lines define a ±3σ band.
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Figure 12 Comparison of generated and post-fit values of the phase parameters (above) and the
corresponding pull distribution (below) obtained from a fit to events generated with ten K∗s +
Z(4200) + Z(4430) model including relative efficiency and 15% background contribution. The
green lines define a ±3σ band.
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Summary
Searches for exotic multiquark states in collider experiments require complex mul-
tidimensional analyses involving several (or even hundreds of) thousands of events
that demand considerable computational resources. Conventional CPU-based tech-
niques may fall short to meet these ever increasing demands. In this study, using
the helicity formalism, a four-dimensional amplitude analysis framework for an un-
binned maximum-likelihood fit has been implemented. The fitting framework has
been developed using the novel GPU based GooFit, which is an under-development
open source analysis tool used in the HEP applications for parameters’ estimation,
interfacing ROOT to the CUDA parallel computing platform on NVIDIA GPUs.
It has been shown that the choice to use GooFit and accelerated performances
provided by GPUs is crucial to carry out these extreme fits.
The fit model has been validated by generating and fitting Monte Carlo pseudo-
experiments under different model conditions and assumptions with the known set
of K∗ resonances. Since the low mass S-wave K∗0 (800) is not yet satisfactorily de-
scribed by a Breit-Wigner amplitude, the alternative LASS parametrization has
been implemented on GooFit and thoroughly tested. The fitter is equipped with
the capability of handling relative detection efficiency and background contamina-
tion. Finally, the possible contribution of the exotic Z states has been calculated
and incorporated within the fitter framework with reasonable robustness to allow
for testing with any combination of their spin and parity (JPC) values as well as
without constraints. It is hoped that this kind of fitter implemented within the
GooFit framework will considerably augment the capabilities of collider experi-
ments in searches and measurements in the field of exotic hadron spectroscopy and
beyond.
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