This work presents the usefulness of texture features in the classification of breast lesions in 5518 images of regions of interest, which were obtained from the Digital Database for Screening Mammography that included microcalcifications, masses, and normal cases. Sixteen texture features were used, i.e., 13 were based on the spatial gray-level dependence matrix and 3 on the wavelet transform. The nonparametric K-NN classifier was used in the classification stage. The results obtained from receiver operating characteristic analysis indicated that the texture features can be used for separating normal regions and lesions with masses and microcalcifications, yielding the area under the curve (AUC) values of 0.957 and 0.859, respectively. However, the texture features were not very effective for distinguishing between malignant and benign lesions because the AUC was 0.617 for masses and 0.607 for microcalcifications. The study showed that the texture features can be used for the detection of suspicious regions in mammograms.
INTRODUCTION
T he early detection of breast cancer is important for reducing the mortality rate due to this illness. Mammography is currently the most effective method for early detection of breast cancer. 1, 2 Thurfjell et al have shown that double reading by two radiologists can increase the detection rate of cancer by up to 15%. 3 It has also been shown that computer-aided diagnosis (CAD) systems can be used to indicate potential sites of lesions in mammograms. 4 Many CAD systems described in the literature included texture features for finding structures of mammographic interest. Kegelmeyer et al. 5 presented a method for detection of spiculated mammographic lesions. In their study, the histogram for the edge orientations and measures of texture energy in local windows were used for investigations of vectors of image characteristics. Based on these vectors, a binary decision tree was used for determining the probability of the lesions. The method was tested in a set of five images, yielding a sensitivity of 83% with 0.6 false positive per image. The wavelet transform was applied for analysis of masses, 6, 7 and texture features based on the matrices of spatial graylevel dependence (SGLD) were used for each region of interest (ROI) at different scales. The best features were selected by the stepwise method and by minimization of the Mahalanobis 8 published a study on detection of malignant masses in mammograms based on a nonlinear analysis method for multiscales. The algorithm was divided into three steps: (1) determination of resolution level by use of maximum entropy, (2) use of an adaptative method of thresholding for detection of hardwired structures, and (3) use of measures for form, opacity, and texture to classify the structures as malignant and benign. For training of the algorithm, 67 pairs of mammograms in the mediolateral oblique (MLO) projections were used. The leave-one-out technique was used for testing of the algorithm. According to the authors, it was possible to detect about 85% of malignant masses. Petrick et al. 9 developed an algorithm for detection of masses by use of a region-growing technique on the objects. The system used a filter for distinction of contrast, which they used in their previous work 7 to enhance structures of mammographic interest. The region-growing-based technique was then applied to each of the identified structures, with gray scales and the gradient used to reduce the overlapping of structures. Each object was then classified as a mass or normal tissue based on morphologic and multiresolution texture features. According to the authors, the system was able to detect 97% of the masses in a database of 253 mammograms.
Kim and Park 10 presented a comparative study of texture-analysis methods that was performed by use of a surrounding region-dependence method, which included conventional texture-analysis methods, such as the SGLD method, the graylevel run-length method, and the gray-level difference method. Textural features extracted by these methods were exploited for classification of ROIs into positive ROIs containing clustered microcalcifications and negative ROIs containing normal tissues. A three-layer backpropagation neural network was used as a classifier. The results of the use of the neural network for the texture-analysis methods were evaluated by use of a receiver operating characteristic (ROC) analysis. The surrounding region-dependence method was shown to be superior to the conventional textureanalysis method with respect to the classification accuracy and computational complexity.
Our objective in this work was to demonstrate the usefulness of texture features for the classification of breast lesions and their potential use for the automated detection of these lesions in a CAD system. For this purpose, we used Haralick features, which were established in the SGLD matrix, and features based on the wavelet transform.
MATERIALS AND METHODS

Database
The database used was the Digital Database of Screening Mammography (DDSM), which was developed by a joint effort involving researchers at the Massachusetts General Hospital (D. Kopans, R. Moore), the University of South Florida (K. Bowyer), and the Sandia National Laboratories (P. Kegelmeyer).
11 With this database, researchers at the University of Chicago separated the existing lesions in mammograms into 5 Â 5cm ROIs, which were placed in the center of mass lesions. Lesions that were larger than 5 Â 5 cm were excluded. Our database contained 2818 ROIs with lesions, of which 1447 were benign lesions with masses and/or microcalcifications and 1371 were malignant lesions with masses and/or microcalcifications. All of the lesions had been classified using the Breast Imaging Reporting and Data System (BI-RADS) lexicon by an expert mammography radiologist.
12 Additional 2700 ROIs of 5 Â 5cm normal areas were extracted from the DDSM by researchers at the Hospital das Clinicas de Ribeirão Preto at the University of São Paulo. These images were stored in the same format, with the same contrast resolution (12 bits) and the same pixel size (50 mm) as those of the DDSM images processed at the Kurt Rossmann Laboratories at the University of Chicago. The 2700 normal images were extracted in order to be balanced for breast density for the BI-RADS standard; 675 ROIs belonged to the category of density I, 675 of density II, 675 of density III, and 675 of density IV. Thus, the database of normal images was well balanced in mammographic density.
Normalization of the Database
In order to normalize the values of gray levels of the images digitized with different scanners, we converted the values of gray levels to values of optical density. Thus, the variability of the gray levels for digitized images obtained with different scanners was removed. The database at the University of South Florida was produced by use of four different scanners. For each scanner, the value of optical density at each pixel produced a gray level. This conversion was not uniform for all scanners. Therefore, the researchers at the University of South Florida obtained straight lines for regression of conversion from gray level to optical density in each scanner by digitization of a phantom representing 21 different levels of optical density (Fig. 1) . Thus, for each optical density of the scanner, there was a respective value of the gray level. The straight line of regression (Fig. 2) for estimation of optical density was determined for all of the 4096 gray levels.
Thus, the straight lines of regression for the different scanners used were determined as summarized in the following equations: 
where OD = optical density and GL = gray level value.
Characterization Scheme for the DDSM Images
In order to develop a detection system for breast lesions, one needs to characterize the ROIs extracted from the DDSM database containing lesions and normal areas. For texture analysis of the images, 13 statistical texture features were determined, i.e., energy, contrast, difference moment, correlation, inverse difference moment, entropy, sum entropy, difference entropy, sum average, sum variance, difference average, difference variance, and information measure of correlation (type I), and 6 spectral features based on the energy of the wavelet transform. 13Y15 The best features were selected by use of the Jeffries-Matusita distance, 16 and the classification of the ROIs was carried out. The goal of the classification scheme was to verify whether the texture features would be able to separate the ROIs into the following four categories: (1) normals and abnormals, (2) microcalcifications and masses, (3) malignant and benign microcalcifications, and (4) malignant and benign masses. The classification scheme was also applied to the analysis of ROIs previously classified by radiologists as indeterminate (BI-RADS category 0) to differentiate between a normal class and an abnormal class. The intention in this analysis was to verify the possibility, in the use of texture features, for computerized detection of ROIs in mammograms.
EXTRACTION OF FEATURES
The texture features were calculated from the average values for each co-occurrence matrix of gray levels p(i, j) with orientations q at 0-, 45-, 90-, and 135-, as shown in Figure 3 .
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All of the features used were normalized between 0 and 1 by use of Equation (5) below. Moreover, for simplification of the methods used for selection and classification, a Gaussian distribution was assumed for the probability distribution functions of the features.
Normalized value
A spectral texture feature was also used, i.e., the energy of the wavelet transform. 15 The L2 norm was used for the energy given by Equation (6): where N is the number of pixels in the image or subimage and x i is the ith pixel of the image or subimage.
The energy was calculated by use of the Haar wavelet transform at levels 2 and 3 of its decomposition, i.e., the extracted energy of the components at high frequencies in the horizontal, vertical, and diagonal directions. As described in Chang and Kuo, 15 only the components at high frequencies were considered as more representative for texture analysis. In addition, levels 2 and 3 of the wavelet transform were included because these were considered more representative of mammographic structures.
17,18
FEATURE SELECTION
For the selection of the best statistical texture features, we used the Jeffries<Matusita (JM) distance. 16 In the JM distance, a technique was used for measuring how much the two probability distribution functions are separated, where the value of better discrimination between the classes is close to ffiffi ffi 2 p . The JM distance, for the case of two classes, w 1 and w 2 , is calculated by the following equation:
In the case where p(x/w 1 ) and p(x/w 2 ) are described by Gaussian functions, the equation above becomes
where
and x represents a feature vector, p(x/w 1 ) and p(x/w 2 ) are the probability density functions for classes i and j, and m i , m j ,~i,~j are the vector averages and covariance matrices for classes i and j, respectively. When the two classes are completely separated, a tends to be infinite, and therefore J ij tends to be ffiffi ffi 2 p . On the other hand, when the two classes are completely overlapped, a = 0, and therefore J ij = 0.
The feature selection was performed for each classification task. The best features were first selected for separation between normal and abnormal ROIs; second, for separation between masses and microcalcifications; third, between malignant and benign microcalcifications; and finally, between malignant and benign masses. Only the combination of the features yielding a value close to ffiffi ffi 2 p ¼ 1:414 ð Þwas considered.
ROI CLASSIFICATION
The classification of the ROIs was made by use of the nonparametric classifier K-NN. The method of K-NN classification is an extension of the nearest-neighbor (NN) rule and carries through the classification of a feature vector x, extracted from an unknown case belonging to the group tested, associating it with the class having a larger number of representatives among the k neighboring samples of the group of training, or the decision is carried through the verification of the neighboring points of the next k. 19 We assume a Euclidean distance to express the distance between two points in feature space. Thus, the distance between the points a and b in the feature space is given by
where a and b are the feature vectors of the object that we desire to classify and of the known object in the training group, respectively, and d is the number of features.
Evaluation of the Classification Performance
Training and Testing Protocol
A jackknife test method was used for training and testing of the K-NN classifier. In this test method, one half of the images were used for training and the other half for testing. We examined this separation 200 times in order to verify the convergence of the classification results.
ROC Curves
The ROC curve was used for evaluation of the classification performance. The different points of the ROC curve were obtained by varying of the thresholds used. For each group of images to be classified, we used two thresholds to adjust the sensitivity of the classification system. Thus, in the case of the classification of the normal and abnormal images, the thresholds T n and T a were used. The T n threshold is the minimum number of normal points among the K neighbors such that a given sample is classified as normal. T a is the minimum number of abnormal points among the K neighbors such that a given sample is classified as abnormal. The thresholds T bm and T mm were used for the group of benign and malignant microcalcifications. For the group of benign and malignant masses, the thresholds T bma and T mma , respectively, were employed.
RESULTS
Feature Selection
To facilitate the analysis of the separation results between the classes, the features were enumerated in the following way: (1) energy, (2) contrast, (3) difference moment, (4) correlation, (5) inverse difference moment, (6) entropy, (7) sum entropy, (8) difference entropy, (9) sum average, (10) sum variance, (11) difference average, (12) difference variance, (13) information measure of correlation (type I), (14) wavelet transform energy at level 2 in horizontal direction, (15) wavelet transform energy at level 2 in vertical direction, and (16) wavelet transform energy at level 2 in diagonal direction. The results of the selection of the best features for each group of images are presented below. 
Normal and Abnormal ROIs
In this study, we selected several combinations of texture features that provided good discrimination between normal and abnormal regions. As shown in Figure 4 , the JM distance value of 1.414 was obtained from the combination of four features. This indicates that, by using only four texture features, we can distinguish between suspicious regions of abnormality and normal regions.
ROIs with Microcalcifications and Masses
In the selection of features for the separation of regions with microcalcifications and regions with masses, we tested the combinations of up to 16 texture features, as shown in Figure 5 . In this case, which was different from the result in the normal and abnormal regions, it was necessary to increase the number of features so that good discrimination between masses and microcalcifications could be achieved. From combinations of 8 features, a JM distance of 1.372 was obtained.
Malignant and Benign Lesions
The feature selection for classification of benign and malignant lesions showed that the texture features were not adequate for discrimination between benign and malignant lesions. For masses as well as for microcalcifications, the values of the JM distance were very low, indicating that the texture features would not be useful for the classification of these structures. The largest JM distance was 0.75 for lesions with masses and 0.69 for lesions with microcalcifications, both by use of 16 features.
Classification
Classification of Normal and Abnormal ROIs
The classification of 5518 ROIs, with normal regions (2700 ROIs) and regions with some abnormalities (2818 ROIs with microcalcifications and/or masses) were carried out by use of four selected texture features: three features of energy at level 2 of the wavelet transform in the vertical, horizontal, and diagonal directions and the extracted entropy of the co-occurrence matrix of gray levels. These features provided a JM distance of 1.41 that guarantees a good discrimination between normal and abnormal regions. The results of the classification provided a 99% sensitivity and a 65% specificity with the area under the ROC curve (AUC) = 0.973, as shown in Figure 6 .
Classification of ROIs with Microcalcifications and Masses
The classification of the ROIs with microcalcifications and masses was also carried out after the feature selection. However, the selection stage indicated that eight features would have to be used, in order to give good results, such as a sensitivity of 98% and a specificity of 44%, by use of features 1, 7, 8, 9, 10, 11, 12, and 13, with the AUC of 0.859, as shown in Figure 7 .
Classification of ROIs with Malignant and Benign Lesions
The classification of malignant and benign lesions did not give good results, as already indicated for the feature selection. Using all of the 16 texture features, we obtained a sensitivity of 98% and a specificity of 3% for microcalcifications, whereas a sensitivity of 99% with a specificity of 2% was obtained for masses. The area under the ROC curve for the classification between malignant and benign microcalcifications was 0.607 (Fig. 8) , and for classification into malignant and benign masses was 0.617 (Fig. 9) .
DISCUSSION AND CONCLUSIONS
In this study, we investigated the potential usefulness of texture features for classification of different types of breast lesions and also for detection of breast lesions as presented in our previous work. 20 The results showed the usefulness of texture analysis in the classification of mammographic lesions. We found that texture features were very efficient for classification of normal and abnormal images, for some types of lesions, and also for classification of masses and microcalcifications. However, the present texture features could not distinguish well between malignant and benign lesions for both masses and microcalcifications. These results were consistent with the results presented in the feature selection stage.
