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ON BLOW-UP SOLUTIONS OF THE JANG EQUATION IN
SPHERICAL SYMMETRY
CATHERINE WILLIAMS
Abstract. We prove some related results concerning blow-up solutions
for the Jang equation. First: it has been shown that, given an outer-
most marginally outer trapped surface (MOTS) Σ, there exists a solu-
tion to Jang’s equation which blows up at Σ. Here we show that in
addition, large classes of spherically symmetric initial data have solu-
tions to the Jang equation which blow up at non-outermost MOTSs,
i.e. MOTSs which lie strictly inside of other MOTS, and even inside
of strictly outer trapped surfaces. Unlike for outermost MOTSs, how-
ever, we show that there do not always exist blow-up solutions for inner
MOTSs, even in spherical symmetry. Secondly, an unpublished result of
R. Schoen, whose proof we include here, says that in the time-symmetric
case, any MOTS corresponding to a blow-up solution for Jang’s equation
must be outer-area-minimizing, i.e. cannot be contained in a surface of
strictly smaller area. The statement is false without the assumption of
time-symmetry, however; we construct an explicit spherically symmetric
data set providing a counterexample for the general case.
1. Introduction
The aim of this paper is to address some questions concerning the relation-
ship between non-outermost marginally outer trapped surfaces and blow-up
solutions for Jang’s equation. These questions were largely motivated by an
interest in the behavior of marginally outer trapped tubes and in hopes of
finding a new tool with which to study them.
Our starting point is an initial data set (M, g,K) for the Einstein equa-
tions, where M is a Riemannian 3-manifold with metric g and K is a sym-
metric covariant 2-tensor on M. Alternately but equivalently, we could
begin with a given spacetime N 4 and consider a spacelike sliceM3 with in-
duced metric g and second fundamental form K. We do not make use of the
Einstein equations per se except via the dominant energy condition. The
initial data sets of interest here are those which are asymptotically flat —
that is, we shall assume that, outside of a compact set, M is diffeomorphic
to a finite number of copies of R3 minus a ball, and furthermore that with
respect to the pulled-back Cartesian coordinates from R3, g tends to the
(flat) Euclidean metric and K tends to 0 as |x| → ∞ on each copy. (For this
definition to be truly meaningful, one should specify rates of decay for the
Date: November 15, 2018.
1
2 CATHERINE WILLIAMS
components of g and K, and we address this in the next section.) Without
any loss of generality, we restrict our attention henceforth to manifolds with
a single asymptotically flat end. Given such a manifold, we consider vectors
to be outward-directed if they point towards this asymptotically flat end.
For a given spacelike surface Σ ⊂M, the inner and outer expansions on
Σ, denoted by θ±, are defined by
θ± = trgK −K(ν, ν)±H,
where ν is the outward-directed unit normal along Σ and H is the mean
curvature of Σ in M with respect to ν. A marginally outer trapped surface
(MOTS) is a closed, spacelike surface Σ ⊂ M whose outer expansion θ+
vanishes at every point. Along with their cousins marginally inner trapped
surfaces (MITS), whose inner expansion θ− vanishes at every point, such
surfaces are sometimes called apparent horizons.
The Jang equation is a quasi-linear elliptic partial differential equation
for a function f on M. The most geometric way of expressing it, as in [9],
is to consider the graph of a function f ∈ C2(M) as a hypersurface of the
product manifold (M× R, g + dt2). The Jang equation is then
(1) J [f ] = H[f ]− P[f ] = 0,
where H[f ] denotes the mean curvature of graphf ⊂M×R computed with
respect to its downward-pointing unit normal, and P[f ] = trgraphfK, where
trgraphf denotes the trace with respect to the induced metric on graphf and
K is the symmetric 2-tensor on M× R obtained by extending K trivially
along the R-factor.
In [9], Schoen and Yau showed that the existence of one or more apparent
horizons in an asymptotically flat initial data set (M, g,K) is the only ob-
struction to the existence of an asymptotically decaying solution to (1) on
M. In particular, given an apparent horizon Σ ⊂M, a solution to (1) on the
region exterior to Σ may blow up (or down) at Σ, so that the corresponding
component of graphf ⊂M×R has an asymptotically cylindrical end which
approaches Σ×R. Motivated by this result, others have since used the Jang
equation to prove the existence of apparent horizons in various settings, no-
tably in [10], [11], [5] and [3]. Furthermore, in [8], Metzger shows that if Σ
is an outermost MOTS, then in fact there must exist a solution to (1) which
blows up at Σ (and only at Σ, provided it also does not lie inside of any
MITSs).
Such results suggest that finding blow-up solutions for the Jang equa-
tion could be a useful technique for locating MOTSs in initial data sets and
even tracking their evolution over time. For instance, by identifying the
corresponding blow-up solution on each slice Mt = {t} × M of a space-
time N = (−T, T ) × M, one could follow the motion of the outermost
MOTSs with respect to t. Indeed, a useful notion in this context is that of
a marginally outer trapped tube (MOTT), a hypersurface H of a spacetime
which is foliated by MOTSs. (MOTTs are generalizations of marginally
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trapped tubes (MTTs), which are called dynamical or isolated horizons if
they are spacelike or null, respectively, and are sometimes considered to be
reasonable models of black hole boundaries; see, e.g., [4].) The definition
of a MOTT makes sense without reference to a background foliation of the
spacetime by spacelike slices, but given such a slicing, a MOTT H is said
to be adapted to it if each of its foliating MOTSs is contained in the inter-
section of H with one of the spacelike slices. One might then hope to locate
whole (adapted) MOTTs by tracking blow-up solutions to Jang’s equation
on successive slices of the spacetime.
A complication with such a program arises, however, in that the inter-
section of a MOTT H with a given slice Mt may have both outermost and
non-outermost (inner) components. This is indeed the case if the MOTT
“weaves through time,” as schematically depicted in Figure 1a, or if two
separate MOTTs “coalesce” into one, as indicated in Figure 1b; in both
cases, the outermost MOTS jumps abruptly outward at time t1. See [1] for
a detailed analysis of such jumps.
PSfrag replacements
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Figure 1. (a) A MOTT (thick line) in a spacetime foliated
by spacelike hypersurfaces (thin lines). Although the MOTT
is itself smooth, the outermost MOTS jumps outward at time
t1, and for t1 ≤ t < t2, there are both outer and inner MOTSs
on each slice. (b) Two MOTTs coalescing into one, again in a
spacetime foliated by spacelike hypersurfaces. For t < t1, the
outermost MOTS has two connected components, but at t1
a new outermost MOTS appears, enclosing the previous two.
Whether the two inner MOTSs persist for t > t1 and connect
up smoothly with the outer one to form a single immersed
MOTT, as suggested by the dotted gray lines, is unknown.
In Section 2, we cast the setup from [9] into a spherically symmetric
setting, in which the Jang equation becomes an ODE and hence much sim-
pler to analyze than in general, and in Section 3, we complete the picture
of how Jang equation blow-up solutions correlate with the type of MOTT
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behavior depicted in Figure 1a (in spherical symmetry). In particular, at
t0, and indeed for t < t1, there exists a single blow-up solution on each
slice, corresponding to the sole MOTS (Proposition 1). At time t1, a second
blow-up solution appears corresponding to the new outer MOTS (Proposi-
tion 1 again), while the now inner MOTS continues to have its own separate
blow-up solution (Proposition 2); outside of the outer MOTS where both
solutions are well-defined, the former is larger than the latter. At least for a
short time after t1, the inner blow-up solution continues to exist (Corollary
1), but it does not necessarily persist until time t2 (Corollary 2). In short,
we arrive at the least satisfying picture: a blow-up solution may or may not
identify a MOTS which is outermost, and an inner MOTS may or may not
have a blow-up solution corresponding to it. Such a negative result suggests
that the inner portion of the MOTT depicted in Figure 1b is also unlikely
to be accessible to study via the Jang equation.
The results in Section 4 concern a different possible strategy for character-
izing those MOTSs which correspond to blow-up solutions, namely whether
or not they minimize area among those surfaces containing them. This ap-
proach is motivated by a result due to Rick Schoen (Proposition 3) which
says that in the general time-symmetric case (not necessarily spherically
symmetric), any MOTS corresponding to a blow-up solution for Jang’s equa-
tion must be outer-area-minimizing — that is, it cannot be contained in a
surface of strictly smaller area. We find that for non-time-symmetric data,
however, that characterization need not hold (Proposition 4): we construct
a spherically symmetric initial data set satisfying the dominant energy con-
dition which contains a MOTS with a corresponding blow-up solution, even
though another MOTS of strictly smaller area contains it. So in general,
blow-up solutions do not correspond to outer-area-minimizing MOTSs only.
2. The Jang equation in spherical symmetry
Our initial set-up and notation largely follow that of [7], except where
noted. Suppose we have a spherically symmetric spacelike sliceM of a given
spacetime. The spherical symmetry implies that the Riemannian metric g
on M may be written locally with respect to a radial coordinate r as
g = ϕ(r)dr2 +R2(r)ds2,
and assuming that the spacetime is spherically symmetric near M, the sec-
ond fundamental form K may be written as
K = ϕKℓ(r)dr
2 +R2KR(r)ds
2,
where R(r) is the area-radius of the spherically symmetric 2-spheres, ϕ, Kℓ,
and KR are smooth functions of r, the function ϕ > 0, and ds
2 is the usual
round metric on 2-spheres. It will afford us some convenience in what follows
to replace the radial coordinate r with a coordinate ℓ which measures unit
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proper distance in the radial direction. That is, we set
ℓ(r) =
∫ r√
ϕ(r∗)dr∗
(
←→ ∂ℓ = 1√
ϕ
∂r
)
.
Then with respect to the coordinate ℓ, g and K may be written
g = dℓ2 +R2(ℓ)ds2
and
K = Kℓ(ℓ)dℓ
2 +R2KR(ℓ)ds
2.
Note that
trK(ℓ) = Kℓ(ℓ) + 2KR(ℓ).
We further assume that M is asymptotically flat (with a single end). Thus
ℓ tends to infinity along the asymptotically flat end — indeed, without loss
of generality we may set M = [ℓ0,∞) — and R(ℓ)→ ℓ and Kℓ, KR → 0 as
ℓ→∞; the exact rates are discussed below.
Ordinarily, the Jang equation is a second-order PDE for f , but if we
require graphf to be spherically symmetric, then f = f(ℓ) and (1) reduces
to the first-order ODE1
(2) ∂ℓ(R
2k)−R2 (trK −Kℓk2) = 0
where
k =
∂ℓf√
1 + (∂ℓf)2
(
←→ ∂ℓf = k√
1− k2
)
.
Notice that only solutions with −1 < k(ℓ) < 1 correspond to “physical”
(real-valued) solutions f , and that |∂ℓf | blows up precisely when |k| = 1.
One readily computes that the future inner and outer expansions of the
round 2-sphere corresponding to ℓ are
(3) θ±(ℓ) = 2KR(ℓ)±H(ℓ),
where
(4) H(ℓ) =
2(∂ℓR)
R
(ℓ)
is the mean curvature of the round 2-sphere corresponding to ℓ, so we may
rewrite equation (2) in several other forms, each of which will be useful in a
different context:
∂ℓk = −Kℓk2 −Hk + trK(5)
∂ℓk = Kℓ(1− k2)−H(1 + k) + θ+(6)
∂ℓk = Kℓ(1− k2) +H(1− k) + θ−.(7)
Although we do not make use of this fact, equation (5) in particular makes
it clear that this reduced version of Jang’s equation is a (scalar) Riccati
equation.
1Note that, while our derivation of (2) closely follows that of Malec and O´ Murchadha
in [7], we are using the version of (1) with a minus sign, as in [9], while they use a plus;
the version of (2) appearing in [7] therefore has a plus sign in front of the R2 term.
6 CATHERINE WILLIAMS
3. Existence of blow-up solutions
In spherically symmetry, a MOTS corresponds to a point ℓ at which
θ+(ℓ) = 0, and the following definitions are tailored to this setting.
Definition. Given a surface ℓ∗ inM, we say a solution k(ℓ) ∈ C∞([ℓ∗,∞))
is a blow-up solution for ℓ∗ if k(ℓ∗) = −1, ∂ℓk(ℓ∗) = 0, |k(ℓ)| < 1 for all
ℓ > ℓ∗, and k(ℓ) → 0 as ℓ → ∞. (If ℓ∗ is a MOTS, then ∂ℓk(ℓ∗) = 0 is
automatically satisfied if k(ℓ∗) = −1 by equation (6).)
Definition. A MOTS ℓ∗ is locally outermost if there exists an ε > 0 such
that θ+(ℓ) > 0 for all ℓ ∈ (ℓ∗, ℓ∗ + ε), and it is (globally) outermost if
θ+(ℓ) > 0 for all ℓ > ℓ∗. We shall call a locally outermost MOTS ℓ∗ finitely
stable if there exists m ≥ 1 such that ∂mℓ θ+(ℓ∗) > 0 — that is, if θ+ has
positive m-th variation at ℓ∗ for some finite m. If m = 1, the MOTS is
strictly stable (cf. [2]).
In order to align with [9], we restrict our attention to initial data (M =
[ℓ0,∞), R,Kℓ,KR) satisfying the decay conditions given there. In particular,
translating the rates given with respect to Cartesian coordinates in [9] to
our spherically symmetric setting, we shall require:∣∣∣∣R2ℓ2 − 1
∣∣∣∣ = O(ℓ−1)(8) ∣∣∣∣H − 2ℓ
∣∣∣∣ = O(ℓ−2)(9) ∣∣∣∣∂ℓH + 2ℓ2
∣∣∣∣ = O(ℓ−3)(10)
|Kℓ| , |KR| = O(ℓ−2)(11)
|∂ℓKℓ| , |∂ℓKR| = O(ℓ−3)(12)
|trK| = O(ℓ−3),(13)
where H(ℓ) is as in (4). From the decay on H, Kℓ, and trK in particular,
we have the following useful lemma.
Lemma 1. If (M, R,Kℓ,KR) is an initial data set satisfying decay condi-
tions (8)-(13), then any bounded solution k ∈ C1(M) to Jang’s equation (5)
satisfies k(ℓ)→ 0 as ℓ→∞. In particular, k(ℓ) = O(ℓ−1).
Proof. Since |Kℓ(ℓ)| = O(ℓ−2) and |trK(ℓ)| = O(ℓ−3) ((11) and (13), respec-
tively), and we know that |k(ℓ)| is uniformly bounded on M, equation (5)
yields
|∂ℓk +Hk| = O(ℓ−2).
Since |H − 2
ℓ
| = O(ℓ−2), applying the triangle inequality implies∣∣∣∣∂ℓk + 2ℓ · k
∣∣∣∣ = O(ℓ−2),
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and multiplying both sides by ℓ2 then yields∣∣ℓ2(∂ℓk) + 2ℓk∣∣ = ∣∣∂ℓ(ℓ2k)∣∣ ≤ C
for some constant C > 0. Integrating both sides on an interval [L, ℓ], we
have ∣∣ℓ2k(ℓ)− L2k(L)∣∣ ≤ C(ℓ− L) ≤ Cℓ,
which in turn implies that
|k(ℓ)| ≤ C
ℓ
+
L2k(L)
ℓ2
= O(ℓ−1).

Henceforth we assume that our initial data (M = [ℓ0,∞), R,Kℓ,KR)
satisfy the decay conditions (8)-(13) above. We further require that the
data satisfy either θ− < 0 everywhere, or trK < 0 everywhere. With these
assumptions in place, we have both old and new existence results.
Proposition 1. A blow-up solution exists for any outermost, finitely stable
MOTS ℓ∗.
Remarks. As previously mentioned, this result is not new; in particular,
Metzger proved a more general existence theorem from which one can de-
rive this one in [8], based largely on techniques of Schoen-Yau and the barrier
argument from Andersson-Metzger ([9] and [3], respectively). The spheri-
cally symmetric case is also explicitly addressed in [7], and some portions
of the proof below are similar to arguments made there. We include a full
proof here primarily so that we can build on its methods in the proof of
Proposition 2 (which is new).
Proof. By standard ODE theory it is clear that there exists a local solution
k(ℓ) to Jang’s equation in a neighborhood of ℓ∗ satisfying the initial value
condition k(ℓ∗) = −1. Since θ+(ℓ∗) = 0, plugging this value into (6) yields
∂ℓk(ℓ∗) = 0. We need to show that this solution in fact exists on all of
[ℓ∗,∞), |k(ℓ)| < 1 for all ℓ > ℓ∗, and k(ℓ)→ 0 as ℓ→∞.
Differentiating (6) yields
(14) ∂2ℓ k = (∂ℓKℓ)(1 − k2)− (∂ℓH)(1 + k) + ∂ℓθ+ − 2(∂ℓk)kKℓ − (∂ℓk)H,
and evaluating at ℓ∗ tells us that
(15) ∂2ℓ k(ℓ∗) = ∂ℓθ
+(ℓ∗).
Since ℓ∗ is outermost, it is stable, i.e. ∂ℓθ
+(ℓ∗) ≥ 0. If it is in fact strictly
stable, ∂∗θ
+(ℓ∗) > 0, then (15) implies that −1 < k(ℓ) for ℓ ∈ (ℓ∗, ℓ∗ + ε),
some small ε > 0. If ℓ∗ is stable but not strictly so, then ∂ℓθ
+(ℓ∗) = 0; then
since ℓ∗ is outermost, its second variation must be non-negative, ∂
2
ℓ θ
+(ℓ∗) ≥
0, and if it too is zero, we can consider the third variation, and so on.
Recursing and using our hypothesis that ℓ∗ is finitely stable, we find that
∂
j
ℓθ
+(ℓ∗) > 0 while θ
+(ℓ∗) = ∂ℓθ
+(ℓ∗) = ∂
2
ℓ θ
+(ℓ∗) = · · · = ∂j−1ℓ θ+(ℓ∗) = 0
for some j ≥ 2. By taking j− 1 derivatives of (6) and evaluating each at ℓ∗,
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we find that ∂j+1ℓ k(ℓ∗) > 0 while ∂ℓk(ℓ∗) = · · · = ∂jℓk(ℓ∗) = 0. Thus we may
again conclude that −1 < k(ℓ) for ℓ ∈ (ℓ∗, ℓ∗ + ε), some small ε > 0.
Suppose D ⊂ R is the maximal domain of definition of k, and let A =
{ℓ ∈ (ℓ∗,∞) ∩ D : k(ℓ) ≤ −1}. If A 6= ∅, set L = inf A. Then k(L) = −1,
and L > ℓ∗ since −1 < k(ℓ) for ℓ ∈ (ℓ∗, ℓ∗+ ε). Plugging L into (6), we have
∂ℓk(L) = θ
+(L), and thus since ℓ∗ is the outermost MOTS, we must have
θ+(L) = ∂ℓk(L) > 0. But ∂ℓk(L) > 0 and k(L) = −1 together imply that
k(ℓ) < −1 for ℓ < L near L, contradicting the definition of L. So A = ∅,
and k(ℓ) > −1 for all ℓ > ℓ∗ in D.
For the upper bound on k(ℓ), we have two cases. If the data satisfies
θ− < 0 everywhere, we define B = {ℓ ∈ (ℓ∗,∞) ∩ D : k(ℓ) ≥ 1}, and set
L′ = inf B if B 6= ∅. Then k(L′) = 1, and since k(ℓ∗) = −1, L′ > ℓ∗.
Plugging L′ into (7) yields ∂ℓk(L
′) = θ−(L′) < 0. But ∂ℓk(L
′) < 0 and
k(L′) = 1 together imply that k(ℓ) > 1 for ℓ < L′ near L′, contradicting the
definition of L′. Thus B = ∅ and k(ℓ) < 1 for all ℓ ≥ ℓ∗ in D.
If the data satisfies trK < 0 everywhere, we instead define B = {ℓ ∈
(ℓ∗,∞) ∩ D : k(ℓ) ≥ 0}, and set L′ = inf B if B 6= ∅. Then since L′ > ℓ∗,
k(L′) = 0, and ∂ℓk(L
′) = trK(L′) < 0, we derive a contradiction to the
definition of L′ exactly like the previous one, namely that k(ℓ) > 0 for
ℓ < L′ near L′. So B = ∅, and this time we have k(ℓ) < 0 for all ℓ ≥ ℓ∗ in D.
In either of the two cases, we may conclude that |k(ℓ)| < 1 for all ℓ∗ <
ℓ ∈ D, so since the functions R,KR, and Kℓ are smooth on [ℓ∗,∞), we must
have [ℓ∗,∞) ⊂ D. That is, k is defined out to infinity and satisfies |k(ℓ)| < 1
for all ℓ > ℓ∗. Lemma 1 then implies that k(ℓ)→ 0 as ℓ→∞, as desired. 
Proposition 2. Suppose ℓ∗ is an outermost, finitely stable MOTS. If ℓ∗∗ <
ℓ∗ is another finitely stable MOTS which is outermost in [ℓ∗∗, ℓ∗) (that is,
θ+(ℓ) > 0 for ℓ∗∗ < ℓ < ℓ∗), then a blow-up solution exists for ℓ∗∗.
Proof. As in the proof of Proposition 1, it is immediate that a local solution
k(ℓ) exists satisfying k(ℓ∗∗) = −1 and ∂ℓk(ℓ∗∗) = 0. It again remains to
show that this solution k exists for all ℓ ∈ [ℓ∗∗,∞), satisfies |k(ℓ)| < 1 for all
ℓ > ℓ∗∗, and that k(ℓ)→ 0 as ℓ→∞.
Let D ⊂ R be the maximal domain of definition of k, let A = {ℓ ∈
(ℓ∗∗,∞) ∩D : k(ℓ) ≤ −1}, and set L = inf A. Since ℓ∗∗ is locally outermost
and finitely stable, as in the proof of Proposition 1 we have k(ℓ) > −1 for
ℓ ∈ (ℓ∗∗, ℓ∗∗+ ε) for some small ε > 0. Thus L > ℓ∗∗. By definition of L, we
must have k(L) = −1 and ∂ℓk(L) ≤ 0. But any point at which k(ℓ) = −1
necessarily has ∂ℓk(ℓ) = θ
+(ℓ) (by equation (6)), so since θ+ > 0 for all
ℓ ∈ (ℓ∗∗,∞) \ {ℓ∗}, the only possibility is that L = ℓ∗. So suppose L = ℓ∗.
Since ℓ∗ is a finitely stable MOTS, there exists j ≥ 1 such that ∂jℓθ+(ℓ∗) > 0
while θ+(ℓ∗) = ∂ℓθ
+(ℓ∗) = · · · = ∂j−1ℓ θ+(ℓ∗) = 0, and since θ+ > 0 to
either side of ℓ∗, this j must be even. Computing each derivative of k at
ℓ∗ recursively from (6) and using the fact that k(ℓ∗) = k(L) = −1, we then
find that ∂j+1ℓ k(ℓ∗) > 0 while ∂ℓk(ℓ∗) = · · · = ∂jℓk(ℓ∗) = 0. But since j + 1
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is odd, we must have k(ℓ) < −1 for ℓ < ℓ∗ very close to ℓ∗, contradicting
the fact that L = ℓ∗. So in fact A = ∅.
If the data satisfy θ− < 0 (resp. trK < 0), we set B = {ℓ ∈ (ℓ∗∗,∞) ∩
D : k(ℓ) ≥ 1 (resp. 0)} and deduce that B = ∅ exactly as in the proof
of Proposition 1. Thus [ℓ∗∗,∞) ⊂ D, i.e. k(ℓ) exists out to infinity, and
|k(ℓ)| < 1 on (ℓ∗∗,∞). That k(ℓ) → ∞ as ℓ → ∞ now follows immediately
from Lemma 1. 
An outer trapped surface is a closed, spacelike surface for which θ+ < 0 at
every point, so in our setting, it corresponds to a point ℓ at which θ+(ℓ) < 0.
Corollary 1. There exist blow-up solutions for some finitely stable MOTSs
which lie inside of (strictly) outer trapped surfaces.
Proof. This follows essentially immediately from Proposition 2 by contin-
uous dependence on parameters. That is, suppose we smoothly perturb
the initial data of Proposition 2 in a neighborhood of ℓ∗, leaving it un-
changed elsewhere, in such a way that θ+(ℓ∗ ± ε) = 0 and θ+(ℓ) < 0 for
ℓ∗− ε < ℓ < ℓ∗+ ε, some small ε > 0. We may always choose ε and the per-
turbation sufficiently small that the data retains the property that trK < 0
or θ− < 0, whichever held for the original data. Then the resulting solution
kε to the initial value problem (5), k(ℓ∗∗) = −1, will be close to the original
solution k0 for the unmodified data. In particular, since the original solution
k0 > −1 near ℓ∗, for sufficiently small ε we have kε > −1 near ℓ∗. Hence
kε > −1 for all ℓ > ℓ∗∗ as well, since, as we saw in the proof of Proposition
2, the solution can only hit −1 where θ+ ≤ 0. Since either trK < 0 or
θ− < 0 everywhere, we again have an upper barrier for k as in the proof
of Proposition 2, from which it follows that |kε| < 1 for all ℓ > ℓ∗∗. Such
solutions kε are thus blow-up solutions for ℓ∗∗, which lies inside of trapped
surfaces ℓ ∈ (ℓ∗ − ε, ℓ∗ + ε). 
Corollary 2. There exist initial data sets containing finitely stable MOTSs
interior to strictly outer trapped surfaces for which no blow-up solution ex-
ists.
Proof. Again we take as our starting point the initial data set of Proposition
2 and smoothly perturb the data in a neighborhood of ℓ∗ so that θ
+(ℓ∗±ε) =
0 and θ+(ℓ) < 0 for ℓ∗− ε < ℓ < ℓ∗+ ε, this time for some small fixed ε > 0.
Next, we smoothly decrease KR within the interval (ℓ∗ − ε, ℓ∗ + ε), leaving
H and Kℓ fixed, such that θ
+(ℓ) < −τ for ℓ∗ − 12ε < ℓ < ℓ∗ + 12ε, some
τ ∈ (0,∞). (By choosing ε and the initial perturbation sufficiently small at
the outset, these modifications preserve whichever of trK < 0 or θ− < 0 held
initially, since decreasing KR while fixing H and Kℓ only decreases trK and
θ−.) Then by inspection of (6), it is clear that for sufficiently large τ , the
solution kτ for the initial value problem (5), k(ℓ∗∗) = −1, will be forced to
drop below −1 somewhere in the interval (ℓ∗− 12ε, ℓ∗+ 12ε). Such a solution
is therefore not a blow-up solution for ℓ∗∗ in the corresponding initial data
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set, and by uniqueness of solutions to ODEs, there can be no other blow-up
solution. 
4. Blow-up solutions and area-minimization
The following is an unpublished result of Rick Schoen’s.
Proposition 3. In the time-symmetric case (not necessarily spherically
symmetric), a MOTS can have a blow-up solution only if it is outer-area-
minimizing.
Remark. In the non-spherically symmetric context, a blow-up solution for a
MOTS Σ ⊂M is a solution to (1) on the exterior of Σ whose graph inM×R
asymptotically approaches the infinite cylinder Σ× R+; cf. [9] Corollary 2.
Proof. Suppose otherwise. That is, suppose (M, g,K) is an initial data
set which is time-symmetric (K ≡ 0), suppose Σ0 is a MOTS in M with
corresponding blow-up solution f , and suppose Σ1 is another surface lying
entirely outside of Σ0 with strictly smaller area. Here “outside of” implies
that Σ1 is contained in the component ofM\Σ0 having the asymptotically
flat end and that Σ1 is homologous to Σ0. Let N = graphf ⊂M×R, where
M× R is equipped with the product metric g + dt2, t a coordinate along
the R factor.
In what follows we employ the following notation: if S is any submanifold
of M×R and I ⊂ R is any interval, then SI denotes the portion of S lying
in M× I, i.e. SI := S ∩ (M× I). We use |S| to denote the volume of S.
Now let N˜(τ) ⊂M×R be a 1-parameter family of smooth hypersurfaces
satisfying the following:
(1) N˜(τ)(−∞,τ−1] ≡ N(−∞,τ−1]
(2) N˜(τ)[2τ+1,∞) ≡ N[2τ+1,∞)
(3) N˜(τ)[τ,2τ ] ≡ Σ1 × [τ, 2τ ]
(4)
∣∣∣N˜(τ)[τ−1,τ ]∣∣∣+ ∣∣∣N˜(τ)[2τ,2τ+1]∣∣∣ < C, C a constant independent of τ .
Clearly
|N˜(τ)[τ,2τ ]| = |Σ1|τ.
Since f blows up at Σ0 and N is asymptotic to the cylinder Σ0×R, for large
τ , |N[τ−1,2τ+1]| approaches |Σ0× [τ − 1, 2τ +1]| = |Σ0|(τ +2). In particular,
for large enough τ we have
|N[τ−1,2τ+1]| > |Σ0|(τ + 2)− C ′,
where C ′ > 0 is a constant independent of τ . Then for large τ , we have
|N˜(τ)| − |N | = |N˜(τ)[τ−1,2τ+1]| − |N[τ−1,2τ+1]|
= |Σ1|τ +
∣∣∣N˜(τ)[τ−1,τ ]∣∣∣+ ∣∣∣N˜[2τ,2τ+1]∣∣∣− ∣∣N[τ−1,2τ+1]∣∣
< |Σ1|τ + C − |Σ0|(τ + 2) + C ′
= (|Σ1| − |Σ0|) τ + C ′′,
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where C ′′ is again independent of τ . Thus since |Σ1| − |Σ0| < 0, for τ
sufficiently large we have |N˜(τ)| < |N |, or equivalently, |N˜ (τ)[τ−1,2τ+1]| <
|N[τ−1,2τ+1]|.
Now, since K ≡ 0, the Jang equation J [f ] = 0 reduces to the minimal
surface equation H[f ] = 0. Define a 2-form on M×R by ω := indV , where
dV is the volume form on M× R and n is the downward unit normal to
N = graphf , extended to be constant along the R-factor of M× R. Then
ω is a calibration for N ; that is, ω|N is the volume form for N , and
dω = d(indV ) = (divn)dV ≡ 0,
since divn = H[f ] = 0. A calibrated submanifold minimizes volume for its
boundary and relative homology class [6], so in particular, we should have
|N[τ−1,2τ+1]| ≤ |N˜(τ)[τ−1,2τ+1]|
for any τ . But this is a contradiction to the above. 
Proposition 4. There exist spherically symmetric initial data sets with
K not identically 0, satisfying the dominant energy condition, which con-
tain MOTSs which have blow-up solutions but which are not outer-area-
minimizing.
Proof. By construction: we find an example of an initial data set (M =
[ℓ0,∞), R,Kℓ,KR) containing two MOTSs, say at ℓ1, ℓ2 where ℓ0 < ℓ1 < ℓ2,
such that R(ℓ1) > R(ℓ2) but ℓ1 has a blow-up solution corresponding to
it. Since R(ℓ) is by definition the area radius of the round 2-sphere at ℓ,
R(ℓ1) > R(ℓ2) implies that Area(ℓ1) > Area(ℓ2). Then ℓ1 is a non-outer-
area-minimizing MOTS with a blow-up solution. The main difficulty lies in
arranging the data such that the dominant energy condition is satisfied.
For convenience and clarity, we switch to using subscript notation for
derivatives in what follows — e.g. k,ℓ in place of ∂ℓk, et cetera.
We begin by finding a function a(ℓ) ∈ C∞ ([ℓ0,∞)) satisfying the following
properties:
i. a(ℓ) > −ℓ for all ℓ ∈ [ℓ0,∞)
ii. a,ℓ(ℓ1) = a,ℓ(ℓ2) = −1
iii. a,ℓ(ℓ) < −1 for ℓ ∈ (ℓ1, ℓ2) and a,ℓ(ℓ) > −1 for ℓ ∈ [ℓ0,∞) \ [ℓ1, ℓ2]
iv. a,ℓℓ(ℓ1) = a,ℓℓ(ℓ2) = 0
v. |a(ℓ)|+ ℓ |a,ℓ(ℓ)|+ ℓ2|a,ℓℓ(ℓ)| ≤ C for all ℓ ∈ [ℓ0,∞), some C <∞
vi. a,ℓ(a,ℓ + 2) + 2a,ℓℓ(a+ ℓ) < 0 for ℓ ≥ L, some constant L > ℓ2.
Property (vi) is readily satisfied if, for example, a(ℓ) = cℓ−1 for very large
ℓ, where c is any constant. We now set
(16) R(ℓ) = ℓ+ a(ℓ),
from which we derive that
(17) H(ℓ) =
2(1 + a,ℓ(ℓ))
ℓ+ a(ℓ)
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and
(18) H,ℓ(ℓ) =
2a,ℓℓ(ℓ)
ℓ+ a(ℓ)
− 12H2(ℓ).
Our assumptions about a(ℓ) imply the following:
◦ R(ℓ) > 0 for all ℓ
◦
∣∣∣∣1− R2(ℓ)ℓ2
∣∣∣∣ =
∣∣∣∣2aℓ + a
2
ℓ2
∣∣∣∣ = O(ℓ−1)
◦
∣∣∣∣H(ℓ)− 2ℓ
∣∣∣∣ =
∣∣∣∣2ℓa,ℓ − 2aℓ(ℓ+ a)
∣∣∣∣ = O(ℓ−2)
◦
∣∣∣∣H,ℓ(ℓ) + 2ℓ2
∣∣∣∣ =
∣∣∣∣ 2a,ℓℓℓ+ a + 2a(a + 2ℓ)ℓ2(ℓ+ a)2 − 2a,ℓ(a,ℓ + 2)(ℓ+ a)2
∣∣∣∣ = O(ℓ−3).
That is, decay conditions (8)-(10) for the metric g = dℓ2 + R2(ℓ)ds2 are
satisfied.
Next, recalling the constant L from property (vi) of the definition of a(ℓ),
we choose KR(ℓ) to be a function in C
∞ ([ℓ0, L]) satisfying the following:
i. KR(ℓ1) = KR(ℓ2) = 0
ii. KR,ℓ(ℓ1) = KR,ℓ(ℓ2) = 0
iii. 2KR,ℓℓ(ℓ1) > −H,ℓℓ(ℓ1) and 2KR,ℓℓ(ℓ2) > −H,ℓℓ(ℓ2)
iv. 2KR(ℓ) > |H(ℓ)| for ℓ ∈ [ℓ0, L] \ {ℓ1, ℓ2}.
Now, the dominant energy condition says that we must have
ρ ≥ |µ|,
where ρ and µi are defined via the Einstein constraint equations,
8πρ = Scal + |K|2 − (trK)2
and
8πµi = 2
(∇jKij −∇i(trK)) ,
respectively. Computing these expressions in our spherically symmetric set-
ting, we find that the dominant energy condition amounts to precisely the
following inequality:
(19)
2
R2
− 3
2
H2 − 2H,ℓ − 4KℓKR − 2K2R ≥ |2H(Kℓ −KR)− 4KR,ℓ| .
From equations (17) and (18), we see that properties (ii) and (iv) of the
definition of a(ℓ) imply that H(ℓ1) = H(ℓ2) = 0 and H,ℓ(ℓ1) = H,ℓ(ℓ2) = 0;
using in addition properties (i) and (ii) of KR(ℓ) to evaluate each side of
(19) at ℓi, i = 1, 2, we have
LHS =
2
R2(ℓi)
and RHS = 0.
Thus since R(ℓi) > 0 for i = 1, 2, strict inequality holds in (19) at each ℓi,
which in turn implies that the dominant energy condition holds at least on
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U1 ∪ U2, where each Ui is a neighborhood of ℓi, i = 1, 2. Next, observe that
the inequality
(20) − 4KℓKR − |2HKℓ| ≥ |2HKR + 4KR,ℓ| − 2
R2
+
3
2
H2 + 2H,ℓ + 2K
2
R
implies (19). Because [ℓ0, L] is compact and all the terms are smooth, the
righthand side of (20) is uniformly bounded above on [ℓ0, L], say by a con-
stant C. Let us assume a priori that we will choose Kℓ such that Kℓ(ℓ) < 0
on [ℓ0, L]. Then in order to insure that the dominant energy condition (19)
holds on [ℓ0, L], it is sufficient to show that
(21) − 2Kℓ(2KR − |H|) ≥ C.
Since 2KR − |H| is uniformly bounded below by a positive constant on
[ℓ0, L] \ (U1 ∪ U2) by property (iv) of KR, we may choose a constant B > 0
sufficiently large that Kℓ(ℓ) ≤ −B implies strict inequality in (21) on the
set [ℓ0, L] \ (U1 ∪ U2). In fact, for ℓ ∈ [ℓ0, L], we set
trK(ℓ) ≡ −B,
so that
Kℓ(ℓ) := (trK − 2KR)(ℓ) = −B − 2KR(ℓ) ≤ −B
(since KR ≥ 0 by hypothesis). Thus with these choices of R, KR, and Kℓ,
inequality (21) holds everywhere on [ℓ0, L] with strict inequality, and hence
so does the dominant energy condition (19), also with strict inequality.
It remains to prescribe KR and Kℓ (or equivalently, KR and trK) on
[L,∞). To this end, we first make the ansatz
(22) KR(ℓ) :=
1
R3(ℓ)
[
R3(L)KR(L) +
∫ ℓ
L
R,ℓR
2b(ℓ˜) dℓ˜
]
for some unknown function b(ℓ) ∈ C∞([L,∞)), where the value KR(L) > 0
and the function R(ℓ) are defined as in the preceding paragraphs. We then
choose the function b(ℓ) to satisfy the following properties:
i. b(L) = −B
ii. all derivatives of b vanish at L, i.e. b,ℓ(L) = b,ℓℓ(L) = b,ℓℓℓ(L) = · · · = 0
iii. b(ℓ) < 0 for all ℓ ≥ L
iv. |b(ℓ)| decays sufficiently rapidly to insure that KR(ℓ) ≥ 0 for all ℓ ≥ L
v. |b(ℓ)|+ ℓ|b,ℓ(ℓ)| = O(ℓ−3).
Set
trK(ℓ) := b(ℓ),
so that
(23) Kℓ(ℓ) := b(ℓ)− 2KR(ℓ).
One readily checks that, with these choices of KR and Kℓ,
(24) 2H(Kℓ −KR)− 4KR,ℓ ≡ 0,
14 CATHERINE WILLIAMS
so the righthand side of the dominant energy condition inequality (19) is
identically 0. Since KR ≥ 0 and trK < 0 for ℓ ≥ L,
−4KℓKR − 2K2R = −4(trK − 2KR)KR − 2K2R = −4trK + 6K2R > 0,
and by (16) and property (vi) of the definition of a(ℓ), we also have that for
ℓ ≥ L,
2
R2
− 3
2
H2 − 2H,ℓ = − 2
(ℓ+ a)2
(a,ℓ(a,ℓ + 2) + 2a,ℓℓ(a+ ℓ)) > 0.
Thus the lefthand side of (19) is strictly positive for all ℓ ≥ L, i.e. the
dominant energy condition holds on [L,∞) as well.
Note that since R,ℓ(ℓ) = a,ℓ(ℓ) + 1 > 0, b(ℓ) < 0, and KR(ℓ) ≥ 0 for all
ℓ ≥ L, we have
|KR(ℓ)| = KR(ℓ) ≤ R
3(L)KR(L)
R3(ℓ)
= O(ℓ−3).
Since |trK(ℓ)| = O(ℓ−3) by property (v) of b(ℓ), |Kℓ(ℓ)| = O(ℓ−3) as well.
Then from (24), property (v) of b(ℓ), and the fact that |H(ℓ)| = O(ℓ−1), we
see that |KR,ℓ(ℓ)|, |Kℓ,ℓ(ℓ)| = O(ℓ−4). Thus decay conditions (11)-(13) are
satisfied.
There remains one complication with this initial data set: as we have
prescribed it, it is not quite smooth. Clearly R(ℓ) is smooth by construc-
tion, and property (ii) of b insures that trK is everywhere smooth as well,
but while the functions KR(ℓ) and hence Kℓ(ℓ) are C
∞ on [ℓ0,∞) \ {L},
they are only continuous at L. But now we perturb KR on a small interval
(L − ε, L) to smooth it out at L; since strict inequality holds for the dom-
inant energy condition at L by construction, by making our perturbation
sufficiently small, we can insure that the dominant energy condition contin-
ues to hold. We can also insure that KR remains strictly positive near L.
Holding trK fixed (i.e. still identically equal to−B), we use (23) to adjust the
function Kℓ accordingly. Now the whole data set (M = [ℓ0,∞), R,Kℓ,KR)
is everywhere smooth and satisfies the dominant energy condition.
Finally it remains to show that this data fulfills the statement of the
proposition. First observe that property (iii) of a(ℓ) implies that R,ℓ(ℓ) < 0
for ℓ ∈ (ℓ1, ℓ2) and hence that R(ℓ1) > R(ℓ2). Furthermore, since H(ℓ1) =
H(ℓ2) = KR(ℓ1) = KR(ℓ2) = 0 by construction, (3) tells us that θ
+(ℓ1) =
θ+(ℓ2) = 0 as well, so both ℓ1, ℓ2 are MOTSs. Our construction also implies
that θ+ is strictly positive on [ℓ0,∞)\{ℓ1, ℓ2}, that θ+,ℓ (ℓ1) = θ+,ℓ (ℓ2) = 0, and
that θ+,ℓℓ(ℓ1), θ
+
,ℓℓ(ℓ2) > 0. In particular, ℓ1 and ℓ2 are both finitely stable, ℓ2
is globally outermost, and ℓ1 is outermost in [ℓ1, ℓ2). Now since trK < 0 for
all ℓ, Proposition 2 applies, so there exists a blow-up solution corresponding
to ℓ1 as asserted. 
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