Abstract-A new method is introduced for parametric modeling of spectral envelopes when only a discrete set of spectral points is given. This method, which we call discrete all-pole (DAP) modeling, uses a discrete version of the Itakura-Saito distortion measure as its error criterion. One result is a new autocorrelation matching condition that overcomes the limitations of linear prediction and produces better fitting spectral envelopes for spectra that are representable by a relatively small discrete set of values, such as in voiced speech.
INTRODUCTION POPULAR approach to speech modeling is to use a time-
A varying all-pole spectral shaping filter with a variable excitation source. This all-pole filter is typically estimated using linear prediction methods [ 111. It has been known for some time that linear prediction (LP) suffers from drawbacks that are especially manifested during voiced segments of speech. Specifically, the peaks of LP spectral estimates during these segments are highly biased towards the pitch harmonics, especially for high-pitched sounds and voices [ 111. It has been pointed out that the drawbacks of LP are inherent to its error criterion [ 1 1 1.
To overcome these drawbacks, we propose in this paper a new all-pole modeling method based on a discrete form of the Itakura-Saito distance measure.
The new method, which we call discrete all-pole (DAP) modeling, overcomes the well-known limitations of LP and generally gives better all-pole spectral envelopes that are less biased towards the pitch harmonics. In DAP, we approximate the spectrum of voiced speech, which has its energy located approximately at the harmonics of the fundamental pitch, by a line (discrete) spectrum. The problem of finding the spectral envelope is then reduced to fitting an all-pole spectrum to a finite set of spectral points so as to minimize the discrete form of the Itakura-Saito (I-S) distance measure. We present an algorithm to compute the optimal envelopes and show that DAP modeling produces generally better fitting spectral envelopes than LP.
Another advantage of DAP modeling is that the method can be extended to allow error weighting as a function of frequency.
This weighting can be used to emphasize the spectral fit in sections of the spectrum at the expense of the fit at other sections. This method has known applications in various aspects of speech processing where better spectral accuracy is often desired at lower frequencies relative to high frequencies.
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In the next section, we present the known limitations of linear prediction. In Section 111, we introduce DAP modeling and derive the minimization conditions for the discrete form of the I-S distance measure. We also examine the possible forms of solutions one obtains using DAP modeling. In Section IV, we derive an iterative algorithm to compute the optimal all-pole model and discuss its convergence properties. The results of applying DAP modeling to various signals are presented in Section V. In Section VI, we modify DAP modeling to allow weighting of the error measure as a function of frequency, and the results of weighted DAP are compared to those without weighting.
LIMITATIONS OF LINEAR PREDICTIONS
In this section, we review linear prediction spectral analysis and demonstrate, using examples, some of its inherent limitations.
The basic concept of linear prediction (LP) is to predict, subject to an error criterion, the present value of a signal based on its previousp values, wherep is the prediction order. Normally, the error criterion used is a least squares distance measure between the actual and predicted values. In the frequency domain, for discrete spectra defined at a set of frequencies U , E Q, the LP error criterion is equivalent to minimizing [ 121 where P( 0 ) is the spectrum of th,e given signal, N is the number of discrete frequencies U,, and P ( U ) is the spectrum of the allpole envelope defined as Note that, in the definition of P ( w ) , we have incorporated the gain factor in the coefficients of the denominator, i.e., a. is not restricted to 1. We emphasize here that the frequencies U , in the set Q, which includes both positive and negative frequencies, can be arbitrary and need not be equally spaced.
The minimization of ELp with respect to the predictor coefficients, ak, 1 5 k I p , yields a well-known set of normal equations: 
1053-587X/91/0200-0411$01.00 0 1991 IEEE is the autocorrelation of the discrete signal spectrum P ( U,). Equation (4) was obtained by substituting (3) in (1) and setting the energy of the continuous LP spectrum equal to the energy R (0) of the given discrete spectrum. It is well known [ 111 that by minimizing ELP, we are matching the autocorrelation of the continuous LP envelope to that of the given discrete spectrum. In other words, we are effectively setting where and R ( i ) is the autocorrelation of the discrete spectrum in (5).
In the following example, we show a typical behavior of LP spectral analysis of discrete or harmonic spectra. We will use LP to attempt to recover the original all-pole envelope of a periodic signal. The spectral envelope shown in solid line in' Fig.  l(a) represents a synthesis all-pole ( p = 12) filter which, when excited with a periodic pulse sequence having a discrete spectrum with N = 30 frequency points, will give a periodic signal whose line spectrum is shown in the figure. If we perform LP analysis on the periodic signal, we obtain the dashed envelope shown in Fig. l(a) . Clearly, the LP envelope does not match the original envelope nor does it fit the discrete spectrum. While there is a unique all-pole envelope (the original) that perfectly fits the discrete spectrum, LP fails to recover that all-pole envelope. It has been shown [12] that for discrete spectra the LP error measure (1) possessss an error cancellation property which makes it select an envelope other than the only one which passes through all the spectral points.
We now show that it would be unreasonable to expect LP to recover the original envelope from the discrete spectral samples. We define Rorg to be the autocorrelation corresponding to the original all-pole filter with spectrum P( U ) . Rorg ( i ) and P ( w ) are related by the standard transform pair and m
P ( O ) = C R ,~~( I )
e-]"'.
( 9 )
The autocorrelation R corresponding to the discrete samples of the synthesis envelope is defined in (5). By substituting (9) in (3, we find that R is related to R,, by , for all i. (IO)
This equation shows the aliasing that occurs in the autocorrelation domain whenever a spectral envelope is sampled at a discrete set of frequencies. For the periodic excitation case, the frequencies w, will be equally spaced at U, = 27r(m -l ) / N , and ( 
I@).
As shown in ( 6 ) , LP matches the autocorrelation of the continuous model spectrum to that of the given spectrum. By applying this matching to the example shown above, we obtain In other words, since the autocorrelation corresponding to the LP envelope will always equal an aliased version of Rorg (for the discrete spectrum case), the LP envelope will not equal the original envelope. It is also important to note that LP produces a unique all-pole model given a set of autocorrelations, which means that the original all pole is not a possible solution to (3).
The autocorrelation R,, ( i ), 0 I i s 75, corresponding to the LP envelope in the example above is shown in Fig. l(d) . We note that RLp( i ) in Fig. l(d) is equal to R( i ) in Fig. l(c) for the first 13 lags (since p = 12) and, very importantly, that RLP ( i ) is very different from the original autocorrelation Rorg shown in Fig. l(b) . The LP error criterion matches the autocorrelation of the continuous all-pole model to the autocorrelation of the given signal without taking into account the aliasing that has occurred in the discrete spectrum. This interpretation of LP spectral estimation explains the sensitivity of LP estimates to high-pitched sounds. As the pitch increases, we have fewer and fewer harmonics (spectral samples) and the autocorrelation aliasing becomes more and more severe, which in turn, leads to worse LP models.
In Fig. 2(a) , we show the same example as in Fig. 1 for N = 30 and nonperiodic excitation. The discrete spectral lines shown in the figure are not equidistant and are not multiples of some fundamental frequency. The original envelope is shown in solid line and the LP envelope in dashed. Once again, LP fails to recover the original envelope. It is easy to understand why the LP estimate was so poor by examining the autocorrelations corresponding to the original envelope and the discrete spectrum. These autocorrelations are shown in Fig. 2(b) and (c), respectively. We note how very different the aliased autocorrelation is from the original one. Consequently, the LP envelope whose autocorrelation is shown in Fig. 2(d) and is equal to the aliased autocorrelation for the first 13 lags, will also be very different from the original one. These examples show that LP is the wrong approach to envelope estimation for discrete spectra since it does not account for the aliasing caused by spectral sampling (periodic or nonperiodic).
This disregard to autocorrelation aliasing is demonstrated again in the following one-pole example. Given a single pole filter, with a real pole at z = p , excited by a periodic sequence with period N , one can show [2] that the resulting signal will have a normalized first autocorrelation lag R ( 1 ), given by When we perform LP analysis on the periodic signal, the resulting one-pole LP envelope will have a pole at z = pLp = R ( l ) = ( p N -' + p)/(l + p N ) . F o r p = 0.95 and N = 10, for example, we have pLp = 0.99. Clearly, the LP envelope will have a much narrower bandwidth than the original one. We note from (13) that, as N gets larger, R( l ) , and hence pLp, will approach p , which as N + 03 corresponds to the continuous spectrum case. However, for many applications, especially for highpitched speech, as N decreases, LP autocorrelation matching often produces suboptimal and inadequate results. This matching is forced upon us by the error measure used for LP.
To In his frequency domain approach, Hermansky [5] attempts to generate more frequency samples of the original envelope by interpolating between the measured harmonic peaks, and then fits an all pole to the new set of frequency points using LP. In a different method, Hermansky [4] improves the LP fit by first transforming the measured spectrum to modify its dynamic range, then fits an LP envelope to the transformed spectrum. In another approach, McAulay [ 141 makes a Gaussian assumption about the observed time sequence then uses a maximum likelihood approach and some approximations to estimate the parameters of an all-pole filter given the samples of the discrete spectrum.
The method we have selected employs the discrete form of the Itakura-Saito distance measure. The reasons for this choice and the details of this modeling technique are presented below.
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DISCRETE ALL-POLE MODELING
In this section, we introduce a new method for all-pole envelope estimation of discrete spectra, which we call discrete allpole (DAP) modeling. We present the error criterion used in the estimation and derive its minimization conditions. We then derive an expression for the minimum error and show that there is a unique model spectrum that achieves it.
A. Properties of the Error Measure
The Itakura-Saito (I-S) error measure was defined originally for continuous spectra [6], [7] . However, it can be adapted to the discrete case as follows:
where P ( w , ) is the given discrete spectrum defined at N frequency points a, E Q, and P ( w , ) is the all-pole model spectrum, defined in (2), evaluated at the same frequencies. This error measure is always nonnegative and is equal to zero only when P(w,) = P(w,) for all w, E Q (i.e., P(w,) = P ( w , )
gives a minimum for E,, but, as shown in the previous section, not necessarily for E L p ) .
The continuous form of this error measure was originally presented as part of a maximum likelihood approach to linear prediction and was shown to produce the same result as LP for continuous spectra. Later, the discrete version shown in (14) was derived by McAulay for the maximum likelihood spectral modeling of periodic speech signals with Gaussian statistics A spectral flatness interpretation of this discrete error measure makes it a very reasonable choice for the problem of fitting an envelope to a set of discrete spectral values. It can be shown that minimizing the error in (14) is equivalent to maximizing ~4 1 .
the spectral flatness of the error spectrum P ( w , ) / p ( w , ) , where the spectral flatness is defined as the geometric mean of the spectral samples divided by their arithmetic mean. The proof of this property parallels the one for the continuous case given in [ 131. The major consequence of this property is that our optimal model is the one which makes the residual (error) spectrum as flat as possible.
It has been shown that, for small values of EIS, the I-S error approximates the mean-squared distance between the log spectra [6]. Based on this property, we shall define EdB = 6.142 (15) for small EIS.
In this paper, we shall use EdB when comparing error values since it provides an approximate estimate of the spectral error in decibels.
It is important to note that, for the continuous case of the Itakura-Saito measure, the optimal all-pole model is the same as the one produced by LP. Therefore, by using this error measure, we do not sacrifice any of the advantages or performance of LP in unvoiced segments of speech.
B. Error Minimization measure in (14) with P ( o ) expressed as
For pedagogical reasons, we shall first minimize the error
where { d k } can be shown to be equal to P do = c a:
Note that d , is twice the autocorrelation of { a k } for 1 I i 5 p , and do is equal to the zero-lag autocorrelation. We then set aE,,/adi = 0 for i = 0, * -, p . The result can be shown to yield a set of correlation matching conditions, given by
where R ( i ) is the autocorrelation corresponding to the given discrete spectrum defined in (5) and R ( i ) is the autocorrelation corresponding to the all-pole model sampled at the same discrete frequencies as the given spectrum
. N Equation (20) looks deceptively similar to the usual LP autocorrelation matching condition in (6). The major difference, however, is that in LP, RLpJi ) is the autocorrelation of the continuous all-pole spectrum P( a), while here, R ( i ) in (21) is the autocorrelation of a discrete sampling of the all-pole spectrum. From (20), we see that DAP requires matching the given aliased autocorrelation to the autocorrelation of the all-pole model aliased in the same manner. It is this improved correlation matching condition, which incorporates the autocorrelation aliasing, that makes DAP better suited than LP for analyzing voiced segments of speech, and discrete spectra in general.
While the matching condition (20) provides us with insight into the solution of the modeling problem, it does not give us a way of computing the parameters of the optimal all-pole model. The all-pole model is obtained by using the definition of P ( CO) in (2) and setting aE,,/aa, = 0, i = 0, * . . , p. This yields the following set of equations relating the predictor coefficients { ak } to the autocorrelations of the given discrete spectrum and the sampled all-pole model
The conditions in ( and R ( i -j ), 0 5 i , j 5 p, respectively. Since R is a function of a, (23) constitutes a set of p + 1 nonlinear equations in p f 1 unknowns. Before we present a solution to these equations, we derive the minimum error.
C. Minimum Error
The minimum error is obtained by substituting the condition for minimization (24) in (14). We begin by simplifying the first term in the error measure (14):
We obtain (27) by substituting (24) into (26). But
Therefore, at the minimum, we have
We conclude from (29) and (30) that, at, the minimum, the energy in the residual spectrum P ( w,)/P( CO,) is automatically normalized to 1 and the minimum error is equal to the logarithm 415 of the ratio of the geometric means of the model spectrum and the given spectrum. Both these properties have their equivalent in continuous spectrum LP [ 111, Based on the similarities between the two methods (DAP and LP) and the'fact that DAP reduces to LP for the continuous spectrum case while LP does not reduce to DAP for the discrete spectrum case, we conclude that LP is just a special case of DAP modeling where the number of spectral points N goes to infinity.
D. The Solution and its Uniqueness
We now focus on the solution of the minimization conditions in (23). These equations allow one of two possible solutions: 1) A "matching" solution in which R = R and the model satisfies the conditions in (20).
2) A "singular" solution in which # R, and therefore, the predictor vector a will be an eigenvector of the difference matrix ( R -R ) corresponding to an eigenvalue equal to 0.
(Note that the trivial solution a, = 0 is not possible since it produces unbounded values for R. ) Consequently, the optimal all-pole model will belong to one of these two classes of solutions. It will either have an aliased autocorrelation equal to that of the given discrete signal (matching solution), or it will not (singular solution). In Appendix A, we show that the error function is convex and that the optimal all-pole model, independent of which class of solutions it belongs to, will be unique under some mild conditions on the number of spectral points N . We also show that if the optimal model is the singular solution (i.e., it does not satisfy the matching conditions in (20)), it will have some roots on the unit circle. This statement implies that there are cases where the given autocorrelation R(i ) cannot be generated (matched) using a sampled all-pole spectrum, and consequently, the optimal allpole model will be unstable. It is important to point out that these cases rarely occur for real signals and, when they do occur, there are remedies. Below, we will present some examples of the two types of solutions for all-pole models of orders 1 and 2.
E. Examples
In the examples below, the given autocorrelations are assumed to correspond to harmonic spectra (i.e., the frequency points are equidistant). This simplifying assumption reduces the mathematical complexity of the derivations without affecting any of the conclusions. The results can be generalized to arbitrary discrete spectra. In these examples, we show that the range of autocorrelations generated by periodically exciting an all-pole filter is smaller than the one spanned by autocorrelations corresponding to the given general discrete spectra. (In contrast, in the continuous case, every given autocorrelation sequence of length p + 1 can be generated with an all-pole of order p ) . We note from (32) and (34) that, for N even, all possible values of R ( 1) can be generated (matched) using a one-pole filter. Therefore, for N even, we will always have a matching solution. However, if N is odd, there may be cases where we may not be able to find an all-pole that satisfies the correlation matching condition (20) . For example, for N = 7, we see from (31) that for an arbitrary spectrum we must have R ( 1 ) > -0.901, while ffom (33) we see that for a sampled single-pole model we haveR( 1) > -0.714. Therefore, any value o f R ( 1 ) that is in the range -0.901 < R ( l ) < -0.714 cannot be matched by a sampled one-pole model. In this range, the optimal all-pole will have a pole at z = -1 and will be unstable.
1) One-Pole
2 ) Two-Pole Models: We now give an example of the possible solutions to (22) for second-order filters. It can be shown
[2] that for the first two normalized autocorrelation lags R ( 1 ), R ( 2 ) corresponding to an N-point harmonic spectrum are bounded by a polygon with ( N / 2 ) + 1 sides for N even and ( N + 1)/2 sides for N odd. The vertices of the polygon lie on the parabola enclosing the autocorrelations corresponding to arbitrary continuous positive-definite spectra. Each vertex corresponds to a discrete spectrum consisting of a nonzero spectral value at only one of the harmonic frequencies. An example of these regions is given in Fig. 3(a) for N = 11. The dashed polygon bounds the region of autocorrelations corresponding to arbitrary 1 1-point harmonic spectra. The solid curve inside the polygon bounds the autocorrelations generated by a 2-pole filter sampled at the same 11 harmonic points. If the given autocorrelations lie within this nonconvex region, they can be matched using a 2-pole filter and we will have the matching solution. However, if the given autocorrelations lie between this nonconvex region and the polygon, they cannot be matched using a 2-pole filter and we will have the singular solution. In this case, as mentioned earlier, the optimal all-pole filter will have roots on the unit circle. Fig. 3(b) shows the same regions for N = 10. In general, as N + CO, the number of vertices of the polygon increases until the polygon coincides with the parabola. Also, the region of all-pole generated autocorrelations will coincide with the parabola and consequently, we will always have the matching solution.
In summary, the optimal all-pole model which satisfies (22) may or may not. satisfy the conditions in (20) . If it does, we will have the autocorrelation matching solution. If the optimal allpole model does not satisfy (20), we will have the singular solution and the optimal model will be unstable. It is necessary to emphasize that the optimal all-pole model in both types of solutions minimizes the spectral distance measure and is unique.
Iv. ALGORITHM FOR DISCRETE ALL-POLE MODELING
In this section, we present a simple iterative algorithm that solves the set of nonlinear equations shown in (22) . We then apply the algorithm to some simple envelope estimation problems to examine its accuracy and convergence behavior. We also demonstrate that this algorithm will always converge to the optimal solution and we present possible modifications for improving its speed of convergence. 
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A. Sirnplijication
use the following property of sampled all-pole filters:
To simplify the solution of the nonlinear problem in (22), we
where h^( -i ) is the (time-reversed) impulse response of the discrete frequency sampled all-pole model, given by
To prove this property, we start with the identity (37)
&(U,)
A(Um) = 1.
I EL-JAROUDI AND MAKHOUL: DISCRETE ALL-POLE MODELING
Multiplying the H*(a,), and substituting (2), we get p(w,) * A ( w , ) = fi*(w,).
C u k P ( u m ) e-jwfnk = A*(o,). (38)
By expanding A ( a , ) , we have By substituting the all-pole property (35) into the minimization condition (22), we obtain the following set of equations relating the all-pole predictor coefficients to the given autocorrelation sequence:
The equations in (41) are written in vector form as
where h is a column vector with elements 6( -i ), 0 s i s p .
For the continuous spectrum case, we have &( i ) = 0 for i < 0 (or h( -i ) = 0 for i > 0) and this set of equations reduces to that of-regular linear prediction in (3) and (4). In fact, LP assumes h ( i ) = 0 for i < 0 for both discrete and continuous spectra. However, for the discrete spectrum case, h ( -i ) is nonzero in general. For the example in Fig. 1, h ( i ) is shown for -37 s i r: 37 in Fig. l(e) . It is clear that assuming h ( i ) = 0 for i < 0 is a gross approximation which produces large errors in the LP envelope estimates. In DAP modeling, we are after the exact solution to the set of equations in (41). However, the set in (41) is nonlinear since h( -i ) depends on the values of the all-pole coefficients { uk }. This nonlinear set of equations can be solved iteratively using the algorithm presented below. 417 6) Solve (41) for the new estimate of { a k } . 7) Evaluate E,, using (2) and (14). 8) If the reduction in EIS from previous iterations is greater than some threshold T, go to step 4; else continue. 9) Normalize the coefficients to satisfy (29). 10) stop.
Computationally, the DAP algorithm is more intensive than LP. Each iteration of the above algorithm requires two real DFT's of size N and the solution of a set of p + 1 linear equations. It is important to note that the autocorrelation matrix R in (41) is constant throughout the iterations, and therefore need only be inverted once. Also, R is Toeplitz symmetric, which allows the use of efficient algorithms in the solution of (41).
C. Examples
To demonstrate that the DAP theory and the algorithm given above are basically sound, we applied the algorithm to the harmonic discrete spectrum in Fig. l(a) and the nonharmonic discrete spectrum in Fig. 2(a) . As expected, in both cases DAP was able to recover the original all-pole filter, with the resulting spectrum in each case being almost identical to the original (solid) envelope shown in the figures.
In Section V, we present and discuss the results of applying DAP to real and synthetic speech. But first, we present the convergence properties of the DAP algorithm.
D. Algorithm Convergence
To examine the convergence characteristics of the DAP algorithm, we show in Fig. 4 plots of the spectral error EdB as a function of the iteration number for discrete spectra obtained from the 12-pole example of Fig. 1 . The lower line shows the behavior of EdB for a spectral sampling of N = 60 while the upper curve corresponds to a sampling of N = 34. By comparing the two curves, we notice that the algorithm converges faster for a higher value of N , partly because the initial LP estimate is closer to the final DAP result. For smaller values of N close to 2p, as shown by the upper curve, we notice that the error decreases every two iterations instead of every iteration. The reason for this behavior will become evident when we analyze the convergence properties of the algorithm.
While the algorithm is intuitive and straightforward and was derived without rigorous mathematics, we will show that it is fundamentally sound and its behavior is not at all surprising. We will use the vector notation introduced earlier to prove that the algorithm is equivalent to a well-known fast gradient technique and suggest an improvement to the algorithm which increases convergence speed.
The algorithm in Section IV-B can be given in vector notation as follows. Given an estimate a, of the vector a at iteration m, we compute the vector h,. Then, the new estimate a, + , is given from (42) as
B. m e Algorithm
The algofithm used for determining the predictors ak is straightforward; it involves two steps repeated iteratively:
Given an estimate of the predictor, evaluate &( -i using
Given the new estimate of &(
The algorithm in detail is as follows.
(36).
), solve the now equations (41) 
With simple manipulation of the above equation, we obtain have to be intege; multiples of some fundamental pitch. However, to minimize the number of spurious peaks, one could apply quasi-harmonic constraints when dealing with voiced speech U,,, = U, -R -~( R -R,)u,. is the gradient g at iteration m. Therefore, the update equation in (44) reduces to of ( a k } , 0 I k I p .
5) Evaluate h( -i ) , 0 5 i I p , using (36). The update equation (46) is recognized as a special form of the classical quasi-Newton method [ 101 which in general is expressed as a,,, = a, -as-lg, where S is the Hessian (matrix of second derivatives) of the cost function and a! is a scalar determining the length of the update vector S-lg,. We note that, in the case of the DAP algorithm, the 2R matrix is used as an estimate for the Hessian. This choice is appropriate since 2R is a good estimate of the Hessian for large N (it is exact for N --t 03 ) and it is positive definite, which is a requirement for the convergence of such algorithms. We also note that, for the DAP algorithm, the update scalar is always set to l . While this value is optimal for the quadratic case, it is suboptimal for nonquadratic problems such as this one. The use of a suboptimal value of a! is the reason why the error does not necessarily decrease every iteration. To improve the convergence speed, we incorporate an update scalar a! in our algorithm. The algorithm is then modified to
A proper choice of a! can guarantee a decrease in the error every iteration, which would provide for faster convergence. Fig. 5 shows the convergence curves for the DAP algorithm for the same example in Fig. 4 with N = 34 and for a! = 0.1, 0.5, 1 .O. We note that, for Q! = 1 (the standard algorithm in (43)), we have slow convergence. Moreover, we do not have an error decrease every iteration. On the other hand, for a! = 0.5, we have a fast convergence rate and an error decrease every iteration. The algorithm with a! = 0.: has a much slower convergence rate and the curve flattens before attaining the minimum error. This behavior is typical of gradient techniques where if the update parameter is larger than its optimal value, oscillations occur and if it is lower than its optimal value, slow convergence occurs. In most experiments, we have found that cx in the range 0.4 I a! I 0.8 was adequate and achieved good results in terms of convergence speed.
V. EXPERIMENTAL RESULTS
We now present the results of applying DAP modeling to short-term spectra obtained from synthetic speech and from real speech. 
A . Synthetic Speech
We applied DAP modeling to the estimation of formant frequencies of synthetic vowels. We synthesized one-second long segments of each of three vowels, led, lit, and lul. Each vowel was synthesized by exciting a fixed 12-pole filter with known formant frequencies by a sequence of pulses with varying pitch. The pitch values within each vowel were changed continuously from 100 to 350 Hz, but never higher than the value of the first formant. We then estimated the spectral envelope of the synthetic speech for every frame of 20 ms (for a total of 50 frames per vowel) using LP and DAP modeling with p = 12 poles. From the envelope in each frame, we located the first three local maxima as estimates of the formant frequencies and computed the percent error ofieach estimate. The percent error was defined as I % I = ( I F -{ I / F ) x 100 where F is the known value of the formant and F is the estimate. The first row in Table  1 shows the percent error for the LP formant estimates averaged over all 50 frames for each of the three formants of each vowel. The second row in the table shows the average percent error for the DAP estimates. (The third row will be described in Section VI). We note that DAP produced better estimates of all the formants for all three vowels. The improvement was the greatest for the first formant of each vowel and constituted a reduction of a factor of two to three in the percent error. Also, for each method we show the average value of E,, for each vowel. The decrease in EdB was on the order of 1 (dB) for all three vowels.
It would be misleading to claim that DAP modeling will always necessarily provide a better estimate of the vocal tract resonances for real speech than other modeling techniques. This claim would be valid only if the vocal tract can be well modeled using an all-pole envelope which, as is well known is not always the case. What DAP modeling always provides is an allpole envelope that is on the average closer to the harmonic peaks than the LP envelope.
B. Real Speech
As an example of the performance of DAP modeling on real segments of speech, we show in Fig. 6(a) the spectrum of a 20-ms frame of voiced speech and its line spectrum approximation. We also show the LP and DAP 12-pole estimates of the spectral envelope. The LP estimate is shown as a dashed line while the DAP envelope is the solid line. We note that the DAP envelope generally fits closer to the harmonic peaks than the LP envelope. Also, the DAP formants are less biased toward the given spectral peaks than the LP formants. The difference be- Fig. 6(a) . (c) Convergence behavior of the DAP algorithm for the spectrum shown in Fig. 6(a) .
tween how LP and DAP spectra match the spectral peaks can be seen by examining the spectral deviation plots in Fig. 6(b) . This figure shows the spectral error P(o,)/~(w,) in decibels at the spectral peaks for the LP model (dashed lines) and the DAP model (solid lines). As expected, DAP modeling provides a better fit at most frequency points. The convergence behavior of the DAP algorithm for this spectrum is shown in Fig. 6(c) .
We note that the error EdB decreased from 2.2 for the LP estimate to 1.4 for the DAP estimate in four iterations and that the error decrease for subsequent iterations was very small. This convergence behavior, which is typical for real speech segments, allows us to limit the algorithm to very few iterations. This makes DAP modeling an attractive procedure with some extra computational load but not a prohibitive one. Early stopping of the iterations also has an advantage in the case where the optimal solution is singular because the algorithm will not reach the unstable optimal all-pole model, but will still achieve an improved spectral fit and a decrease in error using the first few iterations. In order to compare the general behavior of DAP modeling with LP modeling for real speech, we present in Fig. 7 a scatter plot of E d , for the two methods when applied to the voiced segments of a sentence from a female speaker. We note that, as expected, EdB for the DAP estimate is always less than E d B for the LP estimate. The decrease in for these segments ranged from 0.15 to 3.5, with an average of 0.65. Fig. 8 shows the spectrum of a 20-111s frame of unvoiced speech and the LP and DAP 12-pole estimates of the spectral envelope. The LP envelope is shown in dashed line while the DAP envelope is in solid line. We note that the DAP and LP envelopes provide similar fits to the spectrum. This conclusion becomes evident when we note that E,jB decreased from 2.5 to 2.4 in 10 iterations.
This result is expected since unvoiced speech has a large number of spectral peaks and as shown earlier, DAP modeling reduces to LP for large N .
VI. WEIGHTED DAP
As mentioned earlier, the use of the Itakura-Saito error measure allows us to weight the error as a function of frequency. Frequency-dependent weighting has been used in many applications to obtain a better envelope fit in certain frequency regions relative to others. It has been shown that, in speech coding, a better fitting envelope at the lower harmonics can improve the quality of the synthetic speech [22] . It has also been shown that proper error weighting can improve the recognition performance of speech in noise [ZI] . In this section, we modify our DAP procedure to include a frequency-dependent weighting of the I-S error. We call this method weighed DAP, or WDAP. For an all-pole model, the minimization of Ewls with respect to the predictor coefficients yields the following conditions: By substituting (54) into (51), we obtain a set of nonlinear equations
The set of equations in (56) is solved iteratively using a twostep procedure similar to the one presented earlier for the noweighting case. These two steps, which are repeated until convergence, are
Given an estimate of the predictor, evaluate k,( -i ) using
Given the new estimate of 6,( -i ), solve the now "linear" equations (56) for a new estimate of the predictors.
The WDAP algorithm exhibits all the convergence properties (55).
mentioned earlier for the DAP algorithm.
B. Results
We applied WDAP to the estimation of formant frequencies of the same synthetic vowels described in Section V-A. The only difference in this experiment is that the spectral error is weighted using the function W ( U ) = [ 1 / 1 + ( U / a c ) ] where the cutoff frequency U , corresponds to 800 Hz. This weighting function corresponds to a mel-scale based weighting. The third row in Table I shows the average percent error for WDAP estimates for each of the formants for the three synthetic vowels. We note that WDAP modeling improves the estimates for formants whose values are lower than the cutoff frequency at the expense of the estimates for the formants that are higher than the cutoff frequencies. Estimates of the formants that are relatively near U , do not vary greatly when we use WDAP instead of DAP modeling.
It is important to note that while a correlation matching solution may exist for a certain weighting function, it may not necessarily exist for another, even though the spectrum P ( U , ) is the same in both cases. This point is illustrated in Fig. 9 . Fig. 9(a) shows the admissible region of the normalized autocorrelation lags R,( 1 ) and & , ( 2 ) that can be generated from a 2-pole model, excited with a pulse train with period N = 10 and weighted with W ( U ) in Fig. 9(b) . The admissible region in Fig. 9(a) is to be compared with that in Fig. 3(b) for the uniform weighting case. It is clear from the two figures that the admissible autocorrelations depend on the weighting functions: therefore, the existence of correlation matching solutions will also be weight dependent. Note that this change in the region of admissible autocorrelations with change in spectral weighting only occurs for the discrete spectral case. For continuous spectra, the region of admissible autocorrelations is always the whole positive definition region, with or without spectral weighting.
VII. CONCLUSIONS
In this paper, we introduced a new method for estimating the envelope of discrete spectra. By matching the appropriate autocorrelations, discrete all-pole (DAP) modeling is able to produce better fitting envelopes to a set of spectral points than linear prediction. We also presented a simple iterative algorithm which we showed to be a fast gradient technique guaranteed to converge. The basic DAP method was extended to allow frequency-dependent weighting of the spectral error to improve the spectral fit in certain frequency regions of frequency at the expense of the fit at other regions. The basic method can also be extended to allow pole-zero modeling of discrete spectra [2], [31.
APPENDIX A
In this Appendix, we shall prove the following properties of the error measure and the optimal all-pole model: 1) The allpole model satisfying the minimization condition (22) . From one sequence, we can always compute the other. We start by showing that the minimum is unique with respect to the sequence { dk } .
Note that we do not intend to compute the optimal set of { dk } . We are only exploiting the properties of the error function of the { dk } parameters to find its properties for the { uk 1 parameters. We then show that, depending on whether the optimal set of correlation coefficients corresponds to a positive-definite spectrum or not, the optimal all-pole model will or will not satisfy the correlation matching condition (20) . If the optimal all pole does not satisfy (20), we show it to have roots on the unit circle.
Uniqueness with Respect to { dk }
A sufficient condition for the minimum with respect to { dk 1 to be unique (i.e., for the local minimum to be global) and for EIS to be a convex function of dk is that the Hessian matrix S of second derivatives be positive definite or, equivalently, have the product x T S x be positive for all vectors x # 0. We adapt a proof presented by Preuss [ 181 for the continuous case to the discrete case. We first compute the matrix S with elements s,, For the Hessian to be positive definite, we need to have at least one term inside the summation be different from zero for all x # 0. In other words, we need It is these conditions that guarantee at least one of the terms in the summation in (A.3) to be different from zero, and therefore, the uniqueness condition to be satisfied.
In conclusion, the error is convex in { d k } and therefore the optimal set { d k } is unique if the condition in (A.6) is satisfied.
Note that (A.6) gives the minimum number of spectral points required for uniqueness for a given model order.
The form of the optimal all-pole model will depend on whether the unique optimal value of { dk} occurs within the region corresponding to positive definite spectra or outside it. Below we consider both possibilities and derive the properties of the optimal all-pole predictors { a k } based on those derived above for the set { d , } .
Autocorrelation Matching Solution
If the optimal set of { dk 3 corresponds to a positive-definite spectrum, then the corresponding { a k } sequence will exist and will have poles inside the unit circle. In this case, the optimal all-pole model will satisfy the matching condition (20) and the minimization condition (22) (hence the name matching solution). Moreover, since the optimal sequence { dk } is unique (as shown by (A.3) above), the corresponding minimum-phase allpole madel { a k } will also be unique. In terms of tke matrix equation (23), this solution makes the matrix ( R -R ) identically zero and, therefore, (23) will be satisfied by the corresponding all-pole model.
Singular Solution
For the case where the unique local minimum in { dk } is nonpositive-definite, there will be no local minimum among positive definite spectral models. However, given the convexity of the error in { dk } , the optimal positive-definite { dk } sequence (the one which produces the smallest error among positive-definite spectral models) will be on the boundary of the positivedefinite space. Therefore, the corresponding { a k } will also be on the boundary of positive-definite space. In other words, the optimal all-pole will have roots on the unit circle. In terms of the matrix equation (23), the optimal all-pole model is the vector a that corresponds to the zero eigenvalue of the matrix ( R -8 ) .
