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Abstract
Heterogeneous computing supply various and scalable resources for many applications requirements. Its structure is based on interconnecting
machines with several processing capacity spread over networks. The scientific bioinformatics and many other applications demand service flow
processing in which services have dependencies execution. The environments of this computing are suitable for huge computational needs that
contains diverse groups of services. Managing and mapping services of service flow to the suitable candidates who provides the service is
classified as NP-complete problem. The managing such interdependent services on heterogeneous environments also takes the Quality of Service
(QoS) requirements from users into account. This paper firstly proposes a model of service flow management with service cost quality
requirement in heterogeneous computing. After that a service flow mapping algorithm named genetic to reduce the consumed cost of an
application in heterogeneous environments is proposed. This algorithm gives a robust search technique that allow a soft cost solution to be
derived from a huge search space of solutions by inheriting the evolution concepts. The obtained results from the applied experiments prove that
genetic can save more than fifteen percent from the cost and also outperforms the compared algorithms in the metric of speedup and SLR.
Copyright © 2018 Faculty of Computers and Information Technology, Future University in Egypt. Production and hosting by Elsevier B.V. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
Heterogeneous computing proposes completely diversified
computing nodes that have different capabilities with various
ways for instructions execution. The advantages of getting
diversified kinds of computing nodes are the performance up
and energy Effectiveness [1]. Diversity challenges exist at the
hardware level and software level. The most two common
within these challenges are scalability and distributing the
incoming workload among the various candidate to induce the
towering performance [2]. Heterogeneous computing may be
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consider as a service supported model that capable of supporting various computing services network. Scientific service
flows usually need different resources to manage computation
activities of large data. A service flow management system is
used for managing these applications by hiding execution
details on resources provided by heterogeneous service candidates [3]. So as to constrict the price of service flow,
effective strategies by relying on meta-heuristics are needed
for mapping and managing the services [4]. In this paper a
model for service flow management is proposed. It contains
four separated modules. The management module from these
modules is considered as the brain module of the proposed
model. Also a genetic algorithm for service flow mapping
based on budget QoS constraint is proposed.
Genetic algorithm (GA) is employed as a meta-heuristic
technique that's supported natural evolution. GA combines the
exploration and exploitation ideas. Exploration discovers new
solves from solution area. Exploitation exploits the most effective
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solutions from previous searches. The solution is represented by
chromosomes [5]. Chromosomes may be described by bit strings
or symbolic expressions depending on current application. The
looking for a suitable chromosomes begins with a population of
initial chromosomes. Current population members help in provoking new population using selection, mutation and crossover
operation that simulate biological evolution [6]. Fitness function
employed to measure each chromosome quality at each generation. GA has been implemented to a variety of optimization such
as robot control and results in a great success [7]. The rest of this
paper is arranged as follows. Section 2 scans the proposed service
flow management model and the service flow mapping problem.
Section 3 provides the most important related work and overviews the standard genetic algorithm. Section 4 shows the details
of the proposed genetic for service flow management. In, section
5 discuss the performance of the proposed genetic with various
experiments. Section 6 finally, gives a summarization and some
future trends.
2. Heterogeneous service flow model
This section proposes the heterogeneous service flow
management model. The model consist of four modules: service repository module, management module, broker module
and Service Level Monitoring (SLM) module.
1. Service repository contains all kinds of heterogeneous
services.
2. Management module maintains a management algorithms to
generate best mapping according to user's QoS requirement.
3. Broker module collects QoS requirement and all suitable
candidates of needed services from repository and transforms these information to management module.
4. SLM module is to monitor the execution stages of services
and feedback the monitoring results to broker module.
The proposed service flow management model for heterogeneous environment is shown in Fig. 1.
 User submits a separate services or service flow with QoS
requirement specification based SLM to the broker
module.
 Broker module copy services needed for the separate
services or service flow from repository, and then send the
separate services or service flow and the list of suitable
services candidates to management module.
 Broker module also negotiates and configures service for
user according to SLM between them.
 Management module generates a best mapping according
to current scenario. After that it transmits the services to
suitable candidate according to the reach mapping and
acknowledges the broker.
 SLM module monitors and tracks the execution and sends
the feedback from tracking results to broker module.
The service in this paper is modelled as S and Scost stand
for service cost. SN is the number of services in Service
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repository. The user required service is composited of N services, the flow of service is modelled as FS that is represented
by a directed acyclic graph (DAG) FS ¼ (V, A), where
V ¼ {S1, S2,… SN} corresponds to the needed service
requirement of the FS. The set of arcs A represents precedence
relations between services. The Fig. 2 presents an example of
FS that contains seven services.
Every service Si in FS has a selection domain that represents
the service candidates SC ¼ {C1, C2 … Cm} such that SC
represents the set of suitable service candidates and m is the
number of SC candidates. The main goal from Service flow
management module is to find a best mapping to FS that satisfies the QoS and optimizes the objective that user specified.
In this paper our concentration is based only on the cost
constraint. The cost of service flow FS.cost should be not more
than the user specified budget in SLM. The FS.cost is
computed by Eq. (1).
FS:cos t ¼

N
X

Sij :cos t  Budget

ð1Þ

i¼1

where Sij is the service Si that mapped to candidate Cj. It is
seen from Eq. (1) that for cost optimization, the goal of the
managing algorithm is to find a map that satisfies the cost
constraint or minimizes the value of FS.cost.
3. Related work and standard genetic algorithm (SGA)
overview
3.1. Related work
There are a lot of researches for heterogeneous computing
scheduling related to task and workflow scheduling but there
are less researches for service flow management. This subsection scans the most popular related work for scheduling in
heterogeneous computing. MineMin in Ref. [3] and MaxMin in Ref. [8] are used to satisfy various constrains of
QoS such as time and/or cost. The research work in Refs.
[4,9] handles the problem of scheduling the tasks in sections
with sundry tasks using branch model likes Markov decision
and depends on the iteration method of cost objective. Genetic based optimization techniques also have been used to
tackle grid scheduling problem as in Refs. [7,10,11].
Although these approaches worked effectively in grid environment, they couldn't be directly applied to solve scheduling
problem in heterogeneous computing. The workflow based
particle swarm optimization (PSO) focusing on cost reduction of application execution is proposed in Ref. [12]. ACO in
Ref. [13] is used to solve workflow with diverse QoS needs
for grid computing. The research work in Ref. [14] introduced a Multiple QoS constrains scheduling strategy of
multi-workflows in cloud computing to tackle workflow
scheduling problem. ACO, GA, and PSO in Ref. [15] are
used to tackle cloud workflow management. The obtained
results show that the performance of ACO outperformed PSO
and GA methods. The research work in Ref. [2] proposes a
novel Greedy- Ant workflow management algorithm to
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Fig. 1. The proposed service flow model.

4. Proposed genetic algorithm for service flow
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Fig. 2. Service flow example Flowchart.

minimize total execution time of an application in heterogeneous environments.
3.2. Standard genetic algorithm (SGA) overview
SGA is an efficient search method motivated by biological
evolution. SGA generates successor chromosome by iteratively recombining and mutating parts of the best currently
chromosome. The algorithm operates by repeatedly updating a
pool of chromosome, called the population. All chromosomes
from each population are ranked by a given fitness function
each iteration. The fitness value shows the quality of chromosome compared to the others chromosomes in the population [16]. A new generation is then fabricated by selecting
specific chromosomes from the existing population. Some of
these selected chromosomes are copied into the next generation population and the others are used in crossover and mutation operation to create new offspring chromosomes [5]. The
flowchart of SGA is presented in Fig. 3.
A typical SGA includes the following steps [5] [6]:
1. Creating initial population of chromosomes randomly.
2. Estimating the fitness value of each chromosomes in the
current population and save the best one.
3. Generating new offspring by applying genetic operators
(selection, crossover and mutation).
4. Repeating steps 2 and 3 until the algorithm terminates.
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Service flow management focuses on mapping and managing
the execution of dependent services on diverse candidates. In
order to using genetic algorithm concept to solve the service flow
mapping problem, the chromosome representation in the population, the fitness function and genetic operations should be
determined. The details are presented in following subsections.
4.1. Chromosome representation
Each chromosome in the population represents a feasible
solution to the problem, and consists of a vector of suitable
candidates for services assignments. Fig. 4 shows the chromosome representation. It is shown from Fig. 4 that we have a
set of candidates for each service and the chromosome is
represented as a vector of selected candidates. The vector
length equals N that represent the number of services in FS as
shown in the bottom of Fig. 4.
4.2. Fitness function and selection
A fitness function is used to measure the quality of each
chromosome in the current generation. As the goal of the proposed genetic is to minimize the total cost of FS execution. After
calculating the fitness for each chromosome, the selection operation is applied. The proposed genetic algorithm depends on the
roulette wheel selection method that is works as follows. The
chromosomes are packed into circle of contiguous segments, such
that each segment is proportional to chromosome fitness. A
random number is generated and the chromosome whose segment
spans the generated number is selected. This process is repeated
until the specific number of chromosome is selected.
4.3. Genetic operators
Genetic operations comprise chromosomes in the existing
population and generate new ones. Two genetic operators:
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crossover method that works as follows. Several genes are
selected randomly from one chromosome (parent1) and then
the order of those genes is imposed on the respective genes in
the other chromosome (parent2). For example:
Chromosome (Parent1): 7 5 0 3 6 1 4 2
The letter C is removed from the chromosome representation for simplicity. The genes in bold are the randomly selected
genes. Now, the order 5, 0, then 6 is applied on the same genes
in Parent2 to give Offspring chromosome as following:
Chromosome (Parent2): 4 3 6 7 2 5 1 0
Offspring1: 4 3 5 7 2 0 1 6
The same steps are applied between these two parents
conversely to get the second offspring.
In the proposed genetic algorithm, mutations are used to o
explore a new solution. It allows a certain offspring to obtain
new features that are not in its parents. The proposed genetic
algorithm depends on insertion mutation method. It is a very
efficient approach for mutation that operates as follows. Only
one gene (ie 3) is chosen to be displaced and inserted back into
the same chromosome as following:

Fig. 3. Standard genetic algorithm (SGA) flowchart.

C1

C5

C2

C3

C7

C4

…

…

…

Cx

Cy

Cw

12345607
Take the 3 out of the sequence,
1245607
and reinsert the 3 at a randomly chosen position:
12453607
The pseudo code of the proposed genetic for service flow
management procedure is shown in Fig. 5.
5. Implementation and experiments results

Set of Service 1
Candidates

…

Set of Service 2
Candidates
<C3, C7, ...

Set of Service SN
Candidates

C4>

Fig. 4. Chromosome representation.

crossover and mutation is implemented for the FS mapping
problems. Crossovers are used to generate new chromosomes
from the current generation by combining specific parts of the
selected chromosomes. The main target from crossover is that
it may produce better chromosomes with high quality. The
proposed algorithm based genetic utilizes the order-based

https://digitalcommons.aaru.edu.jo/fcij/vol3/iss2/18

To test the proposed GA for service flow, we built our
simulator based CloudSim simulator in Ref. [17]. The
configuration of PC is as dual Core with 4 GB RAM with
Windows 7 operating system. The proposed GA is developed
on our simulator by JAVA. We also implemented a time
optimization algorithm, Heterogeneous-Earliest-Finish Time
(HEFT) [2], and Greedy Cost (GC) [7].
The HEFT algorithm is a list mapping algorithm which tries
to allocate interdependent tasks at minimum execution time on
a heterogeneous environment. But here in these paper it used
to map interdependent services instead of tasks. The GC
approach is to minimize workflow execution cost by assigning
tasks to resources of lowest cost. Also it is implemented here
for FS instead of workflow. The comparisons are performed
based on the metrics of.
 The total cost
 schedule length ratio (SLR),
 speedup
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Input: FS and List of candidates
Output: the best mapping for FS on Candidates
Steps:
1-Initialization part:
Threshold: determine the stopping criterion.
p: Population size indicates chromosomes number.
r: The percent of population replaced by Crossover.
m: mutation rate.
p = Generate p chromosomes randomly
Evaluate: For each chromosome ch in P, compute Fitness (ch).
Save the max Fitness in Bsolution.
2-Iterative part:
While (Bsolution < Threshold )
do
Create a new population pn:
1. Select (1 - r).p members from P and insert them into Ps using roulette wheel.
2. Crossover: select (r/2).p pairs of chromosomes from p. For each pair (chl, ch2) apply orderbased crossover to generate two offspring.
3. Add all offspring to pn.
4. Mutate: select m percent of the chromosomes of pn. Then apply insertion mutation method on
them.
5. Evaluate: For each chromosome ch in Pn, compute Fitness (ch).
6. Save the max Fitness in Bsolution.
7. Update: pn and p
3- Finishing part:
Return the Bsolution.
Fig. 5. Proposed service flow management based genetic pseudo code.

The next experiments include different service flows (FSs)
that include services from 10 to 100 services. The service flow
is categorized as balanced structure or unbalanced structure as
in Ref. [7]. In this paper balanced structure only is handled.
Table 1 shows the selected best parameters of the proposed
genetic algorithm (GA) that determined experimentally for
service flow management.
The population size p of proposed GA is set to 20, the
crossover rate is 0.8 and the mutation rate is 0.1, and the
minimization of cost is selected as the target function for the
proposed GA so it is running with a fixed number of iterations
that is set to 100 as stopping criteria. We assume that the cost
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for each candidate is known and in this paper it assigned by a
random value. The total cost of the proposed GA, HEFT and
GC algorithms is presented in Fig. 6. The proposed GA
consume less cost than HEFT and GC algorithms.
Table 1
Proposed GA selected Parameters.
The parameter

Selected value

p
r
m
iteration

20
.8
.1
100
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Schedule Length Ratio (SLR): it is a key measurement of a
scheduling algorithm based on makespan. The schedule length
ratio (SLR) is defined by Eq. (2) as in Ref. [1].

7
6

ð2Þ

The divisor is the summation of services minimum
computation on the FS. Low value of SLR means that the
better performance of mapping algorithm.
The SLR of the proposed GA, HEFT and GC algorithms is
presented in Fig. 7. The proposed GA has less SLR than HEFT
and GC algorithms that indicate the better performance of the
proposed GA.
Speedup: The speedup value is defined as the ratio of the
sequential execution time to the parallel execution time and
can be computed by Eq. (3) as in Ref. [7].
P

minmt2M
vi 2V Wi;t
Speedup ¼
ð3Þ
Makespan
where numerator represents the sequential execution time
computed by assigning all services to a single candidate and
the parallel execution time here is represented by makespan.
The speedup of the proposed GA, HEFT and GC algorithms
is presented in Fig. 8. The proposed GA has greater value of
speedup measure than HEFT and GC algorithms that indicate
the efficiency of the proposed GA.

Total Cost

800
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GC

400
300

proposed
GA

200
100

HEFT

4
3

GC

2

proposed GA

1
10

20

30

40

50

60

70

80

90

100

Number of Service in SFs

Fig. 8. Average speedup of the proposed GA, HEFT and GC algorithms.

6. Conclusion and future work
This paper proposes the heterogeneous service flow management model that contains four modules likes service repository module, management module, broker module and
SLA monitoring module. After that a genetic algorithm for
service flow management is proposed. It facilitate service flow
execution and management based service cost quality
requirement in heterogeneous environments. Its main target is
minimizing the total cost of service flow by taking into account the user specified budget. For testing the proposed genetic performance, our simulator based CloudSim simulator is
developed. The experiments include different service flows
that include services from 10 to 100 services. Some them are
balanced service flow and the others are unbalanced. The
selected parameters value of proposed genetic has been
determined experimentally. The obtained results proves that
the proposed genetic algorithm outperforms HEFT, and GC
algorithms in terms of total cost, schedule length ratio and
speedup measurements. The response time and security constraints and unbalanced structure may be handled in future
work.
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