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ABSTRACT
This thesis is primarily concerned with studying the N-fold sums 
and integrals arising in generalizations of some known exactly solved 
models in statistical mechanics.
In Part I we study classical Coulomb systems with the logarithmic 
potential (leg-gases). The multidimensional integrals representing 
the partition function and correlation functions of three new log-gas 
systems are evaluated. These systems are (for a single special value 
of the coupling constant) a two-component log-gas on the circle with 
charge ratio 1:2, a two-component "generalized" plasma on the circle, 
and a two-dimensional model of the metal-electrolyte boundary. In 
each case the thermodynamic limit is obtained, and the models are 
studied from a physical viewpoint. This latter study is mostly 
concerned with the verification and/or formulation of sum rules for 
these systems. As well as their interpretation as Coulomb systems,the 
Boltzmann factors of both the log-gases and generalized plasmas have 
interpretations as ground state wavefunctions for certain quantum many 
body problems. This analogue is used to check and/or formulate sum 
rules for the quantum system. Furthermore, for the two-component log- 
gases we consider the zero-temperature statistical mechanics, in 
particular the equilibrium configurations and corresponding energies.
In Part II we study the restricted eight-vertex solid-on-solid 
(SOS) model, which is a class of exactly solvable two-dimensional lattice 
models generalizing the hard hexagon model. To each site i of the 
lattice there is associated an integer height i. restricted to the 
range 1 < < r-1. The Boltzmann weights of the model are expressed
in terms of elliptic functions of period 2K , and involve a parameter
n . We consider all cases n = sK/r where s and r are relatively 
prime positive integers, r ^ 4 , and show that the hard hexagon 
model corresponds to the case s = 1 , r = 5 . Using the corner 
transfer matrix technique, expressions in terms of combinatorial sums 
are then obtained for the local height probabilities in the large but 
finite lattice. A generalization of Schur’s proof of the Rogers- 
Ramanujan identities is then used to transform these expressions into 
a form suitable for taking the infinite lattice limit. This allows us 
to express the combinatorial sums as modular forms, and thus obtain 
generalizations of the Rogers-Ramanujan identities. Furthermore, when 
calculating the normalizations of these probabilities, we encounter 
generalizations of the so called "sums-of-products" identities: 
summation formulae for special combinations of the modular forms 
occuring in the Rogers-Ramanujan identities.
A crucial tool used in Part II is the corner transfer matrix 
technique. In Part III we generalize the ideas underlying the corner 
transfer matrices to three dimensions. This allows a variational 
approximation for three-dimensional lattice models to be formulated.
To test the accuracy of the approximation, it is first used to obtain 
series expansions for the free energy and magnetization of the cubic 
Ising models. The approximation is then used to test the hypothesis 
that the Zamolodchikov model (an exactly solvable three-dimensional 
cubic lattice model) is critical. Numerical results thus obtained 
support the hypothesis.
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INTRODUCTION TO THE THESIS
E q u i l ib r iu m  c l a s s i c a l  s t a t i s t i c a l  m echanics i s  a l l  about sums 
and i n t e g r a l s .  The p a r t i t i o n  fu n c t io n  i s  g iven  in  te rm s o f  N -fo ld  
sums f o r  l a t t i c e  system s and N -fo ld  i n t e g r a l s  f o r  co n t in u o u s  sy s tem s.
And knowledge o f  th e  p a r t i t i o n  fu n c t io n  i s  s u f f i c i e n t  to  deduce a l l  
m acroscop ic  p r o p e r t i e s  o f  th e  system .
M a th e m a t ic a l ly ,  th e  s tu d y  o f  sums and i n t e g r a l s  comes under h ead ing  
o f  c l a s s i c a l  a n a l y s i s .  The s tu d y  o f  c l a s s i c a l  a n a l y s i s  began in  e a r n e s t  
w ith  th e  d is c o v e ry  o f  th e  c a l c u lu s  by Newton and L e ib n iz .  S ince th e n  
an enormous number o f  th e o re m s ,  t e c h n iq u e s  and id e a s  have been p u t  
f o r t h .
I t  i s  t h e r e f o r e  no t s u r p r i s i n g  t h a t  t h e r e  a re  many o c c a s io n s  when 
th e  m a th em a tic a l  theorem s o f  c l a s s i c a l  a n a l y s i s  can be a p p l ie d  d i r e c t l y  
to  a p rob lem  in  s t a t i s t i c a l  m echan ics .  And th e r e  a re  many exam ples 
where th e  converse  i s  t r u e :  th e  s tudy  o f  a problem  in  s t a t i s t i c a l
m echanics has  r e s u l t e d  in  th e  d is c o v e ry  o f  new theorem s in  c l a s s i c a l  
a n a l y s i s .
E q u i l ib r iu m  c l a s s i c a l  s t a t i s t i c a l  m echanics i s  th u s  o f  i n t e r e s t  
from a p u r e ly  m a them atica l v ie w p o in t .  However i t  i s  a l s o  a s u b je c t  
in  p h y s i c s .  As such i t  lends  i t s e l f  to  a t t a c k  v i a  a c l a s s  o f  te c h n iq u e  
which has  i t s  o r i g i n  in  what i s  r e f e r r e d  to  as " p h y s ic a l  i n t u i t i o n " .
By t h i n k i n g  o f  th e  p h y s ic a l  s i t u a t i o n  th e  sums and i n t e g r a l s  r e p r e s e n t ,
m a th e m a tic a l  theorem s and th u s  p r e c i s e  in fo rm a t io n  about th e  system
can be c o n je c tu r e d  (a  te c h n iq u e  s u r e ly  no t a v a i l a b l e  in  c l a s s i c a l  a n a l y s i s ! ) .
The r e s e a r c h  p r e s e n te d  in  t h i s  t h e s i s  em phasizes th e  i n t e r p l a y  
between c l a s s i c a l  a n a l y s i s  and s t a t i s t i c a l  m echan ics .  However we a re  
f o r e v e r  on th e  lookout f o r  o p p o r t u n i t i e s  t o  ex te n d  our r e s u l t s  by in t r o d u c in g  
some " p h y s ic a l  i n s i g h t " .  We a re  th u s  p r e s e n t i n g  a t h e s i s  on s t a t i s t i c a l
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mechanics r a t h e r  th a n  c l a s s i c a l  a n a l y s i s .  But the  o v e r la p  i s  v e ry  
e v i d e n t .  Of ten  we w i l l  b e g in  by s tu d y in g  a problem in  s t a t i s t i c a l  
mechan ic s ,  and as a r e s u l t  o f  t h e  i n v e s t i g a t i o n s ,  end by deducing new 
i d e n t i t i e s  in  c l a s s i c a l  a n a l y s i s .
The s u b je c t  m a t t e r  in  s t a t i s t i c a l  mechanics chosen a l l  comes under  
t h e  head ing  o f  e x a c t l y  s o lved  models .  In P a r t s  I and I I  t h e s e  models  
have t h e  common f e a t u r e  o f  l e a d in g  us  t o  new i d e n t i t i e s  i n  c l a s s i c a l  
a n a l y s i s .  P a r t  I I I  o f  t h e  t h e s i s  i s  based  on a g e n e r a l i z a t i o n  o f  t h e  
id e a s  beh ind  a c r u c i a l  t e c h n iq u e  used  in  P a r t  I I :  t h e  c o rn e r  t r a n s f e r
m a t r i c e s .  This  g e n e r a l i z a t i o n  i s  used  t o  s tudy  an e x a c t l y  s o l v a b l e  
t h r e e - d i m e n s i o n a l  l a t t i c e  model .
L a s t l y ,  a no te  r e g a r d i n g  fo rm a t .  As a l r e a d y  n o te d ,  the  t h e s i s  
i s  d iv i d e d  i n t o  t h r e e  p a r t s .  R e fe re nces  c o n t a in e d  w i t h i n  a g iven  p a r t  
are a l l  l i s t e d  a t  th e  end o f  t h a t  p a r t .  F u r t h e r ,  a l l  numbered t a b l e s  
and f i g u r e s  occu r in g  w i t h i n  a p a r t i c u l a r  c h a p t e r  a re  t o  be found a t  
th e  end o f  t h a t  c h a p t e r .
PART I
Exactly solvable Coulomb systems 
with the logarithmic potential
3 .
CHAPTER 1: AN EXACTLY SOLVABLE TWO-COMPONENT PLASMA
1,1 From random matrices to the one-component log-gas
In 1962 Dyson defined three types of ensembles of N x N unitary 
matrices: orthogonal, unitary and symplectic (Dyson 1962 a,b,c; see
also Mehta 1967). These matrix ensembles were used to formulate a 
statistical theory of energy levels. The physical observables of this 
theory can be expressed in terms of the probability density function 
of the eigenvalues, which, since the matrices are unitary, lie on the 
unit circle in the complex plane.
The probability of finding the eigenvalues e J within the 
intervals (Jk £ [0j,0j + d0 ^ ] , j = 1,...,N is given by
Here T = 1 for the orthogonal, T = 2 for the unitary and V = 4 
for the symplectic ensemble. C^p is a constant fixed by normalization.
It was immediately observed by Dyson that P^p is identical (up to a 
constant) to the Boltzmann factor for the one-component log-gas on the 
circle. This is a classical Coulomb system of N mobile particles of 
charge = q confined to a circle of radius R . With 0^ , 
specifying the positions of the particles, the interaction potential is 
the two-dimensional Coulomb potential
(1 .1 .1)
where
( 1 . 1 . 2)
V(9.,0k) = -\l°g£le (1.1.3)
4 .
Here L is an arbitrary length scale which we take to equal 1. 
Also present is a neutralizing background charge density, which is 
necessary to obtain thermodynamic stability. Since the background 
only contributes a constant to the Hamiltonian we see immediately 
from (1.1.3) that (1.1.2) corresponds to the Boltzmann factor for 
this system if we take
The system at F = 1,2 and 4 has a remarkable solvability property: 
the n-particle distributions, which are defined in terms of the integrals
can all be calculated in closed form (Dyson 1970). Thus explicit 
analytic formulae for the correlation functions of a statistical 
mechanical system have been obtained at some special temperatures. And 
since all microscopic equilibrium properties are expressed in terms of 
the correlations, the system is completely specified from this viewpoint.
These exact results are of a much wider significance than just 
describing the one-component log-gas at T = 1,2 and 4 . The 
one-component log-gas is a special case of a Coulomb system. The 
description of Coulomb systems has advanced considerably in recent 
years with the formulation of sume rules involving the correlations 
(Gruber et al. 1981, Blum et al. 1981, Jancovici 1982 b., Forrester et al. 
1983). These sum rules are of general applicability to Coulomb systems, 
so the exact results provide a test bench for their validity.
(1.1.4)
N r 2tt
n de p , 1 < P < N  ,
£=p ; 0
(1.1.5)
We begin in our researches by generalizing the Dyson-Mehta integration
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procedure for integrals of the form (1.1.5) to evaluate the partition 
function and two particle correlations of a two-component log-gas on 
the circle-» The two components have charge ratio 1:2. However before 
we describe this calculation, let us give mention to the special physical 
significance of such two-component Coulomb systems.
1.2 The two-component plasma
There are several different physical systems which come under the 
heading "two-component plasma". Here we use the term to refer to 
systems consisting of two species of charged particles with the same 
sign charge. Charge neutrality is obtained by the presence of a uniform 
background charge density.
A typical example of such a system is the H+- He++ mixture 
immersed in a neutralizing background of degenerate electrons. To model 
such a system classically one considers the degenerate electrons as 
inert and supposes the charges interact via the three-dimensional Coulomb 
system. This model is directly relevant to the description of fully 
ionized matter characteristic of white dwarf stars or the interior of 
Jupiter (Hansen and Vieillefosse 1976, Hansen et al. 1977).
A fundamental question concerning these systems is the possibility 
of demixing. Do the different charged species mix together, or do they 
phase separate? This question is of considerable importance in 
astrophysics, and under certain extreme physical conditions phase 
separation has been predicted by Stevenson (1975) (see also Hansen 
et al. 1977).
At a special value of the coupling constants, we obtain the exact 
statistical mechanics of a two-component plasma with species of charge 
ratio 1:2. The particles are constrained to lie on a circle and interact
via the two-dimensional Coulomb potential (1.1.3). We calculate the 
partition function and two-particle correlations.
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From the evaluation of the partition function we calculate the
free energy per particle in the thermodynamic limit. This allows
us to calculate the excess free energy of mixing, which is the
thermodynamic quantity which determines the demixing of the two-component
system into separate one-component phases. We thus provide an exact
result on which the accuracy of approximate methods of calculating
this quantity can be tested. In particular we can test the linear
interpolation method, which is known to be remarkably accurate, in which
the free energy of the two-component system is equated to the sum of the
free energies of the two separate one-component systems.
The calculation of the two-particle correlations is of interest for
two distinct reasons. Firstly, we can test the sum rules applicable
to this sytem. They are the perfect screening sum rule (Gruber et al.
1981), which in physical terms says around each charge in the system a
screening cloud of equal and opposite charge is formed, and Jancovici's
sum rule (Jancovici 1982 b., Forrester et al. 1983). Jancovici's sum
Trule relates to the charge-change correlation C2 (to be defined below).
It says for systems interacting via the two-dimensional Coulomb potential
and confined to one-dimensional domains, the asymptotic expansion of 
T , for large particle separation y , must contain the term
2 2 v 
7T y
The second feature of interest is the revelation of the microscopic 
structure of the system by plotting the two particle correlations for 
small separations. This gives us some insight into the behaviour of
two-component plasmas in general, and allows as explanation of the 
accuracy of the linear interpolation method as an approximation to 
the free energy.
7.
1.3 Evaluation of the partition function
We will consider a system of aN particles of charge +q and bN 
particles of charge + 2q , labelled 0^,0-, ,6 M and 0 .. _ aN aN+1
^ a N + 2 ’ '‘*’® (a+b)N resP e c t iv e ly» interacting on the circle of radius R 
via the two-dimensional Coulomb potential (1.1.3). In the presence of 
a neutralizing background charge density
(a+2b)N _
1 - S r- =  qQ ( 1 . 3 . 1 )
the Hamiltonian for such a system, which consists of terms corresponding 
to the particle-particle, particle-background and background-background 
interactions (the last two terms yielding only constants) is given by
q“N (2b — ) logR - q‘ I
l^j <k^(a+b)N
10
log; e -e Vk ( 1 . 5 . 2 )
In (1.3.2) q^ = 1  for 1 < j < aN and q_. = 2 for aN + 1 < j < (a+b)N .
With the coupling constant T defined as in (1.1.4) it follows
immediately from (1.3.2) that in the finite system the excess free energy
(ex)per particle, to be denoted <£ , is given by
6<t>(exV , Q . a N , b N )
(2 b + |)r
a+b log2TrQ + f(T,aN,bN) ( 1 . 3 . 5 )
where as usual ß = l/k^T , the function f is defined as
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f (T,aN,bN)
(2b + 1 )r
a+b log(a+2b)N - log2TT
1
+ (a+b)N log I (T,aN,bN) (1.3.4)
and
I (r,aN,bN)
(a+b)N 2ttn / de n
&=1 0 Kj<k<(a+b)N
rqjqk (1.3.5)
We will evaluate (1.3.5) when T = 1 . This is an exercise in 
classical analysis, requiring the use of a confluent alternant 
representation of the integrand, and the use of the method of integration 
over alternate variables (see Mehta 1967 , chapter 5).
In anticipation of the calculation necessary to calculate the 
correlation functions, we work with the integral
(a+b)N 2tt " aN '"(a+b)N
J d0£0 36 n (l+v (0 )) _z=i 1 * n£=aN+l
X n i0. i0. q.ql 1 J I xe -e 4 (l.
1 < i < j < N (a+b)
where v+  ^ and v+? are arbitrary integrable functions. From 
(1.3.5) we have
Z(0,0) = I(1,aN,bN) . (1.5.7)
The calculation begins by noting the integrand is symmetric in 
0£ , Z = l,2,...,aN , so we can order those integrations 
0 ^ 0^ < ©2 <... < 0 ^  ^ 2tt provided we multiply by (aN)! . We can now 
use the identity
9 .
i0. i0. i0. i0.
e X-e J| = i 1 (e J-e X) exp[-Ji(0^0^)] , 0 > Q± , (1.3.8)
to write
10. 10. q.q.1 J I i 3 e -e J J
1<i< j < (a+b)N
.-aN(aN-l)/2 abN ^  -i0£[(2b+a)N-l]/2 
i (-1) n e
£=1
(a+b)N -i0 [(2b+a)N-2] 
x n e 
£=aN+l
i0j „ifV qiqjIT (e J-e J‘)
l < i <  j< (a+b)N
(1.3.9)
But we can write
1 < i < j < (a+b)N
i0 . i0. q.q. 
(e J - e  x) 1 J
as a confluent alternate determinant (Mehta 1967, p. 208) of dimension 
(2b+a)N , with rows j , 1 < j < aN , consisting of powers of
i0. 2i0.
1, e J, e J ,... ,e
[N(2b+a)-l]i0_.
i0aN+j , while the rows
i0 v . aN+j
rows aN + (2j-1) , 1 ^ j < bN the powers of e 
aN + 2j , 1 < j < bN consist of the derivative with respect to e 
of the (aN+(2j-1))th row. Hence from the definition of a determinant 
we have
i0. i0. q.q.
n (e J - e  V 1 J
1 < i< j < (a+b)N
P=1 £=1 £=1
(1.3.10)
where e (P) denotes the parity of the permutation P of '{1,2,...,(2b+a)N>
10 .
S u b s t i t u t i o n  o f  (1 .3 .1 0 )  and ( 1 .3 . 9 )  i n t o  ( 1 .3 . 6 )  (with the
s p e c i f i e d  o rd e r  o f  i n t e g r a t i o n )  shows th e  i n t e g r a n d  i s  now a n t i -symmetric
in  0^ j ‘ ' • »®aN * However i f  we f i r s t  i n t e g r a t e  over  0 0  a
1 * 3 ’ *’ *, aN-1
(Mehta 1967, p. 51-52) ( i t  i s  th us  conven ien t  to  t a k e  N even) the
i n t e g r a n d  i s  symmetric in  th e  i n t e g r a t i o n  v a r i a b l e s  0 0  a
2 * 4 ’ ' ' ' 5 a.N
so we can drop the  o r d e r in g  c o n s t r a i n t  and d i v i d e  by (aN /2 ) ! .  Hence
l ( v  V  1 -  ( i  ^ a.N/2 (aN)! [ 0 +2b)N]! aN/2 _2tt
C ♦ l ' V*2) -  ( -1)  I  £ (P) n /  ,
P=1 £=1 0! j0 d62i \^!ce2 i ) )
X e i 6 2Jl(P (2J l ) -N (b+ §) - l /2 )  d2 iI dfW > - +1( e 2 t . 1) ) e i e M - l ( P ( 2 t ' 1 , - Htb^ - 1/ 2 , >
bN 2tt . q r_ .
( 1 . 3 . 1 1 )
Consider  a l l  p e rm u ta t io n s  such t h a t  P(2£) > P (2 £ - l )  f o r  each 
£ -  1 , 2 , .  . . ,N(b-t-j) . Denote the  s e t  o f  such p e rm u ta t io n s  by X .
From X we can c o n s t r u c t  a l l  p e rm u ta t io n s  P by in t e r c h a n g e s ,  which 
have the  e f f e c t  o f  changing the  s ig n  o f  e(P) f o r  each in t e r c h a n g e .  
In f a c t  (Mehta 1967, p.  194-195)
Z(v+l - v+2^ = C - i ) aN/2
(aN)! v aN/2
(aN/2)! z ^  i(,p ( 2 £ - l ) , P ( 2 £ )  (v+p X
( f  +b)N
<J>PC2i-1) , P ( 2 £ ) Cv+2) (1 .3 .1 2 )
where
^ P ( 2 £ - 1 ) , P ( 2 £ ) ( v+ P
2tt 2tr
{, d62 *{, d02 U SS "(e2 £ - 0 2 M H l ^ 1 (02 t . 1) H l +v+1(02J)) X
e l 9 2 £ - l ( P ^2£_1^"N(b+- |  ) ' 1/ 2 ) + i 0 2 £ ( P ( 2 £ ) - N ( b + - | ) - 1 / 2 ) (1 .3 .1 3 )
1 1 .
and
^P(2£-l) ,P(2£) (-V +2^ = (p (aN+2£)-p (aN+2^-l)) x
/ d0
i0aN+5/(p(aN+2^)+p(aN+2^-13-1-N (2b+a))
aN+£ ( ! + v + 2 ( e a N + £ ) )  •
(1.3.14)
We can now evaluate the partition function. Since
^P ( 2£-l),P(2£)^
2tt
k P(2£-l)-N(b+|)-l/2 P(2£)-N(b+|)-l/2
P (2 £) +P (2Sc-1 
N(2b+a)+1
otherwise
(1.3.15)
and
<fi
P(2£-l),P(2£) (0)
P(aN+2£)+P (aN+2£-1)
2tt(P (aN+2£) -P (aN+2£-l)) , = N(2b+a)+l
otherwise , (1.3.16)
and the only permutations satisfying P(2£) + P(2£-l) = N(2b+a) + 1 
and P(2£) > P(2£-l) for each £ = 1,2,. . . , (— *-b)N are
P(2£-1) = Q(£) , P(2£) = (a+2b)N + 1 - Q (£) , (1.3.17)
where Q(£) is a permutation of (1,2,...,N(b+^)} , we have after 
straightforward manipulation
Z(0,0)
CaN)!(bN)![N(b+|)]! bN
----[N(2b+a)],----- (16TT) /2 I n (c(l)->)'
c £—1
(1.3.18)[N(2b+a)]!
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where the sum is over all combinations of {1,2,...,N(b+y) } taken bN 
at a time.
1.4 A local limit theorem and the evaluation of the free energy
We now have a closed form expression for the partition function.
To take the thermodynamic limit we will require an asymptotic formula 
for the sum in (1.3.18). This can be achieved by first noting the 
required sum is the co-efficient of xNa//2 in the polynomial
(x+(t)2)Cx+(|)h....(x+(NCb+|)-i)2) . (1.4.1)
The problem is now analogous to finding the same type of asymptotic 
formula for the Stirling numbers of the first kind. Bender (1973) showed 
for that problem the desired asymptotic formula can easily be obtained by 
first proving a local limit theorem. Use of the same theorem suffices here.
Theorem 1.4.1 (Bender 1973, theorem 2)
Let
Pn(x) = l a (k)x’ 
k
an 11 Cx+r CJD) j (1.4.2)
be a polynomial in x whose roots are all real and non-positive. 
Associate with P (x) the normalized double sequence
*noop (k) = —
n l a m
(1.4.3)
J
Then with the mean and variance given by
13 .
Vn = I l/(l+rn (j)) (1.4.4)
j
Qn" = E rn Ü ) / ( l +rn (j))2 , (1.4.5)
j
the a^(k) satisfy a local limit theorem
1 -x2/2
IZ 'VH Ü V +V^/1? 6 I =° d-4-6)
provided Gn ^ 00 as n -> 00 . The brackets [] in (1.4.6) denotes 
the integer part.
To apply Theorem (1.4.1) to the sum in (1.3.18) we follow Benders 
procedure for the Stirling numbers of the first kind. The strategy is 
to take x = 0 in (1.4.6) and to scale x in (1.4.1) by a suitable 
function of N so that
yN(b + -|) aN/2 (1.4.7)
Denote the product (1.4.1) by SN (b+a/ ? ) M  * Define the 
polynomial (1.4.2) as
PN(b+a/2)(x} - gN(b+a/2) (“ 2x)
Then with
(1.4.8)
a = (b+a/2)N 
v
we can check from (1.4.4) that for large N
(1.4.9)
yN(b+a/2) ~  aartanv (1.4.10)
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Thus (1.4.7) is satisfied provided
a _ artanv 
a+2b V
Further, from (1.4.5)
2 _ (b+a/2)N
QN(b+a/2) 2
artany
l+y‘
-> 00 provided y ^ 0 , 00
(1.4.11)
(1.4.12)
The criteria for the validity of the local limit theorem is thus 
satisfied and the mean occurs at the required term in the sequence.
Noting from (1.4.8) and (1.4.1) that
PN(b + a/2) (j° = lr (i(V* + N(b + a/2D + 1/2)1 2 cosly a/* , Cl.4.13)
we conclude from theorem 1.4.1 the asymptotic behaviour 
bN ? I T(ia+N(b+-y)+^) I ^ coshua
I n {cw-hr ~ -------------- ---------
c £=1 N a Z  2TT Ot /2tT0 (1.4.14)
2where a is given by (1.4.9) and (1.4.11) and a by (1.4.12).
Using Stirling's formula for the gamma function in (1.4.14) we
(ex)can evaluate the excess free energy per particle 0 J . However
(ex)we first note both and f (eqs. (1.3.3) and (1.3.4) respectively),
which depended on both aN and bN in the finite system are now 
dependent on the concentrations
15.
a _ b
X1 a+b * X2 a+b (1.4.15)
x^ denoting the concentration of the +q charges and x9 the 
concentration of +2q charges. Since x1 + x2 = 1 , in the thermodynamic 
limit we can write and f as (j)^6^  ( T ^ x ^  and f(r,xx) .
With this notation, we have in the thermodynamic limit
f(r=i,x1)
x 2x2(v2+l)
-j- log -------- J
tt(x1+2x2)
log
x2Cl+l/v2) 
X1 + ^x2
—  — 2 x 2 2
(1.4.16)
1.5 The excess free energy of mixing
f o x ' )In a finite system the excess free energy of mixing AFV is 
defined as (Hansen et al. 1977)
A F (ex) = F(-ex  ^(r,Q' ,aN,bN) - F (ex) (r,Q» ,aN,0) - F ^ex  ^(T , Q * ,0 ,bN) .
(1.5.1)
This quantity is introduced as an indicator of the demixing of the
two charge species. Thus the background charge density Q ’ , being a
fixed quantity, must keep the same value in the two separate one
component phases as that in the two-component phase, as indicated in
(1.5.1). Denoting the excess free energy of mixing per particle by 
f ex)A0 , we have from (1.5.1)
6A<t.(ex) = &C4>Cex5 cr.Q’ , x p  - x1$ (ex) cr,Q\Xl=n 
-x2(|)(ex) (r,Q’ ,x1=0)) (1.5.2)
1 6 .
Hence from ( 1 .3 . 3 )  and (1 .4 .1 6 )  we have a t  T = 1
3A0 (ex) —  log
2 2 
x ^ i + v  )
( 2 - x p 2
+ X0 log
2x2 ( l + l / v  )
1+x, ( 1 .5 . 3 )
In t a b l e  1.1 we g ive  v a lues  o f  v , f ( l , x p  , Acj)^ 6^  , PE | (ßA(J)^exV f (1 , x ^  | x 
f o r  v a r io u s  v a lu es  o f  th e  c o n c e n t r a t i o n  x^ .
1.6 The two p a r t i c l e  c o r r e l a t i o n s
In §1.3 we t rans fo rm e d  the  i n t e g r a l  Z(v+^ , v +2) .  The two p a r t i c l e  
d i s t r i b u t i o n  f u n c t i o n s  a re  d e f in e d  in  terms o f  Z by th e  e q u a t io n
p Q(0 ,0, ) = lim +a,+ß^ a ’ b J N-*»
2ttQ 2 62 z (v+ r v +2) l
(2b+a)N ö v + a < W P i Z(0 ,0)  J
v + l  = V
+ 2
( 1 . 6 . 1)
Here denotes  f u n c t i o n a l  d i f f e r e n t i a t i o n ,  and e i t h e r  a  = ß = 1 ,
a  = ß = 2 o r  a  = 1 , ß = 2 .
To o b t a i n  c lo se d  form e x p r e s s io n s  f o r  the  t w o - p a r t i c l e  d i s t r i b u t i o n  
f u n c t i o n s ,  i t  merely remains t o  t a k e  the  a p p r o p r i a t e  f u n c t i o n a l  d e r i v a t i v e s  
o f  the  e x p r e s s io n  (1 .3 .1 2 )  f o r  Z . We w i l l  i l l u s t r a t e  the  p rocedure  f o r  
P+1 + ? (0a ’®b'* ' The c a l c u l a t i ° n o f  p+1 +1 and p+2 9 proceeds  
s i m i l a r l y ,  so we w i l l  omit th e  d e t a i l s  and p r e s e n t  only  the  r e s u l t s .
From th e  d e f i n i t i o n  o f  f u n c t i o n a l  d i f f e r e n t i a t i o n  we have
6vt l (ea )6v+2(6b ) Z(v+l>v+2)
+ 1 +2 0
= ( - i )
aN/2 (aN) ! 
( a N /2 ) ! I e(P)X
aN/2
l
j  = l
bN
l
k=l
________ 1________
. P ( 2 j ) -N (b  + | ) - J
_________ 1_________
P ( 2 j - 1 ) - N ( b + | ) - J  .
100% ,
(P(aN+2k)-P (aN+2k- l ) ) x
1 7 .
iö (P(2j)+P(2j-1)-N (2b+a)-1 i0, (P(aN+2k)+P(aN+2k-l)-N(2b+a)-1)
x e a e
aN/2
X ^  ^P(2£-1),P(2£) (0)
£/ j
C|+b)Nn
*=\N+i
^k+a-|+l
C2K.-1D ,P(2Ji) (0:) (1. 6 . 2)
For non-zero contribution in the sum over permutations, from (1.3.15) 
and (1.3.16) we require condition (1.3.17) for each £ = 1,2...,(y+b)N,£/j , 
aN/2 + k , where Q is now a permutation on (l,2,...,N(b+y) } - {p,q} ,
1 < p, q < N(b + -^-) . The permutations P(2j-1), P(2j), P(aN+2k-l), P(aN+2k) 
are free to assume the values as given by the following table, subject to 
the constraint in the column labelled "comment" and with associated parity
e(P) :
P(2j-1) P (2j) P(aN+2k-l) P(aN+2k) e(P) comment
q l+N(2b+a)-q P 1+N(2b+a)-p + 1 p t q
p l+N(2b+a)-q q 1 + N (2b+a)-p -1 p  ^q
q P 1+N(2b+a)-p 1 + N (2b+a)-q + 1 p > q
l+N(2b+a)-p l+N(2b+a)-q q P + 1 p > q
Hence after some straightforward manipulation
z (v 1 o)
+1’ +2 V+1 = v+2 = 0
I n (c(£)-l) 
c £=1
N(b+|)
l
p>q=i
(N(2b+a)+1-q) (N(2b+a)+1-p)
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- (N(2b+a)+l-p-q) 2 el9ab(p~q)'(p"q) cos0ab (N(2b+a)-p-q+i)
Nb-1
I n (c»(£)-J) 
c’ Z=1 (1.6.3)
where c' is the set of all combinations of (1,2,. ..,(b+y)N} - {p,q} 
taken (Nb-1) at a time. Again using the local limit theorem,
Theorem 1.4.1, we can easily show
Nb-i , “2 I " C c M - D 2I n (c'(£)-!) - 7C z"1 ?----  . (1.6.4)
c' £=1 (a +p )(a +q )
Substituting (1.6.4) in (1.6.3) and then dividing by Z(0,0) 
gives the desired expression for p+1 +? in the finite system. Noting 
for large R
eab
2iTy 
N(a+2b) Q (1.6.5)
y denoting the particle separation on the line, we observe the sums 
in (1.6.3) become Riemann integrals in the thermodynamic limit. Further 
we can evaluate the first of the integrals resulting from (1.6.3). We 
thus have the evaluation
p+i ;+2(y) -  p+1p+2 - g Q\y)
2 1 1jdtj ds C0STTyQ(s+t)
0 -1 C-t+t2) (-^2 +s2)
( 1. 6 . 6)
where p+  ^ is the particle density of the +q charges and p+  ^ the
particle density of the +2q charges. 
Proceeding similarly we can show
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, , r > 2 Q2 r l t  r t s  ( t - s )  2cos7TyQ(t+s)P  . o  + 7( y )  =  C p + 2 ) +  16 J d t  J d s  — I - - 2— I — 2- -+2>+2 +2 10 o  - i  c-j+t n
v v
(1.6.7)
and
.2 tt Q2 1
p+1,+iM  ■ (p+l5 + 2 “2 ~  J_ + t2
J d t  t s in i rQ Iy  11
+ Q l  J 1 J 1 d t d s  ( t _ s ) 2cos iryQ (t+ s)  
4v4 0 -1 s t ( ~ +  t2) (-^ 2+s2)
V V
( 1. 6 . 8)
The double integrals (1.6.6)-(1.6.8) can all be written in terms 
of single integrals. If we denote the five integrals
i. - j at s i r Q h
0 t(t +l/v )
cosiTyQt 
20 t  + l / v
f dt
tsinTiyQt
2 2 0 t  + l / v
J  d t t 2cos7TyQtJ dt
4 i t2+l/v2
t^sinTTyOt
J dt — 2--- 2“
0 t  + l / v
then we have for the two particle correlations
p+i,+iCy) - 4 (hV1^ +1% bv 2v (1.6.9a.)
P+l,+2 (y)
P+2,+2(y')
0 2 
2v z ^
Q2 2
4 « s W  ’
(1.6.9b.)
(1.6.9c.)
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1.7 Verification of the sum rules
As noted in §1.2 the correlations are expected to obey two sum 
rules. The first of these, the perfect screening sum rule (Gruber 
et al. 1981), states in the present case
dy(p+i,+i(y) 2p+u+2iv)) -P+ 1 (1.7.1)
and
J dy(pli>+2(y)+2p^2 2) - -2P+2 • (1.7.2)
Using the double integral representation of the correlations 
we can evaluate the integrals in (1.7.1) and (1.7.2). This is done 
by interchanging the order of integration so that the y-integration is 
being performed first. When the integrand is cosTryQ(t+s) this gives 
a delta function which reduces the double integrals with respect to 
s and t to a single integral. In the case the integrand is 
sin7rQ|y|t we introduce a convergence factor e C ^  which allows the 
integrations to be separated. We thus find
1 dy pIi>+i(^
—  00
CO
s dx pIi +?(y)
_ o o  9
CO
1 dy P+2 2(y)
_oo
1 + v
' + 1
"°+2 + 4
2(1+v )
P + 1 ___Q
4(1+v )
(1.7.3)
(1.7.4)
(1.7.5)
Substituting (1.7.3)-(1.7.5) into the LHS of (1.7.1) and (1.7.2)
verifies the perfect screening sum rule.
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Let us now consider Jancovici's sum rule (Jancovici 1982b.,
Forrester et al. 1983), which relates to the charge-charge correlation 
TC*(y) . For a general two component system
C^ (y) I w (y) + E  ^Vßpa ß(y)t=l a a=l 3=1 a p a,p (1.7.6)
where 5(y) denotes the Dirac delta function. Jancovici's sum rule
Tsays the asymptotic expansion of C2(y) must contain the term (1.2.1).
Furthermore it is expected that above a certain temperature this term
will be the leading order term (Forrester et al. 1983).
Thus to verify Jancovici's sum rule we first must expand the two
particle correlations. Provided the concentrations x1 and x? are
4
non-zero, we have from (1.6.9) the large y expansions to 0(l/y )
pT (y) 'v-------P + 1 +iv/J 2 2
ij 1 (1+v )
c o s  TTyQ ___ 1_
(myQ)2 (TryQ)4 (fyQ)4
-1 +
T Q2v2
p+l;+2(y)^ 2 22(l+v )
1 c o s  TTyQ + ___ 1_
( -nyQ )2 (TTyQ)4 (TTyQ)4
+ 2,+2
^2 4
(y) n,-----~2~2
4 (1+v )
c o s  TTyQ ___1_
(TTyQ)2 (TTyQ)4 (TTyQ)4
-1 +
Substituting (1.7.7) in (1.7.6) with q^ = q , q2 - 2q , and
4v2 12v4
1+v2 (1+v2)2
(1.7.
8v2 12v
\ +v2 2 2 (i+v r
(I.7.-
12v2 12v4
\ +v2 (1+v2)2
(1.7.
= and
recalling that the calculation was performed at the temperature
2 2 .
q2A ßT = 1 (1.7.8)
we have
c2(y) -v2 2 tt y as y (1.7.9)
which is precisely (1.2.1) so Jancovici's sum rule holds
1.8 Discussion
We have just seen that the two particle correlations decay as 
20(l/y ) . This is not surprising, since .Jancovici’s sum rule says the
Tcharge-charge correlation C0(y) , which is a linear sum of the
(y) , must decay at least as slow as 0(l/y_) for all temperatures. 
From Jancovici’s physical argument (Jancovivi 1982b.) the origin of this 
slow decay can be regarded as being well understood.
Note the asymptotic expansions (1.7.7) all contain an oscillatory
4term of period 1/Q at 0(l/y ) . Such a term was first noted by 
Dyson (1962b.) in the asymptotic expansion of the two particle 
correlation of the same system as considered here but with x9 = 0.
He found an oscillatory term of period ~  , p being the particle 
density. The appearance of the oscillatory term was interpreted as 
being indicative of an incipient crystalline structure of period , 
and indeed it can easily be proved that this is the ground state of 
the one component system. Thus if Dyson's interpretation is to be 
consistent with our results, we must interpret the oscillatory term seen 
here as being indicative of an incipient crystalline structure of period 
1/Q .
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To gain some insight into why this is so, consider the short
distance behaviour of the correlations as revealed by figure 1.
Take special note of the maximum probability peaks at approximately
T Ta distance 1/Q in the p+  ^ plot 3/2Q in the p+  ^ +? plot
Tand 2/Q in the p+9 + 9 plot, the exact location of the peaks being 
distances 6%, 3% and 2% greater respectively. Writing r  ^ for the 
spacing between a particle of charge otq and a particle of charge 6q , 
we thus have as a good approximation at T = 1 ,
ru , r12, r22 = Q'1, 3Q_1/2, 2Q"1 (1.8.1)
which is the spacings predicted by local charge neutrality. Most
importantly, the short range behaviour of the correlations indicate there
is little of no preferred sequential ordering of the +q and +2q
charges. The two species of charges have thus mixed.
The reason for the appearance of an oscillatory term can now be
understood as a consequence of the mixing. At large distances a fixed
test charge cannot distinguish a +2q charge from two +q charges at
positions 1/2Q either side of the position of the +2q charge. The
test charge thus "sees" the incipient crystalline structure of the
corresponding one component system which has lattice spacing 1/Q .
Now consider the excess free energy of mixing. From table 1.1 we see 
f ex')at T = 1 BAcf) is positive. We know from plots of the correlation
f ex')functions that the two component plasma does mix, but in view of ßA^r
being positive we might enquire into the thermodynamic reasons for this.
f ex')The free energy of mixing per particle is the sum total of A({) and
A(j)^ ^^  where AtJ)^ *^  is the entropy of mixing per particle of the ideal
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gas. We note, in view of the comment after (1.5.1), the relative volume 
occupied by charge species is determined by the charge density, which 
must be the same in all systems. Thus the +q charges must occupy a 
portion x + 2x?) of the volume and +2q charges a portion
2x^/(x^ + 2x?) , so Acj)^^ is given by
A<£(id) (id) (a+b)N2ttR - * (id)
r 2 x ? + x  
p = ------ aN1 xi J 2irR
-  4>(id)
'2x2+x^  ' bN
2ttR (1.8.2)
Here the first term on the right denotes the free energy of a two 
component ideal gas of aN particles of species 1 and bN particles 
of species 2 , the other terms on the right denoting the free energy of 
the one component ideal gas. Evaluating the right hand side of (1.8.2) 
we have
3A(t>( l d )  = -(log(2-x1)-(l-x1log2)
+ x1logx1 + x2logx2 . (1.8.3)
Computation of (1.8.3) shows ßAcj)^^ to be negative and some thirty 
times the magnitude of ßAcf» ' J . Thus the total free energy of mixing 
per particle is negative, so the system does mix.
From table 1 we see at T = 1 , 0 < ßA(j>^ eX  ^ < 0.017 , which is 
numerically very small. This can be explained by conjecturing that the 
majority of different sequential orderings of the +q and +2q charges 
have nearly the same energy. For if this is true we conclude the entropy
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gained by re-ordering can be well approximated by the entropy of 
mixing of the ideal gas. Subtracting out this portion we need only 
consider the free energy of any one of the ordered states. In particular 
we can consider the state in which the +q and +2q charges are 
separate, occupying a portion x^/(x^ + 2x^) and 2x2 /(x^+ 2X2), of 
the volume respectively. Thus we would expect
«Kr.Q'.xp a A<f.( l d )  4- x^ cr.Q'.x^ i) 4 x2<Kr,Q',Xl=0 ) • (1.8.4)
But A<|) is given by (1.8.2) so we can write (1.8.4) as
<t>(ex’1 (r ,Q' , x p  = x1<(i(ex ) ( r , Q ' , x1=i) + x2<t>(ex5 (r ,Q' , x1=o) .
(1.8.5)
Recalling the definition (1.5.2) this is equivalent to saying
3AcJ)^ eX') = 0 (1.8.6)
which is in qualitative agreement with what we observe at T = 1.
Equation (1.8.6) is well known from approximate studies of two 
component systems with a rigid neutralizing background in the case of 
the three dimensional Coulomb potential within a three dimensional domain 
(Hansen et al. 1977). By the argument above we would expect this to be 
an indication that the states of the system are almost identical up to 
re-ordering. Explicitly, if the charge ratio was a:8 , by analogy with 
the exactly solved model, we would expect as a good approximation the 
average volume occupied by the charges to be in the ratio a:6 , with 
different states merely being different sequential orderings, each 
having nearly the same energy.
X1 V f(l,xx) ß/W,(ex) P
0.2 13.47025 -2.35813 0.00862 .37%
0.3 8.21473 -2.11494 0.01200 .57%
0.4 5.57299 -1.92080 0.01460 .76%
0.5 3.97258 -1.72572 0.01625 .94%
0.6 2.88719 -1.52947 0.01674 1.09%
0.7 2.08754 -1.33181 0.01581 1.19%
0.8 1 .45110 -1.13234 0.01308 1.15%
Table 1.1. Values of the quatities (1.4.1), (1.4.16), (1.5.5) 
and the percentage P = | (3A4^eX^/f(1,x^ ) | x 100%,
1 ‘as fuctions of the concentration x
pT /o 2Ki,r
Figure 1.1a.
Figure 1.1b.
Figures 1. Plots of the two-particle correlations for the 
concentration x = x9 = .5. The scale on the 
vertical axis has been multiplied by 1,000.
26.
CHAPTER 2: EQUILIBRIUM POSITIONS OF THE TWO-COMPONENT PLASMA
2.1 Stieltjes, electrostatics and the zeros of the classical polynomials 
We now study the equilibrium position of the charges in a two-
component system. Polynomial identities in the form of determinants 
played an essential role in the calculations described in chapter 1.
Here again polynomials and polynomial identities are the necessary 
mathematical tools.
Problems of the type to be discussed in this chapter were first 
considered almost a century ago by Stieltjes (1885a., 1885b., 1886)
(see also Szegö 1959 , chapter 6). Indeed we use Stieltjes'technique 
of writing the equilibrium positions of the charges as the zeros of 
a polynomial, and then determining the differential equation satisfied 
by the polynomial (and thus the polynomial) via the non-linear equations 
specifying the minimum. In Stieltjes1 work the polynomials that occured 
were the classical polynomials. Similarly, the solution of all the 
electrostatics problems considered here can be written in terms of the 
zeros of the classical polynomials.
Properties of the ground states can be described in detail, as the 
zeros of the classical polynomials have been extensively studied. 
Conversely, many intuitively obvious properties of the electrostatics 
problems can be formulated as theorems regarding the zeros of the 
classical polynomials, thus providing electrostatic interpretations 
to those theorems.
2.2 Two impurities on the circle
Consider a system of 2N particles of charge +1 , labelled 
0^,02»...,02n » confined to a circle of radius R interacting via the
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potential (1.1.3). At 0 = 0  fix a particle of charge +q and at 
0 = tt fix a particle of charge +p . The uniform neutralizing 
background necessary to obtain thermodynamic stability is not relevant 
when calculating the ground state equilibrium positions since it only 
contributes a constant to the Hamiltonian. Thus ignoring constant 
terms we may take for the Hamiltonian
2N i0 2N i0
Hn = -q l l°g 11 -e |-p I log! 1+e I
k=l k=l
i0k i0.
I losle -e 3| . (2.2.1)
l<k< j<2N
Note that the radius has been scaled out of the Hamiltonian. We seek 
the minimum of H^ subject to the requirement
0 < 0j < tt j = l,2,...,N and tt < 0^ < 2 tt j = N+l,...,2N
(2.2.2)
Further, without loss of generality we can choose for each j
6j < 6j+l • (2.2.3)
Since H^ is real, continuous and bound from below such a 
minimum exists. The minimum is also unique. This follows from the 
inequality
(A+B) J-sin — 2—  ^  (sinA sinB) 2 , 0 < A , B . < tt , (2.2.4)
with equality if and only if A = B. This implies H^ , with the 
specifications (2.2.2) and (2.2.3), is concave and thus has only one
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minimum. The location of the minimum is given by the following result.
Theorem 2.2.1
The minimum of the function Hq subject to the constraint 
(2.2.2) occurs at the zeros of the Jacobi polynomial l/~> P 1/2) (cosq) ^
0 < 0 < 2tt .
Proof
Using the identity
is. ie _ ie. ie
Ie J-e I = i" (e 3-e K)exp - -j(6j + \ ) , 0j > ek (2.2.5)
we see the condition for a minimum is the set of non-linear equations
„ i0v i0v i0v i0v0 = ^-0 = -i(qe /(e -1) + pe /(e K+l) - (2N-l+p+q)/2
JÖk
2N i0, ie, ie.
+ V e /(e K-e :)) , 1 < k < 2N ,
j=l
(2 . 2 . 6)
where the prime on the sum indicates the j = k term is to be omitted. 
Following Stieltjes consider the polynomial
2N ie
f(x) = n (x-e *) 
1=1
(2.2.7)
which has its zeros at the minimum of . A short calculation then
shows
i0k i0v N , i0v i0 -
f"(e )/f'(e K) = 2 I 1/(e k-e J)
j = l
(2.2.8)
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Thus we can write the ground state condition (2.2.6) as
i0k 2i0 i0
0 - e K (e -l)f"(e )
i0k i0k i0k i0k 2i0, i0,
+ (2qe (e +1) + 2pe (e -1) - (2N-l+p+q)(e -l))f'(e J
1 < k < 2N (2.2.9)
The (2N+l)th order polynomial
x(x -l)f"(x) + (2qx(x+l)+2px(x-l)-(2N-l+p+q) (x2-l))f (x) (2.2.10)
i0ktherefore has zeros at x = e  , k = 1,2,...,2N and so is proportional
to (x-A)f(x) where A is a constant. By equating like powers of 
2N+1x we find the proportionality constant to be 2N(p+q) so
x(x2-l)f"(x) + (2qx(x+l)+2px(x-l) - (2N-l+p+q)(x2-l))f’(x)
- 2N (p+q)(x-A)f(x) = 0 (2.2.11)
It follows from the uniqueness of a minimum of that there
is one and only one value of A such that (2.2.7) satisfies (2.2.11) 
with the 0^ constrained by (2.2.2). When N = 1  it is a simple 
exercise to derive
a = (p-q)/ (p+q) ( 2. 2. 12)
5 0 .
We now verify the choice (2.2.12) gives the required polynomial
solution of (2.2.11) for general N . By making standard transformations
applicable to second order differential equations (Szegö 1959, p. 16)
i 0and then changing variables x = e we write (2.2.11) with A given 
by (2.2.12) in the form
u" + (q(l-q)/(4sin“0/2) + p (1-p)/ (4cos20/2) + (2N+p+q)2/4)u = 0
(2.2.13)
where
u(0) (sin^0/2)(cos^0/2)
-iN0
e f (eiO) (2.2.14)
However (2.2.13) is also a transformed version of the differential 
equation of the Jacobi polynomials (Szegö 1959, p. 67) and satisfied by
u(0) = (sinq9/2) (cosP0/2)P1fq‘1/2’p‘1/2:) (COS0) . (2.2.153
Hence we have
iO
f(e )
iN0
e (q-1/2,p-1/2)N (COS0) (2.2.16)
which is the desired polynomial solution of (2.2.11) satisfying the 
constraint (2.2.2).
Theorem 2.2.1 is to be compared to Stieltjes interpretation 
(Szegö 1959, p. 140)
Theorem 2.2.2 (Stieltjes)
The minimum of the function
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T I (log (1+ x, )P + log(l-xk)Q) - l log|x ,-x.
k=l 1 < k < j < N K 3
P , Q > 0 ,  -1 < x^ < 1 , occurs at the zeros of the Jacobi polynomial
P^ 2Q-1’2P-1) (X) .
The expression T is the Hamiltonian for N unit charges confined 
to the interval [-1,1] by a particle of charge P fixed at x = 1 ,
and a particle of charge Q fixed at x = -1 , interacting via the
logarithmic potential. Thus comparing theorems 2.2.1 and 2.2.2 we see 
the equilibrium positions are closely related. Consider the unit circle 
in the complex plane. At z = 1 fix a particle of charge q = 2Q - 1/2
and at z = -1 a particle of charge p = 2P - 1/2 (p,q ^ 0) . If the
equilibrium positions of the 2N charges as given by theorem 2.2.1 are 
projected orthogonally onto the real axis, then we locate the equilibrium 
positions of Stieltjes problem, theorem 2.2.2.
2.3 The thermodynamic limit: unit charges about an impurity
Reconsider theorem 2.2.1. The positions of the unit charges around 
an impurity (the +q charge at 0 = 0  say) in the large N limit are 
of particular interest. We have the following theorem (Szegö 1959, p. 193)
Theorem 2.3.1
Let x^N > x?N > ... be the zeros of P^a ’^ (x) in [-1, +1] in
decreasing order (a,3 real but otherwise arbitrary). If we write
x .. = COS0 .. , 0 < 0 < TT , then for fixed vvN vN vn
lim N0IM-*» VN jv,a
where ^ denotes the vth positive zero of denoting the
Bessel function of order a .
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Regarding the N -* 00 limit as the thermodynamic limit, with particle 
density tt/N , we have from theorems 2.2.1 and 2.3.1 the following 
result.
Theorem 2.3.2
Consider the real line with a particle of charge +q fixed at the 
origin, and particles of unit charge at unit density immersed in a 
uniform neutralizing background. In the thermodynamic limit the ground 
state positions of the unit charges are given by
± j „ , , J ^v,q-l/2 1 ,2 ,...
There are several intuitively obvious properties of the ground state 
of the impurity problem. Let us list three:
(i) The cases q = 0 and q = 1 give a one-component plasma. When 
q = 0 the unit charges will form a lattice at the odd half integers. 
When q = 1 the unit charges will form a lattice at the integers.
(ii) As q increases, the unit charges will repel away from the origin
(iii) At large distances from the origin the only effect of the +q 
charge will be to shift the one component lattice a distance q/2 each 
side of the origin. Thus the system is asymptotically charge neutral. 
From theorem 2.3.2 these properties can be formulated as theorems 
regarding the zeros of the Bessel functions. We thus have respectively
(i) The zeros of J-^OZ) occur at the odd half integers. The zeros
of occur at the integers (excluding zero).
(ii) For each V = 1,2,... and a > -1/2
3 jv,a
9a > 0
3 3 .
a t  th e  odd h a l f  i n t e g e r s  s h i f t e d  by +q/2 on th e  p o s i t i v e  r e a l  ax i s  
and by - q /2  on the  n e g a t iv e  r e a l  a x i s .
Mathem at ica l  p r o o f s  o f  t h e s e  s t a t e m e n t s  can be found in  Watson 
(1958) ,  pp .54  , 508 and 509 r e s p e c t i v e l y .
C onverse ly ,  t h e  known ma them a t ica l  theorems r e g a r d i n g  th e  ze ros  
o f  the  Besse l  f u n c t i o n s  can be used t o  d e s c r i b e  th e  p o s i t i o n s  o f  the  
u n i t  cha rges  about th e  im p u r i t y .  Let us denote th e  p o s i t i o n s  o f  the  
u n i t  cha rges  on th e  p o s i t i v e  r e a l  a x i s  by x ^ x ^ , . . .  . Then from Watson 
(1958) p .  518 we have from theorem 2 . 3 . 2  th e  co n v ex i ty  i n e q u a l i t i e s
which q u a l i t a t i v e l y  d e s c r i b e  th e  ground s t a t e .
2 .4  A s i n g l e  im p u r i ty  on th e  l i n e
In §2.2 i t  was shown how an e q u i l i b r i u m  problem on the  c i r c l e  gave 
r i s e  t o  t h e  J a c o b i  p o ly n o m ia l s .  In t h i s  s e c t i o n  we c o n s id e r  an analogous 
p h y s i c a l  problem,  in  which th e  e q u i l i b r i u m  p o s i t i o n  o f  the  charges  are 
given in  te rms o f  th e  Laguerre po ly n o m ia l s .
Cons ider  2N p a r t i c l e s  o f  u n i t  charge f r e e  t o  move on th e  r e a l
X. > x?- x 1 > . . . >  x , -x > . . . >  1 , q > 1n+1 n
( 2 .3 . 1 )
x. < x0- x 1 < . . . <  x ..-x < . . . < 1  , 0 < q < 11 2 1  n+1 n , n
( 2 .3 .2 )
l i n e  w i th  a p a r t i c l e  o f  charge +q f i x e d  a t  the  o r i g i n .  The system 
i s  made e l e c t r i c a l l y  n e u t r a l  by imposing a background charge  d e n s i t y  
o f  p r o f i l e
3 4 .
° (y )
■ ( c / tt)  ( l - y 2/L 2) 1/2 Iy I < L
o |y|  > l , ( 2 .4 . 1 )
c = 2(2N+q)/L.
To compute the  Hamiltonian  f o r  t h e  system we r e q u i r e  th e  i n t e g r a l  
(Mehta 1967, p .  44)
^  J d y ( l - y 2/L 2) 1/2 log  Ix-y |  = x 2/2L + K ( 2 .4 . 2 )
" L
where K i s  dependent  o f  x . This  g ives  us th e  c o n t r i b u t i o n  t o  th e  
Ham i l ton ian  o f  the  p a r t i c l e - b a c k g r o u n d  i n t e r a c t i o n .  Thus ig n o r i n g  c o n s t a n t  
t e rm s ,  the  Hamiltonian  i s  g iven by
2N 2N
H = (c/2L) I  x - q I  log  IX, 
j= l  J k=l K
I
1 < j < k <  2N
( 2 .4 . 3 )
where we have l a b e l l e d  the  2N u n i t  charges  x^ , x 2 , . .  . x ? T^ .
We seek the  minimum o f  H^  s u b j e c t  t o  t h e  c o n d i t i o n  N p a r t i c l e s  
a re  e i t h e r  s id e  o f  the  im pur i ty  a t  th e  o r i g i n ,  t h a t  i s
xR < 0 k = 1 , 2 , . . . ,N and xR > 0 k = N + 1 , . . . , 2 N  .
( 2 . 4 . 4 )
I t  i s  a s imple e x e r c i s e  t o  prove such a minimum e x i s t s  and i s
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unique (as in §2.2 the function is concave; see also Szegö 1959, p. 
140). By symmetry we must have
"xk = xN+k * k = • (2.4.5)
The location of the minimum is given by the following result. 
Theorem 2.4.1
The minimum of the function subject to the constraint (2.4.5)
occurs when the are the zeros the Laguerre polynomial
I'N*” 1/2') (cx2/L) (2.4.6)
Proof
The condition for a minimum is the set of non-linear equations 
3H 2N
0 = 3— — = (c/L)X, - y ’ — -----, k = 1,... ,2N . (2.4.7)
k j=l k j k
Consider the polynomial
2N
g(x) = TI (x-xj (2.4.8)
Z = l
which has its zeros at the minimum of . Then we can write (2.4.7) 
as
0 = xkg"(xk) + (-(2c/L)xk+2q)g'(xk) k = 1,...,2N . (2.4.9)
3 6 .
Thus we have a (2N+l) th  o r d e r  polynomia l  which has  th e  2N zeros  
o f  g(x)  . Hence
xg"(x) + ( - (2c /L)x  + 2 q )g ' ( x )  + a (x - b ) g ( x )  = 0 (2 .4 .1 0 )
By e q u a t in g  l i k e  c o e f f i c i e n t s  o f  x we f i n d  a = 4Nc/L . Fur thermore
t h e  symmetry c o n d i t i o n  ( 2 . 4 . 5 )  r e q u i r e s  g t o  be even .  Using t h i s
c o n d i t i o n  in  ( 2 .4 .1 0 )  g ives  b = 0 .
1/2Replac ing  x by (Lx/c) th e  d i f f e r e n t i a l  e q u a t io n  assumes 
th e  form
xu" + ( -x + (q + 1 /2 ) )u '  + Nu = 0 , (2 .4 .1 1 )
u(x)  = g ( ( L x / c ) 1//2) (2 .4 .1 2 )
We re c o g n iz e  (2 .4 .1 1 )  as the  d i f f e r e n t i a l  e q u a t io n  s a t i s f i e d  by the  
Laguerre polynomial  (Szegö 1959, p .  100) so t h a t
u(x)  = L ^ - 1/ 2) ( x) ( 2 .4 .1 3 )
S u b s t i t u t i n g  (2 .4 .1 3 )  in  ( 2 . 4 . 1 2 ) ,  theorem 2 . 4 . 1  fo l low s  immedia te ly .
As L -* °° and y remains  f i n i t e  a(y)  -> - c / tt . T he re fo re  in
2
th e  thermodynamic l i m i t  choos ing  c = tt (and th u s  L = 2(2N+q)/iT )
th e  background around th e  o r i g i n  t e n d s  t o  a c o n s t a n t  u n i t  d e n s i t y .  From 
theorem 2 . 3 .2  we know th e  e q u i l i b r i u m  p o s i t i o n  o f  u n i t  charges  immersed 
i n  a n e u t r a l i z i n g  background a t  u n i t  d e n s i t y  around a +q im p u r i ty
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on th e  l i n e .  Hence from the  e q u iv a le n c e  o f  t h e  two p h y s i c a l  problems 
in  t h e  thermodynamic l i m i t  we can deduce the  well  known theorem r e l a t i n g  
th e  z e r o s ' o f  the  Laguerre po lynom ia l s  t o  the  ze ro s  o f  th e  Besse l  fu n c t i o n s  
(Szegö 1959, p .  193).
Theorem 2 . 4 . 2
Let y 1N < y 2N < . . .  be t h e  ze ros  o f  L^q_1^2 ') (y) in  i n c r e a s i n g  
o r d e r .  Then
lim Ny 
N-x» 4 ^ £ , q - l / 2 ' )
2.5  C r y s t a l  l a t t i c e s  on th e  c i r c l e
In t h i s  s e c t i o n  c r y s t a l  l a t t i c e  s t r u c t u r e s  a re  g iven  fo r  the  
e q u i l i b r i u m  p o s i t i o n s  on th e  c i r c l e  o f  two component sys tems.  By a 
c r y s t a l  l a t t i c e  we mean a l a t t i c e  which has  a c e l l  r e p e a t e d  p e r i o d i c a l l y .
We have the  fo l l o w in g  r e s u l t .
Theorem 2 . 5 . 1
Suppose t h e r e  a re  nM p a r t i c l e s  o f  u n i t  charge and M p a r t i c l e s  
o f  charge  +q on th e  c i r c l e  w i th  one o f  th e  +q charges  f i x e d  a t  0 = 0 .  
Requi re t h a t  between eve ry  two +q cha rges  t h e r e  a re  n u n i t  c h a rg e s .
Then th e  e q u i l i b r i u m  p o s i t i o n  o f  the  nM p a r t i c l e s  o f  u n i t  charge are 
given  by th e  ze ros  o f
Pn/?"1 ')//2,"1 / 2 ') ( cosM0) 0 < 0 < 2tt ( 2 .5 . 1 )
i f  n i s  even,  and th e  ze ro s  o f
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P ( n - l ) / 2 2 , 1 / 2 ’) (cosM0)> 0 < 6 < 2tt ( 2 .5 . 2 )
i f  n i s  odd.  The e q u i l i b r i u m  p o s i t i o n  o f  the  (M-l) p a r t i c l e s  o f  
charge  +q occur  a t
0 = 2rrk/M k = 1 , 2 , . . . ,  (M-l) . ( 2 .5 . 3 )
P roo f
Label th e  c o - o r d i n a t e s  o f  t h e  p a r t i c l e s  o f  charge  +q 
^0 = 0 > $1 » • • • ,<J>m_ i  and th e  p a r t i c l e s  o f  u n i t  charge , 0O, . . . ,  0 .
Then th e  H amiltonain  f o r  th e  system i s
o i 0 -  i<J>,
H2 = "^  I  log  I e 3-e  k |
0 < j < k < M-l
-q l
0 < j < M-l 1 < k < nM
i(J>. icf),
I  log  eI 3-e
i 0 .  i0
I  I log  e 3-e
1 < j < k < M
( 2 .5 . 4 )
Again i t  i s  easy  t o  show th e  e x i s t e n c e  and un ique ness  o f  the  r e q u i r e d  
minimum (Szego 1959, p .  140).  To p rove  t h e  theorem we must show the  
e q u a t i o n s  fo r  a minimum, o b ta in e d  by t a k i n g  p a r t i a l  d e r i v a t i v e s  o f  , 
a re  s a t i s f i e d  when th e  a ng le s  are g iven  by ( 2 . 5 . 1 ) ,  ( 2 . 5 . 2 )  and ( 2 . 5 . 3 ) .  
E x p l i c i t l y  we must show
3 9 .
0
q e iCek t+ 2 ^ 0 / M  /C e i ( 0 k t+ 2 r t ' ) / M  ^
j=0
n M-l i ( 6  +2tt£ ' ) / M  i (0, , +2tt£'  ) /M i (0, +27ri£)/M,
+ I I’ e / ( e  k -e  k >
k=l £=0
- [ (n + q )M - l ] /2 ,  1 < k '  < n , 0 < £ ’ < M-l ( 2 .5 . 5 )
and
0 = c 5 Y  e 2" i k ' /M / ( e 2 r t k ' /M _e i ( V M ) / M )
k=l £=0 
M-l
. 2  r 27rik'/M .r 2ir ik '/M 2iTik/M.+ q I  e / ( e  -e  )
k=0
k A '
- (q"(M-l)+qnM)/2 , 0 < k '  < M-l ( 2 .5 . 6 )
where he re  th e  0^ a re  th e  z e ro s  o f
Pn /2 ~ 1^ //2," 1 / 2 ^ COS0) 0 < 0 < 2tt ( 2 .5 .7 )
i f  n i s  even ,  and the  z e ro s  o f
P ( n - i ) / 2 2 ’ 1/2)  (COS0) 0 < 0 < 2ir ( 2 . 5 . 8 )
i f  n i s  odd.
We w i l l  r educe  ( 2 .5 . 5 )  t o  the  s o l u t i o n  o f  t h e  im p u r i ty  problem,  
theorem 2 . 2 . 1 .  Using a p a r t i a l  f r a c t i o n s  expans ion  w i th  r e s p e c t  t o
40.
z to the function
and then substituting z = a = ei<J>/M we obtain the identity
ei0/Cei9-eib  = (1/M) ei0/M /(ei6/M .eiM+2lT« /M)
j=0
(2.5.9)
Substitution of (2.5.9) in the first sum of (2.5.5) with 9 = 9^, + 27Ti£’ 
and (p = 0 , and the second sum of (2.5.5) with 9 = 9, , + 27ri£f and 
(p = 9^ + 2iri£ (k  ^k’) reduces (2.5.5) to
However it is a simple exercise in summing series to prove the 
last sum equals (M-l)/2 , so we reclaim (2.2.6) (with p = 0 and n = 2N 
if n is even, p = 1 and n - 1 = 2N is n is odd) which we know 
from theorem (2.2.1) is satisfied by the choices (2.5.7) and (2.5.8).
To prove (2.5.6), note the second sum is equal to (M-l)/2 and 
the first sum can be reduced using the identity (2.5.9) with 9 =2TTk? 
and <J> = 9, + 2tt£ . Thus we are required to show
l9k. .,-1 27Ti£'/M 2mi£ ’ /M 27Ti£/M.e ) + M i ’ e / (e -e )
£=0k = l
(2.5.10)
n i9,
0 = -n/2 + I 1/(1-e k) 
k=l
(2.5.11)
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This follows immediately from the fact the 0^ are situated symmetrically 
about the real axis, and the identity
i0k -i0k1/Cl-e ) + 1/ (1-e ) = 1 • (2.5.12)
Remark:- To prove that the equilibrium position is a crystal lattice 
requires no explicit calculation. Simply note and thus its minimum
is unchanged by rotation of each charge through the same angle. This 
combined with the uniqueness of the minima implies the equilibrium position 
must be a crystal lattice (otherwise new minima could be formed by rotation 
of each +q charge to the point z = 1 , which would contradict uniqueness).
By taking M -* 00 we obtain the thermodynamic limit with particle 
density of the +q species 2tt/M . From theorem 2.5.1 we have the 
following result.
Theorem 2.5.2
Consider the real line with n particles of unit charge arranged 
between every pair of particles of charge +q . Suppose the particles 
of charge +q are at unit density and all the charges are immersed 
in a neutralizing uniform background. Then in the thermodynamic limit 
the ground state for the system is a crystal lattice with cells of unit 
length. When n is even a cell is specified by a +q charge at
x = 0 , with the n unit charges at the zeros of ^  ^ (cos2ttx) ,
0 < x < 1 , while when n is odd a cell is specified by a +q charge at
x = 0 , with the n unit charges at the zeros of P ^ l ) / ^ 2 * (cos2ttx) ,
0 < x < 1 .
2.6 Energy of crystal structures
We now consider the energy of interaction of a crystal lattice
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on t h e  c i r c l e  r a d i u s  R , c o n s i s t i n g  o f  N u n i t  c e l l s .  Let the  u n i t  
c e l l  c o n s i s t  o f  a p a r t i c l e s  o f  u n i t  charge  w i th  c o - o r d i n a t e s  
2tt91/N, . . . ,2 tt0 /N , 0 < 0. < 2tt , and b p a r t i c l e s  o f  charge +q w i th
c o - o r d i n a t e s  2tt$ /N,  . .  . > 0 < < 2tt . Then w i th  a n e u t r a l i z i n g
background ,  the  c o n s t a n t  te rms in  the  Ham i l ton ian  t o t a l
We want t o  c a l c u l a t e  the  p a r t i c l e - p a r t i c l e  i n t e r a c t i o n  on th e  u n i t  
c i r c l e .  There are two d i f f e r e n t  ty p e s  o f  i n t e r a c t i o n  t o  c o n s id e r
( i )  p a r t i c l e  w i th  i t s  own p e r i o d i c  image
( i i )  p a r t i c l e  w i th  a n o th e r  p a r t i c l e  in  t h e  u n i t  c e l l  and p e r i o d i c  images 
o f  the  o t h e r  p a r t i c l e .
Cons ider  th e  type  ( i )  i n t e r a c t i o n  and c o n s i d e r  f o r  d e f i n i t e n e s s  
th e  u n i t  charge a t  0^ . The i n t e r a c t i o n  energy  i s
I (a+q~b)NlogR ( 2 . 6 . 1)
N-l 27Ti0 /N 27Ti0 /N + 27Ti£/N , 
- log  I IT (e -e  j !
1=1
£=1
= - log  N (2 . 6 . 2)
Thus t h e  t o t a l  energy  from ty pe  ( i )  i n t e r a c t i o n s  i s
- \ (a+bq^)NlogN ( 2 . 6 . 3 )
th e  f a c t o r  o f  1/2 compensa ting f o r  double c o u n t in g .
Cons ider  t h e  ty pe  ( i i )  i n t e r a c t i o n  eg .  th e  u n i t  charge a t  0^ 
w i th  th e  +q charge a t  and th e  images o f  . The energy  o f
i n t e r a c t i o n  i s
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N 2TTi01/N 27Ti<J)-/ N  + 2Trim/N. i 
■qlog I II (e -e
m=l
2TTi01 27ri(^
- q lo g  Ie -e ( 2 .6 .4 )
where t o  o b t a i n  t h e  l a s t  l i n e  we have used  the  i d e n t i t y
xN - aN = II ( x - e 2" im/Na) 
m=l
( 2 . 6 . 5 )
Hence t h e  t o t a l  energy  from type  ( i i )  i n t e r a c t i o n  i s
- f  l o § l Dl D2D3 (2 . 6 . 6 )
where
a a 27ri0 2iTi0. 
n n (e -e  3)
k=l j= l
( 2 .6 . 7 )
b b 2Tricf) 2 u i $ . q' 
D = n n (e ' k -e  3)
2 k=l j= l
( 2 . 6 . 8)
a b 2iTi0. 2ti(|). q 
D = n n (e -e 3)
k=l j= l
( 2 .6 . 9 )
Adding ( 2 . 6 . 1 ) ,  ( 2 .6 . 3 )  and ( 2 .6 . 6 )  we see th e  t o t a l  energy o f  
th e  system,  Eq , i s  0(N) , and g iven  e x p l i c i t l y  by
Eq = - ! ( a + b q 2)Nlogp - y  log  IDj D ^ (2 . 6 . 10)
where p deno tes  th e  p a r t i c l e  d e n s i t y .
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CHAPTER 3: A QUANTUM MANY BODY PROBLEM
23.1 From th e  one-component lo g -g as  to  th e  1 / r  p o t e n t i a l  S chröd inger 
e q u a t io n
We no ted  in  §1.1 t h a t  the  Boltzmann f a c t o r  fo r  th e  one-component lo g -g as  
on th e  c i r c l e  i s  i d e n t i c a l  (up to  a c o n s ta n t )  to  th e  p r o b a b i l i t y  d e n s i ty  
fu n c t io n  fo r  th e  d i s t r i b u t i o n  o f  e ig e n v a lu e s  o f  c e r t a i n  c l a s s e s  o f  random 
m a t r i c e s .
There i s  y e t  a n o th e r  analogue between th e  one-component lo g -g as  
and a p r o b a b i l i t y  d e n s i ty  f u n c t io n .  T h is  tim e th e  p r o b a b i l i t y  d e n s i ty  
i s  th e  ground s t a t e  w avefunc tion  o f  an N-body S ch röd inger  e q u a t io n .
Let us w r i te
where P .^  ^ i s  d e f in e d  by ( 1 .1 . 2 ) .  I t  was observed  by S u th e r lan d  (1972) 
t h a t  Qq i s  a l so  th e  ground s t a t e  w avefunc tion  o f  th e  N-body S chröd inger 
e q u a t io n  w ith  H am iltonian
H =
N
I
i  = l
~2 2
9  . g H_ v
2 2 LSx. L K j  <k<N
s in
tt( x.. - x  . )-i -2  k j (3 .1 .2 )
= L0j<./2Tr . Note in  th e  l i m i t  L -> °° th e  p o t e n t i a l  becomes 
2
V(r) = g / r  . The wave f u n c t io n  i s  s u b je c t  t o  p e r io d i c  boundary c o n d i t io n s ,  
and i s  d e f in e d  to  be p o s i t i v e  in  th e  r e g io n  0 ^  x^ ^  x^ x^ ^  L ,
th e  ch o ice  o f  s ig n  o f  Qq in  o th e r  r e g io n s  depending  on th e  p a r t i c l e  
ty p e -b o so n  o r  ferm ion . The c o u p lin g  c o n s ta n t s  V and g are  r e l a t e d  
by th e  e q u a t io n
r  = 1 + A  + 2g , g > -1 /2 (3 .1 .3 )
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Sutherland used the known exact results for the one component log- 
gas at T = 1,2 and 4 to evaluate the n-particle correlations of 
when g = -1/2 , 0 and 4. Furthermore the density matrix was 
explicitly evaluated for fermions when g = 0 , and for bosons when 
g = 4 . Apart form the case g = 0 , which corresponds to free fermions, 
these results marked the first explicit calculation of the correlation 
functions and density matrix of an interacting N-body quantum system.
In this chapter we further exploit the analogy between the two 
problems. We then go on to discuss the t-component analogue of (3.1.2) 
given by Krivnov and Orchinnikov (1982). The ground state wavefunction 
for this Hamiltonian is given by the Boltzmann factor of the t-component 
log-gas.
3.2 The single species quantum system
First we consider the pair correlation function of the ground
state wavefunction of the Hamiltonian (3.1.2). This is identical to 
Tp9 for the one-component log-gas interacting at the temperature (1.1.4).
TAs noted in §1.2 must obey Jancovici's sum rule which says the
Tasymptotic expansion of p^ must contain the term
-I/TttV  . (3.2.1)
Furthermore it is expected that above a certain temperature this will 
be the leading term.
This result can be compared to the asymptotic form of the ground 
state pair correlations of general one-component, one-dimensional quantum 
fluids given by Haldane (1981)
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P^(y) — T ~2 + p I Am(P>0 m n cos (2Trmpy) 
4tt y m=l m
(3 .2 .2 )
Here n i s  known as th e  c o r r e l a t i o n  exponen t ,  and th e  A a re  modelm
dependent  q u a n t i t i e s .  The c o r r e l a t i o n  exponent  i s  d e f in e d  in  terms 
o f  th e  c o m p r e s s i b i l i t y  ( i t  should  be no ted  Haldane denotes  p3p/3p = k 
r a t h e r  t h a n  th e  u s u a l  k ) .  Fur thermore we p o i n t  out  the  formula  ( 3 .2 . 2 )  
on ly  c o n t a i n s  the  le a d in g  o rd e r  n o n - o s c i l l a t o r y  te rm ,  th e  le ad in g  o rd e r  
o s c i l l a t o r y  te rm o f  p e r i o d  1/p e t c .  (h ig h e r  o rd e r  terms o f  th e s e  
forms w i l l  be p r e s e n t  in  g e n e r a l ) .  The z e r o - t e m p e r a tu r e  e q u a t io n  o f  
s t a t e  f o r  t h e  H amiltonian  ( 3 .1 . 2 )  i s  g iven  by S u th e r l a n d  (1971) ,  so 
k and t h u s  q can be c a l c u l a t e d  t o  give
4 / r ( 3 .2 .3 )
S u b s t i t u t i n g  ( 3 .2 .3 )  in  ( 3 .2 . 2 )  shows H a ld a n e ' s  asym pto t ic  formula  i s  
c o n s i s t e n t  w i th  J a n c o v i c i ' s  sum r u l e .  Fur thermore fo r  T < 2 we note  
th e  term ( 3 . 2 . 1 )  r e p r e s e n t s  the  l e a d in g  o rd e r  b e h a v io u r .
Next we c o n s id e r  th e  asym pto t ic  b ehav iou r  o f  the  d e n s i t y  m a t r ix  
when t h e  p a r t i c l e s  are bosons .  We w i l l  use  the  symbol D to  denote 
t h e  d e n s i t y  m a t r ix  r a t h e r  the n  the  u s u a l  p t o  avoid  c on fus ion  wi th  
th e  d i s t r i b u t i o n  f u n c t i o n s .  For g e n e ra l  o n e -d im e n s io n a l ,  one-component 
quantum f l u i d s  Haldane (1981) g ives  th e  a sym pto t ic  formula
D(y) % ----- ^Y/n ( V   ^ Bm(py) m ncos2Timpy)
(py) m=l
( 3 .2 . 4 )
where th e  B 's  are model dependent  q u a n t i t i e s ,  and n i s  th e  same
as in  ( 3 . 2 . 2 ) .  For the  H amilton ian  ( 3 . 1 . 2 ) ,  when q i s  g iven by ( 3 . 2 . 3 ) ,
th e  le a d in g  term o f  th e  expansion  ( 3 .2 . 4 )  can be deduced from a log-  
gas ana logue .
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R ec a l l  t h a t  t h e  d e n s i t y  m a t r ix  i s  d e f in e d  as
N-l  L
D(y) = N [ n /  dx ip (y)ip ( 0 ) ] / Z 2 
j = l  0 J U
( 3 .2 .5 )
where
9 N L 2z = n /  dx.ip ,
-1 n J uj =1 0
(y) x^ i * X2 *  '  '  * jxn - i0  1   ’
and ipQ i s  given  by ( 3 . 1 . 1 ) ,  w i th  th e  s ig n  s p e c i f i e d  in  t h e  pa rag rap h  
subsequent  t o  t h a t  e q u a t io n .  Note th e  d e n s i t y  m a t r ix  i s  normal ized  
so t h a t  D(0) = p . We can i n t e r p r e t  D(y) as a d i s t r i b u t i o n  f u n c t i o n  
in  t h e  lo g -gas  by n o t i n g
(N-l)  p a r t i c l e s  a t  the  t e m p era tu re  ( 1 . 1 . 4 ) .  I f  we now i n t e r p r e t  th e  
whole r i g h t  hand s id e  o f  ( 3 .2 . 6 )  as  a lo g -g a s  a t  the  te m p era tu re  ( 1 .1 . 4 )  
th e  second term in  ( 3 .2 . 6 )  r e p r e s e n t s  the  Boltzmann f a c t o r  fo r  t h e  i n t e r a c t i o n  
o f  t h e  (N-l) p a r t i c l e s  w i th  a p a r t i c l e  o f  charge q/2  f i x e d  a t  y 
and a n o th e r  p a r t i c l e  o f  charge q /2  f i x e d  a t  th e  o r i g i n .  We can now 
i n t e r p r e t  th e  r i g h t  hand s ide  o f  ( 3 .2 . 6 )  as  a Boltzmann f a c t o r  o f  (N-l)  
p a r t i c l e s  o f  charge q , and two p a r t i c l e s  o f  charge  q/2 , by m u l t i p l y i n g  
by t h e  term | s i n  y | ^ ^  which i s  t h e  Boltzmann f a c t o r  f o r  the  charge
V x ) V ° )  = <l>0 n ( | s i n  ^  (y-x^) I | s i n  ^  x£ | ) r / 2  
Ä —1
( 3 . 2 . 6 )
a t  t h e  o r i g i n  i n t e r a c t i n g  wi th  the  charge a t  y .
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From the above interpretation of ^q ()0^q (0) we see that 
I sin j- y|r/4D(y)
is a distribution function in the log-gas of (N-l) particles of charge 
q , with two particles of charge q/2 as the test particles. In the 
thermodynamic limit we expect D(y) to tend to a well behaved limit 
whereas
I • 77 !r/4 n  r^/4 •|sin j- y| ^ (j- y)
Thus if we multiply both sides of the definition of D(y) by
, l ,r/4, . Tr 1 r/4 (-) Ism T y!
we have a quantity which is well behaved in the thermodynamic limit, 
and represents the distribution function in the log-gas described above.
This interpretation allows us to predict the large separation behaviour 
of D(y) . A properly normalized distribution function must, in the 
fluid state with a repulsive potential, equal zero at zero separation 
of the test particles and as the separation increases from zero assume 
non-zero values, tending to a positive constant as the separation of 
the particles tends to infinity. Hence we expect
D(y) ^ c/yr/4 c > 0 (3.2.7)
which is precisely the leading order term of (3.2.4) given by Haldane 
(since here q is given by (3.2.3).
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3.3 The t-species quantum system
In this section the t-species analogue of the Hamiltonian (3.1.2) 
is considered. Suppose we have a system consisting of particles 
of mass m^ , k = l,2,...,t , with Hamiltonian
t k
H = - I I
k=l j=l
TT . 2
3(x^k))2J
2 Y y - -2 TT
L Sk i Sln Tk=l l<i<j<N
x W . xm
t j 1
Nk N£
+ (i r  _  I gu  I \ sin’2 r (xjk)-xiW )  • f3-3-«
< t i=l i=ll<k
fk)The species with mass m^ have co-ordinates denoted J .
Krivnov and Ovchinnickov (1982) show that the ground state (since 
it is nodeless for finite values of the potential) wavefunction
r n d\ x ^ )  
L k=l
n
l^k<£<t DV V k).xW )''r/*
(3.3.2)
where
D(x<k>) n
l<i<j<N.
TT
sin — [ x « - x « |L l 1 J J (3.3.3)
N. Nk a
D(x(k),x(£)) = n n 
i=i j=i
TTs m  — f x W - x ^ dL 1 j j k f l (3.3.4)
and
r = m^/kßT , (3.3.SI
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s a t i s f i e s  th e  Schröd inger  e q u a t io n  w i th  H g iven  by ( 3 .3 . 1 )  p ro v id ed  
t h e  coup l ing  c o n s t a n t s  a re  s u i t a b l y  d e f i n e d .  The d e f i n i t i o n  o f  T 
( 3 .3 . 5 )  i s  c o n s i s t e n t  w i th  ( 1 .1 . 4 )  i f  we choose q = . Also the
s ig n  o f  the  wavefunc t ion  i s  de te rmined  as f o r  ( 3 . 1 . 1 ) .  For g iven  v a lu e s  
o f  th e  r a t i o s  (m^/m^) , k = 2 , . . . , t  , th e  co u p l in g  c o n s t a n t s  g^ . and 
g^£ are  u n iq u e ly  de termined  by the  s i n g l e  p a r a m e te r  T . We f i n d  we 
r e q u i r e
gk = r  Cmk/m1) ( ( 1 7 2 ) (mk/m1) 2- l )  k = l , . . . , t  ( 3 .3 .6 )
gkj = (r / 2) ( ( r /2 )  ( m ^ j / m j ) - ! )  (m ^ nn^ /n^  k f  j . ( 3 .3 . 7 )
Not ice  t h a t  T i s  a double v a lu e d  f u n c t i o n  o f  the  c o u p l in g  c o n s t a n t s  -
2
a f e a t u r e  a t t r i b u t a b l e  t o  t h e  s i n g u l a r i t y  a t  th e  o r i g i n  o f  th e  1 / r  
p o t e n t i a l .  This  p o i n t  has  been  d i s c u s s e d  by S u th e r l a n d  (1971) from 
whose c o n s i d e r a t i o n s  we conclude  the  b ranch  o f  t h e  s o l u t i o n  o f  ( 3 .3 . 6 )  
and ( 3 .3 . 7 )  such t h a t  T i s  always p o s i t i v e  should  be chosen.  Since 
t h e r e  i s  on ly  one independen t  c o u p l in g  c o n s t a n t ,  g^ say ,  t h i s  can 
be ach ieved  by r e q u i r i n g
r  = 1 + ( l t 2 g l ) 1/2 , gj - 1 /2  . ( 3 .3 . 8 )
Here our fundamenta l  o b s e r v a t i o n  i s  t h a t  i s  th e  Boltzmann f a c t o r
( e x c lu d in g  c o n s t a n t  te rm s)  o f  the  t-component  lo g -g a s  on the  c i r c l e .
The lo g -gas  c o n s i s t s  o f  p a r t i c l e s  o f  charge  m^ , k = l , . . . , t  ,
i n t e r a c t i n g  a t  th e  te m p e ra tu r e  g iven  by ( 3 . 3 . 5 ) .  We can now p roceed
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as in section 3.2 and use this analogy to write down asymptotic formulae 
for the correlation functions and density matrix of the t-component 
quantum problem.
Again we first consider the correlation functions. The charge- 
charge correlation is defined in terms of the usual one and two 
particle distributions by
c^Cy-y')
t
I m p ö(y-y') 
CL CLC 6 = l 06= 1 3=1
m mQp o(y-y’) a 3 a, 3 (3.3.9]
Jancovici's sum rule says the asymptotic expansion of (y] must
contain the term (1.2.1] and this will be the leading term for high
Tenough temperatures. Thus the asymptotic expansion of (y] for 
the ground state wavefunction (3.3.2] must contain the term
2 /p 2 2 -m^/fTT y (3.3.10]
and for V small enough this will be the leading term.
Information regarding the period of oscillatory terms in the asymptotic 
expansion of the correlations in the t-component log-gas is also available. 
If we define the charge density
t
P = l m p , (3.3.11)
j=l J ]
then by the considerations §1.8 of the mixing properties of the log- 
gas it follows we would expect the leading order oscillatory term in 
the asymptotic expansion of the correlations to have period 1/aP .
Here a is the smallest positive real number such that am^ . is an 
integer, k = l,2,...,t . For this to be possible we require the m^
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to be rational multiples of the same Tunit ' charge.
We also have predictions for the small distance behaviour of the
two particle correlations in the t-component log-gas. From the local
charge neutrality property discussed in §1.8, we conclude the correlation 
T  ^ will have its first and maximum peak at, to a good approximation, 
the distance
O a + m 5)/2P (3.3.12)
This feature would only be present at sufficiently low temperatures 
(high temperatures would destroy such ordering), which corresponds to 
the parameter T being sufficiently large. The actual temperature 
at which this feature persists would be dependent on the charge species.
Now let use consider the density matrix for bosons. In §3.2 we 
deduced that in the one-component case the density matrix for bosons was 
equivalent to a distributions function in the log-gas. The density 
matrix D^^(y) of species k (with mass m^ assumed to be bosons) 
in the general t-species case admits a similar interpretation. We deduce
(3.3.13)
is a distribution function in the t-component log-gas with charge density 
(3.3.11) and two particles of charge m^/2 as the test particles. Thus 
arguing as in §3.2 we deduce the asymptotic behaviour
D(k) (X) ~
c '
(T/mi[)(m£/4)
y
as y 00 , c' > 0 (3.3.14)
The asymptotic formula (3.3.14) tells us immediately the singularity
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at the origin in k space of the momentum distribution function, given 
in terms of the density matrix by
n(p)('k') = 2 I D(p)(-y') (cos2Tryk) dy • (3.3.15)
From the large y behaviour of D ^ ( y )  
(1958))
we conclude (see Lighthill
' A(k)0t~ 1 a f integer
n Cp)(k)
~
k-K)
A 1 (k)a Togk a = integer (3.3.16)
where a = (T/m2)(m2/4) and A,A' are constants. Since a > 0 there
is no macroscopic occupation of the zero momentum state.
As with the ground state correlations, we can also predict the 
small separation behaviour of the density matrix. Applying the principle 
of local charge neutrality to the test particles in the distribution 
function (3.3.13), we conclude the distribution function (3.3.13) will 
to a good approximation have its first and maximum peak at
mk/2Q . (3.3.17)
The log-gas distribution function analogue can also be used to
predict the period of the leading order oscillatory term in the asymptotic
expansion of Dr, .(y) . Again the mixing considerations of §3.2 tell (k)
us the leading order oscillatory term will have period 1/aQ (with 
a and the restrictions on the m^ defined in §3.2).
Note that we have no log-gas analogue of the density matrix for 
fermions. The integrand of the integral defining the density matrix
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can assume n e g a t iv e  v a l u e s  and i s  t h u s  n o t  i n t e r p r e t a b l e  as a Boltzmann 
f a c t o r .
3.4 Exact  r e s u l t s  f o r  a p a r t i c u l a r  two s p e c i e s  system
In c h a p t e r  1 we so lved  t h e  2 - s p e c i e s  l o g - g a s ,  c o n s i s t i n g  o f  an
a r b i t r a r y  m ix ture  o f  +q and +2q ch a rg e s  a t  the  s p e c i a l  va lue  o f
2
t h e  co u p l in g  c o n s t a n t  q /k^T = 1 . From t h e  r e s u l t s  o f  §3.3 we can 
th u s  no rm al ize  th e  ground s t a t e  w avefunc t ion  o f  t h e  H amilton ian  ( 3 .3 .1 )  
in  t h e  case  t  = 2 , m^/m^ = 2 , = -1 /2  , g ^  = 0 and g^ = 2 ,
and a l s o  c a l c u l a t e  th e  ground s t a t e  c o r r e l a t i o n s  by u s in g  th e  lo g -gas  
analogue d i r e c t l y .  We w i l l  a l s o  f i n d  i t  p o s s i b l e  t o  c a l c u l a t e  the  d e n s i t y  
m a t r i x  in  th e  case o f  s p e c i e s  2 when t h i s  s p e c i e s  a re  bosons .
The un -no rm a l ize d  ground s t a t e  w avefunc t ion  i s  g iven  by (3 .3 .2 )  
w i th  (m^/m^) = 2 and T = 1 . N o rm a l i z a t io n  i s  ach ieved  by r e q u i r i n g
A n n
k=l 1=1
, (k) .2 
d x £ ^0 ( 3 . 4 . 1 )
where A i s  th e  n o r m a l i z a t i o n  c o n s t a n t .  From th e  c a l c u l a t i o n  o f  the  
p a r t i t i o n  f u n c t i o n  f o r  t h e  e x a c t l y  s o lv a b l e  two s p e c i e s  l o g -g a s  we have
-2 L N1 + (— )A tt Z(0,0) ( 3 .4 . 2 )
where Z(0,0)  i s  g iven by ( 1 .3 .1 8 )  w i th  aN = and bN = .
From §3.3 we know th e  ground s t a t e  c o r r e l a t i o n s  o f  the  quantum 
system and i t s  lo g -g as  analogue  are  t h e  same. Thus, i n  the  p r e s e n t  
c a s e ,  the  ground s t a t e  c o r r e l a t i o n s  are g iven  by ( 1 . 6 . 9 ) .  We have a l r e a d y  
checked in  §1.8 t h a t  t h e  c o r r e l a t i o n s  have th e  p r o p e r t i e s  p r e d i c t e d
in  §3 .2 .
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We can  c a l c u l a t e  t h e  d e n s i t y  m a t r i x  f o r  s p e c i e s  2 i n  t h e  ca se
o f  b o s o n s .  Then t h e  l o g - g a s  a n a lo g u e  g i v e n  i n  §3 .3  i s  a d i s t r i b u t i o n
f u n c t i o n  w i t h i n  t h e  2 - s p e c i e s  l o g - g a s  o f  p a r t i c l e s  o f  c h a rg e  m^
and ( N ^ - l )  p a r t i c l e s  o f  c h a r g e  , w i t h  two p a r t i c l e s  o f  cha rge
m^/2 a s  t h e  t e s t  p a r t i c l e s .  However h e r e  it^ / ^  = mi  so t h i s  i-s ( aP a r t
from a n o r m a l i z a t i o n  f a c t o r )  t h e  d i s t r i b u t i o n  f u n c t i o n  p (y) .
ml
T a k ing  i n t o  a c c o u n t  t h e  d i f f e r e n t  n o r m a l i z a t i o n s  o f  (y) and
p (y)  we r e a d i l y  f i n d  Km1 ,m1 w "
D
( 2 ) (y) ( 3 . 4 . 3 )
Twhere p (y) i s  g iv e n  by ( 1 . 6 . 9 a ) .
TTl ^  y m ^
S in c e  m?/m^ = 2 and T = 1 we see  i m m e d i a t e l y  t h e  e x p e c t e d  a s y m p t o t i c  
b e h a v i o u r  ( 3 . 3 . 1 4 )  i s  obeyed .  F u r th e r m o r e  ou r  e x p e c t a t i o n s  r e g a r d i n g  
t h e  l o c a t i o n  o f  t h e  f i r s t  p e a k ,  and t h e  p e r i o d  o f  o s c i l l a t o r y  t e r m s  
i n  t h e  a s y m p t o t i c  e x p a n s i o n ,  a r e  t h e  same as  f o r  p (y) and t h u s
h o l d .  Note i n  t h e  l i m i t  p^ -> 0 (and  t h u s  v -> °°) we r e g a i n  a one-  
component  s y s te m  o f  p a r t i c l e s  o f  mass 2m^ w i t h  T = 1 , o r  what i s  
t h e  same s y s t e m ,  p a r t i c l e s  o f  mass m^ w i t h  T = 4 . T h i s  i s  t h e  
sys tem  f o r  which  S u t h e r l a n d  (1972)  e v a l u a t e d  t h e  d e n s i t y  m a t r i x .  A f t e r  
some s im p l e  a n a l y s i s  we r e g a i n  h i s  r e s u l t
D(y) 2 Try
27Tpy s i n  z dz ( 3 . 4 . 4 )
From t h e  e x p r e s s i o n  f o r  t h e  d e n s i t y  m a t r i x  ( 3 . 4 . 3 )  we can e v a l u a t e
t h e  momentum d i s t r i b u t i o n  f u n c t i o n  n ^ ( k )  d e f i n e d  by ( 3 . 3 . 1 5 ) .  For
p u r p o s e s  o f  t a k i n g  t h e  c o s i n e  t r a n s f o r m  i t  i s  u s e f u l  t o  use  t h e  r e p r e s e n t a t i o n
o f  p (y) g i v e n  by ( 1 . 6 . 8 )  t o  w r i t e  ( 3 . 4 . 3 )  i n  t h e  form m. >m..
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D(2)(y)
1 1 d t  tsinTT^yt _ 1 f 1
27Ty JO t 2 + l / v 2 27T2\;2 [ l y lj
f 1 f 1 d t  ds ( t - s )  2 s i n 2TryQ(t + s) /  2 
JO J - l  s t ( l / \ ; 2+ t 2) ( l / v 2 + s2^
2 2 s irT '
l / v % ‘ ) 
(3 .4 .5 )
The i n t e g r a t i o n s  o ve r  y can now be per formed by th e  use o f  t a b u l a t e d  
i n t e g r a l s  (G radsh teyn  and Ryzhik (1965)) t o  o b t a i n
o 2 2
■ 2 v  pi i
ri(2) 0 0  -  --2'-2- - l o g ( 2 k / Q ) ------------
TT Q 4tt v
1 1
-1
d tds ( t - s ) ^ l o g l ( t  + s) - (2k/Q) 
s t ( l / v 2+ t 2) ( l / v 2+s2)
+ i 4 ( l o g ( l + l / v 2) - l o g ( l / v 2+(2k /Q)2)
From ( 3 . 4 . 6 )  we o b t a i n  the  a sym pto t ic  b e hav iou r
(2k/Q) < 1 
(2k/Q) > 1
( 3 .4 . 6 )
n ( 2 ) W  k-K)
0 2 2 2v p
— l og(2k/ Q)
TT Q“
( 3 . 4 . 7)
and
n ( 2 ) ( k )
2pl D2 4o2 ]
k-x» ( 3 ( p 1 + 2 p 2 ) (P1+2p2) 2!( P j t 2 o 2) “ j (vtt) 2 ( 2k ) 4
( 3 . 4 . 8 )
Equat ion  ( 3 . 4 . 7 )  i s  in agreement w i th  th e  ex p ec ted  behav iour  (3 .3 .1 6 )  
( s in c e  he re  m2/m^ = 2 and V = 1 so t h a t  a  = 1) .
3.5 C o n je c tu r e  f o r  th e  Jaco b ia n  o f  a s p e c i a l  change o f  v a r i a b l e s  in  
N -d im e n s io n s .
S e c t i o n  3 .4  comple te s  our s tudy  o f  t h e  analogy between the  Boltzmann
The r e s u l t s  o f  t h i s  s e c t i o n  have been  d e r iv e d  in d e p en d en t ly  by M.L. G la s s e r
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2f a c t o r  o f  th e  lo g -g as  and the  1 / r  p o t e n t i a l  Schröd inger  e q u a t io n .
In t h i s  s e c t i o n  we go on what cou ld  be a p t l y  d e s c r ib e d  as a "mathemat ical  
e x c u r s i o n ' 1-.
C a l loge ro  (1969) co n s id e re d  th e  quantum problem w i th  Hamiltonian
H l
1 < i  < j < N ( x . - x . )
l  y
+ w
2 x . 
1
As w i th  the  H amilton ian  ( 3 . 1 . 2 ) ,  th e  e n t i r e  e ig e n v a lu e  spectrum
i s  known. I t  i s  fundamenta l  t h a t  quantum mechanics reduces  t o  c l a s s i c a l
mechanics i n  the  h -> 0 l i m i t .  Using t h i s  p r i n c i p l e  ( the so c a l l e d
cor respondence  p r i n c i p l e )  r i g o r o u s l y ,  G a l l a v o t t i  and Marchiono (1973)
were ab le  t o  e v a l u a t e  the  c l a s s i c a l  c a n o n i c a l  p a r t i t i o n  fu n c t i o n  o f
2
th e  system w i th  a r e p u l s i v e  1 / r  p o t e n t i a l ,  i n t e r a c t i n g  w i th i n  an 
e x t e r n a l  harmonic p o t e n t i a l .  E x p l i c i t l y  t h e y  were ab le  t o  e v a l u a t e  
th e  i n t e g r a l
I
N
n
£=1
5 N 9 7 N N _7dxo exP[- I xk - § l  l  '
■» k=l k=l  £=1
( 3 .5 . 1 )
where th e  prime on th e  second summation deno tes  th e  £ = k term i s  
t o  be o m i t t e d .
On the  b a s i s  o f  a c o n j e c t u r e  co n ce rn in g  the  va lu e  o f  a Jacob ian  
t o  be g iven  below, we give  a d i f f e r e n t  e v a l u a t i o n  o f  I .
Denote
N N
S = I  (xk - g I  ’ (xk - x . )  ) . ( 3 .5 .2 )
k=l j = l  J
Expanding th e  square  we have
N 7
s = l  - 2gSj + gZS2 , 
k=l
( 3 .5 . 3 )
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where
N N  x,
I I - rrr-
k=l  j =1 k j 
N N N
l  l  ' l  '
k=i j= i A  f v x j 5 (v xi J
( 3 .5 . 4 )
( 3 .5 . 5 )
By i n t e r c h a n g i n g  t h e  k and j l a b e l s  in  ( 3 .5 . 4 )  we c l e a r l y  have
Sx = N (N - l ) /2  . ( 3 .5 . 6 )
In ( 3 . 5 . 5 )  we can e a s i l y  show t h a t  the  on ly  te rms t h a t  c o n t r i b u t e  are 
t h o s e  w i th  j = l  ; th e  o t h e r s  c an c e l  each o t h e r .  Hence
N N N
S = -gN(N-l)  -  I  x 2 + g2 I  I  ' (x -x  y 2 . ( 3 . 5 . 7 )
k=l  k=l  £=1
Comparing ( 3 .5 . 6 )  t o  the  i n t e g r a n d  o f  I and u s in g  ( 3 .5 . 2 )  we th u s  
have
I e -gN(N-l)
( 3 .5 . 8 )
The f u n c t i o n a l  form o f  t h i s  i n t e g r a n d  i s  ex t rem ely  i n t e r e s t i n g .
I t  i s  a w e l l  known r e s u l t  o f  Cauchy (see  f o r  example G la s s e r  1983) t h a t  
i n  one-d im ens ion
dx f ( x  - £) x dx f ( x ) g > 0 (3 .5 .9 )
f o r  any i n t e g r a b l e  f u n c t i o n  f  . We c o n j e c t u r e  i n t e g r a l s  o f  the  f u n c t i o n a l  
form ( 3 . 5 . 8 )  are th e  N-dimensional  g e n e r a l i z a t i o n s  o f  t h i s  r e s u l t .  E x p l i c i t l y ,
i f  we denote
5 9 .
\  = \ -  s (V xj5_1 ’ 8 > 0
j =1
t h e n  we c o n j e c t u r e
IT ] dxk f ( u 1 , u 2 , . . . i uN) 
k=l J -00
N
n
k=l duk f Cu 1>u 2 > - “ > V
Using t h i s  c o n j e c t u r e  in  ( 3 . 5 . 8 )  we have
I = e - f W - ^ C
2 N
dx e X )
nN/2 e -gN(N-l)
(3 .5 .1 0 )
(3 .5 .1 1 )
(3 .5 .1 2 )
which i s  t h e  r e s u l t  o b t a in e d  by G a l l a v o t t i  and Marchiono (1973).
Note t h a t  f o r  each  o r d e r i n g  P o f  the  x ’s 
-°° < xp ^  < xpp-)  <• • • < xp ^  < 00 th e  change o f  v a r i a b l e s  g iven by 
( 3 .5 .1 0 )  i s  i n v e r t i b l e ,  and the  range  o f  i n t e g r a t i o n  i s  -00 < u^ < 00 
fo r  each  u^ . Denote th e  J a c o b ia n  f o r  the  change o f  v a r i a b l e s  w i th  
o r d e r i n g  P by Jp . Then the  c o n j e c t u r e  ( 3 .5 .1 1 )  i s  e q u i v a l e n t  t o  
t h e  c o n j e c t u r e
N!
I  J p = 1 • (3 .5 .1 3 )
P=1
This  c o n j e c t u r e  i s  e a s i l y  p roved  f o r  N = 2 and has been proved fo r  
N = 3 by M.L. G la s s e r  ( p r i v a t e  communica tion) .  For N > 3 i t  remains  
as a t a n t a l i z i n g  c h a l l e n g e .
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CHAPTER 4: GENERALIZED PLASMAS AND THE ANOMALOUS QUANTUM HALL EFFECT
4 .1  Another quantum many body problem, c l a s s i c a l  plasma analogy
The anomalous quantum Hall e f f e c t  r e f e r s  to  the q u an tiza t ion  o f  the  
Hall r e s is ta n c e  o f  a two-dim ensional e le c tr o n  gas in  a strong magnetic  
f i e l d ,  for fr a c t io n a l  f i l l i n g  o f  a Landau l e v e l .  This e f f e c t  was d iscovered  
experim enta lly  by T su i,  Stormer and Gossard (1982).  In an important 
paper Laughlin (1983) derived  a t r i a l  wavefunction $ to  exp la in  s p e c ia l  
cases  o f  t h i s  c la s s  o f  phenomena. The wavefunction has the remarkable 
property th a t  ((f>| i s  id e n t ic a l  to  the Boltzmann fa c to r  o f  the two- 
dimensional one-component plasma.
Further t r i a l  w avefunctions have s in ce  been proposed to  ex p la in  
further  a sp ects  o f  t h i s  phenomenon. One o f  th ese  w avefunctions, proposed  
by Halperin (1983, 1984) , assumes that there  are both spin up e l e c t r o n s  
(Roman in d ic e s )  and spin down e le c tr o n s  (Greek in d ic e s )  w e l l  descr ibed  
by a wavefunction o f  the form
gRR/ 2n (z -z ) n (z -z )
i< :  3 ß<a B
gGG//2
i  ,ot
(Z.-Z ) l  a
gRG/2
x e x p { - [ £ |Z . | 2 + I |Z a | 2 ] /4 £ 2} ( 4 .4 .1 )
i  a
where the complex number Z^  = x  ^ - iy^ d escr ib es  the c a r te s ia n  c o ­
ord in ates  ( x . j y . )  o f  the i t h  e le c tr o n ;  i  i s  the Landau magnetic  
length .
2
Again there  i s  a plasma analogy. The p r o b a b i l i ty  d en s ity  |ip| 
has the same form as the Boltzmann fa c to r  o f  a c l a s s i c a l  "generalized"  
two-dimensional b inary plasma, made o f  two sp e c ie s  o f  p a r t i c l e s  (Roman 
and Greek) in te r a c t in g  through logarithm ic p o t e n t i a l s .  For two p a r t i c l e s
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s e p a r a t e d  by a d i s t a n c e  r  , t h e  i n t e r a c t i o n  p o t e n t i a l  i s  - g RRlog  r  
f o r  a Roman p a i r ,  - g GGlog r  f o r  a Greek p a i r ,  -gRGlog r  f o r  a Roman- 
Greek p a i r ;  f u r th e rm o re ,  th e  p a r t i c l e s  a re  immersed in  a c i r c u l a r  unifo rm 
background c r e a t i n g  a p o t e n t i a l  |Z^ | / 2 l  upon p a r t i c l e  i  and |z | /2£z 
upon p a r t i c l e  a  . Then,  a t  th e  i n v e r s e  te m p e ra tu r e  $ = 1 , th e  Boltzmann 
f a c t o r  o f  t h i s  c l a s s i c a l  system i s  p r e c i s e l y  |i|;| . Thus s tudy  o f
t h e  c l a s s i c a l  system, and e s p e c i a l l y  i t s  p a i r  d i s t r i b u t i o n ,  i s  r e l e v a n t  
t o  the  s tudy  o f  th e  anomalous quantum H al l  e f f e c t .
Note t h a t  fo l l o w in g  G i rv in  (1984) ,  we have c a l l e d  the  c l a s s i c a l
system a " g e n e r a l i z e d ” p la sm a ,  because  t h e  u s u a l  Coulomb r e l a t i o n  between
2
th e  c o u p l in g  c o n s t a n t s  " gRG = 0 i s  no t  n e c e s s a r i l y  s a t i s i f e d .
We s tu d y  the  g e n e r a l i z e d  pla sma v i a  i t s  sum r u l e s .  The d i s t r i b u t i o n  
f u n c t i o n s  must obey no t  on ly  t h e  s c r e e n i n g  sum r u l e s  g iven by G i rv in  
(1984),  bu t  a l s o  g e n e r a l i z a t i o n s  o f  th e  S t i l l i n g e r - L o v e t t  (1968) r u l e ,  
which de te r im e  th e  second moments o f  the  c o r r e l a t i o n  f u n c t i o n s .  F u r the rm ore ,  
as  a check and i l l u s t r a t i o n ,  we d e s c r ib e  a one-d im ens iona l  model which 
does obey th e  one -d im ens iona l  analogue o f  th e  sum r u l e s .
4 .2  The tw o-d im ens iona l  g e n e r a l i z e d  p lasma
The Hami l ton ian  fo r  a system o f  Roman and Greek p a r t i c l e s  o f  number 
d e n s i t i e s  pR and pG r e s p e c t i v e l y  i s
H = -gRR l .  log rij -gGG I log r a6 -gRC J  log r  i<] J B<a i , a
+ (gRRPR + gRGPG} l  f l o g l]: i - l l  d^ + CgGGPG + gRGPR} ^ J l o g I V I |d £
^ gRRPR + ägGGPG + gRGPRPG')
+ l o g | r - r ’ | d rd r , ( 4 . 2 . 1 )
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w h e re  t h e  p a r t i c l e - b a c k g r o u n d  an d  b a c k g r o u n d - b a c k g r o u n d  i n t e r a c t i o n s
h a v e  b e e n  c h o s e n  so  a s  t o  c o m p e n s a t e  t h e  r e m o t e  p a r t i c l e - p a r t i c l e  i n t e r a c t i o n s ;
t h u s  we e x p e c t  t h e  s y s t e m  t o  h a v e  a  w e l l  b e h a v e d  th e r m o d y n a m i c  l i m i t .
F o r  a  c i r c u l a r  b a c k g r o u n d ,  t h e  i n t e g r a l s  c a n  be  p e r f o r m e d ,  g i v i n g  f o r  
t h e  p a r t i c l e - b a c k g r o u n d  i n t e r a c t i o n  a  c o n s t a n t  p l u s
L e t  u s  d e f i n e  t h e  c o r r e l a t i o n  f u n c t i o n s  h AD( r )  (where  A, B s t a n d
Ad
f o r  R o r  G ) so t h a t  when a  p a r t i c l e  A i s  a t  t h e  o r i g i n ,  t h e  d e n s i t y  
o f  p a r t i c l e s  B a t  r  i s  Pg( l  + ^ g ( r ) )  • The d i m e n s i o n l e s s  F o u r i e r  
t r a n s f o r m  o f  h^g i s  g i v e n  by
i  a
Note  t h a t  ( 4 . 1 . 1 )  i s  r e c o v e r e d  b y  c h o o s i n g
^ AB(k) = ^PAPB^  2 hAfi(r ) exP ( i k ’r )  •
2 ( 4 . 2 . 3 )
We i n t r o d u c e  t h e  d i r e c t  c o r r e l a t i o n  f u n c t i o n s  CAß^r  ^ 5 t h e  F ° u r i e r  
t r a n s f o r m s  o f  w h i c h ,
I
c A ß OO “ (^ PAPB')2 CAB(' r ') e x P ( i k ’r ) d r ( 4 . 2 . 4 )
a r e  d e f i n e d  i n  t e r m s  o f  t h e  h^g by t h e  O r n s t e i n - Z e r n i c k e  r e l a t i o n s
h AB CAB + ^  h AC CCB ( 4 . 2 . 5 )
S o l v i n g  ( 4 . 2 . 5 )  f o r  t h e  h^g ( a n d  a s s u m i n g  t h e  symmetry  c RG = c ^ R)
we have
1 + h,
RR ’ h RG h GR
RG
D D D
( 4 . 2 . 6 )
63.
where
D - C1 cRR) (1 - CGG) CRG C4.2.7)
Sum rules for the h ^  are now obtained from the usual assumption 
(see for example Baus and Hansen 1980) that c^R (r) behaves for large 
r like -3 times the potential, or equivalently that, from small
k ,
eAB«
2TTS(pApB) gftB
+ 6a b «
where c^ °R (k) is a regular function of k . Using 
and (4.2.6), for a generalized plasma (A = gRRSGG - 
finds the small-k behaviours
(4.2.8)
(4.2.8) in (4.2.7) 
2
gRG ^ , °ne
1 + hRR(k) GG . 2 k2tt3prA 1 + hGG(k)
RR . 2 k2tt3pgA hRG(k) 2tt6(prpg) 2A
(4.2.9)
Since 1 + h^(k) is the average value of a squared density amplitude, it 
must be positive; therefore (4.2.9) is acceptable only if A > 0 , 
a condition we shall assume to hold (presumably, for A < 0 , the Roman- 
Greek repulsion is too strong and the system becomes unstable, perhaps 
undergoing a phase separation). From (4.2.9) we recover Girvin's screening 
sum rule (Girvin 1984)
hAB(r) dr -5 (4.2.10)
and we also find the second-moment sum rules
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2
PR hRRCr)r 2dr
4gGG
2tt(3A
2
PG h GG( r ) r  d r
4gRR
2tt6A
PRPG h RG(r ) r  d r
4gRG
2tt3A ( 4 . 2 . 1 1 )
From ( 4 . 2 . 1 0 )  i t  i s  s e e n  t h a t  i n  a g e n e r a l i z e d  p l a s m a ,  a p a r t i c l e
A i s  p e r f e c t l y  s c r e e n e d ,  b u t  o n l y  t h e  same s p e c i e s  A p a r t i c i p a t e
i n  t h a t  s c r e e n i n g .  From ( 4 . 2 . 1 1 )  i t  i s  s e en  t h a t  s im p le  second-moment
sum r u l e s  h o l d  s e p a r a t e l y  f o r  e a c h  p a r t i a l  c o r r e l a t i o n  f u n c t i o n  .
These r e s u l t s  a r e  t o  be c o n t r a s t e d  w i t h  what  happens  f o r  o r d i n a r y  Coulomb
2
sys te m s  (gRRgGG ~ gRG = 0) f o r  which t h e  same a p p ro a c h  does n o t  g iv e  
u n i v e r s a l  sum r u l e s  f o r  e a c h  h . D ( t h e  a n a l o g u e s  o f  ( 4 . 2 . 1 0 )  and ( 4 . 2 . 1 1 )  
would i n v o l v e  n o n - u n i v e r s a l  c o n t r i b u t i o n s  c ^ ( 0 ) ) .  We f i n d  i n s t e a d  
t h e  u s u a l  p e r f e c t  s c r e e n i n g  sum r u l e  i n v o l v i n g  b o t h  s p e c i e s
\  fV gBB//gAA') f hABr r ')dI  1
D  J
and t h e  t o t a l  c h a r g e - c h a r g e  S t i l l i n g e r - L o v e t t  sum r u l e  
^SAAgBB^  PAPB j  h A B ^ r  dl  = " 2rfß
4 . 3  The o n e - d i m e n s i o n a l  g e n e r a l i z e d  p l a s m a
The c o n s i d e r a t i o n s  o f  §4.2 can  be a d a p t e d  f o r  a o n e - d i m e n s i o n a l  
s y s te m .  The i n t e r a c t i o n s  a r e  s t i l l  g i v e n  by ( 4 . 2 . 1 )  b u t  t h e  domain 
i s  o n e - d i m e n s i o n a l . The a n a l y s i s  i s  t h e  same as  i n  § 4 .2 ,  e x c e p t  t h a t  
t h e  F o u r i e r  t r a n s f o r m s  a r e  now o n e - d i m e n s i o n a l ,  and t h e r e f o r e  i n s t e a d  
o f  ( 4 . 2 . 8 )  we have
e A B «
wßCPApB)
FT ( 4 . 3 . 1 )
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and instead of (4.2.9) we find
1-+ hRR(k) gGGtt3prA M 1 + ^GG^
gRR
tt3pgA w
hR G (k) — ^ r -  W  ,
tt3(p r Pg) 2A
(4.3.2)
where again A = gRRgGG - gRG • The screening rules (4.2.10) are still
valid, but now the Fourier transforms h^B (k) have a cusp at k = 0 , 
and instead of second-moment sum rules, we find that the have
asymptotic expansion, as r -* 00 ,
pRhR R ^  
PR PG hR G ^
gGG 1
2oa 2 + tt 3A r
gRG 1
2oa 2 + tt BA r
PGhG G ('r ')
gRR 1
20 A 2 + tt BA r
(4.3.3)
Other real axis singularities for finite values of k may occur in
A
the expansion of h^R (k) , so there may be additional oscillating terms 
in (4.3.3)
4.4 A one-dimensional solvable model
In one dimension, with gRR = 2 , gGG = 4 , gRG = 2 , we obtain 
a solvable model which provides an illustration of the sum rules (4.2.10) 
and (4.3.3). On a circle of radius R , we put aN Roman and bN 
Greek particles, located by their polar angles 9 .
First we consider the evaluation of the partition function and 
free energy. The excess partition function obtained from (4.2.1) is
Z = (2tt)" (a+b)NR- (a+2b)N f
k=l
i 0 . 
e 3
2
1 < IT „ a < B < bN
>2 t t bN
dev n
^0 a=l
■2tt
ÖCDHZ)o •r->V/rH
aN bN
n n le 3
j=1 a=1
5 k < aN
(4.4.1)
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To e v a l u a t e  Z , we e x p re s s  i t s  i n t e g r a n d  as a phase  f a c t o r
c - n ^ n  S"
k=l
-ibN0.ke
bN
n
a=l
- i [ ( a +2b)N-2]0a
e
m u l t i p l i e d  by
- i 6  - i 0 .
A, = n (e -e  J )
1 < j < k < aN
( 4 .4 . 2 )
and
i0  i 0 .  q.q,
A = IT (e K-e  : ) 3 , ( 4 .4 . 3 )
1 < j < k < (a+b)N
where q .  = 1 f o r  1 ^  j ^  aN and q_. = 2 f o r  aN + 1 ^  j ^  (a+b)N . 
The p ro d u c t  i s  a Vandermonde d e t e r m i n a n t ,  which has  th e  expans ion
(aN)! aN - i 0  . ( Q ( j ) -1)
A, = I e(Q) n e 3 , ( 4 .4 . 4 )
Q=1 j = l
where e(Q) i s  the  p a r i t y  o f  t h e  p e r m u t a t i o n  Q o f  { l , 2 , . . . , a N }  . 
The p ro d u c t  A2 i s  t h a t  which occu r s  in  §1.3 fo r  th e  e x a c t l y  s o lv a b l e  
two-component p la sm a.  I t  can be e x p re s s e d  as a c o n f lu e n t  a l t e r n a n t  
d e t e r m i n a n t ,  w i th  the  expans ion
aN -0 CP(Ä)-l) 
A = I  £ (P) n e
Y «.=1
bN i0  [P (aN+2a)+ P (aN+2a-1) -3]
x n [P(aN+2a) - P(aN+2a-l)  ]e a  
a=l
( 4 .4 .5 )
where Y deno tes  the  s e t  o f  a l l  p e r m u t a t i o n s  P o f  ( 1 , 2 , . . . , (a+2b)N) 
such t h a t  P (2Z) > P(2il-1)  fo r  each £ = (aN /2)+1 , (aN/2)+ 2 , .  . . ,  (b+a/2)N 
(we th u s  r e q u i r e  aN t o  be e v e n ) . Hence
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z  = R- C * + 2b ) N ( . i ) ( a + b ) N  l  z m  £
Y Q=1
aN
e(Q) II u. 
£=1 * ( * ) ,  Q W
bN
X n [P (aN+2£) - P (aN +2£- l ) ]v  
£=1 P(aN+2£-l)  , P(aN+2£)
( 4 .4 . 6 )
where
1_
2 tt
2tt
de e i6(P() l)  - Q m  - bN)
UP ( £ ) ,  Q(£) ( 4 .4 . 7 )0
and
Note u and v a re  eq u a l  t o  1 when th e  c o - e f f i c i e n t  o f  0 in  the  
e x p o n e n t i a l  v a n i s h e s ,  o th e rw is e  th e y  equa l  0 . Since  Q(£) E { l , 2 , . . . , a N }  , 
we r e q u i r e
fo r  non -ze ro  c o n t r i b u t i o n s  t o  t h e  p a r t i t i o n  f u n c t i o n .  F u r t h e r ,  the  
on ly  p e r m u t a t i o n s  not  c o n t a in e d  in  th e  s e t  ( 4 .4 . 9 )  and s a t i s f y i n g  
P(aN+2£) + P(aN+2£-1) = (a+2b)N+l w i th  P(aN+2£) > P(aN+2£-l)  ,
£ = 1 , 2 , . . . ,bN
P(aN+2£-l)  = R(£) , P(aN+2£) = (a+2b)N+l-R(£) , (4 .4 .1 0 )
where R(£) i s  a p e r m u t a t i o n  on { l , 2 , . . . , b N }  , and each such p e rm u ta t io n  
has  t h e  same p a r i t y .  Hence
P(£) e (bN+1, bN+2, . . . , (a+b)N> , £ = l , 2 , . . . , a N ( 4 .4 . 9 )
, (aN)! CbN) ! bN
Z = R~ (a+2b)N I I J{ [(a+2b)N+l-2R(£) ] 
Q=1 R=1 £=1
68.
(4.4.11)
But in (4~.4.11) all permutations Q and R give the same contribution, 
so we take R(£) - £ , and thus after some simple manipulation obtain
= -(a+2b)N (2bN+aN)!(aN/2)!(bN)!
2°N (bN+aN/2)!
(4.4.12)
We can now calculate the excess free energy density f . Using Stirling's
formula in (4.4.12) we have in the thermodynamic limit N , R 00
for fixed values of the particle densities pR = aN/27rR and pG = bN/27TR
3f = -lim logZ2ttR ? Pr PR + 2pG + "2 log
fpRtpG)2
PR(PR+ 2PG)
+
Cp R+ Pg)
PG log PG (PR*2pG) (pR+ 2 p G ) log[2TT(pR+ P G )] (4.4.13)
Note if we introduce a variable length scale in the potentials, having
log(r/L) instead of logr , the logarithm in the last term of (4.4.13)
becomes log [2tt(p + p )L] which is the logarithm of a dimensionless K b
quantity, as it should be.
Next we consider the evaluation of the two-particle distribution 
functions. We will illustrate the necessary steps by evaluating ^^q C1*) • 
Since the calculation of hRR(r) and hRG(r) proceeds similarly, 
we will merely write down the answers in these cases.
The correlation hGG is defined by
M  Y<e - W / z (4.4.14)
where Z is given by (4.4.1) (and evaluated as (4.4.12)); - ^ ^ + 2^
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i s  a l s o  given  by ( 4 . 4 . 1 )  excep t  t h a t  th e  i n t e g r a t i o n s  over  0 and
cL1t+  1
0 „  _ a re  removed.  Note we can w r i t e  Y as th e  RHS o f  ( 4 .4 . 6 )  i f  aN+2
we r e p l a c e  vp(aN+1)> p(aN+2) by
i 0 aN+iCp Ca^ +2) + P (aN +l) - l - (a+2b )N )  
e
and r e p l a c e  P(-aN+4) bY
i 0aN+2Cp CaN+4) + P(aN+3)- l- (a+2b)N)  
e
To e v a l u a t e  t h i s  r e p r e s e n t a t i o n  o f  Y , n o te  f o r  non-zero  c o n t r i b u t i o n  
in  th e  remain ing  i n t e g r a t i o n s  we aga in  r e q u i r e  the  c o - e f f i c i e n t  o f  
0 in  th e  e x p o n e n t i a l s  t o  v a n i s h .  The rem a in ing  p e rm u ta t io n s  
P(aN+l) , P(aN+2) , P(aN+3) , P(aN+4) are  f r e e  t o  assume th e  v a l u e s
as given  by th e  fo l l o w in g  t a b l e ,  w i th  p , q  G { l , 2 , . . . , b N }  , s u b j e c t  
t o  the  c o n s t r a i n t  i n  th e  column l a b e l l e d  "comment" and w i th  a s s o c i a t e d  
p a r i t y  e(P) :
P(aN+l) P(aN+2) P(aN+3) P(aN+4) e(P) comment
P (2b+a) N+l-p q (2b+a)N+l-q + 1 PA *
P (2b+a)N+l-q q (2b+a)N+l-p -1 P * i
q P (2b+a)N+l-p (2b+a)N+l-q + 1 p>q
(2b+a)N+l-p (2b+a) N+l-q q P + 1 p>q
S u b s t i t u t i n g  t h e s e  v a l u e s  in  the  analogue o f  ( 4 .4 . 6 )  s p e c i f i e d  above,  
and u s in g  (4 .4 .1 2 )  we have a f t e r  some s t r a i g h t f o r w a r d  m a n ip u la t io n
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GG bN(bN-l)
bN bN
I l [1
p=l q=l
[N(2b+a> 1-p-q] 2e 1(^ P^~q  ^
[N(2b+a> l-2p ]  [N(2b+a> l-2q ]
+ (p-q) coscf) [N(2b+a) -q-p] -j
[N(2b+a)+ l-2p ]  [N(2b+a)+ 1 - 2q]
(4 .4 .1 5 )
where (p = 0 - ®a^+2 * Noting that for large R
, r 2 t t t
6 ~~ R Nb PG (4 .4 .1 6 )
and for large N the sums in  (4 .4 .1 5 )  become Riemann in t e g r a l s ,  we have 
in  the thermodynamic l im it
hGG(r )
 ^ (t+s+a/b)^
Jo
ds { -
0 (2t+ a /b )(2 s+ a /b )
2TripGr ( t - s )
+ ----------- —-  5 >--------  cos [27Tprr (t+s+a/b) ] }
(2t+ a/b) (2s-+a/b)
(4 .4 .1 7 )
Proceeding s im i la r ly  we f in d  the fu rth er  r e s u l t s
h RR( r )
sin~(TrpRr )
(^PRr ) 2
1 r l .  2 i r i p - r ( s - l - b t / a )  2* ipRr ( s +b t / a )
dt ds —  ——  (e " J
0 Jo l + 2 b t / a
(4 .4 .1 8 )
hRGM  = ' 2 ds — a s /k cos [2irp r (bt/a-s+  1) ] . (4 .4 .1 9 )
0 2t+ a/b
The double in te g r a l  rep re se n ta t io n s  o f  the c o r r e la t io n s  can be
reduced to  s in g le  i n t e g r a l s .  Define the in t e g r a l s
7 1 .
J  = 
P
•1 ^sin2TTyp^,t 
2t+ a/b
dt ,
*P
1 t^>^ 1'cos2TTypritU
0 2t+ a/b
(4 .4 .20 )
Then we have
hGG(r ) = - 2 (1 - cos2tttpr ) ( k^k  ^ + J 2)
2
-2(1+ cos2uypR) (d-^d^- k1 ) -2sin27TrpR(K^J^+ J ^ K - ^ K ^ d ^
- ( 5 ) 2 oc^ j ^) (4 .4 .2 1 )
2 2 hRR(r) = - s i n  TrrpR/(TTrpR)
+ 2 (
sin7rrpR costttpr
(^ rP R) Trrp.
) (COSTTTPR + sinTTTpRK )^
cos2irrpT sin2TrrpT
hRG(r ) 2{( 2Trrp 2 tttpt -) d0 +
+ (£) (
R ** KR
sin2Trrpn 1
2 2rrrpR 2
(4 .4 .2 2 )
(2tttpr ) 2 (2tttpr )
( l -cos2 'n rpR)
5 J 1 + Cf) ------------------ K }
(27TTPRr
(4 .4 .2 3 )
From th e  double i n t e g r a l  r e p r e s e n t a t i o n  o f  th e  c o r r e l a t i o n s  we 
r e a d i l y  check t h a t  th e  p e r f e c t  s c re e n in g  sum r u l e s  (4 .2 .10 )  are  s a t i s f i e d .  
From th e  s in g le  i n t e g r a l  r e p r e s e n t a t i o n s  (4 .4 .2 1 )  - ( 4 . 4 . 2 3 ) ,  th e  asym pto tic  
b e h a v io u r s ,  as r  -+ 00 , are
hGG(r )
( 2 + ^ + ^-)c o s (2TTrpG) + \ cos(2 ttt (pR+pG) )
2(7TpGr ) 2(7rpGr r  (2 + a /b)
(4 .4 .2 4 )
hRRCr)
j  c o s ( 2 tttpg ) + cos(2Trr (pR+PG))
(^PRr) 2(7rpRr) (1 + 2 b /a ) (4 .4 .2 5 )
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2 pr pg (ttt)
cos [2TTCPR+ PG) r ] -  (1 +^)cos(2TTpGr) 
2pRpGCTTr) 2 C2 + a/b)
(4 .4 .2 6 )
The n o n - o s c i l l a t i n g  te rms a re  indeed  i n  agreement w i th  ( 4 . 3 . 3 . ) .  In 
A d d i t i o n ,  t h e r e  a re  o s c i l l a t i n g  te rms  o f  an i n t e r e s t i n g  form. They 
decay ( a l g e b r a i c a l l y )  a t  l a rg e  d i s t a n c e s  (and th u s  t h e r e  i s  no long- 
range  o r d e r ) , bu t  a t  f i n i t e  d i s t a n c e s  th e y  e x h i b i t  two ( in  g en e ra l  
incommensurable)  p e r i o d s :  (p + p_)  ^ and p_ * . Thus, l i k e  th e  e x a c t l y
s o lv a b l e  two-component p la sm a o f  c h a p t e r  1, t h e r e  i s  a l o c a l  tendency 
t o  c r y s t a l l i n e  o r d e r i n g ,  b u t  h e re  t h e r e  i s  a c o m p e t i t io n  between a 
p e r i o d  de te rm ined  by t h e  t o t a l  d e n s i t y  and a p e r i o d  de te rmined  by th e  
p a r t i a l  d e n s i t y  o f  th e  more s t r o n g l y  coupled  Greek p a r t i c l e s :  (a p l o t
o f  t h e  c o r r e l a t i o n s  w e l l  e x h i b i t s  t h i s  f e a t u r e ;  see f i g .  4 . 1 ) .  The
-1 4p e r i o d  pD a l s o  a p p e a r s ,  i n  h ig h e r  o r d e r  te rms ( a t  o rd e r  1 / r  ) .K
Figure 4.1a
Figure 4.1b
Figures 4.1. Plots of the two-particle correlations for the
concentration p /(p G G + PR) .2.
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CHAPTER 5: THE TWO-DIMENSIONAL ONE-COMPONENT PLASMA
AT T = 2 : METALLIC BOUNDARY
5.1 Analogies between matrix ensembles and the two-dimensional one- 
component plasma
We began our discussion of exactly solvable log-potential Coulomb 
systems with Dyson's correspondence between the Circular ensembles 
of random matrices and the one-component log-gas on the circle. In 
this chapter, our final one on this topic, the developments are made 
possible by again making a Coulomb system - random matrix ensemble 
analogy. This time the Coulomb system is the two-dimensional one- 
component plasma (2-D O.C.P.) with a metallic boundary condition.
Two analogies are already known between the 2-D O.C.P. and ensembles 
of random matrices. Ginibre (1965) (see also Mehta 1967, ch. 12) considered 
ensembles of N x N matrices with complex elements, and N x N matrices 
with real quaternion elements. The probability density function for 
the complex eigenvalues w^ to lie within the intervals 
w G [z Zj+dZj] j = 1,2,...,N , is, for the complex matrices
pc Czi,z2 >• •ZN} K exp(- I I z . I )
j=l 1 < i < j < N
z . -z . i 1
(5.1.1)
and for the real quaternion matrices
x n
1 ^ i < j < N
N
r I i'2, *I 1 Z 4 1 ) n
j=l J j=i
.-Z .|2 | 
1 J lzrq* (5.1.2)
The constants and are fixed by normalization.
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Let us WTite z. = (r./R)e J . Then P is identical (up to 1 1  G
a constant) to the Boltzmann factor of the two-dimensional one-component
plasma at T = 2 in a disk of radius R , with hard wall boundary
conditions. The N-particles are specified by their polar co-ordinates
(r.,0.) and their is a neutralizing background charge density 
2qq = qN/(iTR ) . The probability density is identical (up to a
constant) to the Boltzmann factor of the two-dimensional one-component 
plasma at T = 2 in a disk of radius R with a medium of zero
dielectric constant as the boundary condition. (See Smith (1982) for the 
Hamiltonians of the Coulomb system).
We consider a third such analogy. Gaudin (1966) defined an ensemble 
of unitary matrices by specifying the probability density
P(zi ,z2> • • * > ^jyp k n1 < i < j < N
z . -z . i 1
1-wz. Z .* 1 1
(5.1.3)
K denoting the normalization constant. The z. must all lie on the
i0. J
unit circle so that z. = e  ^ . If we write w = R/(R + e) we observe 
that P is identical (up to a constant) to the Boltzmann factor of 
the one-component log-gas on the circle at T = 2 , separated by a 
radial distance e from a metallic medium. There is no neutralizing 
background present (the system is still thermodynamically stable since
at large distances r the particle-particle potential behaves as
2 i9 - 0(l/r )). Furthermore, if we write z. = R.e  ^ where R. denotes1 1 3
the scaled radial position of the particle, Rj = r_./(R+e), and allow
r. to vary between R-W and R , then P is identical to the 2-D 
1
O.C.P. at T = 2 in an annulus, separated by a radial distance e
from a metallic medium. We must also insert the now variable
N , 2,-1self energy term II | 1-wz. | 2 as a factor in P . Again there is no
j = l 1
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n e u t r a l i z i n g  background p r e s e n t .
As n o te d  i n  §1.1 th e  s i g n i f i c a n c e  o f  t h e s e  a n a l o g ie s  in  gene ra l  i s  t h a t  
i t  i s  p o s s i b l e  t o  c a l c u l a t e  th e  n o r m a l i z a t i o n  c o n s t a n t  and c o r r e l a t i o n  
f u n c t i o n s  f o r  th e  m a t r i x  ensemble d i r e c t l y  from de te rm ina n t  r e p r e s e n t a t i o n s  
o f  th e  p r o b a b i l i t y  d e n s i t i e s .  In p a r t i c u l a r  f o r  t h e  2-D O.C.P.  a n a l o g ie s  
t h i s  has  t h e  f u r t h e r  consequence o f  a l lo w in g  c o r r e l a t i o n s  t o  be c a l c u l a t e d  
n ea r  w a l l s .  The Coulomb systems c o r re s p o n d in g  t o  t h e  p r o b a b i l i t y  d e n s i t i e s  
( 5 .1 . 1 )  and ( 5 .1 . 2 )  have now been e x t e n s i v e l y  s t u d i e d  ( J a n c o v ic i  1981, 
1 9 8 2 a . , Smith 1982).  However i t  has  n o t  been p r e v i o u s l y  n o t i c e d  t h a t  
th e  i n t e g r a t i o n  t e c h n iq u e s  used  by Gaudin (1966) f o r  th e  p r o b a b i l i t y  
d e n s i t y  ( 5 .1 . 3 )  can be adapted  t o  c a l c u l a t e  th e  e x a c t  s t a t i s t i c a l  mechanics 
o f  a tw o-d im ens iona l  model o f  th e  m e t a l - e l e c t r o l y t e  boundary.
5.2 E v a lu a t io n  o f  th e  grand c a n o n ic a l  p a r t i t i o n  f u n c t i o n  and N - p a r t i c l e  
c o r r e l a t i o n s
Two d i s t i n c t  geom etr ie s  have been  used  in  th e  ex a c t  c a l c u l a t i o n s  
i n v o l v in g  b o u n d a r ie s  p r e s e n t e d  so f a r .  The f i r s t  and most used  has 
been th e  d i s k ,  which in  th e  e x a c t l y  s o lv a b l e  c a s e s  al lows i n t e g r a t i o n s  
in  th e  angu la r  d i r e c t i o n  t o  be per formed v e r y  e a s i l y  ( a l l  r e f e r e n c e s  
given  in  §5.1 use th e  d i s k  geom etry) .  One i s  the n  l e f t  w i th  a p ro d u c t  
o f  decoupled  i n t e g r a l s  in  the  r a d i a l  d i r e c t i o n ,  and th e  behav iou r  o f  
t h e s e  i n t e g r a l s  in  the  thermodynamic l i m i t  i s  de te rm ined  u s in g  L a p l a c e ' s  
method. A second approach i s  t o  use  s e m i - p e r i o d i c  boundary c o n d i t i o n s  
(Choquard 1981, Choquard e t  a l .  1983).  Th is  aga in  a l lows  i n t e g r a t i o n s  
i n  one d i r e c t i o n  t o  be per formed v e r y  e a s i l y ,  aga in  le a v in g  us w i th  
a p ro d u c t  o f  decoupled  i n t e g r a l s .  However th e  i n t e g r a l s  a re  such t h a t  
de t e rm in in g  t h e i r  a sym pto t ic  b e hav iou r  r e q u i r e s  no f u r t h e r  m a n ip u la t i o n ,  
which i s  t h u s  a s i m p l i f i c a t i o n  over  the  use o f  d i s k  geometry.  ( In  th e
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formulation of Choquard et al. (1983) it was necessary to order the 
integrations in the direction perpendicular to the periodic boundary 
conditions. This can be avoided as we will show here). For this reason 
we use semi-periodic boundary conditions.
Suppose a perfect conductor occupies the half plane x < 0 in 
the X - Y plane. Let N particles of charge q occupy the rectangle 
£ < x < W + £ , 0 < y <  L , and impose periodic boundary conditons
in the y-direction. Further suppose the rectangle is filled with a 
uniform background of charge density -qr| (this background is not 
a neutralizing background, but one independent of the N charges).
The pair potential consists of a particle-particle and particle-image 
term. We have (Choquard et al. (1983))
(Hx,x') = - -| log [(2cosh^(x-x’) - 2cos^y(y-yT)) (L/2tt2]
+ ^ log [(2cosh^-(x + x') - 2cos^(y-yr)) (L/2tt) “]
(5.2.1)
where
x = (x,y) , x’ = (x',y') (5.2.2)
The constants in the terms corresponding to the particle-particle and 
particle-image interactions have been chosen so that in the limit L -> °° 
these terms reduce to
- log((x-x’)2 + (y-y')2) and - log((x + x')2 + (y-y')2)
(5.2.3)
respectively.
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Using (5.2.1) to compute the Hamiltonian H we find (taking special 
care of the self energies)
H = - §
(Zj - z )(z - z )
I log -----------1-----
1 < j < k < N ^  ZjZk ^ 1 ' ZjZk^
n2 N * 2 N
+ 2  ^ log (1 ‘ zkZk^  + 2 ^  I xkk=l K K 2 L k=l k
q2^  l ~ 2(W + e)x, + e2)l
k=l K k
1 2_2 T rnTir3/? . 0_Iif2. . , 2.+ zq Tip L(2W /3 + 2eW ) + Nlog(L/27r) (5.2.4)
where
z. = e-27T(xk + iJrk5/L k (5.2.5)
In general the grand canonical parition function is defined as
l CNI
N=0 N, 0
(5.2.6)
and the distribution functions are given by
p (x,,...,x ) n ~1 ~ny l cN IN=n N,n
(5.2.7)
where
1
N,n (N-n)!
N
n
£=n + 1 d5£ e'H/kBT (5.2.8)
and £ denotes the activity.
7 8 .
Using th e  i n t e g r a t i o n  t e c h n iq u e s  o f  Gaudin (1966) we can o b t a i n  
t r a c t a b l e  e x p r e s s i o n s  f o r  t h e  q u a n t i t i e s  ( 5 . 2 . 6 )  and (5 .2 .7 )  when H 
i s  given by ( 5 .2 . 4 )  and k^T by
q2/ k BT = 2 . CS.2.9)
I n s e r t i n g  ( 5 . 2 . 4 )  amd ( 5 .2 . 9 )  in  ( 5 . 2 . 8 )  we have
N,n ( N - n ) !
N rW+E 
H 11
£=n + 1
dx£ f 0dyZ ( 11 f( x^i ^  C(z) 
j = l J
(5 .2 .1 0 )
where
A = e ttti2 L ( -  | w3 - 2CW2 ) (5 .2 .1 1 )
B =  ( 1 1 )  e ‘ 2 ^ £ ( 5 .2 . 1 2 )
>. - 2 ttti( x . - 2(W + e ) x . )  - 2 ttx. /L  
f (x ^ )  = e j y  J (5 .2 .1 3 )
C(z) n  ( z .  - z ) ( z  - z ) /  n  C l  - z .z  ) ( 5 .2 .1 4 )
1 < j < k < N : k 1 k j , k = i  1 k
However C(z)  i s  t h e  Cauchy double a l t e r n a n t .  Thus
C(z) = Det [(1 - z . z k ) X] N
N! N
= I  e ( P )  n  ( 1  -
P=1 £=1 Z£ZP ( £ ) ^
(5 .2 .1 5 )
where e(P) deno tes  t h e  p a r i t y  o f  th e  p e r m u t a t i o n  P . S u b s t i t u t i n g
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( 5 .2 . 5 )  f o r  in  ( 5 .2 .1 5 )  and th e n  Tay lo r  expanding the  denominator
we have
C(z) = I  e(P) I  n e - 2’ (x£t x P ( t ) ’ V L e '2"i(yr yP t f p V 1
P=1 cx^  > 0 £=1
N!
I  e (p ) n
> 0 P=1 4=1
-  ~2lTxp(4) ( aP ( 4 ) +a4:)/L " 27Tlyp(£) ( aP ( 4 ) ' a p /L“ 0
I Det
a l , . . , 0tN > 0
■2ttxj (ct_. +ot^) /L -2iriy .  ( a . - a ^ / L -
(5 .2 .1 6 )
S u b s t i t u t i n g  (5 .2 .1 6 )  in  (5 .2 .1 0 )  we can per form th e  y i n t e g r a t i o n s  
row by row t o  o b t a in
r = abnln n
N,n (N - n ) ! I
a 1 , . . . , a N > 0 D e t [ s jk l
(5 .2 .1 7 )
where fo r  each  k = 1 , 2 , . . . , N
-2 ttx ( a .+ol ) / L  -2miy (a -cl ) /L
gjk  ■ e 3 e 2 2 ^  j - 1 , 2 , . . . . n (5 .2 .1 8 )
w -2 i r x ( a . + a . ) /L
gjk = 5« y \ (fedx£(x)e j =n+1> - - - . N ( 5 .2 .1 9 )
( 6 d en o t in g  the  Kronecker d e l t a ) .
We observe  t h a t  i f  a  = f ° r  any 1 ^  a ,b  ^  N (a^b) in  (5 .2 .1 7 )  
the n  e i t h e r  th e  a ^  row and b ^  rows a re  i d e n t i c a l ,  or  the  a ^  
column and b ^  columns a re  i d e n t i c a l .  Thus the  on ly  non-zero  c o n t r i b u t i o n  
i n  (5 .2 .1 7 )  from the  rows n + 1 < j < N comes from th e  d iagona l  e n t r i e s .  
Hence, a f t e r  expanding out  th o s e  te rms we have
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N N-n r I„ = AB LN,n a,,...,a > 0 1 ’ n
Det[gjkln x
N w+F -4TTxa./L
IT (/ dxf(x) e 3 )
0 * an+l < " <aN j=n+1
l (5.2.20)
From (5.2.20) we obtain the result that L T is the co-efficientN,n
Nof C in the power series expansion of the function
A(CB)n n (1 + £LB /e+w dxf(x)e~47Tx£/L) x 
1 = 0 £
n w -4ttxcx,/L -1
I [ II (1 + CLB / dxf(x)e ) ]Det[g , ] (5.2.21)
a,,...,a > 0 £=1 b 3K1 n
But from (5.2.6) 1^  ^ is the co-efficient of in the function 5 .
Hence equating (5.2.21) with n = 0 to (5.2.6) we have
00
5 = A (1 + j;LB /^+W dxf(x)e"4TTx£/L) (5.2.22)
where A , B and f(x) are specified by (5.2.11), (5.2.12) and (5.2.13) 
respectively.
If we divide (5.2.21) with n > 1 by (5.2.22) and compare with 
(5.2.7) we see the resulting expression is the n-particle distribution 
function. Thus after noting
Det [g ., ] = Det [ a ]LöjkJn L jkJn (5.2.23)
where
jk
-2u(x .+x, )a./L -2Tri(y -y )a./L 
f(Xj)e 3 K 3 e 3 k 3 (5.2.24)
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we have
(5 . 2 . 25)
where
00
-4TTxa^/L.
( 5 . 2 . 26)
In th e  l i m i t  L -*■ 00 th e  p e r io d i c  boundary c o n d i t io n s  rece d e  to  
i n f i n i t y ,  and we o b ta in  th e  s t a t i s t i c a l  mechanics o f  an i n f i n i t e  s t r i p  
( in  le n g th )  o f  w id th  W , s e p a ra te d  from a m e ta l  w a ll  by a d i s t a n c e  e .
Note t h a t  th e  boundary c o n d i t io n s  a re  inhomogeneous, th e r e  b e in g  
a m eta l w a ll  on one s id e  o f  th e  c o n ta in e r  and a h a rd  w all  on th e  o t h e r ,  
which im p l ie s  th e  p r e s s u r e  i s  a n i s o t r o p i c .  The fo rce  p e r  u n i t  le n g th  
e x e r t e d  by th e  system on th e  w all  c l o s e s t  t o  th e  m e ta l  boundary w i l l  
be d i f f e r e n t  from t h a t  e x e r t e d  on th e  o th e r  w a l l .  Thus th e  u su a l  e x p re s s io n  
fo r  th e  p r e s s u r e  o f  a tw o-d im ens iona l system
i s  no t a p p l i c a b l e ,  s in c e  i t  assumes homogeneous boundary c o n d i t io n s .
I f  th e  s t r i p  w id th  was ta k en  to  zero  we cou ld  d e f in e  th e  p r e s s u r e
p as
where as u s u a l  ß = l /k ^T  . For th e  n on -ze ro  w id th  system we c a l c u l a t e
iw log 2 ( 5 . 2 . 27)
( 5 . 2 . 28)
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(5.2.28) and call p the one-dimensional pressure. It represents the 
force the system exerts at one end of the strip. We have from (5.2.22), 
after noting the sum resulting from taking the logarithm tends to a Riemann 
integral
2 2W 2$p = - irn (~- + 2We)
3/2 2
+ — / dt 1 og(1 + —--- - e* "2KE:t [erf(t + kW) - erf(t)]) .1C — WlC ic
(5.2.29)
Here we have introduced the notation
erf(x) = /* e ' 1 dt (5.2.30)
K = / 2 t Fi (S.2.31)
Furthermore, in the limit L -> 00
-K2(X%20V+£)X )-(K£)2
h., = e ] :jk
-<[(x^+xk) + i(y.-yk)](t+KW)
2~/2 2 (5.2.32)TT ~ Z, t -2Ketr rr^ ,lT -v+ ----- e [erf(t+KW) - erf(t)]
Substituting (5.2.32) into (5.2.25) gives the n-particle distribution 
functions in the limit L -*■ 00 .
In defining the potential (5.2.1) we have set the arbitrary length 
scale L' of the two-dimensional Coulomb potential equal to 1 . Keeping 
L’ arbitrary merely has the effect of replacing C in the above working 
by £/L’ . Thus we see the integrals in (5.2.29) and (5.2.32) are dimensionless.
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5 .3  Zero background charge d e n s i t y :  charge n e a r  a m e ta l  w all
I f  we choose ri = 0 in  th e  p r e c e e d in g  r e s u l t s  we o b t a i n  th e  s t a t i s t i c a l
mechanics o f  charged p a r t i c l e s  in  t h e  v i c i n i t y  o f  a m e ta l  i n t e r f a c e .  From
( 5 . 2 . 1 )  th e  p a i r  p o t e n t i a l  f o r  l a rg e  d i s t a n c e s  r  along  th e  i n t e r f a c e  
2
behaves as 1 / r  . Thus i n  a s t r i p  o f  f i n i t e  w id th  W th e  p o t e n t i a l
i s  i n t e g r a b l e  and th e  system th u s  has  w el l  behaved thermodynamics.  In 
p a r t i c u l a r  the  Mayer s e r i e s  and v i r i a l  s e r i e s  a re  convergen t  f o r  smal l  
enough a c t i v i t i e s  and d e n s i t i e s  r e s p e c t i v e l y .
From (5 .2 .2 9 )  we have when n = 0 and Y = 2
o 1 r°° , ,  2tt£W - t ( e / W ) , ,  - t . .  7 . .
ßp = i s  f o d t l o g ( i + ~ i r  e d - e  n  ( 5 .3 . 1 )
and hence th e  l i n e a r  d e n s i t y  ( i . e .  t h e  number o f  p a r t i c l e s  p e r  u n i t  l e n g th  
o f  th e  s t r i p )
y = (3p)
1_
2W dt
e - tCe /W )f l - e - t ]____________
(t /WO + 2iTe"t(£ /Wh l - e " t D
( 5 .3 . 2 )
The expans ion  o f  ( 5 .3 . 2 )  as a power s e r i e s  in  £ i s  known as the  Mayer 
s e r i e s .  The r a d i u s  o f  convergence  i s  obvious from th e  i n t e g r a l  r e p r e s e n t a t i o n  
( 5 . 3 . 1 ) .  Denote
M = max ——  (1-e  ) ( 5 .3 .3 )
te[o,«>)
Then th e  Mayer s e r i e s  converges  f o r  a l l  Z, such t h a t
k l  <
1
2 ttM
( 5 .3 . 4 )
where L' i s  th e  a r b i t r a r y  l e n g th  s c a l e  o f  th e  tw o-d im ens iona l  Coulomb
p o t e n t i a l .
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From ( 5 .3 . 2 )  we can r e a d i l y  c a l c u l a t e  C as a f u n c t i o n  o f  y t o  
second o r d e r ,  and hence by s u b s t i t u t i n g  i n t o  t h e  Mayer s e r i e s  deduced 
from ( 5 .3 . 1 )  o b t a i n  the  v i r i a l  expans ion
3p = y + 2ttW
-2 te /W M - t .  2 , 2  f Q d te  (1 - e ) / t
r r°° j * - t e /W ,  - t .  , ,2  U0 dt  e (1 - e ) / t ]
y2 + 0 ( y 3) . ( 5 . 3 . 5 )
In ( 5 .3 . 1 )  and ( 5 . 3 . 2 )  we can t a k e  t h e  s t r i p  w id th  W t o  i n f i n i t y ,  
p ro v id e d  we ho ld  t h e  l i n e a r  d e n s i t y  y c o n s t a n t .  We have
3P
1
47T£
d t l o g ( l  + e t ) ( 5 .3 . 6 )
y = Je ^0 d t  6 t /C(t /eO + 2Tre ( 5 .3 . 7 )
C l e a r l y  ( 5 . 3 . 6 )  and ( 5 .3 . 7 )  are not  a n a l y t i c  f u n c t i o n s  o f  c a t  C = 0 .
Th is  i s  no t  s u r p r i s i n g ,  s i n c e  in  the  d i r e c t i o n  p e r p e n d i c u l a r  to  th e  i n t e r f a c e  
th e  p o t e n t i a l  behaves  l o g a r i t h m i c a l l y ,  and th u s  in  th e  h a l f - p l a i n  domain 
i s  no t  i n t e g r a b l e .
I n t e g r a t i n g  ( 5 .3 . 6 )  by p a r t s  and u s in g  ( 5 . 3 . 7 )  we see
3p -  y + £ / 2 ( l  + o ( l ) )  as  y,C -> 0 ( 5 .3 . 8 )
But from ( 5 .3 .7 )
y -  - (C /2 )  log  C as C 0 ( 5 .3 . 9 )
So lv ing  ( 5 .3 . 9 )  f o r  y and s u b s t i t u t i n g  in  ( 5 .3 . 8 )  we o b t a i n
3p ~~ y + f (y )  as y 0 (5 .3 .1 0 )
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where £ is a non-analytic function of y at y = 0 , vanishing at that 
point along with all of its derivatives, and has the property
lim ££Hl = o . (5.3.11)~ + yy-> 0 M
From (5.3.10) and (5.3.11) we see that the ideal gas law is obeyed in
the zero density limit, but the next order correction term has an essential
singularity at zero density, with all derivatives vanishing.
Next we consider the correlation functions. From (5.2.25) and (5.2.32) 
the one and two particle distribution functions with zero background charge 
density in the strip of width W are
PT(x) £W
r  dt e~2xt/W_________________
0 1 + (CWTr/t)e'2ct/W(l - e-2t)
(5.3.12)
p2(Xi,x2) = P2(x1,x2;y)
= p1(x1)p2(x2) - |p1((x1+x2+iy)/2)I . (5.3.13)
From (5.3.12) and (5.3.13) we deduce the asymptotic behaviour of the two- 
particle correlation along the interface
2 1
1+2tt^ W
l L(x +x r +y- J (5.3.14)
2
The 1/y decay is in agreement with the general expectation that for 
integrable potentials the two-particle correlation will decay asymptotically 
as some multiple of the potential.
The correlation functions obey a sum rule applicable to compressible
gases (Gaudin 1966)
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U
r3p1(x)'
W pTi
P2(x) + - C  dy /e+W dx' P2TCx,x’;y) (5.3.15)
Recall one-component Coulomb systems without metallic boundary conditions 
are incompressible (Lieb and Narnhofer 1975) in which case the left hand 
side of (5.3.16) is zero. The resulting sum rule is then known as the 
perfect screening sum rule.
Next consider the case W •> 00 . From (5.3.12) we have the one- 
particle correlation given by
Px(x) £ / dt e
-2xt/£
0 1 + (££7r/t)e 2t
(5.3.16)
and the two-particle correlation by (5.3.13). This gives the asymptotic 
behaviour
PjCx) _1__
4ttx2
x -*• 00 (5.3.17)
P2T(x) 2 f 2 2 .2  TT ((xT+x2) +y ) X1’X2 °° and/or y -> c»(5.3.18)
The correlations again obey the sum rule (5.3.15). They also obey the 
dipole moment sum rule (Blum et al. 1981)
oo oo T
fe dxx fm dy x1P2 (x1,x2 ;y) = -x2P1 (x2) (5.3.19)
The fact that the correlations obey the dipole moment screening 
sum rule but not the perfect screening sum rule is anticipated by an obvious 
generalization of an argument due to Jancovici (1982b). In a Coulomb 
system with image forces one must consider not just the charge-charge 
correlation (which we term the charge-screening cloud)
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(5 .3 .2 0 )
in  t h e  a c t u a l  sys tem,  bu t  a l s o  th e  induced c h a rg e -c h a rg e  c o r r e l a t i o n  in 
t h e  d i e l e c t r i c  medium due t o  the  image f o r c e s .  In the  case  o f  a m e t a l l i c  
boundary ,  th e  induced  c h a r g e - s c r e e n i n g  c loud  i s  equa l  in  magnitude bu t  
o p p o s i t e  in  s ig n  t o  t h e  charge  s c r e e n i n g  c loud  in  th e  system i t s e l f .  Thus 
th e  (modi f ied)  p e r f e c t  s c r e e n i n g  sum r u l e  which r e q u i r e s
However th e  d ip o l e  moment sum r u l e  ( 5 . 3 . 1 9 ) ,  which must hold  in  the  two- 
d im ens iona l  Coulomb systems whenever the  c o r r e l a t i o n s  decay f a s t e r  than
argument.  Since  b o th  the  monopole and d ip o l e  moments o f  the  t o t a l  c h a rg e ­
s c r e e n i n g  c loud  v a n i s h e s ,  the  quadrupole  moment must v a n i s h ,  by symmetry. 
Higher o r d e r  moments are not  d e f in e d  s in c e  th e  c o r r e l a t i o n s  on ly  decay
I t  i s  o f  some i n t e r e s t  t o  compare the  p ro c e e d in g  r e s u l t s  for  the  
c o r r e l a t i o n  f u n c t i o n s  in the  h a l f  p la n e  to  th o s e  o b t a in e d  fo r  a s i m i l a r  
system by J a n c o v i c i  (1984) .  J a n c o v ic i  o b t a in e d  th e  one- and t w o - p a r t i c l e  
c o r r e l a t i o n s  o f  two d im ens iona l  cha rges  a t t r a c t e d  to  an exce ss  s u r f a c e  charge at  
f  = 2 . S ince th e  system i s  o v e r a l l  n e u t r a l ,  t h e r e  i s  on ly  a f i n i t e  number
i s  always obeyed s in c e
(5 .3 .2 2 )
3
1 / r  in  a l l  d i r e c t i o n s  (Gruber e t  a l .  1981),  i s  u n a l t e r e d ,  by the  same
as 0 ( l / r ^ )  .
o f  p a r t i c l e s  p e r  u n i t  l e n g th  o f  the  i n t e r f a c e ,  as i s  the  case  h e r e .  The 
c o r r e l a t i o n s  obeyed th e  u s u a l  p e r f e c t  s c r e e n i r g  sum r u l e  ( s in c e  t h e r e
88.
are no image forces) and the dipole moment sum rule. Furthermore the 
asymptotic behaviour of the correlations was found to be precisely that 
given by (5.3.17) and (5.3.18) (excluding the y direction in (3.18)).
A plot of the density profile (5.3.16) for y = .2 , e = .1 is 
given in fig. 5.1. (To compute from (5.3.16) it is first necessary
to compute £ from (5.3.17), which is specified from the value of e 
and y .)
5.4 The metal-electrolyte boundary
We now want to take the limit W 00 with the background charge 
density ri non-zero. However first we consider the thermodynamics of 
the resulting system, the metal-electrolyte boundary, for general T .
Recall that in the grand canonical formalism the free energy per 
volume ip is given by
ßip = plog £ - log E (5.4.1)
Suppose we take L -* 00 . Now consider the system for W large but finite. 
For a one-component Coulomb system of background charge density qn we 
must have
p ' n + W  (5.4.2)
where qo denotes the excess surface charge. However in the grand canonical 
ensemble
p = c sf (TW log2)
Define g and g by
(5.4.3)
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lim
L-*°°
log H -  -ß(g + g s/W)
Then from (5.4.2), (5.4.3) and (5.4.4) we have
= -n
Substituting (5.4.2) and (5.4.4) in (5.4.1) we have
(5.4.4)
(5.4.5)
(5.4.6)
ß<f) -  nlogC + ßg + t  (ßgs + ologC) (5.4.7)
so that the surface free energy per unit length of the interface fg is 
given by
ßfs = alogC + ßgs (5.4.8)
Taking the partial derivative of (5.4.8) with respect to ö and using 
the sum rule (5.4.6) we immediately deduce
3(ßfs)
3o logC (5.4.9)
The surface tension y is defined by
Y  =
9F
9A
l y,T,v,Q
(5.4.10)
where F is the total free energy of the system, A is the area of
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the interface, V the volume and Q the surface charge. But 
F = F(A,c(A)) where o = Q/qA , so using (5.4.6) in (5.4.10) we have
Y = gs (5.4.11)
A further application of (5.4.6) gives
r 11 _ £
C 35 ' ' ß (5.4.12)
Let us now calculate g and gs (and thus from (5.4.6) a ) at 
r = 2 . From (5.2.28) and (5.2.29), after breaking the range of integration 
in (5.2.29) into two parts, one on [0,°°) and the other on [-kW, 0] we 
find
Bg = -niog2Tri;(i/2n)2
3/2 2
O n r r°° n ? t -2tKC rBgs = - -  C/0 dt log (1 + — -—  e erfc(t))
3/2 2r°° j. , rTT Z, t +2tK£ri+ f dt log (1 + [— -—  e (1 + erf(t))] )
(5.4.13)
- (4/tt2) dt te-t /[I + erf (t) ] ) (5.4.14)
erfc(t) denoting the complementary error function, erfc(t) = 1-erf(t) 
From (5.4.6) and (5.4.14) we have
a = 2K
3/2. (t-£K)-7T ' X  -(<£)" r°° At- e v ^ J erfc(t)) r0 dt
, c 3/2^ . . t“-2K£t - .1 + (tt C/K)e erfc(t)
- ^ d t
1 + (TT3/2c/K)et +2K£t (*i + erf (t))
(5.4.15)
)
Substituting (5.4.13) in (5.4.7) and taking the limit W -*■ 00 we
9 1 .
o b ta in
34» = -n  log  2tt( 1 / 2 p ) 2 (5 .4 .1 6 )
which i s  i d e n t i c a l  to  th e  b u lk  f r e e  energy  p e r  u n i t  volume o f  th e  two- 
d im ens iona l  one-component p lasm a a t  V = 2 w ith  h a rd  w a ll  boundary c o n d i t io n s  
(A las tu ey  and J a n c o v ic i  1981).
Note f o r  a one-component Coulomb system th e  b u lk  f r e e  energy  ip 
i s  dependent on ly  on th e  f ix e d  background d e n s i t y  p and th e  co u p lin g  
f  so t h a t  ip = i K n , n  . The u s u a l  thermodynamic e q u a t io n
where P deno tes  th e  b u lk  p r e s s u r e  i s  no t a p p l ic a b le  s in ce  fo r  th e  m e ta l-  
e l e c t r o l y t e  boundary X, i s  a s u r fa c e  v a r i a b l e  independen t o f  th e  bulk  
p a r t i c l e  d e n s i ty  p = q .
By d e f in in g  th e  b u lk  p r e s s u r e  as
3P = plogC - 34 (5 .4 .1 7 )
P = 3F3V
(5 .4 .1 8 )
where F d en o te s  th e  t o t a l  f r e e  energy  (F = Vip) we r e g a in  th e  known
r e s u l t  a t  T  = 2
3P = p ( l - r / 4 ) (5 .4 .1 9 )
which i s  in  f a c t  t r u e  fo r  g e n e ra l  T  (A las tuey  and J a n c o v ic i  1981).
Note from ( 5 .4 .2 )  t h a t  in  th e  l i m i t  W ->■ 00 we have p = p so th e
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a c t i v i t y  £ does not  change th e  bu lk  d e n s i t y .  However from (5 .4 .1 5 )
£ does change the  s u r face  exce ss  a . In e x p e r im en ta l  e l e c t r o c h e m i s t r y  
v a r i a t i o n s  in  a are made by v a ry in g  th e  p o t e n t i a l  drop Act) between 
th e  two meta l  e l e c t r o d e s  ( i n  our s i t u a t i o n  one o f  th e  me ta l  e l e c t r o d e s  
i s  a t  i n f i n i t y ) . Hence fo r  our  e x a c t l y  s o lv a b l e  model to  mimic th e  r e a l  
m e t a l - e l e c t r o l y t e  boundary we r e q u i r e  £ t o  be r e l a t e d  t o  th e  p o t e n t i a l  
d r o p .
To show t h a t  t h i s  i s  indeed  the  case  we must c o n s i d e r  t h e  c o r r e l a t i o n  
p^(x) . From (5 .2 .2 5 )  and (5 .2 .3 1 )  the  one p a r t i c l e  d e n s i t y  i n  t h e  l i m i t  
W -*■ 00 w i th  non-ze ro  background charge d e n s i t y  qn i s
p (x) = C<e‘ K Cx_e) / “  — ------------------- 2---------------------  ( 5 .4 .2 0 )
1 + (^ 3 / 2 C/K )e t  - 2K£te r f c ( t )
Note we can use  (5 .4 .2 0 )  as an independen t  check on ( 5 . 4 . 1 5 ) ,  s in c e  
by d e f i n i t i o n
G = / “  dx(P 1(x ) -n )  (5 .4 .2 1 )
—
To compute the  i n t e g r a l  (5 .4 .2 1 )  we in t ro d u c e  a convergence f a c t o r  e 
and c o n s id e r  th e  ranges  t  G [0,°°) , t  E (-°°,0] o f  (5 .4 .2 0 )  s e p a r a t e l y .
We r e c l a i m  ( 5 . 4 . 1 5 ) .
Using a s i m i l a r  i n t e g r a t i o n  t echn ique  used  t o  compute ( 5 . 4 . 2 0 ) ,  we 
f i n d  f o r  the  p o t e n t i a l  drop
OO
A<J> = <K°°) - 4>(0) = 2TTq dx x ( p 1 (x) -n )
(q /2 )  logTT  ^ JT[r\ - (q/4) (5 .4 .2 2 )
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At T = 2 we know the bulk chemical potential y (not to be confused 
with the y defined in section 5.3) is given by
yß = -log 7T /2/p + 1/2 (5.4.23)
Substituting (5.4.23) into (5.4.22) we have at T = 2
3 (y+qA4>)
C = e (5.4.24)
We expect this relationship to be true in general for one-component plasmas 
near metal boundaries.
Using (5.4.15) and (5.4.24) we can calculate the differential capacity
c = ^  (5.4.25)
In fig. 5.2 we plot C as a function of A<J)/q for < = 1 , e = 1 .
The curve is not symmetrical about the C axis since A(f> negative 
corresponds to an excess of uniform background while A(f> positive corresponds 
to an excess of mobile point charges, the latter being energetically 
easier to obtain.
In fig. 5.3 we plot p (x) for k = 1 , e = 1 and the three values 
of the surface excess a = -.l,0,.l .
Let us now consider the sum rules satisfied by this system. Using 
the conjecture (5.4.24) we deduce from (5.4.9) and (5.4.12) the sum rules 
for general V
do y + qA4> (5.4.26)
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ay _
3 A4> -qa (5 .4 .2 7 )
Equa t ion  (5 .4 .2 7 )  i s  known as Lippmann's e q u a t io n  (B rock r i s  and Reddy 
1970).  Since  (5 .4 .2 4 )  i s  t r u e  fo r  r  = 2 , (5 .4 .2 6 )  and ( 5 .4 .2 7 )  are 
t r u e  in  t h i s  c a s e .
F ig .  5 .4  shows th e  s u r f a c e  t e n s i o n  in  th e  case k = 1 , e = 1 , 
c a l c u l a t e d  from ( 5 . 4 . 1 1 ) ,  (5 .4 .1 4 )  and ( 5 . 4 . 2 4 ) ,  as a f u n c t i o n  o f  A4/q . 
Th is  i s  known as t h e  e l e c t r o c a p i l l a r i t y  cu rv e .
Next we seek a sum r u l e  analogous t o  ( 5 . 3 . 1 5 ) .  F i r s t  we note  
from (5 .2 . 2 5 )  amd ( 5 .2 .3 1 )  t h a t  the  t w o - p a r t i c l e  c o r r e l a t i o n  i s
P2T (x 1 , x 2 ;y) = - e " K ^ Xl + X2^  +? ) / 2 ! p1 f ( x ^ x ^ i y ) / 2 )  | 2 ( 5 . 4 . 28)
where i s  g iven  by ( 5 . 4 . 2 0 ) .  Since h e re  the  l i n e a r  d e n s i t y  and
one-d im ens iona l  p r e s s u r e  have no meaning,  ( 5 .3 . 1 5 )  i s  i n a p p l i c a b l e  
in i t s  p r e s e n t  form. From t h e  exac t  r e s u l t s  ( 5 . 4 . 2 0 ) ,  ( 5 .4 .2 4 )  and 
(5 .4 .3 1 )  we f i n d
3 p x (x)
3(3qA<t>)l
Px (x) + iZ  d>" Q  d x ' P^TCx, x? ;y3 (5 .4 .2 9 )
which we c o n j e c t u r e  to  be a g en e ra l  p r o p e r t y  o f  t h e  m e t a l - e l e c t r o l y t e  
b o u n d a ry .
Using an a n a l y s i s  due to  J a n c o v ic i  (1982b.)  we can show from (5 .4 .2 0 )  
Tand ( 5 .4 .2 8 )  t h a t  P2 decays as an o s c i l l a t i n g  e x p o n e n t i a l  along  
the  w a l l  and as a Gaussian  i n t o  the  system. This  i s  in  agreement w i th  
J a n c o v i c i ' s  ( J a n c o v ic i  1984) p r e d i c t i o n  f o r  th e  decay o f  t h e  t w o - p a r t i c l e  
c o r r e l a t i o n  along  a meta l  i n t e r f a c e .
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Recall from the discussion of section 5.3 that the usual multipole
sum rules (Gruber et al. 1981) must be modified to include the induced
charge-screening cloud in the metal. Jancovici (1982b.) has conjectured
that if the two-particle correlation decays faster than a power law
in each direction (as is the case here), then the 2nth multipole
moment of the charge-screening cloud must vanish. Continuing the argument
used in section 5.3 for the 2n , n = 0,1,2 moments, this implies
the 2“m 1 m = 1,2,... multipole moments of the actual charge-screeing
2mcloud must vanish (the 2 multipole moments of the total charge­
screening cloud then vanish by symmetry) . Thus we expect
/! dx' dy (x'+iy)2m-1 p2T (x,x';y) = -x2m 1Q1(x) (5.4.30)
for each m = 1,2,... . A proof of (5.4.28) is given in the appendix.
5.5 The ideally polarizable interface: another approach to the metal- 
electrolyte boundary
It is now known that the above results for the metal-electrolyte
boundary can be obtained as limiting cases of two more general models:
the ideally polarizable interface of Rosinberg and Blum (1984) and
the one-component plasma with an arbitrary non-Coulomb potential of
Alastuey and Lebowitz (1984). Here we discuss the former.
Rosinberg and Blum (1984) considered an exactly solvable model
of an ideally polarizable interface. The model consists of two one-
component plasmas of different background charge densities qn^ and
qn2 separated by an impermeable membrane, and is exactly solvable at
the temperature (5.2.9). If we take n0 -*■ 00 we would expect this
region of the interface to behave as a perfect conductor, since the
- 1/2screening length (typically A = (2ttTn ) tends to zero. In this
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limit, with an impermeable membrane of non-zero width e, we should 
regain the metal-electrolyte boundary.
The equivalence would be true in general, provided we first notice 
that in two-dimensions the potential difference <j>(0) - <J>(-°°) on the 
side of the interface with background charge density n? does not 
become zero, as it would be in an ideal conductor. For dimensional 
reasons it is of the form
1/24,(0) - <j>(-«0 = qfO/o2 ,n1/n2) (5.5.1)
When ^ 2  ^ 00 this potential difference becomes qf(0,0) which can 
also be obtained by taking o = = 0 and n9 finite. Thus qf(0,0)
is just the potential drop across the surface of one OCP bounded by a 
uncharged insulating wall. This has already been computed at r = 2 
(Jancovici 1982a.) with the result
qf(0,0) = - 9 flog 2 - 1/2) . (5.5.2)
By a minor modification of the working of Rosinberg and Blum (1984)
one can readily check the expected equivalence between the models in
the n2 00 limit (with the qualification noted in the above
Tparagraph). The quantities f , a, p^(x) and p^(x^,x9;y) can all 
be obtained.
For the original ideally polarizable interface (with n9 finite) 
the surface free energy satisfies analogues of the sum rules (5.4.26) 
and (5.4.27). Also obeyed is the sum rule
Bf'_s
Bn
- Trq fQ dx(4>(x) - <j>(°°))
"7 oo 2TTq^  / dx x (p: (x) - nx) , (5.5.3)
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where to obtain the last line we have used Poisson's equation. We 
would also expect an analogue of this sum rule to hold for the metal- 
electrolvte boundary.
First we note the f^ in (5.5.3) denotes the surface free energy 
of the interface only, whereas f given by (5.4.8) and (5.4.14) 
contains a contribution from the hard wall at W + e. At r = 2 
this contribution can be calculated from (5.5.14) by taking e °°.
We find the amount
is due to the wall at W + e , so must be subtracted out.
The analogue of the sum rule (5.5.3) can be derived for the metal- 
electrolyte boundary by considering the canonical ensemble expression 
for the free energy per volume
where H is given by (5.2.4). Differentiating (5.5.5) with respect 
to n , taking L -»• 00 and then equating terms 0(1/W) we obtain the 
sum rule
~ v 2  /q dt te_t / U  + erf(t)) (5.5.4)
ßV = (5.5.5)
3f' = " Trq/£ dx((j>(x) - 6(°° ))
00
s
TTq J e dx(x - e) (p^x) - n) (5.5.6)
Using (5.4.8) and (5.4.14) with (5.4.4) subtracted out and (5.5.20), 
(5.5.6) can be checked after some tedious manipulation. In fact we
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find the additional sum rule at r = 2
oo ;
4TTn/£ dx x (Pl(x) - n) = a + e(p(e) n) + ßg' - s
where Bg^ is given by (5.4.14) with (5.5.4) subtracted out
eßg (5.5.7)
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Appendix to chapter 5
Here we prove (5.4.30) by adapting a technique due to Jancovici 
(1982b., appendix B.). Denote
P2m-1 = dx' -°° (x'+iy)2m-1p2T (x,x'>y) (5A1)
Twhere p2 is given by (5.4.20) and (5.4.28). Further denote
2
F(t) = 1 + C>r3/2?/K)et '2KEterfc(t) (5A2)
Then since
j2m-l
, 2m-1
-Ks(x'+iy) (x'+iy)) 2m-1 e-Ks(x?+iy) (5A3)
we have
2m-1 2 2,2
_1 = -(<;k)2(- -) "K "ex^
X f° dx’ e_l<2C Cx’) 2-2ex ’) r°o e / dy / dt-00 J _oo
^Kyt - k (x+x ') t
Fit!
-Kxs ,2m-l
x / ds F(s) ds2m-l
e-K(x’+iy)s^ (5 A4)
Noting
2ir?e-(<£)2 r  dx' e-^C(x')2-2£x'5e-Kx'(t+s)
F (~y~) - 1 (5A5)
and
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r dy eitCyCt-s:) 2ttK <5(t-s) (5A6)
we have after interchanging the order of differentiation and integration 
in (5A4)
P (. I^ 2m-l -(KEf-K2(x2-ex] „
2m-1
-Kxt -kxs ,2m-l
fL dt /” ds - (CF(— ) - l)6(t-s)) (5A7)-» F(t) F(s) , 2m-1
In the s-integration, integrate by parts (2m-l) times and then use 
the delta function to combine the t and s integration. This shows
2 2.2
' = -CK C- V " 1 e~(Ke) -K (X -£,°2m-l v k
-Kxt ,2m-1 -Kxt
dt ^F(tT C*Ct)-iD W (5A8)
But by integration by parts
f dt
-Kxt ,2m-1 e d -KXt
F(t) dt2m-l  ^ F(t)f e )  - 0 (SA9)
/ dt eloo
,2m-1 -Kxt■Kxt d .e
dt 2m-1 v F(t)
v. . , .2m-l r°° e(-cVVv) = (KX) f dt -
-KXt
F (t) C5A10)
where in (5A10) we have made essential use of (2m-l) being odd. 
Substituting (5A9) and (5A10) in (5A8) and recalling the definition 
of p (x) as given by (5.4.20) proves (5.4.30).
•1 •5 1 x
Figure 5.1. Density p ro file  of charges near a metal wall.
Figure 5.2. The d iffe ren tia l capacity C as a function of the potential 
drop per charge A<J>/q .
• 1 1 2
Figure 5.5.  Density prof i le  of the metal e lec t rolyte  boundary for three 
di f ferent  values of the surface excess a .
-2-5
Acp/q
Figure 5 .4.  The e lect rocapi11a r i ty  curve for the metal e lec t rolyte  boundary.
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PART II
The e igh t-ver tex  so l id -on -so l id  model 
and generalized Rogers-Ramanujan-type 
id e n t i t ie s
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CHAPTER 6: THE LOCAL HEIGHT PROBABILITIES Pa
6.1 More classical analysis, statistical mechanics interplay
We now change topics from Coulomb systems to the eight-vertex solid-on- 
solid model. But the theme remains the same. We are again considering 
a statistical mechanical model which lends itself to the techniques 
of classical analysis and indeed leads us to new results in that discipline. 
The branch of classical analysis relevant here is that portion of analytic 
number theory which deals with the Rogers-Ramanujan and similar identities.
It was in 1979, at the hands of Baxter, that Rogers-Ramanujan-type 
identities first surfaced in statistical mechanics. They arose in the 
calculation of the site occupation probabilities for the hard hexagon 
model (Baxter 1980, 1981, 1982a.). Specifically, using the corner transfer 
matrix technique, these probabilities for the finite lattice were first 
expressed in terms of combinatorial sums. In the infinite lattice limit 
particular cases of these combinational sums are identical to those 
occuring in the original Rogers-Ramanujan identities (Rogers 1894), 
and could thus via these identities be equated to modular forms. Furthermore, 
identities involving sums of the so called Rogers-Ramanujan functions 
play a crucial role in simplifying the denominators of the expressions 
for the probabilities.
It is well known that there exists generalizations of the Rogers- 
Ramanujan identities, due to Gordon (1961). The question thus naturally 
arises: are there generalizatons of the hard-hexagon model, and do
they lead to generalizations of the Rogers-Ramanujan identities? The 
answer is yes, the hard hexagon model (or more generally the hard square 
model with diagonal interactions; see Baxter (1980)) is equivalent 
to a special case of an exactly solvable class of solid-on-solid models.
And the calculation of the local height probabilities do indeed lead 
us to further generalizations of the Rogers-Ramanujan identities.
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6 .2  The e i g h t - v e r t e x  model and an ’’e q u i v a l e n t "  s o l i d - o n - s o l i d  model
Our success  in  g e n e r a l i z i n g  the  e x a c t l y  s o l v a b l e  c l a s s  o f  hard  square  
models l i e s  in  r e c a l l i n g  a mapping performed by Baxter  (1973a . ,  1973b . ) .
The u s u a l  z e r o - f i e l d  e i g h t - v e r t e x  model was shown t o  be e q u i v a l e n t  t o  
a c l a s s  o f  s o l i d - o n - s o l i d  (SOS) models .  (By e q u i v a l e n t  we mean t h a t  
in  th e  thermodynamic l i m i t  the  models  have th e  same p a r t i t i o n  f u n c t i o n  
p e r  s i t e . )
There a re  two d i s t i n c t i v e  ty p e s  o f  SOS models t h u s  r e l a t e d  t o  the  
e i g h t - v e r t e x  model .  These are th e  r e s t r i c t e d  SOS model ,  where th e  h e i g h t s  
a re  c o n s t r a i n e d  t o  l i e  between s p e c i f i e d  v a l u e s ,  and th e  u n r e s t r i c t e d  
model ,  where t h e r e  a re  no such c o n s t r a i n t s .  Here we c o n s id e r  only  th e  
r e s t r i c t e d  model .
Cons ider  a square  l a t t i c e  JC . With each s i t e  i  a s s o c i a t e  an 
i n t e g e r  h e i g h t  JL . Impose th e  c o n d i t i o n  t h a t  h e i g h t s  on a d j a c e n t  
s i t e s  must d i f f e r  by 1. There are s i x  p o s s i b l e  c o n f i g u r a t i o n s  as shown 
in  f i g .  6 . 1 .  F u r th e r  r e s t r i c t  the  h e i g h t s  t o  l i e  in  the  i n t e r v a l  
1 < JL ^  r -1  . With the  s i t e s  o f  the  face  o rd e red  as in f i g .  6 . 2 ,  a s s o c i a t e  
a weight  W(iL,£j  | ^m,^ n) •
Then the  z e r o - f i e l d  e i g h t - v e r t e x  model can be mapped i n t o  th e  r e s t r i c t e d  
SOS model w i th
W(£,S,+ l | £ - l , £ )  = W ( £ , £ - l | £ + l , £ )  = a z
W(Ä+1,ä |Ä , £ - l )  = W(A-1, ä | ä , ä+1) = (6 .2 .1 )
W(U1,£ |£ ,J I+1)  = Y z , W ( £ - l , £ | £ , £ - l )  = &z  ,
where
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(*£ = p 'h(v+n)
= P ' h ( n - v )  (h(w£_1)h(wjl+1))  2/h(w^)
= p , h (2n)h(w2+ n-v ) /h (w ji) ( 6 .2 . 2 )
6£ = p 'h (2 n )h (w £-n+ v) /h (w £) .
i
The e l l i p t i c  t h e t a  f u n c t i o n  h i s  d e f in e d  by
h(v) 0 1/4  . TTV2p s i n ^
n=l
(■I  ^ _ "^ v 2n. 2n>. 2 /-✓-  ^ <7 -»( l -2 p  cos -jr- +p ) ( l - p  ) , ( 6 .2 . 3 )
where K and K' are the  complete
k i n d , and P i s the  nome
p = e ‘■ttK'/K
e l l i p t i c  i n t e g r a l s  o f  t h e  f i r s t
( 6 .2 . 4 )
which we t a k e  to  l i e  in  the  i n t e r v a l  -1 < p < 1 . The q u a n t i t y  p ’ 
i s  an a r b i t r a r y  c o n s t a n t ,  and w? i s  given  by
w£ = 2£ri .
We are c o n s i d e r i n g  the  case when q i s  given by
( 6 .2 . 5 )
n = sK/r ( 6 . 2 . 6)
where s and r  are r e l a t i v e l y  prime i n t e g e r s  ( r  ^  4 ) .  The p a r t i t i o n
f u n c t i o n  i s
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Z - E H W (£^, I (6.2.7)
where the sum is over all allowed height configurations, and the product 
is over all faces of the lattice.
We will mainly be concerned with the evaluation of the local height 
probabilities (which are the analogues of the occupation probabilities 
in the hard hexagon model). The local height probability is defined 
as
Pa = Z'1 a ( ! 1,a)I»(ti,ljH ni,tn) , (6.2.8)
where the 6 is the Kronecker delta, and the product has the same meaning 
as in (6.2.7). is the height of the centre site 1 of the lattice,
a is an integer between 1 and r-1 . Clearly we have
r-1
l pa = 1 • (6.2.9)a=l
6.3 The hard hexagon model
To see that the hard square model with diagonal interactions (and
thus the hard hexagon model) is equivalent to a special case of the
SOS model just defined, we first reconsider the definition of the former
model. With each site i of the square lattice £ associate an occupation
number a  ^ such that cl = 0 or 1 according to whether the site
is empty or contains a particle. No two particles can be adjacent,
which is equivalent to saying that clck = 0 for all edges (i,j) of £
As with the SOS model, associate a weight W„(a*,a.|a ,a ) with eachH i j 1 m n
face of the lattice. From eq. (14.2.39) of Baxter (1982a.), after replacing
u therein by 7T(ri-v)/2K and noting that 0(u) and 0^(u) are proportional 
to h(2Ku/7T) we have
wH (oo|oo] = h(5n-v)/hC4n) ,
WH (10|00) = WH(00|01) = h(n-v)/[h(2n)h(4n)]'s , 
WH (01|00) = W H(00|10) = h(n+v)/h(2n) , 
wH (io|oi) = h(3n+v)/hC4n) ,
wH (oi|io) = h(3n-v)/h(2n) ,
where
n = K/5 . (6.3.2)
We can convert this to an SOS model of the type discussed in §6.2. 
For each occupation number cl define a height JL by
Z. = 3-2a. , if i is on the X sublatticel l
= 2cl + 2 , if i is on the Y sublattice (6.3.3)
(the sublattices are specified in fig. 6.2). It then follows that the 
restrictions cl , o. = 0,1 and CLO. = 6 are equivalent to
1 < JL , Z. < 4 , I = 1 (6.3.4)
for all pairs (i,j) of adjacent sites. Further defining
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and using the relations
h(v) = -h(-v)= -h (v+2K) (6.3.6)
we find that this function W is precisely the same as that given by 
(6.2.2) with
P' = [h(2n)]_1 , wQ = 0 (6.3.7)
The definitions (6.3.3) ensure that iL is odd on an X site and 
even on a Y site. However, we could just as easily have interchanged 
the X and Y sublattices. It thus follows
ZS0S = 2ZHS (6.3.8)
where is the hard squares with diagonal interactions partition
function and is the eight-vertex SOS partition with n given
by (6.3.2).
6.4 Properties of the eight-vertex SOS model
It is well known that the eight-vertex model satisfies the star- 
triangle equation (Baxter 1982a.). We might thus expect that the eight- 
vertex SOS model also satisfied these equations, which requires finding 
weight functions W f and W" such that
I W(b,c|a,g)W'(a,g|f,e)WM (g,c|e,d) 
g
= I W"(a,b|f,g)W'(b,c|g,d)W(g,d|f,e) 
g
(6.4.1)
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Here W is the weight function (6.2.2) and the equation must be true for 
all allowed values of the heights a,b,c,d,e,f .
Indeed (6.4.1) is satisfied with W  and W" identical to W , 
except that v is replaced by v* and v" respectively, where
v ' = v + v" - T] (6.4.2)
(if we set u = q-v , this is the eight-vertex model prescription u' = u +u" 
eq. (13.3.10) of Baxter 1982a) .
Since W, W ’, W" are defined to equal zero unless adjacent heights 
differ by unity, we must have |a-b| = |b-c| = |c-d| = |d-e| = |e-f| =
If-a I = 1 . Apart from a uniform additive shift of all the heights, 
this means that there are 20 cases to consider. These occur in pairs, 
one being obtained from the other by interchanging a with d,b and 
e , and c with f , which merely interchanges the two sides of the 
equation (6.4.1).
Thus (6.4.1) consists of ten distinct equations. Talcing a ’,...,5j 
to be the values of a^,...,6^ in (6.2.2) when W,v are replaced 
by W',v' ; and similarly for a'^,...,6^  ; seven of the equations 
are
3” + Y £ Ö£+l
v l l  -
°Z+1 y
» 511
z z+1
ß£ n . ßM•1 + Y£ “£ n  = aJl a"Z
ex'z 6'i + 24 z 6”l+l
a z *'L + S£ 5£+l Z’z 5£ a"Z
6£ n.-1 + g£ ai ri - *z
Y"Y£-l
(6.4.3)
no.
L ( V *  Cl"
i + i  £ £ + 1 a £ a £+l a
*1
£
a £+1 ^£+1 B£ 3
f  f
£+1 '
The o t h e r  t h r e e  e q u a t io n s  can be o b t a in e d  by i n t e r c h a n g i n g  th e  unprimed 
and double -p r imed  symbols in  t h e  t h i r d ,  f i f t h  and seven th  e q u a t io n  o f  
the  above s e t .
I f  we al low £ t o  t ake  a l l  i n t e g e r  v a l u e s  we can check from ( 6 .2 .1 )  
and ( 6 .2 . 2 )  t h a t  ( 6 .4 . 3 )  are s a t i s f i e d  f o r  a l l  v a l u e s  o f  v and p 
However f o r  th e  r e s t r i c t e d  model each  o f  a , b , . . . , f  must l i e  in  the  
i n t e r v a l  l , . . . , r - l  . Th is  means t h a t  £ t a k e s  t h e  v a l u e s  l , . . . , r - 2  
in  th e  f i r s t  e q u a t io n  in  ( 6 . 4 . 3 ) ,  the  v a l u e s  2 , . . . , r - 2  in  t h e  nex t  
fou r  e q u a t i o n s ,  and th e  v a l u e s  2 , . . . , r - 3  in  th e  l a s t  two. F u r t h e r ,  
t h e  h e i g h t  g in  ( 6 .4 . 1 )  must a l s o  l i e  in  th e  i n t e r v a l  l , . . . , r - l :  
t h i s  means t h a t  in  t h e  f i r s t  e q u a t io n  th e  te rms
ß l “ i  ß l ’ ßr _i  ß£_! ( 6 .4 . 4 )
shou ld  be d e l e t e d .  (They occur  f o r  ?. = 1 and l  = r - 2  , and co r respond  
t o  g = 0 , r  r e s p e c t i v e l y . )
But with  n g iven  by (6 .2 .6 )
h(wQ) = h(wr ) = 0 (6 .4 .5 )
This means th e  te rms ( 6 .4 . 4 )  in  f a c t  v a n i s h .  Thus ( 6 .4 . 3 )  and hence 
the  s t a r - t r i a n g l e  r e l a t i o n  ( 6 .4 . 1 )  i s  indeed  s a t i s f i e d  by th e  r e s t r i c t e d
SOS model .
1 1 1.
Let us now consider symmetry properties of the model. Note that 
the weights (6.2.2) have the two diagonal reflection symmetries
W(ß,m'|£',m) = W (&,V |m*,m) = W(m,m'|£',£) . (6.4.6)
A trivial variation of the model which preserves these symmetries is 
to associate extra weights
1 1 
(gp /gp )2 > (gp /gp )2
1 1  i 3
with the faces to the left and right respectively of each vertical edge
(i,j) , and also with the faces above and below each horizontal edge
m 4(i,j) . Further the factor w , w = 1 , can multiply each face 
weight W(£,m,|£,,m) by associating the factor w with the bottom 
left corner and the factor w m with the top right corner. Clearly 
such extra factors cancel out of the partition function (with appropriate 
boundary conditions) but multiply the weight function W(£,m,|£’,m) by
C 6 - 4 - 7 )
For example, the choice
w = i, go = 1 (6.4.8)
negates and leaves the other weights unchanged.
Consider now the symmetries of the model when considered as a function
of v and r) . Recall the properties (6.3.6) of the elliptic theta
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f u n c t i o n  h . Using ( 6 .3 .6 )  we see e i t h e r  o f  t h e  s u b s t i t u t i o n s
v -> -v ( 6 .4 . 9 )
m ere ly  nega te  each  o f  the  w eigh ts  and th u s  le ave  Z and P unchanged,
cl
The s u b s t i t u t i o n
v v + 2K o r  T] -* r\ + 2K (6 .4 .1 0 )
and th e n  making th e  t r a n s f o r m a t i o n  ( 6 . 4 . 7 )  w i th  go = 1 , g^ = ( l / h ( w ^ ) ) 5 
i n t e r c h a n g e s  th e  weigh ts  cx^  and 3^ , and r e p l a c e s  y^ by 6^ +  ^
and 6^ by y 0_^ • From f i g .  6.1 t h i s  c o r re s p o n d s  t o  a r o t a t i o n  o f  
the  l a t t i c e  th ro u g h  9CP , and th u s  l e a v e s  Z and P unchanged.  S i m i l a r l y  
the  s u b s t i t u t i o n
u -n ( 6 .4 .1 1 )
c o r re sponds  t o  a r o t a t i o n  o f  the  l a t t i c e .  I f  we make bo th  th e  s u b s t i t u t i o n s
v -* K-v and p -* K-q (6 .4 .1 2 )
and th e n  make a t r a n s f o r m a t i o n  o f  th e  form ( 6 . 4 . 8 )  t o  negate  3^ , b o th
Z and P are unchanged.
The e l l i p t i c  t h e t a  f u n c t i o n  has t h e  q u a s i  p e r i o d i c i t y  p r o p e r t y
h (v+ iK ' )  = ( p ) ' 1 /2 e ' TTlv/Kh(v)  . ( 6 .4 . 1 3 )
Thus t h e  s u b s t i t u t i o n
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v -* v + iK' (6.4.14)
2and then making the transformation (6.4.7) with oo = 1 and = exp(-7Tin£ /2K) 
multiplies each weight by the constant
c = (p)"1/2e"TTlv/K . (6.4.15)
NHence Z is multiplied by c‘ (N = number of faces of the lattice), and the 
Pa are unchanged.
When 0 < p < 1 the symmetry properties (6.4.9), (6.4.11) and (6.4.12) 
imply it suffices to consider the model in the region 0 < p < K and 
-n < Re(v) < 2K-n . Recalling n = sK/r , it is convenient to break 
the region into "regimes”. We define
Regime II :
Re gime III:
Regime VIII:
We have not included the region s = 1 , K-n < Re(v) < K + n , the region 
s = 1, K+ n < 2K-n nor the region s = r-1 , n < Re(v) < n-K . From 
the symmetry (6.4.12) the first of these regions is identical to Regime 
VIII, while from the symmetries (6.4.12) and (6.4.11) the other two 
regions are identical to Regime II with s = 1 .
0 < p < 1, s = 1, n < R e ( v ) <  K-n 
0 < p < 1, s = 2,3,...,r-l, n < Re(v) < 2K-n
0 < p < 1, s = 1,2,... ,r-2, -n < Re (v) < n
0 < p < 1, s = r-1, K - 1 < Re(v) < n (6.4.16a0
0 < p < 1, S = r-1, -(K-n) < Re(v) < K-n
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When -1 < p < 0 and th u s  Im(K') = K th e  a d d i t i o n a l  symmetry 
( 6 .4 . 1 4 )  im p l ie s  i t  s u f f i c e s  t o  c o n s i d e r  t h e  r e g i o n  0 < n < K/2 , 
-D < Re(v) < K-n . Break ing  th e  r e g i o n  i n t o  r e g im es ,  we d e f in e
Regime I 
Regime IV
Regime X
-1 < p < 0,
-1 < p < 0,  
-1 < p < 0,
-1 < p < 0 ,
s = l , 2 , . . . , [ ( r - l ) / 2 ] ,  n < Re(v) < K-n
s = 1 , 2 , . . . , [ ( r - 2 ) / 2 ] , -n  < Re(v) < n 
r  odd,  s = ( r - l ) / 2 ,  (K/2) - n < Re(v) < n
r  odd,  s = ( r - l ) / 2 ,
- ( ( K / 2 ) - n )  < Re(v) < (K/2)-n
( 6 . 4 . 1 6 b . )
where [ ] deno tes  t h e  i n t e g e r  p a r t .  Here,  f o r  r  odd and s = ( r - l ) / 2  
we have no t  i n c lu d e d  th e  r e g i o n  -n < Re (v) < (K/2 ) -n  s ince  from the  
symmetry ( 6 .4 . 1 1 )  t h i s  r e g i o n  i s  i d e n t i c a l  t o  Regime IV w i th  s = ( r - l ) / 2  .
6 .5  The w e igh ts  in  te rms o f  the  c o n ju g a te  modulus
The above reg im es  were d e f in e d  so t h a t  t h e i r  boundary s e p a r a t e s  r e g io n s  
w i th  d i f f e r e n t  ground s t a t e s .  To i n v e s t i g a t e  the  ground s t a t e s  i t  i s  
n e c e s s a r y  t o  c o n v e r t  th e  w e igh ts  t o  c o n ju g a te  modulus form (Baxter  1982).  
There a re  two d i f f e r e n t  i d e n t i t i e s  depending on th e  s ign  o f  p . For
0 < p < 1
h (u )  = X e x p [ - i r (u -K )2/C2KK')] E(e~27ru/K' ,y)  , ( 6 . 5 . 1 )
where
y = exp(-4TrK/Kl ) , ( 6 .5 . 2 )
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°o n /2
T _ !L n 1 -y
Kf \  n /2n=l 1 + y
while  f o r  -1 < p < 0 (and th u s  K' -  L' + iK)
h (u )  = t exp[TTu(K-u)/(2KLf) ] E(e 7TU^ L ,y) y
where
y = - expC-TTK/L’)
1/4 K i - y
T - y u  n, -—n=l 1 - y 2 n - l
The f u n c t i o n  E (z ,x )  i s  d e f in e d  f o r  a l l  complex z and lx
E (z ,x )  = n ( l - x n l z ) ( l - x n z- 1 ) ( l - x n ) 
n=l
I  ( - l ) nxn ( n - 1 ) / 2 zn
n = - o o
Using th e s e  i d e n t i t i e s  we f i n d
W( £, m' | r , m)  = v  ( g ^ / g ^ , gm, ) W1(£,m’ | V  ,m)
where f o r  0 < p < 1
= exp[7T(v-n) (w£-K)2/(8nKK')]
( 6 .5 .3 )
( 6 .5 . 4 )
( 6 .5 . 5 )
( 6 .5 . 6 )  
< 1 by
( 6 .5 . 7 )
( 6 .5 . 8 )
( 6 . 5 . 9 )
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v = p '  T E (x ,y )  exp [tt( 4Kri-K2- v 2-3ri2) / (2KK') ] ,
whi le  f o r  -1 < p < 0
g)l = exp[TT(v-n)(w£-K )2/(8nKL’ ) ]  
v = p 'T E(x ,y )  exp[ir(2Kn-3ri2- v _) / ( 2 K L 1) ]
To s p e c i f y  th e  weight  f u n c t i o n  W we d e f in e
6 ^ '  i n  th e  same way as a re  r e l a t e d  t o  W by (6 .2 .
have
=  vw1 / 2 E (xw- 1 )
■ ^ X E £. 1E£+1/(WE2) ) 1 / 2 E(W)
= vE(x)E(xÄw )/E (xÄ)
6£’ = vE(x) E ( x2'w"1 ) / E ( x£) 
where we have i n t r o d u c e d  th e  n o t a t i o n
E£ = E(x^ ,y )
and have w r i t t e n  E (z ,y )  s imply  as E(z)  . The q u a n t i t i e s  x 
w (as w e l l  as y ; r e c a l l  ( 6 . 5 . 2 )  and ( 6 . 5 . 5 ) )  a re  dependent  
s ig n  o f  p . Denote
(6 .5 .1 0 )
(6 .5 .1 1 )
(6 .5 .12 )
' and 
1 ) .  We
(6 .5 .1 3 )
(6 .5 .1 4 )  
and
on th e
1 1 7 .
- 4 ttti/M - 2 tt(ti- v ) /M tx = e , w = e
Then i f  0 < p < 1
( 6 . 5 . 1 5 )
M' = K’ (and hence from ( 6 .5 . 2 ) y = ( 6 . 5 . 1 6 )
w hile  i f  -1 < p < 0
M' = 2Lf , (and hence from ( 6 . 5 . 5 )  y = - x T^ S ) . ( 6 .5 .1 7 )
Since W i s  r e l a t e d  t o  W by a c o n s t a n t  t im es  a t r a n s f o r m a t i o n  
o f  t h e  form ( 6 .4 . 7 )  we can t a k e  WT as t h e  weight  f u n c t i o n  t o  c a l c u l a t e  
t h e  Pa
From the  c o n ju g a te  modulus form o f  t h e  w eigh ts  we can de termine  
whether  or  not  th e  model i s  p h y s i c a l ,  o r  can be made p h y s i c a l  by a t r a n s f o r m a t i o n  
o f  th e  type  ( 6 .4 . 7 )  (by p h y s i c a l  we mean t h a t  a l l  t h e  Boltzmann w eigh ts  
a re  p o s i t i v e ) .  Using t h e  p ro d u c t  expans ion  o f  th e  E - f u n c t io n  ( 6 .5 . 7 )
1 / rwe conc lude  the  only  p h y s i c a l  ca s e s  are Regime I I I  s = r - 1  (y < w < 1) ,  
s = 1 ; Regime I I  s = l  (1 < w < x *) , s = r - 1  ; Regime I s = 1
(1 < w < x ^) ; Regime IV s = 1 .
Let us c o n s id e r  th e  model d e f in e d  by (6 .5 .1 3 )  and ( 6 . 5 . 1 5 ) .  Define
y by th e  r e l a t i o n
y^ = xr , 1 £  u £  r -1  . ( 6 .5 .1 8 )
We can th e n  give a u n i f i e d  t r e a tm e n t  o f  a l l  the  reg im es  d e f in e d  by
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(6.4.16) if we allow x to take both positive and negative values with
< 1 and t , Z y / x for any t and £ = l,2,..,r-l (6.5.19)
(this is essential for the weights (6.5.13) to be well defined). To 
see this note that analogous to the symmetry property (6.4.12) we have 
Pa unchanged by the substitutions
both x -> y/x and w 1/w . (6.5.20)
Define a generalized Regime III (III^ say) by
Regime III^ |x| < |w| < 1, |y| < |x| < 1 . (6.5.21)
By writing the definitions (6.4.16) of Regimes III, IV, VIII, and X 
in terms of x,y and w we see immediately these regimes are contained 
in Regime III- . Furthermore the mapping (6.5.20) takes both Regimes I
VJ
and II into Regime III- . Hence denoting the height probability in Regime 
m GIII„ by P (x,y,y) (in choosing this notation we have used the fact, u a
to be established subsequently, that the P are independent of w ) ,3
Tand in Regime T (T = I,...,X) by P (r,s,y) we have3
h iPhr,s,y) . P, C(_e-2irCIC/2-n)/L- TrtC/L- 2s)
p“ Cr,s.y) = p " lG(e-4^ K-^/K,,e- W , r - s )3 3
P*n (r,s,y) = P  G (e‘4lTr|/K',e'4,TK/K',s)
CL CL
III
P*V (r,s,y) = PaG (e*2ml/L',-e‘,TK/L' ,2s)
(6.5.22)
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I l l G(e- 4 r r ( K - n ) / K ' ) e - 4 w K / K - ^
P , ( r , ( r - 1 ) / 2  ,y)  = P
d d
I I I
G( e - 2ml/L’ s- e ^ K/L' >r. i )
Note in  p a r t i c u l a r
„ I I I  r , n I I r .P ( r , s , y )  = P ( r , r - s , y )
d d
(6 .5 .2 3 )
which i s  a consequence o f  th e  symmetry ( 6 . 4 . 1 2 ) .
6 .6  The ground s t a t e s
We have seen t h a t  Regimes I-X are  c o n ta in e d  in  Regime I I I  .
Hence in d i s c u s s i n g  th e  ground s t a t e s  i t  s u f f i c e s  t o  d i s c u s s  t h i s  g e n e r a l i z e d  
reg im e ,  w i th  y r e s t r i c t e d  t o  th e  v a l u e s  g iven by ( 6 .5 . 2 2 ) .
F i r s t  no te  t h a t  Regime I I I r  i s  no t  d i s t i n c t ,  in  the  sense  t h a t
th e  P^ c a l c u l a t e d  in  t h e  r e g io n
X < w < x 1/ /2, Iy I < IXI < 1 ( 6 . 6 . 1)
can be deduced from th e  P^ c a l c u l a t e d  in  th e  r e g io n
x 1/2 < w < i , 1 y I < I x I < l (6 . 6 . 2)
This  fo l l o w s  from th e  mapping (analogous  t o  ( 6 .4 . 1 1 ) )
w - +  x/w ( 6 . 6 . 3 )
which r o t a t e s  the  l a t t i c e  th ro u g h  9(f and th u s  le a v e s  the  P& unchanged.
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Hence it suffices to consider the region (6.6.2).
We seek the ground state configuration(s) of the partition function 
defined by the weights (6.5.13). The ground state configuration is 
defined as that which maximizes the absolute value of the partition 
function (allowing for multiplicities) in the limit M ’ ->• 0 , which 
corresponds to extreme order or disorder. From (6.5.15) and (6.5.18) 
we see this is equivalent to taking x,y,w -* 0 , provided |w| / I  
i.e. Re(v) / ri , a condition we shall assume. We consider 4 candidates, 
specified in fig. 6.3. Clearly other ground states can be constructed 
by translations of those given in fig. 6.3. Thus there are 2 possibilities 
for each and (height £ on the X or Y sublattice), 4
possibilities for each and 2r-4 for R .
From fig. 6.3 and (6.5.13) we have for the absolute value of the 
Boltzmann weight per pair of sites
N£
R
F2 fw^i w)E(x /w)
 ^ J £ £+1 E(x )E(x )
x1/2E(w )E(x /w ) Ü ---
E (x j
wE(x/w) E (x)E(x2/w)
2/(r-2)
,E(x/w)E(x2)wy/2 _
(6.6.4)
£ 0
Note and R are all unchanged by replacing x by x y .
It is therefore convenient to regard x^ as an independent variable 
(denoted by z say) so we can restrict our attention to the interval
I y I < < i . (6.6.5)
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Note i n  g e n e r a l ,  f o r  g iven  v a l u e s  o f  y and x , z i s  a d i s c r e t e  
v a r i a b l e  which can assume t h e  v a l u e s
£
y > £ = 1 , 2 , . . . , r - 2 ( 6 . 6 . 6)
where n i s  any i n t e g e r .
From th e  p roduc t  d e f i n i t i o n  o f  t h e  E - f u n c t i o n  we e a s i l y  c a l c u l a t e
th e  v a l u e s  o f  and R in  the  ground s t a t e  l i m i t  ( f o r  the
2 2l a t t e r  two we have t o  c o n s id e r  s e p a r a t e l y  th e  c a s e s  y < x and y > x " ) .  
For th e  d i s o r d e r e d  ground s t a t e  t o  be a c a n d id a te  e q u a l i t y  between
NT£ ,  ^ and i s  r e q u i r e d  ( r e c a l l  f i g .  6 . 3 ) .  From th e  c a l c u l a t i o n s
o f  and we see t h i s  i s  on ly  p o s s i b l e  in  t h e  p o r t i o n  o f  Regime
111„ c o r re s p o n d in g  t o  Regime I and IV when £ = r / 2  (r  even ) .
VJ
Comparison o f  th e  v a l u e s  o f  , R and S? t h u s  o b ta in e d
shows N? i s  a ground s t a t e ,  p ro v id e d  y / x  < (z|  < 1  , which from 
( 6 .6 .6 )  i s  e q u i v a l e n t  t o  r e q u i r i n g  f o r  some £ = l , 2 , . . . , r - 2
0 < n + £ y / r  < 1 - y / r  , ( 6 .6 . 7 )
where fo r  each  regime y i s  d e f in e d  by ( 6 . 5 . 2 2 ) ,  and n i s  any i n t e g e r .  
This  e q u a t io n  has each £ = l , . . . , ( r - 2 )  as s o l u t i o n s ,  e x c lu d in g  th o s e  
£ i n  th e  i n t e r v a l s
where [ ] 
f u n c t i o n .
1 I i  r ü l . i  2 r ,  , ( y - l ) r  ( u- l ) r  ,
, y J , L y  y 1 > y J (6 . 6 . 8)
denotes  he re  (and w i l l  do so th ro u g h o u t )  the  i n t e g e r  p a r t  
In Regimes I and IV, where r  i s  even ,  the  c o n f i g u r a t i o n
i s  a l s o  a ground s t a t e .
1 2 2 .
In Regime I I  w i th  s = 1 , Regime I I I  w i th  s = r - 1  , Regime IV 
w i th  s = ( r - l ) / 2  and in  Regimes V I I I  and X th e  i n e q u a l i t y  (6 .6 .7 )  
i s  no t  s a t i s f i a b l e  ( a l l  t h e s e  c a s e s  occur  when y = r - 1 ) .  We f in d  
th e  ground s t a t e s  are (& = 2 , . . . , r - 2 )  f o r  Regimes V II I  and X ,
and R in  th e  remain ing  reg im es .
The ground s t a t e s  are summarized in  t a b l e  6 .1 .
6 .7  _ P f or  the  l a rg e  bu t  f i n i t e  l a t t i c e
We want t o  e v a l u a t e  th e  P , t h a t  i s  t h e  p r o b a b i l i t y  the  c e n t r e  
h e i g h t  has h e i g h t  a . The l a t t i c e  £  i s  t a ken  t o  be p l a n a r
and f i n i t e .  Suppose f o r  d e f i n i t e n e s s  th e  c e n t r e  s i t e  l i e s  on t h e  X 
s u b - l a t t i c e  ( r e c a l l  f i g .  6 . 2 ) .  The P w i l l  depend on th e  p a r t i c u l a r  
ground s t a t e ,  so t h a t  the  number o f  d i s t i n c t i v e  ground s t a t e s  w i l l  
equa l  th e  number o f  d i s t i n c t i v e  P in  a given  reg im e.  The ground
3
s t a t e s  can be n a t u r a l l y  d iv id e d  i n t o  two c l a s s e s  acc o rd ing  t o  whether  
th e  even or  odd h e i g h t s  l i e  o f  the  X s u b - l a t t i c e  (which we c a l l  even 
and odd ground s t a t e s  r e s p e c t i v e l y ) .  I f  th e  ground s t a t e  i s  even (odd) 
we c l e a r l y  have
P = 0 u n l e s s  a i s  even (odd) . ( 6 .7 .1 )
In c a l c u l a t i n g  th e  P , th e  ground s t a t e  i s  de termined  by f i x i n g  
the  v a lu e s  o f  t h e  h e i g h t s  on th e  o u t e r  two s i t e s  o f  each  end o f  each 
row and column. I f  th e  boundary h e i g h t s  co r respond  e x a c t l y  to  those  
o f  a p a r t i c u l a r  ground s t a t e ,  t h e n  th e  P co r responds  t o  t h a t  ground 
s t a t e .  I f  the  boundary  h e i g h t s  do not  co r respond  t o  a p a r t i c u l a r  ground 
s t a t e ,  then  the  P w i l l  co r respond  to  t h e  ground s t a t e  which has
3
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th e  g r e a t e s t  number o f  s i t e s  w i th  h e i g h t s  a t  t h e  ground s t a t e  v a l u e .
For example,  in  Regime IV w i th  r  = 5 , we see from §6.6 t h a t  the  ground
s t a t e s  are and . I f  we choose as t h e  boundary  h e i g h t s  2
and 3 , t h e n  th e  P would co r respond  t o  L. (see f i g .  6 . 4 ) .
a 1
We c a l c u l a t e  th e  P u s in g  the  c o r n e r  t r a n s f e r  m a t r i x  t e c h n iq u e .
3.
This  i s  done in  th e  appendix ,  bu t  th e  method f a i l s  f o r  Regimes V II I
and X , so we s h a l l  from now on r e s t r i c t  a t t e n t i o n  t o  Regimes I t o
IV. I t  s u f f i c e s  t o  c a l c u l a t e  the  P i n  Regime I I I  , w i th  x g ivena (j
by ( 6 . 5 . 1 5 ) ,  y g iven by ( 6 . 5 . 1 8 ) ,  and y r e s t r i c t e d  t o  th e  v a lu e s  
( 6 . 5 . 2 2 ) .
Def ine th e  f u n c t i o n  c (k ,£ ,m )  by 
c ( £ , £ - l , £ )  = [£ y / r ]
c ( £ , £ + l , £ )  = - [ £ y / r ]  ( 6 .7 . 2 )
c (£ -1 ,£ ,£+ 1)  = c ( £ + l ,£ ,£ - 1 )  = 1/2
where [ ] deno tes  t h e  i n t e g e r  p a r t  f u n c t i o n .  We the n  f i n d  in  a l l  
c ases  exce p t  y = r - 1
Pa
S_1E(xa ,y)Dm( a , b , c ' ; x “) ( 6 .7 . 3 )
fo r  a = 1 , 2 , . . . , r - 1  where
<K£)
Dm( a , b , c '  ;q) I q ( 6 .7 . 4 )
. , 1  .  , )nr m+1* m+2'
( 6 .7 .5 )
a=l
( 6 .7 . 6 )
1 2 4 .
Here £ = ( £ j , £ 2 , . . . ,£m+2) i s  a s e t  o f  i n t e g e r  h e i g h t s  s a t i s f y i n g  
t h e  r e s t r i c t i o n s
Ih+ rh1 = 1 ( 6 .7 . 7 )
f o r  j >  1 . The summation in  ( 6 .7 . 4 )  i s  over  a l l  al lowed v a l u e s  o f  
^ 2 , **’ , ^m * w i th  ^ 1 »^m+l’ ^m+2 b e i n § f i x e d  a t  th e  v a lu e s
£1 ~ a ’ £m+l ‘  b ’ Tn+2 (6 .7 .8 )
Thus a , b , c '  must l i e  in  t h e  range 1 , 2 , . . . , r - 1  and must s a t i s f y
|b - c ' |  = 1, m + a - b  = even i n t e g e r .  ( 6 .7 . 9 )
The h e i g h t s  £ ^ , . . . , £  co r re sp o n d  to  t h e  h e i g h t s  o f  s i t e s  on the
c e n t r e  row o f  £ , s t a r t i n g  a t  the  c e n t r e  s i t e  1 and moving r i g h t  to
th e  boundary .  Thus £ ,£ i . e .  b , c ’ a re  the  f i x e d  boundary
m+1 m+2
h e i g h t s .  In ( 6 .7 . 6 )  the  a s t e r i s k  i n d i c a t e s  th e  sum i s  r e s t r i c t e d  to  
e i t h e r  a l l  even or  a l l  odd i n t e g e r s  from 1 t o  r - 1  ( c o r re spond ing  
t o  t h e  even and odd ground s t a t e s  r e s p e c t i v e l y ) .
The case y = r - 1  r e q u i r e s  s e p a r a t e  t r e a t m e n t .  I n s t e a d  o f  c o n s id e r i n g  
Regime I I 1^ we c o n s id e r  t h e  r e g io n
1 < IwI < | y / x 2 | 1/2  , y = xr  (6 .7 .1 0 )
which when x ,y  > 0 i s  Regime I I  w i th  s = 1 . Let us denote  t h i s  
r e g i o n  by Regime 11^ . The t r a n s f o r m a t i o n  (6 .5 .2 0 )  maps th e  w eigh ts
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(6.5.13) defined in Regime 11^ into Regime III^ . with y = r-1 . Thus, 
ini an obvious notation
H I f n r !pa (x,y,r-l) = Pa (y/x,y,l) , yr = xr . (6.7.11)
We find in the appendix
II
Pa
G (x,y,l) T ^u D (a,b,c*;xr )^ a m v J (6.7.12)
where
ua
x (a2-ra)/4 E(xa ,y) (6.7.13)
T
r-1
l
•k
a=l
u D (a,b,c' a m v 5 * (6.7.14)
The function Dm is defined by (6.7.4) with y = 1 , and the asterisk 
in (6.7.14) has the same meaning as in (6.7.6).
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APPENDIX : CORNER TRANSFER MATRICES
Here we derive the expressions given in §6.7 for the local height
probabilities using the corner transfer matrix (CTM) technique. Let
A, B, C, D by the CTMs corresponding to the lower-right, upper-right,
upper-left and lower-left quadrants of the lattice, as on p.366 of
Baxter (1982a). These matrices are products of local "face transfer
matrices" U. and V. that merely add one face at a time to the lattice 
3 3
[Eq. (13.2.4) of Baxter (1982a.)]. These matrices have elements
m
-»cvVi'b-i'*? küj 6£W  .
n
m
±3
where W ’ is defined in terms of a’,...,6’ by (6.5.13).
Each CTM will break up into r-1 diagonal blocks, one for each 
value of the centre spin £. . Let S be the corresponding diagonal 
matrix whose diagonal entries are unity for the block with £ = a ,
all other elements being zero so that S has elements3
CSa}££' = 6 ( V a) C6A3)
Here £ = (£,,£«,...,£ ) denotes the first m heights of the centre ~ 1 2 m
row, beginning at the centre height and moving right (recall from §6.7
the heights £ ,£ _ are the fixed boundary heights of the centre6 m+1 m+2
row), so they (and £'^,£'2 ,...) must satisfy the adjacency condition
I£. . - £.I1 j + 1 j 1 I £'. . - £'. I1 j+1 j 1 j > 1 . (6A4)
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F u r t h e r  we have used  th e  n o t a t i o n
k=l
(6A5)
With t h e s e  d e f i n i t i o n s  o f  A, B, C, D and Sa the  d e f i n i t i o n  o f  
( 6 .2 . 8 )  i s  e q u i v a l e n t  t o
P = Trace S ABCD /T r a c e  ABCD . a  a (6A6)
The CTM te ch n iq u e  a l low s  us t o  e v a l u a t e  t h i s  e x p r e s s i o n .
R ec a l l  from (6 .5 .1 3 )  t h a t  W' i s  d e f in e d  i n  te rms o f  w,x and 
y . We are  c o n s i d e r i n g  th e  model w i th  w and x g iven  by ( 6 .5 .1 5 )  
and y r e l a t e d  t o  x v i a  ( 6 . 5 . 1 8 ) .  Since  IK , \K and th u s  t h e  CTMs 
are  d e f in e d  in  te rms  o f  Wf we w r i t e  ( f o r  example)  IK as IK (w) (x 
and y are r e g a rd e d  as p a r a m e t e r s ,  w as t h e  v a r i a b l e ) .  In f a c t  we 
know (Baxter  1982a.  Ch.13) t h a t  th e  s t a r - t r i a n g l e  r e l a t i o n  ( 6 .4 . 1 )  im p l ie s  
t h a t  in  th e  l i m i t  o f  m l a rg e  the  c o rn e r  t r a n s f e r  m a t r i c e s  have the  
form ( to  w i th i n  i r r e l e v a n t  s c a l a r  f a c t o r s )
AO) = Q1m10 2/ x) ^ / 4 Q2~1 
BO) = Q2M2 0 2/ x) " H/4Q3" 1
C O )  = Q3M3 0 2/ x) H/4Q4' 1
DO) = Q4M4 (w2/ x) ' H/4Q1' 1
(6A7)
where H,Q^, . . . ,Q^,M^, — ,M^  are  m a t r i c e s  independen t  o f  w which 
commute w i th  , S ^ , . . . ,S^_^ . The m a t r i c e s  a re  d iagona l
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S u b s t i t u t i n g  t h e s e  forms i n t o  (6A6) we o b t a i n
pa = Trace  Sa /  T race  M1M2M3M4 . (6A8)
Thus we need t o  c a l c u l a t e  the  p ro d u c t  . Th is  i s  done by s tu d y in g
th e  CTMs a t  th e  bou n d a r ie s  o f  Regimes II^, and I I I ^  .
S p ec ia l  p r o p e r t i e s  o f  th e  IK , V
When w = 1 we see from (6 .5 .1 3 )  t h a t  f o r  a l l  al lowed  v a l u e s  o f  
£ ,m ,n ,p  around a face
W’ ( £ ,m |n ,p )  = E (x )6 (£ ,p ) (6A9)
By s u b s t i t u t i n g  t h i s  r e s u l t  i n t o  (6A1) i t  fo l low s  t h a t
U . ( l )  = E (x) I
where I deno tes  the  i d e n t i t y  m a t r i x .  
S i m i l a r l y  when w = x
W(£,m|n,p) E(x)
E E  2
[-^2-]  <5(m,n) 
m n
Using (6A2) we t h e r e f o r e  have
V . (x) = E(x)R. .R.  . R . 
3 J “ 1 1+1 3
where R.
1
i s  the  d iagona l  m a t r ix
(6A10)
(6A11)
(6A12)
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(R = pE(xÄ )]*<$(£,£)
J —  j (6A13)
The special values (6A10) and (6A12) are all that is required for 
Regime III (y ^ r-1) . However for Regime IIr (or equivalently Regime
(j G
III with y = r-1 ) we.require an inversion relation for the V. .G J
This is readily deduced, since V. (and indeed Ik ) are very sparse, 
breaking up into one-by-one and two-by-two blocks. We find the inverse 
of V. is given by (6A2) but with W(£,m|n,p) multiplied by
[E (w)E|(x2/w) ]-1 .ICxJE.Cx"). (6A14)
E(x>“)E(xP)
2and w in (6.5.13) replaced by x /w . Hence
V . ' V )  = [E(w)E(x2/w) ]_1R."?R.2V . (x2/w )R .2R? . (6A15)
J 3 - -L 3 3 3 3+ 1
Note that if we put w = x in (6A15) we regain (6A12). We will use 
a simple corollary of (6A15), which follows from the fact that
1 S § f
W ’ (£,m|V  ,m') = -y2w  ^m—  W" (£ ,m | £ ' ,m' ) (6A16)
g £ ,gm
where
g£
£2/4 -£/4 x y (6A17)
and W" is the same as W' (eq. (6.5.13)) except that w is replaced 
by w/y . Substituting (6A16) in (6A2) we deduce from (6A15)
v .-1(w) = -y2w [E(w )E(x2/w ) ] 1Tj_1TjVj(x2/wy)T;.T^ x (6A18)
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where T.3 is the diagonal matrix with entries
£.2/4 -£./4 l.
(T^)u , = x 3 y 3 E(x 3 (6A19)
Properties of the CTMs
Here we use the special values of the IK and \K (6A10), (6A12), 
and the inversion relation (6A18) to deduce special values of the CTMs. 
These special values are used to obtain tractable expressions for the 
matrix product in (6A8) .
The CTM A is defined as
A(w) F2F3- .Fm  + 1 (6A20a)
where
F.
3
Ü)
. + 1 .U . 3
(6A20b)
The superfixes on U . and U denote the fact that these matrices
(but not U?,...,U depend on the boundary heights and hence the
value of j in (6A21) . The matrices B, C, D are defined similarly,
T Tbut with each IK replaced by \K , IK , \K respectively.
Recall the boundaries of the regimes separate regions with different 
ground states, We expect the CTMs to have different analytic forms 
in the different regimes (this is asymptotically, for large m). At 
the boundaries of the regimes, for general w , the expressions for 
a particular CTM will not co-incide. However the point w = 1 is at
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th e  boundary  o f  Regimes 11^ and I I I ^  , and a t  t h i s  p o i n t  we expec t  the  
e x p r e s s io n s  f o r  a p a r t i c u l a r  CTM t o  c o - i n c i d e  and be given  by (6A20)
(or i t s  a p p r o p r i a t e  analogue)  w i th  w = 1 . Thus from (6A20) and (6A10) 
we have in  b o th  Regime I I ^  and I I 1^
A( 1) = C ( l )  = I (6A21)
This  r e s u l t  i s  c o n s i s t e n t  w i th  the  f a c t  t h a t  th e  ground s t a t e s  are unchanged 
by unifo rm s h i f t s  in  th e  SW-NE d i r e c t i o n  ( i . e .  t h e  h e i g h t  on th e  s i t e  
(x ,y )  i s  t h e  same as t h a t  on s i t e  (x+1 , y+1))  .
The o t h e r  boundary  o f  Regime I I I ^  f o r  which th e  CTMs v a s t l y  s i m p l i f y  
i s  w = x . S u b s t i t u t i n g  t h e  e x p r e s s i o n  (6A12) o f  V^(x) i n t o  th e  
a p p r o p r i a t e  ana logues  (6A20) we f i n d  R ^ R ^ , . . . ,  a l l  c a n c e l ,  l e a v in g  
( to  w i th i n  i r r e l e v a n t  s c a l a r  f a c t o r s )
B(x) = D(x) = Rj (6A22)
Thus in  Regime I I I
Ad)BCx)CCl)D(x) = Rx2 (6A23)
In Regime I I G we can a l low  w = ( x " / y ) 2 ( t h i s  i s  a v i r t u a l  i n v e r s i o n  
p o i n t ;  Bax ter  1982b),  and use (6A18). Hence from th e  analogues  o f  
(6A20) fo r  the  CTMs B and D we have ( to  w i t h i n  i r r e l e v a n t  s c a l a r  
f a c t o r s )
[B((x2/y )  " 1 = Tj  D[(x2 / y V ] (6A24)
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The m a t r i x  commutes w i th  a l l  th e  CTMs so in  Regime I I G
A(1)B [Cx2/ y ) ' ] C ( n D [ ( x 2/ y ^ ]  = Tj (6A25)
F in a l  e x p r e s s i o n s  f o r  the
S u b s t i t u t i n g  th e  forms (6A7) i n t o  (6A23) we have in  Regime I I I ^  
M1M2M3M4x“H = R^ (6A26)
while  s u b s t i t u t i n g  th e  forms (6A7) i n t o  (6A25) shows t h a t  in  Regime 
IXG
M1M2M3M4 (x2 / y r H/2 (6A27)
Hence by s u b s t i t u t i n g  t h e se  r e s u l t s  in  (6A8) we have in  Regime
IXIG
P = Trace S R2xH/T race  R2xH (6A28)a a l l
while in  Regime 11^
P = Trace S T , ( x 2/ y ) H/2/T race  T , ( x 2/ y ) H/2 (6A29)a a l i
I t  remains  t o  c a l c u l a t e  th e  e x p o n e n t i a l  m a t r ix  in  (6A28) and (6A29). 
Note by s e t t i n g  w = 1 in  th e  f i r s t  o f  th e  e q u a t io n s  (6A7) and
u s in g  (6A21) we have
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QiMi = V H f  4 (6A30)
and hence
A(w) = Q2wH/2Q2_1 (6A31)
u  /  2
Thus w 7 i s  s imply  th e  d iagona l  form o f  th e  s i n g l e  c o rn e r  t r a n s f e r
m a t r i x  A(w) . Since  the  w eigh ts  (6 .5 .1 3 )  a re  a n a l y t i c  in  w2 i t  fo l lows
where N(£) i s  an i n t e g e r  f u n c t i o n .
Assuming t h a t  H does not  change d i s c o n t i n u o u s l y  wi th  x , the  
i n t e g e r s  N(£) must be independen t  o f  x . They can t h e r e f o r e  be o b ta in e d  
by s tu d y in g  a p a r t i c u l a r  c a s e ,  the  obvious  cho ice  be ing  one in  which 
the  CTM A i s  d ia g o n a l  (or  n ea r  d i a g o n a l ) . Note from (6A1) th e  o f f  
d iagona l  e lements  o f  U. (and th u s  th e  CTM A ) involve  th e  w eigh ts  
, while the  d ia gona l  e l em en ts  in vo lve  t h e  w eigh ts  y^ and 5^ .
Thus i f  we choose a l i m i t  such t h a t
fo r  Z = 2 , 3 , . . . , r - 2  the  CTM A i s  i n  i t s  d iagona l  form. I f  u 
as d e f in e d  by (6 .5 .1 8 )  i s  such t h a t  y and r  a re  r e l a t i v e l y  prime 
(as i s  the  case with  the  p o r t i o n  o f  Regime I I I  co r respond ing  t o  Regimes 
I I  and I I I ,  and in Regime I I „  where y = 1 ) t h e n  (6A33) i s  r e a l i z e d
(j
in  the  l i m i t  x -► 0 , w = 1 , We f i n d  th e  w eigh ts  (6 .5 .13 )  become
(6A32)
Is/7(VPI 0 (6A33)
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= wc(Z' „ (6A34)
where the function c is defined by (6.7.2). The CTM A is then diagonal 
with entries
m
\l, = CwC£jn- l55"1 5q>?n
= (6A35)
where $(£) is given by (6.7.5).
In the portion of Regime III^ corresponding to Regimes I and IV 
with r even, we only require y/2 and r to be relatively prime, 
so that y and r have the common factor 2 . In these cases (6A33) 
fails for Z = r/2 . This means non-zero off-diagonal elements of the 
CTM A occur when
£. / V . and 1. . = l.. = V . . = V . , = r/2 (6A36)
3 3 3 _ 1 3 + l 3*1 3+1
Thus A is block-diagonal, so can readily be diagonalized; the diagonal 
form is again given by (6A35).
Hence in all cases we have
N(£) = 20(£) (6A37)
Substituting this result in (6A32), and then substituting the resulting 
expression in (6A28) and (6A29) gives the results (6.7.4) - (6.7.6) 
and (6.7.12) - (6.7.14).
Regime R Total Ground 
states
I, r even 2s-2 0 0 1 4s-2
I, r odd 2s-l 0 0 0 4s-2
II. S t 1 s -1 0 0 0 2s-2
II, s = 1 0 0 1 0 2r- 4
III. S { (r-1) r-s-1 0 0 0 2 (r-s-1)
III, s = r - 1 0 0 1 0 2r-4
IV, r even r-2s-2 0 0 1 2 (r-2s-l)
IV, r odd, s / (r-l)/2 r-2s-l 0 0 0 2(r-2s-l)
IV, s = (r-l)/2 0 0 1 0 2r- 4
VIII 0 r- 3 0 0 4r-12
X 0 r-3 0 0 4r-12
Table 6.1 The entry under the headings N^ , and
gives the total number of distinct ground states of that type, 
excluding those obtained from translations. The 'total ground 
states' column gives the total number of ground states for the 
regime including those obtained from translations.
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pl 6/
Figure 6.1. The six possible arrangements of heights round a face 
of the lattice
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Figure 6.2 The square lattice <£ , showing a typical face (i,j,n,m) 
and the two sublattices X and Y (denoted respectively by 
dots and crosses).
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Figure 6.3. The ground states and their 
associated Boltzmann weights per pair of 
sites. Dotted lines indicate the heights 
all have the same values along that diagonal
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Figure 6.4. With the boundary heights fixed at 2 and 
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More sites 
^ ground state.
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CHAPTER 7: EVALUATION OF THE PROBABILITIES Pa
7.1 The combinatorial sums Dm and the Rogers-Ramanujan identities
Equation (6.7.3) gives the Pa in terms of the m-fold sums . 
These sums are generalizations of combinatorial sums which occur in 
the Rogers-Ramanujan identities (Schur (1917), see also Rademacher 
(1973) ch. 13). As noted in §6.1, in Regime I of the hard hexagon 
case (ri = K/5) the sums reduce to those occuring in the Rogers-Ramanujan 
identities.
To see this recall the combinatorial sums which occur in the Rogers- 
Ramanuj an identities are
I*-» n
G (q) = 1 + I m=l
0,1
1 , a a , m  m  + 1
(7.1.1)
H(q)
0,1
a a -m  m  + 1 0
(7.1.2)
Define the integer function h(£,m,n) by 
h(£,£+l,£) = [2£s/r]
h(£,£ - 1 ,£) = - [2£s/r] + 1 (7.1.3)
h(£-l ,£,£ + 1) = h(£ + !,£,£-!) = 0
Then with y = r-2s in the definition (6.7.2) we can check the relationship
c(£,m,n) = h(£,m,n) + <£(£) + cf)(n) - 2cj)(m) (7.1.4)
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where
, 1 2  3
< K X )  =  4  x  -  4  x ( 7 . 1 . SO
S u b s t i t u t i n g  ( 7 .1 . 4 )  i n t o  ( 6 . 7 . 4 )  we have
D ( a . b . c i q )  = q * Ca) '  (m + ^  ^  + m<f>(c)K ( a , b , c )  f7 -1 ’65
where
Km(a,b,c)
I  j H ( £ . , £ .  . , £ .  _)
1 1 + 1  1 + 2  3=1 J J J
I q ( 7 . 1 . 7 )
£ 0 , . . . ,  £ 2* m
The sum over  £? , . . . , £ m i s  s u b j e c t  t o  the  r e s t r i c t i o n s  ( 6 .7 . 7 )  and 
£. = a , £ . = b , £ 0 = c .
Suppose r  = 5 , s = 1 and |q |  < 1  ( t h i s  co r responds  t o  Regime 
I o f  the  hard-hexagon m o d e l ) . Write th e  h e i g h t s  £^ in  terms o f  th e  
occu p a t io n  numbers cl as d e f in e d  by ( 6 .3 . 3 )  so t h a t  the  r e s t r i c t i o n s  
on th e  h e i g h t s  ( 6 .3 . 4 )  can be r e p l a c e d  by th e  r e s t r i c t i o n s  cl = 0 ,1  
and o .o .  . = 0 . From th e  d e f i n i t i o n  ( 7 .1 . 3 )  we can check
l i + l  v
H( £ . , £ .  . , £ .  ) = G.
3 3 +1 3 +2 3
( 7 . 1 . 8 )
Hence we deduce
G(q) = K ( 1 , b , c )  = K ( 4 , b , c ) ( 7 . 1 . 9 )
H(q) = K ^ . b . c )  = 1(^(3 , b , c ) (7 . 1 . 10 )
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As w e l l  as t h e s e  e q u i v a l e n c e s  b e i n g  an i n t r i g u i n g  i n t e r p l a y  between
s t a t i s t i c a l  mechanics and c l a s s i c a l  a n a l y s i s ,  i t  i s  v i t a l  from the
s t a t i s t i c a l  mechanics v iew po in t  t h a t  t h e  c o m b in a to r i a l  sums can be
equa ted  t o  modular  forms,  which a re  g iven  by th e  Rogers-Ramanujan i d e n t i t i e s .
For t h e n  we can use c o n ju g a te  modulus t r a n s f o r m a t i o n s  t o  conver t  from
th e  ground s t a t e  v a r i a b l e s  o f  t h e  c o m b in a to r i a l  sums back t o  t h e  c r i t i c a l
v a r i a b l e  p which occu rs  i n  t h e  o r i g i n a l  p a r a m e t e r i z a t i o n  o f  th e  weights
( 6 . 2 . 2 ) .  C r i t i c a l  b ehav iou r  i s  t h u s  r e a d i l y  s t u d i e d .
We w i l l  show t h a t  i n  g e n e ra l  th e  c o m b i n a t o r i a l  sum D can ,  inm
t h e  l i m i t  m -* 00 , be e x p re s s e d  in  te rm s  o f  modular  forms.  To do t h i s
we g e n e r a l i z e  Schur*s (1917) p r o o f  o f  t h e  Rogers-Ramanujan i d e n t i t i e s
by u s in g  th e  r e c u r r e n c e  r e l a t i o n s  s a t i s f i e d  by t h e  D t o  w r i t e  th e
m
sums in  te rms o f  th e  Gaussian  p o ly n o m ia l s .  Let us  f i r s t  rev iew th e s e  
p o l y n o m i a l s .
7.2 Gaussian  Polynomials
The Gaussian  po lynom ia l s  a re  d e f i n e d  as
M , N-M+j
T T
j = i  1 - qJ
= 0 o th e rw is e
0 <  M <  N ,
( 7 .2 . 1 )
I t  i s  easy  t o  prove (by ma them a t ica l  i n d u c t i o n  on N ) t h a t  th e s e
are indeed  po lynom ia ls  in  q . One mere ly  u t i l i z e s  e i t h e r  o f  th e  fundamental
r e c u r r e n c e s  (p. 35 o f  Andrews (1976))
" n" Tn- i' N-M N-l~
_ M_ " L M . = q _M-1_
( 7 .2 . 2 )
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N - f |  
M- l j
N - l
M (7 . 2 . 3)
In  a d d i t i o n  t o  t h e  r e c u r r e n c e s ,  we r e q u i r e  t h e  p r o p e r t i e s
N 1
N-Mj (7 . 2 . 4)
n " .  - M ( N - M ) ~ N
- 1  -  q  n _M_ (7 . 2 . 5)
an d  t h e  l i m i t i n g  b e h a v i o u r  ( f o r  | q |  < 1 )
£im N+MM Q(q)
- l
( 7 . 2 . 6)
where
Q(q) = n (1 - q )
n = l
(7 . 2 . 7)
We s h a l l  a l s o  u s e  t h e  n o t a t i o n s
n - 1
(A) n = (A ;q )  n = T T  (1 - q J A) 
j = 0
( 7 . 2 . 8)
Thus i n  p a r t i c u l a r
(q)oo = TT U  - q ^ +1) = Q(q)
j = 0
( 7 . 2 . 9)
Two s i m p l e  i d e n t i t i e s  t h a t  we s h a l l  u s e  a r e
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(A)m+n (7.2.10)
(7.2.11)
7.3 The in terms of the Gaussian polynomials
Let us write the function Dm (a,b,c;q) simply as Dm (a,b,c). Here 
we express the functions Dm (aJb >b +1) and Dm (a,b,b-1) in terms of 
the Gaussian polynomials. From (6.7.2) - (6.7.5) the function 
can be totally defined by 
a. the recurrences
Dm (a,b,b +1) = qm [(b + l)p/r]D) ,(a,b+l,b)+ qm/2D -(a.b-l.b)m-1 'n m-1
(7.3.1)
D (a,b,b-l) = qm/2D _(a,b+l,b) + q m J n m-1
-m [(b-l)y/r]D
(7.3.2)
b. the boundary conditions
D (a,b-l,b) = 0 when b=l m (7.3.3)
D (a,b + l,b) = 0 when b=r-l (7.3.4)
c. the initial conditions
DQ (a,b,b +1) = Do (a,b,b-l) = b (7.3.5)
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To investigate the recurrences (7.3.1) and (7.3.2) we must consider 
values of the function [by/r] , 1 < b < r-1 . Since 1 < y < r-1
this function is zero when b = 1 at least. The function then increases 
in integer steps with the largest assumed value being y - 1 . Divide 
the b values into sets 1^ such that
Ik = (b : [by/r] = k , 1 < b < r-l} , k=0,l..,y-l .
(7.3.6)
Note since y < r , each 1^ is non-empty. Denote the smallest element 
of the set 1^ by e^ and the largest element by e£ . We can then 
classify the values of the functions [(b +l)y/r] and [(b-l)y/r] .
We have
Lk E {b : [(b + l)y/r] = k , 1 < b < r-2} = fyKe'.^) - {e£}
(7.3.7)
^  5 (b : [(b-l)p/r] = k , 2 < b < r-1} = (IjU{eK +x>) - {ek>
(7.3.8)
Our strategy is to consider the function D^ as lying in different domains,
according to the values of [(b +l)y/r] and [(b-l)y/r] . We say
the function D (a,b,b +1) lies in domain k if b €  L, while we m k
say D (a,b,b-l) lies in domain k if b £ . In both cases we
(k)indicate the domain by writing D = D  ^ J .
We can write the recurrences (7.3.1) and (7.3.2) as the 2y recurrences
D W (a,b,b +1) m * J
knu (k) . , , , . m/2n (k),q Dm-i Ca,b+l,b) + q Dm_/(a,b-l ,b)m-1
b e Lk ■ {ek-i? < k=0,1,...,y-l (7.3.9)
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D ( k ) ( a , b , b - n  = qm/2D j k ) ( a , b +  l , b )  + q ‘ kmDm_(k) ( a , b - l  ,b)
b E - {e , k = 0 , l , . . .  , y - l (7 .3 .1 0 )
D (k + 1 ) ( a , e '  e '  +1) m v * k k
(k + l)m ( k ) r , , n  m/2D (k) ( ,_1 , >
q m-l  Ca,ek + l , e kJ + q V l  ( a , e k i , e kJ
(7 .3 .1 1 )
00
( a , e k + l ’e k + 1- 1 )
+
qm/2D (k + » n m-l
q-kmD (k+1)1 m _ 1
( a j 6 k + l + 1 , e k +1^
^a , e k + r 1 , e k +i^ ^7 -3 -12^
where in  th e  l a s t  two r e c u r r e n c e s  k = 0 , l , . . . , y - 2  ( thus  i f  y = 1 t h e s e  
r e c u r r e n c e s  are no t  p r e s e n t )  and we t a k e  {e£_^} anc* ^e k + 1^ t 0  
be n u l l  i f  k = 0 , y - 1 r e s p e c t i v e l y .  The r e c u r r e n c e  (7 .3 .1 1 )  
can be s i m p l i f i e d  i f  we s u b s t i t u t e  b = e^  i n  ( 7 . 3 . 1 0 ) ,  m u l t i p l y  b o th  
s i d e s  o f  the  e q u a t i o n  by q^m and th e n  s u b s t i t u t e  in  ( 7 . 3 . 1 1 ) .
Th is  g ives  in  p l a c e  o f  ( 7 .3 . 1 1 )
Dm
(k)
( a > iek - 1) -km-m/2^ q U^ r (k + 1) (a , e k , e k 1) (7 .3 .1 3 )
S i m i l a r l y ,  r e p l a c e  k by k + 1  in  r e c u r r e n c e  ( 7 . 3 . 9 ) ,  s u b s t i t u t e  
b = e, , m u l t i p l y  b o th  s i d e s  o f  the  e q u a t i o n  by q m/^  and th e n
K + 1
s u b s t i t u t e  in  ( 7 . 3 . 1 2 ) .  Th is  g ives  in  p l a c e  o f  (7 .3 .1 2 )
_ (k) . . .  -km-m/2n (k + 1 ) ,
V C a -ek + r ek + r 1) = q Dm ( a >e
, . ,e. .+1) .k + 1 k + 1
(7 .3 .1 4 )
The e q u a t io n s  ( 7 .3 . 1 3 )  and ( 7 .3 .1 4 )  a re  r e g a rd e d  as boundary  c o n d i t i o n s  
between th e  domains.  Note t h a t  a s u f f i c i e n t  c o n d i t i o n  f o r  b o th  t h e s e
e q u a t io n s  t o  ho ld  i s
1 4 2 .
„ (k ) f  , , n  -km-m/2n (k + 1 ) r , , . . ^ ( a , b , b - 1) = q D J ( a , b , b + 1 ) (7 .3 .1 5 )
f o r  a l l  i n t e g e r s  b . We w i l l  in  f a c t  e s t a b l i s h  t h i s  more gene ra l
(k)p r o p e r t y .  Hence th e  D  ^ (and th u s  th e  ) a re  t o t a l l y  d e f in e d  
by th e  r e c u r r e n c e s  ( 7 . 3 . 9 )  and ( 7 . 3 . 1 0 ) ,  th e  boundary  c o n d i t i o n s  ( 7 . 3 . 3 ) ,  
( 7 . 3 . 4 )  and ( 7 . 3 . 1 5 ) ,  and t h e  i n i t i a l  c o n d i t i o n  ( 7 . 3 . 5 ) .
We sought s o l u t i o n s  o f  th e  form
I  q x
yX + a ( a , b , b ± l ) X  + 3 ( a , b , b ± l )  + m x (a ,b ,b ± l )
—  m 
m + a-b -rX
(7 .3 .1 6 )
where the  y ,  a ,  ß and t where t o  be determined*"  ^ . We th u s  d e r iv e d  
t h e  fo l l o w in g  r e s u l t .
Theorem 7 .3 .1
For m > 0 , 1 < a , b < r  , m + a - b  an even i n t e g e r
D 0 0 ( a , b . b ± l )  = qa ( a - l ) / 4  + mT(a,b,b±l)  
m n
( a , b , b ± l )  - g*"1^  ( - a , b , b ± l )
( 7 . 3 . 1 7 a . )
x ( a , b , b ± l )  = ±k/2 ( 7 .3 . 1 7 b . )
g ^ h a . b . b i l )  = I  q
x=-°°
r ( r - y ) X  + a ( a , b , b ± l ) X  + B (a ,b ,b ± l ) mm + a-b -rX
( 7 . 3 . 1 7 c . )
a ( a , b , b ± l )  = r ( (b + b ± l - l ) / 2 - k )  - a ( r - y ) ( 7 . 3 . 17d .)
B (a ,b ,b  + 1) = b ( b - l ) / 4  - ( a + k - l ) b / 2  + ak/2 ( 7 . 3 . 17e .)
( t )  Th is  form was s u g g e s te d  by s o l v i n g  t h e  r e c u r r e n c e s  f o r  small  m u s in g  
IBM's symbolic m a n ip u la t i o n  language " S c ra tch p a d " .
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$(a,b,b-l) = b(b-l)/4 - (a + k)b/2 + a(k+l)/2 . (7.3.17f.)
Proof
From the discussion above is suffices to verify (7.3.9), (7.3.10),
(7.3.15), (7.3.3), (7.3.4) and (7.3.5).
noTo verify (7.3.9) substitute for D  ^ J (7.3.17) and then use 
(7.2.3) in the form
m-1
m + a-b
2 -rX-1
m
m + a-b 
2
(m + a-b)-rX m-1m + a-b
2
(7.3.18)
(k)to replace the Gaussian polynomial in the function D j (a,b+l,b) . 
This shows (7.3.9) is true for all b .
Similarly (7.3.10) follows immediately, if we use (7.2.2) in the
form
—  m-l — [—  m — —  m-1 —
m + a-b , .
L  2 i
(a-b-m)/2-rX
= q
m + a-b .
2 -ri
m + a-b ,L 2 -ril
(7.3.
(k)to replace the Gaussian polynomial in the function J (a,b +l,b) .
To verify (7.3.15) we merely substitute (7.3.18). The result 
follows without any manipulation.
To check (7.3.3) consider F ^ ( a , 0 , l )  as defined by (7.3.19). 
Replacing X by -X , then using the property of the Gaussian polynomial 
(7.2.4) shows
g (k)(a,0,l) = g (k) (-a,0,1) C7.3.20)
Hence from (7.3.17), (7.3.3) is satisfied. For the boundary condition
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fkl( 7 .3 . 4 )  c o n s id e r  ' ( a , r , r - l )  as  d e f in e d  by ( 7 . 3 . 1 7 ) .  R ep lac ing  
X by - (X +1) , the n  u s in g  ( 7 . 2 . 4 )  shows
( k ) , . .  ( k ) ,g J ( a , r , r - l )  = g^ 7 ( - a , r , r - l ) (7 .3 .2 1 )
which from ( 7 . 3 . 1 7 a . )  e s t a b l i s h e s  ( 7 . 3 . 1 4 ) .
I t  remains  t o  v e r i f y  ( 7 . 3 . 5 ) .  When m = 0 th e  on ly  non -ze ro  
te rm in  (7 .3 .1 7 )  i s  th e  X = 0 te rm ,  s in c e  from ( 7 .2 . 1 )
(7 .3 .2 2 )
Hence, s in c e  1 < a , b < r - 1  we have from ( 7 .3 . 1 7 )  when m = 0
g Ct0( - a , b , b ± l )  = 0 ( 7 .3 .2 3 )
(k) r , , n  - a ( a - l ) / 4 r g ( a , b , b ± l )  = q v ^6 a ,b (7 .3 .2 4 )
S u b s t i t u t i n g  (7 .3 .2 3 )  and (7 .3 . 2 4 )  in  ( 7 .3 .1 7 )  we e s t a b l i s h  ( 7 .3 . 5 )  
and th u s  th e  theorem.
7.4 The la rge-m l i m i t  in  Regime I I I , .  , y /  r - 1
-------------------------------------------------------------------------------------------------------------------------------------------- ( j  -----------------------------------------------
We r e q u i r e  th e  m ■* 00 l i m i t  o f  t h e  ( 6 . 7 . 3 ) .  Th is  i s  e q u i v a l e n t
t o  t a k i n g  th e  m -*■ 00 l i m i t  o f  q+ ( a, b ,b± l )  p ro v id ed  t h i s  
l i m i t  i s  n o n -z e ro .  Let  us c o n s id e r  t h i s  l i m i t  f i r s t .  Define th e  f u n c t i o n
F C a . b - k ^ 1) = qa ( a - n / 4  j q - a ( b - k ) / 2 E (_qr ( b - k )  + ( r - a )  ( r - y )  jq 2 r ( r - u ) )
_q a ( b - k ) / 2 £(._qr ( b - k )  + ( r  + a) ( r - y )  >q2 r ( r - y ) T
( 7 .4 . 1 )
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and denote by "Lim" th e  l i m i t  m -* 00 r e s t r i c t e d  t o  th o s e  v a l u e s  o f  mm 00
i n  Dm( a , b , b ± l )  w i th  the  same p a r i t y  as a - b . Then we have th e  
f o l l o w i n g  r e s u l t s .
Theorem 7 .4 .1
Let 1 < a < r - 1  , 1 < b < r - 2  . Then
Lim q"km/2Dm('k ') Ca ,b ,b  +1) 
m -*»
= ( Q ( q ) ) ' 1 qb ( b ' 1 ) / 4 " (k" i ; )b /2F ( a , b - k ; q L  ( 7 .4 . 2 )
where
k = [y (b + l ) / r ] (7 .4 .3 )
and
Lim qkm/2D ^ ( a , b  + l , b )  mm-x»
( Q( q ) )
- l qb(b  + l ) / 4 - k ( b  + l V 2 p ( a j b _k ; q 2^ ( 7 .4 . 4 )
where
k = [yb/r ]  . (7 .4 .5 )
The f u n c t i o n  Q(q) i s  d e f in e d  by ( 7 . 2 . 9 ) .
P roof
F i r s t l y ,  no te  th e  v a l u e s  o f  k fo l low  from th e  d e f i n i t i o n  o f  
t h e  D ^  g iven in  §7.3 .  The theorem fo l low s  immediately  a f t e r
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t a k i n g  th e  l i m i t  i n s i d e  t h e  summation ( 7 . 3 . 1 7 ) ,  th e n  u s in g  th e  formula 
f o r  t h e  l i m i t i n g  form o f  t h e  Gauss ian  po lynom ia l s  ( 7 . 2 . 6 ) .  The r e s u l t i n g  
e x p r e s s io n  i s  i d e n t i f i e d  w i th  ( 7 . 4 . 1 )  u s in g  th e  s e r i e s  expans ion  o f  
th e  E - f u n c t i o n  ( 6 . 5 . 7 ) .
Next we c o n s id e r  th e  c o n d i t i o n s  under  which th e  f u n c t i o n  F v a n i s h e s .  
This  occu r s  when
(b-k) = fc ( r -y ) /y  ( 7 .4 . 6 )
f o r  some i n t e g e r  i  . To see t h i s  s u b s t i t u t e  ( 7 . 4 . 6 )  fo r  b - k  in
th e  second te rm o f  ( 7 . 4 . 1 ) .  Then in  t h e  s e r i e s  d e f i n i t i o n  o f  th e  E-
f u n c t i o n  ( 6 . 5 . 7 )  r e p l a c e  X by X +m . The second te rm i s  t h e n  seen
t o  be equa l  t o  th e  f i r s t  i n  ( 7 .4 . 1 )  and th u s  F v a n i s h e s .
fklNote from ( 7 .4 . 3 )  the  q u a n t i t y  b - k  in  D J ( a , b , b + 1 )  i s  
monotone,  and can t a k e  the  v a l u e s  0 t o  r  - y - 1 i n c l u s i v e .  Thus 
in  t h i s  case  th e  c o n d i t i o n  ( 7 . 4 . 6 )  i s  on ly  s a t i s f i e d  when
b - k = 0 . ( 7 .4 .7 )
fk)From ( 7 . 4 . 5 ) ,  b - k  in  ; ( a , b + l , b )  i s  aga in  monotone,  and can
ta k e  the  v a l u e s  0 to  r  - y i n c l u s i v e .  Hence in  t h i s  case the  c o n d i t i o n  
( 7 . 4 . 6 )  i s  s a t i s f i e d  when
b - k = 0  or  b - k  = r -  y . ( 7 .4 . 8 )
To t a k e  th e  m 00 l i m i t  o f  t h e  under  th e  c o n d i t i o n s  ( 7 .4 . 7 )
and ( 7 .4 . 8 )  we expand q+ km/^o^Ck) ( a , b ,b ± l )  in  powers o f  q m//2 .
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We r e q u i r e  t h e  f o l l o w i n g  lemma, u s i n g  t h e  d e f i n i t i o n s  ( 7 . 2 . 1 ) ,  ( 7 . 2 . 8 )  
an d  ( 7 . 2 . 9 ) .
Lemma 7 . 4 . 2
£im
im+°°
-m/2
q
m
%m+B
m
^m+B+b
... b w  - B - b  + 1 B + l w r r i  . ,
( l - q ) ( q  - q  ) / [ ( l - q ) ( q ) J
P r o o f
S e t  m = 2k and n o t e  t h a t
- k
q
" 2 k " 2k 1 
k+B-bJ
- k b - 1
l
j=0
2k
k+B+j
2k
k+B+j  +1
b _ 1  ^ 2 k  (' q _ B  ^
j  =0 ^  k+B+j  +1 ^ k - B - j
( 7 . 4 . 9 )
( 7 . 4 . 1 0 )
u s i n g  t h e  d e f i n i t i o n s  ( 7 . 2 . 1 )  an d  ( 7 . 2 . 8 ) .  T a k i n g  t h e  l i m i t  k -+■ <» , 
t h e  r i g h t - h a n d  s i d e  bec om es
Y ( q - B' j - q B+j+1) / ( q ) M • (7 .4 .11)
j =o
P e r f o r m i n g  t h e  j  s u m m a t io n ,  we o b t a i n  ( 7 . 4 . 9 )  a s  d e s i r e d .
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Using lemma 7.4.2 with B = (a-b)/2 - rX , b = b-r£- , where 
£ = 0 or 1 according to (b-k) equalling 0 or r-y respectively, 
we readily derive the following result.
Theorem 7.4.3
If b - k = 0 ,
Lim q-m/2{q-km/2Dra(k)(a,b,b + n }  
nr*»
= Cqb(b'1'l/4'kb/2(i-qb)/(i-q)QCq))F(a,i;qi) . (7.4.12)
and
Lim q'm/2{qkm/2Dm W  (a,b + l,b)} 
nr*»
r b(b-l)/4-k(b + l)/2-l/2ri b + l w r i  , L= (q  ^ h i  (1-q )/(l-q)QCq))F(a,l;q)
(7.4.13)
If b - k = r - y ,
Lim
nr*»
q-m/2{qkm/2DJk) (8fb + 1>b)}
r b(b-l)/4-k(b + l)/2-l/2ri b + l-rw r i  . L= (q v J (i-q ) / (l-q)Q(q))f(a,r-y-l;q )
(7.4.14)
Theorems 7.4.1 and 7.4.3 provide the limiting value of the P a for 
all allowed values of y as given by (6.5.22), except y = (r-1) in
1 i
which case F(a,0;q2) = F(a,l;q2) = 0 (this case requires special 
treatment). Thus substituting theorems 7.4.1 and 7.4.2 in (6.7.3), 
provided y ^ (r-1) , we have computed the P in the m -> °° limit.
cl
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Theorem 7.4.4
Consider the portion of Regime III^ corresponding to Regimes I,
II, III and IV, excluding the case y = r-1 . Suppose we impose the 
boundary condition of heights b,b+l (1 < b < r-2) on the second end 
and end sites respectively of each row. Define k by (7.4.3). Then 
if b-k ^ 0
r-l*
P = E(x ,y)F(a,b-k;x)/ J E(xa ,y)F(a,b-k;x) (7.4.15)
3 a=l
while if b-k = 0
r-l*
PQ = E(xa ,y)F(a,1;x)/ \ E(xa,y)F(a,1 ;x) . (7.4.16)
3 a=l
Suppose instead we impose the boundary condition of heights b+1, 
b (1 < b ^ r-2) on the second end and end sites respectively of each 
row, and now define k by (7.4.5). Then if b-k  ^ 0 , r-y the P3.
is given by (7.4.15) and if b-k = 0 by (7.4.16). If b-k = r-y we 
have
r-l*
P„ = E(x ,y)F(a,r-p-l;x)/ I E(xa,y)F(a,r-p-l;x) . (7.4.17)
a a=l
7.5 The large-m limit in Regime II----------------------------------------------------- (j
Taking the m -> 00 limit in Regime II , or equivalently Regimeb
III~ with y = r-l , is a difficult task. From (6.7.12) we see the b
argument q of the function Dm (a,b,c;q) with y = 1 is greater than 1
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We are therefore interested in the polynomials (in q 2 ) that are reciprocal to 
those in Regime III with s = 1 , which we can define as
xm (a,b,c) = xm (a,b,c;q) = qm (m+1)/4 Xm (a,b,c;q_1) (7.5.1)
By replacing q by q 1 in Theorem 7.3.1 with y = 1 , and using (7.2.5) 
we have
^(a.b.c) = q (m+a'b)/4 j y a . b . c )  - fra(-a,b,c)| , (7.5.2)
where
f (a,b,c) = I q
m x=-°°
r\Z - aX + (b+l-c) (2rX+b-a)/4
Lis(m+a-b) - rX_
(7.5.3)
Unfortunately, in the limit m + °° (7.5.3) is an even function of
a, so x vanishes. Furthermore, this is still true if we expand the m
/ O
Gaussian polynomial in terms of q , and keep a finite number of terms 
(as in lemma 7.4.2). (We find that for large-m {f^(a,b,c) - f (-a,b,c)} 
is q raised to a quadratic form in m, which accounts for the failure of 
this method.)
A different approach is required. We begin by showing that xm (a,2,l) 
can be written in terms of the function
N j 2 +j -Nj
PN(q,w,s;d1,...,ds) = I q
j=0
(1 - q N'2jw) T T  [(dpj (wdp N - j ]
-1
(7.5.4)
where N, s are nonnegative integers and we are using the notation 
(7.2.8). Furthermore one of the d^,...,d is equal to the argument
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q , while another is equal to q/w . As shown in Appendix 7A, 
the function is then proportional to a special case of a "well-
poised q-hypergeometric series". Its behaviour in the limit N -* 00 
is determined in Appendix 7A, using a standard theorem for such series 
(Theorem 4 of Andrews 1975). This expresses x (a,2,l) for Regime 
II in terms of the co-efficients r\ . of the Laurent expansion
Ij=-c (7.5.5)
where
V '5 _ E(qa,qr)EC-z,q) fQ(qr) f  E(-z,qr)E(-qaz,qr) [QCq)]2 (7.5.6)
Using this result for x (a,2,l) we can use the recurrences (which 
follow immediately from (7.5.1), (7.3.9) and (7.3.10))
x (a,b,b+l) = qm^2 xm 1(a,b+l,b) + xm_1(a,b-l,b) , 1 < b < r-2
(7.5.7)
xm (a,b,b-l) = qm//2 xm_ l (a,b-l ,b) + xm_ 1 Ca,b + 1 ,b) , 2 < b < r-1 .
(7.5.8)
to sequentially evaluate x (a,1,2),...,x (a,r-2,r-l) . 
Evaluation of x (a,2,l) in the limit of m large 
Theorem 7.5.1
Define the integers u, v, X^, N by
1 5 2 .
^(m-a) + 1  = rXn + u , 0 <  u < r  , ( 7 .5 . 9 )
%(m+a) + 1 = rX^ + v , 0 <  v < r  , (7 .5 .1 0 )
N  “  x 0  +  x i  •
(7 .5 .1 1 )
Then f o r  1 < a < r  , m ^  0 , m + a even
xm( a , 2 , l )  = Lm(a) pN( q r ,q V" U, r ; qU+1, q U+2, . . . , q U+r) , (7 .5 .1 2 )
where
rXQ + ( a - r ) X Q + (m+2-a) /4
Cq) ra+l
(Du (q)v
(7 .5 .1 3 )
Proof
x ( a , 2 , l )  i s  g iven  by ( 7 .5 . 2 )  and ( 7 . 5 . 3 ) .  Negating  X in  
f  ( - a , 2 , l )  and u s in g  t h e  p r o p e r t y  o f  t h e  Gaussian  polynomial  (7 .2 .4 )  
t h i s  becomes
xm( a , 2 , l )  = q (m+2-a)/ 4 I qX=-oo
rX“ + ( r - a )  X
^(m+a) - 1 - rX
- q
a-2X
3(n i+a) +1 - rX_
(7 .5 .1 4 )
The summand in  (7 .5 .1 4 )  i s  zero  u n l e s s
-%(m-a) - 1 <  rX <  ^(m+a) + 1 (7 .5 .1 5 )
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The d e f i n i t i o n s  ( 7 .5 . 9 )  and (7 .5 .1 0 )  a r e  a r r anged  so t h a t  -A^, i s  
th e  s m a l l e s t  va lue  o f  A in  th e  range  ( 7 . 5 . 1 5 ) ,  while  A^  i s  the  
l a r g e s t .  Thus we can r e s t r i c t  t h e  summation to
< A < A (7 .5 .1 6 )
From t h e  d e f i n i t i o n  o f  t h e  Gaussian  po lynom ia ls  ( 7 .2 . 1 )  we can 
check t h a t  f o r  -1 < k < m+1
m 2k-m m
_k-l_ - q _k+!_
r . 2 k m. . .
( i  - q  ) (q) m + l
( q ) k+i ^ ^ m-k+l
(7 .5 .1 7 )
Using th e  i d e n t i t y  i n  ( 7 . 5 . 1 4 ) ,  we have
x ( a , 2 , l )  = q ( m+2_aV 4 q rA2 + ( r -a )X
a-2rA
( i  - q  ) (q) m + l
^ • ^ ( m + a ) + l - r A  ^  ^ (m-a)+ l+rA
(7 .5 .1 8 )
Now r e p l a c e  A by j - AQ , use th e  d e f i n i t i o n s  ( 7 .5 .9 )  - ( 7 . 5 . 1 1 ) ,  
( 7 . 5 . 1 3 ) ,  and th e  i d e n t i t y  ( 7 . 2 . 1 0 ) ,  t o  o b t a i n
N .2 . . . rN -2 r j+ v -u
■ L . d  l -----------------------
3=0
, u+1, , v+1.
(q ) r j ^  rN- r j
(7 .5 .1 9 )
I f  we no te  t h a t
, u+1. . u+1 r .  . u+2 r .  , u+r r N
(q ) r j = Cq ; q )j  Cq ; q • ••  (q ; q )•  , ( 7 . 5 . 20)
and s i m i l a r l y  f o r  (qV+1) r  ^ » then  we see  (7 .5 .1 9 )  i s  th e  d e s i r e d  
i d e n t i t y  ( 7 . 5 . 1 3 ) .
1 5 4 .
Theorem 7 . 5 . 2
For l a rg e  m , 1 < a < r  , m + a even
N rX + (a - r )A  +(m+2-a) /4  - ^ u ( u + l )  
x ( a > 2 , l ) ~ ( - l ) q  q
v - u , - N - u (7 .5 .2 1 )
Proof
Note from ( 7 .5 . 9 )  - (7 .5 .1 1 )  t h a t  as M -+ °° , u and v remain
between 0 and r - 1  , w h i le  N -+ °° . F u r t h e r ,  one o f  t h e  arguments
u+1 u+r  . r
4 , . . . , q  o f  PN m  (7 .5 .1 2 )  must equal  q , while  a n o th e r  must
. r+u-v
e9ua i  4 . These two s p e c i a l  a rg u m e n ts .must be d i s t i n c t ,  s i n c e
i f  u = v th e n  ( 7 .5 . 9 )  and (7 .5 .1 0 )  g ive  a = r (X j  - XQ) , i . e . ,  a = 0 (modr) ,
which a re  no t  al lowed  va lu e s  o f  a .
We can t h e r e f o r e  use Theorem 7A5 t o  o b t a i n  the  l i m i t i n g  b eh av io u r  
o f  pN in  Theorem 7 . 5 . 1 .  This  says xm( a , 2 , l )  i s  th e  c o - e f f i c i e n t  
° f  z i n  t h e  Laurent  expans ion  of
L
mO H q r ;q r )^  E(qv ~u , q r ) 
E ( z , q r )E (q V- Uz , q r )
r
TT
i  = l
c , u+i  -1 r.
E(q z ,q )
r i* r .  , u+i r .  „ v+i r
U  ;q )„ (q  ;q )«,(q ;q ),
(7 .5 .2 2 )
Now use  th e
c r  u+i -1 E (q z
t r i p l e  p roduc t  form o f  
, q r ) / ( q r ;q r ) 0O = (q u+1z _1
E (z ,x )  ( 6 .5 . 7 )  t o  no te
. r .  r r - u - i  r^
.q (q z ; q  ) „  . (7 .5 .2 3 )
S u b s t i t u t i n g  (7 .5 .2 3 )  i n  ( 7 . 5 . 2 2 ) ,  i t  f o l low s  from th e  i d e n t i t y  (7 .5 .2 0 )  
t h a t  t h e  p roduc t  over  i  i n  ( 7 .5 .2 2 )  i s  s imply
, u+1 -1 - U  . / r r  U + l .  - v+1. ,
(q z ) ra (q z ) tD/ [ ( q  ) J q  ) J (7 .5 .2 4 )
Thus,  a f t e r  u s i n g  t h e  d e f i n i t i o n  (7 .5 .1 3 )  o f  L (a) w i th  (a)
m vnym+l t h e r e i n
155 -
r e p l a c e d  by (q) , t h e  f u n c t i o n  ( 7 .5 .2 2 )  becomes
rA +C a-r )A 0 + (m + 2 -a ) /4  3 v. u r  _u
q (q ;q ) „  E(q u ,q ) E(q Uz,q)
E ( z , q r ) E(qV' Uz , q r ) ( q ) ^
From ( 6 .5 . 7 )  we can v e r i f y  t h e  f u n c t i o n a l  e q u a t io n s
E(q Uz ,q )  = ( - z ) " U q ^ U(' U+1') E (z ,q )  ,
E(z 1 ,q)  = - z  1 E (z ,q )
where u i s  any i n t e g e r .  Using (7 .5 .2 6 )  i t  fo l low s  from (7 .5  
(7 .5 .2 5 )  i s  equal  t o  
2
rA“ + ( a - r ) A  + (m+2-a) /4  -%u(u+l)
q ( - z ) ~ u $ ( - z )  .
v V - U
-NR e c a l l i n g  t h a t  xm( a , 2 , l )  i s  t h e  c o - e f f i c i e n t  o f  z in  t h e  
expans ion  o f  t h i s  f u n c t i o n  ( 7 . 5 . 2 8 ) ,  we o b t a i n  ( 7 . 5 . 2 1 ) .
Next we no te  some f u n c t i o n a l  p r o p e r t i e s  o f  $ (z) and r\ 
al lows  us t o  e l i m i n a t e  t h e  i n t e g e r s  A^, v ,  u ,  N i n  (7 .5 .21 )  
o f  our  o r i g i n a l  v a r i a b l e s  a and m .
Lemma 7 . 5 .5
For a l l  i n t e g e r s  a , and n o n -ze ro  complex numbers z ,
$a+r(z) = " z  V z) *
' * a (qr z) -  z2- r qa- ^ - D  *a ( l ,  ,
$ a ( q ' a z 6  = z 1' 3 q ^ U - a )  .
(7 .5 .25 )
(7 .5 .26 )
(7 .5 .2 7 )  
.6) t h a t
(7 .5 .2 8 )
Laurent
which
a ,J
in  favour
(7 .5 .29 )
(7 .5 .30 )
(7 .5 .3 1 )
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Proof
These properties follow directly from the defintion (7.5.6) and
the functional relations (7.5.26) and (7.5.27). 
Lemma 7.5.4
For all integers a and j
na+r,j " na,j-l ' (7.5.32)
n • . .a,j+r-2 n a,3 (7.5.33)
^a(a-2j-l)n . • = q J } n •a,a-1-3 M a,3 (7.5.34)
Proof
Substituting the Laurent expansion (7.5.5) of 4> into Lemma3.
7.5.3 and equating co-efficients, we obtain Lemma 7.5.4.
Repeated application of (7.5.32) and (7.5.33) yields the corollaries
na+rk,3 ^aj-k ’ (7.5.35)
n _ k[rj-a +^r +^r(r-2)k]
na,j + (r-2)k - q na,j ' (7.5.36)
for all integers a,j,k .
Theorem 7.5.5
For m large, l < a < r ,  m + a even
xraCa,2,l)~q- ^ - a ) 2/8
11 a,^(a-m-2) (7.5.37)
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Proof
First note from (7.5.9) and (7.5.10) that
v-u = a + r(XQ-X1) . (7.5.58)
Thus from (7.5.35)
(-1) na,-N-u-XQ+X1
(7.5.39)
where to obtain the last line we have used (7.5.11).
But from (7.5.36), with j = -u-rXQ and k = XQ ,
. XQ [hr - a - ru - ^ r(r+2) X ]
na -n = ^  ^ (7.5.a,-u-ZA^ a,-u-rXQ v
Substituting this result in (7.5.21) and using the definition (7.5.9) 
to eliminate X^ and u we obtain (7.5.37).
Evaluation of x (a,b,c) for m large
Now that we have the asymptotic form of xm (a,2,l) , we can use 
the recurrence relations (7.5.7) and (7.5.8) to obtain xm (a,b,c) in
A
general. First define p . bya, l
n q[h?j (j +1) - aj]/(r-2) *a,j (7.5.41)
We note
(7.5.42)
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which fo l low s  im media te ly  from ( 7 . 5 . 3 3 ) .  S ince  n • i s  p e r i o d i c
a > J
in  j , i t  i s  bounded,  so (7 .5 .4 1 )  g ives  t h e  l a r g e - j  b eh av io u r  o f  q
a > 1
Theorem 7 . 5 .6
For m l a r g e ,  1 < a < r  , m + a - b  even
x ( a . b . b . l )  ~  q- ( m+a' b ) / 8
a ,^(m+a-b) , 1 <  b <  r - 2 (7 .5 .4 3 )
x f a , b , b - l )  ~  q -(">-a+b) / «  n
a ,^ ( a -m -b ) , 2 <  b <  r - 1 (7 .5 .44 )
Proof
From ( 7 .3 .3 )  and ( 7 . 5 . 1 ) ,  x ( a , 0 , l )  in  t h e  r e c u r r e n c e  ( 7 .5 . 7 )  
w i th  b = 1 i s  equal  t o  z e ro ,  so
x ( a , 1,2)  = x ( a , 2 ,1 )  . (7 .5 .4 5 )m m-1
Using Theorem 7 . 5 . 5 ,  we see  t h a t  (7 .5 .43 )  i s  c o r r e c t  f o r  b = 1 , and 
(7 .5 .4 4 )  i s  c o r r e c t  f o r  b = 2 .
We now proceed  by i n d u c t i o n .  Suppose t h a t  (7 .5 .4 3 )  i s  t r u e  f o r  
1 < b < b ^ - l  * an<^  ( 7 .5 .4 4 )  i s  t r u e  f o r  2 < b ^  b^ , where 2 ^  b^ < r - 2  
(We have j u s t  shown t h a t  t h i s  i s  so f o r  b^ = 2 . )  We a re  r e q u i r e d  
t o  show (7 .5 .4 3 )  i s  t r u e  f o r  b = b^ and ( 7 .5 .4 4 )  i s  t r u e  f o r  b = b^ + 1 
F i r s t  we w i l l  show th e  l a t t e r .  S e t t i n g  b = b Q in  th e  r e c u r r e n c e  
( 7 . 5 . 8 ) ,  we have a f t e r  r e a r r a n g i n g
V l (a' V ‘' V  = xmCa'b0'b0 '1) • qm/2 V l ^ ' V ^ V  C7-5-46)
By assumption ,  th e  a s y m p to t ic  form o f  bo th  terms on t h e  RHS a re  g iven by
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(7.5.43) and (7.5.44), Their ratio is (temporarily dropping the suffix 
on bQ),
qm/2 xm_1(a,b-l,b) m(r-1-b)/(r-2)
^a,^(m+a-b)^a,^(a-b-m) ^
x (a,b,b-l) m
A
where we have used the definition (7.5.41). Since q . is boundeda,]
and b < r-1 , this ratio tends to zero as m -*• 00 , so we can ignore 
the last term in (7.5.46). We can now verify from this recurrence 
that (7.5.44) is true for b = bQ + l.
To show (7.5.43) is true for b = b^ we first set b = b^ in 
(7.5.7). By assumption the last term on the RHS is given by (7.5.43) 
with b = t>Q-l , and we have just showed the first term on the RHS 
is given by (7.5.44) with b = b^ + l . Their ratio is (temporarily 
dropping the suffix on bQ )
qm/2 xm_i(a,b+l,b)
xm_i(a>b_1
m(b-l)/(r-2) *
^ a.^ta-m-b)7 a,^(m+a-b) (7.5.48)
Since b > 1 , this ratio tends to zero as m 00 , so we can ignore
the first term on the RHS of (7.5.48). We can now verify from that
recurrence that (7.5.43) is true for b = bQ .
This completes the inductive loop. Taking b^ = 2,3,...,r-2 , we
establish the results (7.5.43), (7.5.44).
Using Theorem 7.5.6 we can write down the m 00 values of the
P in Regime II . a (j
Theorem 7.5.7
Consider Regime 11^ as given by (6.7.10). In the m -*■ °° limit 
the Pa are given by
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a,(a+j)/2 ‘ (7.5.49)
where n , is defined by (7.5.41) and (7.5.5) with q = x 
3. * k
r-2 . If
a,
the boundary condition on the second end and end site of each row is 
heights b and b+1 respectively, then the parameter j in (7.5.49) 
has the values
(thus for the limit m -+• 00 to be well defined we must, in the limiting 
procedure, hold either (7.5.50) or (7.5.51) fixed). Furthermore we 
require j to have the same parity as a .
Proof
In the asymptotic forms for the xm , Theorem 7.5.6, denote
where c = b+1 in (7.5.43) and c = b-1 in (7.5.44) (thus j = m-b , 
-m-b respectively). It is an integer and has the same parity as a .
A
Define the function x by
(m-b)mod(2r-4) (7.5.50)
while if they are b+1, b then j has the values
-(m+b+l)mod(2r-4) (7.5.51)
j = -b + (c-b)m (7.5.52)
m
xm (a,b,c) = qj (j+r)/(4r-8) x (a,b,c) .m (7.5.53)
1 6 1 .
Then from Theorem 7 .5 .6  and th e  d e f i n i t i o n  (7 .5 .4 1 )  o f  q we havea j k
xm( a , b , c ) a ( r -  a) /  (4r-8) a , ^ ( a + j ) (7 .5 .54 )
The e x p r e s s io n  f o r  th e  Pa i s  in  te rms o f  Dm( a , b , c ; q  "^) . We can
r e p l a c e  by xm( a , b , c ; q )  s in c e  from ( 7 .5 . 1 )  t h e y  a re  r e l a t e d  by
/ \
an a - in d e p en d en t  f a c t o r .  S i m i l a r l y  we can r e p l a c e  x^ by x^ in
/ \
t h e  new e x p r e s s io n  f o r  th e  P s in c e  from (7 .5 .5 3 )  x and x a re  
r e l a t e d  by an a - independen t  f a c t o r .  The r e q u i r e d  r e s u l t  (7 .5 .4 8 )  fo l lows  
a f t e r  s u b s t i t u t i n g  t h e  a sym pto t ic  form (7 .5 .5 4 )  in  th e  r e s u l t i n g  e x p r e s s io n .
7.6 Number o f  ground s t a t e s  from the  P^
We no ted  in  §6.7 t h a t  th e  number o f  d i s t i n c t i v e  ground s t a t e s  
i s  equal  t o  th e  number o f  d i s t i n c t i v e  P in  a g iven regime.  Let
3.
us now check t h a t  a s s e r t i o n .  F i r s t  suppose  th e  c e n t r e  h e i g h t  a i s  
even,  so we a re  c o n s i d e r i n g  even ground s t a t e s .  Cons ider  th e  case  
y f  r - 1  . From Theorem 7 .4 .4  th e  number o f  d i s t i n c t  P f o r  boundary
3.
h e i g h t s  b+1 , b i s  equal  t o  th e  number o f  d i s t i n c t  v a lues  o f  b-k , 
ex c lu d in g  0 , where k i s  g iven by ( 7 . 4 . 3 ) .  For boundary h e i g h t s  
b , b+1 th e  number o f  d i s t i n c t  P^ i s  equal  t o  t h e  number o f  d i s t i n c t  
v a lu e s  o f  b - k ,  e xc lud ing  0 and r - y  , where k i s  given by ( 7 . 4 . 5 ) .  
In b o th  cases  t h i s  g ives  r - y - 1  d i s t i n c t  even ground s t a t e s .  S i m i l a r l y  
t h e r e  a re  r - y - 1  odd ground s t a t e s ,  g iv i n g  a t o t a l  number o f  2 ( r - y - 1 )  
d i s t i n c t i v e  ground s t a t e s .  By w r i t i n g  down t h e  co r re sp o n d in g  va lue  
o f  y in  terms o f  s from (6 .5 .2 2 )  f o r  Regimes I - IV ,  y ^ r -1  we 
see t h i s  i s  indeed t h e  number o f  ground s t a t e s  g iven  by t a b l e  6 .1 .
When y = r -1  , from Theorem 7 . 5 . 7  we see t h e  number o f  even ground 
s t a t e s  i s  g iven by t h e  number o f  d i s t i n c t  v a lu e s  o f  t h e  p a ram e te r  j ,
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which is r-2 . Similarly there are r-2 odd ground states, giving 
the total number of distinctive ground states as 2r-4 . This is consistent 
with the number of ground states given in table 6.1 for Regime II with 
s = 1 , Regime III with s = r-1 and Regime IV with s = (r-l)/2 all 
of which correspond to Regime III with y = r-1.
r-n
7.7 J The normalization constant and sums-of-products identities
There are two classes of identities involved in the exact solution 
of the eight-vertex SOS model which are of independent interest in 
classical analysis. The first, which we have just finished investigating, 
is the calculation of the large-m limit of the combinational sums Dm
This leads us to generalizations of the Rogers-Ramanujan identities.
The second are the identities obtained by evaluating the denominator 
in the expressions for the
S(x,y) = I E(xa,y) F(a,b-l;x) 
a=l
(7.7.1)
where F is given by (7.4.1). From Theorem 7.4.4 S(x,y) denotes 
the denominator in the expressions for the in Regime III^, y  ^ r-1 .
Using the identity (7.5.27) with z = x , q = y we see (7.7.1) can 
be written
S(x,y)
-r V< a < xa(a-l)/2r
(b-k) aE(xa,y)
x E (_x2(r-U)(r-a) + 2r(b-k) x4r(r-y)^ (7.7.2)
+
These identities were suggested by use of a computer.
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Since from (6.5.7) the E-function can be written as a product, we are 
seeking "sums-of-products" identities.
Identities of this type were first given by Ramanujan (see Birch 
(1975)). These were conjectures only, with proofs subsequently given
by Rogers (1921), Darling (1921), Mordell (1922) and Watson (1933).
I
They involved the product forms of the Rogers-Ramanujan functions G(x) 
and H(x) , given as combinational sums by (7.1.1) and (7.1.2).
In the case r = 5 , s = 1 (the hard hexagon model), it has been 
noted that the summation S(x,y) always reduces to a single product. 
Furthermore, this simplification is always a corollary of one or more 
on the list given by Ramanujan.
Do these identities generalize to arbitrary values of r and 
s , so that S(x,y) is always a simple product of theta functions?
The answer is yes, with the value of S(x,y) being a corollary of the 
following theorem.
Theorem 7.7.1
Let x and p be complex numbers such that 
2r m I ,x = P > |x| < 1 (7.7.3)
where r and m are positive integers. Let b > 1 be any integer 
such that
2r/b > m (7.7.4)
Then for all complex numbers z and w
1 6 4 .
I *  a ( a ) E ( ( - l ) m+1x C2r2/b + r a / b  - ™a)p -n . ( ra - l ) /2z2aV mjX( 4 r 2/b ) -2 rn , ) 
■r<a<r
= ^ ( E ( - z , x 1//b)E(z  b x ^b ^  ^2w ,p / x b))
± E ( z , x 1//b)E ( - z )  bx ^b-1^ 2w ,p /xb) ) (7 .7 .5 )
where
0(a) xa ( a - l ) / 2 b zaE(xaw,p) (7 .7 .6 )
In ( 7 .7 . 5 )  t h e  upper  (p lus )  cho ice  o f  t h e  ± s ig n  i s  t o  be made i f  t h e  
summation i s  to  be r e s t r i c t e d  t o  even v a lu e s  o f  a ; t h e  lower (minus) 
s ig n  a p p l i e s  i f  t h e  sum i s  r e s t r i c t e d  t o  odd v a l u e s .
Proof
Define
I = I  * a (a )  (7 .7 .7 )
a = -o o
Then u s in g  t h e  p r o p e r t y  o f  th e  E - f u n c t io n  ( 7 .5 .2 5 )  we have t h e  f u n c t i o n a l  
r e l a t i o n
a(a+2rk)
2 2r2k" r  /b  + rak /b -m ka^2arkw-km -mk (mk-1)/2 ^ m k ^ ^
(7 .7 .81
T h e re fo re  s in c e
I = I  I  a(a+2kr)
-r<a<r k=-°°
( 7 .7 .9 )
we can s u b s t i t u t e  ( 7 .7 . 8 )  and use  t h e  d e f i n i t i o n  o f  t h e  E - f u n c t io n
( 6 .5 . 7 )  t o  o b t a in
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I = LHS of (7.7.5) (7.7.10)
Now'return to the definition (7.7.7) of I . Let Ie and I 
be the values of I when the summation is restricted to even and odd 
values of a respectively. Then
00
Ie + ßl0 = I l$aa(a) (7.7.11)
a=-c°
where 3 = ±1 and the summation is now over all integers a . Using 
(7.7.7) and (6.5.7) it follows
00 00
I ♦ ßl = I (ßz)axa(a-1)/2b l ( - l ) V Ck'n / 2 xakwk
a=-oo k=-°°
- I (ßz)n xnCn- ^ /2b l C-l)k (ßz)-bV bk2/2+k/2pk fk -1)/2wk
n = -oo k=-°°
(7.7.12)
where we have interchanged the a,k summations and set a = n-qk . Since 
the summand in (7.7.12) factors into a function of k times a function 
of n , the sum is a product of two E-functions. Using (6.5.7) we 
obtain
Ie + ßl0 = E(-ßz,x1/b)E((ßz)'bwx'Cb'1)/2,p/x1/b) (7.7.13)
Taking sums and differences of this equation for B = +1 and B= -1 , 
we can evaluate Iq and 1^ . Remembering from (7.7.10) that the 
LHS of (7.7.4) is either Iq or Iq we obtain (7.7.5) as desired.
With k denoting any integer, we note two special cases of Theorem 
7.1.1:
k/ b(i) z = x , when the RHS reduces to the single product
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lE(-z,x1/b)E(z (7.7.14)
(ii) b is even and (z x-bx-(b-!)/2w)k = p/xb } when the RHS is zero.
The special values (i) and (ii) follow from (7.7.5) and the simple 
identity
and p = y in Theorem 7.7.1. Then the LHS of (7.7.5) corresponds 
to S(x,y). Furthermore we are dealing with special case (i) above 
with k given by k-b . Thus we have the following identity.
Theorem 7.7.2
With S(x,y) defined by (7.7.2) we have the summation
We thus calculated the normalization constant in all regimes except 
those contained within Regime II_. Recall they are Regime II with 
s = 1 , Regime III with s = r-1 and Regime IV with s = (r-l)/2 (r 
odd). In Regime II with s = 1 , from (7.5.48), (6.7.11) and (6.5.22) 
we require the sum
E(xk ,x) = 0 (7.7.15)
k bTo evaluate S(x,y) choose b = l ,  m = 2 y ,  w = l ,  z = x
S(x,y) = x~ (b ~k) (b-k+1)/2E(-x,x4)E(xb k ,y/x) (7.7.16)
a=l
(7.7.17)
In Regime III with s = r-1 we require
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r - 1
V  E( xa / ( r - 1\ x r / ( r - 1^ a > Ca +j V2 ( a ( 7. 7. 18)
a=l
w hile  in  Regime IV wi th  s = ( r - l ) / 2  ( r  odd) we want
T,  -  Y *  E C C - x ^ - V ’ - x ^ - 1^ . .
( r - 2 ) / ( r -1 )
a=l a , ( a + j ) / 2
(7 .7 .19 )
The va lue  o f  x in  t h e s e  sums i s  g iven by (6 .5 .1 5 )  and (6 .5 .1 6 )  o r  ( 6 .5 .1 5 )  
and (6 .5 .1 7 )  depending on t h e  reg im e.  F u r t h e r ,  we have w r i t t e n
na ,k a ,k (q )  •
Note t h a t  T? and T~ can be o b t a in e d  from by r e p l a c i n g
x wi th  x l / ( r - l )  and - x ^ ^ 1* ^  r e s p e c t i v e l y .  Thus i t  s u f f i c e s  
t o  e v a l u a t e  T^ . We w i l l  do t h i s  by f i r s t  e s t a b l i s h i n g  a more gene ra l  
summation theorem.
Theorem 7 .7 .5
Let ö (z) be d e f in e d  by ( 7 . 5 . 6 ) ,  w i th  q = x T ^ . Then f o r
cl
a l l  complex numbers z ,
f  xr a ( a - 2 ) / 8  z - a / 2  E(xa , x r ) $ ( q - a / 2 z) 
1 < a  < r  a
- tcl/ 8  hot-1 _ ,  . hrct r  = x z Q(q) E ( -x  z , x  ) , (7 .7 .2 0 )
where ct = 0 i f  t h e  sum i s  r e s t r i c t e d  t o  even v a lu e s  o f  a , a = 1 
i f  t h e  sum i s  r e s t r i c t e d  t o  odd v a l u e s .
Proof
Our s t r a t e g y  i s  t o  show t h a t  when m u l t i p l i e d  by an a p p r o p r i a t e
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non-zero function of z , the LHS minus the RHS of (7.7.20) is a bounded 
analytic function in the entire complex plane, and thus by Liouville's 
theorem it must be a constant.
First we verify from (7.5.6) and (6.5.7) that
lira $ (z) = Q(q) ,
z ->-1 a
lira $a (q az) = (-l)a_1 q-^ a(a-1) Q(q) . (7.7.21)
z -1
Then we consider (7.7.20) with z = -q 7 , where b is an integer
of the same parity as a and a . If 1 < |b| < r , then all terms 
in the sum on the LHS vanish except the one with a = |b| . Using 
(7.7.21) and (7.5.26), we can verify that (7.7.20) is satisfied. If 
b = 0 or r (and has the same parity as a and a), then all terms 
on the LHS and RHS vanish, so (7.7.20) is trivially satisfied.
Now let
f(z) = (LHS - RHS) of (7.7.20) (7.7.22)
This function is analytic in the domain 0 < J z( < 00 , and by using 
(7.5.26) we can verify the functional equation
f(qrz) z2-r q-b2r(r-l) f(z) . (7.7.23)
Since we have checked (7.7.20) is true for z = -q^7^  , it follows
that
f(-qb/2) 0 (7.7.24)
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for all integers b of the same parity as a and a . Thus, since 
-a/2E(-q z,q) only has simple zeros at the zeros (7.7.24) of f(z) 
the function
g C z) = f(z)/E(-q a/2z,q) (7.7.25)
is also analytic in 0 < | z ] < °° . 
Finally, consider the function
r r a/2 cl/ 2 r. „ , -a/2 rvG (z) - z g(z) E(-q z,q ) E(-q z,q ) (7.7.26)
This is analytic in 0 < | z | < °° and is periodic
G(qrz) = G(z) (7.7.27)
It is therefore bounded in qr ^ |z| ^ 1 , and hence in 0 < | z | < 00 .
This means it must be analytic at z = 0 and 00 , so by Liouville's theorem 
it must be a constant, which from (7.7.24) is zero. Hence G(z), g(z) 
and f(z) vanish identically. Thus from (7.7.22) the identity is proved.
We can now evaluate T^ . Laurent expanding both sides of (7.7.20) 
in powers of z , using (7.5.5), (7.5.41) and (6.5.7), and equating 
co-efficients we deduce
T1 = Q(xr~“) (7.7.28)
where the Q function is defined by (7.2.9).
7.8 Final results
We can now write down the expression for the P^O.s.y) (T = I-IV ,
170.
where we are using the notation of §6.5) using their relationship to the P
<
in Regime III^ , given by (6.5.22).
In Regimes II and III, where 0 < p < 1 , we can define £ = ttK'/K ,
£ > 0 , so from (6.2.4), (6.5.15) and (6.5.16)
P = e-  £ x = e-4TT^s/r£ y = e-47T^/e (7.8.1)
In Regimes I and IV, where -1 < p < 0 
can take £ = ttL'/K , £ > 0 , so from
P = - £-e -27T^s/r£x = e
(and thus K' = L' + iK we 
(6.2.4), (6.5.15) and (6.5.17)
(7.8.2)
With the notation introduced in (7.8.1) and (7.8.2) we write the arguments 
m Gof the P ° in (6.5.22) in terms of the variable y and the parameters3.
r and s . Thus
DIr , nIITG, I 11- (2s/r) 0 ,P (r js,y) = P  (-IyI J ,y,r-2s)d d
(t,s,y) = P  G (y1_('S//r') ,y,r-s) (7.8.3)d d
Dl n r  ^ nITIG, s/r ,pa C^^s^) = P (y ,y,s)d d
nIV, , nI H G,| , 2s/r . ,Pa (r,s,y) = Pa (Jy| ,y,2s)
In all cases except y = r-1 (i.e. Regime II s = 1 , Regime
m
III s = r-l and Regime IV s = (r-l)/2 ) P is given by Theorem
cl
7.4.4 with the normalization constant given by (7.7.16). In the case 
y = r-l we have from (6.5.23), Theorem 7.5.7, (7.7.28) and (7.8.3)
1 7 1 .
Pn ( r , l , y )  = P^I T ( r , r - l , y )  
a a
E(ya / r , y )n a , ( a + j ) / 2 ( y ( r - 2) / r )Q(y( r - 2 y r ) ( 7 . 8 . 4 )
P*V( r , ( r - l ) / 2 , y )
d
E ( - ( | y | 1/ r ) a , y ) n a j ( a + j ) / 2 ( - | y | ( r - 2) / r V Q ( - | y | ( r - 2 5 / r )
( 7 . 8 . 5 )
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APPENDIX: q-HYPERGEOMETRIC SERIES
Here we p r e s e n t  r e s u l t s  from th e  t h e o ry  o f  q -hypergeom etr ic  s e r i e s  to  
compute t h e  la rge-m l i m i t  in  Regime I I ^ .
With th e  n o t a t i o n  ( 7 .2 . 8 )  and i t s  g e n e r a l i z a t i o n
(A^,A? , . . . , A^, q) ^ (A.) (A0) . . . (A )I n^ 2 'n  v r ' n (7A1)
th e  o r d i n a r y  q -hype rgeom e t r ic  s e r i e s  i s  d e f in e d  by
0n s
“  (cx1 , . . . , a n ; q ) . t J
j=0 ( q , ß 1>. . . , 8s ;q) ■
(7A2)
For t h e  ca se  we w i l l  be c o n s i d e r i n g  one o f  the  ou i s  a n o n - p o s i t i v e  
i n t e g e r  power o f  q . The s e r i e s  th en  t e r m i n a t e s  a f t e r  a f i n i t e  
number o f  t e rm s .
The s e r i e s  i s  s a id  to  be "w e l l  p o is ed "  i f  s = n-1 and
a.
J
= q a 1 , . ,n P A 3 )
where a = and we t a k e  3q t o  be equal  q . I t  i s  "very  wel l  
p o i s e d "  i f  i t  i s  a l s o  t r u e  t h a t
W (7 A4)
Note from (7A2) t h a t  then  th e  e n t r i e s  merely c o n t r i b u t e
a combined f a c t o r
(qa'1) . (-qa'1) . 2j
n 3 J = 1 - aq
(a"5) j  C - a h j  1 - a
(7AS)
t o  th e  summand.
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We need only consider such very well poised q-hypergeometric series. 
We will take n to be even, n ^ 6 , and to be the non-positive
integer power of q . Then we can write a^,...,a as
>a a,qa h ,-qa ,b C1 ,b2 * ° 2’ ,bk,Ck,q
-N (7A6)
where
n = 2k + 4 , s = 2k + 3 (7A7)
and N is a non-negative integer. The 3k are now defined by (7A6) 
and (7A3). We take t to be
t = akqk+n/(b1. . .bk cr ..ck) (7A8)
Under these circumstances the hypergeometric series (7A2) can 
be written as a (k-1)-dimensional summation (Theorem 4 of Andrews (1975)). 
Although at first sight this may not appear to be of any use, we note 
that for k = 2 the identity yields Watson's (1929) proof of the Rogers- 
Ramanujan identities. We find for general k it enables us to handle 
the difficult m -+■ °° limit in Regime II .
V J
We do not need the full theorem, but can restrict our attention 
to the case when
c1,...,ck + 0 (7A9)
Then Theorem 4 of Andrews (1975) assumes the following form.
Theroem 7A1
Let N , k be integers N > 0 , k > 1 and
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bk+1 k+2
(7A10)
M. = m.+m0 + ...+m. (7A11)l 1 2 l
Then
,2j. k+2 (-b.)'3 (b;)
I q%kj(1-j) aj 4 ^  TT
j =0 1 = 1 (aq/bi)
i 3
k ^  i+1) m  ^
(■*)„ E  TT —  1
%(nu+NL ) (nu-NL+1)
N j— < ' _ ' M.
(-b i) (q)m . Caq/b.)M
1 1
(7A12)
where the {m} summation is over all integer values of m^,...,m^ 
such that
mi > 0 ,  i = 1,. . . ,k ; W (7A13)
Remarks
The LHS of (7A12) is the q-hypergeometric series (7A2) with the 
substitutions (7A3) - (7A9). This theorem is precisely Theorem 4 of 
Andrews (1975) : we have merely condensed the notation by using the
definitions (7A10), (7A11), (7A13) and the properties (7.2.10), (7.2.11). 
Let us rewrite Theorem Bl, by putting
a = q Nw 1 , b^ = aq/d^ , i = l,...,k+2 . (7A14)
If we then use (7.2.10) and (7.2.11), and multiply both sides of (7A12) 
by
(1 -q w)/[(wd1)N (wd2)N ... * (7A15)
we obtain the following results.
Theorem 7A2
Let the function be defined by (7.5.4), and set
\ * i  = q / w (7A16)
Then for N > 0 , k > 1 and N , k integers, we have
PN(q,w,k+2;
(7A17)
Remark
It follows that the function in (7A17) is proportional to
the very well poised q-hypergeometric series (7A12).
We are interested in the large-N behaviour of (7A17), with q,w,k,d 
fixed. We exclude the cases when the function p.T is infinite, so 
we will assume that for all integers i and all integers n such 
that n > 0 ,
^  * q-n wdi + q-n (7A18)
Further, we consider only the case when
hi < 1 (7A19)
Theorem 7A3
For N large, and k > 1
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^(nr-l) m
cq)» cdi)co (wd.^ (7A20){m} i=l
where now the {m} summation is over all integers iik such that
-°o < nr < 00 , i = l,...,k ; m i+m2+ ‘*‘+mk - N (7A21)
Proof
The denominator in (7A17) is uniformly bounded. The numerator 
is maximized when nu = k + 0(1) , i = l,...,k . Split the {m}
summation in (7A17) into two parts A and B , A having all itk 
greater than N/2k , B containing the remaining values of the m. .
Then in the limit N 00 , the power jEnu (nu-1) of q ensures that 
B is negligible in comparison to A . In part A the suffixes nu ,
M. , N-Nh_j (for i=l,...,k ) all tend to infinity with N , so the 
terms in the denominator of (7A17) can all be replaced by their respective 
limits. The {m} summation can then be extended to include negative 
value of the m. , since in the limit N ->■ 1:0 , the extra terms thus 
introduced are also negligible in comparison to A .
Theorem 7A4
For N large and k > 1
is asymptotically equal to the co-efficient of z-N
expansion in powers of z of
in the Laurent
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(1-w)
k E(cL /z ,q )
TT (d~) cwd.)
V 1 / O0  V 1 ^ ° °  V 2 .^ 0 0
(7A22)
Proof
S u b s t i t u t i n g  th e  s e r i e s  form ( 6 .5 . 7 )  o f  th e  E - f u n c t io n  i n t o  (7A22), 
and c o l l e c t i n g  te rms in  th e  k - f o l d  p ro d u c t  t h a t  a re  p r o p o r t i o n a l  to  
z ^ , we o b t a i n  th e  RHS o f  (7A20).
Theorem B5
For s > 3 , one o f  d ^ , . . . , d  equa l  t o  q/w and a n o th e r  equal  
t o  q , f o r  l a r g e  N
PNC q , w , s ; d 1 , . . . , d s )
i s  a s y m p t o t i c a l l y  equal  to  t h e  c o - e f f i c i e n t  o f  z in  th e  Laurent  
expans ion  in  powers of  z of
( q ) ^  E(w,q) s E (d i / z , q )
E (z ,q )  E(zw,q) i = l  ^ i ^ 00 ^wc*i^°°
(7A23)
P roof
Using th e  d e f i n i t i o n  ( 7 .5 . 4 )  o f  p. , bo th  s i d e s  o f  (7A23) a re
IN
symmetric f u n c t i o n s  o f  d ^ , . . . , d s , so w i thou t  lo s s  o f  g e n e r a l i t y  we 
can choose
ds _j  = qw"1 , ds = q (7A24)
S u b s t i t u t i n g  t h e s e  v a lu e s  i n t o  (7A23), s e t t i n g  s = k+2 and n o t i n g  
from ( 6 .5 . 7 )  t h a t  E ( q / z ,q )  = E( z , q )  and
E(w,q) = (1-w) (q )OT (qw)^ (qw , (7A25)
we r e g a i n  Theorem B4.
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CHAPTER 8: CRITICAL BEHAVIOUR
8.1 M u l t i c r i t i c a l i t y  i n  the  r e s t r i c t e d  e i g h t - v e r t e x  SOS model
We have now e v a l u a t e d  the  l o c a l  h e i g h t  p r o b a b i l i t i e s  in  each  reg im e .
The c a l c u l a t i o n  was seen t o  be o f  independen t  m a them at ica l  i n t e r e s t  
f o r  i t s  i n t e r p l a y  w i th  c l a s s i c a l  a n a l y s i s .  Here we t r e a t  t h e  e v a l u a t i o n s  
of  t h e  Pa from th e  v iew po in t  o f  t h e i r  p h y s i c a l  i n t e r e s t :  ex a c t  examples
o f  m u l t i c r i t i c a l  c o - e x i s t e n c e .
In §6.6 we saw how th e  d i f f e r e n t  reg im es  a re  c h a r a c t e r i z e d  by d i f f e r e n t  
numbers and ty p e s  o f  ground s t a t e s .  For g iven  v a l u e s  o f  v and p 
in  t h e  w e igh t s  ( 6 . 2 . 2 )  the  reg im es  depend on th e  s ig n  o f  the  v a r i a b l e  
p . When p = 0 th e  model i s  c r i t i c a l .  From f i g .  8.1  we can de te rm ine  
th e  s p e c i f i c  reg im es  c o - e x i s t i n g  a t  t h i s  p o i n t .  For example we see 
Regime I I  w i th  s = 1 and Regime I w i th  s = 1 c o - e x i s t  a t  p = 0 .
From t a b l e  6.1 we t a k e  no te  t h i s  i s  a t r a n s i t i o n  from th e  r - 2  d i s t i n c t  
(even) ground s t a t e s  o f  Regime I I  w i th  s = 1 to  t h e  one (even) ground 
s t a t e  o f  Regime I w i th  s = 1 . This  p a r t i c u l a r  case i s  th u s  a m e l t i n g  
t r a n s i t i o n .
The v a r i a b l e  p measures  th e  d e v i a t i o n  from c r i t i c a l i t y .  To 
o b t a i n  th e  c r i t i c a l  exponents  o f  the  phase t r a n s i t i o n s  we r e q u i r e  e x p a n s io n s  
o f  t h e  P^ in  te rm s  o f  t h i s  v a r i a b l e .  To do t h i s  i t  i s  f i r s t  n e c e s s a r y  
t o  o b t a i n  th e  c o n ju g a te  modulus form o f  th e  e x p r e s s i o n s  fo r  P g iven
3
i n  §7 .8 .  Th is  c o n v e r t s  the  v a r i a b l e  y t h e r e i n  t o  p ( r e c a l l  we 
used  a co n ju g a te  modulus i d e n t i t y  in  §6.5 t o  w r i t e  th e  weigh ts  ( 6 . 2 . 2 )  
which were f u n c t i o n s  o f  p in  te rms o f  y ) .
8.2 The P^ in  te rm s  o f  th e  o r i g i n a l  v a r i a b l e s
' 3  '
We w i l l  e x p re s s  our  r e s u l t s  in te rms o f  th e  Ja c o b ia n  t h e t a  f u n c t i o n s
1 7 9 .
(see e . g .  W h i t t a k e r  and Watson 1950),  d e f in e d  in  te rm s  o f  th e  complex 
v a r i a b l e  u , and pa ram e te r  q ( | q |  < 1) by
1 00  1 A , 2. I | 4 v r n ( n + l )  2i u ( n  + i)9 (u ,q  ) = I q I I  ( -1)  q e
n=-°°
o° 2
r\ r 2» V -i>>n n 2 iun04 Cu,q ) = I  ( -1)  q e 
n=-°°
02 ( u , q 2) = 01 ( tt/2  + u , q 2) 03 ( u , q 2) = Q ^ / 2  + u , q 2) .
2
We have t a k e n  q r a t h e r  t h a n  q as t h e  nome s in c e  we encoun te r  0^
2
f u n c t i o n s  w i th  q n e g a t i v e .  Since th e  d e f i n i t i o n  ( 8 .2 . 1 )  i s  a f u n c t i o n  
2
o f  q t h i s  i s  unambiguous. However 0^ i s  a f u n c t i o n  o f  q r a t h e r  
2
t h e n  q . Th is  w i l l  no t  cause any prob lems as we w i l l  on ly  encoun te r  
0^ f u n c t i o n s  w i th  q p o s i t i v e .  Also i t  i s  conven ien t  t o  d e f in e
0 . ( u , q 2) = l | q r V ( u , q 2) i  = 1 ,2  . ( 8 .2 .4 )
(8 . 2 . 1)
( 8 . 2 . 2)
( 8 .2 . 3 )
The c o n ju g a te  modulus i d e n t i t i e s  we r e q u i r e  are
?
n - £ n . . „ , - 4 ttu/ £  - 4 tt“ / C v .  _©1 (u ,e  ) = p ( u , e )  E(e ,e ) ( 8 . 2 . 5 a . )
2
04 ( u , e " G) = p ( u , e )  E(e~4mi £ , - e ' 47T //e) ( 8 . 2 . 5 b . )
01 ( u / 2 , - e  ^ 4) = 2 2 p ( u , e )  E(e 4Tru/ G}_e - 4 '; / £) ( 8 . 2 . 5 c . )
02 ( u / 2 , - e " £ / 4 ) = 2 2 p ( u , e )  E ( - e " 47m/e , - e ' 4TT / e ) ( 8 . 2 . 5 d . )
where
P ( u , e )  = (2tt/ e) exp((2TTu-2u‘'-TT2/ 2 ) / e ) ( 8 . 2 . 5 e . )
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These r e s u l t s  can a l l  be e s t a b l i s h e d  u s in g  the  P o is son  summation formula 
(see Baxte r  1982a.)
We w i l l  f i r s t  apply t h e  con juga te  modulus t r a n s f o r m a t i o n  to  the
~ 2f u n c t i o n  n .(exp[-2iT ( r - 2 ) / r e ] )  which occu r s  in  ( 7 . 8 . 4 ) .  S u b s t i t u t e
a> 1
t h e  d e f i n i t i o n  o f  n ( 7 .5 . 4 1 )  i n t o  ( 7 . 5 . 5 ) .  Then s e t t i n g  j = j Q + ( r - 2 ) k  
in  ( 7 . 5 . 5 ) ,  where j^  and k are  i n t e g e r s  such t h a t  0 < j^  < r - 3  , 
we can per form th e  k-summation by u s in g  t h e  p e r i o d i c i t y  p r o p e r t y  ( 7 . 5 . 4 1 ) .  
We o b t a i n  th e  i d e n t i t y
r —3
. , . V ^ r j H + l j - a j  A j r r  %r ( r - 1 ) + r j - a  r -2  r(r-2)- ,$ U )  = I  x f \  zJ E[-q z , q * J ]  ,
a j=o
(8 . 2 . 6 )
The con juga te  modulus t r a n s f o r m a t i o n  can be a p p l i e d  t o  ( 8 .2 . 6 )  w i th  
q = exp [-2tt~ ( r - 2 )  / r e ]  . Def ine
X
a
exp (- r e24 ( r -2 )
(t - 2 ) tt2 + 
6 re
2 2( r / 2 - a )  ztt 
2
2r e
2x n .(exp-2TT ( r - 2 ) / r e )
a, 3
(8 .2 .7 )
z = exp [ - 4 i r ( r - 2 ) u / e ] ( 8 . 2 . 8)
t  = p 1^ ' 2) = e - £ / (r - 2^
QJ>( t )  0 (ma/r  , t )  0 ( r u , t r )
F (u) = ------- -------------------------- - ------ (8 .2 .1 0 )
CT(tr ) 04 ( u , t )  04 (u + Tra/r , t )
Then ( 8 .2 . 6 )  t r a n s f o r m s  to
Ffl(u ) 4 ( r -2 )
r - 3
I  *a,j
3 =  0
tt aU + Hllili + JlL.
2 ( r - 2 )  r - 2  r ( r - 2 )
l / ( r - 2 )
( 8 . 2 . 11)
t r u e  f o r  a l l  complex numbers u Note t h a t  F (u) i s  an e n t i r e  a
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f u n c t i o n  o f  u , p e r i o d i c  o f  p e r i o d  tt .
A
The X and th u s  from ( 8 .2 . 7 )  th e  n . , can now be determined
a , j  a >3
by F o u r i e r  expanding bo th  s id e s  o f  (8 .2 .1 1 )  and e q u a t in g  c o - e f f i c i e n t s .  
I f  we w r i t e  th e  F o u r ie r  expans ion  o f  F (u) as
CL
F (u) l
n=-°°
f a ,n
2inue ( 8 . 2 . 1 2 )
the n  t h i s  g ives  f  as a f i n i t e  s e r i e s  (w i th  r - 2  te rms)  o f  the
cl y n
X . This  s e r i e s  i s  o f  th e  F o u r i e r  t y p e ,  and simply i n v e r t e d .  We
a,  j
th u s  o b t a i n
r - 3  2
X . = -  Y exp(-2Tri ( j  + l - a / r ) / ( r - 2 ) ) t  n ^ 2r 4^ f  (8 .2 .1 3 )
a , 3 r  n ^0 a ,n
2
The same approach s u f f i c e s  t o  co n v e r t  the  f u n c t i o n  q . ( - ex p ( -  1 ( r -
a j 3
o c c u r in g  in  ( 7 . 8 . 5 ) .  Define
Y
a , j
rr - 2 ^ l  _  TT2 ( r -2 )
( r  ) exP ^24( r -2 )  24er
~ 2 
x T) .(-exp-TT ( r - 2 ) / r e )
+ ? ( a - r / 2 ) h
2£r
Ga (u )
6T(TTa/2r , - t )  ©2 ( u r , - t r )Q3 ( - t )  
63_t (u + T r a / 2 r , - t ) 0 2 ( u , - t ) Q 2 ( - t r )
(8 .2 .14 )
(8 .2 .1 5 )
where t  i s  d e f in e d  by ( 8 .2 . 9 )  and T = 1 i f  a i s  even and T -  2 
i f  a i s  odd.  Let have th e  F o u r ie r  expans ion
G (u) a
CO
= I
2iu(m + I )
«ta.a 6
(8 .2 .1 6 )
2 ) / r e ) )
and denote
1 8 2 .
Y .  ( t - 1/ 8 ( r - 2) / r )  I '  g ,  C-D“ t -»C2»+ lVCr-2)
m=0 Z m ’ a
x exp(-n i(4m +1)  ( ( r - l ) / 2  + j - a / r ) / 2 ( r - 2 ) )  ( 8 .2 .1 7 )
Then fo l l o w in g  th e  same p ro ced u re  which lead  t o  (8 .2 .1 3 )  we f i n d
( _ l ) - j / 2 Y a even , R r - l ) even
i  (-1) a even , 2 ( r -1 ) odd
= i ( - l ) _ ] / 2 Y a odd , 5 ( r - 1 ) even
( - 1 ) 3’/ 2 Y a odd , 2 ( r -1 ) odd
l
We are  now in  a p o s i t i o n  t o  apply  th e  co n ju g a te  modulus t r a n s f o r m a t i o n s  
(8 .2 .1 8 )  t o  th e  P . However f i r s t  no te  the  P have been d e f ine d
c L  cl
i n  te rms  o f  th e  boundary c o n d i t i o n s ,  which we know de te rm ines  th e  u n d e r ly i n g  
ground s t a t e .  I t  i s  more conven ien t  t o  l a b e l  the  P e x p l i c i t l y  by
3.
t h e  u n d e r ly i n g  ground s t a t e .  Cons ider  th e  P in  Regime I I I r  fo r  
y f  r - 1  as g iven by Theorem 7 . 4 . 4 .  From §7.7 the  ground s t a t e  can 
be l a b e l l e d  by th e  va lue  o f  b -k  in  th e  f u n c t i o n  F ( a , b - k ; x )  , t h e r e  
be ing  as many d i s t i n c t  v a l u e s  o f  b -k  as ground s t a t e s .  Let us denote 
b -k  by d . Then from t h e  d i s c u s s i o n  on the  ground s t a t e s  c o n ta in ed  
between e q u a t io n s  ( 6 .7 . 1 )  and ( 6 .7 . 2 )  o f  c h a p t e r  6 i t  fo l lows  d l a b e l s  
the  a l lowed  ground s t a t e s  in  o rd e r  from lowest  t o  h i g h e s t  ( r e c a l l  from 
§6.6 t h a t  fo r  y ^ r - 1  th e  ground s t a t e s  a re  o f  th e  type or  S?
which have a n a t u r a l  o r d e r i n g  a c c o rd in g  to  th e  va lue  o f  Z ) .
A r e f o r m u l a t i o n  o f  t h e  r e s u l t s  i n  th e  case  y = r - 1  , when the  
ground s t a t e  i s  o f  ty pe  R ( r e c a l l  §6.6) has been given  by Huse (1984) .
We want t o  w r i t e
p = p (J)  
a a ,n (8 .2 .1 9 )
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where P ^  i s  t h e  p r o b a b i l i t y  o f  f i n d i n g  th e  h e i g h t  £. = a at  
a , n  i
a given  s i t e  i  i n  the  i n t e r i o r  o f  t h e  system. To do t h i s  co n s id e r
a u n i t  c e l l  o f  th e  ground s t a t e  R which can be chosen to  be the  2r -4
a d j a c e n t  s i t e s  in  a row, numbered n = 0 , l , . . . , 2 r - 5  w i th  t h e  odd numbered
s i t e s  on th e  X s u b l a t t i c e .  The r - 2  odd (even) ground s t a t e s  and
t h e i r  co r re sp o n d in g  phases  may be th e n  numbered by th e  odd (even) i n t e g e r s
0 < J  < 2 r -5  , so t h a t  in  each ground s t a t e  t h e  h e i g h t  a t  s i t e  J  in
th e  u n i t  c e l l  i s  equa l  t o  1 . To r e w r i t e  t h e  e x p r e s s io n s  ( 7 .8 . 4 )
and ( 7 .8 . 5 )  in  te rms o f  t h i s  l a b e l l i n g  system we mere ly  r e p l a c e  j
t h e r e i n  by J - n - 1  f o r  odd ground s t a t e s ,  and by J - n  f o r  even ground
s t a t e s ,  where i n  b o th  cases  n must have t h e  same p a r i t y  as
t h e  P f o r  th e  odd and even ground s t a t e s  by (oc^ p  and a a
r e s p e c t i v e l y  we c l e a r l y  have
(odd)p (J)  = ( e v . ) p ( J - l )  
a , n  a , n - l
Hence i t  s u f f i c e s  t o  w r i t e  down on ly .a
Applying the  t r a n s f o r m a t i o n s  ( 8 .2 . 5 )  t o  our r e s u l t s  ( 7 . 8 . 3 ) ,  ( 7 .8 .4 )  
and ( 7 . 8 . 5 )  and w r i t i n g  them in  terms o f  t h e  l a b e l s  d , J  and n d e f ine d  
above we have
p V . s j p ) = - ( - l ) a(k +1) +k(k  + 1 ) / 2 R H ( d , 2 s ; | p | 1 / ( 2 s ( r ' 2 s ) ba a
X Ce2 C 0 , - | p | r / ( r ' 2 s ) ) 6 T( ^ d / 2 s , | p | r / s ) ) ' 1 ( 8 . 2 . 2 1 a . )
I I  H I
pa ( r , s ; p )  = Pa ( r , r - s ; p )
a . Denoting 
( e v . ) p
a
( 8 . 2 . 20)
( 8 .2 . 2 1 b . )
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Pm Cr,s;p) - R H(d,r-s;p1/C4s(r-S» )  a 3.
X (0 CTr/4.pr/4s)ei(wsd/(r-s)>pr/i:r's)))'1 (8.2.21c.)
r/(r-2)(odd)pn 1 (r>r-1 ;p) = \  (a + j_n_n/2 e^a/r.pJ/Qtp1'“  "')
(8.2.21d.)
P?"V (r ,s ;p) = R H(d,r-2s,|p|1/(23(:r'2s:)))
x (64 (it/4 ,|p|r/2s)61(TTsd/(r-2s), - |p|r/(r-2s)^-l
(8.2.21e.) 
r/(r-2)
(odd)pIV^^ (r-i)/2 ;p) = y  (a+J-n-l)/2 eTi 0ra/2r,p)/Q(-|p | 
a 3- >
(8.2.21f.)
where
R = 0. (Tias/r,p)/r (8.2.22)
3. 1
H(d,v;q) = 63(£(f - £);q) - 63(f(£♦ f);q) (8.2.23)
In (3.1.21a.) T = 1 if d is even and 4 if d is odd, and in (3.1.21f.) 
T* = 1 if a is even and 2 if a is odd. In (3.1.21c.) s £ r-1 , 
and in (3.1.21f.) s £ (r-l)/2 if r is odd. Further we recall from 
(7.8.1) and (7.8.2) that p is positive in Regimes II and III and 
negative in Regimes I and IV.
8 . 3 ^  Expansions of the around criticality for the physical regimes
Recall from §6.5 that the only physical regimes (i.e. regimes with
f These results have been discussed in detail by Huse (1984).
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all Boltzmann weights positive) are Regimes I-IV with s = 1 . Using the 
results (8.2.21)-(8.2.23) we can expand the P in terms of the deviation
cl
from criticality variable p . This can be done immediately from the 
definitions (8.2.1)-(8.2.4) in all cases except Regime II, where we 
must first note from (8.2.10) and (8.2.12) that for 0 < n < r-2
f = tn/2 eimTa/r sin (n+1}lra U  + 0(t2)} (8.3.1)a,n r
We then find that to leading order in p
pht,i;p) - p„(chi-(-p)2/(:r"2:)} (8.3.2a.)
(cdd)?11 - p (c){1 +4p2Cr-3)/(r-2)‘ cQs TO cqs l£in)_}
a a r r-2
(8.3.2b.)
DIIIr , * n (c)r. . 3/(8r-8) 7Ta Trd .Po (r, 1 ;p) - P K '{l+4p v J cos —  cos — (8.3.2c.) a a r r - 1
P^V (r, 1 ;p) - P,(C){1 +4(-p)3/(;4r'8:) cos —  cos (8.3.2d.)a a r r r-2 J
where
P^C  ^ = 4r * sin^ (7ra/r) (8.3.3)
At criticality, when p = 0 , we thus have in each of the physical cases
P = P a a
(c) (8.3.4)
which is independent of both the regime and the ground state. All 
phases co-exist, and long-range order has disappeared.
186 .
For t h e  o rd e red  regimes I I ,  I I I  and IV, th e  l e a d in g  o r d e r  d e v i a t i o n s  
from c r i t i c a l i t y  a re  p r o p o r t i o n a l  t o  t h e  d i f f e r e n c e s  between th e  P
3
fo r  d i f f e r e n t  u n d e r ly i n g  ground s t a t e s ,  and hence t o  th e  long-range  
o rd e r  p a r a m e te r .  T h e i r  exponents  a re  t h e r e f o r e  t h e  c r i t i c a l  exponent  
3 (see e . g .  Bax ter  1 982a . ) ,  so
3
8 ( r - 1 )
3
4 ( r -2 )
fo r  Regimes I I ,  I I I  and IV r e s p e c t i v e l y .
(8 .3 .5 )
8 .4  Expansions o f  th e  around c r i t i c a l i t y  f o r  th e  u n p h y s ic a l  reg im es' 3  '
We w i l l  now give expans ions  analogous  t o  ( 8 .3 . 2 )  fo r  th e  u n p h y s ic a l  
r eg im es ,  i . e .  t h e  cases  s f- 1 (s £ r - 1  in  Regime I I I ) .  To do t h i s  
in  Regime IV w i th  s = ( r - l ) / 2  , r  odd, we f i r s t  need t o  no te  from 
(8 .2 .1 5 )  and ( 8 .2 .1 6 )  t h a t  f o r  0 < m < ( r - 3 ) / 4
’2m, a
2 C - l f r - 3 ) / V * iaCr- 4m- 1 ) / 4 r s in  | f  (r-4m-l)  
i e^ - i n a ( r - 4 m - l ) / 2 r  _ ^  ( r - 1 ) /2^
, a even 
, a odd 
( 8 .4 .1 )
while f o r  0 < m < 3 ( r - 3 ) / 4  and ( r - 3 ) / 2  even
( r - 3 )  + 2m,a
2 | p | 2ra/(r - 2V ’TiC1- 2ra:,/2rs in  | f  (2m + 1) ,
2 i | p | 2m/Cr- 2V 1Ti(1- 2m ) /2 rcos | f  (2m + 1) ,
( 8 .4 . 2 )
a even 
a odd
and f o r 0 < m ^  3 ( r - 5 ) / 4  + 1
(r -1)  + 2m, a 2 ^
, ( r - 3 ) / 2  odd,  a even or  odd
( 2 m + l ) / ( r - 2 )  7Tiam/r TTa ,e s m  —  (m + 1)r
( 8 .4 . 3 )
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We f i n d  in  each  o f  th e  c a s e s  s > 1 (and s r - 1  in  Regime I I I ) ,  t h a t  
w i th  one e x c e p t io n  t o  be no ted  below
P ( r , s ; p )
3
r n 4 . 2 ,C p + — s m  7Tas/r a ,n  r  r (8 .4 .4 )
Here
Also
x and th e  C may depend on r , s ,  t h e  phase  and th e  reg im e.
3 y ri
x ^  1 and th e  C have th e  p r o p e r t y
3. ,n
r - l *
l
a=l
C = 0 a ,n 1 ^  n < x ( 8 .4 . 5 )
and th e  b^ a re  p o s i t i v e . In Regime I th e  l a r g e s t  b^ i s
bmax
s 2- l
4s ( r - 2 s ) d odd bmax
2 2( s - r )  + s -2 
8 s ( r - 2 s ) d even 
( 8 .4 .6 )
while in  Regime I I ,  Regime I I I  (s  ^ r - 1 )  and Regime IV (s ^ ( r - l ) / 2 )  ,
r  odd) we have b g iven  by max J
2 2 2( r - s )  -1 s " - 1 s -1
8 s ( r - s )  5 8 s ( r - s )  ’ 4 s ( r - 2 s ) (8 .4 .7 )
r e s p e c t i v e l y .  In Regime IV w i th  s = ( r - l ) / 2  , r  odd we have
bmax
= 3 ( r - 3 ) ( r - 5 )  
8 ( r - 2 ) 2
( 8 .4 . 8 )
Hence in  th e  u n p h y s i c a l  c a se s  th e  P d iv e rg e  a t  c r i t i c a l i t y .  This  
i s  p o s s i b l e ,  s in c e  i n  th e  u n p h y s ic a l  c a s e s  th e  P do no t  have to  
be p o s i t i v e .  The n o r m a l i z a t i o n  c o n d i t i o n  ( 6 .2 . 9 )  im p l ie s  th e s e  d iv e rg e n t  
te rms must can c e l  when summed over  a , which i s  what we observe  in  
( 8 . 4 . 5 ) .
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The expans ion  ( 8 .4 .4 )  has  the  remarkab le  f e a t u r e  o f  c o n t a in in g  
as th e  c o n s t a n t  te rm ( i . e .  te rm independent  o f  p )
4 .— s m  r
2 ( i ras / r ) ( 8 .4 . 9 )
which i s  th e  obvious  g e n e r a l i z a t i o n  o f  th e  c r i t i c a l  d e n s i t y  (8 .3 .3 )  
in  th e  p h y s i c a l  case  s = 1 .
S ince th e  are d i v e r g i n g  a t  c r i t i c a l i t y ,  i t  i s  no t  p o s s i b l e
to  d e f in e  exponen ts  o f  th e  o r d e r  p a ra m e te r s  in  the  u s u a l  s e n s e .  However 
as commented above,  t h e r e  i s  one n o n -p h y s ic a l  case in  which th e  P
a
do no t  d iv e r g e .  This  i s  in  Regime IV w i th  r  = 5 and s = 2 . From 
( 8 . 2 . 1 8 ) ,  ( 8 . 2 . 2 1 f . ) ,  ( 8 . 4 . 1 )  and ( 8 .4 . 3 )  we deduce the  expans ions
C° ddV V ( s >2;p) -  I  s i n 22Tra/5 - |  ( - 1 ) a /2 ( s i n y j ) ( s i n^ | )  ( costi( J -n) / 3)p1/9
( 8 . 4 . 9 a . )
(oddV V(5,2;p)  -  I  s i n 22ira/5 - | ( - 1 ) (a+1 ) / 2 ( s i n ^ f )  ( cosf^)  ( s i n r r ( J - n ) / 3 ) p 17
( 8 . 4 . 9 b . )
8 .5  Free energy
The f r e e  energy  o f  the  SOS model d e f in e d  by the  weigh ts  ( 6 .2 . 2 )
can be c a l c u l a t e d  u s in g  the  i n v e r s i o n  r e l a t i o n  method (Baxter  1982b . ) .
From th e  symmetries o f  th e  p a r t i t i o n  f u n c t i o n  given in §6.6 i t  s u f f i c e s
t o  c a l c u l a t e  t h e  f r e e  energy  o f  the  r e g i o n s  g iven  in  te rms o f  the  c o n ju g a te
modulus v a r i a b l e s  by ( 6 . 5 . 2 )  i n  Regime I I I _  (p £ r - 1 )  , Regime I I  as
G G
given by ( 6 .7 .1 0 )  and the  regime
| y / x 2 d  < M  < | l / y x 2 p  , y = xr ( 8 .5 . 1 )
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which we will denote Regime VIIIG . To see this first define p' in 
(6.2.2) by
pQ = p'h(2n) exp[-TT(v2-n2)/(2KK') ] , (8.5.2a.)
P0 = p' h(2n) exp[-TT(v2-n2)/(2KL')] , (8.5.2b.)
for p > 0 and p < 0 respectively. Then one can check the symmetry 
properties of the weight function W (which we will consider as a 
function of w,x and y as defined by (6.5.15), (6.5.16) and (6.5.17))
W(w,x,y) = w 2W(l/w, y/x, y) (8.5.3a.)
= w(y/x)2W(wy, x, y) (8.5.3b.)
where the "=" sign means the partition function given by the equated 
weights are the same (thus the actual weights may differ by a factor 
of the form (6.4.7)). The symmetry (8.5.3a.) maps Regime III^ to Regimes 
I and II ; Regime II_ to Regime III with s = r-1 and to Regime IV 
with s = (r-l)/2; Regime VIIIr to Regime X. The symmetry (8.5.3b.), 
after one iteration, maps Regime III to Regime IV (we consider this(j
regime explicitly since at p = 0 , it co-exists with Regime VIII).
T TLet us denote k = k (w,x,y) where T denotes the regime, k
the partition function per site and w,x,y are given by (6.5.15) and
(6.5.16) for Regimes II, III and VIII and by (6.5.15) and (6.5.17)
T 1 tfor Regimes I, IV and X. Further denote Rk = w 2k (l/w,y/x,y) . Then 
from the discussion above we have the relations
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i  I H r
K = RK G K 11 -  RK1 1 1
I I I  m G , r -1  , r .K = k ( y  /  x  ) Kn I  -  Rk I I g ( y - 1 =
KIV = . I I lG  ( y t ' - « / 2  ,  xr } KIV .  Rk I I g ( y C r - « / 2
V III  V I I I GK = K X V I I I GK = RK
ITT
I V  , 2 2 , .  i l x G, 2
K = (w y  / x ) k (wy  , x , y )
( 8 .5 . 4 )
p '  given  by ( 8 . 5 . 2 ) ,  l e t  us f u r t h e r  d e f in e  th e  p a r a m e te r s  A ,
xr)
u and q by
A = 2'nT)/K’ , u = Trtri+vj/K' - 2ttK/Ktq = e ( 8 . 5 . 5 a . )
fo r  p > 0 , whi le  f o r  p < 0 d e f in e
A = rrn/L’ , u = Tr(n+v)/(2L1) , q2 = - e ‘ ’TK/L' ( 8 . 5 . 5 b . )
Then the  d e f i n i t i o n  o f  t h e  w e ig h t s  ( 6 . 2 . 2 )  c o - i n c i d e s  w i th  t h a t  o f  
t h e  w eigh ts  g iven by eqs .  ( 6 . 1 ) - ( 6 . 5 )  o f  B ax te r  (1982b . ) .  The f r e e  
energy  in  Regimes I I I ^ ,  11^ and V I I I^  can th e n  be w r i t t e n  down immediately  
from e q u a t io n s  ( 6 . 3 2 a , b , c )  r e s p e c t i v e l y  o f  Bax te r  (1982b.)  (a l though  
on ly  the  case  o f  q" p o s i t i v e  was e x p l i c i t l y  c o n s id e r e d  in  t h e s e  e q u a t i o n s ,  
t h i s  r e s t r i c t i o n  i s  no t  n e c e s s a r y ) .  Def ine th e  f u n c t i o n s  Y by
Yl ( w , x >y) -  l I l -C*/w)n) ( l - w " u A W l  ( 8 _5 _6a
n = l n ( l - y n) (1 + xn)
Y2 (w ,x ,y )  = I U - w n) ^ x n-yn) [ ( x / y ) n- (w/x2)n1 + ( l - x n ) fwn- x ~n1 ) 
n=l n ( l - y n ) [ ( x / y ) n + x ' n ]
( 8 . 5 . 6 b . )
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Y3 (w,x,y) Y Cl n n) ( x n 4 . (y /xn) - ( x n + x~n) [(wy)n + (x /w)n) 
n=l n ( l - y n) (1 + xn)
( 8 . 5 . 6 c . )
Then we have
I H Glog k (w,x ,y)  = log  pQ + Y1 (w,x ,y)  ( 8 .5 . 7 )
log  k G(w,x,y)  = log p + l -°g w lQg(^  M  + y (w ,x ,y)  ( 8 .5 . 8 )
21og(x /y )
V I I I G 1 2log k (w,x ,y)  = log pQ + j  logw x + Y (w,x ,y)  . ( 8 .5 . 9 )
We a re  p a r t i c u l a r l y  i n t e r e s t e d  in  t h e  l e a d in g  o r d e r  s i n g u l a r  behav iour  nea r  
c r i t i c a l i t y .  To do t h i s  we apply  th e  Po is son  summation formula  (Baxter  
1982a.) to  e x p re s s  th e  sums ( 8 .5 . 6 )  as  a s e r i e s  o f  F o u r i e r  i n t e g r a l s .
The le a d in g  o r d e r  b e hav iou r  n e a r  c r i t i c a l i t y  i s  t h e n  deduced from the  
n = 1 term o f  t h e  s e r i e s ,  by deforming th e  con tou r  o f  i n t e g r a t i o n  
around th e  p o l e s  o f  t h e  i n t e g r a n d  in  th e  upper  h a l f  p l a n e .  Hence we 
deduce th e  l e a d in g  o r d e r  s i n g u l a r  te rm in  each  o f  th e  reg im es  in  f i g .
8.1 t o  be p r o p o r t i o n a l  t o
Regime I : C-P)r / C r “
2s) ( 8 . 5 . 1 0 a . )
Regime I I : pr / ( r - 2 ) when , r / 2 ( r - s )s = 1 ; p o th e rw is e
( 8 . 5 . 1 0 b . )
Regime I I I : 0 when s = 1 , r  odd; p T//2l o g p when s = 1 ,
r  even r / 2 sP o th e rw is e ( 8 . 5 . 1 0 c . )
Regimes IV and I V  : ( - p ) r / 2 s ( 8 . 5 . lO d .)
Regime V II I : Pr / 2 ( 8 . 5 , 1 0 e .)
Regime X: ( - p ) Tl o g | p | ( 8 . 5 . l O f .)
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where by 0 we mean log  k i s  i n  f a c t  an a n a l y t i c  f u n c t i o n  o f  p at  
p = 0 . In ( 8 . 5 . 1 0 a , b , c , d , e )  when r  and s a re  such t h a t  the  exponent 
o f  p i s  an i n t e g e r  t h e  te rm i s  to  m u l t i p l e d  by l o g | p |  .
Note t h a t  s in c e  we a re  on ly  c o n s i d e r i n g  th e  p o r t i o n  o f  the  Re(v)-n  
p la n e  g iven  in  f i g .  8.1 we have 0 < s / r  < 1/2 ( r , s  r e l a t i v e l y  p r im e ) .  
In each  case  t h e  phase  t r a n s i t i o n  i s  c o n t in u o u s .
Re(v)
3 K / 2
-  K / 2
p < 0
s j *  (r -  1 ) / 2
- K / 2
- K / 2
3 K / 2
Figure 8.1. Regimes I to X in the domain 0<n<K/2 , -n<Re(v)<2K-n . The
and p a r t i t i o n  function Z in the portion of the Re(v)-n 
plane not shown above can be deduced from the symmetry re lat ions 
given in section 6.4.
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PART III
A variational approximation 
for cubic lattice models
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CHAPTER 9: A VARIATIONAL APPROXIMATION FOR ISOTROPIC CUBIC LATTICE
MODELS
9.1 Beyond the  c o rn e r  t r a n s f e r  m a t r i c e s
The c o n t r i b u t i o n  from s t a t i s t i c a l  mechanics in  th e  s t a t i s t i c a l  mechanics-  
c l a s s i c a l  a n a l y s i s  i n t e r p l a y  d i s c u s s e d  in  P a r t  I I  o f  t h i s  t h e s i s  comes 
from th e  use o f  c o rn e r  t r a n s f e r  m a t r i c e s  (CTMs). The i n t r o d u c t i o n  o f  
th e  CTM te ch n iq u e  (Baxter  1978, 1982) has  had an immense impact on the  
s tudy  o f  e x a c t l y  so lved  models .  The CTM te ch n iq u e  i s  the  only  known 
method o f  c a l c u l a t i n g  th e  o n e -p o in t  c o r r e l a t i o n  f u n c t i o n s  f o r  the  e x a c t l y  
s o lv a b le  i n t e r a c t  i o n - r o u n d - a - f a c e  (IRF) models  (Baxter  1982).
The CTM tech n iq u e  i s  v e ry  w e l l  s u i t e d  fo r  th e  numerica l  s tudy  o f  
IRF models .  One can o b t a i n  s e r i e s  exp an s io n s  o f  th e  f r e e  energy  and 
m a g n e t i z a t i o n  longe r  th a n  th o s e  o b t a in e d  by th e  t r a d i t i o n a l  g r a p h ic a l  
methods (Baxter  and E n t in g  1979, Bax te r  e t  a l . 1980). The numerica l  
s t u d i e s  have been o f  consequence in  th e  s tudy  o f  e x a c t l y  s o lv a b l e  models:  
the  exac t  s o l v a b i l i t y  o f  th e  hard  hexagon model was de termined  t h i s  
way (see Baxter  1982 Ch. 14).
The CTMs themse lves  have t h e i r  o r i g i n  in  a v a r i a t i o n a l  approxim ation  
f o r  th e  tw o-d im ens iona l  square  l a t t i c e  models  (Baxter  1968, 1978).  I t  
has been p r e v i o u s l y  no ted  (Baxter  1982) t h a t  th e  v a r i a t i o n a l  e q u a t io n s  
can be ex tended  to  t h r e e  d im ens ions .  U n f o r t u n a t e l y ,  in  g e n e r a l ,  the  
r e s u l t i n g  e q u a t io n s  w i l l  invo lve  c o rn e r  t e n s o r s  w i th  t h r e e  i n d i c e s .  There 
be ing  no analogue o f  m a t r ix  d i a g o n a l i z a t i o n  f o r  t h e s e  t e n s o r s ,  the  
s i t u a t i o n  i s  f a r  more com pl ica ted  tha n  in  two d im ens ions .  However, 
t h e r e  i s  an e x ce p t io n  to  th e  g en e ra l  c a s e ,  which w i l l  be i n v e s t i g a t e d  
h e r e .  In two dimens ions  t h e  l o w e s t - o r d e r  v a r i a t i o n a l  approxim ation
reduces  th e  co rne r  t r a n s f e r  m a t r i c e s  t o  s c a l a r s ,  and th u s  m a t r ix  d i a g o n a l i z a t i o n  
i s  i r r e l e v a n t .  (For th e  I s in g  model,  the  approx im at ion  becomes t h a t  
o f  Kramers and Wannier (1941 ) . )  A s i m i l a r  s i t u a t i o n  w i l l  be shown to
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occur  in  t h r e e  d im ens ions .  The e q u a t io n s  d e f i n i n g  th e  lo w e s t - o r d e r  
v a r i a t i o n a l  approx im at ion  o f  th e  ty pe  g iven  by Baxte r  (1978) only  invo lve  
s c a l a r  q u a n t i t i e s ,  and are  th u s  amenable t o  b o th  num er ica l  and s e r i e s  
s o l u t i o n  on th e  computer.
Thus,  in  th e  s im p l e s t  c a s e ,  we can o b t a i n  a u s e f u l  th r e e - d im e n s i o n a l  
g e n e r a l i z a t i o n  o f  the  CTMs. This  i s  aga in  o f  s i g n i f i c a n c e  t o  th e  s tudy  
o f  e x a c t l y  s o lved  models .  Very r e c e n t l y  t h e  Zamolodchikov model (a  
t h r e e  d im ens iona l  i n t e r a c t i o n - r o u n d - a - c u b e  model) was so lved  e x a c t l y  
(Baxte r  1984) .  Using the  v a r i a t i o n a l  approx im at ion  we can s tudy  t h i s  
model n u m e r i c a l l y .
Before we do t h i s ,  we w i l l  fo rm u la te  th e  v a r i a t i o n a l  approx im at ion  
f o r  i s o t r o p i c  cu b ic  l a t t i c e  models  w i th  a t r a n s l a t i o n  i n v a r i a n t  ground 
s t a t e .  Since  t h e  cub ic  I s i n g  models f a l l  i n t o  t h i s  c a t e g o r y ,  we can 
apply  th e  approx im at ion  t o  th e s e  models  and t e s t  i t s  accuracy  by comparison 
w i th  th e  known s e r i e s  expans ions  o b t a in e d  u s i n g  g r a p h i c a l  methods 
(Sykes e t  a l . 1965).
9 .2  R e s t r i c t i o n s  on the  models
C ons ide r  a t h r e e - d i m e n s i o n a l  s imple cub ic  l a t t i c e  o f  N columns,
M rows and P p l a n e s .  To each  s i t e  i  o f  th e  l a t t i c e ,  a s s o c i a t e  
a s p in  a  w i th  v a lu e s  + 1 o r  -1 (+ o r  -)  and impose p e r i o d i c
boundary c o n d i t i o n s .  To each  cube o f  the  l a t t i c e  a s s o c i a t e  a Boltzmann 
weight  W (a Ie fg [bed Ih) , th e  s p in s  a , b , . . . , h  a r r anged  as in  f i g .  9 .1 .
We r e q u i r e  W to  have th e  r e f l e c t i o n  symmetries t h a t  i t  be unchanged 
by i n t e r c h a n g i n g  th e  o r d e r  o f  th e  rows,  columns and p l a n e s  so t h a t
W(aIefgI bed Ih) = W ( g | e b a | f e h |d )  ( 9 .2 .1 a )
W(fI dab Ighe |c ) (9 .2 .1 b )
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= W(eIadc|hgf|b) . (9.2.1c)
Furthermore we will restrict our attention to isotropic models, so that 
W is unchanged by rotation through 9(f , and thus
W(a IefgI bed|h) = W(e|dac|ghf|b) (9.2.2a)
= W(g|abcIhefId) (9.2.2b)
As a final restriction we require the ground state to have the reflection 
and rotation symmetries given above, and in addition, to be translation 
invariant.
The partition function is
Z z n w(o. a a am n p Vkady (9.2.3)
where the product is over all cubes of the lattice, and the sum over 
all values of the spins. Let o = {o^ , , • • • >ü]^} denote the spins 
in one plane and o' = {a^' ,o2' ,.. . ,0^} the spins in the plane above. 
The contribution to the partition function between these two planes 
is
va,o,= n wcqivhkK V j |ad c9-2-4)
where the product is over all cubes formed between the two planes. Let 
NM NMV denote the 2 x 2 plane-to-plane transfer matrix with elements
V . Then as usual (Baxter 1982) we havea,o'
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P PZ = Tr V ^  A ( 9 .2 . 5 )
where A i s  th e  maximal e ig e n v a lu e  o f  V . The p a r t i t i o n  f u n c t i o n  
p e r  s i t e  i s
„1/NMP ,1/NM
K = Z = A
The p la n e  r e v e r s a l  symmetry ( 9 . 2 . 1 c )  im p l i e s  t h a t  V i s  symmetric ,  
so A can be de te rm ined  from th e  v a r i a t i o n a l  p r i n c i p l e
9.3 The v a r i a t i o n a l  approx im at ion
As a v a r i a t i o n a l  approx im ation  to  A , we can choose f o r  ip any 
t r i a l  v e c t o r ,  which w i l l  a t  l e a s t  r ep roduce  th e  ground s t a t e  o f  the  
system a t  zero  t e m p e r a t u r e .  By the  assumption  o f  th e  ground s t a t e  be in g  
t r a n s l a t i o n  i n v a r i a n t ,  a cho ice  o f  ip which has  t h i s  f e a t u r e  ( t h i s  
cho ice  i s  analogous  t o  th e  l o w e s t - o r d e r  t r i a l  v e c t o r  g iven by Baxter
( 9 .2 . 7 )
NMwhere ip i s  th e  2 -d im ens iona l  v e c t o r  which maximizes the  RHS o f  
T( 9 . 2 . 7 ) ,  and ip i s  i t s  t r a n s p o s e .
(1978))  i s
ip(G1,a2,.. (9 .3 .1 )
where the  p ro d u c t  i s  over  a l l  f a c e s  i , j , k , £  (w i th  th e  s i t e s  o rde red  
as in f i g .  9 .2 )  o f  a s i n g l e  p l a n e .  Then
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Tiplip
’aNM
H F (a o . , o k , a  ) 
±1 f a c e s  J
(9 .3 .2 )
But t h i s  i s  a tw o-d im ens iona l  p a r t i t i o n  fu n c t i o n  wi th  face  weight
2
F ( cl ,Q. ,(7^,0^) . Choosing F to  be i n v a r i a n t  under row and column 
r e v e r s a l  and r o t a t i o n  th rough  9(f , from Baxter  (1978) we can w r i t e  down 
th e  v a r i a t i o n a l  approx im at ion
ipT ip = ( s ^ / s 2)™ ( 9 .3 . 3 )
The q u a n t i t i e s  s ^ , s 9 and s^ are d e f in e d  by th e  e q u a t io n s
s ,  = I  F2 ( a , b , a '  j b ' j y t a j a ^ y t a ^ y t b '  , a ' ) y ( b , b ' )
a , a ' , b , b T
x x ( a ) x ( a '  ) x ( b ) x ( b ’ ) ( 9 .3 . 4 )
s  = I  x2 (a ) x “ (b )y 2 (a ,b )  
a ,b
( 9 .3 .5 )
s 1 I  x4 (a) ,
( 9 . 3 . 6 )
where each  independen t  argument o f  F , y and x can take  the  sp in  
v a l u e s  + or  - . The f u n c t i o n  y s a t i s f i e s  th e  symmetry requ i rem en t  
y ( a , b )  = y ( b , a )  , and bo th  x and y a re  chosen so t h a t  ( 9 .3 . 3 )  i s  
s t a t i o n a r y  w i th  r e s p e c t  to  v a r i a t i o n s  in  t h e s e  f u n c t i o n s .  Thus
I  y 2 ( a , b ) x " ( b )  
b
( s 2/ s 1)x ' (a) ( 9 .3 . 7 )
199 .
I  F2 ( a , b , a ' , b ' ) y ( a , b ) y ( b 1, a ' ) y ( b , b ' ) x ( b ) x ( b ’ ) 
b , b '
= ( s 3/ s 2) x ( a ) x ( a , ) y ( a , a ’ ) ( 9 .3 . 8 )
Next we have
^TVip =  Z n G ( y . , y ^  , y k , y £ ) ( 9 .3 . 9 )
where y^ = ( o ^ , o ^ ' )  and
G(Ui ; Uj
w(oi i V j ok i ai okaj i ° y F(ai ’oj ’ak ’oy F(ai>or ak ’aP  • (9 -3 - 10)
The sum in  (9 .3 .1 0 )  i s  over  a l l  al lowed s p in  p a i r  v a l u e s  and the  p ro d u c t  
i s  over a l l  face s  i , j , k , £  o f  a s i n g l e  p l a n e .  This  i s  aga in  a two- 
d im ens iona l  p a r t i t i o n  f u n c t i o n ,  bu t  i n s t e a d  o f  th e  sp in  v a r i a b l e  t a k i n g  
on only  the  v a lu e s  + o r  - , the  al lowed v a l u e s  a re  now the  sp in  p a i r  
v a l u e s  (+, + ) , ( + , - )  , ( - ,+  ) and ( - , - )  . Analogous to  ( 9 .3 .3 )  we 
have th e  v a r i a t i o n a l  approx im at ion
ipT ViiJ ( r i r 5/ r 2)m (9 .3 .1 1 )
The r j  a re  fo rm a l ly  t h e  same as the  Sj i f  we r e p l a c e  F , x , y  by 
G ,x ,y  r e s p e c t i v e l y ,  and al low each independent  argument o f  the  l a t t e r  
f u n c t i o n s  t o  assume th e  s p in  p a i r  v a l u e s  g iven  above.  Let the  analogues  
o f  ( 9 .3 . 4 )  - ( 9 .3 . 8 )  t h u s  s p e c i f i e d  be l a b e l l e d  ( 9 . 3 . 4 ) ’- ( 9 . 3 . 8 ) »
r e s p e c t i v e l y .
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We can now give a variational approximation to k as defined by 
(9.2.6). Substituting (9.3.3) and (9.3.11) in (9.2.7) we have
2 2k = (r1r3/r2)/(s1s3/s2) . (9.3.12)
It remains to maximize (9.3.12) with respect to F . This gives
l W(<Jila102a3la4a3a2l04)F(ai'a2'03'a4 ^ ( yl',J3)y Cvll’U2)
° l > ••* >G4
x y(^4>^3)yCh2>w4)X(Px)X(y2)X(y3)X(y4)
= (r3/s3)F(a1,a2,o3,o4)y(o1,o3)y(ö1,G2)y(a4,G3)y(a2,a4)
x x (g1)x (g 2)x (g 3)x (g4) (9.3.13)
The five equations (3.7), (3.8), (3.7)’, (3.8)’ and (3.13) define 
a variational approximation for k . These equations reduce to three 
if x,y are given by
x2(y.) = x(G.)x(o!)y(o.,G!) (9.3.14)
y2(yi,yj) = y ^ ^ ^ y f o ^ o p F 2^. ^ . ^ !  ,op . (9.3.15)
Then r^ = s0 , r2 = s3 , eq. (9.3.7)' reduces to (9.3.8), and (9.3.8)'
reduces to (9.3.13). Since the equations will now involve square roots 
of the function x and y , we define
x (g ) = A2 (g) (9.3.16)
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y(G,G') = B2(o,o') . (9.3.17)
If we denote r^ = , we now have as a three-dimensional variational
approximation
k = (S4S2)/^S3S1)
where, after substituting (9.3.14)
(9.3.4)',
s4 = I(nF)(nB)(rtA)w (9.3.19)
f e e
s = I F2 (a,b,a’,b')B2 (a,a')B2 (a,b)B2(b',a')B2(b,b') 
a,a’,b,b’
x A2 (a)A2(a')A2(b)A2(b') (9.3.20)
s = I A4 (a)A4 (b)B4 (a,b) (9.3.21)
a,b
s = I A8(a) (9.3.22)
a
In (9.3.19) the arguments of F, B, A and W have been omitted. The 
products f,e and c are over the 6 faces, 12 edges and 8 corners 
of the cube respectively. The sum is over all 256 allowed spin configurations 
on the cube.
The variational equations determining k are, after substituting 
(9.3.14) - (9.3.17) in (9.3.13), (9.3.8) and (9.3.7)
(9.3.18)
- (9.3.17) in (9.3.4) - (9.3.6) and
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y (n F) (iib) (iia)w
f' e c
x A2(a1)A2(a2)A2(a3)A2 (a4) (9.3.23)
I F2 (a,b,a*,b')B2 (a,b)B2(b’,a')B2 (b,b')A2 (b)A2(b') 
b,b*
= (s3/s2)B2(a,a')A2(a)A2 (a') (9.3.24)
b
I B4 (a,b)A4 (b) = (s^ s^ a V ) (9.3.25)
In (9.3.23) the products e and c have the same meaning as in (9.3.19) 
the product £' is over all faces of the cube except the top face, 
and the sum is over all spin configurations of the bottom face; on 
the RHS all the spins are in the top face.
It is clear from (9.3.19) that the variational quantities F, B and 
A can be interpreted as face, edge and corner weights respectively 
Indeed, if we had considered the three-dimensional analogue of the 
hierarchy of two-dimensional variational approximations given by Baxter 
(1978) , A , B and F would represent "corner tensors" for the blocks 
of spins indicated in fig. 9.3.
In particular A is the three-dimensional analogue of the usual 
corner transfer matrix. This allows us to write down an expression 
for the zero-field magnetization Mq . Consider the three-dimensional 
cubic lattice divided into eight pieces by three cuts. At the site
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of the intersection of the three cuts denote the spin a . In the variational 
approximation the Boltzmann weight for each cube is A (a) . Thus
MQ = < a > = (A8(+)-A8(-))/(A8(+)+A8(-)) . (9.3.26)
A direct derivation of (9.3.26) can also be given. If we impose
a magnetic field H on the system the Boltzmann weight becomes
8
W = W exp(h I CT.) (9.3.27)
k=l K
where Wq denotes the zero-field Boltzmann weight, and h the non- 
dimensional magnetic field. Define new variables Ä , B and F by
A(a) = e haA(o) (9.3.28)
i(a,a') = eh(0+0,)B(a,a') (9.3.29)
- t i ( o  w  *a  w  )
F(a1,02 ,a3,a4) = e F(a1,o2,a3)o4) (9.3.30)
Then the expressions for s^jS^ and S2 are formally the same as (9.3.20), 
(9.3.21) and (9.3.22) if we replace W,A, B, F by Wq ,Ä,B and F respectively. 
The expression for s^ becomes
s = I A8(a)ehö . (9.3.31)
a
Thus differentiating the expression for k , (9.3.18), logarithmically 
with respect to h (remembering k is by definition stationary with 
respect to changes in A,B and F ), then setting h = 0 , (9.3.26) 
follows immediately.
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9.4  S o lv ing  t h e  e q u a t io n s
I n s p e c t i o n  o f  th e  v a r i a t i o n a l  e q u a t i o n s  ( 9 .3 .2 3 )  - (9 .3 .2 5 )  shows
t h a t
M+) ,B(+,+) , F ( + , + , + ,+) and W(+ | +++ | +++ | +) ( 9 .4 .1 )
can be ta k e n  as n o r m a l i z a t i o n s ,  which we choose t o  equa l  u n i t y .  There 
remain 11 e q u a t io n s  in  11 unknowns. The e q u a t io n s  can be so lved  b o th  
n u m e r i c a l l y  and in  s e r i e s  form.
S e r i e s  S o lu t io n
We seek s e r i e s  s o l u t i o n s  in  powers o f  a lo w - tem pera tu re  p a ra m e te r s  
u , s ay ,  chosen so t h a t  th e  Boltzmann w e ig h t s  W can be w r i t t e n  as 
i n t e g e r  powers o f  t h i s  p a r a m e te r .  Th is  i s  done by f i r s t  w r i t i n g  down 
and s o l v i n g  th e  e q u a t io n s  in  t h e  low - tem pera tu re  l i m i t ,  which al lows 
the  l e a d in g  term o f  th e  s e r i e s  expans ion  o f  each unknown t o  be de te rmined .
In each  o f  th e  11 e q u a t i o n s  t h e r e  i s  on ly  one te rm on th e  LHS which 
i s  o f  th e  same o rd e r  in  th e  low - tem pera tu re  l i m i t  as the  s i n g l e  term 
on th e  RHS, a l l  o t h e r  te rm s  on the  l e f t  b e i n g  o f  a lower o r d e r .  This  
dominant te rm i s  th e  one i n  which th e  s p in s  in  th e  summation on the  
LHS are  a l l  +1 . For each  e q u a t i o n ,  we can d e f in e  th e  r a t i o  o f  the  
RHS t o  t h i s  dominant t e rm  as a new v a r i a b l e ,  and e x p re s s  th e  o r i g i n a l  
v a r i a b l e s  as p r o d u c t s  o f  powers o f  t h e s e  new ones .  In th e  low - tem pera tu re  
l i m i t  we can c l e a r l y  so lv e  the  11 e q u a t i o n s  f o r  th e  new v a r i a b l e s  (each 
w i l l  be o n e ) . We can t h e n  e v a l u a t e  ( to  l e a d in g  o rd e r )  th e  sub-dominant  
c o r r e c t i o n  terms on the  LHS o f  each e q u a t i o n  and r e - s o l v e  fo r  each o f  
t h e  new v a r i a b l e s .  I t e r a t i n g  t h i s  p r o c e d u r e ,  we can s e q u e n t i a l l y  expand 
a l l  v a r i a b l e s  in  powers o f  the  low - tem pera tu re  v a r i a b l e
-4K= eu ( 9 .4 . 2 )
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where K = J/kßT , J denoting the coupling constant. We can then 
use (9.3.18) and (9.3.26) to obtain the series expansions for k and
M0 •
Numerical Solution
The key to obtaining numerical solutions is to use an accurate initial 
guess at the solution. For low temperatures the variables are initialized 
with their leading-order low-temperature expansion term, obtained as 
described above. Explicitly
(s2/si) = (s3/s2) = (s4/s3) = 1
A(-) = B(+,-) = F (+, + , + ,-) = W(+I+++I-++ j +)
= F(+5+ >->-) = W(+|++-|-++|+)
(9.4.3)
F ( - , + , + , - )  =  W ( - I + + + | - + + I + )
F(-,+,->-) = W(-I++-I-++I+)
-,-,-) = W (- I+--I-++|+)
where the weight functions W are defined in terms of W by
W = W/W(+I+++I+++j+) . (9.4.4)
The equations are solved using a Newton-Raphson procedure. The 
initialization (9.4.3) is adequate for sufficiently low temperatures.
At higher temperatures, a quadratic extrapolation procedure is used, 
whereby the solution of the equations for the previous three temperatures
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i s  used  t o  c o n s t r u c t  an i n i t i a l  guess a t  th e  s o l u t i o n  f o r  th e  nex t  
t e m p e r a t u r e .
Determin ing  t h e  C r i t i c a l  Temperature
By choos ing  th e  q u a n t i t i e s  ( 9 . 4 . 1 )  t o  equa l  u n i t y ,  and th e  i n i t i a l i z a t i o n s
( 9 . 4 . 3 ) ,  th e  z e ro - t e m p e ra tu r e  s o l u t i o n  o f  t h e  v a r i a t i o n a l  e q u a t io n s
th u s  o b t a in e d  has Mq = 1 . Thus t h e  ground s t a t e  o f  the  system w i th
a l l  s p in s  + has been s i n g l e d  o u t .  Assuming th e  model has s p in  r e v e r s a l
symmetry, th e  c r i t i c a l  t e m p e ra tu r e  can t h e r e f o r e  be de termined  by p l o t t i n g
th e  z e r o - f i e l d  m a g n e t i z a t i o n  curve ( see  f i g .  9 . 4 ) .  Note t h a t  f o r  u < u c ,
bu t  s t i l l  c lo se  t o  u , t h e r e  w i l l  be t h r e e  s o l u t i o n s  o f  the  v a r i a t i o n a lc
e q u a t io n s  fo r  bo th  A(+) and A(-)  , and t h u s  t h r e e  v a l u e s  o f  Mq .
For each s o l u t i o n  w i th  A(+) ^ A(-)  t h e r e  w i l l  be a s o l u t i o n  w i th  the  
v a lu e s  o f  A(+) and A(-) i n t e r c h a n g e d ,  by s p in  r e v e r s a l  symmetry.
There w i l l  a l s o  be th e  symmetric s o l u t i o n  A(+) = A(-)  which w i l l  p e r s i s t  
below th e  c r i t i c a l  p o i n t ,  s in c e  th e  e q u a t i o n s  are  only  an approx im at ion  
o f  r e a l  c r i t i c a l  b e h a v io u r .
9 .5  R e s u l t s  fo r  th e  I s in g  models
In t h i s  s e c t i o n  th e  v a r i a t i o n a l  app rox im at ion  w i l l  be a p p l i e d  to  
t h e  simple cub ic  (SC) , face  c e n t r e d  cub ic  (FCC) and body c e n t r e d  cub ic  
(BCC) I s i n g  models .  The acc u racy  o f  th e  approx im at ion  can be de te rm ined  
by comparison w i th  th e  r e s u l t s  o f  Sykes e t  a l . (1965,  1972, 1973) who 
used  g r a p h i c a l  methods.
The models a re  s p e c i f i e d  by t h e i r  Boltzmann weigh t  W . For th e  
SC I s i n g  model
W(aIefgI bed Ih) = exp j  [ a (g+ f+ e)+b(g+f+h)+c(g+e+h)+d(h+f+e) ]
( 9 .5 . 1 )
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and for the FCC Ising model
W(a|efg|bcd|h) = exp [a(d+b+c)+b(d+c)+cd+e(f+g+h)+g(f+h)+fh]
(9.5.2)
Note that in the FCC model the spins on the sites a,b,c and d are 
independent of the spins on the sites e,f,g and h . The partition 
function on N sites formed by the weight (9.5.2) can be factored into 
two non-interacting FCC models on N/2 sites. This implies that the 
variational edge weight B(a,b) can be written as a product of single 
spin functions
B (a, b) = <j>1(a)(j)1(b) (9.5.3)
and the face weight in the form
F (a,b,c,d) = <t>2(a,d)<J>2(b,c) (9.5.4)
In principle the relations (9.5.3) and (9.5.4) simplify the solution
of the variational equations, however in practice we found it more convenient
to use F and B as originally formulated.
There are two ways of formulating the BCC Ising model on a cubic 
lattice. The first is to use the unit cell with weight function
W(aIefgI bed Ih) = exp K(ah+be+cf+dg) , (9.5.5)
which generates four independent BCC lattices. This will be referred 
to as DBC. In this weight function no spins on an edge or face of the 
unit cell interact, and so the variational edge and face weights can
be written
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B(a,b) = y1Ca)y1(b) (9.5.6)
F(a,b,c,d) = y2(a)y2(b)y2(c)y2(d) . (9.5.7)
The variational equations can now be solved exactly. We find
4
(9.5.8)
This is precisely the formula for k obtained from the Bethe approximation 
with co-ordination number 8 (Domb 1960) .
The second method is to begin with a unit cell of the BCC Ising 
model of 2N sites (see fig. 9.5), and then sum over the interior spin. 
This gives a cubic lattice model on N sites with weight function
This model, to be referred to as BCC, will be more accurate than the 
DBC, as the unit cell is larger.
Using the method outlined in §9.5 the critical temperature for the 
four models (SC, FCC, BCC and DBC) was determined. Following Sykes 
et al.(1972) the quantity calculated was
The results, and a comparison with those obtained by Sykes et al. (1972), 
are given in table 9.1.
Series expansions for log k and were calculated using the
procedure given in §9.4. The results, and a comparison with those obtained
W(aIefgI bed Ih)= 2 cosh K(a+b+c+d+e+f+g+h) . (9.5.9)
vr = tanh J/kDT t B e (9.5.10)
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by Sykes et al. (1965, 1973), are given in table 9.2. In fact the 23 
terms of the BCC Ising model correctly given by the variational approximation 
represents the entire series for this model given by Sykes et al. (1965) 
(higher terms in the expansion are given in Sykes et al. (1973)). Notice 
that in all cases (the DBC excluded) the deviation from the correct 
value of the erroneous co-efficients is small.
Model *Vf Vf |(vf-vf)/vf| x 100%
SC .215 .21813 1.4%
FCC .099 .10174 2.7%
BCC .154 .15612 1.4%
DBC .142 . 15612 9%
•kTable 9.1. denotes the value of (9.5.10) given by the variational
approximation, v^ the value given by Sykes et al. (1972).
Model Accuracy Next two terms of log k Next two terms of M^
SC 14 69390^ - (69393 ^ )u15 
-213750 \ (-213754 y)u16
-846574(-846628)u1  ^
2753136 (2753520)u16
FCC 19 120(123)u20 
138(126)u21
-960(-984)u20 
- 1104(- 1008)u21
BCC 23 3832715 y (3832961 -|)u24 
-7940092(-7941796)u~^
-54008274(-54012882)u24 
112609696(112640896)u25
DBC 11 1 1 1736 4(48 4)u 3 3 '
252(204)u
-218(-314)u12
- 2 0 1 6 ( - 1 6 3 2 ) u 1j
Table 9.2. The column headed "accuracy" gives the number of terms in 
the series expansion of both log k and correctly
given by the variational approximation. The "next two 
terms" column gives both the co-efficients of the next 
two terms as given by the variational approximation and, 
in brackets, the actual co-efficients.
back
Figure 9.1. Arrangement of the spins a,...,h on the corner sites of a 
cube.
ki— f
____________________________ >______________
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Figure 9.2. Arrangement of the sites i,j,k and £.
Figure 9.3. Typical blocks of spin corresponding to the 'corner tensors'
A, B and F.
Figure 9.4. A typical zero field magnetization curve obtained from the 
variational approximation. The critical value of the 
temperature variable is determined as the intersection of 
the curve with the axis.
Figure 9.5. A typical cell of the BCC lattice. In forming the 
partition function, the spin k is summed over.
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CHAPTER 10: A VARIATIONAL APPROXIMATION FOR THE ZAMOLODCHIKOV MODEL
10.1 I s  the  Zamolodchikov model c r i t i c a l ?
The Zamolodchikov model (Zamolodchikov 1981) i s  unique amongst
th r e e - d i m e n s i o n a l  l a t t i c e  models in  s t a t i s t i c a l  mechanics f o r  two r e a s o n s .
F i r s t l y ,  as c o n j e c t u r e d  by Zamolodchikov (1981) and s u b se q u e n t ly  proved
by Bax ter  (1983),  the  model p e r m i t s  a s o l u t i o n  o f  th e  t e t r a h e d r o n  e q u a t i o n s .
14These a re  a s e t  o f  2 e q u a t i o n s  s u f f i c i e n t  f o r  th e  p l a n e - t o - p l a n e  
t r a n s f e r  m a t r i c e s  t o  commute. Secondly ,  as  r e c e n t l y  shown by B ax te r  
(1984) ,  the  f r e e  energy  o f  th e  model can be c a l c u l a t e d  e x a c t l y .
The Zamolodchikov model does no t  have any t e m p e r a t u r e - l i k e  p a r a m e t e r s .  
Furthermore the  s o l u t i o n  o f  th e  t e t r a h e d r o n  e q u a t i o n s  in v o lv e s  on ly  
t r i g o n o m e t r i c  f u n c t i o n s .  In tw o-d im ens iona l  l a t t i c e  s t a t i s t i c s  t h e r e  
i s  a c l a s s  o f  e x a c t l y  s o l v a b l e  models  w i th  s i m i l a r  f e a t u r e s :  th e  two-
d im ens ional  P o t t s  model a t  c r i t i c a l i t y  (Baxter  1982).  There t h e  analogue 
o f  the  t e t r a h e d r o n  e q u a t i o n s ,  th e  s t a r - t r i a n g l e  e q u a t i o n s ,  on ly  p e rm i t  
a s o l u t i o n  a t  a p a r t i c u l a r  t e m p e r a t u r e ,  and t h i s  s o l u t i o n  i s  in  te rms  
o f  t r i g o n o m e t r i c  ( r a t h e r  t h a n  e l l i p t i c )  f u n c t i o n s .  This  im media te ly  
r a i s e s  th e  q u e s t i o n  o f  whe ther  th e  Zamolodchikov model i s  c r i t i c a l .
Here we i n v e s t i g a t e  t h a t  q u e s t i o n  u s in g  the  v a r i a t i o n a l  approx im at ion  
fo rm u la ted  in  th e  p r e v i o u s  c h a p t e r .
To do t h i s  we d e f i n e  a g e n e r a l i z e d  Zamolodchikov model.  Th is  
model has  a t e m p e r a t u r e - l i k e  p a ra m e te r  u , th e  o r i g i n a l  Zamolodchikov 
model co r re s p o n d in g  t o  a s p e c i a l  va lue  u = u c . Using the  v a r i a t i o n a l  
approx im at ion  we o b t a i n  num er ica l  r e s u l t s  f o r  t h i s  g e n e r a l i z e d  model.
In p a r t i c u l a r  we c a l c u l a t e  the  m a g n e t i z a t i o n .  Although our r e s u l t s  
are no t  c o n c lu s iv e  t h e y  a re  c o n s i s t e n t  w i th  th e  h y p o th e s i s  t h a t  th e  
model i s  c r i t i c a l  a t  u = u c
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10.2 The g e n e r a l i z e d  Zamolodchikov model and an e q u i v a l e n t  fo rm u la t io n  
Let £ be the  simple cub ic  l a t t i c e .  With each  s i t e  i  a s s o c i a t e  
a s p in  ck , w i th  v a l u e s  +1 or  -1 (+ o r  - )  . Allow i n t e r a c t i o n s
between the  e i g h t  s p in s  round each e lem en ta ry  cube.  The Zamolodchikov 
model has  been fo rm u la ted  as such an " i n t e r a c t i o n - r o u n d - a - c u b e "  model 
by B ax te r  (1983) ,  t a b l e  1. The weigh t  f u n c t i o n  i s  i n v a r i a n t  under 
bo th  r e f l e c t i o n  and r o t a t i o n  ( i . e .  i s  i s o t r o p i c )  when the  s p h e r i c a l  
an g le s  ol equa l  tt/ 4 , i  = 1 , 2 , 3 , 4  . E x p l i c i t l y ,  in  t h e  n o t a t i o n  
o f  B ax te r  (1983) th e  model i s  i s o t r o p i c  when th e  p a r a m e te r s  assume the  
v a l u e s
P = Qi  = u i  = 1 , 2 ,3  (1 0 .2 .1 )
7  1
Ri  = (u + u ) 2 i  = 0 , 1 , 2 , 3
where
u = t a n ( u / 8 )  = J l  - 1 ( 1 0 .2 .2 )
We can c o n s t r u c t  a s u b - l a t t i c e  jC o f  £ c o n s i s t i n g  o f  a p a r t i c u l a r  
s i t e  and a l l  o t h e r  s i t e s  t h a t  can be v i s i t e d  from i t  by walking along 
body d i a g o n a l s  o f  £  . Then £^ c o n t a in s  o n e - q u a r t e r  o f  th e  s i t e s  
o f  £ and i s  in  f a c t  a BCC l a t t i c e  where th e  u n i t  c e l l  c o n s i s t s  o f  
e i g h t  cubes o f  £ . (see f i g .  10.1)
We g e n e r a l i z e  t h e  Zamolodchikov model by c o n s id e r i n g  u in (1 0 .2 .1 )
as a v a r i a b l e
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0 < u < 1 (1 0 .2 .3 )
Then u i s  a t e m p e r a t u r e - l i k e  v a r i a b l e .  For u = 0 a dominant ground 
s t a t e  i s  one i n  which th e  s p in s  on are  down, th e  r e s t  are up.
The v a r i a t i o n a l  approxim ation  o f  Chapter  9 i s  a p p l i c a b l e  t o  i s o t r o p i c  
t h r e e  d im ens iona l  cub ic  l a t t i c e  models  which have a t r a n s l a t i o n  i n v a r i a n t  
ground s t a t e .  Thus we cannot  d i r e c t l y  app ly  th e  v a r i a t i o n a l  p r i n c i p l e  
t o  t h e  g e n e r a l i z e d  Zamolodchikov model .  However t h e  ground s t a t e  can 
be made t r a n s l a t i o n  i n v a r i a n t  by th e  f o l l o w in g  t r a n s f o r m a t i o n .
Suppose we nega te  the  sp in s  o f  £ . We th e n  have a p a r t i t i o n
f u n c t i o n  c o n s i s t i n g  o f  the  fou r  ty p e s  o f  cubes and weight f u n c t i o n s  
i n d i c a t e d  in  f i g .  10 .1 .  Using th e  n o t a t i o n  f o r  the  l o c a t i o n  o f  sp in s  
on a cube g iven  in  f i g .  9.1 t h e s e  weight  f u n c t i o n s  a re  s p e c i f i e d  by 
t a b l e  10 .1 .
Define th e  s ig n  f a c t o r
(a ;b )  = { ' j i f  a = b = 1 o the rw ise (1 0 .2 .4 )
which has  the  f a c t o r i z a t i o n  p r o p e r t y
(ab ;cd )  = ( a ; c ) ( a ; d ) ( b ; c ) ( b ; d ) (1 0 .2 .5 )
Then from t a b l e  10.1 (with  A,y ,v  d e f in e d  t h e r e i n )  we can check the  
r e l a t i o n s
W2 = (A;yv)
W3 = (y;Av) w ( 1 0 .2 .6 )
W4 = (v;  Ay) W][
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Using the factorization property (10.2.5) we can check that for each 
cube j = 2,3,4
W.J x (product of sign factors for each face of the cube 
not bordering a type-1 cube). (10.2.7)
The sign factor of a face with spins <j i > ° 2 , 03 ’ °4 ordered as in fig.
9.2 and with the type-1 cube bordering the edges with the spins (a]_»G2) 
and (0^,0^) is given by
(a1a4 ; a2a3) (10.2.8)
All sign factors are on faces of cubes not bordering a type-1 
cube. Multiplying out the sign factors on any one such face we find 
the total sign factor is
(g 1;o 2) (a2;a4) (a4;a3) (a^c^) (10.2.9)
which is a product of sign factors of each edge of the face. But every 
edge of the lattice borders one cube of each type. Thus for each edge 
(with spins a,b say) there are two faces containing that edge not 
bordering a type-1 cube. Hence the sign factors for each edge occur 
in pairs and do not contribute to the partition function since
(a;b)2 = 1 (10.2.10)
The partition function is therefore unchanged if we assign the 
weight function to all cubes of £ . The model with this weight
214.
function has as a ground state the state with all spins up, which is 
of course translation invariant.
10.3 A variational approximation for anisotropic models with a translation 
invariant ground state.
The price we pay for using the weight function W^ is to no longer 
have an isotropic weight function. Thus, for example, W^ is not 
unchanged by plane reversal but rather for some configurations there 
is a change in sign (the Zamolodchikov model is not physical in the sense 
that there are negative Boltzmann weights). Therefore again we cannot 
directly use the variational approximation. However by interpreting 
the variational expression for k graphically, we can write down a 
variational approximation for anisotropic models.
Recall from Chapter 9 the variational quantities A, B and F 
can be interpreted as corner, edge and face weights respectively. In 
a variational approximation for anisotropic models A, B and F will 
depend on the particular corner, edge and face of the central cube.
Let us label the faces of a cube front (f), back (b), left (£) , right 
(r), top (t) and bottom (g, for "ground"). Then the particular A's,
B's and F's can be distinguished using these labels as subscripts.
We require three such labels for A, two for B and one for F .
This distinguishes directions and orientations in the quantities 
s^ which constitute the variational approximation for < (eq. 9.3.18 
of Chapter 9). There are now three different expressions for s?(s^,s?0,s?  ^
say) and three different expressions for s^Cs^,s3? . When represented
graphically s21 *s22 anc* s?3 onl>r differ by orientations and similarly 
S31,S32,S33 (thus in the isotropic case s21 = s22 = s?3 , s31 = s32 = s33 ).
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The v a r i a t i o n a l  e x p re s s io n  f o r  k i n  t h e  a n i s o t r o p i c  case i s
K = S4S21S22S23//(' S31S32S33S1') (1 0 .3 .1 )
In f i g .  10.2 we r e p r e s e n t  s 4 , s 31 , s 21 and s^  ^ g r a p h i c a l l y .  We adopt 
t h e  conven t ion  t h a t  the  s p in s  on d o t t e d  s i t e s  a re  t o  be summed over 
w h i le  s i t e s  w i th  c i r c l e s  have th e  s p in s  t h e r e  on as v a r i a b l e s .  The 
graphs  are h ig h l y  a b b r e v i a t e d .  In th e  graph f o r  s^ , w i th  every  c o r n e r ,  
edge and face  t h e r e  i s  a s s o c i a t e d  an A, B and F r e s p e c t i v e l y ,  w i th  
th e  a p p r o p r i a t e  p o s i t i o n  s u b s c r i p t s .  The graph f o r  s ^  c o n t a in s  
two c o r n e r ,  edge and f ace  v a r i a t i o n a l  w e i g h t s ,  f o r  each c o r n e r ,  edge 
and face  o f  the  graph;  one w i l l  always have a s u b s c r i p t  b f o r  bottom, 
t h e  o t h e r  t  fo r  t o p .  The graph f o r  s^^ c o n t a i n s  four  c o rn e r  and 
edge w eigh ts  fo r  each co rn e r  and edge ( the  c o r n e r s  in  t h i s  graph be ing  
d e f in e d  as the  ends o f  the  d e g e ) , and t h e  graph fo r  s^ c o n t a i n s  the  
e i g h t  c o rn e r  weigh ts  A . The graphs  f o r  s 99 and s 9  ^ a re  o b ta in ed  
from t h a t  fo r  s~^ by o r i e n t a t i n g  th e  graph (which i s  in  th e  X-Y p la ne )  
in  the  X-Z and Y-Z p la n e s  r e s p e c t i v e l y .
S i m i l a r l y  t h e  t h r e e  s e t s  o f  v a r i a t i o n a l  e q u a t io n s  de te rm in ing  
th e  A’s ,  B 's  and F ' s  (9 .3 .2 3 )  - (9 .3 .2 5 )  can be r e p r e s e n t e d  g r a p h i c a l l y .  
A t y p i c a l  graph o f  each o f  th e  t h r e e  s e t s  o f  v a r i a t i o n a l  e q u a t io n s  
i s  given in  f i g .  10.3 ( in  f a c t  th e  ty p e -1  graph o f  f i g .  10.3 co r responds  
t o  (9 .3 .2 3 )  a f t e r  c a n c e l l a t i o n  o f  common f a c t o r s  on b o th  s i d e s  o f  t h a t  
e q u a t i o n ) . Again we a re  u s in g  an a b b r e v i a t e d  n o t a t i o n .  The number 
o f  v a r i a t i o n a l  q u a n t i t i e s  a s s o c i a t e d  w i th  each  graph i s  th e  same as 
in  f i g .  10.2 excep t  t h a t  a l l  v a r i a t i o n a l  q u a n t i t i e s  in v o l v in g  th e  top 
s u b s c r i p t  t  are not  p r e s e n t .  Due t o  t h e  a n i s o t r o p y  t h e r e  are 6 x 16 
d i s t i n c t  e q u a t io n s  o f  t y p e - 1 ,  12 x 4 o f  type 2 and 6 x 2 o f  ty pe  3 ( the
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multiplicity coming from the allowed values of the arguments of F, B and 
A respectively), which can be obtained from those given in fig. 10.3 
by rotations.
Note that in general we have 8 x 2  + 1 2 x 4 + 6 X 16 variables 
so it appears we have less equations than unknowns. However it is 
readily seen from equation 2 of fig. 10.3 and the three equations it 
generates by rotations of 9Cf in the X-Z plane that the quantities 
B occur in the combinations
BftBbt B r B , B B B, B,ft fg fg bg ’ bg bt CIO.3.2)
Knowledge of any 3 of the above determines the fourth so in this block 
of four B's one is redundant. The same considerations apply to the 
set of B ’s
Brt Brg (10.3.3)
and
Bf£ ' Bfr 5 Bb£ ’ Bbr (10.3.4)
so out of the original 12 B ’s only 9 are distinct. Similarly the 
A's only occur in the combinations
^brt^brg * Abrt‘\>£t * \ £ t \ £ g  * ^b£g\>rg (10.3.5)
and
A A A A* f£tAf£g ’ Af£gAfrgA A A AAfrt frg , frtAf£t (10.3.6)
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Out of the four variables given by (10.3.5) only three are distinct 
and similarly the four variables given by (10.3.6). Thus only 6 of 
the original 8 A ’s are distinct. Hence we have in fact more equations 
than unknowns.
10.4 General first order solutions of the variational equations.
Firstly let us define a normalized weight function W^ by
Wx = W1/W1(+|+++ |+++|+) (10.4.1)
and suppose that equation 1 of fig. 10.3 is written in terms of . 
When the system is in its ground state of all spins up the solution 
of the above specified variational equations is, for each i,j = 1,2,3
s4/s3i = s3i/s2j = S2j/Sl = 1 (10.4.2)
for each of the 8 A's
A(g .) = 6(ai, +) (10.4.3)
for each of the 12 B ’s
B(a.,cK) = 6(a., + ) 6(a., +) (10.4.4)
and for each of the 6 F ’s
F(ai,a.,ak,aÄ) = 6(g., +)6(g .^, +)6(Gk, +)5(g£, +) (10.4.5)
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Here 6 denotes the Kronecker delta.
We know from our study of the variational equations in the isotropic 
cases that in the low temperature limit the term with the spins in 
the summation on the LHS all equal to +1 dominates and is equal in 
magnitude to the RHS. To see that this is true in general divide each 
term on the LHS by the RHS, and cancel out common factors. If we then 
substitute the ground state values (10.4.3) - (10.4.5) all terms are 
zero except that with all spins in the summation of the LHS equal to 
+1 , which is not well defined (we have 0/0). As a first order approximation 
to the variational equations we equate this term for each equation 
to unity.
We seek a solution to these first order equations. Again we know 
from the isotropic case a solution can be obtained by considering the 
blocks of spins corresponding to the A's , B ’s and F's now as 
single cubes of spins, fixed to the appropriate position around a central 
cube. The spins on the outside (i.e. not bordering the central cube) 
are fixed at +1 , and the spins bordering the central cube are variables.
By assigning these single cubes of spins their weight function W^ we 
obtain a solution of the first order variational equations. This is 
again a solution of the first order equations in the anisotropic case, 
a fact which is readily seen by examining the graphical interpretation 
of these equations.
For example we have to first order
Afrg(~) = Wj (+(++-|+++ |+)
Bpt( + ,-) = W1(+|-++|+-+|+)
Ft(-,+ ,+ ,-) = W1(+|-++|+++|-)
(10.4.6)
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Note t h a t  in  the  o r d e r i n g  o f  th e  arguments o f  th e  F ' s  we adopt th e  
conv en t io n  o f  f i g .  9 .2 .
10.5 Ansatz fo r  th e  r e d u c t i o n  o f  th e  number o f  independen t  v a r i a b l e s
The r e s u l t s  o f  §10.3 and §10.4 are  a p p l i c a b l e  t o  any a n i s o t r o p i c  
cub ic  l a t t i c e  model w i th  a t r a n s l a t i o n  i n v a r i a n t  ground s t a t e .  However, 
due t o  t h e  l a rg e  number o f  independen t  v a r i a b l e s  th e  g e n e ra l  formalism 
i s  o f  no p r a c t i c a l  u s e .  We th u s  seek a p ro ced u re  t o  reduce  the  number 
o f  independen t  v a r i a b l e s  t o  a manageable l e v e l .
I f  W1 were i s o t r o p i c  we cou ld  use t h e  obvious  symmetries o f  
th e  A 's  , B 's  and F ’ s t o  reduce  th e  number o f  d i s t i n c t  e q u a t io n s  
and unknowns t o  11, r e g a i n i n g  th e  e q u a t io n s  ( 9 .3 .2 3 )  - ( 9 . 3 . 2 5 ) .  In 
f a c t  W i s  "almost  i s o t r o p i c "  in  t h e  sense  t h a t  s p a t i a l  r o t a t i o n s  
and r e f l e c t i o n s  leave unchanged th e  magnitudes  o f  th e  v a lu e s  o f  W^ , 
bu t  may change t h e i r  s i g n .  We may hope t h a t  t h e s e  symmetries and a n t i ­
symmetries  a re  r e f l e c t e d  i n  our  v a r i a t i o n a l  e q u a t i o n s .  We f in d  t h a t  
indeed  th e y  a r e ,  and t h a t  we can reduce  t h e  number o f  e q u a t io n s  to  
11, bu t  ca re  must be t a k e n  t o  o b t a i n  the  c o r r e c t  s i g n s .
The ansa tz  we use i s  as  f o l l o w s .  I f  th e  v a r i a t i o n a l  q u a n t i t i e s  
( i n  p a r t i c u l a r  th e  b lo c k s  o f  s p in s  co r r e s p o n d in g  t o  th e  v a r i a t i o n a l  
q u a n t i t i e s )  d i f f e r  only  by o r i e n t a t i o n ,  and i f  th e  co r re sp o n d in g  f i r s t  
o r d e r  s o l u t i o n s  d i f f e r  by a t  most a s i g n ,  t h e n  th e s e  q u a n t i t i e s  are 
equa ted  (w i th  th e  a p p r o p r i a t e  s i g n ) .  For example we have
F j .  ( +  >+  > -  j ~  )  - W ( + I + + +  I + - +  I - ) = - 2 u / ( l + u 2) (1 0 .5 .1 )
Ft ( - , + , - ,+  ) = W1 ( + | - + + |+ - + |+ )  = 2 u / ( l + u 2) (1 0 .5 .2 )
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so we substitute
:t(+ = -Ft ) (10.5.3)
in the variational equations.
We thus find for any orientation
A = B = F = 1 (10.5.4)
when all the arguments are + (this is a normalization). Also each 
of
A(~) > B(+,-), F(+, +,+,-), F(-,-,-,+ ), F(-,-,-,-) (10.5.5)
is independent of orientation. The quantities
B (-, -) and F(+, +,-,-) (10.5.6)
are dependent on orientation. The sign of these quantities is dependent 
on location of the - spins on the relevant edge and face. If B(-,-) 
is the variational quantity associated with an edge containing the 
spins a or h (recall fig. 9.1) then we have
B(-,-) = B ' (10.5.7)
Otherwise
B(-,-) = -B (10.5.8)
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S i m i l a r l y  i f  F(+,+, - , - )  (or  any F o b t a in e d  from t h i s  F by r o t a t i o n )  
i s  t h e  v a r i a t i o n a l  q u a n t i t y  a s s o c i a t e d  w i th  a face  o f  the  c e n t r a l  cube 
c o n t a i n i n g  th e  s p in s  a o r  h and i f  a or  h ( r e s p e c t i v e l y )  are 
th e n
F(+,+,  - , - )  = F* (10 .5 .9 )
Otherwise
F(+,+, - , - )  = - F ' (10 .5 .10 )
However our  f i r s t  o r d e r  r u l e  g ives
F(+ , - , - , +  ) = 0 (10 .5 .11 )
f o r  each  o f  th e  6 F ?s and th o s e  F ’ s o b t a in e d  from them by r o t a t i o n s .
Thus t h e s e  q u a n t i t i e s  a re  o f  th e  same magnitude b u t  t h e i r  s ig n s  are not  
de te rm ine d .  To de te rm ine  t h e  s ig n s  i t  i s  n e c e s s a r y  t o  so lve  th e  a p p r o p r i a t e  
v a r i a t i o n a l  e q u a t io n  (eq.  1 o f  f i g .  10 .3)  t o  nex t  o r d e r .  Th is  i s  done 
by e q u a t i n g  the  RHS to  th e  nex t  dominant t e rm (s )  on th e  LHS in  the  
low te m p e ra tu r e  l i m i t  (which are th e  te rms w i th  a l l  bu t  one s p in  +1 
in  t h e  summation).  F ( + , - , - , +  ) i s  c o n s id e r e d  as th e  unknown, which 
i s  de te rm ined  by s u b s t i t u t i n g  th e  f i r s t  o r d e r  v a l u e s  o f  th e  o t h e r  t e rm s .
We th u s  f i n d  t o  second o r d e r
F ( + , - , - , +  ) = £ x 2W (+ I ++- I-++ I +) W“ (+ [-++ I +++ I +)
£ x 16u4/ ( 1 + u 2) 4 (10 .5 .12 )
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where th e  s ig n  f a c t o r  £  i s  s p e c i f i e d  in  th e  same way as th e  s ign  
o f  F (+, + , - , - , ) .  Thus i f  F ( + , - , - , +  ) i s  the  v a r i a t i o n a l  q u a n t i t y  
a s s o c i a t e d  w i th  a f ace  o f  th e  c e n t r a l  cube c o n t a i n i n g  the  s p in s  a 
o r  h and i f  a or  h ( r e s p e c t i v e l y )  a re  -1 th e n  e = 1 . Otherwise 
e =  -1 . The same i s  t r u e  f o r  any F o b t a in e d  from F ( + , - , - , +  ) by 
r o t a t i o n .
S u b s t i t u t i o n  o f  t h e s e  r e l a t i o n s h i p s  between t h e  v a r i a t i o n a l  v a r i a b l e s
shows
S31 = S32 = s 33 = s 3 (10 .5 .1 3 )
and
S21 = S22 = S23 = s 2 (10 .5 .14 )
Thus t h e r e  are e l e v e n  unknowns (we t a k e  A(+) = B(+) = F (+, + ,+, + ) =
1 as n o r m a l i z a t i o n s  and s ^ / s ^ , s ^ / s ^ ^ ^ / s ^  a re  v a r i a b l e s )  j u s t  as 
in  th e  i s o t r o p i c  c a s e .
I t  remains  t o  check t h a t  t h e r e  a re  e x a c t l y  e l ev en  independent  
v a r i a t i o n a l  e q u a t i o n s  (which a r e ,  a p a r t  from s i g n s ,  the  same as in 
th e  i s o t r o p i c  c a s e ) . This  i s  e q u i v a l e n t  t o  r e q u i r i n g  each  term in 
t h e  e x p r e s s i o n  f o r  s^ t o  be i s o t r o p i c .  By t h i s  we mean each c o n f i g u r a t i o n  
t h a t  i s  r e l a t e d  t o  ano the r  by a r o t a t i o n  or  r e f l e c t i o n ,  when weighted 
by t h e  v a r i a t i o n a l  q u a n t i t i e s  as in  th e  d e f i n i t i o n  o f  s^ , must be 
e q u a l .  We r e a d i l y  v e r i f y  t h i s .
In f a c t  t h e  e q u a t io n s  reduce  t o  th o s e  o f  an i s t r o p i c  t r a n s l a t i o n  
i n v a r i a n t  model ,  e q n s . ( 9 .3 . 1 8 )  - ( 9 . 3 . 2 5 ) ,  w i th  W t h e r e i n  r e p l a c e d  
by |W^| , excep t  f o r  c e r t a i n  w e igh t s  which occur  w i th  a n e g a t iv e  s i g n .
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These exceptional weights are those corresponding to the spin configurations 
shown in fig. 10.4 and to any configuration obtainable therefrom by 
spatial reflection and/or rotation. Because of these negative signs, 
we lose the original spin-negation symmetries of the Zamolodchikov 
model.
10.6 Series and numerical results
The variational equations can be solved both numerically and in 
series form using the procedure outlined in §9.4, where we obtained such 
results for the Ising models. If k is the.partition function per 
site of the generalized Zamolodchikov model (with weight function W^) 
we obtain
k/(1+u -) = 1 +u4 - 4u^ + 4u7 + 45u8 - 36u9 - 80u^
+ 444U11 - 435u12 - l,888u1 3 + 13,460u14 (10.6.1)
For the spontaneous magnetization defined by (9.3.26) we find that
Mq = 1 - 2u4 + 8u6 - 16u7 - 158u8 + 144u9 - 176u10
- 2,416un + 3,054u12 + 6,800u13 - 103,288u!4 (10.6.2)
For the SC, FCC and BCC Ising models the variational approximation
14 19 23gave k and correctly to orders u , u , u respectively.
Unfortunately we have no direct test of the accuracy of the approximation 
for the Zamolodchikov model, but it seems likely that the series (10.6.1) 
and (10.6.2) are correct to the order given. (Even if the last co­
efficients are in error, we would expect the error to be small.)
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F(+, + , = 0 (10 .6 .3 )
But aga in  th e  num erica l  v a l u e s  o f  th e  v a r i a t i o n a l  q u a n t i t i e s  a re  monotone,  
so i t  i s  no t  p o s s i b l e  t o  o b t a i n  t h e  u s u a l  s o l u t i o n  o f  t h e  v a r i a t i o n a l  
e q u a t io n s  a t  c r i t i c a l i t y ,  s t a r t i n g  from t h e  low t e m p e ra tu r e s  s o l u t i o n  
and v a r y in g  th e  s o l u t i o n s  c o n t in u o u s ly .
Even so ,  f i g .  10.5 does show t h e  c h a r a c t e r i s t i c  " s t i c k i n g "  o f  
th e  va lu e  o f  A(-) , which i s  i n d i c a t i v e  o f  a phase t r a n s i t i o n  w i th  
v a n i s h i n g  spontaneous  m a g n e t i z a t i o n  (and th e  va lu e  o f  A(-) i s  th e n  
q u i t e  c l o s e  t o  o n e ) . We a re  p a r t i c u l a r l y  i n t e r e s t e d  in  the  va lue  
u = v/2 - 1 , when from (1 0 .2 .2 )  we r e g a i n  th e  o r i g i n a l  Zamolodchikov 
model. From f i g .  10.5 i t  i s  a t  about  t h i s  va lu e  t h a t  th e  " s t i c k i n g "  
o f  A(-) o c c u r s .  Thus our num erica l  r e s u l t s  a re  c o n s i s t e n t  w i th  the  
e x p e c t a t i o n  t h a t  th e  g e n e r a l i z e d  model i s  c r i t i c a l  a t
10 .7  A check on th e  accuracy  o f  the  v a r i a t i o n a l  approx im at ion
The p a r t i t i o n  f u n c t i o n  p e r  s i t e  o f  th e  Zamolodchikov model has 
now been e v a l u a t e d  e x a c t l y  (Baxter  1984). For the  i s o t r o p i c  case c o n s id e re d  
here  th e  r e s u l t  i s
where G = 0 . 9 1 5 9 6 5 . . .  i s  C a t a l a n ' s  c o n s t a n t .  This  p r o v id e s  a good 
t e s t  o f  the  num erica l  a p p rox im a t ion ,  which g ives  ( f o r  u = /2 - 1)
u = c /2  -  1 (1 0 .6 .4 )
(1 0 .7 .1 )
K = 1.2333 (1 0 .7 .2 )
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When one considers the simple nature of the variational approximation, 
and the fact that is is a severe test to apply it at a critical point, 
this is very good agreement.
C  7 -=*77
■igure 10.1. The four types of cubes 1, 2, 3, 4 obtained by negating the
spins on the sites indicated by dots. The corresponding weight 
functions are W^, W2 , W^, W4 respectively. The lattice formed 
by the dotted sites is a BCC.
Figure 10.2. Graphical representation of , s„^, s?  ^
text for explanations of these graphs.
and s^  . See the
1 .
Figure 10.3. Graphical representation of the three types of variational
equations. See the text for further explanation.
a;-)/ a w
1 . r
Figure 10.4. Graph of A(-) versus u for the BCC Ising model (broken lines) 
and the generalized Zamolodchikov model (full line). The scale 
on the u-axis is proportional to u , although we have marked 
in the values of u . On the latter we have marked u = /2-1
Figure 10.5. Spin configurations that have negative weight in the final
11-equation variational approximation. There are 8 configurations 
that can be obtained from the first by spatial reflection and/or 
rotation; 24 from the second and 2 from the third: all these
have negative weight.
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