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For a multigraph G, let D(G) denote maximum degree and set
1(G)=max { |E(W)|w |W|2x : WV, 3|W|#1 (mod 2)= .
We show that the chromatic index /$(G) is asymptotically max[D(G), 1(G)]. The
latter is, by a theorem of Edmonds (1965), the fractional chromatic index of G, and
the asymptotics established here are part of a conjecture of the author predicting
similar agreement of fractional and ordinary chromatic indices for more general
hypergraphs. Of particular interest in the present proof is the use of probabilistic
ideas and ‘‘hard-core’’ distributions to go from fractional to ordinary (integer)
colorings.  1996 Academic Press, Inc.
1. INTRODUCTION
A (proper) edge-coloring of a multigraph G=(V, E) is a map _: E  1,
1 a set of ‘‘colors,’’ such that _(A){_(B) whenever A, B are distinct non-
disjoint edges. The chromatic index, /$(G), of G is the least size of a 1
admitting such a coloring. We write D(G) for the maximum degree of G.
For further terminology see below.
Possibilities for the chromatic index of a (simple) graph are given by
Vizing’s Theorem of 1964 [59]:
Theorem 1.1. For any simple graph G, D(G)/$(G)D(G)+1.
(Of course only the upper bound requires proof.)
While Vizing’s Theorem provides good bounds for simple graphs (par-
ticularly as deciding which of D, D+1 is the truth appears to be very dif-
ficult [24, 43]), the situation for multigraphs has remained much less
satisfactory. Here the seminal result was proved by Shannon in 1949 [55]:
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Theorem 1.2. For any multigraph G, /$(G)w3D(G)2x.
If we are told only the maximum degree, then Shannon’s bound is best
possible (as shown by a triangle with appropriate edge multiplicities). But
unlike Vizing’s Theorem, which is always close to the truth, Shannon’s
Theorem is usually far from accurate. Moreover, it is easy to guess
though seemingly not to provea more satisfactory result, as follows.
Notice that for any WV with 3|W|#1 (mod 2), we have
/$
|E(W)|
w |W|2x
, (1)
since no matching contains more than w |W|2x edges from E(W), the set
of edges with both ends in W. (For even |W| the right hand side of (1) can-
not exceed D(G), so is of no interest here.) Thus, with
1(G) :=max { |E(W)|w |W|2x : WV, 3|W|#1 (mod 2)= ,
we have
/$(G)/$*(G) :=max[D(G), 1(G)]. (2)
(The reason for the ugly notation is that /$* is the ‘‘fractional’’ version of
/$; see below.)
It then seems likely that something like Vizing’s Theorem does hold:
Conjecture 1.3. For any multigraph G, /$(G)/$*(G)+1.
This was proposed by Goldberg [18], and again by Andersen [4] and
Seymour [54], in the stronger form
/$(G)>D(G)+1 O /$(G)=W1(G)X.
See also [20], [58] for further conjectures in this vein. (In [20], Goldberg
comments that the conjecture goes back to at least 1970.)
Following earlier results of Vizing [60], Goldberg [18], Andersen [4]
and Goldberg [19, 20], Nishizeki and Kashiwagi [48, 49] proved
Theorem 1.4. For any multigraph G,
/$(G)max[(11D(G)+8)10, W1(G)X].
So in particular,
/$(G)<11/$*(G)10+O(1),
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which has remained the best general upper bound on /$. (See also [48] for
some additional references.)
Our main result, proved beginning in Section 2, is
Theorem 1.5. For multigraph G,
/$(G)t/$*(G) as /$*(G)  .
That is: given #>0 there exists D(#) so that for any multigraph G with
/$*(G)>D(#) we have /$(G)<(1+#) /$*(G).
A more general conjecture. Theorem 1.5 is a special case of a very
general conjecture (Conjecture 1.10) first proposed in [27, Conjec-
ture 5.14], before stating which we need to recall a few definitions and
related results.
Hypergraphs. Recall that a hypergraph H is simply a collection
(possibly with repeats) of subsets of a finite set, which we will always
denote V. Elements of V are called vertices and elements of H edges.
A hypergraph is k-uniform (k-bounded ) if each of its edges has size k
(at most k).
The degree in H of a vertex x is the number of edges containing x, and
is denoted d(x). Similarly d(x, y) denotes the number of edges containing
both of the vertices x, y. We use D(H) for the maximum degree of H.
A hypergraph is d-regular if each of its vertices has degree d and simple
if d(x, y)1 for all x, y.
A 2-uniform hypergraph is a multigraph and a simple multigraph is a
graph.
For further hypergraph background see e.g. [15] or [7].
Fractional chromatic index. The chromatic index is defined for
hypergraphs as for multigraphs. (Note that our hypergraph notation
replaces both G and E by H. Thus, for example, a coloring is _: H  1
and we write /$(H) etc.)
A matching in a hypergraph is a collection of disjoint edges, and &(H),
the matching number, is the size of a largest matching. We write M(H), or
just M, for the set of matchings of H. Now /$(H) is the minimum number
of matchings into which H can be partitioned. This leads to the ‘‘frac-
tional’’ version (linear relaxation) of /$, the fractional chromatic index:
/$*(H)=min { :M # M f (M) | f : M  R
+, :
A # M # M
f (M)1 \A # H= .
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The celebrated ‘‘Matching Polytope Theorem’’ of J. Edmonds ([9], or
e.g. [46, 53]) is equivalent to the statement that for multigraphs the defini-
tions of /$* given here and in (2) agree. (The easy part of this is that the
value in (2) is a lower bound on /$* as defined here. See Section 3 for a
more usual statement of Edmonds’ Theorem.)
List colorings. The list-chromatic index, /$l (H), of a hypergraph H is
the least t such that if S(A) is a set (‘‘list’’) of size t for each A # H, then
there exists a coloring _ of H with _(A) # S(A) for each A # H. One
natural reason for considering such a notion is that an ordinary coloring
problem in which some colors have already been assigned is a list-coloring
problem. See [2] for an (already somewhat out of date) survey of recent
developments in this area.
Of course one always has /$l/$. The intuition that coloring should be
most difficult when all lists are equal is specious in general (see [12, 61]),
but seems correct for edge-colorings of multigraphs: the following ‘‘list-
chromatic’’ or ‘‘list coloring’’ conjecture was proposed several times,
apparently first by Vizing in 1975 (see e.g. [21] for more on this story).
Conjecture 1.6. For every multigraph G, /$l (G)=/$(G).
The case G=Kn, n the Dinitz Conjecturewas proposed by J. Dinitz in
about 1978 (see [10]) in the context of Latin squares. This version is par-
ticularly appealing, and seems to have provided much of the initial
stimulus for western interest in such questions.
Conjecture 1.6, and the Dinitz Conjecture in particular, received con-
siderable attention, especially in the last five years (see e.g. [2, 21, 16] for
discussion and references). The Dinitz Conjecture was finally given a
beautiful and wholly elementary proof by F. Galvin [16], who in fact
proved Conjecture 1.6 for all bipartite multigraphs.
The nonbipartite case is still open. Note that for a bipartite multigraph
G we have /$(G)=D(G) (see [38, 39] or e.g. [46]). Lack of such an easy
description of /$ is one difficulty distinguishing the general from the
bipartite case in Conjecture 1.6. For G with d(x, y)<o(D(G)) \x, y the
bound /$l (G)<(1+o(1)) D(G) is contained in Theorem 1.9 below. An
improvement in the o(1) term for (simple) graphsspecifically the bound
/$l (G)D(G)+O(D(G)23 - log D(G))is given in [21], where it is also
shown that /$l (Kn)n (thus proving Conjecture 1.6 for Kn , n odd).
Good asymptotic behavior. The last fifteen years have seen the
development of a substantial body of work dealing with hypergraphs in
which, roughly speaking, edge sizes are bounded and degrees are large. See
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for example [52, 14, 50, 28, 32, 57, 30], as well as [15, 27, 29] for surveys
of some of this material.
One may take as a general message of these developments that, in con-
trast to the familiar intractibility of general hypergraph problems, the
restrictions just stated tend to at least give good asymptotic behavior.
For example, we have the following increasing sequence of results due
respectively to N. Pippenger (unpublished, see [56, 15]), Pippenger and
J. Spencer [50], and the author [28].
Theorem 1.7. Let k be fixed and H a k-uniform d-regular hypergraph
on n vertices satisfying
d(x, y)<o(d) for all distinct vertices x, y. (3)
Then &(H)tnk (d  ).
Theorem 1.8. Under the hypotheses of Theorem 1.7, /$(H)td (d  ).
Theorem 1.9. Under the hypotheses of Theorem 1.7, /$l (H)td (d  ).
Note that convergence in these statements is uniform in H (as in the
sentence following Theorem 1.5).
One interpretation of (3) is that it makes degrees ‘‘honestly’’ large.
Another has to do with ensuring a degree of approximate independence in
various random procedures involved in the proofs of the above results.
(All three results, as well as the others cited above, depend on versions
of an incremental random technique whose development is one of the more
important discrete mathematical achievements of recent years. This story
has been told several times, e.g. in [15, 27], and will not be repeated here.
The method was pioneered in [1, 37]. See, in addition to the references
cited above, [26, 35, 36, 25] the last two are especially interestingfor
further applications.)
It is a priori quite obvious that the limits given in Theorems 1.71.9 are
the ones to aim for, so that the meaning of ‘‘good asymptotic behavior’’ is
clear in these cases. For other problemse.g. the chromatic index of a
multigraphthe definition of good behavior may be less obvious. But as
observed in [30, 27, 32], a natural general definition is obtained by regard-
ing the problem in question as an integer programming problem and
taking ‘‘good behavior’’ to mean asymptotic agreement of the associated
fractional and integer optima.
Theorems 1.7, 1.8 are statements to this effect, and one may interpret
Theorem 1.9 in the same way. (That for H as in Theorems 1.71.9 one has
/$*td is not at all obvious, but follows from an improved proof of
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Theorem 1.7 given in [50] (or, of course, from Theorem 1.8; note it tri-
vially implies Theorem 1.7). For Theorem 1.9 one can define a fractional
list-chromatic index, but this turns out to be the same as /$*.)
Of course, Theorem 1.5 is again in this vein, and we believe it is only one
instance of a much more general phenomenon:
Conjecture 1.10. For fixed k and k-bounded H,
/$l (H)t/$(H)t/$*(H) as /$*(H)  .
At this writing even /$l t/$ for multigraphs seems to require substantial
new ideas and looks very interesting (but compare Conjecture 1.6).
Note that for hypergraphs we no longer have an Edmonds-type deter-
mination of /$*. This is just one of several ways in which the problem is
likely to be more difficult for hypergraphs than for multigraphs. But (see
the remark following (15) for an intelligible version of this comment) it
should be emphasized that our point of departure is really just the exist-
ence of a fractional solution to the coloring problem indeed, the use of
probabilistic ideas to go from fractional to integer is to my mind the most
interesting aspect of the present workand this at least does not require
Edmonds’ Theorem.
Let us stress that in Conjecture 1.10 we are predicting (and in
Theorem 1.5 proving) good behavior even in the absence of anything like
(3). Of course a conclusion like &t&*, even for multigraphs, is nonsense
without (3) or some substitute; but coloring problems seem to be nicer.
Even for the much more general problem of coloring the vertices of a graph
(or equivalently the edges of a general hypergraph), it is not easy to give
examples where the chromatic number / and its relaxation /* differ sub-
stantially. (Chromatic number is just the vertex-coloring analogue of
chromatic index; see e.g. [46].) Perhaps the best-known instances of this
are Lova sz’ proof of Kneser’s conjecture [45] and, though not in this
language, Borsuk’s Theorem stating that a ball in Rd cannot be covered by
d sets of smaller diameter [8]. For another example see [41].
There is, seemingly, something important and conceivably very general
to be understood here, though at this writing we cannot even suggest any
reasonable conjectures.
Proof preview. The structure of the proof of Theorem 1.5 is similar to
that of Theorem 1.8. We color E(G) in s (=large constant) ‘‘semirandom’’
stages followed by a greedy stage. Let  be a small positive constant
and suppose Gi&1 is the graph remaining after stage i&1, with
/$*(Gi&1)rDi&1. For the i th semirandom stage we consider wDi&1 x
matchings chosen independently from an appropriate ‘‘hard-core’’ probability
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distribution on M(Gi&1) and use the Lova sz Local Lemma (whence ‘‘semi-
random’’) to prove that there is some way to choose these matchings so that
their deletion from Gi&1 shrinks /$* by about Di&1. The precise statement
and easy derivation of Theorem 1.5 from this are given in Section 2.
New here are the use of hard-core distributions (see Section 3 for defini-
tions and relevant background) and the use of the Local Lemma in a situa-
tion where we have only approximate independence.
Hard-core distributions are entropy-maximizing for given marginals
pA :=Pr (A # M) (M our random matching), so may be thought of as ‘‘most
random’’ for given pA ’s. The key to the whole business is Lemma 5.2 from
[31] which gives considerable approximate independence in a hard-core dis-
tribution whose vector of marginals (pA : A # E) # RE is not too close to the
boundary of the matching polytope. In particular (Lemma 3.2) pA is not
much affected by what the random matching looks like far from A.
In contrast, [50] uses a ‘‘random greedy’’ distribution on M(H). (This
in particular enjoys exact independence of [A # M] from events involving
only edges a sufficiently large constant distance from A. One could also
prove Theorem 1.8 using Spencer’s recent ‘‘continuous’’ proof of
Theorem 1.7 [57] in place of the proof in [50], and then again the inde-
pendence would be only approximate.) But it’s easy to see that a random
greedy matching is not suitable for our purposes, since, for example, we
lose the basic property of the distributions in [50, 57] that all marginals
are close to 1D. This, incidentally, suggests a question already mentioned
in [29] (see below for = = and 2):
Question 1.11. Is it true that for each =>0 there exist t and D0 such
that for every DD0 and D-regular multigraph G with /$*(G)=D, there is
a probability distribution p on M=M(G) satisfying
(a) pA= = 1D \A # E(G), and
(b) for M chosen according to p, and A # H, the event [A # M] is
independent of the events [[B # M]: 2(A, B)>t]?
Additional terminology. For x, y # V, we use 2(x, y) or, if necessary,
2G(x, y) for distance from x to y in G, defined in the natural way. This
extends naturally to distances between other types of objects in G, for
instance, for E$ , E"E,
2(E$ , E")=min[2(x, y): x # _ A # E$ A, y # _ B # E" B].
For additional graph-theoretic background see e.g. [46].
We write a= $ b for (1+$)&1 b<a<(1+$) b. In general we treat large
numbers as integers, trusting the reader will agree this is preferable to clut-
tering the paper with essentially irrelevant w x ’s.
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2. PROOF MODULO PROOFS
Our basic iteration is given by the following lemma, whose proof
occupies Sections 35.
Lemma 2.1. For all >0 and :<1 there exists D* such that the follow-
ing is true. Suppose D>D* and set u=wDx. Then for any multigraph G
with /$*(G)D there exist M1 , ..., Mu # M(G) such that
/$*(G" _ Mi)e&: D. (4)
Given this we finish easily as follows. We must show for any fixed #>0
that
/$(G)<(1+#) /$*(G) (5)
whenever /$*(G) is sufficiently large. Choose >0 with
(1&)&1+<1+#3. (6)
Set :=1& and let D* be as in Lemma 2.1. We show (5) provided
D :=/$*(G)>3#&1D*.
Let G = G0 , Di = e&i:D (so D0 = D), and u(i) = wDi&1 x. Set
s=(:)&1 log (3#). Then for j=0, ..., s&1 we have
Dj>Ds=#D3>D*,
so by Lemma 2.1 we can find for i=1, ..., s matchings M i1 , ..., M
i
u(i) of Gi&1
such that Gi :=Gi&1"u(i)j=1M ij has
/$*(Gi)Di .
This gives
/$(G) :
s
i=1
u(i)+/$(Gs)
<D(1&e&:)&1+2Ds
<(:&1++2#3) D
<(1+#) D
(using the trivial fact that chromatic index is at most twice maximum
degree for the second inequality and (6) for the last).
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3. HARD-CORE DISTRIBUTIONS
In this section we mainly want to give enough background to enable us
to state our main lemma, Lemma 3.2, on hard-core distributions. Then,
after a pause (Section 4) to derive the proof of Lemma 2.1, the proof of
Lemma 3.2 is given in Section 5.
A hard-core distribution (or measure) on M is a distribution p=p*
derived from some *: E  R+ according to
w(M)= ‘
A # M
*A ,
p(M)=w(M)< :M$ # M w(M$).
The name ‘‘hard-core’’ is that given to such distributions in statistical
physics (e.g. [6]), where the weights *A are sometimes called activities.
(In this connection see also, e.g., [22, 40].) Other recent, rather diverse
contexts in which hard-core distributions have proved important include
[44, 51, 42]. (They are called ‘‘normal populations’’ in [51], and in [42]
are not thought of as probability distributions at all, but as ‘‘canonical’’
convex representations of points in Rn.)
For a vertex x and matching M, we write xOM for x # _ A # MA (that
is, x is covered by the matching M). For p a probability distribution on M,
M # M chosen according to p, xi # V and A # E, we write p(x1, ..., xt) for
Pr (x1 , ..., xt O M), and p(A) for Pr (A # M). We also extend this notation
to conditional probabilitiese.g. p(x | y )in the obvious way.
In the case of a hard-core distribution, we may also think of G as a
‘‘weighted’’ graph incorporating * (this is the point of view of [22], for
example), and write pG(x ) etc. (This becomes convenient in Section 5.)
The numbers p(A), A # E are the marginals of p. This is, admittedly,
overburdening p a bit, and when necessary we will also write fp for the
vector ( p(A): A # E) of marginals of p.
Let *xy=[*A : x, y are the ends of A]. Since for A with ends x, y,
p(A)=*Ap(x , y ), we have
p(x )+ :
ytx
*xyp(x , y )=1, (7)
which, when divided by p(x ), gives the basic identity
p(x )=_1+ :ytx *xy p( y | x )&
&1
. (8)
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Our coloring procedure will be based on matchings chosen from M
according to some distribution whose marginals we are in a position to
specify, and which, moreover, is in some sense endowed with a fair amount
of approximate independence.
The question of existence of a distribution on M with given marginals is
answered by Edmonds’ ‘‘Matching Polytope’’ Theorem [9]. The matching
polytope of a multigraph G is
MP(G)=conv[1M : M # M(G)],
a convex subset of RE. Edmonds’ Theorem asserts that f # RE belongs to
MP(G) if and only if f0,
:
A % x
fA1 \x # V, (9)
and
:
AW
fA\ |W|2  \WV, |W| odd. (10)
As mentioned earlier, this is equivalent to the statement that for multi-
graphs /$* is given by (2).
Of course saying that f is in MP(G) is the same as saying it is the vector
of marginals of some probability distribution on M. A given set of
marginals will in general correspond to many such distributions. But,
again, we also want certain independence properties, and for these we turn
to hard-core distributions. The basic existence result for such distributions
was proved in [51, 42]:
Theorem 3.1. If f # RE, f0, then there is a hard-core distribution p on
M with fp=f if and only if the inequalities (9), (10) are strict for f, and in
this case p is both the unique such hard-core distribution and the (unique)
entropy-maximizing distribution with marginals f.
Since this is a little hard to dig out of [51, 42], we sketch a simple proof:
We may assume f>0 (or pass to the subgraph whose edge set is
supp( f )). Lagrange multipliers show that the (unique) p achieving
max[H( p): p a distribution on M with marginals f ]
is either hard-core or lies on the boundary of the simplex
S=[ p # (R+)M :  pM=1]; but the latter possibility is excluded by the
facta consequence of Edmonds’ Theorem and our assumption that the
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inequalities (9), (10) are strictthat there is some p # S with full support.
Thus the entropy-maximizing distribution with marginals f is hard-core.
For uniqueness, a straightforward calculation shows that if p, q are hard-
core distributions with the same marginals, then
: ( pM&qM) log pM=0=: ( pM&qM) log qM ,
which implies p=q.
Remarks. An analogous result holds for (general) hypergraphs, except
we should replace the conditions involving (9), (10) by ‘‘fp # (1&$)MP(H)
for some $>0’’ (which by Edmonds’ Theorem gives an equivalent state-
ment when H is a multigraph).
Though entropy maximization is not used in what follows, we may at
least take it as a good sign, on the general grounds that the more random-
ness we have, the better off we are. (Of course entropy is also the key to
proving Theorem 3.1.)
Finally, the independence we require is given by the following lemma,
whose proof is postponed until Section 5.
Lemma 3.2. For any $>0 there is a 2=2($) such that for any multi-
graph G=(V, E), p a hard-core distribution with fp # (1&$) MP(G), and M
drawn from M(G) according to p, the following are true.
(a) For any x # V and Q an event of the form
[M$E$ , M & E"=<] (11)
with E$ , E" (disjoint) subsets of E at distance at least 2 from x,
p(x | Q)=$ p(x ).
(b) Similarly, for any A # E and Q as in (11) with 2(E$, A),
2(E", A)2,
p(A | Q)=$ p(A).
Remark. We believe, but haven’t quite shown, that the same conclusion
holds if we replace fp # (1&$) MP(G) by the weaker assumption that
p(x )$ for all vertices x; at the moment, at any rate, we have no use for
such an improvement.
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4. PROOF OF LEMMA 2.1
Here we prove Lemma 2.1 assuming Lemma 3.2. The latter is proved in
the next section.
Before beginning the proof, we need one easy observation which limits
the odd sets W we must check to verify (4). For WV, we write G[W]
for the subgraph induced by W, and set h(W)=|E(W)|w |W|2x.
Proposition 4.1. Let A # R, =>0 with ( for convenience) =&1 # N, and
suppose G=(V, E) is a multigraph satisfying
d(x)(1+=)&1 A \x # V,
h(W)A \WV with |W|=&1 and G[W] connected. (12)
Then /$*(G)A.
Note that in applying Proposition 4.1 we only need to verify (12) when
|W| is odd, since for even |W| one trivially has h(W)D(G).
Proof. It’s easy to see (and well-known) that h(W)C holds for all
WV provided it holds whenever G[W] is connected. So we just need
h(W)A for WV with |W|=&1+1. But for such W we have, using
our assumption on degrees,
h(W)
|W|(1+=)&1 A2
( |W|&1)2
A. K
For the proof of Lemma 2.1 we may assume G is D-regular. (Otherwise
it’s easy to add vertices and edges to make G D-regular without increasing
/$* beyond D.) Note that in what follows it is D which parameterizes
expressions such as o(1), |(1).
We will use a ‘‘semirandom’’ approach to ‘‘find’’ Mi ’s satisfying (4). We
use the Lova sz Local Lemma [11] in the form (see [13] or e.g. [3, p. 55]).
Lemma 4.2. Let A1 , ..., An be events in an arbitrary probability space,
and 1 a graph on vertex set [n] with degrees at most d and such that for
any i # [n] and S[ j # [n]"[i]: it% 1 j],
Pr \Ai } j # S A j+p. (13)
Then if ep(d+1)1, Pr(i # [n] A i)>0.
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Though (13) is what’s needed for the proof of Lemma 4.2, in our situa-
tion much more will actually be true; namely the probability of Ai will not
be significantly affected by any conditioning involving events Aj with jt% 1i.
(See Lemma 4.3.)
Proof of Lemma 2.1. Fix =>0 with =&1 # N and
e&(1&=)2 +=(1+=)&1 e&: (14)
(so =r(1&:) 2).
Let p0=(1&=)D and let p be the hard-core distribution with
p(A)=p0 \A # E. (15)
(Existence of p is guaranteed by Theorem 3.1.) Let M1 , ..., Mu be chosen
independently from M=M(G), each according to p.
Remark. Notice that by the remarks following Theorem 3.1, we could
also begin in this way to try to prove the /$t/$* portion of Conjec-
ture 1.10. This explains the remark following that conjecture concerning the
lack of an Edmonds’ Theorem for MP(H). Indeed, though Edmonds’ con-
straints (9), (10) do play a central role in guiding our procedure below,
I think it’s the lack of anything like Lemma 3.2, rather than of an Edmonds
analogue, that is the main obstacle to extending the present work to hyper-
graphs.
Set
W=[WV: 3|W|=&1, |W| odd, G[W] connected].
(The connectivity assumption will be used to limit degrees in the graph 1
introduced below.)
Recall that E(W)=[A # E: AW], and set E(v)=[A # E: v # A]. For
v # V, W # W, define random variables
Xv= }E(v)> .
u
i=1
Mi } ,
XW= }E(W)> .
u
i=1
Mi } ,
and events
Tv=[Xv>(1+=)&1 e&:D],
TW=[XW>e&: w |W|2x D].
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We will apply Lemma 4.2 to show that there is a choice of M1 , ..., Mu for
which none of these events occurs; that is,
Pr \ v # V T v 7 W # W T w+>0. (16)
Note that by Proposition 4.1 this is enough to prove Lemma 2.1.
Let 2 be 2(=) of Lemma 3.2 (note fp # (1&=) MP(G)), and form the
graph 1 with V(1 )=V(G) _ W and
Yt1 Z if 2G(E(Y), E(Z))2.
Then it’s easy to see that
d1 (Y)<DO(1) \Y # V(1 ). (17)
(For example, if W # W, then
|[W$ # W: 2(W, W$)2]|=&1D2+=&2
because: we can choose W$ by choosing v # W in at most =&1 ways; v$ # V
with 2(v, v$)2 in at most D2 ways; and W$ % v$ in at most D=&2 ways,
since v$ # W$ # W implies
W$Z(v$) :=[w # V: 2(v$, w)=&1&1],
so, very crudely, there are at most
:
=&1
i=3 \
|Z(v$)|&1
i&1 +<D=&2
W$ # W with W$ % v$.)
On the other hand, we will show for any Y, Y1 , ..., Ym # V(1 ) with
Yt% 1 Yi for 1im,
Pr \TY } 
m
i=1
T Yi+<D&|(1), (18)
which with (17) gives (16) via Lemma 4.2.
What we actually show is that TY is unlikely under any conditioning that
involves only edges far from Y:
Lemma 4.3. Let Y # V(1 ) and for j=1, ..., u let Qj be any event of the
form
[Mj $Ej$ , Mj & Ej"=<]
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where E$j , Ej" are (disjoint) subsets of E at distance at least 2 from E(Y). Let
Q=uj=1 Qj . Then
Pr(TY | Q)<D&|(1). (19)
Of course this gives
Pr(TY | Q*)<D&|(1)
for any event Q* which is determined by the restrictionsMj |[A # E: 2(E(Y), A)>2],
j=1, ..., u. In particular, since mi=1 T Yi is such an event, we have (18).
Proof of Lemma 4.3. Set X=XY , F=E(Y). Notice that
|F |{Dw |W|2xD
if Y=v # V
if Y=W # W.
(20)
Now for any A # E(Y) and i, we have by Lemma 3.2 (more accurately, by
our choice of 2), Pr(A # Mi | Q)>(1&=) p0, so that
Pr(A  _ Mi | Q)<(1&(1&=) p0)u<e&(1&=)
2 
and
E[X | Q]<e&(1&=)2  |F |. (21)
But if we set Xi=E[X | Q, M1 , ..., Mi] for i=0, ..., u, then (E[X | Q]=
X0 , ..., Xu=X) is a martingale with
|Xi&Xi&1 |=&1 \i. (22)
(For martingales see e.g. [47, 3]. Of course the bound in (22) can be
replaced by w |W|2x, which is still very crude, if Y=W, and by 1 if Y=v.)
So by Azuma’s inequality we have for any ‘>0,
Pr(X&E[X | Q]>‘ | Q)<exp _& ‘
2=2
2u &.
In particular, using (20), (21) and (14),
Pr(TY | Q)<Pr (X&E[X | Q]>=D | Q)
<exp _& =
4D2
2wDx&
=e&0(D),
so we have (19). K
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5. PROOF OF LEMMA 3.2
In this section it’s convenient to think of our graphs as weighted, usually
by *, with random matchings chosen according to the corresponding hard-
core distributions.
We first recall Godsil’s [17] notion of the path-tree T(G, v) associated
with a graph G and v # V(G). (This is called a tree of walks in [17]; ‘‘path-
tree’’ is from [46].)
Suppose G is a graph with edge weights given by *. The vertices of
T=T(G, v) are the paths of G which begin at v. (For our purposes a path
is a sequence (y0 , y1 , ..., yl) of distinct vertices with yi tyi&1.) Two vertices
of T are adjacent if one is a maximal proper subpath of the other, and we
give the edge [( y0 , ..., yl&1), ( y0 , ..., yl)] of T weight *yl&1yl . We write v for
the singleton path (v) and take it to be the root of T.
We write _(w) (or _T (w), but it will always be clear which T is meant)
for the set of children of vertex w in tree T.
Path-trees T(G, v) turn out to capture considerable information about
matchings in G, and to be in some respects easier to work with than the
graph itself. (Again see [17] or the exposition in [46]. See also [33] for
a more sophisticated application of path-trees than that given here.) For
our purposes the relevant connection is given by
Lemma 5.1. With notation as above, pG(v )=pT(G, v)(v ).
This is an immediate consequence of the main result of [17]; see [33].
(Actually [17, 33] only discuss unweighted graphs, but their arguments
extend without modification to the more general case.)
An advantage of working with T(G, v) is that it allows us to compute
probabilities pG(x ) recursively. For trees the basic identity (8) takes the form
pT( y)( y )=_1+ :z # _( y) *yz pT(z)(z )&
&1
(23)
where we write T( y) for the subtree rooted at y. So we may (in principle)
compute the probabilities pT( y)( y ) beginning at the leaves and working up
to the root v, for which pT(v)(v )=pT (v ). (Incidentally, (8), (23) and induc-
tion give an alternate proof of Lemma 5.1.)
As mentioned earlier, the following result from [31] (see also [34]) is
at the heart of the present work.
Lemma 5.2. For any $>0 there is a $$>0 such that if fp # (1&$) MP(G),
then
p(x , y )>$$ \x, y # V.
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(The converse is also true: if p(x , y )>$>0 for all x, y, then
fp # (1&$$) MP(G) for some $$>0 depending only on $; see [31].)
Corollary 5.3. For any $>0 there is a K such that if fp # (1&$) MP(G)
and x # V(G), then
:
ytx
*xy<K. (24)
(The main step in the proof of Lemma 5.2 is showing that the individual
weights *xy are bounded by some function of $.)
Proof. With $$ as in Lemma 5.2, and using (7), we have
1> :
ytx
*xyp(x , y )>$$ :
ytx
*xy . K
Proof of Lemma 3.2. We show that the conclusions of the lemma are
true if we replace the assumption fp # (1&$) MP(G) by (24) for some fixed
K. First notice that it’s enough to show this for (a): If A=[x, y] # E, then
p(A)=*Ap(x , y )=*Ap(x ) p( y | x ) (25)
and
p(A | Q)=*Ap(x , y | Q)=*A p(x | Q) p( y | x , Q). (26)
But p conditioned on [xO M] is just the hard-core distribution given by
* restricted to edges of G&x. So two applications of (a) using (25), (26)
(and an appropriately modified $) give (b).
For the proof of (a) let K be the bound in (24). Given Q as in (11), let
G(Q)=G&A # E$ A&E". Then
pG(Q)(v )=p(v | Q). (27)
Set T=T(G, v), T $=T(G(Q), v), so that, according to (27) and
Lemma 5.1, we are interested in the ratio
pG(v )
pG(Q)(v )
=
pT (v )
pT $(v )
.
We must show this is close to 1 when 2 is large.
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Let T0 be T truncated at level 2 (that is, T0 consists of the first 2 levels
of T, or equivalently of T $), and let S be the family of all (weighted) trees
S having first 2 levels equal to T0 and satisfying
:
y # _(x)
*xyK \x # V(S). (28)
Then T, T $ # S, so it will be enough for us to show
Lemma 5.4. Fix K. Let T0 be a depth 2 tree rooted at v, and S the
family of all trees having first 2 levels equal to T0 and satisfying (28). Then
max[ pS(v ): S # S]
min[ pS(v ): S # S]
 1 (2  ). (29)
(Note the convergence is uniform in T0 .)
In fact it’s easy to see which trees give the maximum and minimum in
(29). Let T1 be the depth 2+1 tree in S for which each x at depth 2 has
a single child y(x) and *x, y(x)=K. For convenience, set
(S0 , S1)={(T0 , T1) if 2 is odd(T1 , T0) if 2 is even.
Then from (23) one easily concludes that
min[ pS(v ): S # S]=pS0(v )
(30)
max[ pS(v ): S # S]=pS1(v ),
so that the ratio in (29) is pS1(v )pS0(v ).
We may thus reformulate Lemma 5.4 as follows. For any tree S rooted
at v, let S$ be S with the leaves of maximum depth deleted, and set
p(S)=max[ pS(v ), pS$(v )],
q(S)=min[ pS(v ), pS$(v )].
(So again, for example,
p(S)={pS(v )pS$(v )
if the depth of S is even
if the depth of S is odd.)
Suppose K is given and for each 21 set
\(2)=\K (2)=max
S
p(S)
q(S)
, (31)
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the maximum taken over S of depth 2 satisfying (28). Then in view of (30)
we may restate Lemma 5.4 as
Lemma 5.5. With K fixed and notation as above, \(2)  1 as 2  .
Remark. Precise evaluation of \(2) seems a bit delicate, though it may
be that a maximizing S in (31) is just a path of length 2 with all edge
weights K.
Proof of Lemma 5.5. Let 23 and suppose S is of depth 2 with root
v and satisfies (28). Let _(v)=[w1 , ..., wa], _(wi)=[zi1 , ..., zi, b(i)]
(i=1.. ., a), *vwi=:i and *wizij=;ij .
Let Sij be the subtree of S rooted at zij and set p=p(S), q=q(S),
pij=p(Sij) and qij=q(Sij). Then (23) gives
p=_1+:i
:i
1+j ;ijpij&
&1
q=_1+:i
:i
1+j ;ijqij&
&1
Set \(2&2)=# (>1). We will show that = (>0) defined by
pq=(1&=) #
is not too close to 0 provided # is not too close to 1, using
: :iK, :
j
;ijK \i
and
pij qij# \i, j. (32)
Setting j ;ijqij=Xi and using (32) we have
1
#
p
q
=
1
# _1+:i
:i
1+j ;ijqij&_1+:i
:i
1+j ;ij pij&
&1

1
# _1+:i
:i
1+Xi&_1+:i
:i
1+#Xi&
&1
<
1
# _1+:i
:i
1+Xi&_1+
1
#
:
i
:i
1+Xi&
&1
(33)
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Since  :i(1+Xi) :iK (and since (1+y)(1+y#) is increasing in y
for #>1), the right hand side of (33) is at most (1+K)(#+K)=
1&(#&1)(#+K). Since this applies to any (relevant) S. we conclude that
\(2)<\1& #&1#+K+ #,
and the lemma follows. K
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