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Summary. — The processes of particle diffusion and acceleration are currently
being tackled worldwide because of their major implications in astrophysical and
laboratory plasma physics. Despite the efforts of the whole community, a compre-
hensive theoretical description of such phenomena is still missing. In this work, a
two-dimensional (2D) version of the Non-Linear Guiding Center (NLGC) theory is
derived, in order to describe particle transport in some particular scenarios. The
theory is validated with 2.5D kinetic simulations of plasma turbulence. Simulations
parameters are chosen so that several scenarios can be described, going from the so-
lar corona to the solar wind and the magnetosheath. Finally, the role of turbulence
coherent structures on particle acceleration and energization is investigated. Cur-
rent sheets are found to be of major importance in this scenario and that there is a
scale-resonance interaction between the current sheet size and the particles’ Larmor
radii.
1. – Introduction
Understanding particle transport and acceleration phenomena could solve many of the
currently puzzling problems of astrophysics. Particle acceleration is profoundly affected
by turbulence, one example is the solar corona where plasma gets heated from explosive
events [1]. In the same way, understanding diffusion in the interplanetary medium [2, 3]
could tell whether energetic particles coming from a flare or a coronal mass ejection
would hit a satellite, an astronaut or Earth. Coming down to Earth, a major problem
for laboratory plasmas is confinement. A comprehensive description of the effects of
turbulence on particle motion [4, 5] and acceleration [6] is needed in order to advance
toward plasma fusion [7] and clean energy sources [8]. Charged particle motion in all
these systems is deeply affected by the presence of turbulence. Particles do not only
gyrate along the magnetic field lines, but they also spread in the plane perpendicular to
the mean magnetic field [9-11]. Because of the turbulent nature of the fields scattering
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the particles, the analytical treatment is challenging and a statistical approach becomes
appropriate [12, 13]. A fundamental quantity used to describe diffusion is the diffusion
coefficient. In the case in which the motion along the mean field is decoupled from that
in the perpendicular plane, also the coefficients are independent and can be calculated
separately [13, 14]. In this scenario, the non-linear guiding centre (NLGC) theory [15]
is able to accurately evaluate the diffusion coefficients for three-dimensional (3D) sys-
tems. Despite a more realistic description, 3D systems are much more computationally
expensive with respect to 2D ones. However, 2D scenarios are useful when the system is
embedded in a strong magnetic field. Previous studies have shown that, when a mean
magnetic field is present, turbulence becomes anisotropic and the typical pattern of cur-
rent sheets and reconnecting magnetic islands mainly develops in the plane perpendicular
to the main field, while the structures are elongated in the parallel direction [16-18]. Due
to this anisotropy, also magnetic field topology modification, and eventually energy ex-
change with particles, are mainly effective in the perpendicular plane [19-24]. Particle
acceleration and energization are currently believed to be primarily due to magnetic
reconnection [25, 26]. The magnetic field topology changes are detectable as explosive
events, such as flares [27, 28] and coronal mass ejections [29], which release very quickly
large amounts of energy stored in the field to particles. In this work, the approach used
to tackle these phenomena is through self-consistent 2.5D simulations of plasma turbu-
lence. In this approximation, the 3D fields depend on 2 spatial coordinates, granting a
reduction of computational costs, with respect to a full 3D description, while being able
to describe systems with a guiding magnetic field with almost the same accuracy. The re-
alistic texture of turbulence that comes from the simulation is a good environment where
to study particle diffusion. Moreover, to look at particle acceleration and energization,
the self-consistent treatment is mandatory. It is through the feedback between fields and
particles that these phenomena can produce more realistic effects.
This work is organized as follows: in sect. 2, the model used to carry on the simulations
is presented; sect. 3 contains the results about particle diffusion and sect. 4 shows how
particles change their velocity through their journey. Finally, a brief discussion on the
results is given.
2. – Simulation overview
The continuous feedback between particles and fields in low collisional plasmas is
described through the Vlasov-Maxwell set of equations (1)
ẋ = v,(1a)
v̇ = E + v × B,(1b)
∂B
∂t
= −∇ × E,(1c)
E = −(u × B) + 1
n
j × B − 1
n
∇Pe + ηj,(1d)
where x is the position of the particle and v its velocity. E and B are the electric
and magnetic fields respectively. Let f(x,v, t) be the ion velocity distribution function,
so n =
∫
f dv is the ion number density, u = (1/n)
∫
v f dv is the bulk flow speed.
j = ∇×B is the current density, the electron pressure term is modeled with an adiabatic
equation Pe = βnγ and η = 6 · 10−3 introduces small-scale dissipation to prevent nu-
merical noise from building up. In the code, distances are normalized to the ion inertial
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length, di = c/ωpi, where c is the speed of light and ωpi is the ion plasma frequency.
Time is normalized to the inverse of ion cyclotron frequency Ω−1ci . Velocities are normal-
ized to the Alfvén speed, cA = cΩci/ωpi. Simulations were performed with a hybrid-PIC
code [30]. The hybrid choice allows the kinetic description of ions while electrons are
treated as a massless fluid that grants the pressure term described above. The loss of
small-scale description is compensated by shorter computational times. The Particle-
In-Cell (PIC) technique is widely used when a self-consistent approach is needed, e.g.,
when treating energy exchange between fields and particles. The PIC method is based
on the sampling of the particle velocity distribution function (VDF). Equations (1) are
solved for the so-called “macro-particle”, that are the VDF slices mentioned above. Be-
cause of this partitioning, PIC codes tend to be noisy if the macro-particles are chosen
as wide bins of the VDF. The domain used is (128 × 128)d2i , discretized with 512 × 512
cells and periodic boundary conditions. In order to reduce the implicit noise coming
from the PIC technique, there are 1500 particles per cell for a total of more than 108
total particles. Simulations were carried out with three different values of the plasma β,
the ratio between the thermal and the magnetic pressures, to be able to describe very
different environments, such as solar corona (β = 0.1), solar wind (β = 0.5) and magne-
tosheath (β = 5). All the simulations have the same initial conditions of uniform density
and temperature and the starting VDFs are Maxwellian. Turbulence is initiated impos-
ing large-scale random fluctuations, in the plane perpendicular to the guiding field, for
the magnetic field and the ion bulk velocity field. The amplitude of the fluctuations is
δB/B0 ∼ 0.3. When using the 2.5D geometry approximation, it is handy to set the guid-
ing field along one axis, e.g., the z-direction, and the magnetic field in the perpendicular
plane is B⊥ = ∇az × ẑ, where az is the vector potential. The current density in the axial
direction is jz = (∇×B⊥) · ẑ = −∇2az. After initial free evolution, the system is forced
to remain in a state of fully developed turbulence by “freezing” the amplitudes and the
phases of the in-plane magnetic field modes (1 ≤ m ≤ 4) as described in [31]. The time
at which the system reaches the state of fully developed turbulence is individuated when
non-linearity (or j2) reaches a peak, and it happens at roughly t∗ ∼ 50Ω−1ci .
Figure 1 shows the shaded contour of the current density jz with isocontour of mag-









































Fig. 1. – Shaded contour of the current density with magnetic potential isocontour. On the
left the initial state is shown whereas, on the right, a state of fully developed turbulence is









































Fig. 2. – Power density spectra of electric (left) and magnetic (right) fields. The spectra show the
cascading behaviour of turbulence for which energy flows from large to small scales producing
the well-known slope k−5/3 in the inertial range. After a certain time, the state of fully developed
turbulence is reached and the spectra become stationary.
initial state, when only a few big vortices are present. The intensity of the current is
not developed yet and all structures appear to be mild and smooth. On the other hand,
when turbulence is fully developed, a number of increasingly small and intense structures
appear. The effect of turbulence is to fragment the bigger vortices, at the injection scale,
into smaller and sharper structures all the way down to the dissipative scale through
the inertial range. In the right panel we see this latter scenario, where the volume is
filled with magnetic islands of different sizes and intense current sheet appear in between
them, possibly due to reconnection mechanisms [32, 33]. The classical picture of MHD
turbulence can be seen more directly when computing the power spectra of electric and
magnetic fields. These spectra are shown in fig. 2. It is clearly visible how small-scale
structures are developed in time: energy flows from large scales (small k’s) and popu-
lates small scales (big k’s). The spectra become stationary after the non-linearity peak
is reached. The slope of the spectra in the inertial range is that expected from in situ
measurements [34]. The electric field spectrum rising at scales smaller than the ion skin
depth is due to numerical noise.
3. – Diffusion
Both the visual appearance of turbulence and the spectra suggest that the described
system can be related quite closely to actual astrophysical scenarios where ion behaviour
can be studied. This section and the following one are, hence, focused on particles.
All analyses were done during the steady state of fully developed turbulence, namely
50 < tΩci < 250. Of all the >108 particles, position and velocity data have been
stored for >105 particles. The position of each particle during the simulation is used to
compute the displacement in the perpendicular (x-y) plane. This quantity, defined as
Δs2 = Δx2 +Δy2, where Δx = x(t0 + τ)−x(t0) with x being a particle’s position along
the x-direction, is fundamental when treating diffusion. It is well known [35] that, when
diffusive motion is achieved, the mean squared displacement can be described as
(2) 〈Δs2〉 = 2Dτ,
where the averaging operation 〈. . .〉 is made over an ensemble of particles, D is the
perpendicular diffusion coefficient and τ is the time interval over which the displacement
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Fig. 3. – Mean squared displacement for particles divided in energy bins and for different β
values.
is calculated. If this quantity is measured for particles moving in turbulent fields, it
can be seen that, after a transient time, this behaviour is reached. In these simulations,
particles have been divided in parallel energy (v2z/2) groups to see also their influence on
the diffusion coefficient.
Figure 3 shows the mean squared displacement as a function of the elapsed time
interval τ for ions selected on their parallel energy. What can be noticed is that the
larger the energy, the larger the perpendicular displacement, whichever β. Currently,
one of the best theories that describes the diffusion coefficient is the NLGC theory in its
simplest form [15]. This theory is widely used and many upgrades and different versions
have been proposed [11, 36, 37]. To describe particles in a 2.5D scenario an alternative
version was needed because the theory itself was born to describe 3D environments. The
starting point is the Taylor-Green-Kubo formulation [12,38,39] that enables writing the





〈vz(0)Bx(x(0), 0) vz(τ)Bx(x(τ), τ)〉dτ.
Through some manipulation, explicitly expressed in [40], the final relation for the per-
pendicular diffusion coefficient reads








where vz is the particle velocity in the axial direction, that is the one where the guiding
field B0 points, S(k) is the power spectral density of the magnetic field and k is the
wave vector. By fitting the mean squared displacements shown in fig. 3 when the linear
trend is achieved, an experimental estimate of the diffusion coefficient can be obtained.
The theoretical expectation is, instead, calculated via eq. (3). A comparison of the
diffusion coefficient values obtained directly from the simulations and from the theoretical
approach is given in fig. 4.
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Fig. 4. – Comparison of experimental (symbols) and theoretical (black dotted line) diffusion
coefficient.
From fig. 4 it can be noticed that the theory describes rather well the diffusive be-
haviour of particles in the low β regime, while there is some deviation when considering
large β plasmas, though the trend is the same. This difference can be due to the fact that,
when β is low, particles are more magnetized and the guiding centre approximation can
hold better. In any β scenario, the theory, as expected from the existing literature [9,15],
shows that diffusivity depends on particles’ energy. There is no β dependence since this
parameter was changed by changing particles’ temperature, resulting in particles having
larger energies in the high β plasma, and hence diffusing more, and particles with smaller
energies in the low β case, diffusing less.
4. – Particle heating
Particle acceleration and energization mechanisms are yet to be completely under-
stood, especially when they are tied to diffusion properties. In this last section the
causes of variations in particles’ velocity and how this is linked to turbulence features are









β =0.1, t = 50Ω−1ci
β =0.1, t = 200Ω−1ci
β =5, t = 50Ω−1ci
β =5, t = 200Ω−1ci
Fig. 5. – Ion kinetic energy PDFs at initial and final times and for the two extreme values of β.
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Fig. 6. – Ions Larmor radii PDF’s for low and high β plasmas. In the plot, the current sheets
core average width δc and the Taylor microscale λT are also indicated.
investigated. From Lagrangian velocity it is possible to evaluate acceleration and energy
of each particle during the whole simulation.
The probability density functions (PDF) of ions’ energy, shown in fig. 5, evidence
different behaviours depending on the plasma β. In the solar-corona–like scenario, the
tail developed at later times by energy PDF indicates that particles have been through
considerable heating processes. On the other hand, in the magnetosheath-like scenario,
the PDF seems to be unchanged, suggesting that particles are less sensitive to acceleration
and energisation phenomena. It is interesting to find a link between particle acceleration





where δb⊥ are the magnetic field fluctuations in the perpendicular plane. This scale
represents roughly the size of the largest dissipative structures. Another interesting scale
is the average size of current sheets’ cores, δc, namely the width of the most intense region
of the current sheets. On the one hand, a scale to which particles can be associated is
the size of their gyrating motion, namely their Larmor radius. By spotting the two
turbulence scales defined above over the PDF of ions Larmor radii ρi, it is immediately
noticeable that particles in the low β plasma have the “right” size to actively interact
with current sheets, as shown in fig. 6. On the other hand, particles moving in the high
β plasma, have gyration radii large enough to avoid current sheets. This kind of scale-
resonant interaction might explain why particles are heated in one scenario and not in
the other.
5. – Conclusion
In this work the topics of diffusion and acceleration processes acting on ions in tur-
bulent plasma scenarios have been tackled. The different scenarios, from solar corona
to solar wind and Earth’s magnetoshphere, have been simulated using a self-consistent
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hybrid-PIC code. To reduce the computational cost, the geometry was simplified to 2.5
dimensions. This geometry finds applications in structures with a strong mean magnetic
field, such as coronal loops or plasma fusion machines. Generally, this approximation is
valid when treating any kind of anisotropic turbulence [16, 41, 42]. The PIC approach
used is of fundamental importance when wave particle interactions have to be taken into
account. Current density 2D maps showed that the simulated turbulent environment
develops small-scale structures, as magnetic islands and current sheets, and magnetic
and electric field power spectra displayed common features also found in in situ mea-
surements, such as Kolmogorov’s inertial range power law prediction k−5/3. Ion motion
in turbulence is very erratic [31, 43], but it can be statistically described, for sufficiently
long time intervals, with diffusion theory. Among all the currently developed theories,
the NLGC one seems to be one of the most accurate in predicting the diffusion coeffi-
cient. In this work, a “reduced” version, derived in [40], was presented and it is able
to describe diffusive motion in 2D scenarios. Diffusion seems to be affected by particles
energy. On the contrary, acceleration and heating processes seem to strongly depend on
this parameter as the PDFs of particles energy show. In the high β system, the energy
is a stochastic variable and it does not evolve in time. On the other hand, in the low β
plasma, the energy is stochastic at the beginning of the simulation but it develops a power
law tail at later times. A local resonance was found between particles and turbulence
properties. When ions have Larmor radii of the order of the width of currents sheets,
they experience local coherent energization resulting in global heating. In the high β
plasma, most of the ions have gyration radii larger than the Taylor length, meaning that,
in this case, particles can barely interact with current sheets. The results of this work
have been published in a more detailed version in [40].
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