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ABSTRACT
Several authors have developed relation extraction methods for au-
tomatically learning or refining taxonomies from large text corpora
such as the Web. However, without appropriate post-processing,
such taxonomies are often inconsistent (e.g. they contain cycles).
A standard approach to repairing such inconsistencies is to identify
a minimally consistent subset of the extracted facts. For example,
we could aim to minimize the sum of the confidence weights of
the facts that are removed for restoring consistency. In this paper,
we present MAP inference as a base method for this approach, and
analyze how it can be improved by taking into account dependen-
cies between the extracted facts. These dependencies correspond
to rules of thumb such as “if a given fact is wrong then all facts that
have been extracted from the same sentence are also likely to be
wrong", which we encode in Markov logic. We present experimen-
tal results to demonstrate the potential of this idea.
Categories and Subject Descriptors
I.2.7 [ARTIFICIAL INTELLIGENCE]: Natural Language Pro-
cessing—Language parsing and understanding
Keywords
Taxonomy extraction; inconsistency; Markov Logic; MAP infer-
ence
1. INTRODUCTION
Relation extraction from natural language is a promising method
for learning logical theories. Among others, several authors have
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proposed methods for learning taxonomies (“is-a" relations [10]) in
this way, as well as temporal (before/after, during, etc. [14]) and
spatial (leftOf, under/above, etc. [13]) relations. Due to the im-
perfect nature of methods for relation extraction from natural lan-
guage, the resulting theories are likely to contain mistakes, which
usually leads to logical inconsistencies. It is then of interest to re-
pair these inconsistencies, as the theories may otherwise be diffi-
cult to use in the considered application, and because doing so may
allow us to partially correct the mistakes that were made in the re-
lation extraction process. A common method for repairing a logical
theory is to identify a maximally consistent subset, or equivalently,
to identify a minimal set of facts to be removed such that consis-
tency is restored. Given that most relation extraction methods pro-
vide us with confidence weights, a standard approach is to mini-
mize the sum of the weights of the removed facts. However, we
often have some information about the context in which extracted
facts have been obtained. This allows us to formulate (soft) depen-
dencies between these facts. For example we could consider that
“if a given fact is wrong, then other facts that have been extracted
from the same sentence are more likely to be wrong", or that “if
a fact is wrong, then other facts that have been obtained from the
same document using the same extraction pattern are more likely
to be wrong".
Although the methods that we propose are applicable more gen-
erally, in this paper we will focus on taxonomies. In particular, we
assume that we are given a set of facts in the form of is-a state-
ments, each with an associated confidence weight. For instance,
0.9 : isa(Dog,Animal) is a fact where Dog is a subtype, Animal
is its corresponding supertype, and 0.9 is the confidence weight.
These facts have either been extracted from text directly, or have
been deduced from other extracted terms using some heuristic (e.g.
if most entities that are similar to a given entity X are subclasses
of Y, we may plausibly derive that X is also likely to be a subclass
of Y). We expect that the is-a relationship is transitive, asymmetric
and irreflexive, i.e. it satisfies the following rules:
isa(A,B) ∧ isa(B,C)⇒ isa(A,C)
isa(A,B)⇒ ¬isa(B,A)
¬isa(A,A).
These rules are hard constraints. When they are applied to the ini-
tial set of facts, inconsistencies are likely to arise. To restore con-
sistency, we then need to remove some facts from the initial set. In
choosing which set of facts to remove, we usually aim to minimize
the sum of the confidence degrees of the removed facts.
Moreover, having some prior knowledge about the considered
domain, we incorporate dependencies by imposing a number of soft
constraints, in addition to the aforementioned hard constraints that
encode the semantics of the is-a relationship. These soft constraints
are essentially “rules of thumb" that express our intuition about the
problem domain. Unlike hard constraints, these soft constraints do
not necessarily need to be satisfied; their only aim is to help us find
more plausible repairs.
To repair inconsistencies in the set of extracted facts, we en-
code our problem in Markov logic [18] because it allows us to
specify both soft and hard constraints in an intuitive way. We use
Maximum-A-Posteriori (MAP) inference [8] as our base method to
find the most likely set of facts that satisfies all the constraints.
The paper is structured as follows. In Section 2, we recall some
basic notions about Markov logic, Markov Logic Networks (MLN)
and MAP inference. In Section 3, we show how we encode the evi-
dence obtained by a taxonomy as an MLN and briefly describe how
MAP inference is used to repair inconsistencies in the noisy set of
extracted facts. We present our running example, based on an ani-
mal taxonomy extracted from the Web. In Section 4, we introduce
the rules of thumb that make explicit the dependencies between
facts. We report experimental results in Section 5. In Section 6, we
discuss related work. We conclude in Section 7.
2. MARKOV LOGIC
Markov logic is a probabilistic extension of first-order logic [18].
In this paper, we will restrict ourselves to a function-free version of
Markov logic. Moreover, we will assume that the domain of each
variable is finite. In this case, a first-order logic theory can be seen
as a concise representation of a propositional theory, which can be
obtained using a process called grounding. An expression of the
form P (x1, ..., xn), where P is a predicate symbol, and x1, ..., xn
are constants or variables, is called an atom. In our running ex-
ample, atoms are in the form of isa(x, y) and denote that x is a
subtype of y. When all arguments of an atom are constants, it is
called a ground atom. The groundings of a clause are formed by
replacing every variable in this clause with constants in all pos-
sible ways. The Herbrand base B(C) of a set of clauses C is the
set of all ground atoms constructable from the predicate symbols
and constants in C. We define a possible world as a mapping from
the Herbrand base to {true, false}, i.e. a mapping assigning a truth
value to every ground atom in the language.
A Markov Logic Network (MLN) is a set of first-order formulas,
each with an associated weight in R [18]. This weight intuitively
shows the importance of the formula it is assigned to. Instead of
presuming a world to be impossible if it violates even one formula,
Markov logic allows a world to violate one or more formulas and
still be considered possible, but less probable. Naturally, the more
formulas the world violates, and the higher our confidence is in
these formulas, the less probable it becomes. Thus, formulas in
Markov logic can be seen as soft constraints, and their weights as
penalties.
Together with a finite set of constants, an MLN defines a log-
linear probability distribution of possible worlds as follows:
P (X = x) =
1
Z
exp
(
F∑
i=1
wini(x)
)
(1)
whereX is a random variable representing the true world and x is a
possible world, Z is the normalization constant, F is the number of
first-order formulas in the MLN,wi is the weight of the ith formula,
and ni(x) is the number of true groundings of the ith formula in x.
Note that hard constraints, i.e. formulas that have to be satisfied,
can be presented using infinite weights.1 They resemble pure first-
order logic formulas.
Given a set of observed (input) atoms, Maximum -A- Posteriori
(MAP) inference aims to find the most likely truth assignment of
a set of query (output) atoms. This corresponds to finding a truth
assignment for the output variables that maximizes the sum of the
weights of the satisfied formulas in the grounded version of the
MLN. To perform MAP inference, we use the solver RockIt [16],
which compiles MAP queries to integer linear programs, and solves
them internally using the integer linear solver Gurobi.2 During
the mapping process, RockIt applies the Cutting Plane Inference
(CPI) algorithm described in [19] and the Cutting Plane Aggrega-
tion (CPA) algorithm [16] to speed-up the inference.
3. MAP INFERENCE TO REPAIR INCON-
SISTENCIES IN TAXONOMIES
To encode our available evidence about a taxonomy as an MLN,
we first add a number of hard constraints that encode the semantics
of the is-a relationship:
isa(A,B) ∧ isa(B,C)⇒ isa(A,C). (2)
isa(A,B)⇒ ¬isa(B,A). (3)
¬isa(A,A). (4)
To repair a taxonomy, we propose the following MLN. We use
as evidence the is-a facts extracted from a Web corpus, along with
their respective confidence weights computed by [1]. Addition-
ally, the MLN contains the rules (2)-(4), defining the semantics of
the is-a relationship, as hard constraints (i.e. formulas with infinite
weight). These hard constraints will ensure that the output of the
MAP inference process is a consistent set of facts. The MAP infer-
ence output then tells us which facts need to be removed to restore
consistency.
4. RULES OF THUMB FOR MORE PLAU-
SIBLE REPAIR
One of the limitations of the MAP inference approach outlined
in the previous section is that it treats all confidence weights as be-
ing independent. However, in practice two facts may have been
extracted from the same sentence, or using the same extraction pat-
tern, which makes it more likely that they are either both correct or
both incorrect. Moreover, in some problem domains, we may have
prior knowledge (or intuitions) about which type of configurations
are more likely. For example, it has been observed in [1] that long
1In most solvers, an “infinite" weight is represented by a very large
number (e.g. sum of the weights of soft constraints + 10).
2http://www.gurobi.com
chains of is-a relations usually indicate an error, even though hav-
ing long chains may not lead to logical inconsistencies. To take
account of dependencies between facts and prior knowledge, we
will add a number of additional rules to the Markov logic theory.
4.1 Introducing Features
We want to introduce rules that describe dependencies between
facts that share particular features. These features will correspond
to meta-data about how these facts have been extracted, such as
which sentence the fact was extracted from, which extraction pat-
tern was used to obtain the fact [10], etc. Features can also encode
that a fact has not been extracted from text directly, but has instead
been inferred using a heuristic. For instance, in [1], extracted terms
from text are put into clusters based on their similarity. If a term
S is sufficiently similar to terms that share a supertype T , we plau-
sibly infer isa(S, T ). Moreover, facts can also be obtained using
direct modifiers, e.g. adjectives that appear in front a known tax-
onomy term. For example, in the animals taxonomy, the extracted
term Ectothermic Species contains the modifier Ectothermic from
which we can infer isa(Ectothermic_Species, Species).
The idea is that if two facts share the same feature, we enforce
the soft constraint that if one of the facts is true, the other is more
likely to be true as well (and vice versa if one of them is false,
the other is also more likely to be false). In our taxonomy ex-
ample, we use three types of features. The first type is the sen-
tence from which a fact was extracted. The second feature type is a
modifier that describes multiple taxonomy terms. For example, in
the animals corpus, the terms Ectothermic Species and Ectothermic
Animals infer the facts isa(Ectothermic_Species, Species) and
isa(Ectothermic_Animals,Animals). We propose that these
two facts are dependent since they were inferred from the same
modifier. The third feature type is an ID that represents a cluster of
taxonomy terms, i.e. subtypes that share the same supertype. Using
this ID, we can encode that two facts that have been deduced from
the same cluster of sister-terms are also dependent.
4.2 Encoding Rules of Thumb
To encode the rules of thumb in the MLN, instead of only having
facts of the form isa(x, y), we now also consider facts of the form
FromSentence(si, x, y), FromModifier(mi, x, y) and FromCluster
(ci, x, y), where x and y are respectively the subtype and super-
type of an extracted is-a relationship, and si, mi and ci each cor-
respond to a feature from one of the three types described ear-
lier. For example, if isa(A,B) and isa(C,D) were both extracted
from the sentence s1, we add the facts FromSentence(s1, A,B) and
FromSentence(s1, C,
D). The following rule then encodes the dependency that facts that
have been extracted from the same sentence are likely to be both
correct or both incorrect:
w1 : FromSentence(si, x, y) ∧ FromSentence(si, u, v)⇒ (isa(x, y)⇔ isa(u, v))
(5)
with w1 a certainty weight indicating how strongly we want to im-
pose this dependency (see below). Similarly, we encode the sec-
ond dependency rule between two facts that were inferred from the
same modifier, and the third one between two facts that were de-
duced from the same cluster in the following way:
w2 : FromModifier(mi, x, y) ∧ FromModifier(mi, u, v)⇒ (isa(x, y)⇔ isa(u, v))
(6)
w3 : FromCluster(ci, x, y) ∧ FromCluster(ci, u, v)⇒ (isa(x, y)⇔ isa(u, v))
(7)
All these dependency rules are soft constraints with finite weights.
We update our MLN by adding these rules to the hard constraints
(2), (3) and (4). The weights w1, w2 and w3 will be learned from
training data (see below).
4.3 Learning Dependency Weights
Given an MLN containing rules3 with unknown weights, and a
set of facts that are known to be true, as training data, weight learn-
ing algorithms try to compute the optimal weights of the MLN rules
that maximise the likelihood of the training data atoms. To learn
these weights, we use the solver Alchemy [11], which implements
a generative learner as described in [9].
5. EXPERIMENTAL RESULTS
We use MAP inference with dependency rules to repair incon-
sistencies in three taxonomies extracted from Web corpora: an an-
imal taxonomy, a vehicle taxonomy and a plant taxonomy. From
the animal taxonomy, 5064 facts were extracted and used as input
observed data. We manually evaluated 2447 of them as a random
subset, and found that 1196 facts are correct, and 1251 facts are
incorrect. Moreover, from the vehicle taxonomy, 5755 facts were
extracted and 2638 were manually evaluated. From the 2638 facts,
we found that 1194 are correct and 1444 are incorrect. Finally,
from the plant taxonomy, 14034 facts were extracted from which
1489 were manually evaluated. We found that 1000 facts of them
are correct and 489 are incorrect. The goal is to discard as many
of the incorrect facts as possible, while retaining as many of the
correct facts as possible. In other words, we want to reduce the
number of false positives (FP) while not losing true positives (TP)
in the process. To evaluate our results, we use the following met-
rics: we first calculate the percentage of correct evidence facts that
are retained in the MAP inference output, and the percentage of in-
correct evidence facts that are lost. We then compute the F1 score
which considers both the precision p and recall r of our tests in the
following way:
F1 score = (2× p× r) / (p+ r)
with p = (number of correct facts retained)
(number of all facts retained)
and r = (number of correct facts retained)
(number of all correct facts)
.
Finally, we compute the classification accuracy of our approach.
For each fact, we are basically making a decision, i.e. that the fact
is correct (which means we keep it) or that the fact is incorrect
(which means we get rid of it), depending if it is present in the
MAP inference output or not. We also know the true state of the
fact from manual evaluation. Classification accuracy measures in
what percentage of cases our decision corresponds to the true state
of a fact.
We start with the MLN that contains only the hard constraints
(rules (2)-(4)), and add the facts extracted from the animal taxon-
omy, the vehicle taxonomy and the plant taxonomy separately. To
repair inconsistencies in the extracted facts, we run MAP inference
on the resulting MLNs and report the results in tables 1, 2 and 3
respectively. For the animal taxonomy, we notice that 35.9% of the
incorrect evidence facts were removed, while 75.8% of the correct
facts were retained. For the vehicle taxonomy, 32.2% of the incor-
rect facts were removed, and 82.1% of the correct facts retained.
3Rules with a large number of variables should be avoided because
they have too many groundings, hence making the learning process
longer.
As for the plant taxonomy, 55.6% of the incorrect facts were re-
moved and 77.8% of the correct facts retained.
Next, we add to each MLN the dependency rules as soft con-
straints. To learn the weights of these dependency rules, we use as
training data some manually labelled correct facts extracted from
the biomedical DDI Web corpus.4 The extracted taxonomy from
this Web corpus contains 772 facts, from which 585 are correct and
74 are incorrect. Note that when input facts are used as training
data, their confidence weights are discarded, since these facts were
manually verified to be correct. The learning algorithm will set
the weights such that the likelihood of these evidence facts is max-
imised. After learning these weights from the DDI facts, we run
MAP inference again on the MLNs with the animal, vehicle and
plant taxonomy facts respectively. We report the results in tables 1,
2 and 3 accordingly.
For the animal taxonomy, we notice an increase from 35.9% to
76.4% of incorrect evidence facts removed with the addition of the
rules of thumb. Also, there is an increase of the percentage of cor-
rect evidence facts retained from 75.8% to 77.0%. The F1 score
also increased from 0.639 to 0.771. For the classification accuracy
metric, we start with an initial value of 51.1% if we assume that all
the facts that we extracted from text are correct. After doing MAP
inference with our MLN containing only hard constraints, this ac-
curacy increased to 56.3%. However, its value reached 76.7% when
we added the rules of thumb to our MLN. Similarly for the vehi-
cle taxonomy, the percentage of incorrect evidence facts removed
increased from 32.3% to 58.6%. The percentage of correct evi-
dence facts retained increased as well from 82.1% to 83.1%. There
was also an increase in F1 score from 0.689 to 0.765. For the
classification accuracy, it had an initial value of 54.7%, increased
to 59.5% after MAP inference with only hard constraints, then
reached 72.0% after the addition of rules of thumb to our MLN.
Likewise for the plant taxonomy, the percentage of incorrect evi-
dence facts removed increased from 55.6% to 72.0%, along with an
increase in the percentage of correct evidence facts retained from
77.8% to 87.7%. The F1 score increased as well from 0.780 to
0.871. As for the classification accuracy metric, it starts off with
67.1% assuming all extracted facts are correct, increased to 70.5%
after doing MAP inference with only hard constraints in our MLN,
and reached 82.5% after the addition of rules of thumb.
All our metrics showed a great improvement in MAP inference
results when we add rules of thumb to the hard constraints in our
MLN. Not only did we remove more incorrect facts, but we also
retained more correct ones. We notice that the addition of rules of
thumb affected the percentage of incorrect evidence facts removed
much more than the percentage correct evidence facts retained. We
think that this is due to the generally high confidence values of
extracted facts that are later deemed correct. The dependency rules
won’t affect these facts greatly as they will probably be present in
the MAP inference output since they have a high confidence value
and satisfy all hard constraints. Regarding our other metrics, we
also have a better F1 score which means better accuracy in the
removal process of incorrect facts, and our overall classification
accuracy improved drastically.
6. RELATED WORK
Several approaches for dealing with inconsistent knowledge bases
have already been proposed. A natural approach, which we also
take in this paper, is to revise such a knowledge base by removing
4http://www.cs.york.ac.uk/semeval-2013/task9/
or weakening some of the formulas. The key problem with such
approaches is that there usually are many different minimal sets of
formulas that can be removed to restore consistency. MAP infer-
ence makes a particular choice by minimizing the sum of the con-
fidence scores of the removed formulas. This approach is intuitive
and straightforward to implement, but from a conceptual point of
view, it relies on the assumption that confidence degrees are accu-
rate and additive, and that the truth of one formula does not affect
the likelihood that another formula is correct. Therefore, a number
of more qualitative alternatives have been proposed, based on the
notion of priorities, which can be thought of as order of magnitudes
of probabilities [6, 4, 12]. Rather than removing a minimal set of
formulas, some approaches aim to weaken formulas in a minimal
way, without necessarily removing any formulas [5, 20]. Unfortu-
nately, the complexity of many of these alternatives is prohibitively
high (i.e. at the second of even third level of the polynomial hierar-
chy [7]).
Another class of approaches is based on argumentation systems.
The basic idea is then to construct arguments in favour and against
a statement, select the acceptable ones and then determine whether
the original statement can be accepted or not. If the initial knowl-
edge base is inconsistent, arguments may be defeated by counterar-
guments. In [2] for example, a preference relation is used to select
the most acceptable arguments. A survey on argumentation meth-
ods in artificial intelligence can be found in [3]. Other possibili-
ties for managing inconsistency include the use of a paraconsistent
logic [17] or involving the user in an interactive process for ‘de-
bugging’ a logical theory. The latter type of approaches are less
useful in the considered context, where we want to analyze incon-
sistencies for identifying likely errors by an information extraction
module. In particular, none of the existing methods seems entirely
adequate for this purpose: MAP based approaches require accurate
weights while many other approaches are not sufficiently scalable.
Our work is also related to [15]. In this paper the problem of
determining correspondences between concepts, properties and in-
dividuals of two or more different formal ontologies, i.e. ontology
matching, is considered. It is argued that Markov Logic Networks
provide an excellent framework for ontology matching. Moreover,
it is shown that this approach has several advantages to existing
methods.
7. CONCLUSION
To repair an inconsistent set of taxonomy facts extracted from
the Web, we encoded these facts in Markov logic and added “rules
of thumb" in the form of dependency rules, based on the extraction
information shared between these facts. We used MAP inference
to find the most likely truth assignment of the input facts and re-
pair inconsistencies accordingly. Our results show that the addition
of rules of thumb to the MAP inference approach produces a sig-
nificant improvement in the process of removing incorrect facts
that cause inconsistency. We managed to increase the percentage
of incorrect facts removed while also increasing the percentage of
correct facts retained, improving the F1 score and greatly improv-
ing the classification accuracy, which lead to a better inconsistency
repair.
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