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Abstract
In the paper by F. Roueff “Almost sure Hausdorff dimensions of graphs of random wavelet series” [J. Fourier
Anal. Appl., to appear] lower bounds of the Hausdorff dimension of the graphs of random wavelet series (RWS)
have been obtained essentially under the hypothesis that the wavelet coefficients have a bounded probability density
function (p.d.f.) with respect to the Lebesgue measure. In this article we extend these lower bounds to classes of
RWS that do not satisfy this hypothesis.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
There has been considerable interest in the Hausdorff dimension of the graphs of some classes of
fractal functions and fractal fields including Weierstrass type functions and β-index Gaussian fields [1,
6,7,10]. Let us briefly recall the definition of dimH(E), the Hausdorff dimension of a set E ⊂Rd+1. For
each α > 0, the α-dimensional Hausdorff measure of E is defined by
Hα(E)= lim
δ→0
inf
{∑
i∈N
(2ri)α, E ⊂
⋃
i∈N
B(xi, ri), ri  δ
}
,
where B(xi, ri) denotes the open ball of radius ri centered at xi and
dimH(E)= inf
{
α > 0,Hα(E)= 0}= sup{α > 0,Hα(E)=+∞}.
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of a (real valued) field X over a non-degenerate cube I of Rd can be measured through dimH (Γ (X, I ))
the Hausdorff dimension of its graph over I , Γ (X, I )= {(t,X(t)) ∈ Rd+1, t ∈ I }. By a non-degenerate
cube of Rd we mean a cube that contains a non-empty open set of Rd . To obtain a lower bound of
dimH(E) when E is a Borel set of Rd+1, one generally uses the Frostman criterion, also called Frostman
Theorem (see, e.g., [7] and [6]).
Lemma 1 (Frostman criterion). If for some finite, positive and non-degenerate measure ν on the Borel
sets of E and some positive real u, the u-energy of ν over E satisfies
Eν(u)=
∫
E×E
|s − t|−u dν(s) dν(t) <+∞,
then dimH(E) u.
Note that throughout this article the symbol | · | will denote either the absolute value on R or the
Euclidean norm on Rd . Let E be a random graph Γ (X, I ), where {X(t), t ∈ I } is a measurable process,
that is (t,ω) →X(t,ω) is jointly measurable. Then the trajectories of X are Borel functions, and, using
a monotone class argument and Fubini theorem, we obtain the following standard result.
Lemma 2 (Frostman criterion for random graphs). If for some finite, positive and non-degenerate
measure µ on the Borel sets of I and some real u ∈ ]d, d + 1]∫
I×I
E
[(|X(s)−X(t)|2 + |s − t|2)−u/2]dµ(s) dµ(t) <+∞, (1)
then with probability 1, dimH(Γ (X, I )) u.
2. A Fourier formulation
Now we are going to present a Fourier formulation of the Frostman criterion for random graphs. We
believe that in many situations the next lemma could be very useful in obtaining sharp upper bounds of
the integral in Eq. (1). First we need to introduce some notations. The Fourier transform of a function g
in L1(R) will be defined for every real ξ as
gˆ(ξ )=
∫
R
e−ixξ g(x) dx, (2)
and the characteristic function (c.f.) of an arbitrary (real valued) random variable Y will be defined for
every real ξ as
ΦY(ξ)= E
(
eiξY
)=
∫
R
eiξy dPY (y), (3)
where PY denotes the probability distribution of Y . The integrand in Eq. (1) can be expressed as follows.
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Iu(s, t)=E
[(|X(s)−X(t)|2 + |s − t|2)−u/2]
= |s − t|
−u
2π
∫
R
gˆu(ξ)ΦX(s)−X(t)
(
ξ
|s − t|
)
dξ
= |s − t|
−u
2π
∫
R
gˆu(ξ)ΦX(s)−X(t)|s−t|
(ξ) dξ, (4)
where gˆu is the Fourier transform of the function gu :R→R, x → (x2 + 1)−u/2 and ΦX(s)−X(t) is the c.f.
of the real valued random variable X(s)−X(t). In addition gˆu is continuous and has exponential decay.
Lemma 3 was presented in [3] and then a year later in [4]. Let us give its proof.
Proof of Lemma 3. Obviously gˆu(ξ) has an exponential decay at infinity. Now let us notice that as s = t
one has
E
[(|X(s)−X(t)|2 + |s − t|2)−u/2]= |s − t|−uE
(
gu
(
X(s)−X(t)
|s − t|
))
= |s − t|−u
∫
R
gu(x) dPX(s)−X(t)|s−t|
(x)= |s − t|
−u
2π
∫
R
(∫
R
eixξ gˆu(ξ) dξ
)
dPX(s)−X(t)
|s−t|
(x),
where PX(s)−X(t)
|s−t|
denotes the probability distribution of the random variable X(s)−X(t)|s−t | . Then, since∫
R
(∫
R
∣∣eixξ gˆu(ξ)∣∣dξ
)
dPX(s)−X(t)
|s−t|
(x)=
∫
R
∣∣gˆu(ξ)∣∣dξ <+∞,
we are allowed to apply Fubini theorem which implies
E
[(|X(s)−X(t)|2 + |s − t|2)−u/2]= |s − t|−u
2π
∫
R
gˆu(ξ)
(∫
R
eixξ dPX(s)−X(t)
|s−t|
(x)
)
dξ
= |s − t|
−u
2π
∫
R
gˆu(ξ)ΦX(s)−X(t)|s−t|
(ξ) dξ,
and the lemma is proved. ✷
Definition 1. A measure µ on the Borel sets of I is said to be diffuse if for any x ∈ I , µ({x})= 0.
Remarks.
• For studying the quantity Iu(s, t)=E[(|X(s)−X(t)|2 + |s − t|2)−u/2] it is often convenient to write
it as a Lebesgue integral. One of the main interests of Lemma 3 is that it makes this possible even if
the random variable X(s)−X(t) has not a p.d.f.
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The following lemma is a straightforward consequence of Lemmas 2 and 3.
Lemma 4 (a Fourier version of the Frostman criterion for random graphs). If for some finite, positive,
non-degenerate and diffuse measure µ on the Borel sets of I and some real u ∈ ]d, d + 1], one has∫
I×I
|s − t|−u
(∫
R
gˆu(ξ)ΦX(s)−X(t)|s−t|
(ξ) dξ
)
dµ(s) dµ(t) <+∞, (5)
then with probability 1, dimH(Γ (X, I )) u.
Remark. Observe that Lemma 3 implies that the integrand in Eq. (5) is a non-negative function.
3. Application to random wavelet series
In the remainder of this article our goal will be to show how the lower bounds of the Hausdorff
dimensions of the graphs of random wavelet series (RWS) that have been obtained in [9] can be improved.
Definition 2. A RWS is a stochastic process {X(t)}t∈Rd of the form
X(t,ω)=
∑
j∈N
∑
k∈Zd
aj,k(ω)ψj,k(t), (6)
satisfying the following conditions:
(A1) {ψj,k}(j,k)∈N×Zd is a sequence of real valued and deterministic Borel functions obtained by
dilatations and translations of a unique function ψ , called the mother wavelet. Namely, for every
index (j, k) and all t ∈ Rd , one has ψj,k(t) = ψ(2j t − k). In addition, we will suppose that ψ is
a localized function, i.e., there are an exponent ν > 0 and a constant c2 > 0 such that for all t ∈ Rd ,
|ψ(t)| c2(1+ |t|)−ν .
(A2) {aj,k}(j,k)∈N×Zd is a sequence of independent real valued random variables.
(A3) The series (6) is, with probability 1, absolutely convergent, i.e., for almost all ω and every
t ∈ Rd , ∑j∈N∑k∈Zd |aj,k(ω)ψj,k(t)| < +∞. Observe that this assumption means that the order
of summation of the terms of the series (6) does not modify its value.
The wavelet decomposition of some classical processes including the Fractional Brownian Motion,
the Fractional Brownian Sheet and the Elliptic Gaussian random processes have turned out to be quite
useful for their study (see, for example, [2,5,8]). It is mainly [9, Proposition 1] that has allowed to obtain
lower bounds of the Hausdorff dimensions of the graphs of RWS’s. Now our goal will be to extend this
proposition. Let us first introduce some notations.
Definition 3. Let Y be an arbitrary real valued random variable and let ΦY be its c.f.
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this density does not exist or does not belong to the space L∞.
• For any real p > 1, we will denote by Np(Y ) the Lp-norm of ΦY with the convention that
Np(Y )=∞ when ΦY does not belong to the space Lp .
Remark. It follows from the inversion Theorem that Y has a bounded p.d.f. when ‖ΦY ‖1 <∞. Moreover
we always have that N1(Y ) ‖ΦY ‖1.
Remark. One may have Np(Y ) <∞ for some p > 1 even if Y has not a bounded p.d.f. An important
example is supplied by the family of Gamma distributions {Γa,b, a, b > 0} whose p.d.f.’s are defined by
ga,b(x)= 1
Γ (a)ba
xa−1e−x/b, x > 0,
and whose c.f.’s are given by
φa,b(ξ)= 1
(1− i ξ b)a , ξ ∈R.
Hence for all a ∈ ]0,1[ and for all b > 0 if Y ∼ Γa,b, then N1(Y )=∞ and Np(Y ) <∞ for all p > 1/a.
Proposition 1. Let I be a non-degenerate cube of Rd . Let µ be a positive, finite, diffuse and non-
degenerate measure on the Borel sets of I . Let {Z(t)}t∈I be a real valued stochastic process of the
form
Z(t,ω)=
∞∑
i=0
ai(ω)θi(t), (7)
where
(B1) {θi(t)}i∈N is a sequence of deterministic Borel functions,
(B2) {ai}i∈N is a sequence of independent random variables,
(B3) the series (7) is, with probability 1, convergent for every t ∈ I . Observe that this assumption implies
that Z is a measurable process (we set Z(t,ω)= 0 for all t ∈ I and all ω ∈Ω0 where Ω0 satisfies:
P(Ω0)= 0 and the series (7) is convergent for all t ∈ I and all ω in the complementary set of Ω0).
For any real p 1 and any s, t ∈ I , we set
∆p(s, t)=min
(
1, inf
i∈N
(Np(ai) |s − t|1/p
|θi(s)− θi(t)|1/p
))
, (8)
with the convention that a/0=∞ for all a ∈ [0,∞]. Suppose that, for a real u ∈ ]d, d + 1],∫
I×I
|s − t|−u ∆p(s, t) dµ(s) dµ(t) <+∞. (9)
Then with probability 1 the Hausdorff dimension of the graph of Z over I is greater than or equal to u,
that is
dimH
(
Γ (Z, I )
)
 u a.s. (10)
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Proof of Proposition 1. Assumption (B3) implies that for all fixed s, t ∈Rd the random variable
KN(s, t)=
N∑
i=0
ai
(
θi(s)− θi(t)
)
converges a.s. to Z(s)− Z(t) when N goes to infinity. Thus ΦZ(s)−Z(t), the c.f. of Z(s)− Z(t) can be
written for every real number ξ as
ΦZ(s)−Z(t)(ξ )= lim
N→∞ΦKN(s,t)(ξ ).
Then, using the independence of the ai ’s, we obtain
ΦZ(s)−Z(t)(ξ )=
∞∏
i=0
Φai
((
θi(s)− θi(t)
)
ξ
)
. (11)
Now, Eq. (11) and Lemma 3 entail that for any u ∈ ]d, d + 1] and for every s, t ∈Rd such that s = t , we
have
Iu(s, t)=E
[(|s − t|2 + |Z(s)−Z(t)|2)−u/2]
= |s − t|
−u
2π
∫
R
gˆu(ξ)
∞∏
i=0
Φai
(
(θi(s)− θi(t))ξ
|s − t|
)
dξ. (12)
Let us fix an arbitrary m ∈ N and let p,p′ > 1 be such that 1/p + 1/p′ = 1. Since |Φai (η)|  1, (12)
yields
Iu(s, t)
|s − t|−u
2π
∫
R
|gˆu(ξ)|
∣∣∣∣Φam
(
(θm(s)− θm(t))ξ
|s − t|
)∣∣∣∣dξ.
Then using the Hölder inequality we obtain
Iu(s, t)
|s − t|−u
2π
‖gˆu‖p′
(∫
R
∣∣∣∣Φam
(
(θm(s)− θm(t))ξ
|s − t|
)∣∣∣∣
p
dξ
) 1
p
. (13)
Setting η= (θm(s)− θm(t))ξ/|s − t| in the last integral, we get(∫
R
∣∣∣∣Φam
(
(θm(s)− θm(t))ξ
|s − t|
)∣∣∣∣
p
dξ
) 1
p
=
( |s − t|
|θm(s)− θm(t)|
)1/p
Np(am).
Putting this computation together with inequality (13), we find that there exists some constant c3 > 0
(only depending on p and u) such that for every s, t ∈Rd , s = t ,
Iu(s, t) c3|s − t|−u inf
i∈N
( Np(ai) |s − t|1/p
|θm(s)− θm(t)|1/p
)
. (14)
From the other hand, it is clear that, by definition of Iu(s, t),
Iu(s, t) |s − t|−u. (15)
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Iu(s, t) c4|s − t|−u ∆p(s, t), (16)
where c4 > 0 is a positive constant (only depending on p and u), holds for every s, t ∈ I such that s = t .
Then, using the assumptions on µ, (9) implies∫
I×I
E
[(|Z(s)−Z(t)|2 + |s − t|2)−u/2]dµ(s) dµ(t)=
∫
I×I
Iu(s, t) dµ(s) dµ(t) <∞.
Thus for p > 1 Proposition 1 follows from Lemma 2. The case p = 1 is treated as in [9, Proposition 1].
We only recall the main arguments for sake of completeness. Suppose that N1(am) < ∞ and that
θm(s) = θm(t) for some fixed integer m and some fixed s, t ∈ I , s = t . It is easy to see that under the
given assumptions
N1
(
Z(s)−Z(t))N1(am(θm(s)− θm(t)))=N1(am)/|θm(s)− θm(t)|,
since Z(s)− Z(t) is the sum of am(θm(s)− θm(t)) with an independent random variable. Now the two
following facts hold true.
E
[(|s − t|2 + |Z(s)−Z(t)|2)−u/2] N1(Z(s)−Z(t))|s − t|u−1
∫
R
(
1+w2)−u/2 dw,
∫
R
(
1+w2)−u/2 dw <∞, u > 1.
Finally using these three last inequalities and Lemma 2 we obtain Proposition 1 when p = 1. ✷
Remark. In view of this proof, in Proposition 1 we may replace assumption (B3) by
(B4) the finite distributions of the process {∑Ni=0 ai(ω)θi(t), t ∈ I } converge to those of a measurable
process {Z(t,ω)} as N goes to infinity.
Having extended [9, Proposition 1] to Proposition 1, we are now able to improve the lower bounds of
the Hausdorff dimensions of the graphs of RWS’s which are given in [9].
Theorem 1. Let µ be a finite, positive, non-degenerate and diffuse measure on the Borel sets of a non
degenerate cube I of Rd . In addition to (A1), (A2) and (A3), assume that
(A4) there exists a Borel set A⊂Rd such that⋃
k∈Zd
(A+ k)=Rd and inf
t∈A
|ψ(t)|> 0.
Let us define
σ = sup lim inf
j→∞
− log mini=j,...,j+J
{∑
k∈Zd min
(
1,2−i/pNp(ci,k)
)
µ(Aj,k)
2}
j log 2
, (17)
J∈N, p1
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Aj,k = 2−j (A+ k)= {t : 2j t − k ∈A}.
Then dimH (Γ (X, I )) σ a.s.
This result extends [9, Theorem 2] where, in place of the right-hand side of (17), only p = 1 is
considered. Other results of [9], namely Theorems 1 and 3 can be adapted in the same way. An example
of RWS for which the lower bound established in Theorem 1 is sharp, while the ones established in [9]
are not, can easily be constructed by using the family of Gamma distributions. This example and other
results based on Lemma 4 will be addressed in a forthcoming paper.
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