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Let Cn×n(I) denote the set of continuous n × n matrices on an
interval I. We say that R ∈ Cn×n(I) is a nontrivial k-involution
if R = P
(⊕k−1
=0 ζ Id
)
P−1 where ζ = e−2π i/k , d0 + d1 + · · · +
dk−1 = n, and P′ = P⊕k−1=0 U with U ∈ Cd×d (I). We say that
A ∈ Cn×n(I) is R-symmetric if R(t)A(t)R−1(t) = A(t), t ∈ I, and
we show that if A is R-symmetric then solving x′ = A(t)x or x′ =
A(t)x + f (t) reduces to solving k independent d × d systems,
0  k − 1.We consider the asymptotic behavior of the solutions
in the case where I = [t0,∞). Finally, we sketch analogous results
for linear systems of difference equations.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper I is an interval on the real line andCp,Cp(I),Cp×q,Cp×q(I), andCp×q1 (I)
are respectively the following sets: complex p-vectors, continuous complex p-vector functions on I,
complex p × q matrices, continuous complex p × q matrix functions on I, and continuously differ-
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entiable complex p × q matrix functions on I. (“Complex” can just as well be replaced by “real”.) If
z ∈ Cp and B ∈ Cp×p then ‖z‖ and ‖B‖ are respectively any norm of z and the corresponding induced
norm of B; i.e., ‖B‖ = max {‖Bz‖ | ‖z‖ = 1}.
We consider nonautonomous systems of linear differential equations
x′ = A(t)x with A ∈ Cn×n(I) (1)
and
x′ = A(t)x + f (t) with A ∈ Cn×n(I) and f ∈ Cn(I), (2)
where A has special structure that we will specify in Section 2. We will show that the structure can
be exploited to expedite solving these system and to study the asymptotic behavior of their solutions,
if I = [t0,∞), to illustrate the second point, we recall that (1) is said to have linear asymptotic equi-
librium if every nontrivial solution of (1) approaches a nonzero limit as t → ∞ or, equivalently, for
every c ∈ Cn, (1) has a unique solution x such that limt→∞ x(t) = c. The simplest condition for linear
(asymptotic equilibriumof (1) (attributed byWintner [13] to Bôcher) is that
∫∞ ‖A(t)‖ dt < ∞. (Conti
[3,4], Sansone and Conti [5], Wintner [13], the author [6,7], and others have weakened this condition,
but in all cases there is ultimately a requirement that
∫∞ ‖B(t)‖ dt < ∞ for some B ∈ Cn×n(I)
derived from A.)
By way of motivation we ﬁrst consider two examples. For the ﬁrst we introduce the notation ζ =
e−2π i/k and
Φ = [Φ0 Φ1 · · · Φk−1 ] with Φ = 1√
k
⎡
⎢⎢⎢⎢⎣
1
ζ 
...
ζ (k−1)
⎤
⎥⎥⎥⎥⎦⊗ Id, (3)
0  k − 1, where k 2 and d 1.
Example 1. If A = [As−r]k−1r,s=0 is a variable block circulant with A0, A1, …, Ak−1 ∈ Cd×d(I), then∫∞ ‖A(t)‖ dt < ∞ if andonly if ∫∞ ‖Ar(t)‖ dt < ∞, 0 r  k − 1.Hence, applyingBôcher’s theorem
directly to (1) yields no conclusion if
∫∞ ‖Ar(t)‖ dt = ∞ for some r ∈ {0, 1, . . . , k − 1}. However, it
is well known (see, e.g. [12]) that
A = Φ
⎛
⎝k−1⊕
=0
F
⎞
⎠Φ∗ = k−1∑
=0
ΦFΦ
∗
 , (4)
where
F =
k−1∑
=0
ζ mAm ∈ Cd×d(I), 0  k − 1. (5)
({F0, F1, . . . , Fk−1} is the discrete Fourier transform of {A0, A1, . . . , Ak−1}.) Therefore every solution of
(1) is of the form
x =
k−1∑
=0
Φy where y
′
 = Fy, 0  k − 1.
Moreover, if I = [t0,∞),
S =
{
 |
∫ ∞ ‖F(t)‖ dt < ∞
}
/= ∅, and u ∈ Cd,  ∈ S ,
then applying Bôcher’s theorem separately to y′ = F(t)y,  ∈ S , shows that x′ = A(t)x has a unique
solution such that
lim
t→∞ x(t) =
∑
∈S
Φu.
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As observed by Ablow and Brenner [1] for the case where d = 1, the decomposition (4) is possible
because the block circulant A commutes with
R = [δr,s−1(mod k)]k−1r,s=0 = Φ
⎛
⎝k−1⊕
=0
ζ Id
⎞
⎠Φ∗.
We explored this idea more generally in [11,12].
Example 2. Suppose R ∈ Cn×n, R /= ±I, and R2 = I, so
R = [P Q ] [Ir 0
0 −Is
] [
P̂
Q̂
]
,
where
P̂P = Ir , Q̂Q = Is, P̂Q = 0 and Q̂P = 0.
In [10]wedeﬁnedamatrixA tobeR-symmetric if it commuteswithAandshowed thatA isR-symmetric
if and only if
A = [P Q ] [AP 0
0 AQ
] [
P̂
Q̂
]
with AP ∈ Cr×r and AQ ∈ Cs×s.
Therefore, ifA ∈ Cn×n(I) isR-symmetric for all t ∈ I, then thesolutionsof (1) areof the formx = Pu +
Qvwhere u′ = APu and v′ = AQv. Moroever, Bôcher’s theorem implies that if ∫∞ ‖AP(t)‖ dt < ∞ and
u0 ∈ Cr then (1)hasauniquesolutionyP = Pu such that limt→∞ yP(t) = Pu0.Also, if ∫∞ ‖AQ (t)‖ dt <∞ and v0 ∈ Cs then (1) has a unique solution yQ = Qv such that limt→∞ yQ (t) = Qv0.
In these two examples R is a constant matrix. Here we extend these ideas to include the possibility
that A in (1) commutes with a variable matrix function R which is k-involutory (deﬁned precisely in
the next section) for all t. We will show how to solve such systems efﬁciently and indicate how their
asymptotic behavior can be analyzed by appropriate application of theorems such as Bôcher’s.
In Section 4 we sketch an analogous approach to linear systems of difference equations with
coefﬁcient matrices that commute with appropriately deﬁned variable k-involutory matrix functions.
2. Preliminaries
Henceforth n and k are integers such that 2 k n and d0, d1, …, dk−1 are positive integers such
that
∑k−1
=0 d = n. In [10,11] we deﬁned a nontrivial k-involution R ∈ Cn×n to be a constant matrix of
the form
R = PDP−1 where D =
k−1⊕
=0
ζ Id , (6)
and showed that if A ∈ Cn×n commutes with R then all computational problems associated with A
reduce to the corresponding problems for k independent systems with coefﬁcient matrices in Cd×d ,
0  k − 1. Here we deﬁne a nontrivial k-involution to be a matrix function R ∈ Cn×n(I) of the
form (6), where P is a fundamental (i.e., invertible solution) matrix for the system
P′ = PU with U =
k−1⊕
=0
U and U ∈ Cd×d (I), 0  k − 1. (7)
As we will see, (7) is a technical assumption that seems to be crucial for the construction of a useful
theory of R-symmetric differential systems. (Except for D and D0 as in (6) and (9) below, a boldface
symbol always denotes a direct sum of this form in which the identiﬁers of the direct sum – U in this
case – and the summands – U0, U1, …, Uk−1 in this case – are related as they are here.) We say that R
is equidimensional with width d if n = kd and d0 = d1 = · · · = dk−1 = d. Note that Rk(t) = I for all
t ∈ I and Rm(t0) /= I for any t0 ∈ I ifm < k.
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We deﬁne A ∈ Cn×n(I) to be R-symmetric if RAR−1 = A. If A is R-symmetric we say that the
systems (1) and (2) areR-symmetric.We showthat solving anR-symmetric systemof linear differential
equations reduces to solving k independent systems with coefﬁcient matrices in Cd×d (I), 0 
k − 1.Wealso consider the asymptotic behavior of solutions ofR-symmetric systems in the casewhere
I = [t0,∞). In Section 4 we sketch an analogous theory of nonautonomous R-symmetric systems of
difference equations.
We write
P = [P0 P1 · · · Pk−1] with P ∈ Cn×d (I), 0  k − 1,
and
P−1 =
⎡
⎢⎢⎢⎢⎣
P̂0
P̂1
...
P̂k−1
⎤
⎥⎥⎥⎥⎦ with P̂ ∈ Cd×n(I), so P̂Pm = δmId , (8)
0 ,m k − 1. From (7),
P′ = PU, 0  k − 1.
Since R-symmetry is particularly transparent if R is equidimensional, we consider this case sepa-
rately. To this end, let E = [δr,s−1]k−1r,s=0 ⊗ Id, and B = [Brs]k−1r,s=0, where Brs ∈ Cd×d(I), 0 r, s k − 1,
and subscripts are to be reduced modulo k. Then
EBE−1 = [Br+1,s+1]k−1r,s=0 and EΦ = ΦD0 where D0 =
k−1⊕
=0
ζ Id (9)
and Φ is as in (3). Therefore
(a) E = ΦD0Φ∗ and (b) EBE−1 = B if and only if B = [As−r]k−1r,s=0, (10)
with A0, A1, …, Ak−1 ∈ Cd×d(I). (Conclusion (b) is a special case of [12, Theorem 1], an elementary
extension of [1, Theorem 2.1].)
Theorem 1. If R is as in (6) and d0 = d1 = · · · = dk−1 = d then RAR−1 = A if and only if
ΦP−1APΦ∗ = [As−r]k−1r,s=0 with A0, A1, . . . , Ak−1 ∈ Cd×d(I) (11)
and Φ as in (3). In this case
A = PFP−1 =
k−1∑
=0
PFP̂, (12)
with F0, F1,…, Fk−1 as in (5).
Proof. Since R = PD0P−1 and E = ΦD0Φ∗, we can write
R = PΦ∗(ΦD0Φ∗)ΦP−1 = PΦ∗EΦP−1.
Then
RAR−1 = PΦ∗EΦP−1APΦ∗E−1ΦP−1,
so RAR−1 = A if and only if
EΦP−1APΦ∗E−1 = ΦP−1APΦ∗.
Therefore, (10)(b) implies (11). Since (5) is equivalent to
Am = 1
k
k−1∑
=0
Fζ
−m, 0m k − 1,
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we can write
[As−r]k−1r,s=0 =
1
k
⎡
⎣k−1∑
=0
ζ−(s−r)F
⎤
⎦k−1
r,s=0
=
k−1∑
=0
ΦFΦ
∗
 = ΦFΦ∗,
so (11) implies that P−1AP = F, which implies (12). 
The following theorem characterizes matrices A such that RAR−1 = A, where d0, d1, …, dk−1 are
not necessarily equal. It extends [11, Theorem 2], where R is constant.
Theorem 2. If R is as in (6) and A ∈ Cn×n(I) then RAR−1 = A if and only (12) holds with
F = P̂AP ∈ Cd×d (I), 0  k − 1. (13)
Proof. From (6), RAR−1 = A if and only if
PDP−1A PD−1P−1 = A or, equivalently, D(P−1A P)D−1 = P−1AP. (14)
If we write P−1A P = [Crs]k−1r,s=0 with Crs ∈ Cdr×ds(I), 0 r, s k − 1, then the second equality in (14)
is equivalent to ζ r−sCrs = Crs, 0 r, s k − 1, which is equivalent to Crs = 0 if r /= s, 0 r, s k − 1.
This is equivalent to (12) with F = C, so AP = PF, 0  k − 1, and (8) implies (13). 
Note that the proofs of Theorems 1 and 2 did not require (7), which does not come into play until
we consider the differential equations (1) and (2).
3. Solution ofR-symmetric systems of linear differential equations
Recall that if A, X ∈ Cn×n(I), X′ = A(t)X , and X(t0) is invertible for some t0 ∈ I, then X(t) is
invertible for all t ∈ I and every solution of (1) can be written as x(t) = X(t)c, where c ∈ Cn. In this
case we say that X is a fundamental matrix for (1) and x = Xc is the general solution of (1).
Now suppose A is R-symmetric; thus, from Theorem 2 (speciﬁcally, (12)) and (7), A = PFP−1 and
P′ = PU. If we write x = Py then x′ = P′y + Py′ = P(Uy + y′) and Ax = PFy, so x′ = Ax if and only
if y′ = Gywhere G = F − U. This last condition is equivalent to
y′ = G(t)y with G = F − U ∈ Cd×d (I), 0  k − 1, (15)
and
y =
⎡
⎢⎢⎢⎣
y0
y1
...
yk−1
⎤
⎥⎥⎥⎦ .
This implies the following theorem.
Theorem 3. If A is R-symmetric and Y = ⊕k−1=0 Y where Y0, Y1, …, Yk−1 are fundamental matrices for
the systems in (15), then
X = PY = [P0Y0 P1y1 · · · Pk−1Yk−1]
is a fundamental matrix for (1). Hence, if t0 ∈ I and x0 ∈ Cn×n then the solution of the initial value
problem x′ = A(t)x, x(t0) = x0, is
x(t) =
k−1∑
=0
P(t)Y(t)Y
−1
 (t0)y0 where x0 =
k−1∑
=0
P(t0)y0. (16)
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The general solution of (1) is
x(t) =
k−1∑
=0
P(t)Y(t)c where c ∈ Cd , 0  k − 1.
Corollary 1. If A is R-symmetric then the general solution of x′ = A(t)x is x = ∑k−1=0 Pc with c ∈ Cd ,
0  k − 1, if and only if F = U, 0  k − 1.
The following theorem ismotivated by a theoremof Andrew [2] concerning the eigenvectors of con-
stant centrosymmetric matrices. We extended Andrew’s theorem to constant R-symmetric matrices
in [10, Theorem 7] for k = 2 and in [11, Theorem 13] for k 2.
Theorem 4. Suppose A, R ∈ Cn×n(I) and R is a nontrivial k-involution. Let
SA =
{
x ∈ Cn×n1 (I) | x′(t) = A(t)x(t), t ∈ I
}
and
ER =
k−1⋃
=0
{
x ∈ Cn×n1 (I) | R(t)x(t) = ζ x(t), t ∈ I
}
.
Then A is R-symmetric if and only if SA has a basis in ER.
Proof. SinceRP = ζ P, 0  k − 1, Theorem3(speciﬁcally, (16)) impliesnecessity. For sufﬁciency,
if SA has a basis in ER then (1) has a fundamental matrix of the form
X = PY where Y =
k−1⊕
=0
Y with Y and Y
−1
 ∈ Cd×d1 (I), 0  k − 1.
Therefore APY = (PY)′ = P′Y + PY′, so
A = (P′Y + PY′)Y−1P−1 = P′P−1 + P(Y′Y−1)P−1
= P(P−1P′)P−1 + P(Y′Y−1)P−1
= P(U + Y′Y−1)P−1 = PFP−1
(see (7)), with
F = U + Y′Y−1 =
k−1⊕
=0
(U + Y ′Y−1 ).
Hence A is R-symmetric, by Theorem 2 and (7). 
Theorem 5. Suppose A ∈ Cn×n(I) is R-symmetric, f ∈ Cn(I), and t0 ∈ I. Let Y0, Y1,…, Yk−1 be funda-
mental matrices for the systems in (15) and write
x0 =
k−1∑
=0
Py0 with y0 ∈ Cd and f =
k−1∑
=0
Ph with h ∈ Cd (I),
0  k − 1. Then the solution of
x′ = A(t)x + f (t), x(t0) = x0 (17)
is
x(t) =
k−1∑
=0
P(t)Y(t)
(
Y
−1
 (t0)y0 +
∫ t
t0
Y
−1
 (τ )h(τ ) dτ
)
. (18)
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Proof. Apply themethodofvariationofparameters toeachof the independent systemsy′ = G(t)y +
h, y(t0) = y0, 0  k − 1. 
In [11]wedeﬁned a constant vector x to be (R, )-symmetric ifR is a constant nontrivial k-involution
andRx = ζ x. This extendedadeﬁnition in [10] fork = 2.Andrew[2]originated this idea inconnection
with centrosymmetric matrices by deﬁning x to be symmetric (skew-symmetric) if Jx = x (Jx = −x),
where J is theﬂipmatrixwithones on the secondarydiagonal and zeros elsewhwere.Herewe say that a
vector functionx = x(t) ∈ Cn×n(I) is (R, )-symmetric ifR(t)x(t) = ζ x(t), t ∈ I. Anyx ∈ Cn(I) can
bewritten uniquely as x = ∑k−1=0 Py with y ∈ Cd (I), or equivalently, as x = x0 + x1 + · · · + xk−1
where x = Py is (R, )-symmetric. We will call x the (R, )-symmetric component of x. Thus, (18)
exhibits the solution of (17) as the sum of its (R, )-symmetric components, 0  k − 1.
Now Bôcher’s theorem implies the following result.
Theorem 6. If Y is a fundamental matrix for the system y
′
 = G(t)y (see (15) on [t0,∞) and∫∞ ‖G(t)‖ dt < ∞ for some ∈ {0, 1, . . . , k − 1}, thenY(∞) = limt→∞ Y(t)exists and is invertible.
Therefore the (R, )-symmetric component of any solution of x′ = A(t)x can be written uniquely as x =
Py,where y(∞) = limt→∞ y(t) exists and is nonzero if y(t0) /= 0.Moreover, if limt→∞ P(t) exists
and has rank d then x(∞) = limt→∞ x(t) exists and is nonzero if x(t0) /= 0.
At the risk of making a sweeping statement, it seems reasonable to say that many theorems con-
cerning the asymptotic behavior of solutions of arbitrary linear systems can be adapted in this way to
(R, )-symmetric systems.
4. R-symmetric systems of linear difference equations
In this sectionZ+ is the set of positive integers andCp(Z+) andCp×q(Z+) are respectively the sets
of complex p-vector functions on Z+ and complex p × q matrix functions on Z+. (Again, “complex”
can just as well be replaced by “real”.) We brieﬂy consider linear systems of difference equations
xt+1 = (I + At)xt , t ∈ Z+, x0 = ξ , (19)
with {At | t ∈ Z+} ⊂ Cn×n(Z+). We assume throughout that I + At is invertible for all t ∈ Z+. Let
Pt = [P0t P1t · · · Pk−1,t] with P−1t =
⎡
⎢⎢⎢⎢⎣
P̂0t
P̂1t
...
P̂k−1,t
⎤
⎥⎥⎥⎥⎦ ,
where
Pt ∈ Cd×n(Z+), P̂t ∈ Cn×d (Z+), and P̂tPmt = δmId , 0 ,m k − 1, t ∈ Z+.
Let
Rt = PtD0P−1t (see (9)) and Pt+1 = Pt(I + Ut), (20)
where
Ut =
k−1⊕
=0
Ut with Ut ∈ Cd×d (Z+), 0  k − 1,
and I + Ut is invertible for all t ∈ Z+. Finally, denoteA = {At | t ∈ Z+}andR = {Rt | t ∈ Z+}.We say
that R is a nontrivial k-involution (again, equidimensional if n = kd and d0 = d1 = · · · = dk−1 = d)
and that A is R-symmetric if RtAtR−1t = At , t ∈ Z+.
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Theorem 7. Let Φ be as in (3). If R is equidimensional with width d then
RtAtR
−1
t = At , t ∈ Z+, (21)
if and only if
ΦP−1t AtPtΦ∗ = [As−r,t]k−1r,s=0 with A0t , A1t , . . . , Ak−1,t ∈ Cd×d(Z+).
In this case
At =
k−1∑
=0
PtFt P̂t = PtFtP−1t , (22)
with
Ft =
k−1∑
m=0
ζ mAmt , 0  k − 1, t ∈ Z+.
Proof. See the proof of Theorem 1. 
Dropping the assumption that R is equidimensional leaves the following theorem.
Theorem 8. Eq. (21) holds if and only (22) holds with
Ft = P̂tAtPt ∈ Cd×d (Z+), 0  k − 1, t ∈ Z+.
Proof. See the proof of Theorem 2. 
Theorem 9. Suppose A is R-symmetric and let
Qt = Pt
t−1∏
j=1
(I + Uj)−1(I + Fj), t ∈ Z+, Q0 = Id , 0  k − 1.
Then
Xt = Pt
t−1∏
j=1
(I + Uj)−1(I + Fj) = [Q0t Q1t · · · Qk−1,t] , t ∈ Z+, X0 = I,
is a fundamental matrix for (19).
Proof. Write Xt = PtYt . Since Pt+1 = Pt(I + Ut) (see (20)) and I + At = Pt(I + Ft)P−1t (see (22)),
Xt+1 = (I + At)Xt is equivalent to
Yt+1 = (I + Ut)−1(I + Ft)Yt , t ∈ Z+,
or, equivalently,
Y,t+1 = (I + Ut)−1(I + Ft)Yt , 0  k − 1, t ∈ Z+.
This implies the conclusion. 
Aswe sawearlier in connectionwith differential equations, itmay be useful to study the asymptotic
behavior of the distinct (R, )-symmetric components of (19). The analog of Bôcher’s states that if
I + At is invertible for all t ∈ Z+ and∑k−1t=0 ‖At‖ < ∞, then (19) has linear asymptotic equilibrium.
This result can adapted to an R-symmetric linear difference system as follows.
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Theorem 10. If A is R-symmetric and
k−1∑
t=0
‖(I + Ut)−1(I + Ft) − I‖ < ∞,
then the (R, )-symmetric component of any solution of (19) can be written uniquely as xt = Ptyt
where y,∞ = limt→∞ yt exists and is nonzero if y,0 /= 0.Moreover, if limt→∞ Pt exists and has rank
d then x,∞ = limt→∞ xt exists and is nonzero if x,0 /= 0.
It seems reasonable to expect that results like those in [8,9] can be extended in this way for systems
of the form (19).
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