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Abstract
In this report, the research on welding defect detection and classification using
radiograph images is presented. The first part of the report describes work on
collection of digital radiograph images while the second part covers work on
image processing and analysis using the collected images.
The radiograph images from the Fuji DynamIX DynaView Workstation are
custom-exported with the help of the NDT specialist. The collection of
interpreted images is diverted from radiograph images captured using the old
X-ray tube {Tube A) to the new X-ray tube (Tube B). Tube B images are
needed to evaluate the performance of the developed defect detection
algorithm under different radiography conditions. However, the total number
of requested images remains approximately the same so that no extra
workload is imposed to the NDT specialist.
In the image processing stage, a flaw map, as described in the previous report,
is used. Six welding defect types, namely Porosity{POR), Drop Through{DT),
and Lack of Fusion{LOF), Lack of Penetration{LOP), Linear Indication{LI)
and Undercut{UC), have been investigated. DT is detected using the
background subtraction technique along with some heuristic rules as described
in the previous report. For other detects, a set of image features including
shape and texture information is extracted to characterize the welding defect
flaws at the regions of interest (ROl). For POR, a series of sub-regions are
further segmented in order to better represent the characteristics of POR at
different locations in the ROl.
To perform classification of the welding defects, an artificial intelligence (AI)
technique, i.e., the Fuzzy ARTMAP (FAM) neural network, is applied. A
series of experiments has been conducted by using the sample images
collected from Tubes A and B. The overall performance is around 73% for
accuracy, sensitivity, and specificity for both CF6-80 Connector Weld and
Cover Weld programs. The only exception is that the sensitivity rate of the
Connector Weld program stands around 63%. Further work will focus on
ascertaining the stability of the FAM network in defect classification, as well
as on improving the overall performance of the defect detection algorithms
developed in this project.
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Part I
Image Collection
SECTION 1
COMPUTED RADIOGRAPHY IMAGES
1.1 Image Interpretation
In the process of data collection, the welding radiography images from the first X-ray
tube {Tube A) from 5 December 2005 to 11 August 2006 have been captured.
However, this tube had been replaced with a new tube (Tube B), and the new tube has
been in use since 17 August 2006. As such, it is proposed to collect more images
from Tube B. Therefore, the process of interpreting Tube A images (in DICOM
format) has been stopped. Instead, new images from Tube B have been collected and
interpreted. However, the total number of new (Tube B) images that needs
interpretation remains approximately equal to the number of non-interpreted (Tube A)
images. The main reason is to avoid increasing the workload of the NOT specialist.
Image interpretation is focused on both programs of CF6-80 Connector Weld and
Cover Weld with the top six defects, namely Porosity(POR), Lack ofFusion(LOF)t
Linear Indication(LI), Lack of Penetration(LOP), Undercut(UC), and Drop
Through(DT). Table 1.1 shows the total numbers of component images that have
been interpreted and to be interpreted before 30 Jaunary, 2007. As X-ray Tube B is
now in use, a new request has been made to the NDT specialist to focus the
interpretation only on images from Tube B. As shown in Table 1.2, a total of 266
imagesof Cover Welds\\\\ need interpretation.
Welding Program {CF6-80)
Porosity Accepted Porosity Lackof Fusion Linear Indication
•5.1
Undercut
Drop ThrnuoU
Total
Connector
(Interpreted) 26 10 48 27 2 3 1 123
(Remaining) HH Wi
Cover
(Interpreted) 38 8 120 43 13 20 20 262
(Remaining) mSS ss WM.
Total (Iriterpreted) 64 18 168 70 15 23 27 385
total (Remaining) SiRi WSk
Table 1.1 Summary of the numbers of images that have been interpreted and
that remain to be interpreted.
Welding Program {CF6-8(I)
Porosity AcceptedPorosity LackofFusion LinearIndication Lackof Penetration Undercut DropThrough Accepted DropThrough
Total
Connector
Requested 27 11 18 2 0 0 14 2 74
Interpreted 27 11 19 2 0 0 14 2 75
(To be interpreted) 0 0 0 0 0 0 0 0 0
Cover
Requested 109 39 56 20 3 8 46 6 287
Interpreted 30 14 24 3 1 2 29 6 109
,v.'25(^ BHSHkWM
Total (Interpreted) 27 11 19 2 0 0 14 2 75
yMM wm ~ ^0 "1
Table 1.2 Summary of the numbers of Tube B images that have been interpreted
and that remain to be interpreted.
1.2 Summary
The process of image interpretation, which is performed by the NDT specialist,
requires extraeffort and time, particularly in identifying the defective components and
optimizing the brightness and contrast levels to expose the defects from normal
welding regions. Image interpretation (on each defect) has helped ascertain the shape
and location of the defects. The interpreted component-images have served as
guidelines to develop the defect detection and classification algorithms.
Part II
Image Analysis
SECTION 2
IMAGE PROCESSING - FEATURE EXTRACTION
2.1 Introduction
The pre-processing procedure of radiograph images comprises detecting and aligning
the components in the image, and cropping the weld region of interest (ROI) from the
component images. Dedicated defect detection algorithms are developed to search for
defects in the image.
In this section, the algorithm for feature extraction based on the generated flaw map
from the weld ROI is described. A procedure for extracting welding defects from the
corresponding flaw map had been developed and is described in previous report. The
procedures encompass a number of steps, namely generating the flaw map, cleansing
the flaw map,joining the line segments by regiongrowing, and detecting the potential
defects (flaws). To identify the possible defects from the flaws, a weighted flawtable
is generated by observing and rating the weight for each flaw at various contrast and
brightness levels. To identify the defects from the flaws, a threshold value is set to
reduce the number of flaws. Features for these flaws are identified and extracted. An
Artificial Neural Network (ANN) model is then used to classify the flaw segments,
based on the extracted features, into defect and non-defect flaws.
2.2 Feature Extraction
In this project, several features are extracted from the flaw map after the flaw map
cleansing process. These features are supplied to ANN for defect detection. The
extracted features are mainly from two groups, viz., shape descriptor and texture
information.
2.2.1 Shape Descriptor
Shape recognition and classification are essential problems in many application of
machine vision especially in vision-based inspection (Xu et al., 1997). In this project,
the NOT specialist inspects, consciously and sub-consciously, the defect shape,
geometry, and its orientation to identify the defect types. Shape or the outline of a
defect is particularly important as different defect types have different shapes. The
main purpose of shape descriptors is to measure geometric attributes of shapes that
can be used to classify and recognize an object.
Shapes can be represented using various types of descriptors and techniques.
Different methods of shape characterization can be viewed from different contexts,
such as object descriptions based on boundaries and regions, local and global shape
descriptor characters, statistical or syntactic object description, object reconstruction
ability or incomplete shape recognition ability (Sonka et al 1998). A summary of
common shape description techniques is given in Figure 2.1. A thorough discussion
of shape analysis and recognition can be found in several references such as Sonkaet
al (1998) and Mehtre et al (1997).
With the aim to detect the weld defects, especially for LOF, LI, LOP, and UC, a
number of common shape descriptors have been defined to discriminate different
types of weld defect shapes. These descriptors are area, centroid, left and right
overlays, eccentricity, major axis length, minor axis length, and orientation. Table 2.1
shows these descriptors in details.
Boundary Based Methods
Comer Points
Chain Codes
Shape Number
Perimeter
Area
Elongation
Compactness
Fourier Descriptor
UNL Fourier
Partial
(Occlusion)
-Contour Segments
-Breakpoints
Shape Description
Region Based Methods
Spatial Domain Transform Domain
Geometnc
Complete
fNo occlusion)
Structural
Primitives
Rules
-2D strings
- Hough Transform
-Walsh Transform
-Wavelet Transform
-Area - Max-Min Radii
-Home - Compactness
-Euler Number - Elongation
-Moment Invariants - Symmetry
-Zemike Moments
Figure 2.1 An overview ofshape description techniques (Mehtre et al. 1997).
The main reason for identifying a set of useful shape descriptors is because the input
features is an important factor that governs the ANN classification capability.
Name Descriptions
Area The total number of pixel of detected flaw.
Centroid The x-axis and y-axis of the centroid of the detected flaw.
Left and right
overlays
The percentage of flaw area overlaps the boundary.
1
>
•i i
Eccentricity
The eccentricity of the ellipse that has the same second-moments
as the region. The eccentricity is the ratio of the distance between
the foci of the ellipse and its major axis length.
Majnr avk
length
Major and minor
axis length
Major and minor axis length in ellipse that has the same second-
moments as the defect area: Minor axis length
Major axis length
Orientation
Orientation is the angle between the major axis and the horizontal
Ij^g Major axis
^ Horizontal line
Table 2.1 Description of Shape Descriptors
2.2.2 Texture Information
Texture is an important property in the analysis of many different types of images. In
general, texture description techniques can be categorized into three broad classes:
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statistical, spectral, and structural (Faisal et aU 2004). Statistical techniques have
been proven to be an efficient and widely used approach in computer vision. The
Grey-Level Co-occurrence Matrix (GLCM) (Haralick, 1979) is one of the most
popular statistical approaches used in texture discrimination. It has been shown that
co-occurrence statistics outperform other methods in analyzing different types of
texture images. The GLCM approach has been successfully implemented in satellite,
aerial, and microscopic imagery for texture characterization (Haralick, 1979). It is a
second order statistical measurement because it measures the relationship between
two pixels.
To formulate the co-occurrence matrix, assume that the area to be analyzed for texture
information is a rectangular window of My.N pixels, and the gray level in each pixel
is quantized to G„ levels. The gray level co-occurrence can be defined by a matrix of
relative frequencies, (a, 6), describing how frequently do gray levels a, b co-occur
at two pixels separated by a fixed distance d and direction ^ in the window.
The major drawback of GLCM is its high computational cost. However, a numberof
methods have been purposed to solve this problem. The Gray Level Co-occurrence
Linked List (GLCLL) is one of the methods dramatically reduces the computational
time by using a linked list approach. According to Clausi and Jemigan (1998),
GLCLL method required 0.20% to 18% of the computing time in GLCM.
In this study, GLCLL approach is employed. The texture window is shifted in a
zigzag manner, and only the changes of non-zero probabilities of gray level pairs are
updated. To further reduce the computational time, the image was quantized from 8
10
bits to 4 bits with G„=16. Normalization is performed after the above matrices are
computed so that the entries became probabilistic, thus independent of the window
size.
Haralick et al. (1973) proposed a set of 14 texture statistics to characterize the co
occurrence matrix contents. Since these texture statistics are strongly correlated, the
problem of selecting the right texture descriptors is remained an open issue. A series
of empirical tests was performed to determine the descriptors that best fit the
application. The most commonly used descriptors suggested by Barber and LeDrew
(1991) and Hall-Beyer (2000) are employed, i.e. contrast, dissimilarity, homogeneity,
energy, entropy, and correlation.
2.3 Feature Extraction on Radiograph Images
Figure 2.2 shows the interpreted ROI image with annotations ofdefects. The defect is
LOF. The ROI image in the DICOM format is firstly loaded as displayed in Figure
2.3(a). The corresponding flaw map is generated and is shown in Figure 2.3(b) where
10 red line segments are identified as possible defect flaws and white line segments
are not considered as suspected defect segments. Each red line segments are then
tagged to a colour (Figure 2.3(c)) with the aim of allocating a flaw number as in
Figure 2.3(d). There are 10 suspected defect segments. These segments are counted
and numbered by following the scanning direction preset in the flaw detection
algorithm, i.e. from the left to right side ofthe flaw map.
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A total of 16 features as described above are used to characterize the defect flaws.
The results of the feature extraction are shown in Table 2.2 where flaw no.4 is LOF.
These features are the input to the ANN which is used in defect detection.
i: • •
iPOR 0.020"
LOF
Flaw no.
1 2 3 4 5 6 7 8 9 10
Area 0.011259 0.005215 0.007921 0.005985 0.000948 0.002311 0.004563 0.001383 0.00081 0.001679
Centroid at
x-axis
0.718973 0.645595 0.758437 0.756265 0.638889 0.692434 0.788232 0.761799 0.823668 0.861089
Centroid at
y-axis
0.257146 0.668384 0.746088 0.47134 0.921833 0.896137 0.369512 0.919505 0.645984 0.892925
Eccentricity 0.922219 0.885526 0.96896 0.978991 0.471337 0.846031 0.932203 0.534905 0.393198 0.795302
Major Axis
Length
0.382149 0.229356 0.37204 0.351317 0.067074 0.134114 0.229609 0.078845 0.061582 0.103743
Minor Axis
Length
0.147765 0.106557 0.091975 0.071635 0.059156 0.071501 0.083104 0.066617 0.056622 0.062891
Orientation 0.013778 0.044486 0.992974 0.968238 0.066427 0.878317 0.986172 0.028723 0.098723 0.097303
Right Overlay 0.132075 0 0.175048 0.181818 0 0 0.142593 0 0 0.5
Left Overlay 0.108003 0.178763 0 0.097403 0 0 0 0 0 0
GLCM
Average
0.442556 0.222523 0.351534 0.49212 0.526184 0.653838 0.340418 0.78931 0.271213 0.245666
GLCM
Variance
0.135565 0.07554 0.128998 0.213268 0.290661 0.116103 0.277359 0.184836 0.647586 0.498918
Correlation 0.12089 0.169033 0.104019 0.287847 0.982166 0.404005 0.099567 0.431917 0.149682 0.076839
Entropy 0.236824 0.272541 0.150371 0.489206 0.778939 0.633578 0.255469 0.73266 0.702964 0.441277
Homogeneity 0.83602 0.770714 0.858902 0.609549 0.191615 0.485139 0.864941 0.414126 0.796962 0.895772
Dissimilarity 0.154785 0.216427 0.133185 0.368555 0.84547 0.491205 0.127485 0.55302 0.191651 0.098383
Energy 0.668334 0.661574 0.802632 0.379942 0.189849 0.264381 0.61081 0.154491 0.132305 0.33275
Table 2.2 T le corresponding features for flaws in Figure 2.3
2.4 Sub-Regions in Weld ROI
Two defects, i.e. LOF and POR^ are revealed in the interpreted image in Figure 2.2.
However, POR does not show up as a red line segment in the flaw map (Figure
2.3(b)). This is owing to the region growing method used in the generation of the
flaw map along with the weights of line segments and the preset threshold value. The
defects, LOF, LI, LOP and UC, are well characterized by the generated flaws. These
flaws are long and may not well represent the circular shape of POR. On the other
hand, from the defect database, POR may occur at any location in the weld ROI.
Therefore, segmenting the ROI into sub-regions is proposed. The segmentation
process is based on some predefined criteria and rules. These sub-regions are then
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used to identify the characteristics of POR at the respective locations particularly
those near to the inner parts of the component.
2.4.1 The Extraction of Sub-Regions
The segmentation of the sub-regions from the ROI is heuristic owing to the nature of
the ROI image. The boundaries of the sub-regions are to be defined and obtained
before the sub-regions can be segmented. The extraction of the boundaries is done by
applying local adaptive thresholding and morphological techniques. Figure 2.4(a)
shows the ROI of a CF6-80 Connector Weld image used in this study, whereas Figure
2.4(b) shows the proposed sub-regions with the extracted boundaries.
The ROI image is firstly segmented using the local adaptive thresholding technique
(Figure 2.5(a)). It is following by the extraction of the inner region which includes
heat-affected zones of the upper and lower sides (Figure 2.5(b)). The erosion
technique, one of the fundamental morphological operations, is performed on the
extracted region, as shown in Figure 2.5(c). Image subtraction in conjunction with
thresholding is then applied to these two images to obtain the boundary of the ROI, as
in Figure 2.5(d). The boundary is then split into the left and right boundaries, as
marked in Figure 2.5(d). On the other hand, the welding region in ROI is detected by
fixing an offset from the centroid of the extracted inner region. The segmentation of
the welding region is shown in Figure 2.5(e). Finally it is joined to the left boundary
to produce three sub-regions with boundaries as proposed in Figure 2.4(b).
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Reaioh 2
Region 3
Region 1
(a) The original ROI image of K00106 component no.3 at view 2
(b) The proposed sub-regions
Figure 2.5 The process of obtaining sub-regions from a Connector Weld's component
(a) The result of applying local adaptive thresholding on the image in Figure 2.4(a)
(b) The extracted inner region
(c) The eroded inner region
(d) The extracted boundary based on image subtraction and is then split to left and
right boundaries
(e) The extracted welding region
A similar approach is employed to the components of Cover Weld Program. The
original ROI image (Figure 2.6(a)) is retrieved from the image database. Local
adaptive thresholding is applied to obtain the binarized image, as shown in Figure
2.6(c). The inner region which includes the heat affected zones is then segmented
based on a set of heuristic rules (Figure 2.6(d)). This is followed by the extraction of
the welding region which is adjacent to the inner region as in Figure 2.6(e). These
two regions are combined to produce two sub-regions corresponding to the variation
ofthe intensity in the ROI, as shown in Figure 2.6(b).
Region 1
Region 2
(c) (d) (e)
Figure 2.6 The process ofobtaining sub-regions from Cover Weld's component
(a) Original ROI image, K01985 Component no. 4 at view 1
(b) The proposed sub-regions
(c) The result of applying local adaptive thresholding on image in (a)
(d) The extracted inner region
(e) The extracted weld region
2.4.2 Feature Extraction of Sub-Regions for Porosity
Sixteen features are used to characterize the defect flaws in Section 2.3. However,
not all features are used to characterize POR owing to its extraordinary pattern. In
this study, eight features are selected, namely area, contrast, entrophy, homogenity,
dissimilarity, energy, mean, and variance of GLCM to distinguish POR from other
defects. Figures 2.7 and 2.8 show the feature extraction on ROI images of POR for
the CF6-80 Connector and Cover Weld Programs, respectively.
Interpreted
Component
Image
Features
Extraction
PGR 0.020"
Boundarv:
Contrast Average;
Entropy Average;
Homogemty Average:
DrssimilarityAverage;
Energy Average: 0.126125
GLCM Mean;
Boundary Split
Figure 2.7 Feature extraction on ROI image of Connector Weld
Interpreted
Component
Image
OFtrftiAwagc. 075:$^
I D<rc«A»«#8it t.77«09-
POR0.020"
t«c>ot»r<rAv(>*a» '07?n3»
Ckmntvly Awmiga- OSMTt
CrwvFAvmpe.- 933CH7I
Figure 2.8 Feature extraction on the ROI image of Cover Weld
Feature extraction is another approach to characterize the defects in flaw map. A total
of 16 features are identified to be applicable to provide useful information on the
defect flaws. These features, area, centroid (x-axis and y-axis), overlay (left and
right), eccentricity, axis length (major and minor), and orientation are from the group
of shape descriptors whereas GLCM (average and variance), correlation, entrophy,
homogeneity, dissimilarity, and eneary are from the group of texture information.
These features are extracted and to be used in defect detection which will be described
in next section.
SECTION 3
DEFECT DETECION
3.1 Introduction
In this section, a brief introduction to ANN is presented. The results and analysis of
defect detection based on the flaw map approach are presented in details.
3.2 Artificial Neural Networks
ANN models are relatively crude models based on the neural structure of the human
brain. It represents a computational approach (Marks 11, 1993) to intelligence, as
contrast to the traditional, more symbolic approaches. The DAPRA (1988) study
provides a comprehensible definition for the terms ANN, as quoted:
"A neural network is a system composed of many simple processing elements
operating in parallel whose function is determined by network structure,
connection strengths and the processing performed at computing elements or
nodes. ... Neural network architectures are inspired by the architecture of
biological nervous systems, which use many simple processing elements
operating in parallel to obtain high computation rates."
The first major contribution on ANN modelling was presented by McCulloch and
Pitts (1943, 1947). However, it was the work by Hebb (1949) that first triggered the
concept of adapting the connections between nodes or processing elements and, thus,
introduced the idea of learning in ANN models. Ever since the publication of Hebb's
law, a variety of different network architectures and learning paradigms have been
proposed. Amongst the earliest models are the 'Perceptrons' (Rosenblatt, 1958), the
19
'Adaline' (Widrow & Hoff, 1960), and the Hopfield networks (Hopfield, 1982, 1984).
These artificial neural models may or may not be biologically plausible, but they
always include connections and nodes analogous to biological nerve nets.
Research in ANN models has found promising results in many fields, and they have
been used as a problem-solving tool in various disciplines of science and engineering.
In this study, the Fuzzy ARTMAP (FAM) (Carpenter et al., 1992) neural network,
which is a variant of the Adaptive Resonance Theory (ART) (Grossberg, 1976) family
of ANN models, is used as the underlying classifier for defect detection. ART is a
theory on learning new things without forgetting or corrupting things that have been
learned before. In other words, ART could imitate our brain in such a way that
protects our memories from being eroded by new learning of information and, at the
same time, enables new information to be absorbed into our existing knowledge base
in the brain in a stable manner.
In this study, FAM, which has a 'growing' architecture and which makes use of a
clustering algorithm to associate prototypes of input patterns with their target outputs,
is employed. It has a novelty detector to measure, against a vigilance threshold,
similarity between the prototype patterns stored in the network and the current input
pattern. If the vigilance criterion is not satisfied, a new node can be created to absorb
the current input pattern into the system. As a result, the number of nodes (or
prototypes) grows with time in an attempt to learn a good network structure to solve
the problem under scrutiny. As different tasks demand different network capability,
this dynamic growing architecture thus avoids the need to speciify a static network
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size, or to re-train the network in non-stationary environments. The details of FAM
can be found in Carpenter et al (1992).
Here, two FAM networks have been used. One FAM is used for detecting LOF^ LOP,
LI, and UC, while another is used for detecting PGR. The feature sets (16 and 8
features) extracted from the ROIs of weld images are used as the inputs to the two
FAM networks. Details of the results and analysis are presented in the next section.
3.3 Results and Discussions
A binary classification problem is formulated, i.e., the FAM output predicts either
there is a defect associate with the input features or otherwise, i.e. 0 for non-defects
and 1 for defects. The indicators used to measure the classification performance are:
number of correct detection
(i) Test Accuracy =
(ii) Sensitivity =
(iii) Specificit y =
total number of flaws
number of correct positive detection
total number of defective flaws
number of correct negative detection
total number of non - defective flaws
Inputs to FAM are the 16 features extracted from the flaws as described in previous
section. However, feature extraction can only be done after a series of preprocessing
stages. The components in the radiograph images (captured using X-ray Tube A) are
firstly identified. Then the ROIs of the components are cropped. The respective flaw
maps are generated from the ROIs. Finally feature extraction is applied to suspected
defect flaws. The detection of defects is essentially on the classification of the flaws
using FAM to identify as defective flaws and non-defective flaws after a learning
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process is done. In the learning process, 2/3 of the total number of defective and non-
defective flaws are used to train FAM whereas the remaining flaws are used to test the
performance of FAM. The best classification result is obtained by optimizing the
network parameters of FAM.
3.3.1 Detection ofLOF, LI, LOP, UC
In this project, the characteristics of LOF, LI, LOP, UC are similar to each other.
However, these defects are different when compared with PGR and DT (Drop
Through). Therefore, LOF, LI, LOP, UC are grouped as one category whereas PGR
and DT are assessed separately.
The training set consists of flaws captured using images from Tube A. The trained
FAM network is later tested with flaws from images from both Tubes A and B. The
results are displayed in Table 3.2. Notice that the performance of FAM is notaffected
by the variation of X-ray tubes. From Table 3.2, the accuracy and specificity rates are
well above 70% for both welding programs. However, the sensitivity rates for the
Connector and Cover Weld Programs are 67% and 75% respectively.
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CF6-80
Connector Weld Cover Weld
Tube A Tube A
Training
Defective
Flaws
LOF 27 38
LI 15 18
LOP 0 6
UC 1 4
ND Flaws 418 675
No. ofFlaws used 461 741
Tube A Tube B Tube A Tube B
LOF 16 19 20 17
Defective
Flaws
LI 10 3 9 2
LOP 0 2 4 1
Testing UC 0 2 2 1
Detected 21 14 27 15
Non-Defective(ND)
Flaws
210 275 337 245
ND Flaws Detected 147 201 257 170
No. ofFlaws tested 537 638
No. ofFlaws detected 389 469
FAM Classification
Accuracy 72.44% 73.51%
Sensitivity 67.31% 75.00%
Specificity 72.99% 73.37%
Table 3.2 Results ofLOF^ LI, LOP, UC using FAM
3.3.2 Detection ofPOR
PGR is unique from other defects, and the characteristics of POR are different in
different sub-regions. Therefore, the concept of sub-regions as described in Section 2
is applied in the analysis ofPOR with the above eight features.
FAM is trained for the detection of POR with the samples of features extracted from
images from Tube A only. The test samples are extracted from Tube B images. The
results are summarized in Table 3.3.
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CF6-80
Connector Weld Cover Weld
Tube A Tube A
Training
Flaws: FOR 24 22
ND Flaws 152 502
No. ofFlaws used 176 524
Tube B Tube B
Flaws: FOR 25 9
Testing
Flaws Detected 14 5
ND Flaws 325 166
ND Detected 245 125
No. ofFlaws tested 350 175
No. ofFlaws detected 259 130
FAM Classification
Accuracy 74.00% 74.29%
Sensitivity 56.00% 55.56%
Specificity 75.38% 75.30%
Table 3.3 Results ofFOR using FAM
From Table 3.3, the accuracy and specificity rates of classification are well
above 70% for both welding program. However, the sensitivity rate is around 56%
for both Connector and Cover Weldprograms.
3.3.3 Detection ofDrop Through {DT)
Detection of DT has been described in the previous report where background
subtraction has been used along with different rules depending on the welding
programs, i.e., CF6-80 Connector Weldor Cover Weld. The characteristics oiDT are
rather specific, and can be detected using the techniques in image processing without
the use of FAM. In this study, images from Tube A and Tube B are used to test the
developed detection algorithm. Table 3.4 summarizes the overall result. From Table
3.4, the accuracy rate is about 71% and 85% for Connector Weld and Cover Weld,
respectively.
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CF6-80
Connector Weld Cover Weld
Tube A Tube B Tube A Tube B
Defect: DT 1 13 11 3
No. ofsamples with DT
correctly detected 1 9 9 3
Accuracy 71.43% 85.71%
Table 3.4 Results ofDT using background subtraction and heuristic rules
3.3.4 Overall Performance
Table 3.5 summarizes the overall performance of the evaluation on defect detection
that has been conducted so far. In general, the performance is around 73% for
accuracy, sensitivity, and specificity rates for both Connector Weld and Cover Weld.
The only exception is the sensitivity rate of Connector Weld, which is around 63%.
Note that only the accuracy rates take into account of the detection of DT, as the
sensitivity and specificity rates are not applicable owing to a different technique that
has been used for the DT detection.
(a) CF6-80
Connector Weld Cover Weld
No. of No. of No. of No. of
samples samples Accuracy sample samples Accuracy
tested detected tested detected
LOF/LI/LOP/UC 537 389 72.44% 638 469 73.51%
FOR 350 259 74.00% 175 130 74.29%
DT 14 10 71.43% 14 12 85.71%
Overall 901 658 73.03% 827 611 73.88%
(b) CF6-80
Connector Weld Cover Weld
No. of
samples
tested
No. of
samples
detected
Sensitivity
No. of
sample
tested
No. of
samples
detected
Sensitivity
LOF/LI/LOP/UC 52 35 67.31% 56 42 75.00%
POR 25 14 56.00% 9 5 55.56%
Overall 77 49 63.64% 65 47 72.31%
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(C) CF6-80
Connector Weld Cover Weld
No. of
samples
tested
No. of
samples
detected
Specificity
No. of
sample
tested
No. of
samples
detected
Specificity
LOF/LI/LOP/UC 485 354 72.99% 582 All 73.37%
POR 325 245 75.38% 166 125 75.30%
Overall 810 599 73.95% 748 552 73.80%
Table 3.5 Summary of the (a) accuracy, (b) sensitivity and (c) specificity rates
radiograph images of Tube A and Tube B
3.4 Summary
In this section, an ANN model, namely, FAM, is introduced to classify different types
of defects (except DT), Radiograph images captured using X-ray TubesA and B are
used for defect detection using FAM. LOF, LI, LOP, and UC are grouped as single
defect class owing to their similarity in their defect characteristics. FAM is trained
using sample images from Tube A, and tested using samples images from both Tubes
A and B for LOF, LI, LOP, and UC. Another FAM is used to detect POR only, as the
characteristics of POR are different from other types of defects. As for DT, the
background subtraction technique with heuristic rules (as explained in the previous
report) is applied. The overall performance of detection of six defects, namelyLOF,
LI, LOP, UC, POR, DT for both Connector Weldand Cover Weldprograms is around
73%, except that the sensitivity rate of Connector Weld is around 63%.
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SECTION 4
GRAPHICAL USER INTERFACE (GUI)
4.1 Introduction
A GUI is designed to integrate the image processing and analysis procedures. Users
can access the GUI with a few mouse clicks to perform the required tasks, such as
loading images, selecting different welding programs, and selecting a particular
component for defect detection. The ROI areas are also displayed for users'
references. The detection result is shown at the last stage.
4.2 Description of the GUI
Figure 4.1 shows the main panel of the GUI. Upon clicking the START button, the
image loading process is started, as shown in Figure 4.2. A pop-up window appears,
and it allows users to browse and load the required image. The image is displayed
with View I and View 2 respectively, as shown in Figure 4.3. Users are required to
identify the welding program, as in Figure 4.4. The number of components in the
loaded image is detected automatically, as shown in Figure 4.5. Users are required to
click "yes" to confirm or click "no" or "cancel" to return to the main panel.
Upon clicking the 'Next' button, the program enters the session of image analysis, as
shown in Figure 4.6. By selecting the component with the respective view at the
sliding panel (Figure 4.7), the welding region and ROI of the component at the
required view is auto-cropped and displayed, as shown in Figure4.8.
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By clicking the "Defect Detection" button (Figure 4.8), the progress bar (Figure 4.9)
is shown to indicate the execution of the developed algorithms. A defect detection
table, as shown in Figure 4.10, is then displayed for user interpretation.
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Figure 4.3 The selected image is loaded
K00106.dcm
W^R:ro»i:KL •
IffMSiBffl
Weld Program
CGnnentrjrv.fe.fi
sh(U.S QEf Cever Weld
Figure 4.4 Select a specific welding program
. jJr; •X'Sl
^ I ..i. Sf.
K00106.dcm
mim
-ii
r^aU cofnpaniinlsuslecUd
No I Cfirfirf
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Figure 4.8 The welding region and ROI of the selected components is cropped and displayed
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Figure 4.9 The detection of defect is in progress after the "Defect Detection" button is
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Figure 4.10 The detection results with reference to the flaws in both sides of ROI
of the component
SECTION 5
CONCLUSIONS
5.1 Part I-Image Collection
Section 1 describes the coliection of custom-export radiograph images from the Fuji
DynamlX DynaView Workstation. Previously the image database established in this
project is based on the Radiographic Inspection Log between 5 December 2005 and
11 August 2006. These radiograph images have been captured using X-ray Tube A.
However, a new X-ray tube (Tube B) has been used to replace Tube A, and has been
in use since 19 August 2006. To ensure the defect detection algorithm is independent
of the X-ray tube used, the collection of interpreted Tube B images is requested.
However, the total number of requested images remains approximately the same (by
halting the interpretation on TubeA images) so that the NOT specialist is not overload.
A summary of the number of images collected and interpreted is presented in Tables
1.1 and 1.2 in Section 1.
5.2 Part Il-Image Analysis
In Section 2, a flaw map is generated based on the ROIs of the radiograph images. A
set of shape and texture features has been extracted for detection of defects. For the
detection of LOF, LI, LOP, and UC, a total of 16 features have been used, while for
PGR, a total of 8 features have been extracted.
As described in Section 3, the FAM neural network is used to classify the defects
using the feature sets extracted. Two different FAM networks have been developed.
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one for detecting LOF, LI, LOP, UC, and another for detecting PGR. As for DT^ the
background subtraction technique along with some heuristic rules described in the
previous report has been used. The overall performance is around 73% for accuracy,
sensitivity and specificity for both Connector and Cover Weld programs, with an
exception of sensitivity for the Connector Weld program, which is around 63%.
In Section 4, a GUI is developed to allow users to load the radiograph images for
analysis. It is divided into two sessions, i.e. image pre-processing and image analysis.
Users are able to select and load a radiograph image. The GUI is able to detect the
number of the components in the image automatically. Users can then select the
component to be analyzed at the respective view. By clicking the buttons provided in
the GUI, users can view the prediction of the defect detection algorithm together with
the displayed ROI images.
5.2 Summary
There are two parts in this report. The first part covers the collection of digital
radiograph images while the second part covers image processing and analysis using
the collected images. The results show the usefulness of the developed methodology
in assisting doman users in detecting welding defects in radiography images.
For further work, it would be beneficial to improve the performance of the defect
detection algorithm, especially for PGR. The sub-regions developed to determine the
characteristics ofPGR at different locations have to be further scrutinized. In addition,
more training and testing processes of FAM are needed to further ascertain the
stability of the performance.
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On the other hand, the number of interpreted images for CF6-80 Cover Program
is not as many as in those of Connector Weld. This might have led to fewer flaws to
be used for training and testing using FAM. Thus, further investigation is needed to
examine how to improve the classification performance ofFAM under such constraint.
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