One of the most important problems concerning Autoregressive Fractional Integrated Moving Average (AFRIMA) time series model is the estimation of the fractional parameter . This research work was aimed to show efficiency of the different methods used to test and estimate fractional parameter in the fractionally integrated autoregressive moving-average (AFRIMA) model.
Introduction
A time series is a realization or sample function from a certain stochastic process. It is an ordered sequence of observation (a collection of observation made sequentially in time). Although, the ordering is usually through equally spaced time interval, the ordering may also be taken through other dimensions such as space.
Time series occurs in many fields such as agriculture, engineering, business and economics, geophysics, medical sciences, meteorology, quality control, social sciences, etc. Examples of time series are the total annual production of steel over a number of years, the early temperature announced by the weather bureau and the total monthly sale receipt in a departmental store etc.
Mathematically, a time series is defined by the values of a variable (temperature, total sales, total production, etc) at times Thus is a function of t; this is symbolized by .
Naturally, if we are working into future there are certain assumptions that we have to make. The most important of which the behaviour pattern that we have found in the past will continue. When looking into the future, there are certain pattern that we assume will continue and this is to help in determination of those patterns that will undertake the analysis of time series.
The Autoregressive Fractional Integrated Moving Average (ARFIMA)(p, d, q) process was first introduced by [6] and [5] . The most useful feature for this process is the long memory. This property is reflected by the hyperbolic decay of the autocorrelation function or by the unboundedness of the spectral density function of the process. While in an Autoregressive Moving Average (ARMA) structure, the dependency between observations decays at a geometric rate.
The primary aim of the research is to show that the bootstrap ARFIMA model will performs better in the estimation long memory phenomenon. To achieve the aim, the following objectives are sought: Applying bootstrapping to the data to obtain the fractional parameter using different methods, Estimation of fractional parameter, d, using different methods, Proposition of ARFIMA models and distribution properties, Estimation of parameters of the ARFIMA model and Identification of optimal models in the ARFIMA models.
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To overcome the difficulties of moving block scheme and geometric stationary scheme in determining both b and p respectively we introduce another method called a truncated geometric bootstrap scheme, [10] .
Literature Review
Most of the author, [8] ,carried out a study in which she constructed a test for the difference parameter d in the fractionally integrated autoregressive moving average (ARFIMA) model. Estimates were obtained using smoothed spectral regression estimation method. Also, moving block bootstrap method was used to construct the test for d.
Also, [12] , used performance of the Geweke-Porter-Hudak (GPH) test, the modified rescaled range (MRR) test and two Lagrange multiplier (LM) type tests for fractional integration in small samples with Monte Carlo methods Both the GPH and MRR tests are found to be robust to moderate autoregressive moving-average components, autoregressive conditional heteroskedasticity effects and shifts in the variance. However, these two tests are sensitive to large autoregressive moving-average components and shifts in the mean. It is also found that the LM tests are sensitive to deviations from the null hypothesis. As an illustration, the GPH test is applied to two economic data series.
From the literatures relating to the subject matter such as that of [8] ,there were remarkable discoveries. He used the smoothed spectral regression estimation method to estimate difference parameter, d, in the fractionally integrated autoregressive moving average (ARFIMA) model. Moving blocks bootstrap method was used to test the obtained, d. The study is limited in that for the Monte Carlo simulations, the test is generally valid for certain blocks only and not all the blocks. For the valid blocks, the test has reasonably good power.
Furthermore [3] , applied Jacknife and Bootstrap for the estimation of fractional parameter via the ARFIMA model. From the simulations, the estimation with moving blocks gave smaller values of relative bias. There was no theoretical argument as to what is the correlation between the number of terms of the series and the number of cycles which appear in the block in order to get the optimal results from the estimation.
It is in the light of the above researcher that we apply a different concept yet similar method of boottrap. In this paper, the truncated geometric bootstrap method proposed by [12] for stationary time series process was used to simulate the time series data. The fractional difference, d, is estimated using regression estimation method. This method is thought to produce a set of fractional parameter, d, of the estimates of ARFIMA model that behave better and has reasonably good powers.
Fractional ARIMA Processes
We consider the asymptotic and finite-sample properties of AFRIMA parameter estimates obtained using ant of the various preliminary autoregressive estimators.
Maximum likelihood produces asymptotically normal estimates of ARFIMA parameters which converge at the usual rate for stationary Guassian processes . The Quasi-MLE has this property as well for a range of assumptions on the error process. The MLE of Tieslau et al. converges at the standard rate to an asymptotic normal distribution for ; at , convergence is to the normal distribution at rate , and for convergence is at rate and the limiting distribution is non-normal. The fractional differencing parameter can therefore be obtained by: [7] obtained the peridogram estimation of d
Algorithm for Fitting Fractional Autoregressive Integrated Moving Average Models
We fit full autoregressive integrated moving average models of various orders and choose that model for which Akaike Information Criterion (AIC) is minimum. Let the order of this full autoregressive integrated moving average model be p+d+q and let the model be , denoted by ARIMA (p.d,q) respectively.
Let the mean sum of squares of the residuals be and its Akaike Information Criterion (AIC) be equal to AIC(1). The estimation of models is done by using Malquardt algorithm and Newton-Raphson iterative method. Having fitted the full model, we can now fit the best subset models by considering the subsets using the fitted models with minimum AIC, [4] and [9] .
Let the best subset autoregressive integrated moving average model be , where are subsets of the integers (1,2,…,p+d+q). Let the mean sum of squares of the residuals be and AIC value be AIC(2); . This is our final subset autoregressive integrated moving average models.
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Estimation Method of ARFIMA Models
Numerous methods of estimating ARFIMA models have been proposed in the literature, see [1] and [2] . The majority of them can be divided into three groups:
Identification and Estimation of an AFRIMA Model
For the use of the regression technique several steps are necessary to obtain on AFRIMA model for a set of time series data and these are given below. In this algorithm, to estimates d we use the regression methods described in section. It should be noted that usually only one iteration with steps 1-3 is used to obtain a model. Related to step 3, it has widely been discussed that the bias in the estimator of d can lead to the problem of identifying the short-memory parameters.
Results
The data was bootstrapped using truncated geometric bootstrapping method, [11] was analysed with the use of a statistical software called OxMetrics. A two dimemsional grid values of (p,q) was set up with maximum values (p,q)= (10,10) and a search over all the constituent models was undertaken using the AIC to select the best fitting model.
Upon fitting the ARFIMA model on the exchange rate data and using the AIC as the model selector, we obtained the model below: 
Simulation Study
Now we investigate, by simulation experiments, the convergence of the iterative method of model estimation. In this study, observations from the ARFIMA (p,d,q) process are generated using the method where the random variable are assumed to be identically and independently normally distributed as N(0, 1 In the whittle method, the parameters of the process are estimated. In the case of the semiparametic methods, the autoregressive and moving average parameters are estimated, after the time series has been differentiated by the estimate of d in our simulation, we assume that the true models is now and only the parameters need to be estimated.
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Conclusion
In this study we considered a simulation study to evaluate the procedures for estimating the parametric and semiparametric methods and also used the smoothed periodogram function in the modified regression estimator. The results indicate that the regression methods outperform the parametric Whittle's method when AR or MA components are involved. Performance of the Robinson estimator usually is not as good as the other semiparametric methods; it has large bias, standard deviation, and mean squared error. The use of the smoothed periodogram in Robinson's method improves the estimates; however, the results are still not as good as the usual regression methods.
The simulation results showed clearly that the bootstrap is a very good alternative for the estimation of time series data, in particular for the estimation of fractional parameter via the Autoregressive Fractional Integrated Moving Average (ARFIMA) model.
It is important to stress clearly that the units of samples have been geometrically constructed in such a way that they preserve the structure and dependence between terms of the time series.
From the tables in section four above, it is quite clear that the ARFIMA model from simulated data did performed better as the units increased to 150. This is indicated by the values of the AIC for all the models.
In comparing the result of the two estimates, it was discovered that the bootstrap approach that is, the simulation obtained using the truncated geometric bootstrap method produced a set of fractional parameter of the estimates of the parameters of ARFIMA models that shows a behavior that is reasonably better and the power is good.
