We consider a collection of Markov chains that model the evolution of multitype biological populations. The state space of the chains is the positive orthant, and the boundary of the orthant is the absorbing state for the Markov chain and represents the extinction states of different population types. We are interested in the long-term behavior of the Markov chain away from extinction, under a small noise scaling. Under this scaling, the trajectory of the Markov process over any compact interval converges in distribution to the solution of an ordinary differential equation (ODE) evolving in the positive orthant. We study the asymptotic behavior of the quasi-stationary distributions (QSD) in this scaling regime. Our main result shows that, under conditions, the limit points of the QSD are supported on the union of interior attractors of the flow determined by the ODE. We also give lower bounds on expected extinction times which scale exponentially with the system size. Results of this type when the deterministic dynamical system obtained under the scaling limit is given by a discrete time evolution equation and the dynamics are essentially in a compact space (namely, the one step map is a bounded function) have been studied by Faure and Schreiber (2014) . Our results extend these to a setting of an unbounded state space and continuous time dynamics. The proofs rely on uniform large deviation results for small noise stochastic dynamical systems and methods from the theory of continuous time dynamical systems.
Introduction
In this work we study discrete time Markov chains with values in the d-dimensional positive orthant that are absorbed upon hitting the boundary of the orthant. Such processes are well suited to model biological and ecological systems [9, 11] where each coordinate represents the population size of individuals of a given type/species. One of the fundamental issues in mathematical biology is to characterize the conditions for a population of interacting species to coexist, that is, to survive for a long time with no extinctions. Many real-world systems are certain to go extinct eventually, yet appear to be stationary over any reasonable time scale. Generally, the finite nature of the resources available prevents the system from growing without limit. Thus, provided we wait long enough, a sufficiently strong downward fluctuation in population size is bound to occur. We are interested in studying the long-term behavior of such systems away from extinction, under a suitable scaling of the system.
The processes we consider have a natural scaling parameter (N ) representing the system size. From standard results, as N → ∞, the linearly interpolated trajectory of the state process X N , over any compact time interval [0, T ], converges in distribution in C([0, T ] : R d + ) (the space of continuous functions from [0, T ] to R d + , equipped with the uniform topology) to the solution of an ordinary differential equation (ODE) of the formφ(t) = G(ϕ(t)), ϕ(0) = x (see (4) ). Our goal is to analyze the limiting behavior of the steady states of X N , conditioned on non-extinction, as N → ∞, in terms of the properties of the flow determined by the above ODE. The steady state of a Markov chain conditioned on non-extinction is made precise through the notion of a quasi-stationary distribution (QSD) (see Definition 2.1). We refer the reader to [14] for a comprehensive background and survey of results in the theory of quasi-stationary distributions. QSD are important objects in biological models and discussions of applications in biology can be found in [15, 16, 1, 7, 8] .
Our first main result (Theorem 2.1) studies asymptotics of QSD of X N (denoted as µ N ), as N → ∞, provided they exist and the sequence {µ N } is tight. Specifically, in Theorem 2.1 we show that, under Assumptions 1, 2, 3 and 4, any limit point µ of the sequence of QSD {µ N } is invariant under the flow determined by the ODE (4) and is supported on the union of interior attractors of the flow. We also provide lower bounds on the probability of non-extinction over a fixed time horizon that scale exponentially in system size. These bounds readily give similar lower bounds on expected time to extinction.
In general Markov chains with absorbing states and an unbounded state space may fail to have a QSD. Conditions for existence of QSD have been studied in [5, 18, 19] ; however these results are not easily applicable to the models considered in this work. We instead make use of the recent work of Champagnat and Villemonais [2] that gives general and broadly applicable Lyapunov functionbased Foster type criterion for existence of QSD (see Theorem 8.2). In our second main result we consider a basic family of Markov chains that we refer to as Binomial-Poisson models where the results of [2] can be applied to give existence of QSD. Using the stability properties of these Markov chains we obtain bounds on exponential moments of certain hitting times that allow us to construct suitable Lyapunov functions (and related objects) for which the conditions in Theorem 8.2 are satisfied, thus establishing the existence of a QSD µ N for each N . In fact, this QSD can be characterized as the limit, as n → ∞, of the law of X N n , conditioned on non-extinction, starting from an arbitrary initial condition in the interior. Using this characterization, and similar moment estimates as used in the construction of the Lyapunov functions, we then argue that the sequence of QSD is tight. Finally, from these results and other properties of the model, we establish our second main result (Theorem 2.2), which says that the Binomial-Poisson model introduced in Section 2.3 satisfies all the conditions in Theorem 2.1 and therefore provides an important class of Markov chains where the conclusions of Theorem 2.1 hold.
1.1. Approach and Proof Idea. We now comment on the proof of Theorem 2.1. Our results are motivated by the work of Faure and Schrieber [4] (see also the unpublished manuscript of Marmet [13] ) which considers analogous problems for a class of Markov chains where the deterministic dynamical system obtained under the scaling limit is given by a discrete time evolution equation and the dynamics are essentially in a compact space (namely, the one step map is a bounded function). As in [4] , one of the important ingredients in the proof is an analysis of the large deviation behavior of the sequence of small noise Markov chains in Section 2.1. However due to the continuous time setting here one needs to study large deviation principles on suitable path spaces. One of the issues that arises in the large deviation analysis is that transition probabilities of the Markov chain behave in a degenerate manner near the boundaries. Due to this, the associated local rate functions have poor regularity properties, which in turn makes establishing a global large deviation principle (LDP) on the path space technically challenging. Another issue arises from the unboundedness of the state space. In particular, the moment generating functions of the noise sequences can become arbitrarily large as the system state becomes large. In order to handle these issues, we instead consider LDP for a collection of modified chains in R d . These modified chains behave identically to the original chain until exiting from a given compact set K in the interior of the orthant, and, upon exiting, the modified chains change their behavior to a more regular dynamics in an appropriate sense. The large deviation estimates that are needed for our analysis can be obtained by piecing together such LDP associated with all such compact sets K. A similar approach, in a setting where the state space is compact, has been proposed in [13] . Another important point in the analysis is that one needs large deviation estimates that are uniform in initial condition in compact sets, in the sense of Freidlin and Wentzell [6, Chapter 3.3, . For this we use results on uniform Laplace principles for small noise stochastic difference equations that have been developed in [3, Section 6.7] . The recent work [17] shows that a uniform Laplace principle implies a uniform Large deviation principle in the sense of Freidlin and Wentzell. These results together allow us to establish uniform probability estimates that are needed in our large deviation analysis (see Section 4) .
The proof of Theorem 2.1, analogous to [4] , also requires a detailed analysis of the dynamical system properties of the flow associated with the ODE (4) . In particular a careful understanding of the properties of continuous time analogs of absorption preserving pseudo-orbits (in the terminology of [4] ) and those of the associated recurrence classes are key to the proof (see Section 3) . Although some of the arguments are similar to [4] there are new challenges that arise due to the unboundedness of the state space and the continuous time dynamics. To handle these features we exploit the stability properties of the underlying ODE and develop several a priori estimates for pseudo-orbits that are uniform in time and/or space. The dynamical systems results in Section 3 and the large deviation estimates in Section 4 take us most of the way to the proof of Theorem 2.1. In particular in Section 5, using these results, we establish the lower bound on probabilities of non-extinction given in Theorem 2.1 and also that the limit points µ of the QSD are invariant under the flow, they do not charge the boundary, and in fact that they are supported on the union of absorption preserving recurrence classes in the interior. The final step is to show that the support in fact lies in the union of the interior attractors. For this, following [4] , we reformulate the notion of recurrence in terms of the quasipotential associated with the rate functions in the underlying large deviation principles. Section 6 introduces the quasipotential and this alternative notion of recurrence and proves the equivalence between these two definitions of recurrence classes. The second definition is more well suited for the analysis and allows the use of large deviation estimates of Section 4 in studying the behavior of the stochastic dynamical system in terms of the properties of the recurrence classes. Combining the results of Section 6 with the results of Section 4 and properties of absorption preserving pseudo-orbits studied in Section 3, the proof of the main result is completed in Section 7.
1.2. Organization. The paper is organized as follows. In Section 2 we introduce the model of interest, state the assumptions and present the main results of the paper. In Section 3 we introduce some notions from the theory of dynamical systems, and study properties of recurrence points and associated (pseudo) orbits for the dynamical system associated with the law of large numbers limit of the underlying sequence of scaled Markov chains. In Section 4 we establish some key large deviation estimates. In Section 5 we give some important asymptotic properties of QSD (provided they exist) for the Markov chains considered in this work. In Section 6 we introduce the quasipotential V that governs the large deviation behavior of the model and study the properties of V -chain recurrence. In Section 7 we complete the proof of our first main theorem, namely Theorem 2.1. Finally, Section 8 proves the second main result of this work, Theorem 2.2, which gives an important family of models for which Theorem 2.1 can be applied.
where inequalities for vectors are interpreted componentwise, and ∂∆ .
= inf y∈A x − y . We denote by N ε (A) the ε-neighborhood of a set A in ∆, namely N ε (A) . = {x ∈ ∆ : dist(x, A) < ε}. For r > 0 and x ∈ R d , B r (x) will denote the open ball of radius r centered at x. Denote by P(S) the space of probability measures on a Polish space S, equipped with the topology of weak convergence.
For a µ ∈ P(S) and µ-integrable f : S → R, we write f dµ as µ(f ). The support of µ ∈ P(S) will be denoted as supp(µ). For a signed measure η on S, η T V denotes its total variation norm, namely
where the supremum is taken over all measurable maps f : S → R such that sup x∈S |f (x)| ≤ 1. For a bounded F : S → R, we denote sup x∈S |F (x)| by F ∞ . We denote by K the collection of all convex compact subsets with a nonempty interior that are contained in ∆ o . For T < ∞, we denote by C([0, T ] : S) the space of continuous functions from [0, T ] to S, equipped with the uniform topology.
. Given a metric space S 1 and a Polish space S 2 , a stochastic kernel x → θ(dy|x) on S 2 given S 1 is a measurable map from S 1 to P(S 2 ).
Statement of results
2.1. The model. Consider the sequence {X N k } k∈N 0 of ∆ N -valued random variables defined as
. We will denote by P N ν the probability measure under which the Markov chain {X N k } has the initial distribution ν,
, for all j ∈ ∆ o N and k ∈ N.
2.2.
Definitions and Assumptions. Consider the continuous time processX N obtained from a linear interpolation of X N , given aŝ
The following assumption on the law of large numbers behavior ofX N will play a central role in our study of asymptotic properties of QSD of X N .
where {ϕ t (x)} t≥0 is the solution of the ODĖ
We now introduce the notion of absorption preserving pseudo-orbits for the flow associated with the ODE (4). Discrete time analogs of these were introduced in [4] .
Definition 2.2. Given δ, T > 0, consider a family of points ξ = (ξ 0 = x, . . . , ξ n = y) ∈ ∆ n+1 and a collection of times T ≤ T 1 , . . . , T n−1 such that
is said to be a (δ, T ) absorption preserving pseudo-orbit (ap-pseudo-orbit) from x to y. Occasionally, we will also refer to the sequence {ξ i } n i=0 as a (δ, T ) ap-pseudo-orbit from x to y. Definition 2.3. For two points x, y ∈ ∆, say that x < ap y if for all δ, T > 0 there is a (δ, T ) ap-pseudo-orbit from x to y. If x < ap y and y < ap x, we write x ∼ ap y. If x ∼ ap x, then x is said to be an ap-chain recurrent point. Let R ap denote the set of of ap-chain recurrent points, and note that ∼ ap is an equivalence relation on R ap . For x ∈ R ap , the equivalence class [x] ap of all y ∈ R ap such that y ∼ ap x is said to be ap-basic class. Such a class is called maximal if, whenever for some y ∈ R ap , x < ap y, we have y ∈ [x] ap . A maximal ap-basic class is called an ap-quasiattractor. We let R *
The following will be our main assumptions on the dynamical system {ϕ t (x)}. Parts (c) and (d) say that the velocity fields decay as the boundaries are approached but not at too fast a rate. Part (e) is our main stability assumption on the dynamics. Parts (a), (b) are requirements on recurrence classes for the flow that are satisfied quite broadly. 
(e) For some κ ∈ (0, ∞) and M ∈ (1, ∞), x, G(x) ≤ −κ x 2 for all x ∈ ∆ with x ≥ M .
We will need certain assumptions on the moment generating functions of θ N (·|x). Assumption 3. The following hold:
We introduce one final assumption to provide a lower bound on the probability that X N is absorbed when its initial state is sufficiently close to ∂∆. 
We now present our main results.
Main results.
It is easy to see that under Assumption 2, for all x ∈ ∆ and t ≥ 0, ϕ t (x) ∈ ∆. In particular ϕ t is a measurable map from ∆ to itself for every t ≥ 0. We recall the definition of an invariant measure for the flow {ϕ t }.
Theorem 2.1. Suppose that for every N ∈ N, there exists a quasi-stationary distribution µ N for {X N n } n∈N 0 and that the sequence {µ N } is relatively compact as a sequence of probability measures on ∆ o . Suppose that Assumptions 1, 2, 3 and 4 are satisfied. Then any weak limit point µ of this sequence is {ϕ t }-invariant and is supported on
there is a c > 0 and N 0 ∈ N such that λ N ≥ 1 − e −cN for all N ≥ N 0 .
We now introduce a basic family of Markov chains which we refer to as the Binomial-Poisson models for which Theorem 2.1 can be applied.
Consider a population with d types of particles evolving in discrete time in which at each time step, any given particle dies with probability 1/N , and given that the population size at previous time step was N x = (N x i ) d i=1 , the number of particles of type i that are produced at the next time step follows a Poisson distribution with mean F i (x) distribution for some F : ∆ → R d + . Denoting the total number of particles of type i at time k as N X N,i k , the evolution of X N k = (X N,1 k , . . . , X N,d k ) is then given by (1) where, for each N ,
. . , d} are mutually independent, U i ∼ Poi(F i (x)) (namely, a Poisson random variable with mean F i (x)) and V i ∼ Bin(N x i , 1 N ) (namely a Binomial random variable with N x i trials and probability of success 1/N ).
Define,
For a bounded and measurable f : ∆ N → R,
Theorem 2.2. Suppose that, for each N , X N is given by (1) with θ N ≡ θ N, * . Further suppose that F is a bounded Lipschitz map and Assumption 2(a)-
Then, there is a µ N ∈ P(∆ o N ) such that for every N ∈ N, and
converges to µ N in the total variation distance as n → ∞. The measure µ N is a QSD for {X N }. The sequence {µ N } N ∈N is relatively compact as a sequence of probability measures on ∆, and any weak limit point µ of this sequence is {ϕ t }-invariant and is supported by
there is a c > 0 and N 0 ∈ N such that λ N ≥ 1 − e −cN for all N ≥ N 0 . Theorem 2.1 is proved in Section 7 while Theorem 2.2 is established in Section 8.1.
Absorption preserving pseudo-orbits
In this section we present some basic facts for absorption preserving pseudo-orbits that will be used to prove Theorem 2.1. Throughout the section we will take Assumptions 1 and 2 to hold.
The proofs of many of these results are similar to those found in [4] for discrete time flows but we provide the details for completeness. Recall that the solution of the ODE (4) with initial value ϕ(0) = x is denoted as {ϕ t (x)} t≥0 . The following lemma is a consequence of the stability condition in Assumption 2(e). Lemma 3.1. For every T > 0 and compact A ⊂ ∆, there is a δ 0 > 0 and a compact A 1 ⊂ ∆ such that for any (δ 0 , T ) ap-pseudo-orbit {ξ i } n+1 i=0 with ξ 0 ∈ A, we have ξ i ∈ A 1 for all i = 0, . . . , n + 1.
From Assumption 2 (e), when
This implies the following two facts:
Then for any δ ≤ δ 0 , and any R ≥ M , whenever
Without loss of generality assume that there is a R ≥ M such that A ⊂ B R . Let δ 0 = δ 0 (T ) be as defined above and consider a (δ 0 , T ) ap-pseudo-orbit {ξ i } n+1 i=0 with ξ 0 ∈ A. Then the above two facts imply that ξ i ∈ B R+1 for all i = 0, 1, . . . , n + 1. The result follows on taking
As a consequence of Lemma 3.1 we get the following result on the boundedness of ap-basic classes. Proof. Fix x ∈ R ap and y ∈ [x] ap . Let T > 0 and A = {x}. From Lemma 3.1, there is a δ 0 > 0 and a compact A 1 in ∆ such that for each δ ≤ δ 0 , any (δ, T ) ap-pseudo-orbit starting at x is contained in A 1 . Since y ∈ [x] ap , there must exist a (δ, T ) ap-pseudo-orbit from x to y which says that y must lie in A 1 . The result follows. For x ∈ ∆ o , we denote the forward orbit of ϕ by γ + (x) . = {ϕ t (x)|t ≥ 0}. From Assumption 2(b) and arguments as in Lemma 3.1 the following result is immediate. 
and for all x ∈ A 1 and t ≥ T , ϕ t (x) ∈ A 2 . (d) For every A 0 ∈ K, there is an A 1 ∈ K such that for every x ∈ A 0 , the forward orbit γ + (x) ⊂ A 1 .
Proof of the following lemma follows from the observation (a) in the proof of Lemma 3.1.
We say a (δ, T ) ap-pseudo-orbit described by a collection of points ξ = (ξ 0 , . . . , ξ n ) ∈ ∆ n+1 and a collection of times T ≤ T 1 , . . . , T n−1 intersects a set A ⊂ ∆, if for some j ∈ {1, . . . , n − 1}, and t ∈ [0, T j ], ϕ t (ξ j ) ∈ A. We say such an orbit lies in A if its intersection with A c is empty. The following lemma shows that for small δ and large T , (δ, T ) ap-pseudo-orbits starting from the interior stay away from the boundary.
. . , d}. In particular, there is an A 1 ∈ K such that any such ap-pseudo-orbit starting in A lies in A 1 .
Proof. Let ε 1 . = dist(A, ∂∆) and let ε and m be as in Assumption 2(c). Let ε 0 . = (ε ∧ ε 1 )/4. Note that for any x ∈ ∆ and i = 1, . . . , d,
Since m > 0, we can choose a T > 0 such that for any x ∈ ∆ and i = 1, . . . , d with
A recursive argument now shows that the pseudo-orbit has no intersection with E ε 0 . The result follows.
We now recall a definition from the theory of dynamical systems.
= {y ∈ ∆ : there is a sequence t n ↑ ∞ such that ϕ tn (x) → y} .
The following result follows from classical arguments and on observing that under Assumption
For a proof of the lemma in the discrete time setting see [4] . The proof for the continuous time setting considered here is similar and we omit details. Lemma 3.6. For any x ∈ ∆, ω(x) ⊂ R ap .
The following lemma gives a useful property of an ap-quasiattractor.
This shows that (z, z, z ′ , z ′ ), is a (δ, T ) ap-pseudo-orbit from z to z ′ . Since δ, T > 0 are arbitrary, we have z < ap z ′ . Combining this with x < ap z we now see that x < ap z ′ . Since z ′ ∈ R ap and [x] ap is maximal, we must have z ′ ∈ [x] ap . and therefore z < ap x. This completes the proof of the lemma.
The following lemma provides an important invariance property of ap-classes under the flow {ϕ t }.
Proof. Let y ∈ [x] ap . To begin, fix t, δ, T > 0, and let T ′ > T + t. We can find some δ 0 . = δ 0 (y) < δ such that if y − x 0 < δ 0 , then ϕ t (y) − ϕ t (x 0 ) < δ. Since y ∈ R ap , there is a (δ 0 , T ′ ) ap-pseudoorbit from y to y, which we denote by ξ = (y, ξ 1 , . . . , ξ n−1 , y), with corresponding time instants (T 1 , . . . , T n−1 ). Thenξ . = (ϕ t (y), ϕ t (ξ 1 ), ξ 2 , . . . , ξ n = y) is a (δ, T ) ap-pseudo-orbit from ϕ t (y) to y with corresponding time instants (T 1 − t, T 2 , . . . , T n−1 ), since
Thus ϕ t (y) < ap y.
Next, defineξ . = (y, ξ 1 , . . . , ξ n−1 , ϕ t (y)), and note thatξ is a (δ, T ) ap-pseudo-orbit from y to ϕ t (y) with time instants (T 1 , . . . , T n−2 , T n−1 + t), since
We have shown that ϕ t (y) ∼ ap y, and so ϕ t (y)
This proves the first part of the lemma.
For the second part, suppose now that
from y to y, which we denote by ξ k = (ξ k 0 , . . . , ξ k n(k) ). We assume without loss of generality that T k > t for all k and letT k .
. . , n(k)}. From Lemma 3.4 we then have that, for all such k, ϕT k (ξ k n(k)−1 ) lies in some compact setK ′ . Thus (passing to a subsequence) we may assume that
the continuity of ϕ t ensures that ϕ t (z) = y. Now we show that z ∈ [x] ap . Fix δ, T > 0, and let k be large enough so that δ k < δ, ϕT k (ξ k n(k)−1 )−z < δ k , T k > T , andT k > T . Then (ξ k 0 , . . . , ξ k n(k)−1 , z) is a (δ, T ) ap-pseudo-orbit from y to z with corresponding time instants (T k 1 , . . . , T k n(k)−2 ,T k ), so y < ap z. Now, fixt > max{t, T }, and note that
We now recall the definition of an attractor for the flow {ϕ t }.
The neighborhood U is referred to as a fundamental neighborhood for the attractor A.
The proof of Corollary 3.9 follows the proof of [ 
We claim that there is a ε ≤ ε * and a δ 0 ≤ δ such that
We argue via contradiction. Suppose the claim is false, then, since there are finitely many ap-basic
Passing to a subsequence we may assume that z n → z and ϕ tn (z n ) → u. Then z ∈ [x] ap and u ∈ [y] ap . We consider two cases: (I) along a further subsequence t n converges to some t * < ∞; (II) t n → ∞. In case (I), u = ϕ t * (z) and so by Lemma 3.8 u ∈ [x] ap . But this is a contradiction since y / ∈ [x] ap . In case (II), for every δ, T > 0, there is a (δ, T ) ap-pseudo-orbit from z to u which says that z < ap u. Since [x] ap is a quasiattractor, from Lemma 3.7 u ∈ [x] ap which is once more a contradiction to the fact that y / ∈ [x] ap . Thus we have the claim. Now fix δ 0 ≤ δ * and ε ≤ ε * so that (9) holds.
We now argue that
Once more we proceed via contradiction. Suppose the statement is false. Then there exist δ n ↓ 0,
We can find a subsequence along which y n → y and ϕ tn (y n ) → u. We must have y ∈ [x] ap and u ∈ N δ 0 ([x] ap ) c . Once again we consider two cases as above. In case (
In case (II) y < ap u and so as before, u ∈ [x] ap . Once more this is a contradiction. Thus we have shown (10) . Now fix δ 1 ∈ (0, δ 0 ) such that (10) holds.
. We will now show that lim
Together with Lemma 3.8 we will then have that [x] ap is an attractor, completing the proof of the result. In order to show (11) 
Existence of such an O 1 is shown in a similar manner as (10) . It suffices to show that
which will complete the proof.
In order to see that t(O) < ∞ for each such O, we argue by contradiction. Suppose that there is some O (with the associated O 1 ) such that t(O) = ∞. Then we can find sequences {z n } ⊂ U 0 and T n ↑ ∞ such that ϕ
The final statement of Lemma 3.3 implies that for each x ∈ ∆ o , ω(x) = ∅ and therefore ω(z) is a nonempty subset of R * ap . Thus we have that (K ε \ O 1 ) ∩ R * ap is nonempty which contradicts the definition of K ε and O 1 . Thus we have that t(O) < ∞ and the result follows.
The following lemma shows that suitable ap-pseudo-orbits come arbitrarily close to ap-recurrence classes.
Consider first part (a). Fix δ > 0, a compact A ∈ ∆, and let T = 1. With this choice of A and T , let δ 0 and A 1 be as given in
We now claim that T δ is an upper semicontinuous (usc) function on ∆. For this it suffices to argue that for each α > 0, the level set L α · = {x ∈ ∆ : T δ (x) ≥ α} is closed. Let {x n } ⊂ L α be a sequence converging to some x ∈ ∆, and note that for each t ≥ 0, lim
Since this holds for all t < α, we have that x ∈ L α . This shows that the level sets of T δ are closed and thus establishes the claim. Since an usc function achieves its supremum over any compact set,
Then, from Lemma 3.1, for any (δ 0 , T A ) ap-pseudo-orbit, given by a collection of points ξ = (ξ 0 = x, . . . , ξ n = y) ∈ ∆ n+1 and a collection of times
The proof of part (b) can be completed in a similar manner on observing that from Lemma 3.3, for every x ∈ A, the forward orbit γ + (x) is contained in a compact subset of ∆ o . We omit the details.
The following lemma gives key properties of pseudo-orbits in relation to their visits to neighborhoods of ap-quasiattractors and non-quasiattractors. 
Proof. For the first statement in the lemma we will argue via contradiction. By Lemma 3.5 we can chooseδ > 0,T > 0 andK ∈ K such that any (δ,T ) ap-pseudo-orbit starting from Nδ(K i ) lies inK for every i = 1, . . . , v. Henceforth we only consider (δ, T ) ap-pseudo-orbits with δ <δ and T >T . Fix θ > 0 and suppose that there is a sequence θ > δ k ↓ 0 and T k ↑ ∞, such that for every k there is a (δ k , T k ) ap-pseudo-orbit ξ k . = (ξ k 0 , . . . , ξ k n(k) ) that satisfies (12) (with ξ, δ, n replaced with ξ k , δ k , n(k)), with i = i ′ . Let j(k) ∈ {1, . . . , n(k) − 1} be such that ξ k j(k) ∈ (N θ (K i )) c . By passing to a subsequence if necessary, we can find x, y ∈ K i and z ∈ (N θ (K i )) c ∩K such that ξ k 0 → x, ξ k n(k) → y, and ξ k j(k) → z. In order to see that x ≤ ap z, fix δ, T > 0 and let k be large enough so that
Similarly, z < ap y, which shows that z ∈ K i . However, since z ∈ (N θ (K i )) c , this is a contradiction. This proves (a). Now consider part (b). Fix i, i ′ ∈ {1, . . . , v} and suppose that for each δ, T > 0 there is some
Passing to subsequences if necessary, we can find x ∈ K i and y ∈ K i ′ such that ξ k 0 → x and ξ k n(k) → y. Thus, for any fixed δ, T > 0, when k is sufficiently large,
Clearly, the statement in part (b) holds with this choice of (δ, T ).
The final result of this section is a consequence of Lemma 3.10 and Lemma 3.11. It summarizes key properties of ap-pseudo-orbits in relation to ap-recurrent classes. This result will be used in Section 7 in the proof of Theorem 2.1.
and n ∈ N, such that the following hold:
For each i ∈ {l + 1, . . . , v}, let O i be an arbitrary bounded, open, and isolating neighborhood of
From (13), there is some T 2 > T 1 such that if t ≥ T 2 , then for each i ∈ {1, . . . , l},
Then (1) and (2) hold when δ 0 . = δ 2 and T 0 . = T 2 . Additionally, (3) holds from the property of (δ 1 , T 1 ) ap-pseudo-orbits noted above since V c i ⊂ (N θ (K i )) c for each i ∈ {1, . . . , v}. Finally, since T 0 ≥ T * 2 and δ 0 ≤ δ * 2 , from Lemma 3.10, (4) holds as well.
Large Deviation Estimates
Throughout this section we will assume that Assumption 3 is satisfied. We will give some key uniform large deviation bounds that will be used in Sections 5, 6 and, 7.
For
Similarly, denote by π N α,K the projection map from R d toV α,K ∩ ∆ N . Let θ N,α,K be a transition probability kernel on R d defined by
We now present a basic large deviation result forX N,α,K . Recall the stochastic kernel θ(dy|x) from
We note that for every β,
Note that if for α, α ′ > 0 and K,
The following uniform large deviation principle will be used several times in this work.
(a) (Compact Level Sets) For every a ∈ (0, ∞), the set
Proof. We will apply [3, Theorem 6.7.5]. Let for x, ζ ∈ R d ,
and sup [6] , which says that parts (a)-(c) of the theorem hold. The result follows. 
Proof. Fix T, α, K, K ′ as in the statement of the theorem. We begin by showing that for each s ≥ 0 and δ > 0 there is some ε . = ε(δ) ∈ (0, 1) such that for all x, y ∈ K with x − y ≤ ε
Fix y ∈ K and φ in the set on the right side of (17) . Then there is a
Define
Note that ψ 2 (0) = x and
Also, for t ∈ (t 0 , T ],
Since ψ 2 ∈ Φ x,α,K ′ ,T (s) , we have d(φ, Φ x,α,K ′ ,T (s)) ≤ δ and thus φ is in the set on the left side of (17) . This proves the inclusion in (17) . ε ↓ 0. Since K is compact, we may pass to a subsequence and assume that x n →x for somex ∈ K.
Since inf φ∈F S α,K ′ (x, T, φ) > s, F ∩ Φx ,α,K ′ ,T (s) = ∅. This, along with the facts that Φx ,α,K ′ ,T (s) is compact and F is closed, ensures that there is some δ ∈ (0, s) such that
Let ε = ε(δ) > 0 be chosen as above (17) . Without loss of generality we assume that x − x n ≤ ε for all n. Then, for every n ∈ N,
From the upper bound in Theorem 4.1(c) we see that
).
The result follows from letting δ → 0 and s →S.
Asymptotic Behavior of QSD
In this section we assume that Assumptions 1, 2, 3 and 4 are satisfied. Using these assumptions we will provide several exponential probability estimates and use them to deduce some asymptotic properties of the QSD {µ N } (when they exist). Let for N ∈ N and T ∈ (0, ∞)
The estimates obtained in Lemma 5.1 and Lemma 5.2 are the key steps in the proof of Theorem 5.4 which gives the asymptotics of λ N .
Recall the definition of V α from Section 4.
Lemma 5.1. For each α > 0, compact set K ⊂ V α , ε > 0, and T > 0, there is a c ∈ (0, ∞) and N 0 ∈ N such that for every N ≥ N 0 ,
Proof. Let α > 0 and K ⊂ V α be compact. For each ε ∈ (0, α), let
Using Lemma 3.3 we can (and will) assume without loss of generality that ε is small enough so that the compact set
Since F ε is closed, Theorem 4.3 says that for each δ > 0, there is a N δ ∈ N such that for all N ≥ N δ log sup
In order to prove the result it suffices to show that inf x∈K inf ψ∈Fε S α,K ′ (x, T, ψ) > 0. Arguing by contradiction, suppose that this infimum is 0. Then, there are sequences {x n } ⊂ K and {ψ n } ⊂ C([0, T ] : R d ) such that ψ n ∈ F ε for each n and lim
if and only if φ(0) = x, we can assume without loss of generality that x n = ψ n (0) for every n. For each ε ′ > 0, ψ n ∈ {φ ∈ C([0, T ] : R d ) : S α,K ′ (y, T, φ) ≤ ε ′ for some y ∈ K} whenever n is sufficiently large. Since K is compact, Theorem 4.1 ensures that {ψ n } is precompact in C([0, T ] : R d ) and so there is a convergent subsequence of {ψ n }. Denoting this subsequence by {ψ n k } and its limit by ψ, we have that lim k→∞ (ψ n k , x n k ) = lim k→∞ (ψ n k , ψ n k (0)) = (ψ, ψ(0)).
Since φ → S α,K ′ (φ(0), T, φ) is lower semi-continuous, it follows that
which says that ψ(t) = ϕ t (ψ(0)). However, this is a contradiction, since ψ ∈ F ε . The result follows. Then for every T 0 ∈ (0, ∞), there are c 0 ∈ (0, ∞), T ∈ (T 0 , ∞) and N 0 ∈ N such that
Since U is a fundamental neighborhood of the attractor A, we can find T > T 0 such that sup
Using the Markov property, we have
From Assumption 3 we have that for every λ > 0
Thus for any λ > 0 sup
The result follows on using the above estimate and Lemma 5.1 in (19) .
The following lemma says that for every open U ⊂ ∆ o , the support of µ N (when it exists) has a nonempty intersection with U when N is sufficiently large. 
The following lemma quantifies the asymptotic behavior of the sequence {λ N } introduced in (5). 
where the last inequality uses (20). The result follows.
For δ > 0, T ∈ N, and K ∈ K, let β N δ,K (T )
The following lemma gives a different lower bound on λ N . This bound will be needed in the proof of Theorem 5.6 below.
Lemma 5.5. Suppose that for each N ∈ N, X N has a QSD µ N . Let A be an attractor in ∆ o , U ⊂ ∆ o be an open set containing A, and K ∈ K be such thatŨ ⊂ K. Then there is some δ > 0 and T, N 0 ∈ N such that λ T N ≥ 1 − β N δ,K (T ) for each N ≥ N 0 .
Proof. Since A is an attractor, there is a fundamental neighborhood U of A contained inŨ . Thus we can find a δ > 0 and T ∈ N such that N δ (ϕ T (U )) ⊂ U . From Lemma 5.3 we can find a N 0 ∈ N such that µ N (U ) > 0 for all N ≥ N 0 . Following the proof of Theorem 5.4, we see that
From our choice of U and δ it now follows that
A key consequence of the following theorem is that the support of any weak limit point of µ N is contained in ∆ o . This, along with a further characterization of the support of such weak limit points given in Corollary 5.10, is a key element in the proof of Theorem 2.1.
Theorem 5.6. Suppose that for each N ∈ N, X N has a QSD µ N . Then, for every δ > 0, T ∈ N and K ∈ K, there exists an open neighborhood V K of ∂∆ in ∆ such that
Suppose in addition that µ N converges along some subsequence to some probability measure µ on ∆. Then, there is an open neighborhood V 0 of ∂∆ in ∆ such that, µ(V 0 ) = 0.
Proof. Fix δ, T, K as in the statement of the theorem. Let δ 0 .
, ∂∆) and let K ′ . = N δ 0 (ϕ [0,T ] (K)) and consider the closed set
Fix α ∈ (0, δ 0 ) and K 1 ∈ K that contains some open neighborhood of K ′ . Then from Theorem 4.3 lim sup
Clearly c(K) > 0. From Assumption 4(b) we can find an open neighborhood
Combining last two displays, we can find a N 1 ∈ N such that for all N ≥ N 1
which converges to 0 as N → ∞. This proves the last equality in (22). Next, from Assumption 2 and Corollary 3.9 there exists an attractor A in ∆ o . LetŨ ∈ ∆ o be an open set containing A, and K ∈ K be such thatŨ ⊂ K. Then, from Lemma 5.5 there is some δ > 0 and T, N 0 ∈ N such that λ T N ≥ 1 − β N δ,K (T ) for each N ≥ N 0 . Since µ N (∆ o N ) = 1, we have, with V K given as in the first part of the theorem,
Rearranging the previous inequality, we obtain
This proves the first inequality in (22). Finally, let V 0 be a open neighborhood of ∂∆ such thatV 0 ⊂ V K . From the first part of the theorem, taking the limit along the convergent subsequence,
The result follows.
The following theorem proves the invariance of µ under the flow {ϕ t }.
Theorem 5.7. Suppose that for each N ∈ N, X N has a QSD µ N and suppose that µ N converges along some subsequence to some probability measure µ. Then µ is invariant under {ϕ t }. In particular, µ(ϕ −1 t (B)) = µ(B) for each measurable set B ⊂ ∆ and t ≥ 0. Proof. From Corollary 3.9, for each i ∈ {1, . . . , l} K i is an attractor. Fix 1 ≤ i ≤ l, δ > 0 and K ∈ K such that N γ (K i ) ⊂ K for some γ > 0. Let β N δ,K be as in (21). It suffices to show that for any continuous and bounded f : ∆ → R and t > 0, µ(f ) = µ(f • ϕ t ). Fix f and t as above and let ε > 0 be arbitrary. Using the fact that {µ N } (considered along the convergent subsequence) is tight, we can assume that the K chosen above satisfies
For each x ∈ K ∩ ∆ N ,
, and Assumption 1 ensures that as N → ∞,
Letδ . = inf x∈K,0≤s≤t dist(ϕ s (x), ∂∆) > 0, and note that Assumption 1 ensures that as N → ∞,
Combining the two previous convergence properties, we see that as N → ∞,
and therefore that
Since ε > 0 is arbitrary, the result follows.
We now recall the definition of the Birkhoff center of {ϕ t }.
Since δ, T are arbitrary, x ∈ R ap . This proves the first part of the lemma. The second part is now immediate on using Assumption 2(a).
We will use the Poincaré recurrence theorem given below. For a proof see [10, Theorem 4.1.19].
Theorem 5.9. Let ν be a measure which is invariant under {ϕ t }. Then for each measurable B ⊂ ∆ and T > 0,
The next result is a consequence of Lemma 5.8 and Theorem 5.9. It shows that the support of µ is contained in R * ap . Corollary 5.10. Suppose that for each N ∈ N, X N has a QSD µ N and suppose that µ N converges along some subsequence to some probability measure µ. Then supp(µ) ⊂ R * ap . Proof. From Theorem 5.7 µ is invariant under {ϕ t }. Enumerate the d-dimensional rationals in ∆ as Q d .
= {q 1 , q 2 , . . . } and for m, n ∈ N, denote the ball of radius n −1 centered at q m by B(q m , n −1 ). Then for each m, n ∈ N, Theorem 5.9 says that µ(B(q m , n −1 )) = µ(B(q m , n −1 )), wherẽ B(q m , n −1 )
Combining the results of Corollary 5.10, Theorem 5.7 and Theorem 5.4 we have most of Theorem 2.1. In particular we have the lower bound on probabilities of non-extinction given in Theorem 2.1 and also that the limit points µ of the QSD are invariant under the flow, and that they are supported on the union of absorption preserving recurrence classes in the interior. The final step is to show that the support in fact lies in the union of the interior attractors. For this we will introduce another notion of recurrence which is given in terms of the quasipotential associated with the rate functions in the underlying large deviation principles.
Quasipotential and Chain-recurrence
In this section we suppose that Assumptions 1, 2 and, 3 are satisfied. Recall the rate function S introduced in (14) . 
Equivalence classes under ∼ V will be called V -basic classes and equivalence class associated with a x ∈ R V will be denoted as
The following is the main result of this section.
In particular there are finitely many V -chain recurrent points and for every x ∈ R V , [x] V is a closed set. Furthermore,
Before proving Theorem 6.1 we will establish some basic results regarding V (·, ·) and R V . The following lemma is a consequence of the stability properties of the ODE (4) studied in Lemma 3.3 and the property that low cost trajectories closely follow the solution of the ODE. Lemma 6.2. Let α ∈ (0, ∞) and K ∈ K. Let T 0 ∈ (0, ∞) and suppose T n ∈ [T 0 , ∞) for all n ∈ N. Let φ n ∈ C([0, T n ] : ∆ o ) be such that φ n (0) ∈ V α,K for each n ≥ 1. Suppose that S(φ n (0), T n , φ n ) → 0 as n → ∞. With α 0 and M 0 as in Lemma 3.3, let α 1 = α 2 ∧ α 0 and
Proof. Let for n ≥ 1,
where the infimum is taken to be T n if the above set is empty. Note that the result holds trivially if the above set is empty for all but finitely many n. Now, arguing by contradiction, suppose the set is nonempty for infinitely many n. Consider the subsequence along which the above sets are nonempty and denote the subsequence once more as {n}. Also assume without loss of generality that γ n . = S(φ n (0), T n , φ n ) ≤ 1 for every n. We claim that there is a δ > 0 and k 0 ∈ N such that τ (φ n ) ≥ δ for all n ≥ k 0 . Indeed, otherwise, by passing to a further subsequence (once more denoted as {n}) we can find a sequence δ n → 0 such that for every n
Since S(φ n (0), T n , φ n ) ≤ γ n ≤ 1, we must have from the compactness of level sets property in Theorem 4.1 that φ n (0) and φ n (δ n ) converge along a subsequence to the same limit, which is a contradiction.
Let δ > 0 be such that τ (φ n ) ≥ δ for all sufficiently large n. For each such n letτ n . = τ (φ n ) − δ, and define φ * n :
In particular, {φ * n } ⊂ ∪ x∈K 1 Φ x,α 1 ,K 1 ,δ (1). From Theorem 4.1 the latter set is compact and so, along some subsequence, φ * n converges to some φ * in C([0, δ] : V α 1 ,K 1 ). Using the compactness of level sets property again, we have from (24) and the fact that γ n → 0, that
In particular, φ * (t) solves the ODE (4), namely φ * (t) = ϕ t (φ * (0)) for t ∈ [0, δ]. Since φ * (0) ∈ V α 1 ,K 1 , in view of Lemma 3.3, we must have that φ * (δ) < M 1 and dist(φ * (δ), ∂∆) > α 1 . However from the definition of τ (ϕ n ), we have that for each n, φ * n (δ) satisfies either, dist(φ * n (δ), ∂∆) ≤ α 1 or φ * n (δ) ≥ M 1 . This is a contradiction since φ * n converges to φ * (along some subsequence). The result follows. Corollary 6.3. Let K ∈ K and T 0 > 0. Then there exists a γ > 0 and a A 1 ∈ K such that whenever for some
Proof. Let α ∈ (0, ∞) be such that K = V α,K . Let α 1 , K 1 be as in Lemma 6.2. We argue by contradiction. Suppose the statement in the corollary is false. Then there are sequences γ n ↓ 0,
, and sets B n = {x ∈ ∆ o : x ≤ n, dist(x, ∂∆) ≥ 1/n} such that S(φ xn (0), T xn , φ xn ) ≤ γ n and φ xn (t n ) ∈ B c n for some t n ∈ [0, T xn ]. However, from Lemma 6.2, there exists a k ∈ N such that φ xn (t) ∈ V α 1 ,K 1 for all n ≥ k and all t ∈ [0, T xn ], which is clearly a contradiction since we can find a n 0 > k such that V α 1 ,K 1 ⊂ B n for all n ≥ n 0 .
The following continuity property of V , which is a consequence of continuity of L α,K shown in Lemma 4.2, will be needed in the proof of Theorem 6.1. Without loss of generality assume that x n ∈ G for every n. Choose α ∈ (0, 1) and a K ∈ K such that V α,K ⊃Ḡ. SinceḠ is compact, from Lemma 4.2, we have that sup z∈Ḡ, β ≤1 x) is similar and is omitted.
The following result is a consequence of compactness of level sets property in Theorem 4.1 and the uniqueness of the path where the rate function vanishes.
Proof. Arguing via contradiction, suppose that there is some δ > 0 such that for all ε > 0, there is some
Using the compactness of level sets property in part (a) of Theorem 4.1 and recalling that S α,K (x, T, φ) = 0 if and only if φ(t) = ϕ t (x) for t ∈ [0, T ], we see that
Thus c ≤ S α,K (x, T, φ ε ) < ε for all ε > 0. Letting ε ↓ 0, we obtain c = 0, which is a contradiction.
As an intermediate step we now prove a somewhat weaker statement than that in Theorem 6.1.
Then there exist time instants T n ↑ ∞ and φ n ∈ C([0, T n ] : ∆ o ) such that for all n ≥ 1, φ n (0) = x, φ n (T n ) = y, and S(x, T n , φ n ) < 1 n . From Lemma 6.2 there exists a k ∈ N, α 1 > 0 and a K 1 ∈ K such that, for all n ≥ k, φ n ∈ C([0, T n ] : V α 1 ,K 1 ). Now fix T, δ > 0. From Lemma 6.5 there is a ε > 0 such that, with T * = T and T * = 2T ,
Choose n 0 such that 1/n 0 ≤ ε and T n 0 ≥ T . Write T n 0 = mT + t 0 where m ∈ N and t 0 ∈ [0, T ). Then, from (25), with φ = φ n 0 φ(jT ) − ϕ T (φ((j − 1)T )) < δ for j = 1, . . . , m − 1, and φ(mT From Lemma 6.6 and Assumption 2 (see also Lemma 3.2) the closure of R V is a compact set in ∆ o .
We now complete the proof of Theorem 6.1 by establishing the reverse inclusion from the one established in Lemma 6.6.
Proof of Theorem 6.1. From Lemma 6.6 if x ∈ R V , then x ∈ R * ap and [x] V ⊂ [x] ap . Now suppose that x ∈ R * ap . From Assumption 2 there is a x * ∈ [x] ap such that {ϕ t (x * ); t ≥ T } is dense in [x] ap for every T > 0. Fix y ∈ [x]. Let for n ∈ N, t n ,t n ∈ (0, ∞) be such that t n ↑ ∞,t n ↑ ∞ as n → ∞, and for every n ϕ tn (x * ) − x ≤ 1/n, ϕ tn+tn (x * ) − y ≤ 1/n. Using Lemma 6.4 it follows that x < V y. This shows that x ∈ R V and that [x] ap ⊂ [x] V . We thus have that R * ap = R V and for all
is a V -quasiattractor if and only if it is an ap-quasiattractor. The result follows.
In view of Theorem 6.1, henceforth we will use the qualifier 'V ' or 'ap' interchangeably when referring to recurrence classes and quasiattractors in ∆ o .
Proof of Theorem 2.1
In this section we assume that Assumptions 1, 2, 3 and 4 are satisfied. The following lemma shows that there are low cost trajectories that take any given point in a recurrence class to any other point in the same class. Proof. Fix γ ∈ (0, 1) and K ∈ R V . Let γ 0 . = sup z∈K, β ≤1 L(z, β). Let k ∈ N and v 1 , . . . , v k ∈ K be such that for any x ∈ K, there exists
. Let x, y ∈ K be arbitrary and select i, j ∈ {1, . . . , k} such that x − v i ≤ γ/(4κ 0 ) and y − v j ≤ γ/(4κ 0 ). Consider the continuous trajectory φ x,y in ∆ o defined over the time interval of length T x,y = x − v i +T i,j + y − v j as follows.
In the above display for a term of the form a c −→ d b, the trajectory connects the points a and b in time length d in a manner described by c. When c = lin, the trajectory is just a linear path connecting a and b and when c = ψ i,j , the trajectory is defined by ψ i,j introduced above. Clearly S(x, T x,y , φ x,y ) ≤ γ, φ x,y (0) = x and φ x,y (T x,y ) = y. Also, T x,y ≤ max 1≤i,j≤kTi,j + 2 . = T . The result follows.
Recall that for a set B ⊂ ∆, τ N B . = inf{t ≥ 0 :X N (t) ∈ B}. The following lemma gives an upper bound on the probabilities of long residence times of the Markov chain near non-quasiattractors. Lemma 7.2. Suppose that K j ∈ R V is not a quasiattractor. Then we can find some λ > 0 such that for all γ > 0, there is some N 0 . = N 0 (γ) and ζ . = ζ γ : N → R satisfying lim n→∞ ζ γ (n) = 0 such that sup
Proof. Since K j is not a quasiattractor, there exists a λ 0 ∈ (0, 1),
Choose λ 1 ∈ (0, λ 0 ) such that, for some A 0 ∈ K, y 1 ∈ A 0 , ∪ v k=1 N λ 1 (K k ) ⊂ A 0 , and for each i, k ∈ {1, . . . , v} such that i = k, dist(N λ 1 (K k ), N λ 1 (K i )) ≥ λ 1 . From Lemma 3.3 we can find a A 1 ∈ K such that the forward orbit γ + (x) ⊂ A 1 for every x ∈ A 0 . Let sup z∈A 1 , β ≤1 L α,K (z, β) . = κ 0 . Let γ > 0 be given and let γ 0 = γ/6. Fix δ ∈ (0, λ 1 ∧ γ 0 κ 0 ). Then, denoting by η x,y the linear trajectory from x to y, for x * , y * ∈ A 1 with x * − y * ≤ δ, S(x * , y * − x * , η x * ,y * ) ≤ γ 0 .
With δ as above, choose, T * A 1 as in Lemma 3.10(b) (with A replaced with A 1 ). Then, in view of Theorem 6.1, for every x ∈ A 1 , there exists a t 0 ∈ [0, T *
A 1 ] such that ϕ t 0 (x) ∈ N δ (R V ). Define for x ∈ N λ 1 (K j ) the continuous trajectory φ γ x (·) according to the following two cases:
In Case I, we simply take φ γ
= t 0 is the length of the time interval over which the trajectory is defined.
For Case II we proceed as follows. Taking K = A 0 and T 0 = 1 in Corollary 6.3, denote by (γ * , A * ) the (γ, A 1 ) given by the corollary. Let u 0 ∈ K j be such that u 0 − ϕ t 0 (x) ≤ δ. Then
. Using Lemma 7.1 we can assume without loss of generality that sup w∈N λ (K j ) t 1 (w)
.
. Consider the continuous trajectory φ γ x in ∆ o that connects x and y 1 in the manner described by the display:
The above display is interpreted in a similar manner as (26) with a term of the form a 
S(x, φ γ x , T γ x ) ≤ 0 + γ 0 + γ/3 = γ/2 and in Case I the cost on the left side of the above display is 0.
Let λ ∈ (0, λ 1 ), α ′ > 0 be such that
The bound from Theorem 4.1(b) ensures that for eachδ ∈ (0, 1) there is some N 0 (δ) ∈ N such that, whenever N ≥ N 0 (δ),
It follows that for each
Using the Markov property we see that, if N ≥ N 0 (γ) and x ∈ N λ (K j ), then
We can assume without loss of generality that N (γ) is large enough so that exp(N γ)
The result follows from taking ζ γ (N )
Proof of Theorem 2.1. Recall that we assume that Assumptions 1, 2, 3 and 4 are satisfied. Also, by assumption, for every N ∈ N, there exists a quasi-stationary distribution µ N for {X N } and that the sequence {µ N } is relatively compact. From Theorem 5.4 there are a 1 , c 1 ∈ (0, ∞) such that λ N ≥ 1 − a 1 e −c 1 N , for all N ∈ N.
Let µ be a limit point of µ N . From Theorem 5.7 µ is invariant under the flow {ϕ t }. From Corollary 5.10 supp(µ) ⊂ R * ap . Thus to finish the proof, it suffices to show that for every j ∈ {l + 1, . . . , v}, there is a neighborhood V j of K j such that µ(V j ) = 0. Fix ε > 0 and choose a F 0 ∈ K such that µ N (F c 0 ) < ε for every N ∈ N. This can be done in view of Theorem 5.6 and our assumption that the sequence {µ N } is relatively compact.
Using Lemma 3.3(c) we can assume that F 0 is large enough so that for some T 1 ∈ (0, ∞) and
Let λ be as in 
Without loss of generality we can assume that m N > (b + 2)(m ′ N + 1). Then, for
Define for α = 1, . . . , b + 1, t N α = ⌊αm N /(b + 2)⌋. Then, from Corollary 3.12 (2) and definition of
From our choice of δ 0 , T 0 we see that if for some k,
Using this observation, we see that, with 8.1. Verification of Assumption 1. We need to show that when θ N = θ N, * , and x N → x, then (3) holds. The proof follows by a standard application of Grönwall's lemma and from moment formulas of Poisson and Binomial random variables and thus we only give a sketch. First, using the relation (1) and the discrete time Grönwall inequality it is easy to verify that for every
Next, using the relation,
and the Lipschitz property of G, it can be checked that
where M N is a martingale and sup 0≤t≤T R N (t) converges to 0 in probability as N → ∞. Standard moment estimates show that E(sup 0≤t≤T M N (t) 2 ) → 0 as N → ∞. Next, using the moment bound (27) and the convergence properties noted above, it can be checked thatX N is tight in C([0, T ] : ∆). Finally, ifX N converges in distribution along a subsequence toX, then from (28) it follows thatX must satisfyX
From the unique solvability of the ODE in (4), which is a consequence of the Lipschitz property of G, it now follows thatX(t) = ϕ t (x) for all t ∈ [0, T ], a.s. This proves the convergence in (3).
8.2.
Verification of Assumption 2. Parts (a)-(d) hold by assumption. We now verify part (e) of Assumption 3. Since
Thus Assumption 3(e) holds with κ = 1/2 and M as above.
8.3. Verification of Assumption 3. Part (a) of the assumption is immediate from the fact that for
j=1 are d dimensional random variables such that {U i , V j , i, j = 1, . . . , d} are mutually independent and U i ∼ Poi(F i (x)), V j ∼ Poi(x j ), for i, j = 1, . . . , d. Then with this choice of θ, 
LetŨ 1 , . . . ,Ũ N T be i.i.d. Poisson random variables with mean γ/2T , and letṼ 1 ,Ṽ 2 , . . . ,Ṽ N T be iid Geometric random variables with probability of success 1/N such that {Ũ j ,Ṽ k ; j, k} are mutually independent.
Then
Combining the last two displays
and thus from our choice of δ,
8.5. Existence of Quasi-stationary Distributions. In this section we prove the existence of a QSD µ N for the Markov chain {X N n }, for each N ∈ N, and show that the sequence {µ N } of QSD is relatively compact in P(∆). For some uniform bounds needed for the tightness proof in Section 8.6, it will be convenient to consider the N -step processes {X N n } n∈N 0 , wherẽ
Recall the definition of τ N ∂ and P N n from (6) and (7) . For existence of QSD, we will use the following result from [2] . 
Suppose also that there exist C ∈ (0, ∞) and n 0 , m 0 ∈ N such that n 0 ≤ m 0 and
Then there exist C 1 ∈ (0, ∞), α ∈ (0, 1), and a probability measure µ N on ∆ o N such that, for all
for all probability measures µ on ∆ o N which satisfy µ(ϕ 1 ) < ∞ and µ(ϕ 2 ) > 0. Moreover, µ N is the unique QSD of {X N } that satisfies µ N (ϕ 1 ) < ∞ and µ N (ϕ 2 ) > 0. Additionally, µ N (K) > 0.
Remark. The above theorem combines two different results from [2] . Proposition 3.1 of [2] shows that under the assumptions of Theorem 8.2 we have for some c 2 ∈ (0, ∞), n 1 ∈ N and a probability measure ν supported on K P x (X N n 1 ∈ ·) ≥ c 2 ν(· ∩ K), for all x ∈ K. Also this proposition shows that for some c 3 ∈ (0, ∞),
Using these facts, it then follows that, under the assumptions of Theorem 8.2, all the conditions of Theorem 2.1 in [2] are satisfied, which gives the existence of QSD µ N with the properties stated in the above theorem.
In Lemma 8.6 we use the above result to establish existence of a QSD for the sequence {X N n } considered in this work, for each N ∈ N. We begin with some preliminary estimates.
and let Proof. Let a = max i F i ∞ . Given u ∈ N −1 N, consider the random variable V u that represents the number of particles among N u initial particles that die in N steps when at each step any particle can die independently of the remaining particles with probability 1/N . Note that V u ∼ Bin(N u, γ(N )) where
By a recursive argument, for n ∈ N P x (σ N r > n) ≤ e x·1 e −n(rV N 0 (1)−log C N (1)) .
Note that log C N (1) = N ad(e 1/N − 1). Also,
, and thus V N 0 (1) = −N log 1 − γ(N )(1 − e −1/N ) . Combining the above observations
Since γ(N ) → (1 − e −1 ) we can assume without loss of generality that for all N ∈ N log C N (1)
Thus, for r ≥ r 0 .
Combining this with (32), for all N ∈ N, x ∈ (K N r ∪ ∂) c and λ 0 < λ
This proves the first statement in the lemma. The second statement follows on noting thatτ N r ≤ Nσ N r , for each r ∈ R + and N ∈ N. Lemma 8.4. Fix λ 0 ∈ (0, ∞) and let r 0 be as in Lemma 8. 3 . Then for each λ ∈ (0, λ 0 ) and r ≥ r 0 ,
Proof. We only prove the first statement. The second statement is shown in a similar manner. Fix r ≥ r 0 and λ < λ 0 . For notational simplicity, denote K N r by K. Then, for y ∈ K,
= max i ||F i || ∞ and U ∼ Poi(N ad). Then with c(λ 0 ) as in Lemma 8. 3 we have
Since sup N ∈N N (e 1/N − 1) ≤ e, the result follows.
The following lemma will be used to verify condition (B2)(d) of Theorem 8.2.
Lemma 8.5. There exists r 1 ∈ (0, ∞) such that
Furthermore, for each N ∈ N, there exists r 1 ∈ (0, ∞) such that
Proof. Once again, we only prove the first statement. Consider, for z ∈ N/N , a collection of N z particles of a single type, where each particle, independently of all other particles, has a 1 N chance of dying at each time step. Then the probability that all N z particles are dead in N time steps is p(z, N )
Note that for any K ⊂ ∆ o , x ∈ K ∩ ∆ N and N ≥ 1, min 1≤i≤d x i ≥ 1 N , and so
In particular,
, and so for any
, and sup N >1
We will now argue that for some r 1 ∈ (0, ∞)
Fix r > 0 and let x ∈ K N r . As before, let a = max i F i ∞ . Fix k ∈ N and define for a 1 ∈ (0, ∞) m = m(N, k, a 1 )
where U j are iid Poi(ad), V j are iid Bin(N a 1 , 1/N ), and {U j , V ′ j , j, j ′ ∈ N} are mutually independent. For a 2 > a 1
Thus for each γ > 0, by Markov's inequality,
Note that for each N ≥ 1,
≤ e ad(e γ −1) e −a 1 (1−e −γ ) .
Let r 1 be large enough so that e ad(e γ −1) e r 1 (e −γ −1)/2 < 1 2 and r 1 > −2 log(1−α 0 ) γ . If we fix r ≥ r 1 and let a 2 = r and a 1 = r/2, then
This proves (33) and hence
Finally, for all N > 1, r ≥ r 1 , and
Denote by Q N the collection of all µ ∈ P(∆ o N ) such that for every c ∈ (0, ∞), there exists a r ∈ (0, ∞) such that E µ (e cσ N r ) < ∞. The following result gives the existence of QSD for the chain X N for each N and provides an important characterization of these QSD.
Theorem 8.6. There is a probability measure µ N on ∆ o N such that for all x N ∈ ∆ o N , δx N P N n δx N P N n (1 ∆ o N ) → µ N in the total variation distance. For each N ∈ N, the measure µ N is a QSD for {X N n }. It is the unique QSD for {X N n } that belongs to Q N . Proof. Fix N ∈ N and let r 1 ∈ (0, ∞) and θ 2 ∈ (0, 1] be as in the second statement in Lemma 8.5. Fix r 2 ≥ r 1 , let K = K N r 2 and define ϕ 2 : ∆ o N → R + by ϕ 2 (x) . = 1 K (x). Fix an arbitrary θ 1 ∈ (0, θ 2 ). From Lemma 8.3 there is a r 3 > r 2 such that for any fixed r ≥ r 3
We now verify the conditions of Theorem 8.2 with the above choice of K, ϕ 1 , ϕ 2 , θ 1 and θ 2 . It is clear that condition (B1) is satisfied with n 2 (x) = 1. Also, (B2)(b) is satisfied, since ϕ 2 (x) = 1 for each x ∈ K. Since θ 1 ∈ (0, 1), inf , for any x N ∈ K.
We now show that µ N ∈ Q N . Fix c ∈ (0, ∞). Let ϕ 2 , θ 2 and K be as above. Choose θ * 1 ∈ (0, θ 2 ∧ e −c ). From the second statement in Lemma 8.3 there exists a r 4 > r 3 such that
Then from the previous argument, there is a QSDμ N for {X N n } such that , for any x N ∈ K.
From (35) we now see that µ N =μ N and that E µ N (e cτ N r 4 ) < ∞. Since c > 0 is arbitrary, it follows that µ N ∈ Q N . Also, since r 2 ≥ r 1 is arbitrary, we see (by choosing a larger K if needed) that the convergence in (35) holds for all x N ∈ ∆ o N . Finally we argue uniqueness. Letμ N ∈ Q N be a QSD for {X N n }. Choose r 5 ≥ r 1 such that µ N (K N r 5 ) > 0. ConsiderK = K N r 5 andφ 2 = 1K. Fix θ 1 ∈ (0, θ 2 ) and let r > r 5 be such that Eμ N ((θ 1 ) −τ N r ) < ∞, and E x ((θ 1 ) −τ N r ) < ∞ for all x ∈ ∆ o N . Then by the previous argument (and Theorem 8.2) E µ N ((θ 1 ) −τ N r ) < ∞ and µ N (K) > 0.
But since the above two properties are also satisfied byμ N , from Theorem 8.2 we must have µ N =μ N .
8.6. Tightness of Quasi-Stationary Distributions. We now prove the tightness of the sequence of QSD {µ N } given in Theorem 8.6.
Theorem 8.7. Let for N ∈ N, µ N be as given in Lemma 8.6. Then, the sequence {µ N } is tight.
Proof. Recall the definition of P N n from (7) . = 1 Kr (x), for each N ∈ N,
Recall that a = max 1≤i≤d F i ∞ < ∞ andX N k = X N N k for k ∈ N. We now consider a coupling between the sequence of d-dimensional random variables {X n k } and a sequence {Z N k } of N/Nvalued random variables that preserves certain monotonicity properties. Note that {X n k } can be constructed as follows. Consider a collection of iid random fields {(U N k (x), V N k (x)), x ∈ ∆ o N } k∈N where U N k (x) is a d-dimensional random variable with mutually independent coordinates distributed as Poisson random variables with means F N i (x), i ∈ {1, . . . , d}, and V N k (x) is a d-dimensional random variable, independent of U N k (x), of mutually independent Binomial random variables with parameters (N x i , 1/N ), i ∈ {1, . . . , d}. Then
gives a construction for the Markov chain {X n k }. Then we can construct, along with the above iid random fields, iid fields {(A N k (z), B N k (z)); z ∈ N/N } k∈N such that A N k (x · 1) ∼ Poi(ad − F (x) · 1), and D N k (x) 
The sequence Z N k describes the evolution of the (scaled) population size of a single-type population in which at each time step any particle can die with probability 1/N independently of other particles, and Poi(ad) new particles are born. Let Y N k . = X N k · 1. Then, by construction, Z N k ≥ Y N k for all k, N .
Fix r ≥ r 1 and let x N be in K r ∩ ∆ N for each N . Also, let z N = x N · 1. In order to prove the tightness of the collection in (36) it suffices to show that for every ε > 0, there is a L 1 ∈ (0, ∞) such that sup
LetZ N n . = Z N nN for n ∈ N 0 , N ∈ N, and define σ N,Z r .
= inf{n ∈ N 0 :Z N n ≤ r}, σ Z,N ∂ . = inf{n :Z N n = 0}. Using similar arguments as in the proofs of Lemmas 8.3 and 8.4 we can assume without loss of generality that r is large enough so that there is a θ 1 ∈ (0, θ 2 ) such that for For fixed L < ∞, there is a L 1 ∈ (r 0 , ∞) such that for all z ≥ L 1 , we have ϕ N 1 (z) ≥ L for all N ∈ N. Then, with ϕ 2 = ϕ r 0
where the last inequality uses the property ϕ 2 ≤ 1. Also E x N ϕ 2 (X N n )1 σ N ∂ >n) ≥ θ 2 E x N ϕ 2 (X N n−1 )1 σ N ∂ >n−1) = θ 2 E x N 1 [0,r] (X N n−1 · 1)1 σ N ∂ >n−1 , and, with F n = σ{X k ,Z k , k ≤ n},
Iterating this inequality
Since x N ∈ K r for each N ,
Tightness follows.
8.7.
Completing the Proof of Theorem 2.2. We can now complete the proof of Theorem 2.2. We will apply Theorem 2.1. From Sections 8.1, 8.2, 8.3, 8.4 it follows that Assumptions 1, 2, 3 and 4 are satisfied. From Section 8.5 it follows that there is a µ N ∈ P(∆ o N ) such that for every N ∈ N, and x N ∈ ∆ o N , δ x N P N n δ x N P N n (1 ∆ o N ) converges to µ N in the total variation distance as n → ∞. Furthermore, the measure µ N is a QSD for {X N }. From Section 8.5 the sequence {µ N } N ∈N is relatively compact as a sequence of probability measures on ∆. Theorem 2.2 is now immediate from Theorem 2.1.
