Abstract-A transmission and multiplexing strategy appropriate for voice over asynchronous transfer mode (ATM), called delayed frame queueing (DFQ), is proposed. This frame-based strategy has features in common with the synchronous transfer mode and is thus well suited to service synchronous applications such as voice, while retaining the statistical multiplexing capabilities of ATM. In particular, the DFQ service discipline can provide explicit and nontrivial bounds for queue delay and jitter, for both bursty as well as continuous traffic streams. Furthermore, the DFQ discipline can combine a wide range of delay and jitter bounds while also managing the distribution of quality of service violations among the traffic streams when congestion occurs. Jitter control is performed at the network periphery and thus does not negatively influence multiplexing gain at intermediate nodes. This efficient strategy has major implications in terms of the preferred alternatives chosen by clients when implementing source clock recovery for voice. DFQ allows the entire range of implementation alternatives for voice over ATM to be appropriately serviced, such as ATM adaptation layer types 1 and 2 (AAL1/2), adaptive playout, and immediate playout.
I. INTRODUCTION
A central goal of asynchronous transfer mode (ATM) is to integrate all traffic types (voice, video, data, etc.) within one transport architecture. This consolidation requires harmonization of divergent services with different quality of service (QoS) requirements such as cell delay variation (CDV), cell transfer delay (CTD), and cell loss ratio (CLR), demanded by streams with a wide range of bandwidths and burst characteristics. Consolidation also implies that ATM networks must efficiently interwork with a diverse set of legacy networks and front-end service providers. Thus, even though voice may be considered as a very narrow service category, one may expect a wide range of QoS requests corresponding to a wide range of adaptation alternatives for voice services.
As with any real-time traffic stream, a voice connection requires source clock recovery for smooth playback at the destination. The cost of clock recovery depends greatly on the ability of the network to control jitter (i.e., CDV) [1] , [2] . We now describe two expensive solutions followed by Manuscript received December 1, 1997; revised May 7, 1998 . This work was supported in part by a grant from the Canadian Institute for Telecommunications Research. This work was presented in part at the IEEE Globecom'98, Sydney, Australia.
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two less expensive solutions. ATM adaptation layer 1 (AAL1) uses a synchronous residual time stamp (SRTS), while AAL2 uses a regular time stamp method. Both proposed methods require the source and destination to share a common network clock. While the AAL1 method is more efficient in terms of adaptation overhead, it is only applicable to constant bit rate (CBR) traffic, e.g., pulse code modulation (PCM). In contrast, AAL2 can service variable bit rate (VBR) streams such as packet voice with deletion of silent packets. The next two methods avoid all transmission overhead. Adaptive playout uses the backlog of the playback buffer as a feedback signal to a phase-locked loop. Thus, the decoder's system clock slows down if the buffer backlog is too small and speeds up if it is too large. This strategy again assumes a CBR stream, since any change in the buffer fill is assumed to be due to loss of synchronization. The immediate playout method can service VBR streams and is even simpler since voice samples are played out immediately upon arrival. Adaptive playout requires the network's CDV bound to conform to the size of the playback buffer, while immediate playout requires an even stricter CDV bound since no temporal smoothing takes place. ATM-based cellular and satellite networks have the additional problem that traffic sources within a wireless network may only have intermittent and nondeterministic access to the wireless transmission medium. This may result in large variations in queue backlogs, and large CDV/CTD bounds [3] .
Finally, ATM networks must provide delay guarantees to telephony services. The absolute end-to-end delay for an acceptable voice connection varies from 160-350 ms. The upper bound is applicable to geostationary earth orbit satellite links which have 250 ms of propagation delay. The lower bound has been proposed by ITU-T for terrestrial connections. A much stricter two-way delay bound (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) ms is required for voice calls using analog terminals, which includes 95 of all phones [2] . Longer delays generate significant talker echo due to impedance mismatches at the subscriber loop [5] . This strict bound can be entirely avoided by introducing echo cancellation hardware or by using digital loops rather than analog loops.
Many scheduling disciplines [6] , [7] have been proposed for real-time communications. Work conserving disciplines, often based on bandwidth allocations such as weighted fair queueing (WFQ) [8] can only limit the CDV to trivial bounds no smaller than the maximum end-to-end queue delay assigned to the virtual connection (VC). Thus, the duration over which statistical multiplexing gain is performed must be restricted if a tight jitter bound is to be obtained. Conversely, if the multiplexing gain is to be maximized then the jitter bound must be relaxed, this results in the need for transmission overhead for source clock recovery. The frame-based stop-and-go queueing (SGQ) discipline [9] provides a tight CDV bound. However, it is severely constrained by the strict coupling between the frame period and the resulting CTD/CDV bounds. The remainder of this paper describes the frame-based delayed frame queueing (DFQ) strategy and how it may provide a straight forward solution for the diverse yet stringent QoS requirements for voice over ATM while maintaining the efficiency of statistical multiplexing. The use of ATM resource management (RM) cells as an integral component of the DFQ service discipline is a novel contribution which provides great flexibility between the frame period, CTD and CDV.
II. DFQ DISCIPLINE
A. Work-Conserving DFQ Synchronization: We first present the work-conserving version of DFQ (see [10] for more variations on the DFQ protocol). In this paper, the propagation, processing, and switching delays of a connection path are assumed to be constants and are set to zero. Thus queue delays are assumed to be the sole cause of end-to-end CTD and CDV. The time axis of each network link is divided into one continuous stream of logical abutting frames of duration s (see Fig. 3 ). The significance of the frame period is that it defines a standard time unit during which statistical multiplexing can take place.
The DFQ strategy assumes a synchronous network; i.e., each node is aware of the time boundaries which define the beginning and end of each link-level frame. This common reference clock can be obtained with the ATM underlying physical layer transport, synchronous optical network (SONET) [11] . Such synchronization is assumed for the AAL1 SRTS technique [1] . The fact that cells are packaged within synchronous frames does not imply that VC's are assigned a particular number of slots within each frame. Furthermore, our paper assumes that all network links are in phase at each node, meaning the arrival and departure times of frames at nodes are synchronized. This is equivalent to setting the phase mismatch constant to zero in Golestani's SGQ papers [9] , [12] , [13] . This zero phase assumption is not required, and is only included to simplify the equations, figures, and discussion.
Cell Servicing Discipline:
The service queue of each link is organized as a sequential row of first-in-first-out buffers (FIFO's) each containing cells which have a service deadline s after the start of transmission of the current outbound link-level frame. For simplicity, we assume the value is common to all the network queues. Service priority is given to cells buffered in the FIFO's with the smallest index values of (see Fig. 1 ). If the link speed is cells/s then there are cell slots/frame. The first slot of every transmitted frame is dedicated to an RM cell. At the start of a frame period, if FIFO contains more than cells, then the excess cells are discarded. In general, if at the start of a frame period the FIFO's contain in total more than cells, then scheduler saturation will occur within the next s. The CLR guarantees can be managed by selectively discarding cells from among these FIFO's. Conversely, if the first FIFO's contain, in total, no more than cells, then all FIFO's will be serviced during the current frame period. This is what is meant by work-conserving, all queued cells are eligible for transmission.
The FIFO identification scheme is periodic and synchronized with the link-level frames. At the end of each frame period each FIFO index (subscript) is reduced by one in a modulo fashion. As a result, once a new frame begins its transmission, the link server has s to transmit all cells within logical FIFO Once the s expire, FIFO is cleared of its remaining cells and renamed and it is logically repositioned at the end of the sequence of FIFO's, while the index of all the other logical FIFO's are decreased by one, e.g., Thus, the service priority of a queued cell increases as the index decreases for the FIFO in which it is buffered. In graphical terms (Fig. 1) , cells which remain queued (unserviced) move closer and closer to the link server as time progresses in intervals of s. Cell Buffering Method: We have described how the service priority and deadlines of queued cells are represented by their location among a row of FIFO's. We now describe the protocol that determines into which FIFO a cell is buffered upon its arrival at the queue of the th node along its path. This target FIFO is given by where is the local frame-delay parameter assigned to the VC at node during connection set up and is the index number of the FIFO where the cell was buffered at the moment when the cell was transmitted from the upstream node Thus, is the number of whole frame periods by which the cell is serviced head of its local deadline at node This buffering protocol is illustrated in Fig. 2 . Note that no cells are ever forwarded to a FIFO once it has the zero index, since the absolute minimum for is one. When buffering cells, the first node along a connection assigns the value to all cells that are entering the network, i.e., traffic sources always transmit their cells on time; they do not have queue backlogs. An important exception is a wireless source, which generally does have a backlog and must transmit the tag [14] , [15] . Also, is a constant for each VC, while will vary from cell to cell. Thus, the earlier the cell gets serviced at node the greater its value when arriving at node and the further away from the link server it will be buffered at node For a given VC, the minimum subscript for is This means that all cells of a connection are guaranteed a minimum local eligibility duration of s at node Those connections which are assigned long eligibility durations impose a smaller effective load on the server's deadline requirements. As a result, network management will generally assign large local values at congested nodes. RM Cells: We now consider the role of RM cells. Consider node and the downstream node Node must encode the value of for each transmitted cell such that node may use this information to properly buffer these cells. A queued cell is eligible for transmission only if its current value has already been encoded within the most recently transmitted RM cell, or else the cell is ineligible. Thus, cells which have just arrived at the queue cannot be transmitted during that current frame cycle. In order to mitigate this transmission inefficiency, we allow more than one RM cell to be transmitted during a frame period. In particular, if a server transmits all eligible queued cells before the completion of a frame cycle then the following occurs: 1) a second RM cell is used to encode some or all of the ineligible queued cells and the RM cell is transmitted and 2) those ineligible cells which are so encoded become immediately eligible for transmission for the remainder of the frame cycle. This process of transforming ineligible cells into eligible cells can be repeated each time the buffer is void of eligible cells. Note that an RM cell needs never encode more than cells since a new RM cell is always transmitted at the start of each frame period. This use of multiple RM cells minimizes the buffer occupancy and delay, and maximizes the multiplexing gain.
In general, the payload of an RM cell consists of a sequence of integers which denotes the number of queued cells in each local FIFO just before the RM cell is transmitted, Fig. 1 . These eligible cells are transmitted immediately after the corresponding RM cell. At the downstream node, the RM cell decoder determines that the next cells to arrive have an value of zero and that the following cells to arrive have an value of etc. Note that the downstream node uses its own local current FIFO's indexes when determining where to buffer newly arriving cells using the expression This is because the network is assumed to have link-level synchronization.
The expression is initially generated at the switch input port. Thus, each value needs to be extracted from the RM cell and summed with the VC's local framedelay This sum is appended to each individual ATM cell before it traverses the ATM switch fabric. Some options for this append process are: 1) to increase the word length across the switch fabric or 2) to temporarily use some VPI/VCI header bits while the cell traverses the fabric. Such networkspecific use of ATM header bits has been reported [16] for a wide-area ATM testbed where an 8-bit congestion field was utilized.
The RM cell is critical for minimizing the transmission cost incurred by the overhead. This ATM cell only has 384 payload bits with which to encode the values of The two extreme cases are: 1) when a single FIFO contains all cells to be transmitted during the next cycle, e.g.
and 2) when many FIFO's contain all cells to be transmitted during next cycle, e.g.,
The first case requires that each field in the RM cell be allocated bits. The second case requires that such fields be available in the RM cell. It is not possible to satisfy these conditions when This encoding limitation may be mitigated since: 1) in general fewer than FIFO's will contain cells that are to be transmitted during a single frame cycle; 2) use of 1-bit flags (one for each field) will allow a long or short bit length for each field; 3) by combining explicit and relative addressing methods for the FIFO indexes, only nonempty FIFO's need to be encoded; 4) more than one RM cell can be transmitted during a frame period; 5) as the link rate increases, the relative transmission overhead for an additional RM cell decreases as and 6) only real-time traffic need be encoded.
End-to-End QoS:
The behavior of DFQ is depicted in Fig. 3 , which illustrates the transmission of two cells (represented by squares) across a three-node connection. The cells arrive at node one within frame number zero. The table in Fig. 3 describes the frame-delay values assigned to the connection and the resulting behavior. The shaded frames indicate the possible time spans over which the cells may be in transit on each of the four links associated with the three nodes. The CTD bound is defined by (1) (1)
The minimum delay is achieved if the cell always arrives at empty buffers at each of its nodes, and is thus delayed by one RM cell at each hop, or s. The term means that CTD is measured from the arrival of the first bit to the departure of the last bit of a cell. For the remainder of this paper we simplify many expressions by setting the small term to zero. Thus, the CDV bound for the workconserving DFQ is simply given by the upper bound of the CTD. This is a trivial jitter bound. Also, since the maximum index for a FIFO is the maximum total frame delay that can be assigned to a VC must satisfy and thus the absolute maximum end-to-end queue delay for the network is bound by s. Reasonable values for and are 256 and 0.5 ms, respectively. Thus, requires 1 byte, end-to-end queue delays up to 128 ms are possible, and a delay-jitter bound of 1 ms can be guaranteed.
B. Nonwork-Conserving DFQ
A VC crossing a network of work-conserving schedulers, may intermittently experience zero queue delay when the network is idle, immediately followed by maximal queue delays once the network is exposed to heavy traffic. In this environment, synchronous applications such as voice and video have no alternative but to use time-stamp methods (AAL1/2) or large adaptive playout buffers for source clock recovery. Only a nonwork-conserving protocol is capable of further restricting the CDV bound [6] . One important exception is when exclusively CBR VC's are multiplexed [17] . However, this simple case is not applicable to VBR traffic. We propose the following unified approach using a variation on DFQ scheduling.
Each VC must exit the network's administrative zone at the last node along its path. By modifying the DFQ protocol at this egress link, the VC's can be provided with a tight end-to-end CDV bound. First note that in Fig. 2 , for the work-conserving DFQ, any of the FIFO's may contain eligible cells. In contrast, the nonwork-conserving DFQ protocol at an egress link does not service a FIFO until s before its associated deadline. In other words, only cells buffered within are made eligible for transmission. In this way, the new protocol assures that cells which enter the network within a common frame will also exit the network within a common frame; see Fig. 4 . At the last node along the connection's path, the VC is assigned a frame delay of one, i.e., since no additional multiplexing gain is obtained with a larger assignment. The duration over which a cell remains eligible for transmission at node is s regardless of the value upon its arrival. This indicates that the potential multiplexing gain will be minimal at the last node, this being the cost of nontrivial jitter control. However, the preceding nodes may maximize their multiplexing gain by maximizing their frame-delay assignments. The end-to-end queue delay is given by (2) and the bound for cell delay variation is nontrivial and deterministic (2) The behavior of the nonwork-conserving protocol, relative to the conditions in Fig. 3 , is illustrated in Fig. 4 . Note that the only significant change occurs at the last link, thus the only change that need be made to the table in Fig. 3 is for node three, possible eligibility times .
C. Network Management
Flexible and Multiple Jitter Bounds: A single egress link exiting an administrative zone may be servicing several types of voice adaptations as well as other real-time and multimedia streams. This may require the link's service queue to simultaneously deliver several different levels of CDV QoS, e.g., 1 ms for immediate playback and 3 ms for adaptive playback or AAL1, and yet greater jitter bounds for AAL2. We have specified the nonwork-conserving DFQ protocol to provide the strictest possible CDV bound (or 1 ms). Many other CDV bounds can be provided by a DFQ service queue by simply increasing the number of FIFO's that are made eligible.
Consider a set of FIFO's where only cells within FIFO's are eligible for transmission, The upper bound of CTD will remain unchanged , but the jitter bound will be relaxed to
As an example, the timing behavior of this nonwork-conserving protocol where is illustrated in Fig. 5 . Here we assume the same frame-delay assignments as described for Fig. 3 .
If multiple CDV bounds are to be simultaneously serviced at a queue, then each level of CDV QoS requires its own set of FIFO's. For example in Fig. 6 , connections can choose from three levels of jitter control: trivial, moderate, or tight. The resulting service queue contains a total of FIFO's. The three sets of FIFO's are serviced in parallel, meaning, for example, that the three FIFO's have the same priority and can thus be serviced, in full or in part, in any arbitrary order. As with regular DFQ, the three FIFO's have service priority over the three FIFO's, and so on. Note that each VC must be permanently assigned to one and only one set of FIFO's, in order to maintain proper cell sequencing as well as a given CDV QoS level.
CLR Management: In this paper, cell loss and CLR do not refer to gross buffer overflow conditions but rather to violations of CTD/CDV bounds. Voice applications will differ in the amount of cell loss that can be accepted. Regular PCM is relatively robust, while voice compression techniques with silence deletion are more susceptible to cell loss. In general, ATM traffic will require CLR bounds ranging from 10 -10 Independently maintaining these divergent CLR guarantees for individual VC's will require a control mechanism. The inherent ability of DFQ to locally detect and diagnose scheduler saturation allows selective cell discard mechanisms to be implemented.
We propose the following CLR management strategy. The basic DFQ queue is associated with a single set of FIFO's which is shared by all queued VC's. Now consider two sets of FIFO's, one set for high CLR-priority, the other set for low CLR-priority cells (see Fig. 7 ). These two sets are serviced in parallel. In contrast to the multiple jitter management scheme, however, FIFO's with an identical subindex can no longer be serviced in any arbitrary order. The service priorities of the FIFO's in Fig. 7 , from highest to lowest are
In a similar fashion as with the regular DFQ protocol, cell loss only occurs if the queue server cannot service all the cells within FIFO's and during a given frame period Queues along a VC path will negotiate for a fair share of the total FD and the total CLR allowed by the delay and loss requirements of the real-time application. Thus, at each node, a VC is assigned a local frame-delay (FD) and a local CLR such that their sums, over the connection path, equal the application's end-to-end requirements. Congested nodes will in general be allocated the majority of the total allowed FD and CLR. Thus, a VC's end-to-end CLR is controlled in a distributed fashion, i.e., on a per-hop basis. If a VC's measured local losses temporarily exceeds its local CLR bound, then that VC is locally assigned to the high CLR-priority set of FIFO's. Otherwise the VC is locally assigned to the low CLR-priority set of FIFO's.
Proper cell sequencing is not affected when a VC makes a transition between the two sets of FIFO's, since both sets of FIFO's are serviced in parallel. The only requirement is that a VC not simultaneously place cells within two parallel FIFO's with the same index, e.g., and This can be assured by recording the FIFO-location of the previous queued cell on a per-VC basis. Thus, the upper frequency of these transitions is only bounded by the frame period A rudimentary measurement of CLR might consist of recording discarded cells and using the declared sustainable cell rate (SCR) parameter combined with some long-range averaging period. Note that extremely low CLR bounds may require several minutes of monitoring to assess the true mean CLR. A VC can be reassigned to the high CLR-priority set of FIFO's, however, at the first sign of cell loss. There are no hard restrictions to the number of transitions a VC may undergo between each set of FIFO's.
An advantage to this CLR control strategy is that it allows established connections to be isolated from new connections. Assume the network assigns very large CLR bounds to new connections, i.e., orders of magnitude larger than the actual requested CLR bound. Then, if a node becomes congested, the established VC's will tend to be assigned to the high CLRpriority FIFO's, while the new VC's will remain in the low CLR-priority FIFO's and will experience the majority of cell discards. The new connection(s) can then be discontinued or renegotiate a lower QoS. If no congestion is present, this will be confirmed over time by the measured loss rates, and the new VC's can be reassigned their proper CLR bounds. Fig. 8 indicates how a queue with FIFO's (memory partitions) can offer CTD bounds from to s, three different CDV bounds, and an arbitrary number of CLR bounds. The primary determinant of service priority is that a user cell must first be encoded by an RM cell to be eligible for transmission. This rank of service priority includes cases where cells arrive just after the RM cell is transmitted, the RM cell cannot encode all possible cells, or some FIFO's are ineligible due to their nontrivial CDV constraint. The secondary determinant of service priority is a FIFO's index; thus, the simple RM cell format (Fig. 1) remains valid despite of the scheduler's increased complexity. The tertiary determinant of service priority is the CLR-priority. Among FIFO's with an identical index, those with a high CLR-priority are serviced first, possibly in arbitrary order. As described earlier, a VC's CLR is determined by the relative amount of time it is assigned to the high versus the low CLR-priority queue.
In Section III-C, our network simulations assign CLR bounds on a per-VP basis. The particular algorithm for determining to which of the two CLR-priority queues to assign a VC is as follows. During each frame period the actual CLR is determined on a per-VC and a per-VP basis by using the SCR value. If the actual CLR of a VP exceeds its target bound, then all VC's of that VP are assigned to the high CLR-priority queue, any VC that has a CLR which is greater than its target bound is also assigned to the high CLR-priority queue, and all remaining VC's are assigned to the low CLR-priority queue. 
Admission Control:
The following deterministic zero loss connection admission control (CAC) algorithm is related to that described for SGQ [9] . A traffic source is called smooth if it never transmits more than cells during any time span lasting s. Consider the set of such VC's sharing a common service queue consisting of FIFO's
The subset of connections which are assigned a local frame-delay value not exceeding is denoted by Lossless multiplexing can be guaranteed at the queue if the following set of inequalities are satisfied:
This CAC is a distributed procedure in that only parameters local to a queue are relevant to the admission policy at that queue. In addition, this CAC is also valid for a queue on an egress link with multiple CDV bounds being serviced. Here we reasonably assume that the VC's local frame-delay assignment FD (at the egress link) is no larger than the number of FIFO's which may contain eligible cells within the VC's assigned set of FIFO's. An important recurringcost advantage with DFQ is that traffic monitoring and policing for smoothness is only required at the network access point, but not at intermediate nodes, as described for an SGQ network [13] .
The absolute maximum buffer capacity required for a DFQ queue with FIFO's is cell slots. A smaller bound is given by where is the cumulative frame-delays that are assigned to the VC up to and including the target queue at node This expression assumes that all upstream queues are work-conserving.
A particularly useful feature of DFQ is that a local node with a small buffer capacity can be accommodated if its immediate upstream nodes operate in a nonworkconserving manner. Thus, the required buffer capacity at node is further reduced to where is the number of eligible FIFO's in the FIFOset servicing connection at the upstream node A small physical memory can contain many virtual FIFO's since these are only logical memory partitions, each of which is allocated capacity only on a need basis. Thus nonwork- 
III. NETWORK SIMULATIONS

A. Multiple CTD/CDV Bounds
The following network simulation demonstrates the diversity, and the explicit nature of the CDT/CDV guarantees which may be offered to various implementation alternatives for voice-over ATM. The simulation model consists of a threenode network as illustrated in Fig. 9 . Connections (VC's) within virtual path one (VP1) are assigned frame-delays of 12, 12, and 1 at nodes one, two, and three, respectively. VP's two, three, and four serve as competing crosstraffic. All these voice connections have mean ON/OFF durations of 1.5 and 2.25 s, respectively, with an activity factor of 0.4. While ON, a voice source transmits one cell within each 12th frame period, corresponding to 64-Kb/s stream with silence deletion. Each link carries 866 VC's. The simulation accounts for the RM cell transmission overhead associated with DFQ.
Using (1) or (2) it can be shown that the guaranteed upper bounds on queue delay are 13 ms for VP1, and 6.5 ms for VP's two, three, and four. Three CDV guarantees were simulated for VP1: a trivial bound of 13 ms, an intermediate bound of 3 ms and a tight bound of 1 ms These results are shown in Fig. 10(a)-(c) , respectively. Only a trivial jitter bound of 6.5 ms is guaranteed to the cross traffic. Note that node three requires two sets of FIFO's since it is offering two jitter bounds in cases B and C. We now point out several characteristics of these simulation results.
1) The mean delay for the cross traffic is 0.32-0.38 ms; this is less time than a frame period The transmission of multiple RM cells during a single frame period greatly aids in making DFQ a quasi-work-conserving discipline.
2) The minimum queue delay is never zero since an RM cell must always be transmitted first. 3) Regardless of which CDV bound is provided to VP1, the minimum, maximum, and mean delay statistics for VP's two and three remain absolutely identical for all three simulations. This confirms that CDV control does not influence the buffer occupancy statistics at the intermediate nodes along the connection path of VP1. 4) The mean delay of VP4 is slightly affected, however, by the CDV control over VP1 which is taking place at the egress link (node three). This highlights the network stability that can be expected from the use of DFQ. 5) The three simulated jitter values for VP1 conform to the bounds defined by DFQ. In particular, note that the jitter bound is not a function of the number of hops along a connection path. An intriguing result is that the aggregate CLR at nodes one, two, and three are 1.8 10 1.3 10 and 10 respectively, regardless of the CDV bound. This insensitivity of CLR to CDV QoS, is explained by the work-conserving protocol at nodes one and two, while at node three it is explained by the small number (31 of 866) of VC's which are receiving a tight jitter bound.
One significant advantage of a looser jitter bound is that the risk of gross buffer overflow (as compared to scheduler saturation) may be reduced. This situation is highlighted by the mean queue delays for VP1: 1.45, 10.3, and 12.3 ms for cases A, B, and C, respectively. Note that the extent to which the chosen DFQ protocol is nonwork-conserving at node three accounts for all these changes in the mean queue delay. Thus, the buffer occupancy statistics at the egress queue vary greatly as a function of the jitter control offered.
Each voice connection is smooth. The corresponding lossless CAC inequality is Thus, to guarantee zero cell loss only 372 voice calls may be admitted into the set This is 43 of the load that was actually accepted, i.e., 866 VC's. This highlights the need to avoid dependence on a simple zeroloss CAC and the need for intrinsic online QoS monitoring, as well as the ability to isolate established connections from new connections.
B. Voice Multiplexing Performance
This set of single-node simulations highlights the interrelationship between load, CLR and the assigned delay bound for multiplexed voice connections. Each voice source is modeled as described previously in Section III-A, and the remaining simulation parameters are as given in Fig. 11 . Four traffic loads are considered: link utilization 0.94, 0.83, 0.73, and 0.70 corresponding to 900, 800, 700, and 675 voice connections, respectively. The aggregate CLR is recorded as a function of the assigned queue-delay bound. When the utilization is very high (0.94) there is relatively little decrease in the CLR as the delay bound is increased to ms This may be due to the long ON duration (1.5 s) of a voice burst relative to the small delay bounds (1-50 ms) considered, combined with the scarcity of excess bandwidth that allows intermittent backlogs to be quickly serviced. As the link utilization is further reduced (0.83, 0.73, 0.70) the benefits of increased delay bounds become more pronounced, even though the queue delays are short, relative to a talk spurt.
These results may also be viewed in terms of CLR versus jitter control at the network periphery. In other words, a jitter bound of ms will generate the same CLR as an assigned queue delay bound of 1 ms in Fig. 11 , and so on.
This ensuing loss rate is mitigated since at the user network interface one expects less cross traffic and lower utilization levels. At a network-network interface the load may be high but only a fraction of the traffic will need tight jitter bounds.
C. CLR Control
This network simulation expands the real-time traffic scenarios considered. It consists of a work-conserving DFQ server with two sets of FIFO's for CLR management, as in Fig. 7 . Each VC is modeled as a generalized ON/OFF source. The ON/OFF durations vary randomly, with uniform distribution, between 0-8 and 10-160 ms, respectively. While ON, the source transmits, in a CBR fashion, one cell within each 20th cell slot. The server multiplexes four VP's, each VP contains 105 VC's. Each VC within a VP is assigned an identical frame delay as described in Fig. 12 .
The purpose of this single-node simulation is to illustrate how DFQ can simultaneously provide multiple explicit CLR guarantees to its VC population. Regardless of the per-VP CLR target bounds that are assigned, the queue delay distributions remains relatively constant as depicted in Fig. 12 , and the CLR of the aggregate traffic remains constant at 2.458 10
No CLR Target: In Fig. 13 (a) the CLR's of the VP's are not bounded. Hence, there is no effective control over CLR in this simulation. The VP's which are assigned larger frame-delays experience CLR bounds which are orders of magnitude lower. One important cause of this effect is the fact that VP4, which is assigned the largest frame-delay, always places its cells at the head-of-line of the FIFO. That is, cells from the other three VP's do not enter this FIFO until later times. In contrast VP1, with an FD of only four, is always the last to place its cells within a FIFO. As with any FIFO scheme, the head-of-line cell is serviced first and the end-of-line cell is serviced last (or discarded). When scheduler saturation occurs at the FIFO, our particular simulation always discards the excess cells located at the end-of-line, hence VP1 is the most likely to experience cell discards.
A second reason why VP4 experiences a very low CLR is because it has the most significant fraction of its cells serviced while they are buffered within FIFO's which have indexes greater than zero. Since cells are only discarded from FIFO VP4 is best isolated from scheduler saturation.
Uniform CLR Targets: In Fig. 13(b) each of the four VP's is assigned a target CLR equal to the aggregate CLR All four VP's experience CLR's which are very close to their target bound.
CLR Targets Decrease with CDT Bound: In Fig. 13 (c) the VP's that are assigned larger frame-delays are given smaller CLR targets. All four VP's experience CLR's which meet or exceed their CLR targets.
CLR Targets Increase with CDT Bound: In Fig. 13 (d) the VP's that are assigned larger frame-delays are given larger CLR targets. VP's two, three, and four experience CLR's which meet or exceed their CLR targets. VP1, however, experiences a CLR which is two orders of magnitude greater than its target. This indicates that the low CTD bound(s) paired with the low CLR target(s) has overloaded the scheduler, i.e., scheduler saturation. Note that DFQ makes this statistical overload condition explicitly observable to the local network management, and that no bandwidth is lost transmitting inviable cells. We expect that these excessive losses could be more evenly distributed among all four VP's if the end-of-line cells were not preferentially discarded.
IV. DISCUSSIONS
A. Servicing Different Implementation Alternatives for Voice
The cost of echo cancellation is a major issue for voice services. Bounding the echo return path delay to 30 ms or less is challenging if the propagation delay approaches 20 ms and 48-octet packetization delay is 6 ms. This only leaves 4 ms for the round-trip queue delays and switch processing. This small delay margin will not be adequate when 16 Kb/s voice compression increases the packetization delay to 24 ms or the bound on echo return path delay is reduced to 15 ms.
There are two general methods to further reduce the endto-end delay. The DFQ frame period may be reduced to less than 0.5 ms. This alternative is undesirable since it increases the RM cell transmission overhead. For example, consider a 155 and a 622 Mb/s link rate. Each link contains, respectively, 183 and 733 cell slots in each 0.5 ms frame. Thus, the respective nominal RM overhead is 0.54 and 0.13 . The resulting jitter bound of 1 ms is also a reasonable target for other proposed real-time applications such as MPEG2 [1] . The second method to reduce voice delay is to use partially filled cells, adaptively filled cells or composite cells [11] . These methods can reduce the packetization delay to 1 or 2 ms, but result in reduced efficiency or increased switching complexity. Regardless of these alternatives, the advent of compressed voice techniques and their extended packetization delays has prompted industry analysts to concede the long term need for echo cancellation hardware for voice over ATM [18] , at least until such time that digital loops are universally deployed.
The proposed DFQ strategy offers a 1-ms CDV bound by using a 0.5-ms frame period. This level of jitter control may allow the immediate playout method to be used in a majority of cases. This tight jitter bound at the physical layer has the following advantages: 1) all voice stream types (CBR, VBR, silence deletion, and voice compression) can be uniformly serviced; 2) AAL 0/5 interfaces can be used. These are the most common and cheapest interfaces and their adoption by various voice customers means that ATM service providers need to provide a wide range of QoS; 3) the absence of a playback buffer means that build-out delay is reduced; 4) it avoids per-VC buffer output control at the egress link. In contrast AAL1/2 needs to maintain per-voice connection to local derived clocks.
A modified DFQ strategy has been proposed for terrestrial as well as satellite-based [15] wireless mobile ATM. Due to the small size of a wireless burst no RM cell is used, rather, each value is transmitted within a modified ATM cell header. Here, the main objective for DFQ is to account for the burst formation caused by the media access control (MAC) protocol, such that mobile application playback is serviced with a tight CTD/CDV bound and contractual CDV tolerance parameters are maintained at the wireline ATM network access point. Finally, note that the wireless network by NTT [19] also proposes using a 2-byte time-stamp per ATM cell to control CDV QoS.
B. Network Synthesis
Heterogeneous Networks: It is clear that DFQ requires significant cooperation among nodes, in terms of RM cell generation and processing, link-level synchronization, and a common frame period However, this level of cooperation is in common with synchronous transfer modes which provide tight jitter bounds at the physical layer. A detailed analysis of how DFQ would perform and operate within a heterogeneous network is beyond the scope of this paper. A few comments are presented here.
Jitter recovery is generally performed at the egress link. This may suggest that arbitrary schedulers could be used at the upstream nodes. While this is true, the terminating nonworkconserving DFQ scheduler still requires the timing information provided by the RM cells. Thus, although the FIFO-index based service priorities described for DFQ seem ideally suited for compact RM cell encoding as well as tight CTD guarantees, there is no strict requirement for standardization of the service priority scheme.
If the DFQ network is synchronous, then the phase mismatch constant at each hop is known constant and is simply added to the total fixed delay. If the network is not synchronized then each of these terms will vary over time, thus the additional delay may vary from zero to s and the jitter will accordingly increase by s. Another view point is to consider an administrative zone using DFQ, which is embedded within a larger arbitrary heterogeneous network. Accumulation algorithms for determining CTD and CDV bounds across multihop connections have been proposed [20] . Thus, a DFQ subnetwork will only add s of jitter to the total end-to-end jitter bound for a VC traversing a heterogenous network. Unfortunately, for each bandwidthbased scheduler that the VC traverses, an additional jitter term is added to the end-to-end CDV bound. This cumulative QoS, albeit degraded, will still be an improvement over current ATM standards, especially for VBR traffic, and may allow more realtime clients to enter the heterogeneous ATM network(s) as a whole. Of course, traffic streams entirely confined to the DFQsubnetwork will be effectively shielded from the degraded QoS that may be experienced by this through traffic. Finally, a DFQ subnetwork may consist of a single node, just like any other stand-alone scheduling strategy (e.g., variations on WFQ) while still offering explicit QoS bounds and a scalable architecture.
Fault Tolerance: A major concern is that a corrupted or lost RM cell could invalidate all its associated payload cells. Such transmission errors are rare in optical networks, and buffer overflow is not a concern since RM cells are processed, not buffered, upon arrival. Nonetheless, the first line of defense is for DFQ to estimate possible FIFO destinations for these payload cells. This can be done by using the following per-VC information: 1) the recorded FIFO location of the previous correctly buffered cell and 2) the declared or current measured values of PCR. Better error recovery is possible if the upstream node can retransmit the RM cell. In this case, the affected payload cells must wait for the arrival of the new RM cell before they traverse the switch fabric. Delay violations due to this waiting time can be minimized by taking into account each VC's assigned frame-delay. If the waiting time approaches the local delay assignment then the FIFO destination is simply estimated without the RM cell and a nominal CDV violation is recorded. An other strategy is to embed an error correction code [21] within the RM cell payload.
Note that corrupted payload cells do not affect the processing of intact payload cells. Conversely, missing payload cells will cause a misalignment relative to the RM cell. Although this type of error can be easily detected, it cannot be easily corrected. Finally, DFQ over wireless media is fault tolerant since it entirely avoids using the RM cell [15] .
Traffic Management: Queueing disciplines implemented for next-generation ATM switches may provide end-to-end guarantees by directly allocating bandwidth on a per-link and per-VC basis. Some examples are self clocked fair queueing [22] , [23] and weighted round robin [24] . This is in contrast to DFQ where delay and jitter bounds are explicitly allocated. Several fundamental issues may undermine the suitability of bandwidth allocation, both for real-time QoS support and for large scale network synthesis [25] .
In general, it is difficult to find an accurate translation from bandwidth allocation to delay/jitter bounds. This is especially true for multihop connections [6] . It is important and revealing to note that ATM standards for CBR/VBR services nowhere specify a bandwidth guarantee, whereas CDT/CDV/CLR guarantees, in contrast, are explicitly and rigorously defined.
If the scheduler is based on bandwidth allocation, the service queue is truly asynchronous. That is, the link server is not aware of the cumulative age of the queued cells as they travel deep within the network. Thus, the queued cells are no longer serviced on the basis of merit, i.e., time remaining until violation of a CTD/CDV bound. This leads to inversion of service priorities among queued cells. Furthermore, this ignorance of cumulative age means that the server transmits all queued cells, even if they are already in violation of their CTD/CDV bounds, resulting in wasted network resources. Such waste may become significant when video applications become more robust and can tolerate cell loss rates approaching 1 [26] . Finally, time-stamped operation and maintenance (OAM) cells [27] are periodically injected into the traffic stream in order to estimate end-to-end CTD/CDV. This transmission and processing overhead is not required with DFQ since all cells which reach their destination must by definition meet the CTD/CDV bounds that were specified.
In terms of scalability of network queues, providing bandwidth guarantees is unruly due to its reliance on per-VC buffering. This makes for complex memory management functions and the need for high-speed scheduler processing for sorted priority queueing [10] , [23] , [25] , [28] , [29] .
V. CONCLUSIONS
This paper describes an ATM service architecture which is capable of providing a wide range of QoS levels, and can thus support the various implementation alternatives for voice over ATM. The basic work-conserving DFQ strategy accomplishes efficient statistical multiplexing by associating cells with link-level frames. This association is then used as the groundwork for a FIFO-based queue architecture, a simple buffering protocol, and a cyclic service priority algorithm. The result is a wide range of tractable upper bounds on queue delay and jitter. The nonwork-conserving version of DFQ may be implemented at egress links to bound the CDV to two or more frame periods. The service architecture is then expanded to include end-to-end CLR control techniques. In this way, the DFQ strategy addresses the three major QoS parameters relevant to voice calls; CTD/CDV/CLR.
Results are presented for a set of network simulations in which VBR voice calls are multiplexed across multiple nodes. A significant finding is that very tight jitter bounds (1 ms) can be guaranteed without any significant increase in the CLR due to scheduler saturation. This tight yet efficient jitter control may allow immediate playout to be used both for CBR as well as VBR voice traffic and may simplify source clock recovery techniques among all real-time applications. Depending on particular circumstances, a voice customer may need to use AAL1/2 or adaptive playout. A key feature of DFQ is that each of these voice alternatives can be guaranteed a QoS that is custom designed, thus allowing more statistical multiplexing to take place within the ATM network. Finally, all these features are accomplished with a simple, scalable, and high-speed queue architecture.
