In a graph, an induced path is a path v 0 , v 1 , . . . , v r in which a vertex v i is adjacent to another vertex v j if and only if |i − j| = 1. An induced-path partition of a graph is a collection of vertex-disjoint induced paths that cover all vertices of the graph. The induced-path-partition problem is to determine the minimum cardinality of an induced-path partition of a graph. This paper presents an O(|V |+|E|)-time algorithm for the induced-path-partition problem on graphs whose blocks are complete graphs, cycles or complete bipartite graphs.
Introduction
The arboricity of a graph G is the minimum number of subsets into which E(G) can be partitioned so that each subset induces a forest. The well-known theorem by Nash-Williams [11] says that the arboricity of a graph G is equal to max |E(H )| |V (H )|−1 : H is a nontrivial induced subgraph of G . Harary [6] specified this concept when he defined the linear arboricity of a graph G as the minimum number of subsets into which E(G) can be partitioned so that each subset induces a linear forest, which is a forest whose components are paths. He specified this concept even further in [6] when he defined the path number of a graph G as the minimum number of subsets into which E(G) can be partitioned so that each subset induces a path. Results on path numbers of graphs were also obtained by Stanton, Cowan and James [13] .
In the present paper, we focus on partitioning the vertex set of a graph rather than the edge set. This gives rise to colorings. Recall that the chromatic number of a graph G is the minimum number of colors needed to assign to the $ Supported in part by the National Science Council under grant NSC92-2115-M002-015.
vertices of G so that adjacent vertices are assigned distinct colors. Equivalently, the chromatic number of G is the minimum number of independent subsets into which V (G) can be partitioned. A color class of G consists of those vertices that are assigned the same color. Thus, each color class is an independent set.
Various generalizations of colorings have been investigated, see [3, 9, 12] for some examples, and [10] for a general description. Suppose P is a graphical property. The P-chromatic number of a graph G is the minimum number of subsets in a partition of V (G) so that each subset induces a subgraph having property P. Thus, for the ordinary chromatic number, P is the property of being independent. For the vertex arboricity a(G) defined by Chartrand, Kronk and Wall [4] , the property P is "induces a forest". For the linear vertex arboricity lva(G) defined by Harary [7] , the property P is "induces a linear forest". In this paper, we consider the property of being a path. More precisely, we have the following definitions. In a graph, an induced path is a path v 0 , v 1 , . . . , v r in which a vertex v i is adjacent to another vertex v j if and only if |i − j| = 1. An induced-path partition of a graph is a collection of vertex-disjoint induced paths that cover all vertices of the graph. The induced-path number ρ(G) of a graph G is the minimum cardinality of an induced-path partition of G. The induced-path-partition problem is to determine the induced-path number of a graph.
The concept of an induced-path number was introduced by Chartrand et al. [5] , who gave the induced-path numbers of complete bipartite graphs, complete binary trees, 2-dimensional meshes, butterflies and general trees. Broere et al. [2] determined exact values for complete multipartite graphs. Chartrand et al. [5] 
From an algorithmic point of view, Le et al. [8] proved that the induced-path-partition problem is NP-complete for general graphs.
The purpose of this paper is to give a linear-time algorithm for the induced-path-partition problem on graphs whose blocks are complete graphs, cycles or complete bipartite graphs. For technical reasons, we consider the following generalized problem, which is a labeling approach for the problem.
Suppose every vertex v in the graph G is associated with an integer f (v) ∈ {0, 1, 2, 3}. An f -induced-path partition is a collection P of vertex-disjoint induced paths such that the following conditions hold.
(P1) Any vertex v with f (v) = 3 is in some induced path in P, while a vertex u with f (u) = 3 may or may not be in a path in P. The f -induced-path number ρ f (G) of a graph G is the minimum cardinality of an f -induced-path partition of G. An optimal f -induced-path partition of a graph G is one with cardinality ρ(G). The f -induced-path-partition problem is to determine the f -induced-path number of a graph. It is clear that ρ(G) = ρ f (G) when f (v) = 2 for all vertices v in G.
In the rest of this section, we review some terminology in graphs. A cut-vertex is a vertex whose removal results in a graph having more components than the original graph. A block is a maximal connected subgraph without a cut-vertex. Notice that the intersection of two distinct blocks contains at most one vertex; and a vertex is a cut-vertex if and only if it is the intersection of two or more blocks. Consequently, a graph with one or more cut-vertices has at least two blocks. An end block is a block with exactly one cut-vertex.
f -induced-path partition in graphs
The labeling approach used in this paper starts from an end block. Suppose B is an end block whose only cut-vertex is x. Let A be the graph G − (V (B) − {x}). Notice that we can view G as the "composition" of A and B, i.e., G is the union of A and B which meet at a common vertex x. The idea is to get the f -induced-path number of G from those of A and B.
In the lemmas and theorems of this paper, we use the following notation. Suppose x is a specified vertex of a graph H in which f is a vertex labeling. For i = 0, 1, 2, 3, we define the function f i : V (H ) → {0, 1, 2, 3} by f i (y) = f (y) for all vertices y except f i (x) = i. Lemma 1. Suppose x is a specified vertex in a graph H . Then the following statements hold.
Proof. (1) The inequalities follow from that an f i -induced-path partition is an f j -induced-path partition whenever i < j.
(2) The second inequality follows from that replacing the induced path P x in an f 1 -induced-path partition by two induced paths P and x results in an f 0 -induced-path partition of H .
(3) The second inequality follows from that replacing the induced path P x Q in an f 2 -induced-path partition by two induced paths P x and Q results in an f 1 -induced-path partition of H .
(4) The first equality follows from that one is an f 3 -induced-path partition of H if and only if it is either an f 2 -induced-path partition of H or an f -induced-path partition of H − x. The second equality follows from that P is an f 0 -induced-path partition of H if and only if it is the union of {x} and an f -induced-path partition of H − x.
(5) According to (1), (3) and (4), we have
Proof.
(1) Suppose P is an optimal f -induced-path partition of A, and Q an optimal f 0 -induced-path partition of B. Then x ∈ Q and so (P ∪ Q) − {x} is an f -induced-path partition of G. This gives
The inequality follows from that if P (respectively, Q) is an optimal f 1 -induced-path partition of A (respectively, B) in which P x ∈ P (respectively, x Q ∈ Q) contains x, then P ∪ Q ∪ {P x Q} − {P x, x Q} is an f 2 -induced-path partition of G.
We now have the following theorem which is the key for the inductive step of our algorithm.
. (Notice that α, β ∈ {0, 1}.) Then the following statements hold.
Proof. Suppose P is an optimal f -induced-path partition of G. Let P * be the induced path in P that contains x. (It is possible that there is no such induced path when f (x) = 3.) There are three possibilities for P * : (a) P * does not exist or P * ⊆ A; (b) P * ⊆ B; (c) x is an internal vertex of P * , say P * = P x P , with P x ⊆ A and x P ⊆ B. (This is possible only when f (x) ≥ 2.)
For the case when (a) holds, {P ∈ P : P ⊆ A} is an f -induced-path partition of A and {P ∈ P : P ⊆ B} ∪ {x} is an f 0 -induced-path partition of B. We then have the inequality in (a ). Similarly, we have (b ) and (c ) corresponding to (b) and (c).
We are now ready to prove the theorem.
(2) Since f (x) = 1, we have f = f 1 . Then, according to (a ) and (b ), we have
(4) According to Lemma 1(4) and α = 0 and β = 1, we have
This, together with Lemma 1(4), gives that ρ f (B − x) is also equal to ρ f 3 (B) and so ρ f (B). Then, an optimal f 3 -induced-path partition P of A, together with an optimal f -induced-path partition of B − x (respectively, B) when x is (respectively, is not) in an induced path of P, forms an f 2 -induced-path partition of G.
(5) According to Lemma 1(1) and Lemma 2, we have
On the other hand, if (a ) holds, then by Lemma 1(5) and that ρ f 0 (B) = ρ f 1 (B) + 1 (as α = 1), we have
This, together with (b ) and (c ), gives
and if β = 1, then
Before we use the lemmas and theorem of this section to design an efficient algorithm, let us use them to give an alternative proof for a result on trees.
In a tree T , the excess degree ε(v) of a vertex v is defined to be deg T v − 2. A penultimate vertex is a vertex whose neighbors are all leaves with the possible exception of one.
Theorem 4 ([5]
). Let T be a tree, and let H be the forest induced by the vertices of T having degree 3 or more. Let H be a spanning sub-forest of H of maximum size such that deg H v ≤ ε(v) for every vertex v of H . Then
Proof. The theorem is clear when the tree is a path. Suppose now T has at least one vertex of degree greater than 2. Choose a penultimate vertex x with leaf-neighbors x 1 , x 2 , . . . , x r . Consider a labeling f with f (v) = 2 for each v ∈ V (T ). Then, ρ(T ) = ρ f (T ).
The set {x, x 1 } induces an end block B with cut-vertex x. Apply Theorem 3 to T and f by noticing that ρ f 0 (B) = 2 and ρ f 1 (B) = ρ f 2 (B) = 1. Then, case (5) happens and so ρ f (T ) = ρ f (T ), where T = T − x 1 with f (x) = 1 and f (v) = 2 for all other v.
For the case r = 1, we have that x is a leaf of T and so the condition f (x) = 1 is the same as f (x) = 2. This gives that ρ(T ) = ρ(T ). Also, H T = H and H T = H . By the induction hypothesis,
For the case r ≥ 2, the set {x, x 2 } induces an end block B with cut-vertex x. Apply Theorem 3 to T and f by noticing that ρ f 0 (B ) = 2 and ρ f 1 (B ) = ρ f 2 (B ) = 1. Then, case (2) happens and so ρ f (T ) = ρ f (T ), where T = T − {x 1 , x 2 } with f (x) = 0 and f (v) = 2 for all other v. It is then the case that each vertex in {x, x 3 , x 4 , . . . , x r } form a path in any f -induced-path partition of T and so ρ(T ) = ρ(T * ) + r − 1, where
By the induction hypothesis, ρ(
Also, H has one more vertex and one more edge than H T * . In fact, V (H ) − V (H T * ) = {x} with ε(x) = r − 1 and deg H x = 1. Therefore,
f -induced-path partition for special graphs
Besides the inductive theorem (Theorem 3) we also need to establish the formula for the f -induced-path numbers of special graphs including complete graphs, cycles or complete bipartite graphs. Here we assume that B is a graph in which each vertex v has a label f (v) ∈ {0, 1, 2, 3}. Recall that
is the set of pre-images of i. Also, f −1 (I ) = ∪ i∈I f −1 (i) for any I ⊆ {0, 1, 2, 3}. According to Lemma 1(4),
Therefore, we may assume without loss of generality that f −1 (0) = ∅ throughout this section. We first consider the case when B is a complete graph.
Lemma 5. If B is a complete graph and f
Proof. The equality holds since an induced path of a complete graph is a path of at most two vertices.
Next, we consider the case when B is a path. This is useful as a subroutine for handling cycles. An end vertex of a path is a vertex of degree one. (2) Let P denote the path from x to y in B. First, ρ f (B) ≤ ρ f (B ) + 1 follows from that an f -induced-path partition of B , together with P, forms an f -induced-path partition of B. On the other hand, suppose P is an optimal f -induced-path partition of B. Since f (y) = 1 and x is an end vertex of B with f (x) = 3, P has some P ⊆ P with x ∈ P . Deleting all vertices of P from the paths in P results in an f -induced-path partition of B whose size is less than |P| by at least one. Thus, ρ f (B) − 1 ≥ ρ f (B ).
We now consider the case when B is a cycle. Proof. (1), (2), (3), (4) and (5) are obvious. (6) First, ρ f (B) ≤ ρ f (B − P) + 1 follows from that an f -induced-path partition of B − P together with P forms an f -induced-path partition of B. On the other hand, suppose P is an optimal f -induced-path partition of B. Since f −1 (1) ∩ P = {x, y} and f −1 (2) ∩ P = ∅, P must contain some P ⊆ P. Deleting all vertices of P from the paths in P results in an f -induced-path partition of B − P whose size is less than |P| by at least one. Thus, ρ f (B) − 1 ≥ ρ f (B − P).
We now consider the case when B is a complete bipartite graph with C ∪ D as a bipartition of the vertex set. For i = 0, 1, 2, 3, let C i = {x ∈ C : f (x) = i} and c i = |C i |;
Notice that an induced path of a complete bipartite graph has at most 3 vertices. We then have the following lemmas, in which we also assume that f −1 (0)
Proof. First, ρ f (B) ≤ ρ f (B − {x, y, z}) + 1 since x yz is an induced path. On the other hand, suppose P is an optimal f -induced-path partition of B. We claim that there exists a path x yT in P. Otherwise, suppose x P and Qy R are in P with |R| ≤ 1. When P = y S, we may replace x P = x y S by x y S and Qy R by Qy R; when P = ∅, we may replace x P = x by x y R and Qy R by Q. Next we claim that T = z. Otherwise suppose Sz is in P. In this case we may replace x yT by x yz and Sz by ST . Therefore, we may assume that P contains x yz, and so ρ f (B)−1 ≥ ρ f (B−{x, y, z}).
By symmetry, we may prove a similar lemma for the case when d 1 ≥ 2 and c 2 ≥ 1.
, where f is the same as f except f (x) = 1.
since an f -induced-path partition of B is an f -induced-path partition of B. On the other hand, suppose P is an optimal f -induced-path partition of B. If every vertex in C 2 is an internal vertex of some induced path in P, then the two ends of this induced path are in D 1 ∪ D 2 , and so 2c 2 ≤ d 1 + d 2 which is impossible. Hence, there exists an end vertex x of an induced path in P. This gives ρ f (B) ≥ ρ f (B).
By symmetry, we may prove a similar lemma for the case when 2d 2 > c 1 + c 2 . We may repeatedly apply Lemmas 8 and 9 and the remarks after them until the following conditions hold:
Notice that it is impossible that c 2 = 0 < d 2 , for otherwise the second condition gives c 1 ≤ 1 while the fourth gives 2 ≤ 2d 2 ≤ c 1 ≤ 1, a contradiction. So, either c 2 = d 2 = 0 or both c 2 and d 2 are nonzero. The latter case implies
Proof. First, ρ f (B) ≤ ρ f (B − {x, y}) + 1 since x y is an induced path. On the other hand, suppose P is an optimal f -induced-path partition of B. If x y is not in P, then P contains x P and y Q. For the case when P = ∅, we may replace x P = x by x y and y Q by Q. For the case when P = y , we may replace x P = x y by x y and y Q by y Q. So, we may assume that x P = x y z. By symmetry, we may also assume that y Q = yz x . As c 2 = d 2 = 0, it is the case that y ∈ D 3 and z ∈ C 3 . Then we may replace x y z by x y and yz x by x z. Therefore, we may assume that x y is in P and so ρ f (B) − 1 ≥ ρ f (B − {x, y}). Proof. First, ρ f (B) ≤ ρ f (B − {x, y, z}) since x yz is an induced path. On the other hand, suppose P is an optimal f -induced-path partition of B. By the condition d 1 = c 2 = d 2 = 0, it is easy to see that we may assume that x yz is an induced path in P. Hence, ρ f (B) − 1 ≥ ρ f (B − {x, y, z}).
By symmetry, we may prove a similar lemma for the case when c 1 = c 2 = d 2 = 0, d 1 ≥ 2 and c 3 ≥ 1.
Algorithm
We are ready to give a linear-time algorithm for the f -induced-path numbers of graphs whose blocks are complete graphs, complete bipartite graphs or cycles. Notice that we may consider only connected graphs. We present five procedures. The first four are subroutines which calculate f -induced-path numbers of complete graphs, paths, cycles and complete bipartite graphs, respectively, by using Lemmas 5-11. The last one is the main routine for the problem.
Lemmas 1(4) and 5 lead to the following subroutine for complete graphs.
Algorithm IPCG. Find the f -induced-path number ρ f (B) of a complete graph B. Input. A complete graph B and a vertex labeling f .
Lemma 6 leads to the following subroutine for paths, which is used in the cycle subroutine.
Algorithm IPP. Find the f -induced-path number ρ f (B) of a path B. Input. A path B and a vertex labeling f with f −1 (0) = ∅. Lemmas 1(4) and 7 lead to the following subroutine for cycles.
Algorithm IPC. Find the f -induced-path number ρ f (B) of a cycle B. Input. A cycle B and a vertex labeling f .
contains exactly two vertices which are adjacent) then ρ f (B) ← 2; else choose an x-y path P with f −1 (1) ∩ P = {x, y} and f −1 (2) ∩ P = ∅; p f (B) ← p f (B − P) + 1 by calling PP(B − P); else // now f −1 (0) = ∅ // let B − f −1 (0) be the disjoint union of paths P 1 , P 2 , . . . ,
Lemma 1(4) and Lemmas 8-11 lead to the following subroutine for complete bipartite graphs.
Algorithm IPCB. Find the f -induced-path number ρ f (B) of a complete bipartite graph B. Input. A complete bipartite graph B with a bipartition C ∪ D of vertices and a vertex labeling f . Continue this process to calculate ρ f (B 3 − {c, h, f }), we get ρ f (B 3 ) = 2 (with a path gi results). Hence, p f (G) = 1 + p f (B 3 ) = 3, and an optimal induced-path partition is P = {edab, ch f, gi}.
