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We develop a continuum-scale phase-field model to study gas-liquid-hydrate systems far from
thermodynamic equilibrium. We design a Gibbs free energy functional for methane-water mixtures that
recovers the isobaric temperature-composition phase diagram under thermodynamic equilibrium con-
ditions. The proposed free energy is incorporated into a phase-field model to study the dynamics of hydrate
formation on a gas-liquid interface. We elucidate the role of initial aqueous concentration in determining
the direction of hydrate growth at the interface, in agreement with experimental observations. Our model
also reveals two stages of hydrate growth at an interface—controlled by a crossover in how methane is
supplied from the gas and liquid phases—which could explain the persistence of gas conduits in hydrate-
bearing sediments and other nonequilibrium phenomena commonly observed in natural methane hydrate
systems.
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Methane hydrate is an icelike solid that forms out of
an aqueous solution of water and dissolved methane under
moderate pressure and low temperature conditions [1]
[Fig. 1(a)]. A large body of work over the past few decades
has established a fundamental understanding of methane
hydrate thermodynamics [2]. Combining experimental data
with free-energy-minimization techniques, current simula-
tors are able to accurately predict the equilibrium phase
diagram of the water-methane system [e.g., Fig. 1(b)] under
a wide range of pressure, temperature, and compositional
conditions [3–6]. Nonequilibrium thermodynamic condi-
tions, however, may persist for long times in natural hydrate
systems, and need to be better understood. For instance, the
equilibrium phase diagram predicts that, under hydrate-
forming temperature, two-phase coexistence of hydrate
with either methane gas or aqueous solution is energetically
favored; three-phase coexistence with gas, liquid, and
hydrate is only permitted at the triple-point temperature
and pressure. In reality, such three-phase coexistence has
been observed at many different spatial and temporal scales
where the triple-point conditions are not satisfied. At the
field scale, in situ surveys reveal that gas pockets can
coexist with hydrate and water within marine sediments for
a long period of time [7–9]. At the millimeter scale, both
field studies [10–15] and controlled laboratory experiments
[16–19] have shown that a layer of hydrate shell can
survive on a gas bubble in water column for extended
periods of time. At the micrometer scale, pockets of
oversaturated metastable water can coexist with hydrate
when formed in the presence of gas bubbles [20].
These nonequilibrium states have long been attributed to
a diffusion-limited kinetic effect [21]. However, at the heart
of these phenomena is the challenge to understand a rather
simple problem: how does hydrate grow on the interface
between a hydrocarbon or gas phase and the ambient water
phase? Experimental studies have focused on the direction
and rate of growth on a macroscopic scale [17,22], the
influence of subcooling and aqueous composition on
growth rate [23–25], and the micron-scale details of the
growth process [20,26,27]. Numerical studies have focused
on developing parametrized kinetic growth models [28,29].
What is missing is an integrated modeling framework that
can incorporate consistent hydrate thermodynamics into
descriptions of multiphase mixtures, and provide mecha-
nistic understanding of the nonequilibrium thermodynamic
control of hydrate growth on a macroscopic gas-liquid
interface. Such a model would help address important
questions of hydrate formation in a multiphase environ-
ment, including seafloor crater formation by hydrate-
controlled gas expulsion [30], the fate of hydrate-crusted
bubbles ascending in the water column [15,19,31], and the
(a) (b)
FIG. 1. (a) Burning of solid (white) methane hydrate (source:
USGS). (b) Isobaric methane-water T–χ phase diagram adapted
from [5,6].
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stability of hydrate within seafloor sediments under a
changing climate [32].
Phase-field modeling is a mathematical framework well
suited to describe systems out of thermodynamic equilib-
rium [33,34]. First introduced in the context of solidifica-
tion and phase transitions [35], it has since been adopted
in the field of multiphase flow [36–46]. The phase-field
approach is built upon a mathematical description of the
free energy of the system. A phase variable, denoted
ϕα ∈ ½0; 1, is chosen to represent the volume fraction of
the phase α at any given point in the domain. Under this
framework, the fluid interface is naturally described as a
diffuse profile of ϕα, a feature that facilitates thermody-
namic consistency with the physical system, and leads to
robust computational schemes [47,48].
In classical thermodynamics simulators, the process of
constructing phase diagrams based on energy descriptions
is often referred to as Gibbs free energy minimization,
where the equilibrium states along with some undetermined
parameters are solved for through an iterative optimization
procedure, constrained by experimental measurements
[3,49,50]. A convenient approach to thermodynamic mod-
eling in the phase-field framework is to derive the Gibbs
free energy of multiphase, multicomponent mixtures by
blending individual phase free energies. This idea has been
adopted in many phase-field models, in the context of
alloy solidification [51], liquid phase separation [52], and
hydrate formation in an aqueous solution (not on an
interface) [53,54]. The main advantage of a phase-blended
free energy is that its convex hull can be straightforwardly
identified through common-tangent constructions [55–57],
simplifying equilibrium calculations and the derivation of
conservation laws for the multiphase system.
In this Letter, we design a Gibbs free energy functional
for methane-water mixtures under isobaric conditions that
can be readily incorporated in phase-field models to study
macroscopic interfacial processes. Our energy definition is
thermodynamically consistent while numerically tractable,
as it describes the phenomenological nonequilibrium
dynamics of the hydrate system at macroscopic scale, while
still predicting the correct thermodynamic equilibrium.
The equilibrium phase diagram is calculated through a
simplifiedGibbs free energy. In itsminimal form, the system
we study consists of three phases—methane-rich gas (V),
methane-poor liquid (Lw), and hydrate (H)—and two
components—CH4 and H2O. We denote by ϕα the volu-
metric fractions of phase α, where α ¼ g, l, s refers to the
vapor, liquid, and hydrate phase, respectively. At any given
point in the domain they satisfy ϕg þ ϕl þ ϕs ≡ 1. The
system is also characterized by the pointwise methane mass
fraction, χ ¼ mCH4=ðmCH4 þmH2OÞ, or by the molar frac-
tion, C ¼ nCH4=ðnCH4 þ nH2OÞ. The two quantities are
related by χ ¼ MCH4C=½MCH4CþMH2Oð1 − CÞ, where
MCH4 ¼ 16 g=mol and MH2O ¼ 18 g=mol are molar
masses. Because the molar masses of the two components
are similar, we can approximate C ≈ χ.
An isobaric phase diagram describes the equilibrium
phase behavior of the system in temperature (T) and
composition (χ) space at a fixed pressure; the T–χ phase
diagram is discussed in detail in [5,6] and shown here in
Fig. 1(b). We focus on phase behavior above the freezing
point temperature, where pure water ice does not form
[Fig. 1(b), red-boxed region]. This region exhibits four key
features: (1) a boiling point temperature TB, above which
only vapor (V) exists; (2) a triple-point temperature TT ,
where three phases coexist; (3) above TT , a two-phase
region of Lw–V coexistence; and (4) below TT and above
freezing, a hydrate-forming region (H) where eitherH-V or
L-H equilibrium occurs.
For a given phase α at a fixed pressure, we formulate its
corresponding Gibbs free energy, denoted fα, as a function
of χ and T. We use Wilson’s model for the liquid and gas
phases [58], and a parabolic form for the solid phase
[51,59,60],
flðχ; TÞ ¼ ωmixfχ logðχÞ − ð1 − χÞ logð1 − alðTÞχÞ
− χ log½1 − blð1 − χÞ þ fl0g; ð1Þ
fgðχ; TÞ ¼ ωmixfχ logðχÞ − ð1 − χÞ logð1 − agχÞ
− χ log½1 − bgðTÞð1 − χÞ þ fg0g; ð2Þ
fsðχ; TÞ ¼ ωmixfasðTÞðχ − χsÞ2 þ bsðTÞ þ fs0g; ð3Þ
where ωmix (J=cm3) is a characteristic energy density. We
account for nonlinear temperature dependence of fα as
suggested by [58] for gas and liquid [Eqs. (1)–(2)], and as
suggested by the solidification literature [51,59,60] for the
solid phase [Eq. (3)], al ¼ al0=ðT=TcÞ4,bg ¼ bg0=ðT=TcÞ2,
as ¼ as0ðT=TcÞ and bs ¼ bs0ðT=TcÞ, where Tc ¼ 1 K is
the scaling temperature.
For a given phase pair α and β, the equilibrium
composition of each phase, χαβα and χ
αβ
β , is obtained through
the common tangent construction [55–57], where we
solve the system of two equations, f0αðχαβα Þ ¼ f0βðχαββ Þ
and fαðχαβα Þ − fβðχαββ Þ ¼ ðχαβα − χαββ Þf0αðχαβα Þ. In a three-
phase system, the calculation is performed three times.
Using the parameters given in Table I (for pressure
P ¼ 5 MPa), Fig. 2(a) illustrates free energy curves and
their corresponding feasible tangent constructions at four
different temperatures. At the triple-point temperature
TT ¼ 18.6 °C, the dashed line is tangent to all three curves.
Above TT , at T ¼ 20, 60 °C, hydrate does not form and
gas-liquid equilibrium is favored, yielding two equilibrium
compositions χgll and χ
gl
g . Below TT, at T ¼ 5 °C, hydrate
can readily form and the equilibrium is defined by four
composition values (from left to right), χlsl , χ
ls
s , χ
sg
s , and χ
sg
g ,
which divide the χ axis into five different equilibrium
scenarios [Fig. 2(f)].
Based on the calibrated parameters in Table I, here we
calculate equilibrium compositions for a wide range of
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temperatures (increment of 0.1 K) and plot the results on a
T–χ plane [Figs. 2(b)–2(e)]. At P ¼ 5 MPa, the calculated
phase diagram [Figs. 2(b) and 2(c)] agrees well with that
obtained from experimental measurements and thermody-
namic simulators in [5,6] [Fig. 1(b)]. Our results also
correctly capture the triple-point TT ¼ 280 K and the boil-
ing point TB ¼ 537.15 K. At P ¼ 30 MPa, we focus our
comparison with experiments on the hydrate-forming
region, where χ is expected to be equal to 0.148, based
on methane hydrate stoichiometry (CH4 · 5.75H2O), but
instead Raman spectroscopy measurements and thermody-
namic simulators have demonstrated that nonstoichiometry
methane concentrations are favored [5,6]. For instance, at
P ¼ 30 MPa and T ≈ 277 K, χsls ≈ 0.141 and χsgs ≈ 0.1465.
In a T–χ phase diagram, such nonstoichiometry effects are
evidenced by a separation between the Lw–H and H–V
phase boundaries [Fig. 2(e)], which is well captured by our
model [Fig. 2(d)]. In the context of hydrate growth on a
gas-liquid interface, the nonstoichiometry effect indicates
that hydrate that grows into a methane-rich gas phase may
have higher methane concentration than hydrate that grows
into a methane-poor liquid phase.
Nonequilibrium dynamics is studied using phase-field
modeling. We define ϕ ¼ ½ϕg;ϕl;ϕs. Under the phase-
field framework, the fα’s are incorporated into the total free
energy Fðχ;ϕ; TÞ, which also considers the energetic
interactions between phases, and is composed of the bulk
free energy f0 and the interfacial energy (gradient squared
terms),
F ¼
Z
V
½f0ðχ;ϕ; TÞ þ ϵ2cðTÞj∇χj2
þ ϵ2glðTÞ∇ϕg∇ϕl þ ϵ2gsðTÞ∇ϕg∇ϕs
þ ϵ2slðTÞ∇ϕs∇ϕl þ ϵ2gðTÞj∇ϕgj2
þ ϵ2l ðTÞj∇ϕlj2 þ ϵ2sðTÞj∇ϕsj2dV: ð4Þ
The bulk free energy, f0ðχ;ϕ; TÞ, is made of
two parts, f0 ¼ ωmixfGgðϕÞfgðχ; TÞ þGlðϕÞflðχ; TÞþ
GsðϕÞfsðχ; TÞg þ ωglϕ2gϕ2l þ ωgsϕ2gϕ2s þ ωslϕ2sϕ2l . The
blending functions GαðϕÞ for a three-phase system are
taken from [61] as GαðϕÞ ¼ 0.25ϕ2αf15ð1 − ϕαÞ½1þ ϕα−
ðϕβ − ϕγÞ2 þ ϕαð9ϕ2α − 5Þg. The evolution of the system
is driven by potentials Ψ (variational derivatives of F)
and described by Cahn-Hilliard and Allen-Cahn-type
equations,
∂χ
∂t þ ∇ · ðuχÞ − Rχ∇ · ½DðϕÞ∇Ψχ  ¼ 0; ð5Þ
∂ϕα
∂t þ u · ∇ϕα þ RϕΨα ¼ 0; ϕl þ ϕg þ ϕs ¼ 1; ð6Þ
where Rχ is an effective rate of diffusion (the inverse of
a Péclet number) and Rϕ is an effective rate of phase
transition (the inverse of a capillary number) [46]. We
assume simple hydrodynamics, with a Darcy-type mixture
velocity, u ¼ −½1=μðϕÞ∇p, where p is a global fluid
pressure obtained by imposing the incompressibility con-
straint, ∇ · u ¼ 0, with appropriate boundary conditions.
Here, DðϕÞ ¼ ϕgDg þ ϕlDl þ ϕsDs is a dimensionless
mixture diffusion coefficient (where Dg, Dl, and Ds are
normalized by a characteristic gas-phase diffusion coef-
ficient Dgas), and μðϕÞ is a similarly defined dimensionless
mixture viscosity. We adopt Dg ¼ 1, Dl ¼ 10−3, and
Ds ¼ 10−11 (whose relative magnitudes are consistent with
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FIG. 2. (a) Gibbs free energy of all phases at various temperatures: green and red dots, equilibrium compositions; dashed grey lines,
common tangents. At 5 MPa, (b) analytically calculated T–χ phase diagram; (c) enlarged version of the shaded grey area in (b); at
30 MPa, focusing on the hydrate-forming region, (d) analytically calculated T–χ phase diagram; (e) T–χ phase diagram from
experiments adapted from [5]. The dashed line marks TT in all figures. (f) The division of the χ axis into five phase regions by four
equilibrium points (orange), not drawn to scale. The grey points correspond to gas-liquid equilibrium, which is not feasible under
hydrate-forming scenarios.
TABLE I. Parameters used for Gibbs free energy calculations,
with ag ¼ 1, bl ¼ 1, fg0 ¼ 20, and fl0 ¼ −20.
P bg0 al0 as0 χs bs0 fs0
5 MPa −9.5 × 1010 −9.5 × 1010 350 0.147 1.13 −42
30 MPa −1 × 109 −1 × 109 1200 0.146 0.65 −40
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experimental measurements [62,63] and emulate slow
diffusion in liquid and extremely slow diffusion within
hydrate), and μg ¼ 1, μl ¼ 5, and μs ¼ 500.
Hydrate growth on a quiescent gas-liquid interface is
investigated using the proposed model. Taking u ¼ 0, the
system of four constrained partial differential equations in
Eqs. (5) and (6) is discretized using finite elements and a
monolithically coupled implicit time integration scheme.
The simulations are performed on a one-dimensional
domain (x ∈ ½0; 0.5) that is initially filled with 3=4 liquid,
1=4 gas, and no hydrate [Fig. 3(a)]. Based on parameters
reported in Table I (5 MPa) and at T ¼ 278 K, Lw–H
equilibrium is characterized by χlsl ≈ 0.010, χlss ≈ 0.13
and H–V equilibrium is characterized by χgss ≈ 0.148,
χgss ≈ 0.960. In the absence of hydrate, the L–V equilibrium
is characterized by χgll ≈ 0.063, χ
gl
g ≈ 0.925. Informed by
these equilibrium compositions, we perform two sets of
simulations to investigate how the initial liquid methane
concentration (χ0l ) influences the growth direction and
kinetics of hydrate at the gas-liquid interface [25].
In the first simulation [Fig. 3(b)], the liquid phase is
initially supersaturated in methane, where χ0l ≈ 0.08 > χ
gl
l ;
in the second simulation [Fig. 3(c)], the liquid phase is
initially undersaturated in methane, where χ0l ≈ 0.005 <
χgll . In both simulations, the gas phase is initialized with
χ0g ¼ 0.93, and the domain-averaged concentration is
χ̄ ¼ 0.25 and 0.19, respectively [Fig. 2(f), green dot].
This indicates that, at equilibrium, we should expect
H–V coexistence in both simulations.
Our simulations demonstrate that the initial liquid
methane concentration determines the direction of hydrate
growth at a gas-liquid interface. When liquid is initially
supersaturated, our model predicts that hydrate grows
predominantly towards the liquid phase [Fig. 3(b)], in
agreement with experimental observations [22]. When the
liquid is initially undersaturated, the hydrate layer thickens
into both the liquid and gas phases [Fig. 3(c)], consuming a
significant amount of gas in order to sustain hydrate
formation. In the context of hydrate formation around a
methane gas bubble, these results could explain why some
hydrate-armored bubbles buckle due to depletion of gas
pressure inside the bubble as hydrate forms in under-
saturated water [17,64], while some hydrate-coated bubbles
can stay inflated when hydrate forms in supersaturated
conditions [19].
By tracking the domain-averaged hydrate fraction hϕsi
over time for both simulations [Fig. 3(d)], we observe that
hydrate thickens at a decreasing growth rate that eventually
becomes close to 0 [Figs. 3(e) and 3(f), black curve], which
agrees well with experimental studies [22]. As a result of
this hydrate-formation shutdown, the domain arrives at
a quasisteady configuration of three-phase coexistence
[Fig. 3(a), bottom], which is not predicted by equilibrium
calculations [Fig. 2(f), green dot] that instead predict H–V
coexistence at steady state. The nonequilibrium steady state
has been understood as a diffusion-limited phenomenon,
where the extremely slow diffusion within the hydrate
phase can severely hinder the continued growth of hydrate
into the liquid phase [22,29,54]. By comparing hydrate
growth rate against gas consumption rate [Figs. 3(e) and
3(f)] and analyzing details of composition profiles, here,
we provide mechanistic insights into two distinct stages of
this diffusion-limited growth. In the first stage [purple in
Figs. 3(e) and 3(f)], gas is consumed to supply the methane
needed for hydrate formation. During this stage, the liquid
methane concentration, χl, remains constant if it is initially
supersaturated, or increases if initially undersaturated. The
hydrate phase methane concentration, χs, equals χ
gs
s (the
H–V equilibrium). In the second stage, after a significant
amount of hydrate has formed in between the gas and
liquid, the gas-hydrate interface reaches equilibrium and
hydrate growth stops on the gas side but continues into the
liquid; no more gas is consumed [green in Figs. 3(e) and
3(f)]. During this stage, χl decreases towards χlsl and χs also
decreases towards χsls on the side that grows into the liquid.
This second-stage growth is driven by the thermodynami-
cally imposed compositional gradient within the hydrate
phase [5], and is therefore limited by the extremely slow
diffusion within the hydrate.
Persistent gas conduits in hydrate-bearing sediments
have been widely observed in field surveys [7–9], although
their formation mechanisms are not well understood.
Here, we demonstrate that nonequilibrium hydrate growth
on moving gas-liquid interfaces provides a plausible
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FIG. 3. (a) Schematic illustrating hydrate growth on a liquid-
gas interface. Simulated profiles of ϕs at different times (grey
scale) and initial profile of χ (red) for (b) initially supersaturated
liquid and (c) initially undersaturated liquid. The black arrow
points to growth direction and the black dot marks the position of
initial gas-liquid interface. (d) Domain-integrated ϕs over time.
[(e) and (f)] Domain-integrated hydrate growth rate (black) and
gas consumption rate (blue) as a function of time, with gas-
sustained (purple) and liquid-sustained (green) stages of hydrate
growth.
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explanation for the formation of these gas conduits. We
solve Eqs. (5) and (6) in a rectangular domain, with upward
flow sustained by an imposed pressure gradient (p2 > p1),
emulating buoyancy-driven gas migration in seafloor sedi-
ments (Fig. 4). We describe hydrate as a highly viscous
fluid (viscosity contrast μs=μg ¼ 500) that exerts signifi-
cant resistance to the gas movement upon formation at the
gas-liquid interface.
We show two simulations, where the only difference is
the magnitude of the imposed pressure difference,
Δp ¼ p2 − p1: the pressure difference in the first simu-
lation is twice that of the second simulation. In the first
simulation [Fig. 4(a)], upward gas movement is fast enough
to overcome the restraint of the hydrate layer, leading to
continued elongation of the gas conduit. In the second
simulation [Fig. 4(b)], gas moves relatively slowly, and the
elongation of the gas conduit is hindered and eventually
arrested by hydrate formation at the interface. The conduit
becomes sealed off at the top, and the shape persists due
to the extremely slow diffusion within the hydrate phase,
leading to a long-lived nonequilibrium configuration.
In summary, we develop a continuum-scale phase-field
model to study methane hydrate systems far from thermo-
dynamic equilibrium. We design the bulk Gibbs free energy
to describe thermodynamic equilibrium, which recovers
the isobaric temperature-composition phase diagram from
experimental studies. We then incorporate this free energy
into a phase-field model to study formation dynamics of
hydrate on a gas-liquid interface. Our model predicts that
initial aqueous concentration exerts powerful control on the
growth direction of hydrate, where hydrate grows domi-
nantly into liquid if liquid is initially at/over saturation, and
grows into both liquid and gas if liquid is initially under-
saturated. This result has significant implications to the
long-standing puzzle of why some hydrate-coated gas
bubbles collapse due to hydrate formation [17,64] and
some do not [19]. Our model correctly recovers the
diffusion-limited kinetics of hydrate growth as measured
in experiments. By tracking the source of methane supply
during hydrate formation, we further demonstrate that
hydrate growth is in fact two staged; in the first stage,
methane needed for hydrate formation is dominantly
supplied from the gas phase; in the second stage, hydrate
growth continues into the liquid phase without consuming
any gas. This could explain the occurrence of persistent gas
conduits in some hydrate-bearing sediments [7–9] and
other nonequilibrium phenomena commonly observed in
natural methane hydrate systems.
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