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1 Introduction 
Kriging is an interpolation technique whose optimality criteria are based on normality assumptions either 
for observed or for transformed data. This is the case of normal, lognormal and multigaussian kriging. 
When kriging is applied to transformed scores, optimality of obtained estimators becomes a cumbersome 
concept: back-transformed optimal interpolations in transformed scores are not optimal in the original 
sample space, and vice-versa. This lack of compatible criteria of optimality induces a variety of problems 
in both point and block estimates. For instance, lognormal kriging, widely used to interpolate positive 
variables, has no straightforward way to build consistent and optimal confidence intervals for estimates. 
These problems are ultimately linked to the assumed space structure of the data support: for instance, 
positive values, when modelled with lognormal distributions, are assumed to be embedded in the whole 
real space, with the usual real space structure and Lebesgue measure. 
Here we present an alternative approach to the usual transformation strategy, which we call coordinate 
kriging: instead of working with the original space of observations as a subset or real space, and to 
consider transformations as functions going from real space to itself, we propose to use whenever 
possible a sensible (from the geostatistician’s point of view) Euclidean space structure of the original 
sample space, and to work with the coordinates of the original observations in an orthonormal basis of 
this space, as well as with a Lebesgue measure compatible with them. That way we obtain a stay-in-the-
support geostatistical technique, which means that we do not transform our observations from the original 
sample space into another space. We simply work with different representations in the same space. 
We illustrate our approach with an alternative model for lognormal kriging, explained in section 3. It is 
based on the finite-dimensional Hilbert, i.e. Euclidean, space structure of the positive real line and on the 
normal distribution on R+ detailed in section 4. The most visible and intuitive distinction between our 
approach and the classic one–lognormal kriging–lays in the metric used to compute differences between 
samples. The most striking advantage of our approach is that it allows the estimation of the local 
conditional expectation, and the straightforward computation of probabilities and shortest-length 
confidence intervals, as explained in section 5. Block estimation is outlined in section 6, where it becomes 
clear that coordinate kriging has a far deeper effect, since in the R+ case it advocates the geometric mean 
instead of the arithmetic mean as the optimal way to estimate the expected value in a block. Finally, some 
conclusions and further implications close this work. 
2 Brief geostatistical introduction 
The theory of the regionalized variable, or Geostatistics (Matheron, 1963), was born as an inference 
methodology to evaluate ore grades, and extended rapidly to other spatial observations where basic 
assumptions of classical statistics did not work. Recall that classical statistical inference assumes 
independent replications of a single (unknown) random variable, while Geostatistics assumes a single 
replication of a set of different (unknown) variables that manifest spatial relationships. These 
characteristics (single replication, multiple variables, dependency) hinder the direct application of usual 
inference techniques to geostatistical problems. To overcome these difficulties from a theoretical point of 
view, data are supposed to be the realization of a random field Z(x). A random field is a continuous 
collection of equally distributed random variables Z(xi), each one located at each possible location xi 
inside the study domain D. Usually, it is assumed that the expectations and variances of these random 
variables, as well as their mutual covariances, do not depend on the location, a condition that is called 
second-order stationarity. This condition implies that the covariance Cov(Z(xi),Z(xj)) between two 
random variables Z(xi) and Z(xj) located at xi and xj does not depend on these exact positions, but only on 
the distance between them, h=|xi- xi|, and we can write Cov(Z(xi),Z(xj))=C(h). A common further 
assumption is that this collection of random variables is jointly distributed as a multivariate normal. Thus, 
if it is second-order stationary, it is completely specified: it is then called a Gaussian field. However, 
usually the second order stationarity is weakened to the intrinsic hypothesis: only the increments of Z(x) 
are assumed to fulfill stationarity conditions, and covariance functions (which may not exist) are replaced 
by variograms, defined as γ(h)=Var[Z(x+h)−Z(x)]. This option is usually taken because it needs the mean 
to be only locally stationary (which is almost always approximately true), while second-order stationarity 
needs a constant mean in all the domain D. Table 1 summarizes the geostatistical notation used 
throughout this article.  
 
Basic geostatistical concepts 
D study domain 
xi location in D 
x0 unsampled location 
V block in D 
h=|xi- xj| distance between samples 
Z(x) general random field 
Y(x) Gaussian random field 
Z(xi)=Zi random variable at xi 
C(h) covariance function 
γ(h) variogram 
)(VZ  block mean value 
 
 
Sampling and inference 
x1,…, xn sampling points 
z1,…, zn observed values of Z(x) 
y1,…, yn transformed values 
Y* kriging estimate of Y(x0) 
Z* estimate of Z(x0) 
σyk2 kriging variance of Y* 
σzk2 variance of Z* 
Parameters and statistics 
µ mean parameter 
σ2 variance parameter 
m median 
E[·] expectation 
Var[·] variance 
Table 1. Summary of notation used in this article. 
Kriging is the name of a family of techniques devised to optimally estimate Z(x0) and its estimation 
variance at an unsampled location x0 conditionally to the information given by all the available samples. 
In a Gaussian field, the estimation of the expected value at x0 and its variance will also univocally 
determine the conditional distribution of Z(x0), something that only happens when the mean of the 
random field is known. In that case, a special technique called simple kriging can be applied. 
Another usual application of kriging techniques is the estimation of some spatially averaged quantity. For 
instance, when mining an ore reserve, it is very useful to know the average ore grade in the blocks that 
will be processed. A point estimation would be unrealistic, since we will not be able to extract the richest 
veins and points from their (usually much) poorer frame rock. Thus it is better to estimate directly the 
mean grade on the block V, usually defined as 
,d)(1)( xx∫=
V
Z
V
VZ  
(1) 
by using kriging techniques adapted to blocks. It is important to notice that expression (1) defines a new 
random variable, different from every variable in the random field. However, it follows a normal 
distribution in the very special case of Z(x) a Gaussian random field, which implies that we will be able to 
estimate it through the same kriging techniques as for point supports. This is another reason for the 
widespread assumption of normality.  
For illustration, we use along the paper a mining data set: thickness of a mineralized vein in the Geevor 
Tin mine, Cornwall, extensively studied by Clark (1979). From this data set we randomly select a study 
subset with 500 stations represented in Figure 1, which are used for cross-validation: the left figure 
represents the empirical marginal distribution of the realizations of Z(x), which in this case is clearly not 
normal. Instead, a lognormal assumption seems more reasonable, which means that the transformation 
Y(x)=log Z(x) should be approximately Gaussian. This is the reason why the variogram is computed on 
the transformed Y values. Sensibility to variogram modelling is assessed fitting two models to the data 
and comparing cross-validation results of the classical lognormal estimator with those of our proposed 
approach.  
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Figure 1. Conventional histogram (A, left) and omnidirectional logarithmic variogram (B, right) of 
thickness of mineralized vein, Geevor Tin mine. The experimental variogram is displayed with red 
diamonds in the right figure, as well as three different theoretical variogram models: they are used to 
assess robustness of discussed methods against variations of the sill. 
3 Lognormal kriging 
When a data set is constraint to positive values and regionalized, and specially when positively skewed, a 
logarithmic transformation is usually expected to symmetrize it. If the geostatistician assumes the 
transformed scores to be a realization of a Gaussian field, any classic kriging technique can be fully 
applied to them. The problem is then: how should the obtained results be back-transformed to map the 
original variable? This question is not a trivial one, to judge on the large amount of different lognormal 
kriging estimators found in the literature. Rivoirard (1990) offers a good summary of most of them, both 
for point and block support.  
Following Chilès and Delfiner (1999), if Y(x)=log Z(x) ~ N(µ,σ2), where Z(x) is observed at x1,…, xn 
locations to obtain a sample z1,…, zn, then the optimal estimator Z* of Z0=Z(x0) is  
Z* = E[Z0|y1,…, yn] = exp ( Y*+ ½ σsk2 ), (2) 
where y1,…, yn is the logarithmic transformed sample, Y* the usual simple kriging estimator of Y0=Y(x0) 
given this sample, and σsk2 is the associated simple kriging variance. The conditional variance linked to 
Equation (2) is computed as 
Var[Z*- Z0 | y1,…, yn] = (Z*)2 · ( exp (σsk2) – 1 ). (3) 
However, simple kriging is seldom applicable, since it needs the theoretical global mean to be known. A 
possible solution consists in substituting the simple kriging estimator by the ordinary kriging or universal 
kriging estimators, which are based on assuming the mean to be respectively constant or a polynomial 
function of location x. However, it is unknown to which extent expressions (2) and (3) keep their meaning 
of conditionally unbiased estimators of Z0. Also, it is unclear whether it is better to replace in Equation (2) 
the simple kriging variance by its ordinary/universal estimate –Cressie (1991), according to Clark and 
Harper (2000, p 323)– or to leave it unchanged –as proposed by Journel and Huijbregts (1978)–.  
All these authors notice the extreme sensitivity of estimator (2), since any error in the kriging or variance 
estimations become exponentially magnified. The uncertain fitting of the sill is particularly important, as 
it has a direct effect on the kriging variance. Moreover, deviations from lognormality of the data may 
dramatically invalidate its use (Clark and Harper, 2000). 
In addition, Journel and Huijbregts (1978, p. 572) show that Equation (2) is usually locally biased: given 
µz, known expected value of Z(x), they propose to modify (2) by a multiplicative factor K0 = µz / Σ Z*. 
This correction was proposed for block kriging and, according to Chilès and Delfiner (1999, p. 192), 
should be avoided in point kriging problems, since the obtained estimator is no longer an exact 
interpolator. 
Likewise, Equation (2) was shown to be a bad estimator of the local conditional expectation (Roth, 1998). 
His example shows a case with final estimates surpassing the convex envelope of the observed data, being 
all kriging weights strictly positive. He blames the presence of σsk2 for this behaviour. Thus he advocates 
for the estimation of the median, instead of the mean. 
In agreement with this proposal, Chilès and Delfiner (1999, p. 191) explain that good results are obtained 
working with quantiles, since they simply follow the logarithmic transformation. In other words, the 
direct relationship mY = log mZ between the medians mY and mZ allows an easy estimation of the median 
of Z(x) as a central tendency estimator. This approach offers a way to compute confidence intervals 
around the median, like 
Z* ∈ [exp(Y*-2 σsk) , exp(Y*+ 2 σsk )] , (4) 
defining a 95% confidence interval. However, confidence intervals (4) are not considered to be optimal, 
as they do not have minimal Euclidean length in R. According to Clark and Harper (2000), this issue was 
studied in the non-geostatistical case by Sichel (1971), who obtained a set of multiplicative coefficients 
intended to compute unbiased means and optimal confidence intervals for the lognormal distribution. 
These coefficients depend on the sample size and the logarithmic variance, but they do not capture 
explicitly spatial correlation, and their application must be restricted to low variance data. Another option 
is to use expressions (2) and (3) to compute directly a conventional confidence interval with them, based 
on Gaussian assumption, although its physical meaning is dubious (it might include negative values). The 
main features of these different computations of confidence intervals for the data considered are 
summarized in Table 2. Figure 2 compares a single case. 
confidence intervals conventional intervals median intervals Sichel intervals 
level 90% 95% 97.5% 90% 95% 97.5% 90% 95% 97.5% 
%int. with true value 95% 97% 97% 93% 96% 98% 7% 9.7% 12% 
%int. with negative values 0% 74% 89% 0% 0% 0% 0% 0% 0% 
median Euclidean length 38.49 46.00 52.81 35.60 44.52 53.55 11.11 14.51 17.66 
median logarithmic length 2.62 ∞ ∞ 1.62 1.94 2.23 0.27 0.36 0.43 
Table 2. Characterization of central tendency confidence intervals: proportions of estimated intervals 
containing the true value (cross-validation) or negative values, and two median interval lengths 
If the interest is simulation, then Equations (2) and (3) are seldom used (Deutsch and Journel, 1992, p. 
76). Instead, kriging estimates and kriging variances are used to simulate normal scores of Y, that 
afterwards are transformed to simulations of Z(x) through zsim=exp (ysim). This procedure is consistent 
with the median estimates and confidence intervals given in expression (4). 
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Figure 2. Confidence intervals compared. 
Block lognormal kriging is a far more complex issue, which involves many theoretical and practical 
considerations, being the most important one the so called permanence of lognormality: having lognormal 
point values, any weighted arithmetic mean, e.g. any kriging estimator or a spatial average like (1), will 
never be lognormal. This well-known result formally invalidates the rigorous application of block kriging 
to lognormal sets, although Rendu (1979) shows that it gives fairly good empirical results. Journel (1980) 
presents an approximate but elegant solution based on point lognormal kriging, specially suited to 
describe detailed local variability through block distribution functions instead of by a detailed kriged map. 
Marcotte (1997) tries a complex solution, assuming joint lognormality of the estimator and the real value, 
and obtains an estimator very similar to (2). Dowd (1982) develops an alternative, which requires the 
numerical solution of a system of integral equations, without assuming permanence of lognormality. 
4 Normal on R+ distribution 
The lognormal distribution is assumed to model strictly positive random variables when uncertainty 
follows a multiplicative scheme. Its estimation problems, even in a non-geostatistical environment, have 
generated a large amount of statistical literature, some of them summarized by Clark and Harper (2000). 
They are still today an open issue. According to Mateu-Figueras, Pawlowsky-Glahn and Martín-
Fernández (2002), these problems might be caused by the assumption that the sample space –the positive 
real line as a subset of real vector space R– has the Euclidean structure induced from R. 
issue general R space R+ space 
element v v ∈ R v ∈ R+, v ∈ R+⊂ R 
 Abelian group operation v ⊕ w v+w v·w 
external product λ ⊗ v λv vλ 
scalar product <v|w> v·w log v · log w 
norm ||v|| |v| | log v | 
distance d(v,w) |v-w| | log v - log w | 
canonical basis u 1 e1=e 
neutral element ∅ 0 e0=1 
inverse element -v -v 1/v 
unit-norm basis coefficient <v|u> v ∈ R log v ∈ R 
coefficient expression v = <v|u> ⊗ u v = (v ·1)1 v = elog v · log e 
Table 3. Operations inducing a Euclidean space structure in R and in R+. Any element can be expressed 
as a unique linear combination of the unit-norm or canonical basis, whose coefficient is a scalar product. 
Notice that boldface letters are used when considering the values as vectors, while italic style shows a real 
value. Greek letters are used for scalar values. 
An alternative approach can be set up considering the positive real line as a Euclidean space itself (Table 
3). This idea, first used by Pawlowsky-Glahn and Egozcue (2001, p. 387) to illustrate the concepts of 
metric expectation and metric variance, allowed Mateu-Figueras, Pawlowsky-Glahn and Martín-
Fernández (2002) to introduce a normal distribution on R+. With this space structure in R+, it is 
straightforward to define a normal distribution in R+ as a normal distribution on the coefficients 
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Properties of the normal distribution on R+ were studied by Mateu-Figueras, Pawlowsky-Glahn and 
Martín-Fernández (2002), which include the coincidence of mean, mode and median of the distribution in 
exp(µ). Its appearance is clearly different from the classical lognormal distribution (Figure 3), although 
their expressions are quite similar. This is due to the metric assumed for their support space, the positive 
real line: while the lognormal distribution is built up on the usual Euclidian metric on R, the normal 
distribution on R+ is based on a logarithmic metric. This fact is implicitly shown in Figure 1 and in Figure 
5, where the histogram intervals have a constant length with respect to the metric considered in each case. 
Furthermore, parameter estimation in R+ becomes as easy as usual parameter estimation in R: given a 
sample z1,…, zn of Z, there is an unbiased estimator of its expected value,  
,
1
1
nn
i
izz 

= ∏
=
 (6) 
and of the parameters of the distribution, given by 
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Properties of these estimators where studied by Pawlowsky-Glahn and Egozcue (2001, p. 388-392). It is 
worth notice that the mean value [Eq. (6)] is computed as the geometric mean of the sample, hence it is an 
element of the same R+ space, while the estimate of the parameter µ of the distribution [Eq. (7), left] is its 
coordinate according to Table 3. The σ2 parameter [Eq. (7), right] has no direct interpretation as an 
element of the space; nevertheless, it can be used to compute exact and optimal confidence intervals 
around the mean identical to those built around the median [Eq. (4)] (Mateu-Figueras, Pawlowsky-Glahn 
and Martín-Fernández, 2002). Figure 3 compares one of these confidence intervals with a standard 
normal on R+ distribution and its equivalent lognormal distribution, and shows that in the first case they 
are isodensity intervals, a condition not fulfilled in the second case. 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4 5 6 7 8
Z~N+(µ=0,σ2=1)
Z~L(µ=0,σ2=1)
Med[Z]=exp(µ)
fZ(z)
z
exponential-type
confidence interval,
radius=1
 
Figure 3. Probability density functions of a standard lognormal and a standard normal in R+ distribution, 
with a probability interval of exponential type. Interval bounds have the same density value for the 
normal in R+ distribution, while this is not true for the lognormal distribution. 
5 Normal point kriging in R+ 
Adapting the usual definition of kriging, given a realization z1,… , zn of a random function Z(x) in R+ 
observed at n locations x1,…, xn, the simple kriging predictor at location x0 will be a weighted linear 
combination of observations, according to the space structure of R+,  
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where z is the expected value of Z(x) in this space structure (Table 3). Moreover, the estimation variance 
associated to (8) is estimated as 
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In this expression, σ+ stands for the autocovariance function of the variable Z(x) defined on its 
coefficients, i.e. its logarithms. Thus, covariance functions (and variograms) used in lognormal kriging 
keep their meaning and usefulness. 
Expressing Equation (8) as a function of its coefficients in a canonical basis of R+ (Table 3), the simple 
kriging estimator becomes 
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equivalent to the conventional lognormal estimator. Hence, the system to be solved will be the usual one 
for lognormal kriging, leading to the same kriging estimate of Y0 and the same variance. However, here 
Y(x) is the coordinate of Z(x) in the canonical basis of R+, instead of its transformation, which means that 
the simple kriging estimator of Z0 is 
Z* = E[Z0|y1,…, yn] = exp (Y*). (10) 
An important difference between the lognormal estimator (2) and the normal estimator in R+ (10) is the 
presence of the kriging variance. Skipping it, Equation (10) avoids most of the problems of Equation (2): 
it is robust with respect to deviations from normality on R+, it is also less sensitive to variogram fitting 
(Figure 4) and it offers locally consistent estimations. Obviously, it is identical to the widely used median 
estimator. Notice that, with expression (10) and the logarithmic kriging variance [Eq. (9)] in fact we 
estimate the local conditional distribution of Z(x0). As a heuristic evidence of this statement, kriging error 
standardized with respect to kriging variance is well approximated by a standard normal on R+ (Figure 5). 
This implies that confidence intervals for the expected value computed with expression (4) will be exact 
and optimal, being minimal their logarithmic length, as was recorded in Table 2. Furthermore, if simple 
kriging is not applicable, ordinary or universal kriging estimates and variances can be regarded as good 
approximations to the real conditional expectation parameters, at least in the same sense they are in the 
Gaussian case. 
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Figure 4. Scatterplots of predicted values with ordinary kriging under assumption of a variogram model 
with c=0.25 against the same predictions after perturbations of the sill of the variogram, with c=0.15 and 
c=0.40. 
6 Block kriging revisited 
According to Chilès and Delfiner (1999, p. 193), kriging was originally developed not for estimation of 
point values but of average grades over mining panels. Its main goal was to avoid the systematic bias 
detected when estimating a panel average grade solely on the basis of its internal samples: since richer 
areas are surrounded by poorer areas and vice-versa, selected blocks estimated as rich were poorer than 
expected, and discarded blocks estimated as poor contained more ore than expected. This effect, called  
support effect, increases with the size of the block, and implies the under-exploitation of an ore deposit. 
To handle it, special support effect models have been developed. 
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Figure 5. Histogram of standardized ordinary kriging cross-validation errors, compared with a standard 
normal on R+. The nested histogram shows a detail near the origin. Note that histogram classes have the 
same logarithmic length. 
Under additional restrictive conditions, mainly ergodicity, Gaussian random fields with mean µ, variance 
σ2 and covariance C(h) present also Gaussian distributions of the average grade in a block V, with the 
same mean µ, but with a smaller variance σV2, which must be equal to the average value of C(h) for every 
possible pair of points inside V  (Chilès and Delfiner, 1999). This is the simplest support effect model, 
called affine correction. 
When the available data are modelled by a lognormal random field, the usual support effect models 
(discrete Gaussian model and multi-Gaussian model) assume the block distribution to be jointly 
lognormal with the data (in fact, bi-variate and multivariate lognormal respectively). Thus, both models 
imply permanence of lognormality: the mean value of all the random lognormal variables Z(x∈V) inside 
the block V is assumed lognormally distributed. It is well-known that this permanence is not true, 
although it is empirically a good approximation. Based on it, there are several proposed estimators 
(Rivoirard, 1990) for mean block values [Eq. (1)], although all of them have a similar form to the point 
lognormal estimator (2). If this hypothesis is not assumed, then one can still estimate expression (1) by 
solving an integral system (Dowd, 1982). 
In contrast, assuming a Euclidean geometry on R+ simplifies the support model, since using the 
coordinate approach, the mean value in the block is now the mean value in the coordinates applied to the 
basis, 
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This definition of the mean value solves the permanence of lognormality problem. Since log Z(x) is a 
Gaussian random field, we can apply to it the affine correction model, and this mean value [Eq. (11)] will 
automatically be normally on R+ distributed. Hence, when applying kriging to the estimation of 
expression (11), block normal kriging on R+ will provide optimal estimates, at least under the usual 
conditions for Gaussian random fields (stationarity and ergodicity). In this sense, normal on R+ random 
fields becomes a good alternative to lognormal random fields when the objective is block kriging.  
7 Conclusions 
Kriging, as a statistical interpolation technique, is based on a given optimality criterion: minimisation of 
an error variance. However, the capability of some real data sets to be treated according to several 
Euclidean space structures opens the door to different kriging techniques, each one developed to be 
optimal with a different space structure. 
This idea is here applied to the case of positive data, which can be studied as values of a subset of R or as 
elements (vectors) of a one-dimensional Hilbert space on R+. In the first case, the natural choice is to 
model them with lognormal distributions, although then kriging estimates present some problems: they 
are biased, they are bad local estimators of the conditional expectation, and also, there is no generally 
accepted way to build optimal confidence intervals for the expected value. Thus, several partial solutions 
are found in the references around this topic: one of these solutions, suggested by many authors, is to 
work with median estimators and confidence intervals, since they seem experimentally to be far more 
robust and meaningful. If the normal on R+ distribution is chosen to model positive data, then kriging can 
be expressed on the canonical coordinates of the data in R+: the obtained estimator is equivalent to usual 
median estimator, but it can be shown to have all expected properties of a Gaussian estimator, including 
estimation of confidence intervals and probabilities, even conditional distribution. Also, it does not 
present any of the problems linked to lognormal kriging.  Thus, the normal on R+ approach supports 
theoretically the heuristic solution of working with the median.  
Regarding block kriging, it is worth notice that the classical lognormal approach relies on a (false though 
heuristically good) assumption of permanence of lognormality for block mean values. On the contrary, 
normal on R+ data naturally give normal on R+ block mean values, when computed as geometric means 
according to the geometry of R+. However, this implies that the mean of the grade in a block is the 
geometric mean, in contrast to the generally accepted arithmetic mean of ore grade. 
Generalizing these results, canonical coordinate kriging allows a direct interpolation of observations in 
any space (for instance, permeability in R+, probabilities and proportions in (0,1) or compositions in the 
simplex considered as regionalized variables or vectors) honouring both the sensible metric of their 
support space and the BLU character of kriging estimates. Furthermore, it has deep implications on those 
optimality criteria, as well as on the interpretation of block kriging, which depend on the geometry chosen 
for the support. 
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