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ur grodimensionale Fixpunktprobleme wird eine rekursive Projektions
methode vorgestellt die in Verbindung mit einer Parameterfortsetzung die eziente Berechnung
instabiler Fixpunkte gestattet Mittels Fehlersch

atzung und adaptiver Steuerung der Fortsetzungs




uber Verzweigungspunkte hinweg ohne da
auf Newton









x     R 











Vektorfeld mit dem Flu 
t

x  x  R
n





u  u  R
n




osen Auch asymptotisch stabile Gleichgewichtslagen u
 
von 
 lassen sich mittels nume









   j 	    






zu erhalten so ergibt sich mittels der Funktion
F 




angige Fixpunktaufgabe in R
n
der Form
u 	 F 











oherer Ordnung vom RungeKuttaTyp angeben




















ein grodimensionales System gew

























punkte analog zu 
 bestimmt werden k

onnen Schlielich sei auch auf die Approximationsaufgabe
invarianter pTori verwiesen 
vgl   die in WinkelRadiusKoordinaten 




ebenfalls in der Form 










 mit im allgemeinen groer Dimension n und vollbesetzter Jacobimatrix sein F

ur




 angenommen Wegen des erheblichen
 
numerischen Aufwandes zur Ermittlung der Jacobimatrix F
u

u  werden die bekannten Fort
setzungsmethoden die auf Newton

ahnlichen Verfahren QuasiNewtonVerfahren oder nichtli
nearen konjugierten GradientenVerfahren basieren 
vgl   rasch inezient Andererseits
konvergiert die Fixpunktiteration 
desweiteren als PicardMethode bezeichnet im allgemeinen
















aig kleiner als  sind 
Satz von Ostrowski vgl  Verfolgt man jedoch stabile Orbits
dynamischer Systeme





j   
dh die Dimension der instabilen invarianten Mannigfaltigkeit anfangs sehr klein
gegen

uber der Dimension n 
Jarausch  Mackens 
vgl   entwickelten f

ur den Fall symmetrischer Jacobimatritzen
deshalb eine adaptive Dekompositionsmethode bei der das Fixpunktproblem 
















die eziente PicardIteration durchgef

uhrt





ration Diese Idee wurde von Shroff  Keller in  auch auf nichtsymmetrische Jacobimatrizen
verallgemeinert womit s

amtliche eingangs genannten dynamischen Systeme erfat werden Auch
die zur eektiven L

osung grodimensionaler linearer Gleichungssysteme entwickelte Blockelimina
tionsmethode von Timmermann  beruht auf der Idee einer Abspaltung des instabilen Anteils
des Systems
Nachfolgend wird eine Rekursive Projektionsmethode 
RPM aus  in Zusammenhang mit ei
ner Parameterfortsetzung 
Abschnitt  entwickelt und algorithmisch aufbereitet Fragen der Feh
lersch

atzung und der automatischen Anpassung des Verfahrens bei

Anderungen der Dimension m
werden in Abschnitt  behandelt Im Ezienzvergleich mit Newton

ahnlichen Verfahren werden
schlielich einige Vor und Nachteile der RPM erkennbar
 Stabilisierende Fixpunktiteration
  Das theoretische Verfahren
Wir betrachten das Fixpunktproblem 
 vorerst f

ur einen beliebigen festen Parameterwert   
zu dem ein Fixpunkt u
 
existiere Zu vorgegebener positiver Konstante 	 
  m
















  auerhalb des Kreises
K

	 fjzj  	  
 	 
 g liegen dh es gelte
j

j      j
m
j  	  j
m 






































   Mit den orthogonalen Projektoren P
bzw Q 	 I 
 P von R
n
auf Pbzw Q ist dann die direkte Zerlegung
R
n














alt man eine eindeutige Zerlegung




otigt die Projektoren P und Q auf die Unterr

aume Pund Q Diese
erh

alt man wenn eine Orthonormalbasis f







sei solch ein Orthonormalsystem f








aufgebaut werden Dann lassen sich die Projektoren leicht mittels der Darstellung
P 	 ZZ
T









berechnen Nachdem P und Q bestimmt sind l








p q 	 PF 
p  q  

q 	 g
p q 	 QF 





p q  in q f

ur 

































  	 QF
 
u
Q liegen im Kreis K

	 fjzj  	  
 	 
 g
Beweis Vgl  S 


















nicht konvergiert Die Idee des StabilisationsVerfahrens besteht in der simultanen
Benutzung des NewtonVerfahrens f

ur die Komponente p 	 f
































































  auf den Unterraum P 
Falls der Wert  kein Eigenwert von f

p





 eine Inverse Dann kann das Stabi
lisationsverfahren wie folgt dargestellt werden 















ur  	 














































Das Grundverfahren in dieser einfachen Form w

are allerdings sehr aufwendig da in jedem Schritt






















   

mit h








































































































   

Die lokale Konvergenz des Stabilisationsverfahrens 
 ergibt sich unter Benutzung dieser Resul
tate durch folgenden


























   C
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Dann existiert ein   
 

 so da das Stabilisationsverfahren 
 f










Beweis Vgl  S 
   Parameterfortsetzung
Betrachtet man das Fixpunktproblem 
 nun f

ur variablen Parameterwert   so lassen sich die
Unterr

aume Pund Q bei Ver

anderung des  anpassen Der Einfachheit halber sei am Anfangswert
 	 






















ullt seien Nach dem Theorem





  u 	 u
 





  Um diesen L

osungszweig  zu approximieren wird ein
Pr





























auf  gegeben Ein
neuer L
































































beschrieben Wie in Satz  gezeigt wurde konvergiert die Iteration 




 hinreichend nahe bei u
 











exakten Projektor hinreichend genau
approximiert
Bestimmung und Aufdatierung der Projektoren
F








 gegeben Am neuen Parameterwert
 	  	 k





ahern oder diesen sogar
verlassen wenn sich  bei der weiteren Berechnung

andert Im generischen Fall ist dies entweder ein
isolierter reeller Eigenwert 
m 






































































































folgt Falls also das Verfahren nicht in 
max
































































jj    jjd

jj mit einer hinreichend groen Konstanten  ist 
im allgemeinen   


so kann man folgern da der dominante Eigenraum von g
 
q






ugen Andernfalls nimmt man an da ein komplex konjugiertes Paar von Eigenwerten
den Kreis K







Ebenso ist es m

oglich da einige der vorher auerhalb von K

liegenden Eigenwerte nun innerhalb




Eigenvektoren verringert werden Hierf

ur wird die Gr

oe von Z durch Einf















getestet Wie man sich leicht








instabilen Unterraum P Nach jedem Fortsetzungsschritt werden die m Eigenwerte und
Eigenvektoren von H berechnet Falls nur "m 
 m Eigenwerte von H auerhalb des Kreises K





origen Eigenvektoren von H  Dann bildet





man ersetzt Z durch
Z 	 orth
ZV  
Auf diese Weise wird falls erforderlich die Gr










die Basis Z zunehmend ungeeignet wird Um die Genauigkeit wiederherzustellen werden die Spalten










Z die Berechnung einer orthonormalen Basis f





nutzung des Schmidtschen Orthonormierungsverfahrens beschreibt Das im allgemeinen numerisch
instabile Schmidtsche Verfahren ist hierf

ur gut geeignet da meistensm n 
in praxim    
ist
  Der numerische Algorithmus
F

ur die Berechnung werden folgende Bezeichnungen eingef

uhrt

















 	  Schranke f

ur stabilen Unterraum K

	 fjzj  
 	g




	  Fortsetzungsschrittweite f

ur 
Verf  Berechnung mit 
 PicardVerfahren

 NewtonVerfahren oder 
 RPM









u z  R
m
 also p 	 Zz u 	 Zz  q
eingef

uhrt Damit lautet die Gleichung 




















Mit diesen Notationen l

at sich der RPMAlgorithmus wie folgt angeben

RPM 	 Fortsetzungsalgorithmus






 delta 	 
 	 tol 
max
 	 Verf
















































	 u flag 	 













u  i 	   m





S Solange flag 		  gehe zu S sonst zu S
S Wenn m   gehe zu S sonst zu S
S z 	 Z
T











A 	 I 




ose das lineare Gleichungssystem in R
m
Ax 	 a 	 x
z 	 z  x q

	 F 















	 F u 	 F





 F jj 
 tol  
jjF jj  und 
V erf 	 
dann flag 	  sonst flag 	 
S Wenn 












jj  und 
V erf 	 
dann flag 	  sonst flag 	 
S flag 		  Abnahme der Basisgr

oe
Bestimme die Matrix V und setze
Z 	 orth
ZV 







 F 	 F 
u   	 
Berechnung der Ableitung 	 H
flag 	 
flag 		  break

































Um die Korrektoriteration der Rekursiven ProjektionsMethode nach endlich vielen Schritten so



















uhren Bei festem Parameter




 werden deshalb folgende Voraussetzungen an das Problem gestellt
Annahmen 








 r  














ist nicht entartet dh 
i













Diese Annahmen garantieren die Regularit

at des gesuchten L





  j   













































ur den Fehler der pKomponente erh























































































































































































urzend C 	 g
 
q








































ur alle   N gelten mit den Annahmen 
i
ii
























































































alt man bei Vernachl














































































 P denieren wir dazu folgende Hilfsmatrizen


































Unter den obigen Annahmen 
i
ii













































































































atzungen des Satzes  praktisch nutzen zu k

onnen ist eine Approximation der Kon














otigt werden und damit numerisch zur Verf

































ur an Die Beschaung einer Aproximation f

ur  ist etwas aufwendiger Anstelle des p wird im
Algorithmus die Koordinatenvariable z der Darstellung von p  P in der Basis Z benutzt wobei
p 	 Zz u 	 Zz  q gilt Damit lautet das NewtonVerfahren f





























atzlich abgespeichert werden so da man f












































alt Wegen  	
 





















Beispiel  Das Gleichungssystem u 	 F 








































Der Parameter liege im Intervall      Das Verfahren RPM  lieferte bei vorgegebener
Genauigkeit der Berechnungen tol 	 

die in Tabelle  dargestellten Werte f

ur die Fehlerkon
stanten   und   Es erwies sich da im allgemeinen  

  war also das Konvergenzverhalten
der RPM durch die PicardIteration dominiert wurde
  m   


















































Tabelle   Berechnete Fehlerkonstanten
W

ahrend die Dimension m in Beispiel  lediglich von  auf  wechselte durchl

auft m im folgenden
Beispiel beginnend mit   die Werte  und  Dicht aufeinander folgende Dimensionswechsel
zB hervorgerufen durch Periodenverdopplungen 
Bifurkationskaskaden stellen hohe Anforderun
gen an die Adaptivit





ahrend der Berechnungen erfordert in jedem Falle eine geeignete Steue
rung der Fortsetzungssschrittweite 	  Bew

ahrt hat sich folgende heuristische Technik Gegeben
seien die maximale Zahl von Korrektoriterationen zB 
max
	   und die Weite des vorange
gangenen Fortsetzungsschrittes 	
alt
 Nach  
 
max
Korrektoriterationen werde die geforderte
Genauigkeit erreicht Falls  
  
max
ist so setze man  	   Ist dagegen    
max
 so
verkleinere man die Schrittweite mittels  	   andernfalls bleibt  	   Die neue Schrittweite
ist in jedem Falle 	
neu




Zur Verfolgung instabiler numerischer L

osungen bei Periodenverdopplung wird folgende Gleichung
mit komplexwertigem z betrachtet
$z 	 z  

 z%z z  C 
 
Dabei sei  	 s  iw  C und $z 	 $x  i $y  Anwendung des EulerCauchyVerfahrens und



















 i 	 
n
 
Die linke Tabelle  enth

alt die numerischen Parameterwerte rechts sind folgende Werte aufgelistet
  aktueller Wert des Fortsetzungsparameters
m  Dimension des
!
instabilen Unterraumes
  Anzahl der durchgef

uhrten Iterationen sowie

















     
  m  

   	 

     

      

      

      

      

    

      	 

       

    

     

	   	  

    
Tabelle  Ver

anderung der Dimension m
  Ezienz im Vergleich
Um verschiedene Verfahrensvarianten hinsichtlich ihrer Ezienz vergleichen zu k

onnen wurde die





ahlt Damit wird idealisierend unterstellt da
die F
i




algebraische Aufwand nicht ins Gewicht f







RPMSchrittes  wird sinnvoll durch Dierenzen approximiert womit eine analytische Bereitstel




















u  i 	   m 

ermittelt 
vgl  Die Variable  wird dabei zu
 	 EPS  






 erfordert m Berechnungen von F  allerdings wird wegen der Orthogonalisierung
in RPMSchritt  gem










 erforderlich Bei 
  
Korrektoriterationen mit dem vereinfachten NewtonVerfahren kommen schlielich weitere  Be
rechnungen von F 










Mit dem Radiusparameter 	 	  sei das System u 	 F 



































gegeben Im gesamten Parameterbereich     ist die betrachtete L

osung stabil so da das
PicardVerfahren stets konvergiert Neben dem RPMVerfahren wird das vereinfachte Newton
Verfahren angewandt allerdings auf das Gesamtsystem der Dimension n  In Tabelle  wurde  mit







ur i 	 
n 
  Schranke delta 	  
 	 	  Genauigkeit der Berechnungen tol 	 


Fortsetzungsschrittweite	  maximale Iterationsanzahl 
max
	  
Picard   RPM  Vereinf
 Newton 
 
m   m   m  

  	    	      	 

   	    	       

  	    	       

               

               

           

              

             

              

	   	              

               
Tabelle  Skalare Funktionsaufrufe bei  Verfahren
Man erkennt da das PicardVerfahren f

ur die ersten Werte sehr schnell konvergiert dann je
doch zunehmend mehr Iterationen ben






wie das PicardVerfahren Bei  	  schaltet sie auf m 	  um und ben

otigt nur noch wenige




 Bereich hinweg mit einer konstanten Anzahl von Iterationen Daf

ur ist die Anzahl der Funkti
onswertberechnungen relativ hoch und vergr

oert sich mit zunehmender Dimension erheblich






verkleinert wird Welche Auswirkungen eine Ver

anderung von delta auf die Ezienz der Rekursive
Projektionsmethode hat zeigt Tabelle 
Die Dimension m erh

oht sich beim Wert delta 	  nach 
max
	  Iterationen auf m 	  und
ben

otigt weitere  Iterationen bis zur Konvergenz Danach bleibt sie bei m 	  Bei delta 	 
 
delta   delta   delta  
 
m   m   m  

  	    	    	  

         

                 

                 

                  

	                 

                 





oht sich die Dimension m nach 
max
	  Iterationen auf m 	   sie verringert sich nach






Dimension wieder und bleibt schlielich bei m 	  Am deutlichsten kann man diesen st

andigen
Wechsel bei delta 	  erkennen Die Erh

ohung aufm 	  erfolgt schon nach wenigen Iterationen
aber auch hier verringert sich die Dimension wieder auf m 	  Dazu sind mehr Funktionsaufrufe
n

otig als bei kleinerem deltaWert Zusammenfassend kann man feststellen da in diesem Beispiel
das RPMVerfahren bei kleinerem delta schneller arbeitet
 Grodimensionale Probleme
Ein wesentliches Ma f









amtliche Werte des Fortsetzungsparameters  dar Insbesondere Verfahren mit groen
Fortsetzungsschrittweiten 	 und relativ geringen Iterationszahlen ergeben hier die gr

ote Ezienz
In Tabelle  werden diese Zahlen f









       		
          	 	 	
          	 

    k
Konv
   	 	

     	      
  k
Konv
   
      k
Konv
     
 k
Konv
     
Tabelle  Gesamtzahl 
ges
skalarer Funktionsaufrufe
Die RPM erwies sich in allen Beispielen dem vereinfachtem NewtonKorrektor

uberlegen Dassel






Wie bereits die obigen Beispiele zeigen sind zahlreiche Anwendungen durch einen relativ geringen
arithmetischen Aufwand zur Berechnung der Funktionen F
i

u  gekennzeichnet Bei grodimen
sionalen Systemen dominiert dann der algebraische Aufwand insbesondere zur L

osung der linearen
Gleichungssysteme zur Matrixmultiplikation zur Orthogonalisierung etc Unterstellt man n  
und eine geringe von n unabh

angige Dimension m 
vgl vorgestellte Beispiele so lassen sich mit




ur die drei betrachteten Verfah
ren gewinnen
Picard





 n 	 O
n
Newton

































jeweils die Anzahl der Korrektoriterationen der betreenden
drei Verfahren Oenbar sind das PicardVerfahren und die Rekursive Projektionsmethode linear
und das NewtonVerfahren kubisch von n abh

angig Dieses theoretische Ergebnis korrespondiert
vollst

andig mit den f





Es wird das Gleichungssystem u 	 F 























betrachtet Weiterhin seien der Anfangsvektor u

i
	  i 	 
n
  die Genauigkeit der Berech
nungen tol 	 

 die Schranke 	 	  und die maximale Iterationsanzahl 
max
	  gegeben
Die Rechnungen auf einer SUNWorkstation ergaben f




















Tabelle  Zeitvergleich der Verfahren f

ur      
Die Berechnungen im kritischen Intervall     ergaben die Laufzeiten der Tabelle 
Laufzeit Komplexi
Verfahren















Tabelle  Zeitvergleich der Verfahren f

ur      
 




ur  	  und wurde nach  	  Itera
tionen abgebrochen
Die Rekursive Projektionsmethode l

at sich auch zur numerisch aufwendigen Approximation in
varianter Tori 
vgl   mit Vorteil anwenden Ausgehend von einem dynamischen System in
R
n
 beschrieben durch 
 erh

alt man nach Transformation in 
 uKoordinaten ein 
qua
silineares System partieller Dierentialgleichungen Nach Diskretisierung zB durch geeignete
UpwindVerfahren l

at sich das Problem als parameterabh

angige Fixpunktaufgabe u 	 F 
u 
hoher Dimension notieren W

ahrend asymptotisch stabile Tori 
vgl  mittels PicardIteration
gut approximiert werden k

onnen mu bei Ann

aherung eines einzigen charakteristischen Multipli
kators an den Einheitskreis 
Stabilit

atsverlust des Torus in der Regel auf das extrem aufwendige
NewtonVerfahren umgeschaltet werden Hier bietet sich die RPMIteration an Zur Verdeutli
chung des Problems werde folgendes einfache Beispiel betrachtet
Beispiel 


































   das System in negativer Zeitrichtung und ist somit instabil Bei  	  ndet der Richtungs
wechsel statt Nach Transformation in 
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 Mit den Parameterwerten
s 	   	  und den Anfangswerten u
i
	  i 	 
n 
  ergab sich im Pa
rameterintervall   
  folgende Gesamtzahl &
ges
skalarer Funktionsaufrufe der RPM
Bsp
   J N 
ges
 x    
      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 	 	
 x  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at sich feststellen da die Rekursive Projektionsmethode ein numerisches Sta




kann Der angegebene numerische Algorithmus ist dann besonders ezient wenn die Dimension m
des
!
instabilen Unterraumes im Vergleich zur Dimension n des Gleichungssystems sehr klein ist





kationspunkte hinweg in vielen Anwendungen der Fall
Einschr

ankend sei bemerkt da das numerische RPMVerfahren relativ viel Heuristik enth

alt
insbesondere bei der adaptiven Bestimmung der Dimension m des instabilen Unterraumes der
Aufdatierung der Projektoren P und Q und der geeigneten Steuerung der Fortsetzungsschrittweite
	  Hierzu sind weitere Untersuchungen erforderlich
Die Beispielrechnungen zeigten allerdings da bei Vorliegen stabiler L

osungen das nichtlineare Glei
chungssystem mit Hilfe der PicardIteration sehr schnell und eektiv gel












so sollte auf die Rekursive Projektionsmethode umgeschaltet werden da sie f

ur grodimensionale
Gleichungssysteme bedeutend schneller arbeitet als das NewtonVerfahren
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