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Abstract
The large hadron collider (LHC) at the European Organization for
Nuclear Research (CERN) in Geneva is the world’s largest and highest-
energy particle accelerator. It is located in a tunnel with a circum-
ference of 27 kilometers (17 miles) whose synchrotron is designed to
mainly collide opposing particle beams of protons with energy up to
7 TeV in 2011 and 8 TeV in 2012. LHC is designed to address some
of the fundamental open questions in physics regarding the basic laws
governing the interactions and forces among the elementary particles.
Among the four major experiments at LHC: A Toroidal LHC Appa-
ratus (ATLAS), Compact Muon Solenoid (CMS), Large Hadron Col-
lider beauty (LHCb) and A Large Ion Collider Experiment (ALICE),
LHCb is the one that is specialized on heavy flavor physics whose
goal is to measure the Charge Parity Violation (CPV ) parameters
and rare decays of the Beauty and Charm hadrons. Such studies can
help to explain the Matter-Antimatter asymmetry of the Universe.
CP violation searches are performed at LHCb in quite a few prob-
ing decay channels and systems. In B0s -B¯
0
s mixing, the CP viola-
tion is expected to be tiny in the Standard Model, but can be sig-
nificantly enhanced in the presence of new CP violation phases in
general physics models. This thesis presents, in Chapter 5, the mea-
surement of semileptonic asymmetry assl in B
0
s -B
0
s mixing system at
LHCb. The CP -violating asymmetry assl is studied using samples of
B0s and B
0
s semileptonic decays in pp collisions at a centre-of-mass
energy of 7 TeV using a data sample, corresponding to an integrated
luminosity of 1 fb−1 collected by LHCb. The detected final states are
D±s µ
∓, with the D±s particle reconstructed in the φpi
± mode. The
D±s µ
∓ yields are summed over untagged B0s and B
0
s initial states,
and integrated with respect to decay time. Data-driven methods are
used to measure all the efficiency ratios needed to determine assl . We
obtain assl = (−0.06 ± 0.50 ± 0.36)%, where the first uncertainty is
statistical and the second systematic. Specific attention is drawn to
an elegant data-driven approach that is developed to determine the
relative pion detection efficiency as described in Chapter 3. It is a
key building block of the assl measurement and can open many other
doors to CPV searches at LHCb. As a “litmus test” for this tool,
we measure the D+s – D
−
s production asymmetry using φpi
± mode
in 7 TeV pp collisions at LHC in Chapter 4. Heavy quark produc-
tion in 7 TeV center-of-mass energy of pp collisions at the LHC is
not necessarily flavor symmetric. The production asymmetry, AP,
between D+s and D
−
s mesons is studied using the φpi
± decay mode
in a data sample of 1.0 fb−1 collected with the LHCb detector. The
difference between pi+ and pi− detection efficiencies is determined us-
ing the ratios of fully reconstructed to partially reconstructed D∗±
decays. The overall production asymmetry in the D±s rapidity region
2.0 to 4.5 with transverse momentum larger than 2 GeV is measured
to be AP = (−0.33± 0.22± 0.10)%. While theoretical predictions are
difficult and vague, a precise measure of the production asymmetry
constrains future heavy quark models and can be used as inputs for
other CPV measurements.
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discovery.” —— James W. Cronin
“When you look at a vacuum in a quantum theory of fields, it isn’t exactly
nothing; there it is, the theory and the experiments are working very well together
in all other respects, so where do you go from there” —— Peter W. Higgs
Dedicated to my Mother, Father, Wife and little Emma for their
constant love and supports.
Acknowledgements
Over the past five years at Syracuse and CERN, I have received sup-
port and encouragement from a great number of individuals. Among
all those people, I would like to, first of all, thank my advisor, Prof.
Marina Artuso. Her guidance has made this a thoughtful and reward-
ing journey. Marina has been a mentor, colleague and friend who
teaches me a lot on researching in experimental high energy physics.
She has guided me through the process of learning fundamental scien-
tific research including particle detector developments, physics anal-
yses and electronics. Most appreciably for an international student,
while I was working at CERN (2011-2012, France), she helps a lot to
get my life started and running in a completely new place. Through
all these years, I have learned from her a great deal of fundamen-
tal philosophies on scientific research, proceeding in a careful and
precisely reasoned way, analytical techniques such as quantitative er-
ror analysis and lots of physics that advance my knowledge of the
world. Moreover, I would like to express sincere gratitude to an-
other important mentor, Prof. Sheldon Stone, who has been pro-
viding thoughtful and novel ideas when we were working together to
measure charged pion and kaon detection efficiency and then utiliz-
ing it in CPV measurements. I have learned from him countless and
indispensable physics, analysis skills and how to most productively
publish the results. His advisory makes me understand that it is the
ability to think that is even more valuable than the knowledge itself.
In addition, I would like to thank both of them for giving me oppor-
tunities to present the assl analysis in “3rd meeting on Implications
of LHC results for TeV-scale Physics Workshop”, “CKM 2012” and
“The 2013 Phenomenology Symposium”.
vii
I would like to express my appreciation to J.C Wang and Liming
Zhang who are extremely experienced researchers at Syracuse Uni-
versity. They are always providing strong technical support, profes-
sional suggestions, especially in the first few years of my Ph.D. Also
a big thank you to all the other local group members, Steven Blusk,
Ray Mountain, Tomasz Skwarnicki, Mitchell Soderberg and so on for
generously sharing their ideas and comments in all the discussions we
ever had. I have learned a lot through those conversations.
Since I have been performing physics analyses mainly in semileptonic
working group at LHCb, I would like to show my acknowledgment to
the conveners, Marina Artuso, Thomas Ruf and Jeroen Van Tilburg,
as well as other group members who have been giving useful comments
and suggestions to my various analyses. Furthermore, I would like
to thank the charm working group at LHCb, Walter Bonivento and
Matthew Charles et al., for their thoughtful comments and advice on
the D±s (D
±) production asymmetry analyses.
I would also like to thank our internal referees of assl analysis at LHCb,
Rolf Oldeman, Burkhard Schmidt, and Guy Wilkinson for their hard
work, careful, prompt and thoughtful advice on the measurement
which indeed improve the quality of our results.
Furthermore, I would like to thank the LHCb collaboration for such
wonderful detector, high quality data and exciting physics for us to
explore! Here I would like to take this opportunity to show my grat-
itude to the physics coordinator, Tim Gershon, who has also helped
to get the D±s production asymmetry measurement presented at the
LHCC open session which is a great opportunity to interact with other
physicists at CERN, especially the theorists.
Last but not least, I would like to thank my wife, Joanna, and my
parents for their constant love and support. They have been the
spiritual sustenance for me especially during those days when I was
living at CERN.
viii
Contents
List of Figures xiii
List of Tables xxxii
1 Physics introduction 1
1.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Meson-antimeson mixing . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 CP violation and flavor specific CP asymmetry . . . . . . . . . . . 6
1.4 The CKM matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 The unitarity triangle . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6 Standard Model predictions of ∆M , ∆Γ, and afs . . . . . . . . . . 16
1.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 The LHCb experiment 24
2.1 The LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 The LHCb detector . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.1 The beam pipe . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 The vertex locator . . . . . . . . . . . . . . . . . . . . . . 31
2.2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . 31
2.2.2.2 Overall dimensions . . . . . . . . . . . . . . . . . 33
2.2.2.3 Silicon sensors . . . . . . . . . . . . . . . . . . . 38
2.2.3 The tracking system . . . . . . . . . . . . . . . . . . . . . 43
2.2.3.1 Silicon tracker . . . . . . . . . . . . . . . . . . . 43
2.2.3.2 Outer tracker . . . . . . . . . . . . . . . . . . . . 48
2.2.4 The particle identification system . . . . . . . . . . . . . . 50
ix
CONTENTS
2.2.5 The calorimeter system . . . . . . . . . . . . . . . . . . . . 56
2.2.5.1 Introduction . . . . . . . . . . . . . . . . . . . . 56
2.2.5.2 The PS and SPD . . . . . . . . . . . . . . . . . . 58
2.2.5.3 The electromagnetic calorimeter . . . . . . . . . . 62
2.2.5.4 The hadronic calorimeter . . . . . . . . . . . . . 66
2.2.6 The muon system . . . . . . . . . . . . . . . . . . . . . . . 70
2.3 The LHCb trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.3.1 The level-0 trigger . . . . . . . . . . . . . . . . . . . . . . 72
2.3.2 The high level trigger . . . . . . . . . . . . . . . . . . . . . 74
2.4 The LHCb software . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.5 The LHCb computing and data processing . . . . . . . . . . . . . 78
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3 Measurement of the relative pion detection efficiency 83
3.1 Introduction to the “partial and full” method . . . . . . . . . . . 85
3.2 Event selection criteria . . . . . . . . . . . . . . . . . . . . . . . . 87
3.3 Details on the fiducial cuts . . . . . . . . . . . . . . . . . . . . . . 92
3.4 Partial reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.5 Full reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.6 Definition of the efficiency ratio ε(pi+)/ε(pi−) . . . . . . . . . . . . 107
3.7 Systematic uncertainties on the efficiency ratio . . . . . . . . . . . 109
3.7.1 Vary the background PDF in ∆mpart fit . . . . . . . . . . 109
3.7.2 Vary the signal PDF in ∆mpart fit . . . . . . . . . . . . . . 109
3.7.3 Vary the background PDF in ∆mfull fit . . . . . . . . . . . 110
3.7.4 Vary the signal PDF in ∆mfull fit . . . . . . . . . . . . . . 110
3.8 Momentum dependent efficiency ratio . . . . . . . . . . . . . . . . 119
3.8.1 Introduction to ε(pi+)/ε(pi−) as a function of momentum . 119
3.8.2 Kinematic fitting technique . . . . . . . . . . . . . . . . . 119
3.8.3 Unfolding the inferred momentum distribution . . . . . . . 129
3.8.4 Results of momentum dependent efficiency ratio . . . . . . 136
3.9 Efficiency ratio as a function of azimuthal angle . . . . . . . . . . 145
3.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
x
CONTENTS
4 Measurement of the D+s – D
−
s production asymmetry 151
4.1 Theoretical expectations . . . . . . . . . . . . . . . . . . . . . . . 151
4.2 Data Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.3 Event reconstruction and selection . . . . . . . . . . . . . . . . . . 155
4.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.3.2 Selection Criteria . . . . . . . . . . . . . . . . . . . . . . . 155
4.3.3 Estimate of D+s from B(Dfb) Contamination . . . . . . . . 156
4.3.4 Signal Extraction . . . . . . . . . . . . . . . . . . . . . . . 158
4.3.5 “Triggered on phi meson” sample . . . . . . . . . . . . . . 169
4.3.6 Efficiency Correction . . . . . . . . . . . . . . . . . . . . . 173
4.3.6.1 Efficiency correction as a function of pion momen-
tum only . . . . . . . . . . . . . . . . . . . . . . 173
4.3.6.2 Efficiency correction as a function of both ϕ and
momentum . . . . . . . . . . . . . . . . . . . . . 173
4.4 Measured D±s production asymmetry . . . . . . . . . . . . . . . . 177
4.5 Systematic Uncertainty on AP (D
±
s ) . . . . . . . . . . . . . . . . . 180
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
5 Measurement of the semileptonic CP violating asymmetry assl in
B0s decays 187
5.1 Introduction and current experimental status . . . . . . . . . . . . 188
5.2 Formalisms to measure assl and including the production asymmetry190
5.3 Analysis method . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
5.3.1 Overview of the key elements for this analysis . . . . . . . 194
5.3.2 Data sample . . . . . . . . . . . . . . . . . . . . . . . . . . 196
5.3.3 Selection criteria . . . . . . . . . . . . . . . . . . . . . . . 200
5.3.4 Dipole magnet and acceptance effects . . . . . . . . . . . . 203
5.4 Signal extraction and background studies . . . . . . . . . . . . . . 208
5.4.1 2-dimensional D±s invariant mass and impact parameter fit-
ting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
5.4.2 D±s invariant mass fitting and counting method . . . . . . 210
5.4.3 Kinematic binning scheme . . . . . . . . . . . . . . . . . . 216
5.4.4 Background studies . . . . . . . . . . . . . . . . . . . . . . 226
xi
CONTENTS
5.5 Determination of the relative tracking efficiency . . . . . . . . . . 233
5.6 Determination of the relative muon ID and trigger efficiency . . . 243
5.6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 243
5.6.2 Studies on the L0 Muon trigger emulation . . . . . . . . . 243
5.6.3 Kinematically Selected (KS) J/ψ sample . . . . . . . . . . 246
5.6.4 Muon Selected (MS) J/ψ sample . . . . . . . . . . . . . . 268
5.6.5 Comparisons between KS and MS muon calibration methods275
5.6.6 Studies on kinematic distributions . . . . . . . . . . . . . . 283
5.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
5.7.1 Previous results presented at ICHEP 2012 (36th Interna-
tional Conference for High Energy Physics) . . . . . . . . . 304
5.7.2 Updated results for final publication . . . . . . . . . . . . 308
5.8 Systematic checks . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
5.8.1 Consistency check . . . . . . . . . . . . . . . . . . . . . . . 314
5.8.2 Time dependence check . . . . . . . . . . . . . . . . . . . . 315
5.8.3 Some other stability checks . . . . . . . . . . . . . . . . . 317
5.8.4 Fiducial cuts . . . . . . . . . . . . . . . . . . . . . . . . . 320
5.8.5 Check on the first muon momentum bin . . . . . . . . . . 322
5.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
6 Conclusions 325
References 326
Vita 334
xii
List of Figures
1.1 Standard Model of all elementary particles and their interactions. This
figure is taken from [7]. . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Box diagrams for (a) K-K, (b) D0-D0, (c) B0-B0 and (d) B0s -B
0
s mix-
ing. The wavy lines stand for the W bosons coupled to fermions. . . . 6
1.3 The CKM unitarity triangle in (a) original representation in Eq. 1.46
(b) rescaled representation with physical meaning (Eq. 1.47). . . . . . 16
1.4 The current global fit to CKM unitarity triangle. This figure is provided
by CKMfitter group. . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5 The complex parameter ∆d for B0-B0 mixing described in Eq.1.64.
This figure is provided by CKMfitter group. . . . . . . . . . . . . . . 22
1.6 The complex parameter ∆s for B0s -B
0
s mixing described in Eq.1.64. This
figure is provided by CKMfitter group. . . . . . . . . . . . . . . . . . 23
2.1 The LHC accelerator complex, Linac2 protons are accelerated and then
injected into the PS, SPS and finally in the LHC main ring. . . . . . . 25
2.2 Correlated polar angle distribution of bb production simulated by PYTHIA
event generator with θb and θb as the angle of b and b with respect to
the beam direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Poisson distributions for the probability of a given number of proton-
proton interactions per beam crossing as a function of luminosity. . . . 28
xiii
LIST OF FIGURES
2.4 The LHCb detector layout, showing the Vertex Locator (VELO), the
dipole magnet, the two RICH detectors, the four tracking stations TT
and T1-T3, the Scintillating Pad Detector (SPD), Preshower (PS), Elec-
tromagnetic (ECAL) and Hadronic (HCAL) calorimeters and the five
muon stations M1-M5. It also shows the the right-handed coordinate
system with direction of the y and z axes highlighted. This figure is
taken from [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 A 3D view of the LHCb detector. This figure is taken from [28]. . . . 30
2.6 An example of the layout of beam pipe. This figure is taken from [27]. 31
2.7 The LHCb spectrometer seen from above (cut in the bending plane),
showing the location of the VELO . . . . . . . . . . . . . . . . . . . 34
2.8 Schematic of the strip layout of the realistic R and φ sensors, not show-
ing the routing lines. This figure is taken from [29]. . . . . . . . . . 35
2.9 The number of hits for a reconstructed track in the VELO stations as a
function of pseudorapidity η, shown separately for tracks coming from
an event having PV with z-position 10 cm or -10 cm (compared to the
nominal interaction point). This figure is taken from [29]. . . . . . . 36
2.10 Overview of the VELO vacuum vessel. This figure is taken from [27]. . 37
2.11 Close-up of the secondary vacuum container showing the inside close
to the beam. The corrugation close to the beam axis are needed to
minimize the material seen by tracks before the first measured point.
The corrugation at the side allow an overlap between the left and right
detector half. This figure is taken from [29]. . . . . . . . . . . . . . . 39
2.12 Cluster shapes for the depleted and underdepleted scenarios for a simple
segmented p-on-n sensor, (a) and (b), and for a sensor with a double
metal structure, (c) and (d). At full depletion, the charge is focused
on the diodes, while at underdepletion the cluster spread, (b), and lose
charge to the routing line double metal layer, (d). This figure is taken
from [29]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.13 VELO Front-end electronics architecture. This figure is taken from [29]. 42
2.14 An example of the layout of one TT detection layer (the third one).
Different readout sectors are indicated by different shadings. This figure
is taken from [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
xiv
LIST OF FIGURES
2.15 An example of the four IT detector boxes that are arranged around the
LHC beam pipe. This figure is taken from [27]. . . . . . . . . . . . . 45
2.16 An example of the layout of a detection layer along x-direction in the
second IT station. This figure is taken from [27]. . . . . . . . . . . . 46
2.17 Functional block for the processing of the data from one Beetle chip.
This functional block is repeated four times on a TT digitizer card and
three times on an IT digitizer card. This figure is taken from [27]. . . 47
2.18 Example plot of (a) arrangement of OT straw tube modules in layers
and stations; (b) overview of the OT bridge carrying the C-frames. The
C-frames on both sides of the beam pipe are retracted. This figure is
taken from [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.19 Layout of the vertical RICH 1 detector. This figure is taken from [35]. 51
2.20 Event display of detected photoelectrons for a typical event in RICH
1 with all background sources included. The fitted rings are superim-
posed, indicated by solid lines for rings from long tracks and dashed
lines for other tracks. This figure is taken from [27]. . . . . . . . . . . 52
2.21 Difference in log-likelihood between the kaon and pion hypotheses from
RICH system, for (a) kaons and (b) pions, in a sample of B0s→ D−s K+
events; the shaded histograms are for low momentum tracks. This figure
is taken from [35]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.22 Event display of detected photoelectrons for a typical event in RICH
2. The fitted rings are superimposed, indicated by solid lines for rings
from long tracks and dashed lines for other tracks. This figure is taken
from [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.23 Kaon identification efficiency and pion misidentification rate measured
on data as a function of track momentum. Two different ∆ logL(K−pi)
requirements have been imposed on the samples, resulting in the open
and filled marker distributions, respectively. This figure is taken from
[35]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.24 Energy deposition of 50 GeV electrons and pions in the preshower
detector. This figure is taken from [27]. . . . . . . . . . . . . . . . 60
xv
LIST OF FIGURES
2.25 Normalized distributions from test beam data of deposited energies
in the SPD by electrons and 46-48 GeV photons (top), by photons
generated through back splash (bottom left), and photons that
have integrations with SPD (bottom right). The first bin (or the
highest bin) corresponds to no energy deposition by photons. This
figure is taken from [36]. . . . . . . . . . . . . . . . . . . . . . . . 61
2.26 Scintillator (left) and WLS fiber (right) degradation, that is in
terms of light yields for scintillator and PMT current for fiber, and
annealing effect after irradiation is shown as a function of distance
to the PMT. This figure is taken from [36]. . . . . . . . . . . . . . 64
2.27 Various interactions of particles and detection principles for ECAL. 65
2.28 General view of one half of the hadron calorimeter: there are 26 hori-
zontal modules stacked on top of each other. Two central modules are
shorter to allow the accelerator beam-pipe to traverse. This figure is
taken from [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.29 Energy depositions for photons, electrons and hadrons in the calorime-
ter system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.30 Muon system. This figure is taken from [27]. . . . . . . . . . . . . . . 71
2.31 Track finding by Muon trigger system. This figure is taken from [41]. . 72
2.32 Object diagram of the Gaudi architecture. . . . . . . . . . . . . . . . 77
2.33 The LHCb computing logical data flow model. This figure is taken from
[27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.34 Schematic of the LHCb distributed computing model. This figure is
taken from [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1 Event topology of D∗+→ D0pi+s , D0→ K−pi+pi−pi+ . . . . . . . . 85
3.2 Distribution of the mass difference m(pi+s K
−pi+pi−)−m(K−pi+pi−)
versus m(K−pi+pi−), the phase space of signal D∗+→ D0pi+s , D0→
K−pi+pi−pi+ is obtained from Monte Carlo generator. . . . . . . . 86
xvi
LIST OF FIGURES
3.3 Distribution of pion px versus p, before applying the two sets of
fiducial cuts, for data taken with magnet polarity up: (a) when
|py/pz| > 0.02, (b)when |py/pz| < 0.02 and for data taken with
magnet polarity down: (c) when |py/pz| > 0.02, (d) when |py/pz| <
0.02. The red and blue points correspond to pi+ and pi−, respec-
tively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.4 Distribution of pion px versus p, after applying the two sets of
fiducial cuts, for data taken with magnet polarity up: (a) when
|py/pz| > 0.02, (b) when |py/pz| < 0.02 and for data taken with
magnet polarity down: (c) when |py/pz| > 0.02, (d) when |py/pz| <
0.02. The red and blue points correspond to pi+ and pi−, respec-
tively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.5 Distribution of py versus px for pi
+ only: (a) data taken with mag-
net polarity up, (b) data taken with magnet polarity down. . . . 95
3.6 Distributions of mass differences m(pi+s K
−pi+pi−) − m(K−pi+pi−)
in partial reconstruction for (a) RS (D∗+ → D0pi+s ) and (b) WS
(D∗+ → D0pi−s ) events. The fit curves are explained in the text. . 96
3.7 Distributions of mass differences m(pi−s K
+pi+pi−) − m(K+pi+pi−)
in partial reconstruction for (a) RS (D∗− → D0pi−s ) and (b) WS
(D∗− → D0pi+s ) events. The fit curves are explained in the text. . 97
3.8 The efficiency function that is used in signal PDF for fit to mass
difference in partial reconstruction . . . . . . . . . . . . . . . . . . 98
3.9 Distribution of mass difference ∆mpart =m(pi
+
s K
−pi+pi−)−m(K−pi+pi−)
in partial reconstruction obtained from signal MC sample, the fit
is explained in the text. . . . . . . . . . . . . . . . . . . . . . . . 98
3.10 Distributions of mass differences m(pi+s K
−pi+pi−)−m(K−pi+pi−) in
MC for both RS and WS background events . . . . . . . . . . . . 99
3.11 Distributions of mass difference ∆mfull in full reconstruction with
invariant massm(pi+s K
−pi+pi−pi+) within±30 MeV of 1864.83 MeV
for (a) RS (D∗+ → D0pi+s ) and (b) WS (D∗+ → D0pi−s ) events. The
fit curves are described in the text. . . . . . . . . . . . . . . . . . 102
xvii
LIST OF FIGURES
3.12 Distributions of mass difference ∆mfull in full reconstruction with
invariant massm(pi+s K
−pi+pi−pi+) within±30 MeV of 1864.83 MeV
for (a) RS (D∗− → D0pi−s ) and (b) WS (D∗− → D0pi+s ) events. The
fit curves are described in the text. . . . . . . . . . . . . . . . . . 103
3.13 Alternative fit I: vary the background PDF to f ∗(∆mpart) in ∆mpart
fit for (a) RS (D0pi+s ) and (b) WS (D
0pi−s ) events). . . . . . . . . 110
3.14 Alternative fit I: vary the background PDF to f ∗(∆mpart) in ∆mpart
fit for (a) RS (D0pi−s ) and (b) WS (D
0pi+s ) events. . . . . . . . . . 111
3.15 Alternative fit II: vary the signal PDF by changing the resolution
function to the symmetric Gaussian function for (a) RS (D0pi+s )
and (b) WS (D0pi−s ) events. . . . . . . . . . . . . . . . . . . . . . 112
3.16 Alternative fit II: vary the signal PDF by changing the resolution
function to the symmetric Gaussian function for (a) RS (D0pi−s )
and (b) WS (D0pi+s ) events. . . . . . . . . . . . . . . . . . . . . . 112
3.17 Alternative fit III: vary the background PDF to f ∗(∆mfull) for (a)
RS (D0pi+s ) and (b) WS (D
0pi−s ) events. . . . . . . . . . . . . . . 116
3.18 Alternative fit III: vary the background PDF to f ∗(∆mfull) for (a)
RS (D0pi−s ) and (b) WS (D
0pi+s ) events. . . . . . . . . . . . . . . 116
3.19 Alternative fit IV: vary the signal PDF to the sum of the Gaussian
function and bifurcated Student t-function for (a) RS (D0pi+s ) and
(b) WS (D0pi−s ) events. . . . . . . . . . . . . . . . . . . . . . . . 118
3.20 Alternative fit IV: vary the signal PDF to the sum of the Gaussian
function and bifurcated Student t-function for (a) RS (D0pi−s ) and
(b) WS (D0pi+s ) events. . . . . . . . . . . . . . . . . . . . . . . . 118
3.21 The pull distribution of the unknown variable ~px(pi
+
miss) . . . . . . 122
3.22 The pull distribution of the unknown variable ~py(pi
+
miss) . . . . . . 122
3.23 The pull distribution of the unknown variable ~pz(pi
+
miss) . . . . . . 122
3.24 The pull distribution of the unknown variable |~p(D0)| . . . . . . . 122
3.25 Error distributions for the four unknown variables where the errors
are returned by the kinematic fit. . . . . . . . . . . . . . . . . . . 124
xviii
LIST OF FIGURES
3.26 Resolution of kinematically fitted momentum, where ∆P/P is de-
fined as (Pdetected − Pinferred)/Pdetected with Pdetected and Pinferred as
the detected pion momentum and inferred pion momentum, re-
spectively . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.27 Resolution of kinematically fitted momentum as a function of the
detected momentum for fully reconstructed D∗± events, where
∆P/P is defined as (Pdetected − Pinferred)/Pdetected . . . . . . . . . 126
3.28 Distributions of significance on P inferred, P inferredT and D
0 flight dis-
tance, “central” is for events where −0.3 < ∆P/P < 0.3 and “tail”
is for events when ∆P/P > 0.3 or ∆P/P < −0.3. Both “central”
and “tail” distributions are normalized to unit area. . . . . . . . . 127
3.29 Distributions of kinematic fit χ2 for events where −0.3 < ∆P/P <
0.3 and events where ∆P/P > 0.3 or ∆P/P < −0.3. They are
both normalized to unit area. . . . . . . . . . . . . . . . . . . . . 128
3.30 Distribution of the detected pion momentum versus inferred pion
momentum obtained from fully reconstructed D∗± events for data
taken with (a) Magnet polarity up and (b)Magnet polarity down.
The contents in each bin indicate the number of signal events in
full reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3.31 Number of signal events in partial reconstruction in bins of inferred
pion momentum for data taken with (a) Magnet polarity up and
(b) Magnet polarity down, the the red points are for D0 events
while the blue squares are for D0 events . . . . . . . . . . . . . . 134
3.32 Number of signal events in partial reconstruction in bins of un-
folded pion momentum for data taken with (a) Magnet polarity
up and (b) Magnet polarity down, the the red points are for D0
events while the blue squares are for D0 events . . . . . . . . . . . 135
3.33 Pion pT distribution in D
∗± sample. . . . . . . . . . . . . . . . . . 136
3.34 Absolute detection efficiency versus MC true pion momentum for
(a) Magnet up (b) Magnet down MC sample, the red points are
for D0 events while the blue squares are for D0 events. . . . . . . 137
3.35 The “missing” pion DLL(K-pi) distributions for background sub-
tracted data and signal MC in full reconstruction . . . . . . . . . 138
xix
LIST OF FIGURES
3.36 Number of signal events in full reconstruction in bins of detected
pion momentum for data taken with (a) Magnet polarity up and
(b) Magnet polarity down, the the red points are for D0 events
while the blue squares are for D0 events . . . . . . . . . . . . . . 139
3.37 Absolute detection efficiency versus pion momentum for (a) Mag-
net up (b) Magnet down data, the red points are for D0 events
while the blue squares are for D0 events. Only statistical errors
are shown in the plot . . . . . . . . . . . . . . . . . . . . . . . . . 139
3.38 Relative detection efficiency that is defined as ε(pi+)/ε(pi−) in bins
of detected pion momentum, the red points are for data taken with
magnet polarity up and the blue squares are for data taken with
magnet polarity down. Only statistical errors are shown in the plot 140
3.39 Covariance matrix of pi± efficiency for magnet up data . . . . . . 141
3.40 Covariance matrix of pi± efficiency for magnet down data . . . . . 141
3.41 Relative efficiency averaged over magnet up and magnet down sam-
ples versus pion p and pT . . . . . . . . . . . . . . . . . . . . . . . 142
3.42 Pion ϕ distributions in both D+s signal sample and D
∗ control
sample, both normalized to unit area (only pi+ track in magnet up
data shown here). . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
3.43 The resolution of the inferred ϕ angle in the kinematic fitting where
∆ϕ is defined as ϕdetected − ϕinferred. . . . . . . . . . . . . . . . . . 147
3.44 Relative pion efficiency as a function of azimuthal angle ϕ in two
momentum intervals: (a) p [2, 20] GeV, (b) p > 20 GeV . . . . . . 147
3.45 Relative pion efficiency as a function of azimuthal angle ϕ after av-
eraging the magnet up and magnet down data and also combining
the two momentum intervals . . . . . . . . . . . . . . . . . . . . . 148
4.1 Production of cc quark pairs in a pp collision via gluons. . . . . . 152
4.2 Distribution of invariant mass for (a) K+K−pi+ events and (b)
K−K+pi− events, for the dataset taken with magnet polarity up.
The fit curves and shaded areas are described in the text. . . . . . 159
xx
LIST OF FIGURES
4.3 Distribution of invariant mass for (a) K+K−pi+ events and (b)
K−K+pi− events, for the dataset taken with magnet polarity down.
The fit curves and shaded areas are described in the text. . . . . . 160
4.4 Observed raw asymmetry in bins of D±s rapidity when fitting D
+
s
and D−s separately, the red points are for data taken with magnet
polarity up and the blue squares are for data taken with magnet
polarity down . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
4.5 Observed raw asymmetry in bins of D±s rapidity when fitting D
+
s
and D−s simultaneously, the red points are for data taken with
magnet polarity up and the blue squares are for data taken with
magnet polarity down . . . . . . . . . . . . . . . . . . . . . . . . 168
4.6 pion pT distribution of “triggered on phi meson” sample compared
to the one in the control sample . . . . . . . . . . . . . . . . . . . 170
4.7 KKpi mass fit of “triggered on phi meson” sample for magnet up:
(a) K+K−pi+ events and (b) K−K+pi− events . . . . . . . . . . . 171
4.8 KKpi mass fit of “triggered on phi meson” sample for magnet
down: (a) K+K−pi+ events and (b) K−K+pi− events . . . . . . . 172
4.9 ϕ distribution comparison between the signal sample (“triggered on
phi meson” sample) and the control sample (this plot only compare
pi+ track in magnet up data), the ratio N(D∗)/N(Ds) is plotted
here in 7 pion momentum intervals . . . . . . . . . . . . . . . . . 175
4.10 Background subtracted: (a) D±s rapidity distribution (b) D
±
s pT
distribution for magnet up sample only . . . . . . . . . . . . . . . 176
4.11 AP (D
±
s ) as a function of both: (a) D
±
s rapidity and (b) pT (D
±
s )
with bin-by-bin efficiency correction (versus both ϕ angle and mo-
mentum) applied to “triggered on phi meson” sample . . . . . . . 176
4.12 Observed rapidity and pT spectra and reconstruction efficiency of
prompt D+s → φpi in signal MC (Event type 23263020 in official
MC11a), at generator level we only select directly produced D+s ,
at reconstructed level the selections and trigger requirements are
made the same as the “TOS on phi” data sample (The 2nd data
sample as described in Section 4.3.5). . . . . . . . . . . . . . . . 179
xxi
LIST OF FIGURES
4.13 Background subtracted momentum distributions of kaons of the
same and opposite charges relative to that of D±s mesons . . . . . 181
4.14 The raw asymmetries in different run periods for magnet up and
magnet down data separately . . . . . . . . . . . . . . . . . . . . 182
4.15 Different run blocks for magnet up and down data . . . . . . . . . 183
4.16 Background subtracted D±s pT (a) and rapidity (b) distributions
in the lab frame, compared with the ones in the collision frame for
magnet up data only. . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.1 Tree level Feynman diagram of a general B semileptonic decays. . . . . 189
5.2 Decay time acceptance function. . . . . . . . . . . . . . . . . . . . 194
5.3 Visualization of the two different trigger paths used in this analysis. . 199
5.4 Perspective view of the LHCb dipole magnet with its current and water
connections (units in mm). The interaction point lies behind the magnet.203
5.5 Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 6 GeV ≤ p < 20 GeV for: (a) Magnet up data,
(b) Magnet down data with D+s invariant mass being within ±30 MeV
of its PDG value. The blue points are for µ+ tracks and the red points
µ− tracks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
5.6 Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 20 GeV ≤ p < 30 GeV for: (a) Magnet up data,
(b) Magnet down data with D+s invariant mass being within ±30 MeV
of its PDG value. The blue points are for µ+ tracks and the red points
µ− tracks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
5.7 Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 30 GeV ≤ p < 40 GeV for: (a) Magnet up data,
(b) Magnet down data with D+s invariant mass being within ±30 MeV
of its PDG value. The blue points are for µ+ tracks and the red points
µ− tracks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
xxii
LIST OF FIGURES
5.8 Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 40 GeV ≤ p < 50 GeV for: (a) Magnet up data,
(b) Magnet down data with D+s invariant mass being within ±30 MeV
of its PDG value. The blue points are for µ+ tracks and the red points
µ− tracks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
5.9 Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 50 GeV ≤ p < 100 GeV for: (a) Magnet up
data, (b) Magnet down data with D+s invariant mass being within
±30 MeV of its PDG value. The blue points are for µ+ tracks and
the red points µ− tracks. . . . . . . . . . . . . . . . . . . . . . . . . 207
5.10 The logarithm of the IP distributions for (a) RS and (c) WS D+s candi-
date in combination with a muon (only the magnet up data with trigger
path 1) are shown. The blue dashed line is the signal Dfb component,
the black dashed line false D+s background, the red line Propmt back-
ground. The invariant mass distributions for K+K−pi+ events with
m(K+K−) within 20 MeV of φ meson mass for (b) RS and (d) WS are
also shown. The fitting functions are described in the text. . . . . . . 210
5.11 The logarithm of the IP distributions for (a) RS and (c) WS D+s can-
didate in combination with a muon (only the magnet down data with
trigger 1) are shown. The invariant mass distributions for K+K−pi+
events with m(K+K−) within 20 MeV of φ meson mass for (b) RS and
(d) WS are also shown. The fitting functions are described in the text. 211
5.12 The invariant mass distributions for: (a) K+K−pi+ events and (b)
K+K−pi− events in magnet up data with m(K+K−) within 20 MeV of
φ meson mass. The fitting functions are described in the text. . . . . . 213
5.13 The invariant mass distributions for: (a) K+K−pi+ events and (b)
K+K−pi− events in magnet down data with m(K+K−) within 20 MeV
of φ meson mass. The fitting functions are described in the text. . . . 214
5.14 The 3-dimensional kinematic binning scheme used in this analysis. The
minimum pT thresholds in the parenthesis are superseded with tighter
ones in the finalized analysis for publication . . . . . . . . . . . . . . 217
5.15 Feynman diagrams for peaking backgrounds from b→ ccs and B+→
D∗0(D−s K+)µ+νµ decays. . . . . . . . . . . . . . . . . . . . . . . . 226
xxiii
LIST OF FIGURES
5.16 Fit results from two-dimensional fits to the RS K+K−pi± invariant
mass and ln(IP/mm) distribution for magnet up data over the entire
momentum range. The blue dotted line shows the Dfb component, the
red solid line Prompt, and the black-dashed line combinatorial back-
ground. (a) and (b) show the spectra for hadrons that are identified as
pions, while (c) and (d) for kaons. This figure is taken from [44]. . . . 227
5.17 Fit results from two-dimensional fits to the WS K+K−pi± invariant
mass and ln(IP/mm) distribution for magnet up data over the entire
momentum range. (a) and (b) show the spectra for hadrons that are
identified as pions, while (c) and (d) for kaons. This figure is taken
from [44]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
5.18 Momentum dependent muon misidentification probabilities for (a) kaons
and (b) pions. The open circles represent positive tracks and the filled
(red) circles negative tracks. This figure is taken from [44]. . . . . . . 229
5.19 The invariant D±s mass and IP distributions for background decay
B+→ D+s D0(µ−X). . . . . . . . . . . . . . . . . . . . . . . . . . . 230
5.20 The ratio of reconstruction efficiency for the signal D+s µ
− events to the
background D0D+s events. . . . . . . . . . . . . . . . . . . . . . . . 231
5.21 The tracking efficiency ratio as a function of track momentum,
which is determined from “partial and full” method using D∗+
control sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
5.22 After averaging magnet up and down data, the tracking efficiency
ratio is shown as a function of track momentum. . . . . . . . . . . 235
5.23 The tracking efficiency ratio as a function of track ϕ angle in two
momentum regions. . . . . . . . . . . . . . . . . . . . . . . . . . . 236
5.24 The ϕ angle correlation between pion track and muon track as a
function of B(D−s µ
+) momentum (only magnet up data for µ+pi−
combination shown here). . . . . . . . . . . . . . . . . . . . . . . 237
5.25 The ϕ angle correlation between pion track and muon track as a
function of B(D−s µ
+) transverse momentum (only magnet up data
for µ+pi− combination shown here). . . . . . . . . . . . . . . . . . 237
5.26 The signal yield, Nij(D
−
s µ
+) and Nij(D
+
s µ
−), in each of the 2D
correlated bins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
xxiv
LIST OF FIGURES
5.27 Pµ(x) is the P.D.F for muon momentum spectra while Ppi(x) is the
P.D.F for pion momentum spectra for magnet up data only. . . . 241
5.28 Pµ(x) for muon momentum spectra is shown in a coarse binning
while Ppi(x) for pion momentum spectra. Here magnet up and
down data, D+s µ
− and D−s µ
+ final states are combined. . . . . . 242
5.29 Flow chart of the L0 Muon trigger emulation algorithm. . . . . . . . . 245
5.30 Selection of minimum biased KS J/ψ candidates from the companion b
quack decays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
5.31 The invariant mass distributions of µ+µ− for the kinematically selected
J/ψ events with TIS required on the probe muon track (µ+), where the
red points are for the events rejected by Muon ID requirements and
black points the ones accepted by Muon ID. The fitting functions are
described in the text. Only magnet up data is shown here. . . . . . . 249
5.32 The invariant mass distributions of µ+µ− for the kinematically selected
J/ψ events with TIS required on the probe muon (µ+) track and ID
required on the other muon track (µ−), where the red points are the
events when µ+ are rejected by Muon ID requirements and black points
the ones when µ+ are accepted by Muon ID. The fitting functions are
described in the text. Only magnet up data is shown here. . . . . . . 250
5.33 The invariant mass distributions of µ+µ− for the kinematically selected
J/ψ events, with TIS and ID required on the probe muon (µ+) track,
where the red points are for the events when µ+ are rejected by trigger
requirements and black points the ones when µ+ are accepted. Only
magnet up data is shown here. The fitting functions are the same as
the ones used before. . . . . . . . . . . . . . . . . . . . . . . . . . . 252
5.34 The relative muon ID efficiency as a function of muon momentum and
transverse momentum using KS J/ψ sample (TIS required on the probe
muon). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
5.35 The relative muon Hlt1 trigger efficiency as a function of muon momen-
tum and transverse momentum using KS J/ψ sample (TIS required on
the probe muon). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
xxv
LIST OF FIGURES
5.36 The relative muon L0 trigger efficiency as a function of muon momen-
tum and transverse momentum using KS J/ψ sample (TIS required on
the probe muon). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
5.37 The relative muon trigger efficiency (combine the L0 and Hlt1 muon
trigger efficiency as a single trigger efficiency term) as a function of
muon momentum and transverse momentum using KS J/ψ sample (TIS
required on the probe muon). . . . . . . . . . . . . . . . . . . . . . 256
5.38 εHlt1(µ
+)×εL0(µ+)
εHlt(µ−)×εL0(µ−) as a function of muon momentum and transverse mo-
mentum using KS J/ψ sample (TIS required on the probe muon). . . . 257
5.39 The muon p and pT correlations (after requiring TIS) from KS J/ψ sample258
5.40 Illustration of the “tag and probe” method used in MS J/ψ sample.268
5.41 The invariant mass distributions of µ+µ− for the J/ψ signals in MS
calibration sample (only magnet up data is shown when the probe
µ+ is within the kinematic region p [6,100] GeV and pT [1.2,10]
GeV), where the red points are the events rejected by Muon ID
requirements and black points the ones accepted by Muon ID. The
fitting functions are described in the text. . . . . . . . . . . . . . 272
5.42 The relative muon ID efficiency as a function of muon momentum using:
(a) MS J/ψ sample (tag and probe approach) and (b) KS J/ψ sample
(TIS required on the probe muon and ID requirements applied on the
other muon). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
5.43 The relative muon ID efficiency as a function of muon transverse mo-
mentum using: (a) MS J/ψ sample (tag and probe approach) and (b)
KS J/ψ sample (TIS required on the probe muon and ID requirements
applied on the other muon). . . . . . . . . . . . . . . . . . . . . . . 276
5.44 The relative muon Hlt1 trigger efficiency as a function of muon momen-
tum using: (a) MS J/ψ sample (tag and probe approach) and (b) KS
J/ψ sample (TIS required on the probe muon). . . . . . . . . . . . . 277
5.45 The relative muon Hlt1 trigger efficiency as a function of muon trans-
verse momentum using: (a) MS J/ψ sample (tag and probe approach)
and (b) KS J/ψ sample (TIS required on the probe muon). . . . . . . 278
5.46 The relative muon L0 trigger efficiency as a function of muon momen-
tum using KS J/ψ sample (TIS required on the probe muon). . . . . . 279
xxvi
LIST OF FIGURES
5.47 The relative muon L0 trigger efficiency as a function of muon transverse
momentum using KS J/ψ sample (TIS required on the probe muon). . 280
5.48 The relative overall muon efficiency, ε(µ±) = εL0(µ±) × εHlt1(µ±) ×
εID(µ
±), is shown as a function of muon momentum using KS J/ψ
sample (TIS required on the probe muon). . . . . . . . . . . . . . . . 281
5.49 The relative overall muon efficiency, ε(µ±) = εL0(µ±) × εHlt1(µ±) ×
εID(µ
±), is shown as a function of muon transverse momentum using
KS J/ψ sample (TIS required on the probe muon). . . . . . . . . . . 282
5.50 The muon momentum distributions from MS calibration sample (probe
TIS muons), KS sample (kinematically selected muons) and signal muons,
all spectra are normalized to unit area. Only magnet up data for µ+ are
shown here. Background events are subtracted in the two J/ψ samples
by using J/ψ mass sidebands and in the signal sample by using D+s
mass sidebands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
5.51 The event multiplicity distributions for MS calibration sample, KS sam-
ple and signal sample, all spectra are normalized to unit area. Only
magnet up data for µ+ are shown here. Background events are sub-
tracted in the two J/ψ samples by using J/ψ mass sidebands and in the
signal sample by using D+s mass sidebands. . . . . . . . . . . . . . . 285
5.52 The muon pT distributions for MS calibration sample, KS sample and
signal sample, all spectra are normalized to unit area. Only magnet up
data for µ+ are shown here. Background events are subtracted in the
two J/ψ samples by using J/ψ mass sidebands and in the signal sample
by using D+s mass sidebands. . . . . . . . . . . . . . . . . . . . . . . 286
5.53 The muon ϕ angle distributions for MS calibration sample, KS sample
and signal sample, all spectra are normalized to unit area. Only magnet
up data for µ+ are shown here. Background events are subtracted in
the two J/ψ samples by using J/ψ mass sidebands and in the signal
sample by using D+s mass sidebands. . . . . . . . . . . . . . . . . . . 287
xxvii
LIST OF FIGURES
5.54 The muon pT distributions for MS calibration sample, KS sample and
signal sample in each momentum slice, all spectra are normalized to unit
area. Only magnet up data for µ+ are shown here. Background events
are subtracted in the two J/ψ samples by using J/ψ mass sidebands
and in the signal sample by using D+s mass sidebands. . . . . . . . . . 288
5.55 The muon ϕ angle distributions for MS calibration sample, KS sample
and signal sample in each momentum slice, all spectra are normalized
to unit area. Only magnet up data for µ+ are shown here. Background
events are subtracted in the two J/ψ samples by using J/ψ mass side-
bands and in the signal sample by using D+s mass sidebands. . . . . . 289
5.56 The muon momentum distributions in the control and signal samples
after the same oﬄine, ID, ans trigger selections, all spectra are normal-
ized to unit area. Only magnet up data for µ+ are shown here. . . . . 290
5.57 The muon transverse momentum distributions in the control and signal
samples after the same oﬄine, ID, ans trigger selections, all spectra are
normalized to unit area. Only magnet up data for µ+ are shown here. 291
5.58 The muon azimuthal angle distributions in the control and signal sam-
ples after the same oﬄine, ID, ans trigger selections, all spectra are
normalized to unit area. Only magnet up data for µ+ are shown here. 292
5.59 The pT distributions in each of the ten px−py bins for muon momentum
region 6 - 20 GeV. The black points are for signal muons with back-
ground subtracted using D+s mass sideband and the red points control
muons with background subtracted using J/ψ mass sideband. . . . . . 294
5.60 The pT distributions in each of the ten px−py bins for muon momentum
region 20 - 30 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . 295
5.61 The pT distributions in each of the ten px−py bins for muon momentum
region 30 - 40 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . 296
5.62 The pT distributions in each of the ten px−py bins for muon momentum
region 40 - 50 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . 297
5.63 The pT distributions in each of the ten px−py bins for muon momentum
region 50 - 100 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . 298
5.64 The pT distributions in each of the eight pT−ϕ bins for muon momen-
tum region 6 - 20 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . 299
xxviii
LIST OF FIGURES
5.65 The pT distributions in each of the eight pT−ϕ bins for muon momen-
tum region 20 - 30 GeV. . . . . . . . . . . . . . . . . . . . . . . . 300
5.66 The pT distributions in each of the eight pT−ϕ bins for muon momen-
tum region 30 - 40 GeV. . . . . . . . . . . . . . . . . . . . . . . . 301
5.67 The pT distributions in each of the eight pT−ϕ bins for muon momen-
tum region 40 - 50 GeV. . . . . . . . . . . . . . . . . . . . . . . . 302
5.68 The pT distributions in each of the eight pT−ϕ bins for muon momen-
tum region 50 - 100 GeV. . . . . . . . . . . . . . . . . . . . . . . . 303
5.69 The muon efficiency ratio corrected asymmetries, Acµ, in five muon
momentum bins for: (a), (c) and (e) signals using trigger 1 (Hlt2
muon topological lines) in magnet up, down data and average;
(b), (d) and (f) signals using trigger 2 (Hlt2 inclusive phi lines) in
magnet up, down data and average. . . . . . . . . . . . . . . . . . 307
5.70 The muon efficiency ratio corrected asymmetries, Acµ, is examined in
the five muon momentum intervals for: (a) magnet up data (b) magnet
down data and (c) average using the KS muon calibration method in
the two different binning scheme, (d) magnet up data (e) magnet down
data and (f) average using the MS muon calibration method in the two
different binning scheme. . . . . . . . . . . . . . . . . . . . . . . . . 312
5.71 The muon efficiency ratio corrected asymmetry, Acµ, for (a) magnet up
(b) magnet down data and (c) average in the 50 px−py bins, (d) magnet
up (e) magnet down data and (f) average in the 40 pT − ϕ bins, when
using muon efficiency ratio corrections from the KS J/ψ sample. . . . 313
5.72 Using all muon corrections obtained from KS J/ψ sample as a function
of p − px − py, the corrected asymmetries are compared between two
independent input of raw B0s signal yields from two analysts for (a)
signal events triggered by Hlt2 muon topological lines and (b) signal
events triggered by Hlt2 inclusive phi lines. The average difference
between the two inputs is 0.03%. . . . . . . . . . . . . . . . . . . . . 314
5.73 The ten run blocks that are used to check the stability of the asymmetry,
the magnet field changes polarity between different run blocks. . . . . 315
5.74 The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
, in the ten
run blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316
xxix
LIST OF FIGURES
5.75 The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown as a
function of event multiplicity for events triggered by: (a) Muon Topo-
logical lines (b) Incl Phi lines and (c) Sum for magnet up and down
data separately. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
5.76 We also examine the rawB0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
,
as a function of muon pT for events triggered by: (a) Muon Topologi-
cal lines (b) Incl Phi lines and (c) Sum for magnet up and down data
separately. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
5.77 The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown as
a function of B0s pseudorapidity for φpi events that are triggered by a
logical OR of Muon Topological lines and Incl Phi lines for magnet up
and down data separately. . . . . . . . . . . . . . . . . . . . . . . . 318
5.78 The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown as a
function of pT (D
+
s µ) for φpi events that are triggered by a logical OR
of Muon Topological lines and Incl Phi lines for magnet up and down
data separately. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318
5.79 The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown as a
function of D+s proper time for events: (a) Muon Topological lines (b)
Incl Phi lines and (c) Sum for magnet up and down data separately. . 319
5.80 Muon kinematic distributions, px vs p, for events with: (a) |py/pz| >
0.02 and (b) |py/pz| < 0.02. . . . . . . . . . . . . . . . . . . . . . . 320
5.81 After applied the two fiducial cuts on muons, the same kinematic dis-
tributions, px vs p, for events with: (a) |py/pz| > 0.02 and (b) |py/pz| <
0.02 are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
5.82 Muon efficiency ratio corrected asymmetry Acµ as a function of muon
momentum with the first bin 6-20 GeV splitted into 6-15 GeV and 15-
20 GeV for: (a), (c) and (e) signals triggered by Hlt2 muon topological
lines in magnet up, down data and average; (b), (d) and (f) signals
triggered by Hlt2 inclusive phi lines in magnet up,down data and average.322
5.83 Measurements of semileptonic decay asymmetries presented at ICHEP
2012. The bands correspond to the central values ±1 standard de-
viation, defined as the sum in quadrature of the statistical and
systematic errors. This figure is taken from [44]. . . . . . . . . . . 323
xxx
LIST OF FIGURES
5.84 Measurements of semileptonic decay asymmetries for final publi-
cation. The bands correspond to the central values ±1 standard
deviation, defined as the sum in quadrature of the statistical and
systematic errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . 324
xxxi
List of Tables
1.1 List of the twelve fermions . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Requirements to the calorimeter subdetectors. . . . . . . . . . . . 58
3.1 Pre-selections (stripping cuts) for D∗+→ D0(K−pi+pi−)pi+ . . . . 89
3.2 List of main trigger lines that fired partially reconstructed D∗±
events (the sum of the fractions for individual trigger lines is not
necessarily 100%) . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.3 Oﬄine selections on the remaining pi . . . . . . . . . . . . . . . . 91
3.4 Shape parameters and results of the overall fit to ∆mpart in partial
reconstruction (baseline fit), number of degrees of freedom in the
fit is equal to the number of bins (36 bins) of the ∆mpart histogram
subtracted by the number of floating fit parameters. . . . . . . . . 101
3.5 Shape parameters and results of the overall fit to ∆mfull in full
reconstruction (baseline fit), number of degrees of freedom in the
fit is equal to the number of bins (88 bins) of the ∆mfull histogram
subtracted by the number of floating fit parameters. . . . . . . . . 106
3.6 Summary of efficiency ratios for data taken with both magnet po-
larity up and down. The first 3 columns show both the signal yields
and the efficiency ratios obtained from the baseline fit, while col-
umn 4 to 7 show the changes of the yields in % and the changes
of efficiency ratios, obtained from the four alternative fits that are
described in Section 3.7. Symbol ”−” indicates no change. . . . . 108
xxxii
LIST OF TABLES
3.7 Fitted shape parameters and results of the overall fit to ∆mpart in
partial reconstruction (Alternative fit I) with the background PDF
changed to f ∗(∆mpart) . . . . . . . . . . . . . . . . . . . . . . . . 113
3.8 Fitted shape parameters and results of the overall fit to ∆mpart in
partial reconstruction (Alternative fit II) with resolution function
in signal PDF changed to symmetric Gaussian function with sigma
as the width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.9 Fitted shape parameters and results of the overall fit to ∆mfull in
full reconstruction (Alternative fit III) with the background PDF
changed to f ∗(∆mfull) . . . . . . . . . . . . . . . . . . . . . . . . 115
3.10 Fitted shape parameters and results of the overall fit to ∆mfull in
full reconstruction (Alternative fit IV) with signal PDF changed
to the sum of Gaussian function and bifurcated Student’s t-function117
3.11 Description of kinematic binning of pion momentum . . . . . . . . 130
3.12 Number of signals in partial reconstruction versus inferred pion
momentum for magnet up data . . . . . . . . . . . . . . . . . . . 131
3.13 Number of signals in partial reconstruction versus inferred pion
momentum for magnet down data . . . . . . . . . . . . . . . . . . 131
3.14 Number of signals in partial reconstruction versus unfolded pion
momentum for magnet up data, only diagonal errors are shown in
the table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
3.15 Number of signals in partial reconstruction versus unfolded pion
momentum for magnet down data, only diagonal errors are shown
in the table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
3.16 Number of signals in full reconstruction versus detected pion mo-
mentum for magnet up data . . . . . . . . . . . . . . . . . . . . . 133
3.17 Number of signals in full reconstruction versus detected pion mo-
mentum for magnet down data . . . . . . . . . . . . . . . . . . . 133
3.18 pi± detection efficiencies for magnet up data and magnet down data
separately, only diagonal elements of error matrix are shown in the
table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
3.19 Relative efficiency versus pion p and pT for magnet up data . . . . 142
3.20 Relative efficiency versus pion p and pT for magnet down data . . 142
xxxiii
LIST OF TABLES
3.21 Fraction of signal yields (in p slices) in D∗± sample versus pion p
and pT for magnet up data . . . . . . . . . . . . . . . . . . . . . . 143
3.22 Fraction of signal yields (in p slices) in D+s sample versus pion p
and pT for magnet up data . . . . . . . . . . . . . . . . . . . . . . 143
3.23 Fraction of signal yields in D∗± sample versus pion p and pT for
magnet down data . . . . . . . . . . . . . . . . . . . . . . . . . . 143
3.24 Fraction of signal yields (in p slices) in D+s sample versus pion p
and pT for magnet down data . . . . . . . . . . . . . . . . . . . . 144
3.25 Summary table of the relative efficiency versus pion ϕ and momentum146
4.1 List of 2011 data samples used in this analysis . . . . . . . . . . . 154
4.2 List of MC samples used in this analysis . . . . . . . . . . . . . . 154
4.3 Pre-selections (Stripping cuts) of promptD+s → φ(K+K−)pi+ (Strip-
ping line StrippingDsForPromptCharm) . . . . . . . . . . . . . 156
4.4 Off-line selections of the prompt D+s → φ(K+K−)pi+ events (Strip-
ping line StrippingDsForPromptCharm) . . . . . . . . . . . . . 161
4.5 Summary of fit parameters in overall mass fit (K+K−pi+ events),
for data taken with magnet polarity up . . . . . . . . . . . . . . . 162
4.6 Summary of fit parameters in overall mass fit (K−K+pi− events),
for data taken with magnet polarity up . . . . . . . . . . . . . . . 163
4.7 Summary of fit parameters in overall mass fit (K+K−pi+ events),
for data taken with magnet polarity down . . . . . . . . . . . . . 164
4.8 Summary of fit parameters in overall mass fit (K−K+pi− events),
for data taken with magnet polarity down . . . . . . . . . . . . . 165
4.9 Summary of signal yields for both D±s and D
±, for data taken with
magnet polarity up . . . . . . . . . . . . . . . . . . . . . . . . . . 166
4.10 Summary of signal yields for both D±s and D
±, for data taken with
magnet polarity down . . . . . . . . . . . . . . . . . . . . . . . . 166
4.11 Stripping cuts and off-line selections of “triggered on phi meson”
sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.12 Summary of signal yields of “triggered on phi meson” sample . . . 171
4.13 Individual AP (%) in bins of y and pT . . . . . . . . . . . . . . . . 178
4.14 List of sources of systematic uncertainty . . . . . . . . . . . . . . 185
xxxiv
LIST OF TABLES
5.1 List of 2011 data samples (both signal and control samples) used
in this analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
5.2 List of MC simulationsamples used in this analysis . . . . . . . . 198
5.3 Stripping cuts (pre-selections) to filter the D±s µ
∓ signal candidate
events. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
5.4 Oﬄine selections and trigger requirements for the D±s µ
∓ signal
candidate events. . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
5.5 Summary of overall semileptonic signal yields for D+s µ
− and D−s µ
+
events separately, for magnet up and down data. The counting
method is used as a cross check to the fitting method. . . . . . . . 212
5.6 Summary of the fit parameters (in MeV) from overall mass fit to
K+K−pi± events, for data taken with both magnet polarity up and
down. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.7 Comparison between “separate fitting” and “simultaneous fitting”
to the overall D±s µ
∓ sample. . . . . . . . . . . . . . . . . . . . . . 215
5.8 Summary of signal yields in px − py binning when muon p 6-20
GeV, both magnet up and down data are shown. . . . . . . . . . 218
5.9 Summary of signal yields in px − py binning when muon p 20-30
GeV, both magnet up and down data are shown. . . . . . . . . . 219
5.10 Summary of signal yields in px − py binning when muon p 30-40
GeV, both magnet up and down data are shown. . . . . . . . . . 220
5.11 Summary of signal yields in px − py binning when muon p 40-50
GeV, both magnet up and down data are shown. . . . . . . . . . 221
5.12 Summary of signal yields in px − py binning when muon p 50-100
GeV, both magnet up and down data are shown. . . . . . . . . . 222
5.13 Summary of signal yields in pT − φ binning when muon p 6-20
GeV, both magnet up and down data are shown. . . . . . . . . . 222
5.14 Summary of signal yields in pT − φ binning when muon p 20-30
GeV, both magnet up and down data are shown. . . . . . . . . . 223
5.15 Summary of signal yields in pT − φ binning when muon p 30-40
GeV, both magnet up and down data are shown. . . . . . . . . . 223
5.16 Summary of signal yields in pT − φ binning when muon p 40-50
GeV, both magnet up and down data are shown. . . . . . . . . . 224
xxxv
LIST OF TABLES
5.17 Summary of signal yields in pT − φ binning when muon p 50-100
GeV, both magnet up and down data are shown. . . . . . . . . . 224
5.18 Summary of the weighted averages of raw asymmetries in two dif-
ferent binning schemes, both magnet up and down data are shown.
Fitting approach “sepa.” stands for fitting D+s and D
−
s separately
allowing different parameterizations while “simul.” means a simul-
taneous fit to both D+s and D
−
s . An arithmetic average of magnet
up and down data is then taken in the end. . . . . . . . . . . . . 225
5.19 Suppression factor of the reconstruction efficiency, defined as εsigreco/ε
bkg
reco
, for various sources of peaking background compared to the signal
D+s µ
− events (this table is generated when pT > 1.2 GeV). . . . . 230
5.20 All ingredients including efficiency ratios, εsigreco/ε
bkg
reco, B decay branch-
ing fractions, charm branching fractions, b fractions, production
asymmetries and mixing factors needed to compute Abkg are shown
for all peaking backgrounds (after new pT cut > 1.5 GeV). . . . . 232
5.21 Number of signals in full reconstruction versus detected pion mo-
mentum for magnet up data . . . . . . . . . . . . . . . . . . . . . 233
5.22 Number of signals in full reconstruction versus detected pion mo-
mentum for magnet down data . . . . . . . . . . . . . . . . . . . 234
5.23 Summary table of the relative tracking efficiency versus track ϕ
angle in two momentum intervals . . . . . . . . . . . . . . . . . . 236
5.24 Summary table of the tracking efficiencies (in %) in the six mo-
mentum intervals, only diagonal elements of the covariance matrix
are shown as the errors. . . . . . . . . . . . . . . . . . . . . . . . 238
5.25 Summary table of the correction factor for tracking efficiency asym-
metries, Atrack(µ
± − pi∓). . . . . . . . . . . . . . . . . . . . . . . . 240
5.26 Statistics of the “loss” due to the table incompleteness in different
data samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
5.27 Kinematic selections applied on the two muon candidate tracks to
select a minimum biased J/ψ . . . . . . . . . . . . . . . . . . . . 247
xxxvi
LIST OF TABLES
5.28 Overall signal yields of minimum biased kinematically selected J/ψ
candidates, the first row shows number of signals when µ+ is within
the kinematic region p [6,100] GeV and pT [1.2,10] GeV, while the
second row is for µ− to be within the region. The third and fourth
rows show number of signals when TIS is further required on the
probe muon track. The last two rows show number of signals after
ID requirements are applied sequentially on the other muon tack. 248
5.29 Muon ID efficiency table using KS J/ψ sample (p 6-20 GeV), only
magnet up data is shown. . . . . . . . . . . . . . . . . . . . . . . 260
5.30 Muon ID efficiency table using KS J/ψ sample (p 20-30 GeV), only
magnet up data is shown. . . . . . . . . . . . . . . . . . . . . . . 260
5.31 Muon ID efficiency table using KS J/ψ sample (p 30-40 GeV), only
magnet up data is shown. . . . . . . . . . . . . . . . . . . . . . . 261
5.32 Muon ID efficiency table using KS J/ψ sample (p 40-50 GeV), only
magnet up data is shown. . . . . . . . . . . . . . . . . . . . . . . 261
5.33 Muon ID efficiency table using KS J/ψ sample (p 50-100 GeV),
only magnet up data is shown. . . . . . . . . . . . . . . . . . . . . 262
5.34 Overall muon efficiency table using KS J/ψ sample after the oper-
ation q × px (p 6-20 GeV). . . . . . . . . . . . . . . . . . . . . . . 263
5.35 Overall muon efficiency table using KS J/ψ sample after the oper-
ation q × px (p 20-30 GeV). . . . . . . . . . . . . . . . . . . . . . 264
5.36 Overall muon efficiency table using KS J/ψ sample after the oper-
ation q × px (p 30-40 GeV). . . . . . . . . . . . . . . . . . . . . . 265
5.37 Overall muon efficiency table using KS J/ψ sample after the oper-
ation q × px (p 40-50 GeV). . . . . . . . . . . . . . . . . . . . . . 266
5.38 Overall muon efficiency table using KS J/ψ sample after the oper-
ation q × px (p 50-100 GeV). . . . . . . . . . . . . . . . . . . . . . 267
5.39 Selections on the tag leg and the probe leg for muon efficiency
determinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
5.40 Summary of the overall signal yields in MS J/ψ calibration sample,
the first row shows number of signals when probe µ+ is within the
kinematic region p [6,100] GeV and pT [1.2,10] GeV, while the
second row is for probe µ− to be within the region. . . . . . . . . 270
xxxvii
LIST OF TABLES
5.41 Muon ID efficiency table using MS muon calibration J/ψ sample,
only magnet up data is shown. . . . . . . . . . . . . . . . . . . . . 273
5.42 Muon ID efficiency table using MS muon calibration J/ψ sample,
only magnet down data is shown. . . . . . . . . . . . . . . . . . . 274
5.43 The weighted average of the muon ID and trigger efficiency ratio
corrected asymmetry, Acµ, the first error is the statistical error of
B0s signal yields and the second error is the statistical error of muon
efficiencies (±B0s stat.± J/ψ stat.). . . . . . . . . . . . . . . . . . 306
5.44 After change to pT > 1.5 GeV, the weighted average of the muon
ID and trigger efficiency ratio corrected asymmetry, Acµ, the first
error is the statistical error of B0s signal yields and the second error
is the statistical error of muon efficiencies (±B0s stat.± J/ψ stat.). 308
5.45 The weighted average of the muon ID and trigger efficiency ratio
corrected asymmetry, Acµ, using both KS and MS muon corrections.
The individual errors are the statistical errors on both B0s signal
yields and muon efficiencies except the final averaged one, 0.04 ±
0.25, with only statistical error on the signal yields. . . . . . . . . 309
5.46 List of sources of systematic uncertainty . . . . . . . . . . . . . . 310
xxxviii
Chapter 1
Physics introduction
In this chapter, a brief review of the fundamental theoretical and phenomenolog-
ical framework related to flavor physics is presented. Section 1.1 summarizes the
basic properties of the Standard Model which is important to both theoretical and
experimental particle physicists. A phenomenon usually associated with neutral
particles such as the kaon, bottom quark mesons or neutrinos, called mixing or
oscillation, is discussed in Section 1.2. Discrete Charge, Parity symmetries, CP
violation phenomenon and flavor specific CP asymmetry are concisely reviewed
in Section 1.3. CKM matrix which is the source of CP violation effect and uni-
tarity triangle are discussed in Section 1.4 and Section 1.5. Finally, the Standard
Model predictions, together with the corresponding experimental status, of sev-
eral key CP violation parameters are shown in Section 1.6. The whole chapter is
concluded by Section 1.7.
1.1 The Standard Model
The Standard Model (SM) [1, 2, 3] of particle physics is currently the best model
to describe the interactions of fundamental particles and includes three of the
four elementary forces of nature: the electromagnetic force, the weak force, and
the strong force, with the gravity the notable exception. The current formulation
of the Standard Model was finalized in the mid 1970s upon experimental confir-
mation of the existence of quarks [4]. Since then, discoveries of the bottom quark
(1977), the top quark (1995), and the tau neutrino (2000) have given further
1
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credence to the Standard Model. Within the Standard Model, there are matter
particles that are fermions with spin 1/2: quarks and leptons, vector bosons with
spin 1 that mediate the three elementary forces, and scalar boson with spin 0
which is the only undiscovered particle in the model so far 1.
The twelve fermions are categorized into six quarks and six leptons, each with
its own flavor quantum numbers as described below, and they are arranged into
three “generations” with masses increasing from the first generation to the third
generation, where each generation have a SU(2) doublet of quarks and a doublet
of leptons as summarized in Table 1.1.
In each quark doublet there is an “up” quark with electric charge +2/3 Qe and
a “down” quark with electric charge −1/3 Qe, with Qe = 1.6 × 10−19 Coulomb,
where “up” and “down” stand for the weak isospin. In addition to the electric
charge, each quark has “charges” associated with the weak and strong interactions
which are quantum numbers that can determine how the particle couples in the
interaction. The flavor “charge” can be: up (u), down (d), charm (c), strange (s),
top (t) and bottom or beauty (b) for each quark. Notations such as S, B or ∆S,
∆B are used to indicate the flavor or flavor change in the associated interaction.
The strong “charge” is called color and is carried by quarks. Each quark carries
one of the three colors: red, green and blue, and each color has both positive and
negative values, we call them color or anticolor. Quarks exist only as bound states
known as hadrons: the hadrons are either a bound state of a quark/antiquark
pair, that is called meson, or a bound state of three quarks or antiquarks, known
as baryon.
Each lepton doublet includes a charged lepton with electric charge −Qe and
neutral lepton that is called neutrino. Leptons have their own flavor “charge”
too; the first generation has electron number +1, the second and third generation
have muon number and tau number +1, respectively. The leptons are colorless
and do not interact under the strong force.
1More recently (2011-2012), the apparent detection of the Higgs boson at CMS [5] and
ATLAS [6] completes the set of predicted particles. Although these results are compatible with
hypothesis that the new particle is the Standard Model Higgs boson, more data are needed to
assess its nature in detail.
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In addition to these twelve fermions, each particle has an antiparticle with
the same mass, but opposite quantum numbers 1.
Table 1.1: List of the twelve fermions
Electric charge (Qe)
Generation
1st 2nd 3rd
Quarks
+2/3 u c t
−1/3 d s b
Leptons
−1 e µ τ
0 νe νµ ντ
Three of the four vector bosons: the photon (γ), W± and Z0, are the mediators
of the electroweak force and the fourth one is the gluon that mediates the strong
force. The electromagnetic interaction is mediated by the massless photon (γ)
and couples to all of the charged fermions. These processes are described by
quantum electrodynamics (QED). The weak interaction is mediated by the W±
and Z0 bosons. While the Z0 couples to all fermions, the W± couples only to left-
handed fermions or right-handed anti-fermions, that is to particles with helicity
−1. The strong interaction is mediated by eight gluons that couple only to quarks.
Each gluon carries a combination of color and anticolor. Strong interactions are
described by quantum chromodynamics (QCD). The electromagnetic and weak
interactions are closely related and can be unified by a single electroweak theory
with the electric and flavor charges combined into a single weak “hypercharge”.
By contrast, the strong interaction appears to be completely independent of the
electroweak interaction. It is totally flavor blind; all quarks behave the same under
the strong interaction regardless of flavor or electric charge. All the fundamental
particles in the Standard Model that have been experimentally observed and their
interactions are shown in Fig. 1.1.
1Majorana neutrinos are their own antiparticles
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Figure 1.1: Standard Model of all elementary particles and their interactions.
This figure is taken from [7].
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1.2 Meson-antimeson mixing
Meson-antimeson mixings belong to the class of flavor-changing neutral current
(FCNC) processes [8], which involve different flavors with the same electric charge.
Within the SM such processes are forbidden in tree-level diagrams, thus they
are sensitive to new heavy particles appearing as virtual particles in the loop
diagrams.
The neutral mesons, such as K, D0, B0 and B0s mesons, are the only hadrons
which mix with their antiparticles [9, 10]. These meson states are flavor eigen-
states and the corresponding antimesons K, D0, B0 and B0s have the opposite
flavor quantum numbers (for example, B0s state has quantum numbers: B = 1
and S = -1). They are all listed below in Eq. 1.1:
K (sd), D0 (cu), B0 (bd), B0s (bs),
K (sd), D0 (c¯u), B0 (bd), B0s (bs). (1.1)
These meson states are also eigenstates of the strong and electromagnetic
interactions, and if not considering the weak interaction they are also mass eigen-
states with the same mass for meson and antimesons. However, most particles
will decay by a weak interaction over time that has one unique property, namely
quark flavor changing that does not occur in any other interactions within Stan-
dard Model. In the Standard Model, the Lagrangian that describes the W boson
couplings to quarks can be written as:
LW =
gw√
2
∑
j,k=1,2,3
[Vjku¯jLγ
µdkLW
+
µ + V
∗
jkd¯kLγ
µujLW
−
µ ], (1.2)
with gw as the weak coupling constant, Vjk as the famous unitary Cabibbo-
Kobayashi-Maskawa (CKM) matrix:
V =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 , (1.3)
and indices “j” and “k” from one to three standing for the three generations of
fermions. Notice in Eq. 1.2, W bosons only couple to the left-handed components
of the quark fields that are indicated by the subscript “L”. One thing important
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Figure 1.2: Box diagrams for (a) K-K, (b) D0-D0, (c) B0-B0 and (d) B0s -B
0
s
mixing. The wavy lines stand for the W bosons coupled to fermions.
from Eq. 1.2 is the fact that transitions between mesons and antimesons can be
obtained when the flavor quantum numbers are changed by two units such as
|∆F | = 2 where F could be S, C or B. The corresponding Feynman diagrams are
shown in Fig. 1.2.
One can write the full transition matrix element Σij as:
−i(2pi)4σ(4)(p′i − pj)Σij =
〈i, ~pi′|SSM |j, ~pj〉
2MM
(1.4)
with |1, ~p1〉 = |M(~p1)〉, |2, ~p2〉 = |M(~p2)〉 and SSM as the S-matrix (usual
time-ordered exponential). Since Σ12 6= 0, M andM can mix and are not mass
eigenstates. The two mass eigenstates are linear combinations of M andM , and
are usually denoted as MH and ML, where “H” and “L” stand for the “heavy”
and “light”, respectively. They not only differ in their masses, but also in their
lifetimes such as Klong and Kshort in neutral Kaon system.
1.3 CP violation and flavor specific CP asymme-
try
A very important concept in physics is the symmetry (or invariance) of the equa-
tions describing a physical system under certain operations. CP symmetry is a
combination of the Charge conjugation (C) and Parity (P) symmetry [11]. The
violation of the CP invariance is one of the most interesting aspects of modern
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particle physics. Studies on this subject are particularly exciting and promising,
as they may open a window to physics beyond the SM. There are many different
ways to explore CP violation, for instance through the study of certain rare de-
cays of K mesons. However, for testing the SM description of CP violation in a
quantitative way, the B system appears to be the most promising one.
The parity operator P can result in a spatial inversion of the coordinates (x,
y, z → -x, -y, -z) of the wave-function Ψ(r)
PΨ(r) = Ψ(−r) (1.5)
thus is a unitary operator with P 2 = 1. Notice for a spherical harmonic function
Y lm(θ, φ), the parity is (−1)l with orbital angular momentum l. As the name
implies, the operation of charge conjugation (C) reverses the sign of the charge
and magnetic moment of a particle. As a consequence, only neutral particles that
are their own antiparticles can be eigenstates of the C operator, for example,
C|pi0〉 = λ|pi0〉 (1.6)
with λ either +1 or −1. Since pi0 → 2γ and photon has C = −1 as the electro-
magnetic field are produced by moving charges which change sign under C, pion
has even C-symmetry. A state, |fCP 〉, is denoted as CP eigenstate if it satisfies
the following relations:
CP |fCP 〉 = λCP |fCP 〉 (1.7)
with λCP = ±1 (CP even or CP odd). Thus pion is CP odd as it has P = −1
and C = +1.
A great success story of flavor physics has been the exploration of the discrete
symmetries charge conjugation (C), parity (P) and time reversal (T ). Charged
Kaon decays had revealed, in 1956, that P and C are not conserved by the weak
interaction, while physicists kept their faith in a good CP symmetry. Kshort,
primarily decaying to two pions, is a CP even eigenstate while Klong, primarily
decaying to three pions, is a CP odd eigenstate. CP violation was then estab-
lished, in 1964, when the Klong → pipi decay is observed (but only at the level of 2
parts in 1000) at a long distance from the production point of a beam of neutral
kaons [12, 13, 14].
In general, there are three types of CP violation:
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• Direct CP violation, manifest as a difference in decay amplitudes between
M → fCP andM → fCP ,
• Indirect CP violation, mixing through particle-antiparticle
• Interference CP violation, corresponding to a phase mismatch between the
mixing parameters and the decay amplitudes, also called mixing induced
CP violation.
Due to the meson-antimeson mixing, we can study meson states which are
superpositions of |M〉 and |M〉. The mass eigenstates |MH〉 and |ML〉 can be
written as:
|ML〉 = p|M〉+ q|M〉,
|MH〉 = p|M〉 − q|M〉, (1.8)
with |p|2 + |q|2 = 1, where p and q can be calculated from the box diagrams shown
in Fig. 1.2. A commonly used shorthand notation for the decay amplitude is:
Af = A(M → f) = 〈f |S|M〉
Af = A(M → f) = 〈f |S|M〉. (1.9)
A key quantity to study CP violation is the combination
λf =
q
p
Af
Af
, (1.10)
which encodes the essential feature of the interference of the M → f andM → f
decays, imaginary part of the λf : the relative phase between q/p (mixing) and
Af/Af (decay amplitude).
Taking B0s mixing as an example, one tags the flavor at some time t = 0.
Then for t > 0 these time dependent states, |M(t)〉 and |M(t)〉 which satisfy
|M(t = 0)〉 = |M〉 and |M(t = 0)〉 = |M〉, are calculable superpositions of
|M〉 and |M〉 and by observing the time-dependence of M(t) → f we can infer
the key quantity λf .
8
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The time dependence of the mixing of neutral meson system can be generalized
to a Schro¨dinger equation:
i
d
dt
[ |M(t)〉
|M(t)〉
]
= Σ
[ |M(t)〉
|M(t)〉
]
(1.11)
where Σ is the transition matrix defined previously in Eq. 1.4. This matrix can
be written as the sum of a hermitian and an antihermitian matrix as:
Σ = M − iΓ
2
(1.12)
with the mass matrix M = M † and decay matrix Γ = Γ†. CPT symmetry
enforces
M11 = M22, Γ11 = Γ22. (1.13)
The average mass and width and the mass and width difference of the mass
eigenstates can be denoted as:
m =
MH +ML
2
= M11 = M22,
Γ =
ΓL + ΓH
2
= Γ11 = Γ22,
∆M = MH −ML,
∆Γ = ΓL − ΓH , (1.14)
The solution to Eq. 1.11 is then:
|M(t)〉 = g+(t)|M〉+ q
p
g−(t)|M〉
|M(t)〉 = p
q
g−(t)|M〉+ g+(t)|M〉 (1.15)
with g+(t) and g−(t) as:
g+(t) = e
−imte−Γt/2
[
cosh
∆Γt
4
cos
∆Mt
2
− i sinh ∆Γt
4
sin
∆Γt
2
]
,
g−(t) = e−imte−Γt/2
[
− sinh ∆Γt
4
cos
∆Mt
2
+ i cosh
∆Γt
4
sin
∆Γt
2
]
. (1.16)
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The secular equation for the two eigenvalues σL,H = ML,H− iΓL,H/2 of transition
matrix Σ is (Σ11 − σL,H)2 − Σ12Σ21 = 0. This leads us to
(∆M)2 − 1
4
(∆Γ)2 = 4|M12|2 − |Γ12|2 (1.17)
∆M∆Γ = −4Re(M12Γ∗12) = 4|M12||Γ12| cosφ (1.18)
where the observables ∆M and ∆Γ are linked to the theoretical quantities on the
right-hand-side of the equation.
After solving for the eigenvalue problem, the mixing can be expressed in terms
of theoretical quantities |M12|, |Γ12| and φ = arg
(
−M12
Γ12
)
as:
(
q
p
)2
=
2M∗12 − iΓ∗12
2M12 − iΓ12 =
M∗12
M12
1 + i
∣∣∣ Γ122M12 ∣∣∣ eiφ
1 + i
∣∣∣ Γ122M12 ∣∣∣ e−iφ (1.19)
where φ is responsible for CP violation in mixing.
When specialized to the B0s–B
0
s mixing studies, the second term in both the
numerator and denominator of Eq. 1.19 is small, irrespective of the value of φ,
thus |q/p| ' 1, for B0s mesons CP violation in mixing is small. It is useful to
define the quantity a through ∣∣∣∣qp
∣∣∣∣2 = 1− a. (1.20)
By expanding (q/p)2 in terms of φ or Γ12/M12 we find
a = Im
Γ12
M12
+ O
(
(Im
Γ12
M12
)2
)
=
∣∣∣∣ Γ12M12
∣∣∣∣ sinφ (1.21)
With this result it is straightforward to solve Eq. 1.18 for ∆M and ∆Γ, and we
have
∆M = 2|M12|
(
1 +
1
8
|Γ12|2
|M12|2 sin
2 φ+ ...
)
(1.22)
∆Γ = 2|Γ12| cosφ
(
1− 1
8
|Γ12|2
|M12|2 sin
2 φ+ ...
)
(1.23)
One calls M → f a flavor-specific mode if the decay mode M → f is allowed
while M → f is forbidden such as B0s → D+s µ−νµ. The time dependent decay
rate of a meson tagged at t = 0 as M is defined as
Γ(M(t)→ f) = 1
NM
dN(M(t)→ f)
dt
, (1.24)
10
1.3 CP violation and flavor specific CP asymmetry
where dN(M(t)→ f) denotes the number of decays into the final state f occurring
within the time interval between t abd t + dt. NM is the total number of M’s
produced at time t = 0. One has
Γ(M(t)→ f) = Nf |〈f |S|M(t)〉|2
Γ(M(t)→ f) = Nf
∣∣〈f |S|M(t)〉∣∣2 (1.25)
with the time-independent normalization factor Nf comprising the result of the
phase-space integration. After using Eq. 1.9 and the solutions of the Schro¨dinger
equation (Eq. 1.15), we find the master formula to calculate the time-dependent
decay rate of interest:
Γ(M(t)→ f) = Nf |Af |2 e−Γt
{
1 + |λf |2
2
cosh
∆Γ t
2
+
1− |λf |2
2
cos(∆M t)
−Reλf sinh ∆Γ t
2
− Imλf sin(∆M t)
}
, (1.26)
Γ(M(t)→ f) = Nf |Af |2 1
1− a e
−Γt
{
1 + |λf |2
2
cosh
∆Γ t
2
− 1− |λf |
2
2
cos(∆M t)
−Reλf sinh ∆Γ t
2
+ Imλf sin(∆M t)
}
, (1.27)
Γ(M(t)→ f) = Nf
∣∣Af ∣∣2 e−Γt (1− a)
{
1 + |λf |−2
2
cosh
∆Γ t
2
− 1− |λf |
−2
2
cos(∆M t)
−Re 1
λf
sinh
∆Γ t
2
+ Im
1
λf
sin(∆M t)
}
, (1.28)
Γ(M(t)→ f) = Nf
∣∣Af ∣∣2 e−Γt
{
1 + |λf |−2
2
cosh
∆Γ t
2
+
1− |λf |−2
2
cos(∆M t)
−Re 1
λf
sinh
∆Γ t
2
− Im 1
λf
sin(∆M t)
}
. (1.29)
Two important applications can be inferred from Eq.1.26-1.29:
• For flavor specific decay, it must satisfyAf = Af = λf = 1/λf = 0
• No direct CP violation, ∣∣Af ∣∣ = |Af |
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The semileptonic decay mode B0s→ D+s µ−νµ that is studied in great detail
throughout this thesis satisfies both conditions. Using the master formula we can
define the mixing asymmetry,
A0(t) =
Γ(M(t)→ f)− Γ(M(t)→ f)
Γ(M(t)→ f) + Γ(M(t)→ f) , (1.30)
one finds to order a:
A0(t) =
cos(∆M)
cosh(∆Γ/2)
+
a
2
[
1− cos
2(∆Mt)
cosh2(∆Γt/2)
]
, (1.31)
where Γ(M(t)→ f) stands for “unmixed” M decays to f at time t while Γ(M(t)→
f) stands for first mixing from M →M and then the processM →f .
The CP asymmetry in flavor-specific decays (usually called semileptonic CP
violating asymmetry asl) reads
afs ≡ Γ(M(t)→ f)− Γ(M(t)→ f)
Γ(M(t)→ f) + Γ(M(t)→ f) =
1− (1− a)2
1 + (1− a)2 = a+ O(a
2). (1.32)
We can also define the untagged asymmetry, auntaggedfs , as:
auntaggedfs (t) =
Γ[f, t]− Γ[f, t]
Γ[f, t] + Γ[f, t]
=
afs
2
− afs
2
cos(∆Mt)
cosh(∆Γt/2)
(1.33)
with
Γ[ f, t ] = Γ(M(t)→ f) + Γ(M(t)→ f)
Γ[ f, t ] = Γ(M(t)→ f) + Γ(M(t)→ f). (1.34)
Thus no tagging is needed to measure the afs! Now all three theoretical quantities,
|M12|, |Γ12| and a characterizing the meson-antimeson mixing can be determined
if ∆M , ∆Γ and afs are measured.
The above equations are only valid if we start out with equal production of,
for example, B0s , labeled N , and B
0
s, labeled N . Let us now re-derive Eq. 1.33
allowing for N 6= N with afs now denoted as asl. We have
Γ(M(t)→ f) = N |Af |2 e−Γt
{
1
2
cosh
∆Γ t
2
+
1
2
cos(∆mt)
}
Γ(M(t)→ f) = N |Af |2 1
1− asl e
−Γt
{
1
2
cosh
∆Γ t
2
− 1
2
cos(∆mt)
}
. (1.35)
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Summing we have untagged decay rates
Γ[f, t] ≡ Γ(M(t)→ f) + Γ(M(t)→ f)
=
|Af |2
2
{(
N +
N
1− asl
)
cosh
∆Γ t
2
+
(
N − N
1− asl
)
cos(∆mt)
}
. (1.36)
Similarly
Γ(M(t)→ f) = N |Af |2 (1− asl)e−Γt
{
1
2
cosh
∆Γ t
2
+
1
2
cos(∆mt)
}
Γ(M(t)→ f) = N |Af |2 e−Γt
{
1
2
cosh
∆Γ t
2
− 1
2
cos(∆mt)
}
(1.37)
and the sum is given by
Γ[f, t] ≡ Γ(M(t)→ f) + Γ(M(t)→ f)
=
|Af |2
2
{(
N(1− asl) +N
)
cosh
∆Γ t
2
+
(
N(1− asl −N
)
cos(∆mt)
}
. (1.38)
The production asymmetry of B0s -B
0
s, ap, is defined as
ap =
N −N
N +N
. (1.39)
To first order in asl we have
Γ[f, t]− Γ[f, t]
Γ[f, t] + Γ[f, t]
=
asl
2
+
[
ap − asl
2
] e−Γt cos(∆mt)ε(t)
e−Γt cosh ∆Γ t
2
ε(t)
, (1.40)
where ε(t) is the time-dependent acceptance function. For a time-independent
measurement we integrate the equations involving N and N over time finding
Γ[f ]− Γ[f ]
Γ[f ] + Γ[f ]
=
asl
2
+
[
ap − asl
2
] ∫∞
t=0
e−Γt cos(∆mt)ε(t)dt∫∞
t=0
e−Γt cosh ∆Γ t
2
ε(t)dt
. (1.41)
Equation 1.41 is the main formalism that is used to measure the semileptonic
CP violating asymmetry assl in B
0
s -B
0
s mixing system as described in Chapter 5
in more detail.
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1.4 The CKM matrix
In the Standard Model, the Cabibbo-Kobayashi-Maskawa matrix (CKM matrix,
also called quark mixing matrix) contains information on the strength of flavor-
changing weak decays which is important in the understanding of CP violation.
It is the source of CP violation and introduced for three generations of quarks by
Makoto Kobayashi and Toshihide Maskawa, adding one generation to the matrix
previously introduced by Nicola Cabibbo 1 [15].
As already introduced in Eq.1.3, the 3 × 3 CKM matrix is a unitary matrix
and can be parametrized by three angles and six complex phases. After trans-
forming the quark fields with appropriate phases, qj → qjeiθj and qk → qkeiθk ,
the quark terms in Lagrangian will transform as
qjVjkqk →qjVjke−i(θk−θi)qk, (1.42)
and we can eliminate five phases from V leaving us with only one physical CP -
violating phase:
V =
 c12c13 s12c13 s13e−iδ13−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13
 , (1.43)
where cij = cos θij and sij = sin θij with θij as the three angles. It is also useful
to introduce the Wolfenstein parameterization
V =
 1− 12λ2 λ Aλ3(ρ− iη)−λ 1− 1
2
λ2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+ O(λ4), (1.44)
which is an expansion in terms of the small parameter λ = 0.22. The Wolfenstein
parameterization nicely reveals the hierarchical structure of the CKM matrix,
with diagonal elements of order 1 and smallest elements in the upper right and
lower left corners.
1In 2008, Kobayashi and Maskawa shared one half of the Nobel Prize in Physics for the
discovery of the origin of the broken symmetry which predicts the existence of at least three
families of quarks in nature, while the Nobel Prize committee failed to reward the work of
Cabibbo.
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To test the Standard Model picture of the CP violation, the unitary triangles,
derived from the unitarity of the CKM mixing matrix, are typically used. The
unitary nature of the matrix and the required orthogonality of rows and columns
imply several relations between its elements.
We can write down equations:
V ∗1jV1k + V
∗
2jV2k + V
∗
3jV3k = δjk (1.45)
V ∗j1Vk1 + V
∗
j2Vk2 + V
∗
j3Vk3 = δjk (1.46)
with δj,k = 0 when j 6= k, which any 3 × 3 unitary matrix must satisfy. If one
interprets the three separate terms in Eq. 1.46 as three vectors in the complex
plane, the relations can be depicted as triangles, where the three sides can be
associated with the three terms summing to zero. These six triangles are referred
as unitarity triangles.
Within the Wolfenstein approximation [16] the shapes of the triangles corre-
sponding to Eq. 1.46 are equal for (j,k) = (3,1). In order to have a rephrasing-
invariant unitarity triangle with a physical meaning we divide Eq.1.46, for (j,k)
= (3,1), by V ∗23V21 = V
∗
cbVcd to arrive at
V ∗ubVud
V ∗cbVcd
+
V ∗tbVtd
V ∗cbVcd
+ 1 = 0 (1.47)
Usually Eq. 1.47 is called “the” unitarity triangle. Since its baseline coincides with
the interval [0,1] of the real axis, the unitarity triangle is completely determined
by the location of its apex (ρ, η), where
ρ+ i η ≡ −V
∗
ubVud
V ∗cbVcd
(1.48)
and again within Wolfenstein approximation (down to a 3% precision) (ρ, η) =
(ρ, η). The unitarity triangle is depicted in Fig. 1.3 with the two non-trivial sides
of the triangle as
√
ρ2 +η2 and
√
(1−ρ)2 +η2, and three angles as α, β and γ.
The length of the side
V ∗tbVtd
V ∗cbVcd
is constrained by the measurement of B sys-
tem oscillation frequency. The CP -violation parameters are associated with the
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A
α
B
β
C
γ
V
ud Vub
*
V
cd Vcb
*
Vtd Vtb
*
A = ( ρ_ ,η
_ )
α
B = (1,0)
β
C = (0,0)
γ
Figure 1.3: The CKM unitarity triangle in (a) original representation in Eq. 1.46
(b) rescaled representation with physical meaning (Eq. 1.47).
triangle’s three angles
α ≡ arg
[
VtdV
∗
tb
VudV ∗ub
]
, β ≡ arg
[
VcdV
∗
cb
VtdV ∗tb
]
, γ ≡ arg
[
VudV
∗
ub
VcdV ∗cb
]
. (1.49)
It is worth mentioning here that in the b− s unitarity triangle (replacing the
d quark by the s quark in the discussions above), the phase
βs = arg
[
−VcsV
∗
cb
VtsV ∗tb
]
= λ2η + O(λ4) (1.50)
plays an important role in B0s -B
0
s mixing; βs is small, of the order 0.02. CP
violating effects can be quantified by the angles of the unitarity triangle which are
dependent on the phase differences between the various CKM matrix elements. In
this particular case, βs is related to the phase difference, φs, between off-diagonal
elements of the mass and decay matrices
φs ≡ arg
(
−M12
Γ12
)
' −2βs ≡ (−2) arg
(
−VcsV
∗
cb
VtsV ∗tb
)
. (1.51)
Measurement of B0s semileptonic CP asymmetry can further constrain the angle
βs in the b-s unitarity triangle.
1.6 Standard Model predictions of ∆M , ∆Γ, and
afs
The weak processes of mesons are multi-scale processes, for instance, B-B mix-
ing involves three largely separated scales, mt ∼ MW  mb  ΛQCD. Using
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effective field theory, the corresponding effective Hamiltonian, which is designed
to reproduce the S-matrix elements of the Standard Model up to corrections of
order (mlight/mheavy)
n where n is a positive integer, can be expressed as:
Heff = HQCD +HQED +H |∆B|=2 (1.52)
for B-B mixing if up to corrections of order m2b/M
2
W . Note here top quark is
not involved in the Hamiltonian, and H |∆B|=2 encodes the physics related to B-B
mixing.
After lengthy calculations with perturbation theory for the short distance
QCD and non-perturbative methods: the factorization of matrix element into
short-distance coefficients and long-distance operator matrix elements, which is
called operator product expansion, we beat the problem of long-distance QCD in
B-B mixing down to the calculation of a single number
M12 =
〈Bq|H∆B=2|Bq〉
2MBq
=
G2F
12pi
ηBMBqBˆBqf
2
BqM
2
WS
(
m2t
M2W
)
(VtbV
∗
tq)
2 (1.53)
for which Lattice gauge theory computations predict:√
BˆBdfBd = (225± 35) MeV,
√
BˆBsfBs = (270± 45) MeV. (1.54)
Now recall, to the first order approximation, SM calculation has ∆M = 2|M12|
for the B0 and B0s systems, and with |Vtb| and |Vts| either well-known or well-
measured, from Eq. 1.53 we can find the SM prediction of the mixing oscillation
frequency
∆MB0s = (12.5± 4.3) MeV = (19.0± 6.6) ps−1. (1.55)
that is in good agreement with the Tevatron measurement of [17, 18]
∆M expB0s = (17.77± 0.10(stat.)± 0.07(sys.)) ps
−1. (1.56)
The corresponding quantity for B0-B0 mixing is well-measured by several exper-
iments with [19]
∆M expB0 = (0.507± 0.005) ps−1. (1.57)
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It is worth mentioning here the B0s -B
0
s mixing is much more rapid than B
0-B0
mixing, this will be further discussed in Chapter 5 when we are measuring assl,
since this very rapid oscillation makes the production asymmetry of B0s -B
0
s a
negligible effect on assl while for a
d
sl production asymmetry of B
0-B0 is a much
more pronounced contribution.
Then let us discuss ∆Γ and afs which governs CP violation in mixing. In order
to find these quantities we need to calculate Γ12. In the SM the CP phase φ in
Eq. 1.18 is so small that one can just set cosφ to 1 in Eq. 1.23. If normalize ∆Γ
and ∆M we can eliminate the hadronic uncertainties in Eq. 1.54 thus improve
the impact of the combined CKM constraints
∆MB0 ∝ f 2BdBˆBd |VtdV ∗tb|2 = (f 2BdBˆBd)A2λ6((1−ρ)2 +η2) + O(λ10) (1.58)
∆MB0
∆MB0s
∝ ξ2 |V
∗
tbVtd|2
|V ∗tbVts|2
= ξ2λ2((1−ρ)2 +η2) + O(λ6) (1.59)
with ξ =
√
BˆBsfBs√
BˆBdfBd
. Clearly the ratio
∆MB0
∆M
B0s
has a smaller theoretical uncertainty
and can be used as a measure of CKM matrix element ratio Vtd/Vts, it constrains
the global fit to the CKM triangle performed by groups such CKMfitter [20] and
UTfit [21]. The current status of the fit, including the constraints provided by
∆MB0
∆M
B0s
is shown in Fig. 1.4.
Updated values on ∆Γ, obtained by using an improved operator basis, are
[22]
∆ΓB0s =
(
∆ΓB0s
∆MB0s
)predict
∆M expB0s = (0.088± 0.017) ps
−1 (1.60)
∆ΓB0 =
(
∆ΓB0
∆MB0
)predict
∆M expB0 = (26.7
+5.8
−6.5 × 10−4) ps−1. (1.61)
Then the predictions for CP asymmetries in flavor-specific decays, afs, are calcu-
lated from Eq. 1.21 and read [23]
asfs = (1.9± 0.3)× 10−5 (1.62)
adfs = (−4.1± 0.6)× 10−4. (1.63)
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1.7 Summary
In this chapter we present the theoretical aspects upon which this thesis is based.
It covers basics on CP violation and the mixing induced CP violations in the flavor
specific decays, B0s -B
0
s mixing and semileptonic decays. Within the Standard
Model we see that the CKM matrix is the main source of CP violation in the weak
sector (strong CP are not discussed in this thesis). Although the experimental
data are in agreement with the Standard Model picture, tensions among couple
of measurements does exist making room for New Physics contributions.
B0s -B
0
s system is an important area where the New Physics is expected. Indeed
the mixing takes place via a box diagram, where the New Physics can enter into
the picture and intervene. B hadrons are characterized by a long lifetime (about
1.5 ps yielding a decay length of about 500 µm) making them relatively easy to
be identified. In the Standard Model, the CP violation in B0s -B
0
s mixing is tiny,
but can be significantly enhanced in the presence of new CP -violating phases
in general physics models. Thus the determination of CP asymmetry in B0s -B
0
s
mixing is a sensitive probe of New Physics. Of the matrix element in Eq. 1.12,
M12 is the most sensitive to New Physics. The off-diagonal elements of the decay
matrix, Γ12, is dominated by tree level processes describing B
0
s decay. We can
then depict the effects of any new physics by how it relates to M12:
M q12 ≡ MSM,q12 ·∆q, ∆q ≡ |∆q|eiφ
∆
q (1.64)
where MSM,q12 is the SM prediction for matrix element M12 and the complex
parameter ∆q the contribution from any sources of new physics, here q = d, s
quark.
With this formalism, we can rewrite the relations between ∆Ms, ∆Γs and a
s
fs
derived before as:
∆Ms = 2|M12| = ∆MSMs |∆s| (1.65)
∆Γs = 2|ΓSM,s12 | cos(φSMs + φ∆s ) (1.66)
asfs =
∣∣∣∣∣ ΓSM,s12MSM,s12
∣∣∣∣∣ sin(φSMs + φ∆s )|∆s| = ∆Γ
SM
s
∆MSMs
tan(φSMs + φ
∆
s )
|∆s| (1.67)
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where the φSMs is CP phase and the source of CP violation with the SM. φ
∆
s is the
phase associated with any new sources of CP violation. We can see both ∆Ms
and asfs are sensitive to the new physics parameters |∆s| and φ∆s . A small increase
in the φs could boost the the flavor specific asymmetry (or a
s
sl) by a significant
amount. The current status of the CKMfitter analysis for New Physics in B0-B0
and B0s -B
0
s mixing is shown in Fig. 1.5 and Fig. 1.6 [24]. Measurement of a
s
sl in
LHCb will be presented in great detail in Chapter 5.
In addition to the important measurement of assl, the measurement of the
production asymmetry for beauty or charm mesons provides extremely valuable
input to many other CP analyses. Interestingly, the measurement of the directed
produced D+s -D
−
s production asymmetry is possible once the detection asym-
metry of some charged hadrons such as kaons or pions can be determined. A
measurement of D+s – D
−
s production asymmetry in LHCb will be presented in
more detail in Chapter 4.
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Chapter 2
The LHCb experiment
In this chapter, we introduce the Large Hadron Collider beauty (LHCb) detector
that is dedicated to the study of heavy flavor physics with proton-proton col-
lisions at the Larger Hadron Collider (LHC) at CERN, Geneva. It is designed
for precision measurements of CP -violation and rare decays of the Beauty and
Charm hadrons. Such studies can help explain the Matter-Antimatter asymme-
try of the Universe. The LHCb experiment is one of the experiments located
along the main ring in the LHC tunnel.
2.1 The LHC
The Large Hadron Collider (LHC) is a particle accelerator with a circumference
of 27 km built across the France-Swiss border, which collides protons and heavy
ions with very high energies. The proton beam has a energy of 3.5 TeV for 2011
data taking, and 4 TeV for 2012 data taking. The ∼14 TeV energy scale allows to
discover the Higgs particle and search for new physical phenomenologies predicted
by New Physics models. The luminosity accumulated so far in LHC can enable
high precision measurements of the CP violation parameters and rare decays of
the Beauty and Charm hadrons. Figure 2.1 shows a general view of the collider
with its main components and experiments.
In March 2010, the LHC started colliding two counter rotating proton beams
at four interaction points (shown in Fig. 2.1) at centre-of-mass energy
√
s = 7 TeV
that is the highest energy archived in particle colliders around the world. Beams
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PSproton
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Figure 2.1: The LHC accelerator complex, Linac2 protons are accelerated and
then injected into the PS, SPS and finally in the LHC main ring.
moving in the LHC main ring are maintained on course by means of super-
conducting magnets. The beams are stored at high energy for long periods during
which the protons collide in the four major experiments:
• A Toroidal Large ApparatuS (ATLAS): general purpose experiment with
full angular coverage. One of their main objectives is the search for the
Higgs boson and super-symmetric particles.
• The Compact Muon Solenoid (CMS): another general purpose experiment.
The physics programs of ATLAS and CMS are complementary, they utilize
different technologies and independent analyses to help ensure the robust-
ness of new discoveries.
• A Large Ion Collider Experiment (ALICE): heavy ion experiment, its physics
program focuses on the study of nuclear matter such as measurements of
the expansion and cooling of the quark-gluon plasma produced in the heavy
ion collisions.
• The Large Hadron Collider beauty (LHCb): single arm spectrometer de-
signed to make precision tests of the Standard Model primarily through the
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study of phenomenology such as CP violation and rare decays in the heavy
flavor quarks sector. More details of the LHCb experiment are presented in
Section 2.2.
These four detectors have different coverage in pseudorapidity suited for their
physics goals. At LHCb, a unique rapidity range (1.9 < η < 4.9) is chosen to
take advantage of the bb production as illustrated in Fig. 2.2. The spatial cor-
relation between the b and anti-b quark at very small polar angles with respect
to the beam pipe has led to the design of the LHCb detector as a forward angle
spectrometer. The estimated bb production cross-section at centre-of-mass energy
0
1
2
3
1
2
3
θb   [rad
]
θb   [rad]
-
Figure 2.2: Correlated polar angle distribution of bb production simulated by
PYTHIA event generator with θb and θb as the angle of b and b with respect to the
beam direction.
of 14 TeV is about 500 µb and a with luminosity of 2 × 1032 cm−2s−1, 1012 bb
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pairs are expected in a nominal LHC year. A first measurement of bb produc-
tion cross-section at 7 TeV centre-of-mass energy has been made by LHCb using
semileptonic decays of b hadrons into final states containing a D0 meson and a
muon and found to be (75.3±5.4±13.0)µb within the LHCb detector acceptance
[25]. Using Monte Carlo predictions from Pythia the cross-section extrapolated
to the 4pi acceptance is found to be (284± 20± 49)µb that is in good agreement
with theoretical expectations. The measured cross-section is consistent with the-
oretical predictions, both in normalization and η-dependent shape.
The LHCb experiment operates at a luminosity of 2 × 1032 cm−2s−1 that is
two orders of magnitude lower than that of ATLAS and CMS experiments. Beam
conditions with low number of pp interactions per bunch are preferred since it can
reduce the detector occupancy and radiation damage level in the inner detector
area, thus simplify the physics analysis. The dependence of the number of proton-
proton collisions per bunch crossing on the luminosity is illustrated in Fig. 2.3
[26]. The LHC is running with average number of proton-proton interactions per
bunching crossing in LHCb of 1.5 during 2011 data taking period. The total
integrated luminosity of 1 fb−1 is collected at LHCb in this year.
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Figure 2.3: Poisson distributions for the probability of a given number of proton-
proton interactions per beam crossing as a function of luminosity.
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2.2 The LHCb detector
LHCb is a single-arm spectrometer that has a forward angular coverage from
approximately 10 mrad to 300 (250) mrad in the bending (non-bending) plane.
This detector geometry is justified by the fact that both the b hadrons and the
anti-b hadrons are predominantly produced in the same forward or backward
cone. A schematic overview of the LHCb detector is shown in Fig. 2.4 [27] where
the pp interaction point is within the VErtex LOcator (VELO) sub-detector and
the bb pairs are produced in the positive z direction that is pointing to the right of
the figure. LHCb utilizes a right-handed coordinate system with positive x axis
Figure 2.4: The LHCb detector layout, showing the Vertex Locator (VELO), the
dipole magnet, the two RICH detectors, the four tracking stations TT and T1-T3,
the Scintillating Pad Detector (SPD), Preshower (PS), Electromagnetic (ECAL)
and Hadronic (HCAL) calorimeters and the five muon stations M1-M5. It also
shows the the right-handed coordinate system with direction of the y and z axes
highlighted. This figure is taken from [27].
going into the Fig. 2.4. This is also referred to as the A-side of the detector while
the negative x axis is called the C-side. Most detector subsystems are assembled
in two halves (A and C half), which can be moved out separately horizontally for
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assembly and maintenance, as well as to provide access to the beam pipe. The
direction of dipole magnetic field is along the y axis, either pointing up or down.
A 3-dimensional picture of the detector is shown in Fig. 2.5.
Figure 2.5: A 3D view of the LHCb detector. This figure is taken from [28].
An overview of the dipole magnet, beam pipe, various sub-detectors, data
acquisition, trigger and data processing is given in the following sections with
more details.
2.2.1 The beam pipe
The design of the beam pipe [27] is particularly delicate as the vacuum chamber
is located in the high rapidity region of the LHCb detector where the particle
density and occupancy is extremely high. The number of secondary particles in
each event depends on the amount of material seen by incident primary particles
(protons). The mass of the beam pipe and the presence of flanges or bellows has
direct influence on the detector occupancy, in particular for the tracking chambers
and the RICH detectors.
An example of the layout of the beam pipe is shown in Fig. 2.6 which consists
of a thin exit window sealed to the VELO vacuum tank followed by two conical
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parts with apertures of 25 mrad and 10 mrad, respectively. The first part (labeled
as UX85/1 in the figure), of 1840 mm length, is made of 1 mm thick beryllium
and consists of a 25 mrad cone followed by a 10 mrad cone. A thin window is
used to connect the two cones and is followed by a short cylindrical section of 250
mm length, that constitutes the narrowest aperture of the beam pipe with inner
diameter of 50 mm. This section is welded to the VELO exit window and ends
with an optimized flanges located at 2800 mm from the interaction point (IP).
Albellows
25 mrad
10 mrad SS bellows
Be
AlBe
UX85/1
UX85/2
UX85/3 UX85/4
2800
858
3224
7100
13100
14400
20088
IP
19696
SS bellows
SS
100
ID
54
5000 10000 15000 20000
Alldistances in mm
ID
38
2
Al flange
Figure 2.6: An example of the layout of beam pipe. This figure is taken from
[27].
2.2.2 The vertex locator
2.2.2.1 Introduction
In general, physics analysis lives or dies by the precision of the vertex detec-
tion as well as the invariant mass resolution. We do not have the beam energy
constraint as the B-factories, and however can compete because of the excellent
vertex resolution, even though mass resolution is similar. Vertex reconstruction is
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a fundamental requirement for the LHCb experiment. Displaced secondary ver-
tices are distinctive features of b-hadron physics. The Vertex Locator (VELO)
can provide precise measurements of the spatial coordinates of the tracks close
to the interaction point [29]. They are then used to reconstruct production and
decay vertices of beauty and charm hadrons, to provide an accurate measurement
of their decay time and to measure the impact parameter of particles that are
employed to tag their flavors. The VELO features a series of silicon tracking sta-
tions placed along the beam pipe that are retractable in the transverse direction.
The placement of VELO within the LHCb spectrometer can be viewed from the
top of the spectrometer as shown in Fig.2.7. For minimizing the material between
the interaction region and the detectors, the silicon sensors are set up inside a
thin aluminum box with a pressure of less than 10−4 mbar.
The basic tasks of the LHCb VELO system are the reconstruction of the
position of the primary vertex (PV) and the reconstruction of b-hadron decay
vertices. The VELO covers completely the angular acceptance of the downstream
detectors. Some special requirements emerge from the Level 1 (HLT1) trigger
system, which uses a three-dimensional pattern recognition to distinguish b-events
having larger impact parameters in radial direction from those minimum bias
events. This is one reason to use the R − ϕ coordinate system in the transverse
direction 1, another advantage is that it allows in a natural way to choose the
smallest strip pitch close the beam pipe, hence best spatial resolution close to
interaction point where this is needed, and larger strip pitches towards the outer
part of the detector where “best” resolution is not demanded. This minimizes
the number of readout channels and results in a balanced occupancy throughout
the sensor.
As the detector has to be operated in an extremely radiation hard environ-
ment which is strongly non-uniform, studies of radiation damage to the sensors
are performed on the prototype detectors. The damage to silicon at the most
irradiated area during one year of operation is equivalent to that of 1 MeV neu-
trons with a flux of 1.3× 1014 particles/ cm2 (= 1.3× 1014neq/ cm2), whereas the
irradiation in the outer regions does not exceed a flux of 5× 1012neq/ cm2.
1R− ϕ coordinate system is used instead of the orthogonal x− y coordinates as the R− ϕ
strip sensor geometry is utilized instead of the pixel geometry.
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2.2.2.2 Overall dimensions
An R − ϕ strip sensor geometry is utilized in the VELO design and shown in
Fig. 2.8. The complete angular acceptance coverage is achieved with a series of
silicon stations each providing an R and a φ measurement [29], Figure 2.8 shows
a detailed schematic of the layout of the implants of the R and φ sensors. The
number of individual sensors is kept to a minimum, which simplifies the alignment.
Each sensor has an azimuthal coverage of 182◦, giving a small overlap between
the right and left halves which is useful for their relative alignment.
As a result of being able to reconstruct all tracks in the LHCb acceptance
(2 < η < 5) with the VELO by requiring at least three measured hits, the number
of hit measurements for individual track varies substantially as a function of η
and the position of the PV as shown in Fig. 2.9.
Several factors listed below make the VELO mechanical design [30] demand-
ing: the ultra high vacuum requirements of the LHC ring, the necessity for wake
field suppression, the need to shield the detectors from electromagnetic effects
induced by the high frequency beam structure, and the necessity to retract the
detectors by 30mm from the interaction region during injection of a new LHC
fill. To meet all these constraints, a design with two detector halves was chosen,
each placed inside a thin-walled aluminum box. Aluminum was chosen since it
has a relatively low Z, good electrical conductivity, and can be machined quite
easily. The side walls of these boxes are 0.5 mm thick. In order to allow for
overlap in the two detector halves, the top surfaces of these vacuum boxes have a
corrugated shape and are made from 0.3mm thick AlMg3 foil (an aluminum alloy
with 3% magnesium). The two detector boxes are placed in a 1.4m long vacuum
vessel with a diameter of 1.1 m. The whole assembly of VELO system is shown
in Fig. 2.10.
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Figure 2.7: The LHCb spectrometer seen from above (cut in the bending plane),
showing the location of the VELO
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Figure 2.8: Schematic of the strip layout of the realistic R and φ sensors, not
showing the routing lines. This figure is taken from [29].
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Figure 2.9: The number of hits for a reconstructed track in the VELO stations as
a function of pseudorapidity η, shown separately for tracks coming from an event
having PV with z-position 10 cm or -10 cm (compared to the nominal interaction
point). This figure is taken from [29].
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Figure 2.10: Overview of the VELO vacuum vessel. This figure is taken from
[27].
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2.2.2.3 Silicon sensors
The complexities and challenges of the LHCb VELO sensor design arise from the
varying strip lengths, the double metal layer 1, and the need for regions of very
fine pitch. The first aim of the design and prototyping is to ensure that the sensor
gives the expected performance in the context of the overall chosen design of the
whole detector system. The second aim was to check that this is maintained after
irradiation. It should be noted that the most stringent requirements on the sensor
performance are at low radius, where there is both the finest pitch to provide best
resolution and the highest irradiation level.
There are two types of silicon sensors: R sensor and φ sensor as shown in
Fig. 2.8, both have a circular shape patterned with azimuthal (R measuring)
or quasi-radial (φ measuring) strips. Routing line is deposited as a second metal
layer going from inner part towards outer part, this double metal structure makes
possible the decouple of the signal routing from the strip geometry. It also moves
the electronics part as far as possible out of the acceptance. The concept of
the strip layout is also illustrated schematically in Fig. 2.8. The strips in the φ
sensor are split into an inner and outer region, chosen to equalize the occupancy
in the two regions. The detectors are flipped from station to station, and the
strips are tilted with a stereo angle, which is different in sign and magnitude
for the inner and outer region of the φ sensor. This results in a dog-leg shape,
which minimizes the depth of the corrugations needed in the RF shield (shown
in Fig.2.11) to accommodate the shape.
The pitch varies with radius, keeping a balance between making the occupancy
as uniform as possible throughout the sensor, and ensuring that the first two
points on the track are measured with the finest pitch available.
The most important issues affecting the choice of silicon technologies were
investigated with dedicated LHCb prototyping as shown in the following discus-
sions. The voltage required to deplete the sensor is proportional to the square
of the sensor thickness. Given the large voltage needed to deplete the irradiated
sensors, thin silicon is an advantage. In addition, if the irradiated sensor is only
partially depleted, then the thinner the sensor, the greater the recovered charge.
1Metal 1 is for strip layer and metal 2 is for routing line
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Figure 2.11: Close-up of the secondary vacuum container showing the inside close
to the beam. The corrugation close to the beam axis are needed to minimize the
material seen by tracks before the first measured point. The corrugation at the
side allow an overlap between the left and right detector half. This figure is taken
from [29].
Furthermore, the bulk current will be smaller for thinner sensor, in proportional
to the thickness, so the risk of thermal runaway is reduced. However, on the
other hand, for a fully depleted sensor the total amount of charge produced is
proportional to the thickness. So the signal to background ratio, S/N , is better
for a thicker sensor. The cluster resolution is improved by the charge sharing
between strips due to diffusion. In this respect, thick sensors are an advantage
given the greater diffusion width of the deposited charge. Last, thin sensors also
have the overall advantage that the multiple scattering effect is reduced.
There is also a choice to make between segmentations on the p- (p-on-n) or
n- (n-on-n) side. This affects the way the detector operates when being underde-
pleted, and also the operating conditions where micro-discharge noise may occur,
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and the fabrication possibilities.
For a p-on-n configuration, there can be disadvantages when the sensor is
underdepleted after irradiation as the p-n junction is on the same side as the
strips (depleted region is on the other side of strips). The effect is shown in
Fig. 2.12, when the sensor is fully depleted, as in Fig. 2.12 (a), the field lines
are concentrated onto the diode side and the charge cluster is narrow. When it
is partially depleted, as in Fig. 2.12 (b), the undepleted region close the p type
strips act as insulating layer, and a signal is induced over a few strips. This
charge spread leads to loss of efficiency and degradation of spatial resolution, and
is particularly dangerous for fine pitch sensors. A double metal structure can
cause an additional charge loss, as illustrated in Fig. 2.12 (c) and (d). These
disadvantages are not present for the n-on-n design.
For the fabrication procedure, p-on-n sensors have the advantage that the
single-sided processing is easier, and it is possible to have a finer pitch due to the
fact that there is no need to separate the strips via a mechanism such as p-stops.
However, it is possible to have a fine pitch for n-on-n sensors with the use of such
techniques as p-spray.
The segmentation choice is considered critical for LHCb, where the design
includes fine pitch and double metal, and it has been investigated extensively in
the prototyping.
The front end electronics (FEE) readout system for the VELO has to be
fast enough in a 40 MHz bunch crossing rate. The key components of the FEE
architecture are shown in Fig. 2.13. One silicon sensor is read out by 16 front-
end chips mounted on one hybrid. Five repeater cards per hybrid are mounted
directly on the outside of the vacuum tank. Four cards drive the analog signals
over twisted pair cables to the digitizer boards in the counting room at a distance
of 60m. One other repeater card receives the timing and control signals and the
low voltage for the front-end chips as well as the bias voltage for the sensor. All
analog data of one sensor are received and processed by one digitizer board. The
low voltage and high voltage power supplies are situated behind the shielding
wall in a radiation safe environment. The electronics can be divided into L0
electronics (front-end chips, hybrids) and L1 electronics (analog links, digitizer
boards).
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Figure 2.12: Cluster shapes for the depleted and underdepleted scenarios for a
simple segmented p-on-n sensor, (a) and (b), and for a sensor with a double metal
structure, (c) and (d). At full depletion, the charge is focused on the diodes, while
at underdepletion the cluster spread, (b), and lose charge to the routing line double
metal layer, (d). This figure is taken from [29].
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Figure 2.13: VELO Front-end electronics architecture. This figure is taken from
[29].
42
2.2 The LHCb detector
2.2.3 The tracking system
The LHCb tracking system consists of different tracking stations along the beam
axis, it starts from the vertex locator system (VELO) which provides track seeding
and four planar tracking stations: the Tracker Turicensis (TT [31]) upstream of
the dipole magnet and T1-T3 downstream of the magnet. VELO and TT employ
microstrip silicon detectors. For T1-T3, silicon microstrips are used in the region
close to the beam pipe (called Inner Tracker, IT [32]) whereas straw tubes are
utilized in the outer region of the stations (called Outer Tracker, OT [33]). The
TT and the IT are developed in a common project called the Silicon Tracker
(ST). The VELO is already described in section 2.2.2, the ST will be discussed
in section 2.2.3.1 and the OT in section 2.2.3.2.
2.2.3.1 Silicon tracker
As introduced above, the Silicon Tracker (ST) comprises two detectors: the TT
[31] and the IT [32]. They both utilize silicon microstrip sensors with a strip pitch
of about 200 µm. The TT has a width of 150 cm and a height of 130 cm and is
a planar tracking station that is located up-stream of the LHCb dipole magnet
covering the full acceptance of the experiment. The IT covers a 120 cm wide
and 40 cm high cross shaped region in the centre of the three tracking stations
downstream of the magnet. Each of the four ST stations has four detection layers
in an (x-u-v-x) arrangement with vertical strips in the first and the last layer (both
denoted as “x” in the coordinate system), and strips rotated by a stereo angle of
−5◦ and +5◦ in the second and the third layer, respectively (denoted as “u” and
“v”). The TT has an active area of about 8.4 m2 with 143360 readout strips of
up to 38 cm in length. The IT has an active area of 4.0 m2 with 129024 readout
strips of either 11 cm or 22 cm in length.
All four detection layers of the TT are housed in a large tight and thermally
and electrically insulated detector volume, where a temperature below 5◦ is main-
tained. It is made with minimal material to keep it very light. The detector
volume is continuously flushed with nitrogen to avoid condensation on the cold
surfaces. To facilitate track reconstruction algorithms, the four detection layers
are arranged in two pairs, (x,u) and (v,x), that are separated by approximately
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27 cm along the beam axis. The layout of one of the detection layers is illustrated
in Fig. 2.14. The basic building block consist of a half module that covers half of
the detector acceptance.
Figure 2.14: An example of the layout of one TT detection layer (the third one).
Different readout sectors are indicated by different shadings. This figure is taken
from [27].
The detection layer consists of a row of seven silicon sensors organized into
either two or three readout sectors. The readout hybrids for all readout sectors
are mounted at one end of the module. The regions above and below the beam
pipe are covered by one such half module respectively. The regions to the sides
of the beam pipe are covered by rows of seven (for the first two detection layers)
or eight (for the last two detection layers) 14 sensor long full modules. These
full modules cover the full height of the LHCb acceptance and are assembled
from two half modules that are joined together end-to-end. Adjacent modules
within a detection layer are staggered by about 1 cm in z-direction and overlap
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by a few millimeters in x-direction to avoid acceptance gaps and to facilitate the
relative alignment of the modules. In the u and v detection layers, each module
is individually rotated by the respective stereo angle. A main advantage of this
design and configuration is that all front-end hybrids and the infrastructure for
cooling and module supports are located above and below the active area of the
detector, outside of the acceptance of the experiment. This can minimize the
secondary interactions.
For the IT detector, each of the three stations consists of four individual
detector boxes that are arranged around the beam pipe as shown in Fig. 2.15.
Each detector box contains four detection layers and each detection layer consists
of seven detector modules. Adjacent modules in a detection layer are staggered
by 4 mm in z-direction and overlap by 3 mm in x-direction to avoid acceptance
gaps and facilitate the relative alignment of the modules.
Figure 2.15: An example of the four IT detector boxes that are arranged around
the LHC beam pipe. This figure is taken from [27].
Detector modules in the boxes above and below the beam pipe (top and
bottom boxes) consist of a single silicon sensor and a readout hybrid. Detector
modules in the boxes to the left and right of the beam pipe (side boxes) consist
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of two silicon sensors and a readout hybrid. The resulting layout and dimensions
of one of the IT detection layers are illustrated in Fig. 2.16.
Figure 2.16: An example of the layout of a detection layer along x-direction in
the second IT station. This figure is taken from [27].
Both the TT and the IT make use of the Beetle front-end readout chip [34].
Four (TT) or three (IT) Beetle chips are located on a front-end readout hybrid.
Each Beetle chip amplifies and shapes the detector signals of 128 readout strips,
samples them at the LHC bunch crossing frequency of 40 MHz, stores the sampled
data in an analog pipeline, and upon a Level-0 trigger transmits the analog data
32-fold multiplexed via four differential output ports. The basic functional block
for the signal processing from a single Beetle chip is illustrated in Fig. 2.17.
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Figure 2.17: Functional block for the processing of the data from one Beetle chip.
This functional block is repeated four times on a TT digitizer card and three times
on an IT digitizer card. This figure is taken from [27].
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2.2.3.2 Outer tracker
The LHCb Outer Tracker (OT) is a drift-time detector [33], which is designed as
a tracker of the charged particles, thus can measure of their momentum over a
large acceptance region. Excellent momentum resolution is necessary for a pre-
cise determination of the invariant mass of the reconstructed Beauty and Charm
hadrons. For example, a mass resolution of ∼ 10 MeV for the decay B0s→ D−s pi+
translates into a requirement of momentum resolution δp/p ≈ 0.4%. The recon-
struction of high multiplicity B decays demands a high tracking efficiency and
at the same time a low fraction of wrongly reconstructed tracks: a track finding
efficiency of 95% would result in, taking the same decay above as an example,
an overall reconstruction efficiency of 80% in the tracking system for the signal
decays.
The OT is designed as an array of individual, gas-tight straw tube modules.
Each module has two staggered layers (monolayers) of drift tubes with inner
diameters of 4.9 mm. A counting gas, a mixture of Argon (70%) and CO2
(30%, is needed in order to guarantee a fast drift time (below 50 ns) and a
sufficient drift coordinate resolution (200 µm). The gas purification, mixing and
distribution system foresees the possibility of circulating a counting gas mixture
of up to three components in a closed loop.
The detector modules are arranged in three stations as shown in Fig. 2.18.
Each station consists of four layers, again arranged in an x-u-v-x geometry: the
modules in the x-layers are oriented vertically, whereas those in the u and v layers
are tilted by ±5◦ with respect to the vertical, respectively. The total active area of
a station is 5971× 4850 mm2. The outer boundary corresponds to an acceptance
of 300 mrad in the magnet bending plane (horizontal) and 250 mrad in the non-
bending plane (vertical). The inner cross-shaped boundary of the OT acceptance
is determined by the requirement that detector occupancies should not exceed
10% at a nominal luminosity of 2× 1032 cm−2s−1.
The OT assembly is shown in Fig. 2.18. The detector modules are supported
by aluminum structures. Each station is split into two halves, retractable on
both sides of the beam line. Each half consists of two independently movable
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Figure 2.18: Example plot of (a) arrangement of OT straw tube modules in layers
and stations; (b) overview of the OT bridge carrying the C-frames. The C-frames
on both sides of the beam pipe are retracted. This figure is taken from [27].
units of two half layers (called C-frames). The modules are positioned on the C-
frames by means of precision dowel pins. The C-frames also provide routing for
all detector services (gas, low and high voltage, water cooling, data fibers, slow
and fast control). The OT C-frames are sustained by a stainless steel structure
(called OT bridge), equipped with rails allowing the independent movement of
all twelve C-frames.
The front-end electronics measures the drift times of the ionization clusters
induced by charged particles traversing the straw tubes with respect to the beam
crossing signal. The drift times are digitized for every bunch crossing (25 ns)
and stored in a digital pipeline to await the Level-0 decision. On a positive L0
decision, the digitized data of up to 3 bunch crossings (to cover a time range of up
to 75 ns) is transmitted via optical links to the Level-1 buffer (TELL1) boards.
The radiation dose expected for the front-end electronics is only 10 krad, which
is well below the maximum tolerable dose of 2 mrad.
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2.2.4 The particle identification system
Particle identification within LHCb is provided by the two Ring-Imaging Cherenkov
(RICH) detectors, the calorimeter system and also the Muon detector. Among
the common charged particles such as electron, µ, pi, K and proton, the electrons
are primarily identified using calorimeter system and the muons with Muon sys-
tem. The hadrons are then identified with the RICH detector. A description of
the LHCb RICH detectors and their performance is given in [27] and [35]. Only
the major features are summarized here. Moreover, the RICH detector can also
help improving the lepton identification. Neutral electromagnetic particles, such
as photon and pi0, are identified using calorimeter system where the pi0→ γγ may
be resolved as two separate photons, or as a merged cluster.
A charged particle radiates if its velocity is greater than the local phase ve-
locity of the light, and this phenomenon is called Cherenkov radiation. It causes
much less energy loss than scintillation (usually on the order of 10−4 compared
to scintillation process). The angle θc of Cherenkov radiation, relative to the
particle’s direction, for a particle with velocity βc in a medium with index of
refraction n is
cos θc = 1/nβ. (2.1)
Imaging counters then make the most powerful use of these ring-correlated angles
of emission of the individual Cherenkov photons. Providing the momentum in-
formation of the track which is measured by the tracking system, one can identify
hadrons, such as pi-K separation, from the angle measurements.
In the forward region, covered by the LHCb spectrometer, there is a strong
correlation between momentum and polar angle, with the high-momentum par-
ticles produced predominantly at low polar angles. Thus hadron identification in
LHCb is provided by two Ring Imaging Cherenkov detectors (RICH). Both RICH
detectors have a similar optical system, with a tilted spherical focusing primary
mirror, and a secondary flat mirror to limit the length of the detectors along the
beam direction. Each optical system is divided into two halves on either side of
the beam pipe, with RICH 1 being divided vertically and RICH 2 horizontally.
Lower momentum particles, up to about 60 GeV, are identified by the RICH
1 detector, located upstream of the magnet. RICH 1 detector layout is shown in
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Fig. 2.19. It combines silica aerogel and fluorocarbon gas radiators with a polar
angle acceptance from 25 to 300 mrad. The aerogel covers the low momentum
tracks and plays an important role in tagging the flavor of the b-hadrons.
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Figure 2.19: Layout of the vertical RICH 1 detector. This figure is taken from
[35].
The focusing of Cherenkov light is accomplished using spherical mirrors, tilted
to bring the image out of the spectrometer acceptance. The light rays are again
reflected using secondary plane mirrors to focus the ring images on the photon
detectors, located above and below the beam, in a region where they can be
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shielded from the B-field of the spectrometer magnet.
An event display of the photodetector hits in a typical event is shown for
RICH1 in Fig. 2.20. For RICH 1, densely-populated small diameter rings can be
seen from the C4F10 gas radiator, as well as the more sparsely-populated large
diameter rings from the aerogel.
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Figure 2.20: Event display of detected photoelectrons for a typical event in RICH
1 with all background sources included. The fitted rings are superimposed, indi-
cated by solid lines for rings from long tracks and dashed lines for other tracks.
This figure is taken from [27].
In order to determine the particle species for each track, the Cherenkov angle
information must be combined with the track momentum measured by the track-
ing system. The RICH detectors operate in a high occupancy environment, to
reconstruct such events efficiently, an overall event log-likelihood algorithm is em-
ployed, where all tracks in the event and in both RICH detectors are considered
simultaneously. This allows for an optimal treatment of tracks where Cherenkov
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cones overlap. A difference in log-likelihood:
∆ lnLKpi = lnL(K)− lnL(pi)
= ln[L(K)/L(pi)] (2.2)
is computed based on such angle measurements and plotted in Fig. 2.21 for tracks
that have been matched to true kaons and pions. As can been seen, ∆ logLKpi
tends to have positive values for kaons, with a double-peaked structure that is
due to the momentum-dependence of the pi −K separation of the RICH system,
whereas the pions tend to have negative values.
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Figure 2.21: Difference in log-likelihood between the kaon and pion hypotheses
from RICH system, for (a) kaons and (b) pions, in a sample of B0s→ D−s K+ events;
the shaded histograms are for low momentum tracks. This figure is taken from [35].
RICH 2 detector, that is situated downstream of the spectrometer magnet
and tracking stations, is dedicated for high momentum particle identification.
It covers the high-momentum region 15–100 GeV, over the angular range 15–
120 mrad. Since the high momentum tracks it measures are less affected by the
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magnetic field, it can be placed after the downstream tracking system in order
to reduce material for the measurement of the charged tracks. An example event
display plot is shown in Fig. 2.22 for RICH 2 detector.
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Figure 2.22: Event display of detected photoelectrons for a typical event in RICH
2. The fitted rings are superimposed, indicated by solid lines for rings from long
tracks and dashed lines for other tracks. This figure is taken from [27].
In order to determine the PID performance using a data-driven approach, high
statistics samples of genuine K±, pi±, p and anti-p tracks are needed. The selec-
tion of such control samples must be independent of PID information in order to
give a unbiased result. The strategy employed is to reconstruct, through purely
kinematic selections that are independent of RICH system, exclusive decays of
particles copiously produced at LHCb. The following decays, and their charge
conjugates, are identified: K0s → pi+pi−, Λ → ppi− and D∗+ → D(K−pi+)pi+.
This ensemble of final states provides a complete set of charged particle types
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needed to comprehensively assess the RICH detectors hadron PID performance.
Utilizing the log-likelihood values obtained from the control channels, Fig. 2.23
demonstrates the kaon efficiency (kaons identified as kaons) and pion misiden-
tification (pions misidentified as kaons) fraction 1, as a function of momentum,
achievable with two different PID requirements. Requiring that the likelihood
for each track with the kaon mass hypothesis be larger than that with the pion
hypothesis, i.e. ∆ logL(K − pi) > 0, and averaging over the momentum range
2–100 GeV, the kaon efficiency and pion misidentification fraction are found to
be ∼ 95% and 10%, respectively. The alternative tighter PID requirement of
∆ logL(K − pi) > 5 illustrates that the misidentification rate can be significantly
reduced to ∼ 3% for a kaon efficiency of ∼ 85%.
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Figure 2.23: Kaon identification efficiency and pion misidentification rate mea-
sured on data as a function of track momentum. Two different ∆ logL(K − pi)
requirements have been imposed on the samples, resulting in the open and filled
marker distributions, respectively. This figure is taken from [35].
1It is also called fake rate.
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2.2.5 The calorimeter system
The main purpose of the calorimeter is to identify electrons as well as hadrons
and to provide measurements of their energy and track position. Furthermore,
the electromagnetic calorimeter can enable the reconstruction of photons and pi0
mesons. The calorimeter system is used at several stages at LHCb [27, 36]. It
selects high transverse energy hadron, electron and photon candidates for the first
trigger level (hardware trigger), which makes a decision about 4 microseconds
after the interaction. It can also provide the identification of electrons which
is essential to flavor tagging through semileptonic decays. Further more, the
reconstruction with good accuracy of pi0 and prompt photons gives access to the
study of B-meson decay channels which are important to the complete physics
program.
The whole calorimeter system consist of four elements: a single-layer preshower
detector and a scintillating pad detector followed by a Shashlik electromagnetic
calorimeter (ECAL), and a scintillating tile hadron calorimeter (HCAL). The
four elements of calorimeter employ similar technologies, i.e. scintillators coupled
to wavelength-shifting fibers read out by fast photon detectors. The polar angle
acceptance starts at 30 mrad from the beam axis. The acceptance improvement
which could be gained at smaller angles does not justify the additional cost and
complications caused by the necessity of radiation-hard detection techniques. The
outer limits of polar angle acceptance are 300 mrad horizontally and 250 mrad
vertically. The dynamic range of the readout extends up to 200 GeV in the
electromagnetic calorimeter and 300 GeV in the hadron calorimeter.
2.2.5.1 Introduction
The basic technical choices for ECAL and HCAL are driven by the energy resolu-
tion performances expected. The trigger requirements can very well be satisfied
by sampling calorimeters.
• ECAL: Recent year’s developtments of “shashlik” technology have shown
that electromagnetic shower energies can be measured with a resolution
of σ(E)/E = 10%/
√
E ⊕ 1.5% (with E in GeV), which, together with
56
2.2 The LHCb detector
preshower information, provides sufficient electron-hadron separation at
trigger level as well as at oﬄine reconstruction level. This performance
is obtained using a sampling structure of 2 mm lead sheets interspersed
with 4 mm thick scintillator plates, and a careful design of the light col-
lection by the wavelength shifting (WLS) fibers. The energy resolution will
be dominant factor in the mass resolution of B decays containing a pi0 or a
prompt photon.
• HCAL: The structure chosen is an iron/scintillating tile calorimeter readout
by WLS fibers, the scintillator and iron plates being parallel to the beam.
For our detector, the sampling structure provides on average 4 mm scintil-
lator thickness, every 16 mm of iron. With an overall material thickness of
1.2 m, the energy resolution obtained is: 80%
√
E ⊕ 10%.
• PS and SPD: Given the above choices, it is attractive to adopt scintillators
for these two detection planes located just before (SPD) and just after
(PS) a 12 mm thick lead wall. The detector elements are 15 mm thick
scintillator pads. The light from both WLS fiber ends is sent by long clear
fibers to photomultiplier that are located above or below the detectors.
This structure provides on average about 25 photoelectrons in response
to a minimum ionizing particle, which enables a clean separation between
electron and photon showers.
Table 2.1 summarizes the requirements to all the calorimeter subdetectors
where λI is defined in Eq. 2.4.
The basic structures of the front-end electronics (FEE) is dictated by the
need to handle the data for Level 0 triggers as quickly as possible. The frond-
end electronics and the SPD/PS photomultipliers are located at the detector
periphery. The signals are shaped directly on the back of the photomultiplier
or after 10 m long cables. They are then digitized in crates positioned on top
of the detectors, and trigger circuits hosted in the same crates can perform the
clustering operations. For each channel, the data, sampled at the bunch crossing
rate of 40 MHz, are stored in a digital pipeline waiting for the Level 0 trigger
decision. The second requirement of FEE is to reduce the signal tails associated
57
2.2 The LHCb detector
Table 2.1: Requirements to the calorimeter subdetectors.
subdetector SPD/PS ECAL HCAL
overall lateral dimension 6.2 m× 7.6 m 6.3 m× 7.8 m 6.8 m× 8.4 m
depth in z 180 mm 835 mm 1655 mm
2X0, 0.1λI 25X0, 1.1λI 5.6λI
basic requirements 20-30 photoelectrons 10%
√
E 80%
√
E
per MIP ⊕1.5% ⊕10%
dynamic range 0-100 MIPs 0-10 GeV ET 0-10 GeV ET
to the bunch crossing preceding the one being sampled that is achieved by suitable
signal treatment within 25 ns. The next essential point is that, in order to not
deteriorate the resolution, the electronic noise must remain at the least significant
bit level. At the short shaping times being used, careful design of the very front-
end part.
2.2.5.2 The PS and SPD
It was found that pion rejection based on leakage into HCAL has inherent limi-
tations in regions of high track density: in particular the energy lost by hadrons
in the HCAL near to an electron can increase the probability of mistaking the
electron as a pion. As a consequence, pion rejection using only information from
ECAL and HCAL is not sufficient, and a preshower detector is needed to provide
better identification of electromagnetic particles.
A preshower structure made of lead and scintillator, respectively 14 mm (2.5
X0, X0=0.56 cm for lead) and 10 mm thick, has been chosen. The optimum
pulse-height cut in the scintillator correspond to 9 MIPs. The preshower detector
is located immediately up stream of the ECAL, with one-to-one correspondence
between ECAL towers and Preshower cells. The Preshower is mechanically sup-
ported by the ECAL frame, the detectors are arranged in a series of drawers
which can slide horizontally on rails allowing easy access to the scintillator and
readout elements. Each cell is made of a 14 mm thick lead plate followed by
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a square scintillator that is 10 mm thick. The tile has the same transverse di-
mensions as the corresponding ECAL tower. The scintillator is chosen to have
a high light yield and fast response. The light is extracted from the scintillator
using wavelength-shifting (WLS) fibers that allows photon detector and readout
electronics to be sited away from the beam, thus reducing the radiation dose.
The electron/pion separation is based on the fact that electrons produce a
shower that starts in the lead absorber with a bulk of secondary particles leaving
the lead and reaching the scintillator of the PS, thus inducing a signal that is
much larger than a typical signal from a minimum ionizing hadron as shown
in Fig. 2.24. On one hand, the absorber thickness should be large enough to
generate a big number of secondary particles and on the other hand it should be
thin enough to minimize the invisible energy that is lost in the absorber material
and that cannot be detected by the ECAL. As baseline solution, we have chosen
a lead absorber thickness of two radiation lengths for PS system that allows
an efficient e/pi separation without compromising the energy resolution of the
electromagnetic calorimeter.
In order to separate photons and electrons at the Level 0 of ECAL trigger,
the scintillator pad detector (SPD) is positioned in front of the lead absorber.
Charged particles will deposit energy in the scintillating material while neutrals
should not interact. Some processes however can cause a photon to deposit
indirectly energy in the scintillator which leads to a misidentification of photon as
electron. Possible sources are pair production before SPD due to material from
other subdetection components in front of it, interactions in the scintillator of
SPD that produce charged particles inside the SPD, and the backwards moving
charged particles generated in the lead absorber or in the ECAL (called back
splash). The detailed measurements for photon energies between 20 and 50 GeV
show that the probability of photon misidentification due to interactions in the
SPD scintillator is (0.8± 0.3)%. The probability to pass 0.7 MIPs threshold due
to back splash is measured to be (0.9 ± 0.6)% and (1.4 ± 0.6)% for 20 and 50
GeV photons, respectively. Figure 2.25 shows an example of energy depositions
in SPD for differnt cases described above.
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Figure 2.24: Energy deposition of 50 GeV electrons and pions in the preshower
detector. This figure is taken from [27].
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Figure 2.25: Normalized distributions from test beam data of deposited ener-
gies in the SPD by electrons and 46-48 GeV photons (top), by photons generated
through back splash (bottom left), and photons that have integrations with SPD
(bottom right). The first bin (or the highest bin) corresponds to no energy depo-
sition by photons. This figure is taken from [36].
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2.2.5.3 The electromagnetic calorimeter
Before extensively describing specific features of the LHCb electromagnetic calorime-
ter, some basic and commonly referred concept needs to be introduced first. High
electrons predominantly lose energy in matter by Bremsstrahlung, and high en-
ergy photons by e+e− pair production. The characteristic amount of matter
traversed for these related interactions is called the radiation length X0, usually
measured in g cm−2. It is both (a) mean distance over which a high energy elec-
tron loses all but 1/e of its energy by breamsstrahlung, and (b) 7/9 of the mean
free path for pair production by a high energy photon. X0 has been calculated
by Y.S. Tsai [37], and also Dahl provides a compact fit to the data [19]:
X0 =
716.4g cm−2A
Z(Z + 1) ln(287/
√
Z)
(2.3)
with A as the mass number and Z as the atomic number.
The main aims of the electromagnetic calorimeter are:
• To provide electron identification at different trigger levels and at the oﬄine
reconstruction
• To measure the energy of electrons and photons
• To provide pi0 reconstruction
LHCb requires the ECAL to have a good energy resolution, variable transverse
granularity, fast response time, and good reliability in a radiation hostile envi-
ronment. The experience from other experiments has shown that the “shashlik”
technology [38] can combine these features at a reasonable cost.
For a given scintillator cell size and sampling fraction, the energy and spatial
resolution of a module are determined by the uniformity in response. The trans-
verse uniformity of a “shashlik” module is depending on two dominant effects,
the light reflection efficiency from edges of each tile, and the position and density
of fibers with respect to the ionizing particles.
Furthermore, the transverse and longitudinal uniformity in response can also
be affected by radiation damage of the scintillator and the fiber material. We
measured the degradation in light yield of scintillator tiles and fibers due to
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radiation, and we simulated the effect of such degradation on the energy resolution
of ECAL modules. The radiation can affect the quality of the optical components
made of plastic materials, namely the scintillating tiles and WLS fibers 1. Both
light yields, and transmission through the tiles and fibers may decrease with a
increasing dose. The left plot of Fig. 2.26 shows the measured degradation in
light yield and transmission for irradiated scintillating tiles as function of the
distance to the PMT. In order to study the effect of annealing, the measurements
were repeated several times between 7 hours and 2000 hours after irradiation was
stopped. One can clearly see that some annealing effect is observed up to 50 hours
after irradiation. Then on the right plot, degradation of WLS fiber is shown as
the same variable, and under the same annealing procedure. Conclusions is drawn
from these behaviors that subsequent annealing improves the light attenuation
by up to 40% and 70% within the first 50 hours and 175 hours, respectively for
scintillator and fiber. No further improvement is observed afterwards.
The various interactions of particles and detection principles are summarized
in Fig. 2.27 where high energy electrons undergo the Bremsstrahlung and high
energy photons are converted to electron pairs. Neutral pions are identified by
photon pairs. To conclude, the ECAL system can provide both identifications
and energy measurements of electromagnetic particles, it is a crucial subdetector
system in the LHCb spectrometer.
1Wave-Length Shifting (WLS) optical fibers are used to collect the light produced in the
tiles. The plastic in these fibers have been doped with special dyes that absorb the predomi-
nantly blue light from the scintillator and re-emit green light.
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Figure 2.26: Scintillator (left) and WLS fiber (right) degradation, that is in terms
of light yields for scintillator and PMT current for fiber, and annealing effect after
irradiation is shown as a function of distance to the PMT. This figure is taken from
[36].
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Figure 2.27: Various interactions of particles and detection principles for ECAL.
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2.2.5.4 The hadronic calorimeter
Neutrons, protons, pions etc. can interact with nuclei through the strong inter-
actions. In passing though matter, a hadron can therefore build up a shower by
multiple interactions. The hadronic showering process is dominated by a succes-
sion of inelastic hadronic interactions. At high energies, these are characterized
by multiparticle production and particle emission originating from nuclear decay
of the exited nuclei. The shower can be parameterized by a nuclear interaction
length which is defined as:
λI = A/(σINAρ) (2.4)
with σI as the inelastic cross section, NA as Avogadro’s number, A as atomic
weight and ρ as density. It is used to stands for the mean free path of parti-
cle before undergoing an interaction that is neither elastic or quasi-elastic in a
given medium. Many different final states are possible in high energy hadronic
interactions. And up to 30% of the incident energy may be lost due to nuclear
excitation and break-up, production of muons and neutrinos which escape from
the calorimeter. Fluctuations in the amount of energy deposited are largely due
to the variable fraction of the shower which is converted into an electromanetic
shower by the production of fast neutral pions and their subsequent rapid de-
cays into energetic photons. This limits the energy resolution σ(E)/E usually to
about ∼ 50%/√E depending on specific detectors.
In LHCb, the main purpose of the hadron calorimeter (HCAL), as shown in
Fig. 2.28, is to provide data for L0 (hardware) hadron trigger. The required
energy resolution of 80%/
√
E is quite moderate, however the detector has to
be fast in order to measure the particle’s transverse energy at a 40 MHz bunch
crossing rate.
To summarize for the calorimeter system, the photons and electrons can be
distinguished at SPD detector as photon does not induce scintillations. The pions
and electrons can be separated at preshower detector as pions deposit much less
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energy than the electrons. Hadrons deposit most of their energy at HCAL. All of
these energy depositions are illustrated in Fig. 2.29.
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Figure 2.28: General view of one half of the hadron calorimeter: there are 26
horizontal modules stacked on top of each other. Two central modules are shorter
to allow the accelerator beam-pipe to traverse. This figure is taken from [36].
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Figure 2.29: Energy depositions for photons, electrons and hadrons in the
calorimeter system.
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2.2.6 The muon system
The capability to provide a fast muon triggering system and efficient oﬄine muon
identification is essential to the LHCb experiment. They are of great importance
to reach many of the physics objectives as muons are present in the final states
of many CP sensitive decays. Moreover, muons provide a very efficient handle
for flavor tagging through b→ µX semileptonic decays.
The LHCb Muon detector [27, 39, 40] benefits from the penetrative power of
the muons, that can provide a robust muon trigger. Because of the elevated mass
of the B mesons, the muons produced by their decays have a high pT signature.
The muon detector is required to have a high efficiency over a large area and an
appropriate time resolution to identify the bunch crossing for level-0 triggers. It
consists of five muon tracking stations as shown in Fig. 2.30, which are equipped
with 1368 Multi Wire Proportional Chambers (MWPC) and 12 Gas Electron
Multiplier chambers. The five stations are placed along the beam axis for a
total active area of 435 m2. The first station, M1, is placed in front of the
calorimeters, while stations M2 to M5 are interleaved with three iron filters and
placed downstream the calorimeters. The acceptance of the muon detector is
about 20% for muons from inclusive b decays. Each station is subdivided into
four regions (R1–R4) with dimensions and granularity shaped in order to keep
the occupancy roughly constant over the detector channels.
A MWPC is made of four gaps (two in station M1), each one with a plane
of anode wires between two cathode planes. The anodecathode distance is as
short as 2.5mm to allow a fast charge collection. The readout electronics is
based on custom ASIC chips specifically developed for the Muon System. Short
peaking time (10 ns) and low noise (ENC ≈ 2000±40 e−/pF ) ensure a good time
resolution.
Figure 2.31 illustrates the muon triggering scheme. The trigger system searches
for straight track segments in its five stations. The search starts by looking for a
seed in station M3. Beginning with each track seed, a straight line is extrapolated
forward to the interaction point and backward up to the station M5. A track can-
didate is selected if at least one hit is found in each station within a certain Field
of Interest (FOI). The hits found in station M2 and M3 are used to extrapolate
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Figure 2.30: Muon system. This figure is taken from [27].
to station M1 to improve the pT resolution. The transverse momentum is then
computed using the impact points and the slope in station M1 and M2 together
with the trajectory deviation induced by the magnetic field. This pT is usually
called “online” pT or L0 pT used by L0 Muon trigger in order to be distinguished
from the oﬄine reconstructed pT.
2.3 The LHCb trigger
LHCb is designed to perform flavor physics measurements, and its trigger [27,
41, 42] distinguishes charm and beauty decays from the light quark background
by using information from all sub-systems presented perviously. For example,
It uses a combination of lepton identification of particles, transverse momentum
or energy of particles to select particles originating from hadrons which decay
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Figure 2.31: Track finding by Muon trigger system. This figure is taken from
[41].
after a finite flight distance. The trigger reduces the ∼ 11 MHz of bunch-bunch
crossings with at least one non-elastic pp interaction to 3 kHz of events which are
written to storage in two sequential levels. The first level (L0) is implemented
in hardware which reduces bunch crossing rate to 870 kHz by applying pT cuts
on muons and ET cuts on clusters in the calorimeters
1, while the next level is
a software application (Hlt1 and Hlt2) which runs on all processors of a large
computer farm.
2.3.1 The level-0 trigger
L0 trigger is divided into three independent triggers, the L0-Calorimeter trigger,
L0-Muon trigger and the L0-PileUp trigger. The latter is not used to trigger on
flavor physics events, but to help to the determination of the luminosity, and will
not be further described here. The L0 trigger system is fully synchronous with
the 40 MHz bunch crossing signal of the LHC. The latencies are fixed and depend
neither on the occupancy nor on the bunch crossing history. All L0 electronics
is implemented in fully customized hardware which make use of parallelism and
pipeline paradigm to do the necessary calculations within the maximum latency
of 4 µs. The trigger decisions are combined in a single L0-decision, which is
1After L0 trigger, the whole detector can be read out.
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transferred to the Readout Supervisor board (RS). The RS emulates the state of
the FE buffers to protect against their overflow. It also has information on the
state of the buffers in the readout boards of all sub-detectors and the availability
of free nodes in the Event Filter Farm (EFF). Based on this information it can
accept or throttle a L0 trigger.
The L0-Calorimeter system uses information from SPD, PS, ECAL and HCAL.
These four detectors are stacked along the beam axis (z-axis) and their longitu-
dinal segmentation offers the possibility to distinguish between photon, electron
and hadron showers. The L0-Calorimeter system computes the transverse energy
deposited in clusters of 2×2 cells using only cells of the same size. The transverse
energy is defined as:
ET =
∑
Ei sin θi (2.5)
where Ei is the energy deposited in cell i and θi is the angle between the z-axis and
a neutral particle assumed to be coming from the mean position of the interaction
envelope hitting the centre of the cell. The total number of hits in the SPD is
also determined, which is used to veto events which would take a disproportional
large fraction of the available processing time in the HLT. After combining all
information described above, three types of candidates can be built:
1. Hadron candidate (L0Hadron): the highest ET HCAL cluster. If there is
a highest ET ECAL cluster located in front of the cluster, the ET of the hadron
candidate is the sum of the ET of the HCAL and ECAL clusters.
2. Photon candidate (L0Photon): the highest ET ECAL cluster with 1 or 2
PS cells hit in front of the ECAL cluster and no hit in the SPD cells corresponding
to the PS cells. In the inner zone of the ECAL, an ECAL cluster with 3 or 4 PS
cells hit in front of it is also accepted as photon. The ET of the candidate is the
ET deposited in the ECAL alone.
3. Electron candidate (L0Electron): same requirements as for a photon can-
didate, with in addition at least one SPD cell hit in front of the PS cells.
The ET of these candidates is compared to a fixed threshold and events con-
taining at least one candidate above threshold trigger L0 system.
For L0-Muon trigger implementation, the muon system consists of five muon
stations (M1-M5), with pads in the high occupancy regions and horizontal and
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vertical strips elsewhere. Strips are combined to form logical pads for the muon
trigger. The pad sizes are chosen to obtain projectivity towards the interaction
region in the y-projection. Each quadrant of the muon detector is connected to
a L0 muon processor, and there is no exchange of information between quad-
rants, hence muons traversing quadrant boundaries cannot be reconstructed in
the trigger. Each of the four L0 muon processors look for the two muon tracks
with the largest and second largest pT in their quadrant. It searches for hits
defining a straight line through the five muon stations and pointing towards the
interaction point in the y-projection. In the x-projection the search is limited to
muons with a pT ≥ 0.5 GeV transverse to the beam line. The position of a track
in the first two stations allows the determination of its pT with a measured mo-
mentum resolution of ∼ 25% relative to the momentum of oﬄine reconstructed
muon tracks. The trigger sets a single threshold on either the largest plargestT of the
eight candidates (L0Muon), or a threshold on plargestT × p2nd largestT (L0DiMuon).
2.3.2 The high level trigger
An event accepted by L0 is transported by the online system from the detector
FE electronics to permanent storage. A detailed description of its implementation
can be found in [27]. Each event is transported to one of the 15440 processors of
the EFF, which is subdivided in 50 sub-farms.
The HLT is an application in C++, of which 26110 copies run on the EFF.
The same software is used throughout LHCb for HLT. The oﬄine full event
reconstruction and selection requires about 2s per event. During 2011 running,
the L0 trigger rate was about 870 KHz, which given the available resources in the
EFF, limits the time per event in the HLT to 30 ms. The HLT uses, where time
allows, the same reconstruction algorithms as used oﬄine.
HLT1 performs a partial reconstruction of tracks and performs lepton iden-
tification. It employs a combination of cuts on pT , invariant mass and IP to
reduce the rate to around 43 kHz. HLT2 reconstructs all tracks in the event with
pT > 500 MeV. It selects candidates using as signatures leptonic decays, finite
lifetime and invariant mass. Its output rate is 3 kHz, which is subdivided in 50%
74
2.3 The LHCb trigger
inclusive hadronic triggers, 25% triggers on leptons and the remaining rate from
exclusive triggers, mainly on charmed hadrons.
The HLT consist of various trigger lines, each line being optimized to cover
a certain class of events of interest. Each trigger line is configured by a python
script, which defines the basic reconstruction steps for objects on which event
selections can be run, for instance VELO tracks and tracks identified as a muon.
Each line contains the selection parameters and down scaling fractions. All lines
operate independently. Their independence is checked by running all lines indi-
vidually on a sample of events selected by the NoBias trigger, and making sure
that the results are compatible with running all lines simultaneously. A combina-
tion of lines, together with a L0 configuration, form an unique trigger path with
its associated Trigger Configuration Key (TCK), which is encoded for every event
in the raw data. The architecture of the HLT assures that while lines are inde-
pendent, all algorithms are executed only once per event. During 2011 running,
a typical TCK contained 23 L0 lines, 38 HLT1 lines and 131 HLT2 lines.
HLT1 reduces the rate to a sufficiently low level to allow forward tracking
of all VELO tracks in HLT2. In contrast to the oﬄine reconstruction, where
an approach with two tracking algorithms is used, in HLT2 only the algorithm
based on seeding the search with VELO tracks is employed, which leads to a lower
tracking efficiency compared to oﬄine by 1-2% per track. In addition, only tracks
with a p > 5 GeV and pT > 0.5 GeV are reconstructed, again to limit the size of
the search windows in the OT and IT tracking stations. Muon identification in
HLT2 is performed using the oﬄine muon identification algorithm, but now for
all tracks from the forward tracking. Tracks are also associated to ECAL clusters
to identify electrons.
A large share of the 3 kHz output rate of HLT2 is selected by so-called “topo-
logical lines”, which are designed to trigger on partially reconstructed b-hadron
decays. These lines in principle cover all b-hadrons with at least two charged par-
ticles in the final state and a displaced decay vertex. The topological lines take an
inclusive approach to maximize efficiency such as Boosted Decision Tree (BDT)
classifier, making them less dependent on reconstruction inefficiencies imposed by
the minimum p and pT requirements and loss due to the single, non redundant,
reconstruction mentioned above. While the topological lines are dedicated for
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inclusive b-hadrons, exclusive lines have also been implemented requiring all de-
cay particles to have been reconstructed in HLT2. They mainly use narrow mass
windows to reduce their rate. These exclusive lines either target prompt charm
hadron production, or allow to trigger on hadronic b-hadron decays without the
necessity to use lifetime biasing selections to reduce the rate.
Lastly, we use an algorithm called “TIS and TOS” to determine, from the
data, various effective trigger efficiency of events with a signal. This is done by
classifying an event which would also have been triggered without the signal as
a TIS (Trigger Independent of Signal) event, and/or classifying the event where
the signal alone is sufficient to trigger the event as a TOS (Trigger On Signal)
event. The trigger records all the information needed for such a classification.
All strips, straws, cells and pads of the sub-detectors have an unique identifier,
and these identifiers are written in a trigger report in the data stream for every
line which accepts an event. Global event variables, such as primary vertices or
the SPD multiplicity, are not considered in this classification. Events classify
as TOS if trigger objects which are associated with the signal are sufficient to
trigger the event. Events classify as TIS if it could have been triggered by those
trigger objects which are not associated to the signal. A number of events can be
classified as TIS and TOS simultaneously (NTIS&TOS), which allows the extraction
of the trigger efficiency relative to the oﬄine reconstructed events from data
alone. The efficiency to trigger an event independently of the signal, εTIS, is
given by εTIS = NTIS&TOS/NTOS, where NTOS is the number of events classified
as TOS. The efficiency to trigger an event on the signal alone, εTOS, is given by
εTOS = NTIS&TOS/NTIS, where NTIS is the number of events classified as TIS.
2.4 The LHCb software
The LHCb software is developed within the Gaudi framework. This framework is
a well-structured C++ object-oriented architecture providing the general needs
of the LHCb software components. The design of the LHCb architecture and its
implementation in the framework is driven by the requirements of the physicists
developing a reconstruction and simulation code and follows the evolution and
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change in their needs. A schematic view of the GAUDI architecture is shown in
Fig. 2.32.
Figure 2.32: Object diagram of the Gaudi architecture.
The LHCb software uses specific components for different tasks. The most
important components for Monte Carlo generation and physics analysis are pre-
sented here :
• Gauss: Monte Carlo event generation application. It has two steps: the
first one pp collision generation using the Pyhtia, the second one simula-
tion of the interaction between generated particles and the detector. The
generation process can produce particles with their corresponding 4-vectors.
These particles then decay in a typical b-event using an adapted version of
the EvtGen for LHCb. Geant4 is used in the second step which includes the
interaction of the particles with the detector material, the description of the
magnetic field and the energy loss by radiation interactions. The detector
description contains the geometry of the sub-detector elements, their chem-
ical composition and a map of the field produced by the dipole magnet. An
accurate description of the detector is required for a correct simulation of
particle energy loss by radiation and interaction with the material and for
multiple scattering.
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• Boole is the digitalization step. It takes as input the Monte Carlo particle
hits in the sensitive areas of the detector and simulates the response of the
various sub-detectors components as well as the readout chain electronics.
Possible alteration of the signal by both the proceeding and following bunch
crossings, called spillover, is introduced. Finally, the L0 hardware trigger is
emulated.
• Moore executes the high level software trigger algorithm. It either run in
the online trigger farm processing on real-time data from the DAQ system,
or oﬄine on the output of the digitization application Boole.
• Brunel is the event reconstruction application. It uses hits provided by the
Boole application or raw data to reconstruct tracks. Using pattern recogni-
tion, it computes the momenta of tracks and extracts the PID information.
The Brunel output is then stored in a tuple format used for physics analysis.
• DaVinci is for oﬄine physics analysis application. It is used to reconstruct
the decay sequence of interest. This is done by building selections using
particle information such as PID, momentum, and also various vertices.
2.5 The LHCb computing and data processing
The LHCb computing model is determined by the copious amount of data pro-
duced by the experiment and the CPU time to process them. The experiment
has all its software applications implemented base on Object Oriented technol-
ogy. The software strategy of the experiment is to have an architecture and a
framework built on independent components on which all experimental data pro-
cessing applications are based. The experiment aims to minimize duplication of
code and effort as well as to efficiently use its resources by organizing under a
single project all computing activities. In LHCb, the computing project covers
the software and hardware infrastructures for all the oﬄine and online computing
activities of the experiment. From the point of view of software this ranges from
the tasks to process event data to those used to control and monitor the data flow,
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comprising high level triggers filtering algorithms as well as full reconstruction
and data analysis.
Experimental data have to undergo a series of sequential processing stages for
physics results to be produced. The time and frequency of each data processing
operation, the type, amount and volume of input and output data need to be
quantified in order to specify the computing model. At the end of the High Level
Triggers approximately 200 events/s will be written to tape at the rate of 25
Mbytes/s, the size of the raw events having been estimated to be on an average
∼ 125 Kbytes. Assuming a running period of 120 days and a duty cycle of the
LHC machine of 50%, ∼ 109 events will be accumulated by LHCb in one year.
The various stages normally follow each other in a sequential manner, but some
stages may be repeated a number of times. The workflow presented here reflects
the present understanding of how to process the data. A schematic of the logical
data flow is shown in Fig. 2.33.
Data collected in raw format are sequentially processed by the reconstruc-
tion program and reconstructed data are then processed through the analysis
phase. Each phase accesses the data produced by the previous phase as well as
all information relative to the status of the detector necessary for the process-
ing (geometry, calibration, etc.). The quasi real-time reconstruction always uses
the best available calibration and alignment constants. These constants will be
redefined oﬄine and when final constants are available a full reprocessing of the
data is performed. It is expected that a complete years data sample will need to
be reprocessed through the reconstruction stage at least once a year and this will
require about 40 days to complete.
Although processing power per CPU is steadily increasing 1, the overall re-
quirements are so big that the experiment has to use all the resources at its dis-
posal i.e. all facilities available to LHCb in the entire collaboration. This leads to
a distributed computing model where data production activities are carried out
at a number of sites and processed data are made accessible to all physicists in
the collaboration. The facility where the data are produced is called a production
center. In this context CERN is seen as the production center of real data while
other centers outside CERN produce Monte Carlo data. The LHCb computing
1Moores Law gives 1.4/year
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Figure 2.33: The LHCb computing logical data flow model. This figure is taken
from [27].
model is based on a distributed multi-tier regional centre model which allows, in
flexibility, effective analysis of the data. A schematic of the LHCb computing
model is given in Fig. 2.34. CERN is the production centre and will be respon-
sible for distributing the raw data in quasi-real time to the Tier-1 centre. Six
additional Tier-1 centres have been identified: CNAF (Italy), FZK (Germany),
IN2P3 (France), NIKHEF (The Netherlands), PIC (Spain) and RAL (United
Kingdom). There is also a number of Tier-2 computing centres. CERN and the
Tier-1 centres will be responsible for all the production processing phases asso-
ciated with the real data. The raw data will be stored in its entirety at CERN,
with another copy distributed across the other 6 Tier-1 centres. The second pass
of the full reconstruction of the raw data will also use the resources of the LHCb
online computing farm. As the production of the stripped DSTs will occur at
these computing centres, it is envisaged that the majority of the distributed anal-
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yses will be performed at CERN and at the Tier-1 centres. The current stripped
DST will be distributed to all centres to ensure load balancing.
Figure 2.34: Schematic of the LHCb distributed computing model. This figure
is taken from [27].
Computing and software are fundamental aspects of an experiment and have
a strong impact on its success. The LHCb unified computing strategy has the
advantage of facilitating sharing of resources and adopting standard solutions for
different computing applications. The software development process chosen is
architecture driven, ensuring flexibility and resilience to change.
2.6 Summary
In this chapter, the accelerator, LHC, is introduced at the beginning. General
features and physics motivations of the LHCb experiment are briefly reviewed
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with comparisons to the other major experiments at LHC. Reviews of essential
elements of the design and performance of the LHCb detector are then presented
with each of the sub-detector systems discussed in turn. Some evaluation of their
performance is shown to demonstrate the excellent capability of the detector.
The trigger system, which reduces the ∼ 11 MHz of bunch crossing rate with at
least one non-elastic pp interaction to a 3 kHz event rate written to storage, is
brief reviewed and discussed. Finally, the software packages and data processing
that are required to perform oﬄine data analysis, are also described.
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Measurement of the relative pion
detection efficiency
Determination of the detector response differences to positively and negatively
charged hadrons is of prime importance to measurements of CP violating asym-
metries in both charm and bottom decays at LHCb. Especially in the charm
sector of the CP asymmetry searches, this paves the way for a “gold mine” of
physics, many results can be brought forth once these detection differences are
well determined. In this chapter we describe a data-driven approach using “par-
tially” and “fully” reconstructed D∗± decays to measure the relative efficiency for
detecting pi+ to pi−, denoted as ε(pi+)/ε(pi−), at a per mil precision level. Various
experimental techniques such as kinematic fitting, unfolding measured momen-
tum are used to measure the ε(pi+)/ε(pi−) as a function of pion momentum.
Section 3.1 introduces the general idea of the method. In Section 3.2, the
event selection criteria for “partially” and “fully” reconstructed decays are de-
scribed, with additional information on the fiducial cuts elaborated in more detail
in Section 3.3. Section 3.4 presents how the signal yields are extracted in partial
reconstruction while Section 3.5 shows the full reconstruction. Section 3.6 com-
bines the information from partial and full reconstruction to give a measure of
the overall relative detection efficiency of pi+ to pi−. Systematic uncertainties on
this approach are discussed in Section 3.7 with various checks presented in the
sub-sections. Starting from Section 3.8, we focus on how to obtain ε(pi+)/ε(pi−) as
a function of pion kinematic variables such as momentum, transverse momentum
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and azimuthal angle. This is not trivial as the “missing” pion is not detected by
the spectrometer, thus we have to infer, from the various kinematic constrains,
the momentum of the missing particle by using Lagrange multiplier method. This
part is well described in Section 3.8.2 and subsequently in Section 3.8.3 which
shows how the limited inferred momentum resolution is further corrected by a
unfolding procedure. Section 3.8.4 summarizes the results of momentum depen-
dent efficiency ratio, ε(pi+)/ε(pi−) as function of momentum, and details such as
the covariance matrix on the relative efficiency curve, comparison with MC and
so on. Then we examine the most significant charge asymmetry bias induced
by the detector, the geometrical asymmetry (also called acceptance asymmetry),
by showing ε(pi+)/ε(pi−) as a function of pion azimuthal angle as described in
Section 3.9. This is to study any possible residual asymmetry biases that are left
individually in the magnet up and down data. This part turns out to be crucial
in the pion relative efficiency correction that is applied in the measurement of
the D±s production asymmetry as described in Chapter 4. The final conclusion
is drawn in Section 3.10.
The method described in this chapter is a pioneering work on the study of
detection asymmetry for charged hadrons in LHCb collaboration. It is used for
many CP analyses such as measurement of D±s production asymmetry described
in Chapter 4 [43], semileptonic CP violating asymmetry described in Chapter 5
[44], D± production asymmetry [45] and CPV searches in singly Cabbibo sup-
pressed D+(s) decays [46].
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3.1 Introduction to the “partial and full” method
Our goal is to measure the momentum dependent pion reconstruction efficiency
ratio, denoted as ε(pi+)/ε(pi−). Consider the decay sequence D∗+ → D0pi+s ,
D0→ K−pi+pi−pi+ where pi+s stands for the “slow” pion from D∗+ decay 1. There
are sufficient kinematic constraints here to detect this decay even if one pion is
ignored. We call these “partially” reconstructed decays. Of course, we can also
“fully” reconstruct this decay. The ratio of the fully to partially reconstructed
decays provides a measurement of the absolute pion reconstruction efficiency. A
sketch of the event topology is shown in Fig. 3.1 with the dashed track as the ig-
nored pion in partial reconstruction. Thus we examine the partially reconstructed
D0 decay 
vertex
Beam spot 
PV
K-
-
Figure 3.1: Event topology of D∗+→ D0pi+s , D0→ K−pi+pi−pi+
invariant mass m(K−pi+pi−) and mass difference m(pi+s K
−pi+pi−)−m(K−pi+pi−),
and when all the tracks are detected the fully reconstructed invariant mass
m(K−pi+pi−pi+) and mass difference m(pi+s K
−pi+pi−pi+) −m(K−pi+pi−pi+) to ex-
tract the signal yields. Figure 3.2 shows in MC the distribution of m(K−pi+pi−)
versus mass difference m(pi+s K
−pi+pi−) −m(K−pi+pi−) in partial reconstruction.
We treat the magnet up data separately from magnet down data.
1The charge conjugate decay is used as well.
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LHCb
Figure 3.2: Distribution of the mass difference m(pi+s K
−pi+pi−) −m(K−pi+pi−)
versus m(K−pi+pi−), the phase space of signal D∗+→ D0pi+s , D0→ K−pi+pi−pi+ is
obtained from Monte Carlo generator.
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3.2 Event selection criteria
The pre-selection (called stripping cuts at LHCb) criteria to filter partially recon-
structed D∗± events, D∗+→ pi+s D0(K−pi+pi−), are specified in Table 3.1. These
requirements are imposed in order to keep a reasonable selection efficiency on the
partially reconstructed D∗± events and meanwhile satisfy a low retention rate
(such as cut m(K−pi+pi−) [1.4, 1.7] GeV). Charged hadrons from D0(K−pi+pi−)
candidate are first required to have a good track fitting quality with χ2/NDF < 3.
And since they are decay products of the D0, thus not pointing back to the Pri-
mary Vertex (PV), they must have a χ2 > 4 for the hypothesis that their Impact
Parameter (IP) is consistent with zero. The slow pion, on the other hand, has IP
χ2 < 4 as it comes from the PV. Particle identification requirements are also im-
posed to the pions and kaons. The putative D0(K−pi+pi−) candidate is required
to have a Flight Distance (FD) larger than 4 mm with respect to the PV in order
to give a well determined flight direction for kinematic fitting. Its DIRA, which is
the cosine of the angle between D0(K−pi+pi−) momentum direction and the flight
direction connecting D vertex and PV, is required to be larger than 0.9997. The
wrong-sign events with pi−s D
0(K−pi+pi−) combination are pre-scaled by a factor of
five. We trigger on partially reconstructed decays by specifying HLT Global TOS
on pi+s K
−pi+pi− combination, and then determine the pion efficiency by seeing
how often we find the remaining pion track.
The main trigger lines that fire partially reconstructed D∗± events are listed in
Table 3.2. Most of the “partial” decays are triggered by the daughter hadrons of
the charm meson, we specifically require a “TOS” on the three track combinations
(“partial” D0 from K−pi+pi−) as well as the slow pion so that the missing pion
is independent on the trigger system. In this way, the efficiency that we are
measuring does not contain any effects from the trigger system.
We then fully reconstruct the decay with oﬄine selection criteria listed in
Table 3.3, imposed on the remaining pion. Here we apply Particle Identification
(PID) selection, DLLKpi < −2, on the remaining pion in order to be consistent
with the pion PID selection in stripping cuts to select prompt signals D±s → φpi±.
For assl analysis, we do not apply any PID cut on the pi. We apply cuts on the
significance of the kinematically fitted momentum and transverse momentum,
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P inferred/σ(P inferred) > 2 and P inferredT /σ(P
inferred
T ) > 2.5, for the missing pion in
the partial reconstruction in order to remove the kinematic regions where the con-
strains are not strong enough to infer the momentum information of the missing
particle. P inferred and P inferredT stand for the inferred momentum and transverse
momentum obtained from the fit, with σ(P inferred) and σ(P inferredT ) as the esti-
mated uncertainties on them. This selection is to improve the inferred momen-
tum resolution for the missing pion. The kinematic fitting is described in details
in Section 3.8.2. Two sets of fiducial cuts are applied in order to remove some
kinematic regions in the detector where there is a large (100%) raw asymmetry
with respect to pi+ and pi−, they are also described in details in Section 3.3.
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Table 3.1: Pre-selections (stripping cuts) for D∗+→ D0(K−pi+pi−)pi+
Item Requirement
D0(K−pi+pi−) daughters
Track fit quality χ2/NDOF < 3
Momentum p > 2 GeV
Transverse momentum pT > 400 MeV
Impact parameter IP χ2 > 4
Particle Identification (PID) K : DLLKpi > 4
pi : DLLKpi < 10 , DLLµpi < 10
Slow pi± selections
Track fit quality χ2/NDOF < 3
Transverse momentum pT > 250 MeV
Impact parameter IP χ2 < 4 ; IP < 0.3 mm
PID DLLKpi < 10
D0(K−pi+pi−) selections
Vertex fit quality χ2/NDOF < 6
Flight distance (FD) from PV χ2 > 120 ; FD > 4 mm
DIRA cos θ > 0.9997
Impact parameter IP χ2 < 25
Mass window on m(K− pi+pi−) [1.4,1.7] GeV
Transverse momentum pT > 3 GeV
D∗± selections
Vertex fit quality χ2/NDOF < 5
FD from Primary Vertex χ2 < 25
Impact parameter IP χ2 < 25
Transverse momentum pT > 3 GeV
Misc.
Mass window on m(pi+pi−) |m(pi+pi−)−mPDG(ρ)| < 200 MeV
Q Value m(K−pi+pi−pis)−m(K−pi+pi−)−m(pis) < 40 MeV
Trigger selection HLT Global TOS on (K−pi+pi−, pi+s )
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Table 3.2: List of main trigger lines that fired partially reconstructed D∗± events
(the sum of the fractions for individual trigger lines is not necessarily 100%)
Trigger Fraction(%)
Hlt1
Hlt1TrackAllL0Decision 98
Hlt1TrackPhotonDecision 10
Hlt1TrackMuonDecision 4
Hlt2
Hlt2CharmHadD2HHHDecision 85
Hlt2CharmHadD02HHHHDecision 76
Hlt2Topo4BodyBBDTDecision 10
Hlt2CharmHadD2HHHWideMassDecision 8
Hlt2CharmHadD02HHHHWideMassDecision 7
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Table 3.3: Oﬄine selections on the remaining pi
Item Requirement
Partial reconstruction :
Kinematically fitted momentum P inferred/σ(P inferred) > 2
and transverse momentum P inferredT /σ(P
inferred
T ) > 2.5
for the missing pi
Full reconstruction :
D0(K−pi+pi−pi+) selections
Vertex fit quality χ2/NDOF < 6
Mass window on m(K−pi+pi−pi+) |m(K−pi+pi−pi+)−mPDG(D0)| < 30 MeV
Selections on the remaining pi
Momentum p > 2 GeV
Transverse momentum pT > 300 MeV
Track fit quality χ2/NDOF < 4
Clone Killer CloneDist <= 0
Fiducial cuts |px| ≤ α(pz − p0), α = 0.317; p0 = 2400 MeV
p1 − β1pz < |px| < p2 + β2pz
only for events with |py/pz| < 0.02
p1 = 418 MeV, p2 = 497 MeV
β1 = 0.01397, β2 = 0.01605
PID selection DLLKpi < −2
PID for other analyses
For assl(B
0
s→ D+s (φpi+)µ−νµ) No PID cut on pi
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3.3 Details on the fiducial cuts
When fully reconstruct D∗± events, we apply two sets of fiducial cuts (listed in
Table 3.3) to the pion that is ignored in partial reconstruction, in order to remove
the kinematic regions where there is a large (100%) raw asymmetry between pi+
and pi− tracks. Cut set I is defined as:
|px| ≤ α(pz − p0), α = 0.317, p0 = 2400 MeV (3.1)
in order to eliminate the “edge region” that is shown in Fig. 3.3, indicated roughly
by the black dashed lines. The red and blue points on the plot correspond to the
pi+ and pi− tracks, respectively. Cut set II is defined as:
p1 − β1pz <|px| < p2 + β2pz (3.2)
p1 = 418 MeV, p2 = 497 MeV, β1 = 0.01397, β2 = 0.01605
which is only applied to events with |py/pz| < 0.02, it is also indicated in Fig. 3.3
by the yellow dashed lines. This cut is to remove the acceptance hole when pion
px ' 500 MeV, where there is a large raw asymmetry between pi+ and pi− tracks
for events with pion |py/pz| < 0.02. This acceptance effect is also shown in Fig. 3.5
with the acceptance hole located at pion px ' 500 MeV, the band structures on
the plot when px is about 600 MeV or py is about 0 MeV are induced by the
ring-imaging Cherenkov (RICH) detector acceptance. Overall, cut set I and II
remove about 3% of the signals.
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MAG UP |py/pz|>0.02 MAG UP |py/pz|<0.02
MAG DOWN |py/pz|>0.02 MAG DOWN |py/pz|<0.02
(a) (b)
(c) (d)
Figure 3.3: Distribution of pion px versus p, before applying the two sets of
fiducial cuts, for data taken with magnet polarity up: (a) when |py/pz| > 0.02,
(b)when |py/pz| < 0.02 and for data taken with magnet polarity down: (c) when
|py/pz| > 0.02, (d) when |py/pz| < 0.02. The red and blue points correspond to pi+
and pi−, respectively.
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MAG UP |py/pz|>0.02 MAG UP |py/pz|<0.02
MAG DOWN |py/pz|>0.02 MAG DOWN |py/pz|<0.02
(a) (b)
(c) (d)
Figure 3.4: Distribution of pion px versus p, after applying the two sets of fiducial
cuts, for data taken with magnet polarity up: (a) when |py/pz| > 0.02, (b) when
|py/pz| < 0.02 and for data taken with magnet polarity down: (c) when |py/pz| >
0.02, (d) when |py/pz| < 0.02. The red and blue points correspond to pi+ and pi−,
respectively.
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Figure 3.5: Distribution of py versus px for pi
+ only: (a) data taken with magnet
polarity up, (b) data taken with magnet polarity down.
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3.4 Partial reconstruction
We use the data sample taken with magnet polarity up as an example to illustrate
the fitting procedure here and also how we estimate the systematic uncertainty
on the relative efficiency in Section 3.7. Figure 3.6 and Figure 3.7 show, as
the black data points, distributions of the mass difference, defined as ∆mpart =
m(pi+s K
−pi+pi−) − m(K−pi+pi−), in the partial reconstruction for the right-sign
(RS) and wrong-sign (WS), D0 and D0 events.1
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Figure 3.6: Distributions of mass differences m(pi+s K
−pi+pi−) −m(K−pi+pi−) in
partial reconstruction for (a) RS (D∗+ → D0pi+s ) and (b) WS (D∗+ → D0pi−s )
events. The fit curves are explained in the text.
In order to ascertain the size of the signals above the background we perform
simultaneously a binned maximum likelihood fit to the RS and WS, D0 and
D0 distributions. The parametrization of the signal probability density function
(PDF), shown as green dotted lines in Fig. 3.6 and Fig. 3.7, used to fit the ∆mpart
distribution is found by fitting the signal MC events first (Event type 27265000
1Right-sign means D0pi+ combinations while wrong-sign means D0pi− combinations.
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Figure 3.7: Distributions of mass differences m(pi−s K+pi+pi−) −m(K+pi+pi−) in
partial reconstruction for (a) RS (D∗− → D0pi−s ) and (b) WS (D∗− → D0pi+s )
events. The fit curves are explained in the text.
listed in Table 4.2). It is:
fsig(∆mpart) = feff(∆mpart)×BG(∆mpart;σl, σr, µ) (3.3)
BG(∆mpart) =
{
σl
σl+σr
G(∆mpart;µ, σl) if ∆mpart ≤ µ,
σr
σl+σr
G(∆mpart;µ, σr) if ∆mpart > µ.
where G(∆mpart;µ,σ) stands for the Gaussian function with mean as µ and width
as σ, and thus BG(∆mpart) is the bifurcated Gaussian function. The explicit form
of the efficiency function feff(∆mpart) is defined as:
feff(∆mpart) =
{ |a(∆mpart−∆m0)|N
1+|a(∆mpart−∆m0)|N if ∆mpart −∆m0 ≥ 0,
0 if ∆mpart −∆m0 < 0.
(3.4)
The resolution function, bifurcated Gaussian function, is multiplied by the ef-
ficiency function feff(∆mpart) in order to account for the “turn-off” behavior of
the quantity ∆mpart near the threshold (pion mass). The shape of feff(∆mpart) is
shown in Fig. 3.8, with a and N parameters to control the slope of the “turn-off”,
and ∆m0 as the threshold point. The fit to signal MC is shown in Fig. 3.9. To
summarize, there are in total 6 shape parameters in signal PDF and when fitting
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Figure 3.8: The efficiency function
that is used in signal PDF for fit to
mass difference in partial reconstruc-
tion
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tion obtained from signal MC sam-
ple, the fit is explained in the text.
to data, we let all of them floating except in some cases when a and N parameters
have to be fixed in order to get stable fit, we fix them to the values obtained from
the overall data fit.
The background PDF, shown as the red dashed lines in Fig. 3.6 and Fig. 3.7,
is taken from the WS events, that is defined as:
fbkg(∆mpart) = f
∗(∆mpart)× (c2∆m2part + c1∆mpart + 1)
− f1 ·BG1(∆mpart)
+ f2 ·G2(∆mpart) (3.5)
f ∗(∆mpart) = (1− exp(−(∆mpart −∆mp0)/cp)) · a∆mpart/∆m
p
0
p
+ bp(∆mpart/∆m
p
0 − 1) (3.6)
with BG1(∆mpart) as the bifurcated Gaussian function and G2(∆mpart) as the
Gaussian function. There are in total 11 shape parameters in the background
PDF, ap, bp, cp and threshold point ∆m
p
0 are for the original function f
∗(∆mpart)
(RooDstD0BG in RooFit), that is multiplied by a correction quadratic function
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with coefficients c2 and c1. Then two extra correction terms, a bifurcated Gaus-
sian dip BG1(∆mpart;σ
l
1, σ
r
1) at 152.5 MeV with widths σ
l
1 and σ
r
1, and a positive
Gaussian G2(∆mpart;σ2) at 145 MeV with width σ2, are added with fractions
f1 and f2 in order to fit the WS events better. All these shape parameters are
determined by the fit. We also fit using f ∗(∆mpart) as the background PDF,
without all these correction terms, to estimate the systematic uncertainty on the
efficiency ratio that is described in Section 3.7.
We also check the sources of the background decays in MC using the samples
listed in Table 4.2. These samples have all inclusive cc decays generated. We do
not see any peaking background, and the RS and WS backgrounds are consistent
as shown in Fig. 3.10.
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Figure 3.10: Distributions of mass differences m(pi+s K
−pi+pi−)−m(K−pi+pi−) in
MC for both RS and WS background events
To summarize, the signal and background PDF are identical for RS and WS,
D0 and D0 events, only the absolute normalizations are allowed to be different
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between them. We also include a “signal” term in the fit to WS events due to
the Doubly-Cabibbo-Suppressed (DCS) signals. And the ratio of the DCS signal
in WS events to the signal in RS events is fixed to the one obtained in the mass
difference fit in full reconstruction as shown in Fig. 3.11 and Fig. 3.12. We will
then vary the WS/RS signal ratio by (+8.0− 6.9)%, determined from the mea-
sured uncertainty on the relative branching fraction B(K+pi+2pi−)/B(K−2pi+pi−)
[47], in order to estimate the systematic uncertainty on the efficiency ratio intro-
duced by this variable. We call the signal and the background parameterizations
described above as the baseline fit, the fit results and the shape parameters are
listed in Table 3.4.
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Table 3.4: Shape parameters and results of the overall fit to ∆mpart in partial
reconstruction (baseline fit), number of degrees of freedom in the fit is equal to the
number of bins (36 bins) of the ∆mpart histogram subtracted by the number of
floating fit parameters.
Value [ MeV ] ±
signal PDF
σl 5.5202 0.097
σr 5.2865 0.027
µ 145.360 0.035
∆m0 139.166 0.010
a 0.6 0.007
N 3.6 0.13
background PDF
ap 0.8671 0.164
bp 3.0092 0.168
cp 1.3015 0.034
∆mp0 139.073 0.077
c1 -3.25567e-02 8.73573e-03
c2 -4.91210e-02 2.50565e-03
f1 3.76049e-02 3.91120e-03
σl1 1.4825 0.242
σr1 9.9689 0.720
f2 6.25700e-03 1.37294e-03
σ2 1.5714 0.1908
Yields
Npart(D
0pi+s ) 459710 840
Npart(D
0pi−s ) 481539 859
Npart(D
0pi+s )/Npart(D
0pi−s ) 0.9547 0.0024
χ2/NDOF of RS(D0) 5.7 NDOF = 36− 21
χ2/NDOF of WS(D0) 4.3 NDOF = 36− 21
χ2/NDOF of RS(D0) 7.3 NDOF = 36− 21
χ2/NDOF of WS(D0) 5.1 NDOF = 36− 21
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3.5 Full reconstruction
Again here we use data taken with magnet polarity up as an example to illus-
trate the fitting procedure. The signal shape of the mass difference ∆mfull =
m(pi+s K
−pi+pi−pi+)−m(K−pi+pi−pi+) is complicated and needs special treatment.
Different PDF have been used to fit the ∆mfull distribution, the differences on
the efficiency ratio will be taken as the systematic uncertainty (described in Sec-
tion 3.7). Figure 3.11 and Figure 3.12 show, as the black data points, the distri-
butions of mass difference ∆mfull for D
0 and D0 events, both RS and WS, with
invariant mass m(pi+s K
−pi+pi−pi+) within ±30 MeV of 1864.83 MeV.
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Figure 3.11: Distributions of mass difference ∆mfull in full reconstruction with
invariant mass m(pi+s K
−pi+pi−pi+) within ±30 MeV of 1864.83 MeV for (a) RS
(D∗+ → D0pi+s ) and (b) WS (D∗+ → D0pi−s ) events. The fit curves are described
in the text.
In order to extract the signal yields, we perform a binned maximum likelihood
fit to the D0 and D0 events, both RS and WS, simultaneously. The signal PDF,
shown as the green dotted lines in Fig. 3.11 and Fig. 3.12, is defined as:
fsig(∆mfull) = f1G1(∆mfull;µ1, σ1) + f2G2(∆mfull;µ2, σ2)
+ (1− f1 − f2)fstudent(∆mfull; ∆m0, νl, νh, σave, δσ) (3.7)
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Figure 3.12: Distributions of mass difference ∆mfull in full reconstruction with
invariant mass m(pi+s K
−pi+pi−pi+) within ±30 MeV of 1864.83 MeV for (a) RS
(D∗− → D0pi−s ) and (b) WS (D∗− → D0pi+s ) events. The fit curves are described
in the text.
where the G1,2(∆mfull) are the Gaussian functions with means and widths as
µ1,2 and σ1,2, and fstudent(∆mfull) stands for the bifurcated Student t-function as
described below. Student t-distribution is defined as:
f(t) =
Γ(ν/2 + 1/2)
Γ(ν/2)
√
νpi
·
(
1 +
t2
ν
)(−ν/2−1/2)
(3.8)
with Γ as the Gamma function. The Student t-distribution is symmetric and
bell-shaped, like the normal distribution, but has heavier tails, meaning that it
is more prone to producing values that fall far from its mean. As the number of
degrees of freedom ν grows, the t-distribution approaches the normal distribution
with mean 0 and variance 1. We then define t = (∆mfull−∆m0)/σ with ∆m0 and
σ as the mean and width. In order to obtain the asymmetric t-function, width
parameter σ and number of degrees of freedom ν are allowed to be different for
the high and low sides of ∆mfull. Widths for high and low sides of ∆mfull are
then defined as:
σh = σave + δσ (3.9)
σl = σave − δσ (3.10)
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while ν parameters for high and low sides are denoted as νh and νl, respectively.
Bifurcated Student t-function can then be defined as:
fstudent(∆mfull) =

rhph√
pi
·
(
1 +
(
∆mfull−∆m0
σh
)2
νh
)(−νh/2−1/2)
if ∆mfull −∆m0 ≥ 0,
rlpl√
pi
·
(
1 +
(
∆mfull−∆m0
σl
)2
νl
)(−νl/2−1/2)
if ∆mfull −∆m0 < 0.
(3.11)
Auxiliary terms are defined as:
ph =
Γ(νh/2 + 1/2)
Γ(νh/2)
√
νh|σh| (3.12)
pl =
Γ(νl/2 + 1/2)
Γ(νl/2)
√
νl|σl| (3.13)
rh =
2pl
ph + pl
(3.14)
rl =
2ph
ph + pl
. (3.15)
In total, there are 11 shape parameters in the signal PDF, all of them are let
floating in the fit.
The background PDF, shown as the red dashed lines in Fig. 3.11 and Fig. 3.12,
is also extracted from WS events. It is defined as:
fbkg(∆mfull) = (1−0.018)×f ∗(∆mfull)+0.018×BG(∆mfull; 140.7, 0.8, 1.1) (3.16)
where f ∗(∆mfull) is defined in Equation 3.6. We add a correction term, bifurcated
Gaussian function at 140.6 MeV, in order to give a better fit, the shape and the
fraction of the bifurcated Gaussian is determined empirically from WS events.
We will also use background shape without this correction term to estimate the
systematic uncertainty on the efficiency ratio (described in Section 3.7).
We also include a “signal” term in the fit to WS events due to DCS de-
cays. The ratio of the DCS signal in WS events to the Cabibbo-Favored (CF)
signal in RS events is observed to be (6.0 ± 0.5) × 10−4 from an overall fit
to data. It is consistent with the measured relative branching fraction [47],
B(D0 → K+pi+2pi−)/B(D0 → K−2pi+pi−) = (3.20 ± 0.18+0.18−0.13) × 10−3, after
taking into account the following factors:
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• The WS events are pre-scaled by a factor of five
• Trigger efficiency is smaller for WS events than RS events
• We select only part of the signal phase space by requiring invariant mass
m(K−pi+pi−) to be in the range [1.4,1.7] GeV, as shown in Fig. 3.2
To summarize, we call the parameterizations described above as the baseline
fit to ∆mfull distribution and the fitted shape parameters and results are listed
in Table 3.5.
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Table 3.5: Shape parameters and results of the overall fit to ∆mfull in full re-
construction (baseline fit), number of degrees of freedom in the fit is equal to the
number of bins (88 bins) of the ∆mfull histogram subtracted by the number of
floating fit parameters.
Value [ MeV ] ±
signal PDF
f1 0.3805 0.0110
µ1 145.4310 0.0026
σ1 0.3863 0.0033
f2 0.5604 0.0114
µ2 145.5090 0.0032
σ2 0.6545 0.0103
∆m0 145.804 0.0107
νl 229.021 0.6145
νh 5.82505 0.2774
σave 1.5863 0.0047
δσ 3.95× 10−6 2.7× 10−6
background PDF
ap -23.253 1.30
bp 0.363 0.002
cp 99.048 4.85
∆mp0 139.47 0.038
Yields
Nfull(D
0pi+s ) 204348 544
Nfull(D
0pi−s ) 215905 560
Nfull(D
0pi+s )/Nfull(D
0pi−s ) 0.9465 0.0035
χ2/NDOF of RS(D0) 1.4 NDOF = 88− 22
χ2/NDOF of WS(D0) 1.0 NDOF = 88− 22
χ2/NDOF of RS(D0) 2.0 NDOF = 88− 22
χ2/NDOF of WS(D0) 0.8 NDOF = 88− 22
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3.6 Definition of the efficiency ratio ε(pi+)/ε(pi−)
The pion efficiency ratio is defined as ε(pi+)/ε(pi−) where
ε(pi+) = Nfull(D
0pi+s )/Npart(D
0pi+s )
ε(pi−) = Nfull(D0pi−s )/Npart(D
0pi−s ). (3.17)
The individual yields and efficiency ratios are listed in Table 3.6 for data taken
with both magnet polarity up and down along with their statistical errors, we
also show in the table the weighted average of the efficiency ratios for magnet up
and down data.
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Table 3.6: Summary of efficiency ratios for data taken with both magnet polarity
up and down. The first 3 columns show both the signal yields and the efficiency
ratios obtained from the baseline fit, while column 4 to 7 show the changes of the
yields in % and the changes of efficiency ratios, obtained from the four alternative
fits that are described in Section 3.7. Symbol ”−” indicates no change.
Baseline Alt. [1] Alt. [2] Alt. [3] Alt. [4]
Magnet Up
Yields ± [%] [%] [%] [%]
Npart(D
0pi+s ) 460005 849.1 -0.85 0.17 - -
Npart(D
0pi−s ) 481823 872.7 -0.87 0.15 - -
Nfull(D
0pi+s ) 207504 464.9 - - -0.86 -0.95
Nfull(D
0pi−s ) 219230 478.2 - - -0.84 -0.94
ε(pi+)/ε(pi−) 0.9914 ±0.0040 ±0.0002 ±0.0002 ±0.0002 ±0.0002
Magnet Down
Yields ± [%] [%] [%] [%]
Npart(D
0pi+s ) 671638 1020.1 -0.74 0.17 - -
Npart(D
0pi−s ) 694268 1035.4 -0.74 0.16 - -
Nfull(D
0pi+s ) 299629 570.2 - - -0.58 -0.95
Nfull(D
0pi−s ) 308344 579.1 - - -0.58 -0.96
ε(pi+)/ε(pi−) 1.0045 ±0.0034 ±0.00002 ±0.0001 ±0.00003 ±0.00005
Combined
ε(pi+)/ε(pi−) 0.9990 ±0.0025
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3.7 Systematic uncertainties on the efficiency
ratio
Since most systematic uncertainties cancel out in the efficiency ratio, here we only
consider five sources of systematic uncertainties: background and signal modeling
in ∆mpart fit for partial reconstruction, background and signal modeling in ∆mfull
fit for full reconstruction, and the WS/RS signal ratio in ∆mpart fit. We vary the
background and the signal PDF for both partial reconstruction and full recon-
struction individually, and examine how much the efficiency ratios are changed
compared to the baseline fit result. The details are described in Section 3.7.1,
Section 3.7.2, Section 3.7.3 and Section 3.7.4, and the individual efficiency ra-
tios for the four fits are listed in Table 3.6. Then we vary WS/RS signal ratio by
(+8.0−6.9)% in the ∆mpart fit and see how much the efficiency ratio changes, the
efficiency ratio is changed by 0.02%. The overall systematic uncertainties on the
efficiency ratio are then determined by adding all contributions together into a
quadrature. The total systematic uncertainty with respect to the efficiency ratio
ε(pi+)/ε(pi−) is determined to be 0.045% for data taken with magnet polarity up,
and 0.024% for data taken with magnet polarity down. We take the maximum of
the two errors as the final estimated systematic uncertainty on efficiency ratio.
3.7.1 Vary the background PDF in ∆mpart fit
We change the background PDF in the ∆mpart fit to the function f
∗(∆mpart) (de-
fined in Equation 3.6), with the two correction Gaussian functions and quadratic
function removed, the fit (called “Alternative fit I”) details are listed in Table 3.7
and the fit plots are shown in Fig. 3.13 and Fig. 3.14. The ratio of the yields
Npart(D
0pi+s )/Npart(D
0pi−s ) is changed by 0.02% compared to the baseline fit.
3.7.2 Vary the signal PDF in ∆mpart fit
Then we vary the signal PDF in ∆mpart fit by changing the resolution function
to a symmetric Gaussian function (called “Alternative fit II”), with the fit results
listed in Table 3.8 and the fit plots shown in Fig. 3.15 and Fig. 3.16. The relative
yields Npart(D
0pi+s )/Npart(D
0pi−s ) is changed by 0.02% compared to baseline fit.
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Figure 3.13: Alternative fit I: vary the background PDF to f∗(∆mpart) in ∆mpart
fit for (a) RS (D0pi+s ) and (b) WS (D
0pi−s ) events).
3.7.3 Vary the background PDF in ∆mfull fit
We change the background PDF in ∆mfull fit for full reconstruction to:
fbkg(∆mfull) = f
∗(∆mfull)
with f ∗(∆mfull) defined in Equation 3.6, the correction term, bifurcated Gaussian
function at 140.6 MeV, is removed. The fit (called “Alternative fit III”) plots
and results are listed in Fig 3.17 and Fig 3.18, and in Table 3.9, respectively. The
ratio of the yields Nfull(D
0pi+s )/Nfull(D
0pi−s ) is changed by 0.02% compared to the
baseline fit.
3.7.4 Vary the signal PDF in ∆mfull fit
The signal PDF in ∆mfull fit for full reconstruction is changed to:
fsig(∆mfull) = f1Gauss(∆mfull;µ1, σ1)
+ (1− f1)fstudent(∆mfull; ∆m0, νl, νh, σave, δσ), (3.18)
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Figure 3.14: Alternative fit I: vary the background PDF to f∗(∆mpart) in ∆mpart
fit for (a) RS (D0pi−s ) and (b) WS (D0pi+s ) events.
that contains two components, Gaussian function and bifurcated Student t-function.
From the fit, about 70% of the signal component is the bifurcated Student t-
function and the rest is the Gaussian function. The fit (called “Alternative fit
IV”) plots and results are listed in Fig 3.19 and Fig 3.20, and in Table 3.10, re-
spectively. The ratio of the yields Nfull(D
0pi+s )/Nfull(D
0pi−s ) is changed by 0.02%
compared to the baseline fit.
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Figure 3.15: Alternative fit II: vary the signal PDF by changing the resolution
function to the symmetric Gaussian function for (a) RS (D0pi+s ) and (b) WS (D
0pi−s )
events.
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Figure 3.16: Alternative fit II: vary the signal PDF by changing the resolution
function to the symmetric Gaussian function for (a) RS (D0pi−s ) and (b) WS (D0pi+s )
events.
112
3.7 Systematic uncertainties on the efficiency ratio
Table 3.7: Fitted shape parameters and results of the overall fit to ∆mpart in
partial reconstruction (Alternative fit I) with the background PDF changed to
f∗(∆mpart)
Value [ MeV ] ±
signal PDF
σl 5.3769 0.098
σr 5.1904 0.057
µ 145.377 0.011
∆m0 139.109 0.059
a 0.6
N 3
background PDF
ap 0.6202 0.043
bp 2.1161 0.043
cp 1.2877 0.003
∆mp0 139.109 0.059
Yields
Npart(D
0pi+s ) 456078 788
Npart(D
0pi−s ) 477608 809
Npart(D
0pi+s )/Npart(D
0pi−s ) 0.9549 0.0023
χ2/NDOF of RS(D0) 6.4 NDOF = 36− 14
χ2/NDOF of WS(D0) 5.6 NDOF = 36− 14
χ2/NDOF of RS(D0) 8.2 NDOF = 36− 14
χ2/NDOF of WS(D0) 6.8 NDOF = 36− 14
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Table 3.8: Fitted shape parameters and results of the overall fit to ∆mpart in
partial reconstruction (Alternative fit II) with resolution function in signal PDF
changed to symmetric Gaussian function with sigma as the width
Value [ MeV ] ±
signal PDF
σ 5.3299 0.101
µ 145.299 0.032
∆m0 139.156 0.019
a 0.6
N 3
background PDF
ap 0.2769 0.2654
bp 3.7508 0.0561
cp 1.3125 0.0511
∆mp0 139.073 0.077
c1 -4.64735e-02 1.28524e-02
c2 -4.45502e-02 2.82645e-03
f1 3.65335e-02 3.76209e-04
σl1 1.3971 0.070
σr1 8.8315 0.199
f2 4.93249e-03 4.51791e-04
σ2 1.5985 0.0697
Yields
Npart(D
0pi+s ) 460783 936
Npart(D
0pi−s ) 482541 959
Npart(D
0pi+s )/Npart(D
0pi−s ) 0.9549 0.0027
χ2/NDOF of RS(D0) 5.8 NDOF = 36− 20
χ2/NDOF of WS(D0) 4.5 NDOF = 36− 20
χ2/NDOF of RS(D0) 7.5 NDOF = 36− 20
χ2/NDOF of WS(D0) 5.3 NDOF = 36− 20
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Table 3.9: Fitted shape parameters and results of the overall fit to ∆mfull in full
reconstruction (Alternative fit III) with the background PDF changed to f∗(∆mfull)
±
signal PDF
f1 0.4872 0.0110
µ1 145.4370 0.0026
σ1 0.4117 0.0033
f2 0.4847 0.0114
µ2 145.5220 0.0032
σ2 0.7089 0.0103
∆m0 146.273 0.0107
νl 70.015 0.6145
νh 22.691 0.2774
σave 1.7268 0.0047
δσ 2.24× 10−6 2.7× 10−6
background PDF
ap -30.761 4.58
bp 0.048 0.002
cp 483.183 14.18
∆mp0 139.405 0.025
Yields
Nfull(D
0pi+s ) 202591 546
Nfull(D
0pi−s ) 214084 563
Nfull(D
0pi+s )/Nfull(D
0pi−s ) 0.9463 0.0036
χ2/NDOF of RS(D0) 1.6 NDOF = 88− 22
χ2/NDOF of WS(D0) 1.3 NDOF = 88− 22
χ2/NDOF of RS(D0) 2.2 NDOF = 88− 22
χ2/NDOF of WS(D0) 1.0 NDOF = 88− 22
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Figure 3.17: Alternative fit III: vary the background PDF to f∗(∆mfull) for (a)
RS (D0pi+s ) and (b) WS (D
0pi−s ) events.
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Figure 3.18: Alternative fit III: vary the background PDF to f∗(∆mfull) for (a)
RS (D0pi−s ) and (b) WS (D0pi+s ) events.
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Table 3.10: Fitted shape parameters and results of the overall fit to ∆mfull in
full reconstruction (Alternative fit IV) with signal PDF changed to the sum of
Gaussian function and bifurcated Student’s t-function
±
signal PDF
f1 0.3189 0.0160
µ1 145.5580 0.0061
σ1 0.3618 0.0068
∆m0 145.186 0.0048
νl 4.4243 0.0173
νh 12.9833 0.9864
σave 0.6139 0.0060
δσ 0.1759 0.0037
background PDF
ap -19.961 0.691
bp 0.363 0.006
cp 76.323 2.523
∆mp0 139.405 0.025
Yields
Nfull(D
0pi+s ) 202401 467
Nfull(D
0pi−s ) 213881 480
Nfull(D
0pi+s )/Nfull(D
0pi−s ) 0.9463 0.0030
χ2/NDOF of RS(D0) 3.6 NDOF = 88− 19
χ2/NDOF of WS(D0) 1.4 NDOF = 88− 19
χ2/NDOF of RS(D0) 3.9 NDOF = 88− 19
χ2/NDOF of WS(D0) 1.0 NDOF = 88− 19
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Figure 3.19: Alternative fit IV: vary the signal PDF to the sum of the Gaussian
function and bifurcated Student t-function for (a) RS (D0pi+s ) and (b) WS (D
0pi−s )
events.
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Figure 3.20: Alternative fit IV: vary the signal PDF to the sum of the Gaussian
function and bifurcated Student t-function for (a) RS (D0pi−s ) and (b) WS (D0pi+s )
events.
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3.8 Momentum dependent efficiency ratio
3.8.1 Introduction to ε(pi+)/ε(pi−) as a function of momen-
tum
Our goal is to measure the efficiency ratio ε(pi+)/ε(pi−) as a function of pion
momentum. In partial reconstruction we only reconstruct part of the decays,
D0(K+pi+pi−), with the other pi+ undetected, however there are sufficient kine-
matic constrains here to infer the momentum of the missing pion by performing
kinematic fitting, that is described in Section 3.8.2. The pion momentum spectra
in full reconstruction is shown in Fig 3.36, which is obtained from the fits to
∆mfull distributions in full reconstruction.
3.8.2 Kinematic fitting technique
The fitting technique is straightforward and is based on the well-known Lagrange
multiplier method which is described in details in [48] and [49]. The constraint
equations are listed below:
~px(pi
+
miss) + ~px(Kpi
+pi−) = |~p(D0)|nˆx (3.19)
~py(pi
+
miss) + ~py(Kpi
+pi−) = |~p(D0)|nˆy (3.20)
~pz(pi
+
miss) + ~pz(Kpi
+pi−) = |~p(D0)|nˆz (3.21)
√
|~p(pi+miss)|2 +m2(pi+) + E(Kpi+pi−) =
√
|~p(D0)|2 +m2(D0) (3.22)
(
√
|~p(D0)|2 +m2(D0) + E(pi+s ))2 − (|~p(D0)|nˆ+ ~p(pi+s ))2 = m2(D∗+) (3.23)
where nˆ = ~n/|~n|, with ~n = ~x(D0) − ~x(PV ) indicates the the flight direction of
D0 from PV (primary vertex ) to secondary D0 vertex. The mass m(pi+), m(D0)
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, and m(D∗+) are all constrained to their PDG values. Using matrix notation we
re-write these constraints as:
H(η, z) = 0 (3.24)
where η is a 13× 1 matrix that contains 13 measured variables: x− y− z coordi-
nates of secondary D0 vertex, px(Kpi
+pi−), py(Kpi+pi−), pz(Kpi+pi−), E(Kpi+pi−),
px(pis), py(pis), pz(pis), and x − y − z coordinates of primary vertex. z is a
4 × 1 matrix that contains 4 unknown variables: |~p(D0)|, ~px(pi+miss), ~py(pi+miss)
and ~pz(pi
+
miss).
Some auxiliary matrices are defined as:
D = ∂H(η, z)/∂η (5 × 13 matrix) (3.25)
E = ∂H(η, z)/∂z (5 × 4 matrix) (3.26)
VD = (DVη0D
T )−1 (5 × 5 matrix) (3.27)
VE = (E
TVDE)
−1 (4 × 4 matrix) (3.28)
d = −(Dη + Ez) d matrix (5 × 1 matrix) (3.29)
λ0 = VD(Dη0 + d) Lagrange multiplier (5 × 1 matrix) (3.30)
λ = λ0 + VDEz (3.31)
χ2 is then computed as:
χ2 = λTV −1D (λ) (3.32)
iteratively until a satisfactory convergence is achieved (∆χ2 < 0.001). When
updating in each iteration both the measured variables η and unknown variables
z are updated by new states with:
η = η0 − Vη0DTλ (3.33)
z = z0 − VEETλ0 (3.34)
along with their covariance matrices. For the starting point of the fit, we solve
linearly all the constraint equations and obtain several solutions as the initial
guesses. We first run the fit starting from the linear solution, listed below, when
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solving Equation 3.22 and Equation 3.23 together:
|~p(D0)| = β − β
′
α′ − α (3.35)
α =
nˆ · ~p(Kpi+pi−)
E(Kpi+pi−)
α
′
=
nˆ · ~p(pis)
E(pis)
β =
m(D0)2 +m(Kpi+pi−)2 −m(pi)2
2E(Kpi+pi−)
β
′
=
m(D∗+)2 −m(D0)2 −m(pi)2
2E(pis)
.
If the fit does not converge, then we do the fit starting from other initial guesses
until the fit converges.
Using the fully reconstructed D∗± sample and performing the fit with one
detected pion left out, we then have both detected and inferred momentum for this
particular pion. The pull of the unknown variables, |~p(D0)|, ~px(pi+miss), ~py(pi+miss)
and ~pz(pi
+
miss), are defined as (pdetected − pfitted)/σfit where pfitted and σfit are the
central value and error returned by the fit, and the pull distributions are shown
in Fig. 3.21, Fig. 3.22, Fig. 3.23 and Fig. 3.24. The error distributions for the
four unknown variables are shown in Fig. 3.25.
We find the momentum resolution by taking the fully reconstructed D∗±
sample and performing the kinematic fit with one detected pion ignored. Fig-
ure 3.26 shows the pion momentum resolution, as the black squares, that is
defined as ∆P/P = (Pdetected − Pinferred)/Pdetected = 1 − Pinferred/Pdetected, with
Pdetected and Pinferred as the detected pion momentum and inferred pion momen-
tum by kinematic fitting, respectively. The method we use to determine the
relative pion detection efficiency is validated in signal MC (Event type 27265000
listed in Table 4.2), by running the same stripping line on two million generated
D∗+→ D0(K−pi+pi−pi+)pi+ events. The pion momentum resolution in signal MC,
that is defined as ∆P/P = (Ptrue − Pinferred)/Ptrue, with Ptrue and Pinferred as the
true pion momentum obtained from MC generator and the inferred pion momen-
tum by kinematic fitting, is also examined and is consistent with the performance
in data. Momentum dependence of the resolution is shown in Fig. 3.27.
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Figure 3.21: The pull distribution of the
unknown variable ~px(pi
+
miss)
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Figure 3.22: The pull distribution of the
unknown variable ~py(pi
+
miss)
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Figure 3.23: The pull distribution of the
unknown variable ~pz(pi
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Figure 3.24: The pull distribution of the
unknown variable |~p(D0)|
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Moreover, we apply significance cuts on the inferred momentum and transverse
momentum, P inferred/σ(P inferred) > 2 and P inferredT /σ(P
inferred
T ) > 2.5, in order to
remove kinematic regions where the constrains become weak, thus experimental
error is large. The momentum resolution is improved after these cuts. Figure 3.28
shows distributions of significance on P inferred, P inferredT and D
0 flight distance
(momentum resolution depends on the detachment of D0 mesons from primary
vertex), “central” is for events where −0.3 < ∆P/P < 0.3 and “tail” is for events
when ∆P/P > 0.3 or ∆P/P < −0.3. Clearly the first two significance variables
are good discriminants between “central” and “tail” events. Figure 3.29 shows
the χ2 profile separately for the events where ∆P/P > 0.3 or ∆P/P < −0.3.
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are returned by the kinematic fit.
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Figure 3.26: Resolution of kinematically fitted momentum, where ∆P/P is de-
fined as (Pdetected − Pinferred)/Pdetected with Pdetected and Pinferred as the detected
pion momentum and inferred pion momentum, respectively
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Figure 3.27: Resolution of kinematically fitted momentum as a function of the
detected momentum for fully reconstructed D∗± events, where ∆P/P is defined as
(Pdetected − Pinferred)/Pdetected
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Significance of  PT Significance of  Pmissing Significance of Flight Distance of D0 
Figure 3.28: Distributions of significance on P inferred, P inferredT and D
0 flight
distance, “central” is for events where −0.3 < ∆P/P < 0.3 and “tail” is for events
when ∆P/P > 0.3 or ∆P/P < −0.3. Both “central” and “tail” distributions are
normalized to unit area.
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Figure 3.29: Distributions of kinematic fit χ2 for events where −0.3 < ∆P/P <
0.3 and events where ∆P/P > 0.3 or ∆P/P < −0.3. They are both normalized to
unit area.
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3.8.3 Unfolding the inferred momentum distribution
The inferred momentum is not exact so we correct our efficiency versus mo-
mentum function by taking into account the finite momentum resolution via a
process called “unfolding”. To perform this study we start by using the fully
reconstructed event sample but ignore one pion, so that we have both the de-
tected momentum and the inferred momentum with respect to the same pion
track. Figure 3.30 shows the detected pion momentum versus inferred pion mo-
mentum, where the contents of each 2-dimensional bin are the extracted signal
yields in full reconstruction. We then obtain the response matrix, Wij, from this
2D distribution. The first index i labels the detected momentum and the second
index j labels the inferred momentum, the range and binning definition of i and
j are listed in Table 3.11. Wij is defined as: the signal yield in bin (i, j), denoted
as Nfull(i, j), divided by the sum of signal yields for all bins that have inferred
momentum index j, denoted as
∑
iNfull(i, j), where summation is over the first
index i (detected momentum):
Wij =
Nfull(i, j)∑
iNfull(i, j)
(3.36)∑
i
Wij = 1.
The unfolded pion momentum spectra, denoted as N imeas, in the partial recon-
struction is then retrieved by multiplying the response matrix to the inferred pion
momentum spectra, that is obtained from fits to ∆mpart distributions in bins of
inferred momentum.
N imeas =
∑
j
WijN
j
infer, (3.37)
where N jinfer is raw signal yield determined from partial reconstruction (shown in
Fig. 3.31 and Table 3.12) in bin j in terms of inferred momentum, and N imeas is
the unfolded yield (shown in Fig. 3.32) in bin i in terms of detected momentum.
The error matrix on the quantities N imeas is determined by propagating through
the estimated error matrix on N jinfer using:
Umeas = WVinferW
T , (3.38)
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where Vinfer stands for the estimated error matrix from the maximum likelihood
fit for N jinfer (diagonal matrix), Umeas is the error matrix on N
i
meas, and W is the
response matrix. The error bars in Fig. 3.32 only show the diagonal elements of
error matrix Umeas.
Table 3.11: Description of kinematic binning of pion momentum
Bin i(or j) Definition
1 2-5 GeV
2 5-10 GeV
3 10-20 GeV
4 20-30 GeV
5 30-40 GeV
6 40-50 GeV
7 50-100 GeV
Table 3.12 and Table 3.13 show number of signal yields in partial recon-
struction in bins of inferred momentum for magnet up and magnet down data
separately. And Table 3.14 and Table 3.15 show the number of bin-by-bin signal
yields in partial reconstruction after unfolding, also for magnet up and magnet
down data separately.
Table 3.16 and Table 3.17 show the number of signal yields in full recon-
struction in bins of detected momentum for magnet up and magnet down data
separately.
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Table 3.12: Number of signals in partial reconstruction versus inferred pion mo-
mentum for magnet up data
Pion momentum D∗+ events D∗− events
underflow 24784.1± 210.3 26059.9± 226.2
2-5 GeV 57666.1± 589.3 59419.4± 624.6
5-10 GeV 80913.7± 591.4 84327.2± 600.1
10-20 GeV 131163.0± 737.9 137894.0± 751.0
20-30 GeV 81868.4± 504.1 85650.2± 518.6
30-40 GeV 45835.9± 366.3 48514.6± 372.4
40-50 GeV 26700.0± 335.0 27841.9± 330.0
50-100 GeV 37838.5± 385.6 39704.9± 398.3
overflow 13777.4± 270.1 14500.4± 280.7
Table 3.13: Number of signals in partial reconstruction versus inferred pion mo-
mentum for magnet down data
Pion momentum D∗+ events D∗− events
underflow 37691.2± 299.4 38926.6± 302.8
2-5 GeV 82669.7± 557.8 85020.3± 557.6
5-10 GeV 118822.0± 723.1 123188.0± 728.2
10-20 GeV 193743.0± 879.0 200210.0± 885.2
20-30 GeV 119743.0± 598.6 123377.0± 609.1
30-40 GeV 67210.1± 454.2 69268.2± 464.4
40-50 GeV 37749.7± 363.2 39542.0± 372.3
50-100 GeV 51917.5± 388.9 55050.1± 396.9
overflow 18140.4± 268.8 18402.2± 273.6
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Table 3.14: Number of signals in partial reconstruction versus unfolded pion
momentum for magnet up data, only diagonal errors are shown in the table
Pion momentum D∗+ events D∗− events
2-5 GeV 56872± 301 59114± 319
5-10 GeV 120739± 452 126050± 463
10-20 GeV 162941± 553 170887± 564
20-30 GeV 78466± 288 82262± 296
30-40 GeV 37595± 176 39553± 178
40-50 GeV 19607± 129 20533± 129
50-100 GeV 21139± 166 22174± 171
Table 3.15: Number of signals in partial reconstruction versus unfolded pion
momentum for magnet down data, only diagonal errors are shown in the table
Pion momentum D∗+ events D∗− events
2-5 GeV 83190± 300 85829± 300
5-10 GeV 176859± 531 182945± 534
10-20 GeV 28546± 655 246579± 660
20-30 GeV 113949± 340 117660± 346
30-40 GeV 54249± 210 56168± 215
40-50 GeV 27530± 139 28782± 142
50-100 GeV 28742± 165 30259± 168
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Table 3.16: Number of signals in full reconstruction versus detected pion momen-
tum for magnet up data
Pion momentum D∗+ events D∗− events
2-5 GeV 8799.3± 110.5 9089.3± 111.7
5-10 GeV 42512.3± 220.6 44997.6± 226.8
10-20 GeV 76484.3± 292.9 81295.8± 302.4
20-30 GeV 40897.3± 214.2 42927.6± 219.6
30-40 GeV 18658.6± 143.4 19678.4± 147.5
40-50 GeV 9153.0± 101.1 9533.3± 103.0
50-100 GeV 7635.8± 92.2 8189.3± 96.2
Table 3.17: Number of signals in full reconstruction versus detected pion momen-
tum for magnet down data
Pion momentum D∗+ events D∗− events
2-5 GeV 13126.0± 124.5 13329.0± 125.8
5-10 GeV 62099.8± 262.0 64153.8± 267.0
10-20 GeV 113993.0± 359.7 117075.0± 364.5
20-30 GeV 60033.7± 253.0 61849.3± 256.7
30-40 GeV 27293.6± 173.9 27913.3± 176.8
40-50 GeV 13094.4± 118.9 13586.6± 121.8
50-100 GeV 10958.4± 112.8 11461.0± 115.1
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Figure 3.30: Distribution of the detected pion momentum versus inferred pion
momentum obtained from fully reconstructed D∗± events for data taken with (a)
Magnet polarity up and (b)Magnet polarity down. The contents in each bin indi-
cate the number of signal events in full reconstruction
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Figure 3.31: Number of signal events in partial reconstruction in bins of inferred
pion momentum for data taken with (a) Magnet polarity up and (b) Magnet po-
larity down, the the red points are for D0 events while the blue squares are for D0
events
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Figure 3.32: Number of signal events in partial reconstruction in bins of unfolded
pion momentum for data taken with (a) Magnet polarity up and (b) Magnet po-
larity down, the the red points are for D0 events while the blue squares are for D0
events
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3.8.4 Results of momentum dependent efficiency ratio
Figure 3.36 shows the signal yields in full reconstruction in bins of detected pion
(both pi+ and pi−) momentum, that is defined as N ifull, where the definition of
bin i is also listed in Table 3.11. Figure 3.33 shows pion pT distribution in full
reconstruction.
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Figure 3.33: Pion pT distribution in D
∗± sample.
The absolute bin-by-bin pion detection efficiency is thus defined as:
εi = N ifull/N
i
meas (3.39)
for both pi+ and pi−, which is shown in Fig. 3.37. We also test the full and partial
reconstruction method on 10M signal MC events (official MC11a, event type
27265000) with the same cuts (listed in Table 3.3) applied to the missing pion in
the full reconstruction. The PID cut PIDK < −2 has different efficiencies in data
and MC that can be seen in Fig. 3.35. And since this MC sample is created with a
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generator level cut that requires all D0 daughters to be within LHCb acceptance
10 − 400 mrad the absolute efficiency in MC, shown in Fig. 3.34, is expected to
be higher than reality. The signal yields of full and partial reconstruction in MC
are extracted without WS background subtraction.
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Figure 3.34: Absolute detection efficiency versus MC true pion momentum for
(a) Magnet up (b) Magnet down MC sample, the red points are for D0 events while
the blue squares are for D0 events.
The relative pion detection efficiency, that is defined as the ratio between
ε(pi−) and ε(pi−), is shown in Fig. 3.38. We propagate through the error matrix
on N imeas, Umeas, that is described in the last section, to the efficiency ratio. The
systematic uncertainties are not shown on both Fig. 3.37 and Fig. 3.38. Since
most systematic uncertainties cancel in the efficiency ratio, we only consider five
sources of systematic uncertainties which are already described in Section 3.7.
The total systematic uncertainty on the efficiency ratio is estimated to be 0.045%.
Table 3.18 shows the pi± efficiencies for magnet up data and magnet down data
separately. Only the diagonal elements of error matrix are shown in the table.
The 7× 7 error matrices on the bin-by-bin efficiencies are shown in Fig 3.39 and
Fig 3.40.
We also check the dependence of the relative efficiency on pion p and pT as
shown in Fig. 3.41, and find that the efficiency ratio is not dependent on pT in
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Figure 3.35: The “missing” pion DLL(K-pi) distributions for background sub-
tracted data and signal MC in full reconstruction
each of the 3 p slices. The relative efficiencies in each slice are shown separately
for magnet up and down data in Table 3.19 and Table 3.20.
In order to check the upper bound of the bias on the asymmetry that any
change on pT distribution could introduce, we then vary the fractional pT distri-
butions according to the pion populations of D∗± sample and signal D+s sample
1,
and find the average change of the efficiency ratio is estimated to be 0.9998 which
is negligible compared to the statistical error on the efficiency ratio (±0.0025).
The absolute efficiency is changed by 1.0654. The fractional pion pT distribution
in each p slice for both D∗± control sample and D±s signal sample are shown in
Table 3.21, Table 3.23, Table 3.22, and Table 3.24.
1Details of the prompt signal D+s sample are presented in Chapter 4.
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Figure 3.36: Number of signal events in full reconstruction in bins of detected pion
momentum for data taken with (a) Magnet polarity up and (b) Magnet polarity
down, the the red points are for D0 events while the blue squares are for D0 events
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Figure 3.37: Absolute detection efficiency versus pion momentum for (a) Magnet
up (b) Magnet down data, the red points are for D0 events while the blue squares
are for D0 events. Only statistical errors are shown in the plot
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Figure 3.38: Relative detection efficiency that is defined as ε(pi+)/ε(pi−) in bins of
detected pion momentum, the red points are for data taken with magnet polarity
up and the blue squares are for data taken with magnet polarity down. Only
statistical errors are shown in the plot
Table 3.18: pi± detection efficiencies for magnet up data and magnet down data
separately, only diagonal elements of error matrix are shown in the table
Magnet up Magnet down
Momentum ε(pi+) ε(pi−) ε(pi+) ε(pi−)
2-5 GeV 0.1547± 0.0021 0.1538± 0.0021 0.1578± 0.0016 0.1553± 0.0016
5-10 GeV 0.3521± 0.0023 0.3570± 0.0022 0.3511± 0.0018 0.3507± 0.0018
10-20 GeV 0.4694± 0.0024 0.4757± 0.0024 0.4779± 0.0020 0.4748± 0.0019
20-30 GeV 0.5212± 0.0033 0.5218± 0.0033 0.5268± 0.0027 0.5257± 0.0027
30-40 GeV 0.4963± 0.0045 0.4975± 0.0043 0.5031± 0.0038 0.4970± 0.0037
40-50 GeV 0.4668± 0.0060 0.4643± 0.0058 0.4756± 0.0049 0.4720± 0.0048
50-100 GeV 0.3612± 0.0052 0.3693± 0.0052 0.3813± 0.0045 0.3788± 0.0043
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Mag UP  ε(pi  ) covariance matrix
0.0000044455 0.0000007058 0.0000004345 0.0000003167 0.0000002461 0.0000002206 0.0000001499
  0.0000050801 0.0000012501 0.0000007578 0.0000005915 0.0000005858 0.0000004799
    0.0000057652 0.0000015674 0.0000009578 0.0000008917 0.0000007375
      0.0000111082 0.0000024168 0.0000016403 0.0000010644
        0.0000199211 0.0000044801 0.0000019677
          0.0000360596 0.0000046050
            0.0000270560
+
Mag UP  ε(pi  ) covariance matrix
0.0000042560 0.0000007141 0.0000004320 0.0000003123 0.0000002350 0.0000002102 0.0000001500
  0.0000049547 0.0000012243 0.0000007403 0.0000005706 0.0000005552 0.0000004818
    0.0000055855 0.0000015172 0.0000009160 0.0000008371 0.0000007364
      0.0000106414 0.0000022829 0.0000015130 0.0000010486
        0.0000189000 0.0000040590 0.0000019147
          0.0000336122 0.0000044519
            0.0000269372
−
Figure 3.39: Covariance matrix of pi± efficiency for magnet up data
Mag DOWN  ε(pi  ) covariance matrix
0.0000025638 0.0000003874 0.0000002649 0.0000001898 0.0000001479 0.0000001255 0.0000000902
  0.0000033113 0.0000008269 0.0000004849 0.0000003717 0.0000003454 0.0000002747
    0.0000039879 0.0000010476 0.0000006351 0.0000005340 0.0000004244
      0.0000073999 0.0000016741 0.0000010254 0.0000006124
        0.0000140782 0.0000027865 0.0000011373
          0.0000244066 0.0000027301
            0.0000202039
+
Mag DOWN  ε(pi  ) covariance matrix
0.0000024432 0.0000003591 0.0000002467 0.0000001788 0.0000001384 0.0000001173 0.0000000836
  0.0000031838 0.0000007821 0.0000004642 0.0000003591 0.0000003281 0.0000002590
    0.0000038092 0.0000010056 0.0000006066 0.0000005087 0.0000004010
      0.0000071549 0.0000016111 0.0000009837 0.0000005817
        0.0000135291 0.0000026450 0.0000010685
          0.0000233470 0.0000025513
            0.0000189207
−
Figure 3.40: Covariance matrix of pi± efficiency for magnet down data
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Figure 3.41: Relative efficiency averaged over magnet up and magnet down sam-
ples versus pion p and pT .
Table 3.19: Relative efficiency versus pion p and pT for magnet up data
pT [0.3, 1] GeV pT [1, 2] GeV pT [2,∞] GeV
p [2, 10] GeV 0.985± 0.011 0.982± 0.019 0.814± 0.260
p [10, 20] GeV 0.983± 0.016 0.985± 0.011 0.990± 0.020
p [20, 100] GeV 0.963± 0.047 1.001± 0.013 1.001± 0.010
Table 3.20: Relative efficiency versus pion p and pT for magnet down data
pT [0.3, 1] GeV pT [1, 2] GeV pT [2,∞] GeV
p [2, 10] GeV 1.006± 0.009 1.002± 0.015 1.131± 0.180
p [10, 20] GeV 1.012± 0.014 1.002± 0.009 1.006± 0.016
p [20, 100] GeV 1.010± 0.034 1.009± 0.011 1.008± 0.008
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Table 3.21: Fraction of signal yields (in p slices) in D∗± sample versus pion p and
pT for magnet up data
pT [0.3, 1] GeV pT [1, 2] GeV pT [2,∞] GeV
p [2, 10] GeV (78.08± 0.36)% (21.72± 0.16)% (0.20± 0.01)%
p [10, 20] GeV (28.02± 0.15)% (57.04± 0.24)% (14.94± 0.10)%
p [20, 100] GeV (3.77± 0.05)% (42.94± 0.20)% (53.29± 0.23)%
Table 3.22: Fraction of signal yields (in p slices) in D+s sample versus pion p and
pT for magnet up data
pT [0.3, 1] GeV pT [1, 2] GeV pT [2,∞] GeV
p [2, 10] GeV (58.88± 0.19)% (38.99± 0.15)% (2.12± 0.03)%
p [10, 20] GeV (13.37± 0.04)% (41.57± 0.08)% (45.05± 0.08)%
p [20, 100] GeV (1.56± 0.01)% (19.06± 0.03)% (79.38± 0.08)%
Table 3.23: Fraction of signal yields in D∗± sample versus pion p and pT for
magnet down data
pT [0.3, 1] GeV pT [1, 2] GeV pT [2,∞] GeV
p [2, 10] GeV (77.41± 0.30)% (22.41± 0.13)% (0.18± 0.01)%
p [10, 20] GeV (27.87± 0.12)% (56.91± 0.20)% (15.22± 0.09)%
p [20, 100] GeV (3.75± 0.04)% (42.63± 0.16)% (53.63± 0.19)%
143
3.8 Momentum dependent efficiency ratio
Table 3.24: Fraction of signal yields (in p slices) in D+s sample versus pion p and
pT for magnet down data
pT [0.3, 1] GeV pT [1, 2] GeV pT [2,∞] GeV
p [2, 10] GeV (58.12± 0.16)% (39.75± 0.12)% (2.13± 0.02)%
p [10, 20] GeV (13.37± 0.03)% (41.45± 0.06)% (45.18± 0.07)%
p [20, 100] GeV (1.55± 0.01)% (19.16± 0.03)% (79.29± 0.07)%
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3.9 Efficiency ratio as a function of azimuthal
angle
As shown in Section 3.8, we examine that the relative pion efficiency is not depen-
dent on p or pT when we separate magnet up and magnet down samples, however
it is dependent on the azimuthal angle ϕ due to the “left-right” detector asymme-
try 1 where ϕ is defined as tan−1(pY /pX) that starts from 0 at positive x axis and
goes counter clock-wise to 2pi. Indeed the detected pions show large dependences
with ϕ as shown in Fig. 3.42, we will also give ϕ dependent efficiency ratio cor-
rections when making the measurement of D±s production asymmetry. Selections
on the “missing” pion are identical to the ones described in Section 4.3.5.
The pion ϕ distributions can be different between different samples, this leaves
us with a potential kinematic bias thus binning in terms of ϕ angle is necessary.
For example, when using prompt D+s → φpi signals to measurement the D+s
production asymmetry, the pion ϕ distribution is different from the one in D∗→
D0(K3pi)pis control sample as shown in Fig. 3.42.
The resolution of the ϕ angle in the kinematic fitting is shown in Fig. 3.43. It is
much better than the bin width, thus a unfolding on the inferred ϕ distribution is
not necessary. And the relative efficiency as a function of pion ϕ and momentum
is shown in both Fig. 3.44 and Table 3.25.
After averaging the magnet up and magnet down data and also combining
the two momentum intervals, the relative efficiency is flat across ϕ as shown in
Fig. 3.45. This observation is expected as the interaction cross-section between
the pion and deuteron is independent on the momentum.
1This “left-right” asymmetry is purely geometrical effect induced by VELO and beam pipe
acceptance.
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Figure 3.42: Pion ϕ distributions in both D+s signal sample and D
∗ control
sample, both normalized to unit area (only pi+ track in magnet up data shown
here).
Table 3.25: Summary table of the relative efficiency versus pion ϕ and momentum
ϕ angle p[2, 20] GeV p > 20 GeV
UP DOWN UP DOWN
[0, 1
4
pi] 0.875± 0.014 1.126± 0.014 0.941± 0.019 1.047± 0.017
[1
4
pi, 1
2
pi] 0.934± 0.015 1.081± 0.017 0.926± 0.022 1.043± 0.019
[1
2
pi, 3
4
pi] 1.017± 0.019 0.960± 0.015 1.072± 0.026 0.935± 0.018
[3
4
pi, pi] 1.102± 0.015 0.879± 0.012 1.066± 0.020 0.946± 0.016
[pi, 5
4
pi] 1.127± 0.018 0.878± 0.011 1.079± 0.022 0.938± 0.016
[5
4
pi, 3
2
pi] 1.064± 0.020 0.934± 0.013 1.046± 0.025 0.967± 0.019
[3
2
pi, 7
4
pi] 0.933± 0.019 1.041± 0.018 0.978± 0.024 1.037± 0.021
[7
4
pi, 2pi] 0.869± 0.015 1.142± 0.015 0.924± 0.019 1.066± 0.018
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Figure 3.43: The resolution of the inferred ϕ angle in the kinematic fitting where
∆ϕ is defined as ϕdetected − ϕinferred.
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Figure 3.44: Relative pion efficiency as a function of azimuthal angle ϕ in two
momentum intervals: (a) p [2, 20] GeV, (b) p > 20 GeV
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Figure 3.45: Relative pion efficiency as a function of azimuthal angle ϕ after
averaging the magnet up and magnet down data and also combining the two mo-
mentum intervals
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A data-driven approach is implemented to measure the pion tracking efficiency
thus the relative tracking efficiency between pi+ and pi−. The idea is to first “par-
tially” reconstruct the prompt D∗+ → D0pi+s decays where D0 → K−pi+pi−pi+
with oneD0 daughter pion ignored and subsequently “fully” reconstruct the whole
decay sequence on top of the partial reconstruction. The detection efficiency is
then determined by the ratio of the full reconstruction to the partial reconstruc-
tion. To use this tool for a real physics analysis, we utilized all the kinematic
constraints in this problem and performed a “Lagrange-multiplier” based opti-
mization to infer the missing pion momentum. The performance of the kinematic
fitting turns out to be good but not perfect due to detector resolutions. Some
effort was made to improve the momentum resolution such as requiring large a
D0 flight distance to ensure the D0 flight direction is relatively well-determined,
rejecting those events with a large experimental uncertainty by significance cuts
on the inferred momentum and transverse momentum of the missing pion etc.
And finally a unfolding framework was developed to correct for the limited mo-
mentum resolution with the correlation matrix obtained from comparison of the
detected “missing” pion momentum to the “inferred” one in full reconstruction
where both “detected” and “inferred” information are available.
The pion detection asymmetry is determined to be consistent with zero with
a 0.18% statistical uncertainty (1 fb−1 data in 2011) which agrees well with our
expectation since interaction cross-section on Isoscalar targets is the same for pi+
and pi− and the detector material is close to being Isoscalar. The pion detection
asymmetry is then examined versus both momentum and transverse momentum,
and no dependence is observed 1.
This chapter initializes one example of applications of partial reconstruc-
tion technique which, in principle, can be continued and further studied at
LHCb. Other partial reconstruction ideas could also allow us to measure the
1This fact actually simplifies the assl analysis in calibrating out the tracking asymmetry
for the charge symmetric final state (pi±–µ∓ pairing). A large cancellation of the tracking
asymmetry is expected between the charged pion and the oppositely charged muon tracks even
though muon momentum spectra is a little harder than pion.
149
3.10 Conclusions
kaon and proton detection efficiencies [50]. The key issues for such a measure-
ment could be first finding a decay that is strongly constrained by the kinematics
to give a good resolution on the missing particle momentum, background mod-
eling and then having a large signal yield. Partial reconstruction can also be
used to gain statistics in some modes as less number of tracks need to detected
or the missing particle has a very poor detector acceptance such as the chan-
nel B+→ D(Ksh+h−)K+pi+pi− which could, essentially, be a promising way to
improve the γ measurement using the “Dalitz approach” with the Ks ignored
in the reconstruction [51], however the experimental complication here would be
the separations of KS and KL which could be done by utilizing the fact that Ks
decays before Calorimeter system while KL interacts to have depositions in the
Calorimeter along the missing track’s momentum direction.
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Chapter 4
Measurement of the D+s – D
−
s
production asymmetry
Heavy quark production in 7 TeV centre-of-mass energy pp collisions at the LHC
is not necessarily flavor symmetric. The production asymmetry, AP, between
D+s and D
−
s mesons is studied using the φpi
± decay mode in a data sample of
1.0 fb−1 collected with the LHCb detector. The difference between pi+ and pi−
detection efficiencies is determined using the ratios of fully reconstructed to par-
tially reconstructed D∗± decays (presented in Chapter 3). The overall production
asymmetry in the D±s rapidity region 2.0 to 4.5 with transverse momentum larger
than 2 GeV is measured to be AP = (−0.33± 0.22± 0.10)% [43]. This result can
constrain models of heavy flavour production.
4.1 Theoretical expectations
Production of charm and bottom hadrons at the LHC in 7 TeV pp collisions is
quite prolific. The bottom cross-section in the pseudorapidity region between 2
and 6 is about 80 µb [25], and the charm cross-section is about 30 times higher
[52]. In pp collisions the production rates of charm and anti-charm particles
need not be the same. While production diagrams are flavour symmetric, the
hadronization process may prefer antiparticles to particles or vice versa. Fig-
ure 4.1 gives an example of cc production via gluon fusion. If the quarks that
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contribute to charm meson production are created in an independent fragmenta-
tion process, equal numbers of D and D will be produced. On the other hand, if
they combine with valence quarks in beam protons, the c-quark can form a me-
son, while the c-quark can form a charmed baryon. Therefore, we may expect a
small excess of D−s over D
+
s mesons. However, there are other subtle QCD effects
that might contribute to a charm meson production asymmetry [53, 54, 55]; we
note for b quarks the asymmetries are estimated to be at the 1% level [56], and we
would expect them to be smaller for c quarks, although quantitative predictions
are difficult. Another conjecture is that any asymmetries might be reduced as
particles are produced at more central rapidities.
u
u
d
u
p u
d
c
p
u
u
d
u
u
d
c
_
Figure 4.1: Production of cc quark pairs in a pp collision via gluons.
Measurements of CP violating asymmetries in charm and bottom decays are
of prime importance. These can be determined at the LHC if production and
detection asymmetries are known. The measurement of asymmetries in flavour
specific modes usually involves detection of charged hadrons, and thus requires
the relative detection efficiencies of pi+ versus pi− or K+ versus K− to be ascer-
tained. While certain asymmetry differences can be determined by cancelling the
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detector response differences to positively and negatively charged hadrons [57],
more CP violating modes can be measured if the relative detection efficiencies
can be determined.
In this chapter we measure the production asymmetry,
AP =
σ(D+s )− σ(D−s )
σ(D+s ) + σ(D
−
s )
, (4.1)
where σ(D−s ) is the inclusive prompt production cross-section. We use D
±
s → φpi±
decays, where φ→ K+K−. Since D±s → φpi± is Cabibbo favoured, no significant
CP asymmetry is expected [58, 59]. Assuming it to be vanishing, AP is determined
after correcting for the relative D+s and D
−
s detection efficiencies. Since the
final states are symmetric in kaon production, this requires only knowledge of
the relative pi+ and pi− detection efficiencies, ε(pi+)/ε(pi−). The observed raw
asymmetry between D+s and D
−
s is defined as:
ARaw(D
±
s ) =
n(D+s )− n(D−s )
n(D+s ) + n(D
−
s )
, (4.2)
with n(D+s ) and n(D
−
s ) defined as the measured yields of prompt D
+
s and D
−
s
events, respectively.
4.2 Data Sample
We use Reco10 Stripping17 processing of 2011 dataset (
∫
L = 1.04 fb−1, listed in
Table 4.1) and the official MC10 and MC11a simulation, both processed using
DaVinci v29r2, for this analysis. The stripping line we use to determine relative
efficiency between pi+ and pi− is StrippingD0ForBXX, and to extract prompt D±s
yields we use both PromptCharm and D2hhh stripping lines as a cross check
to each other. Significant part of the D±s signals in the stripping come from
CharmHadronD2HHH, IncPhi and ExpressDs2PhiPi trigger lines. The data sam-
ples taken with magnet polarity up and down are always treated separately. The
Monte Carlo (MC) samples are listed in Table 4.2.
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Table 4.1: List of 2011 data samples used in this analysis
Stripping Magnet polarity Online Lumi( pb−1)
Charm/StrippingPromptCharm UP 446
Charm/StrippingPromptCharm DOWN 595
Charm/D2hhh KKPLine UP 446
Charm/D2hhh KKPLine DOWN 595
Cha.Comple./D0ForBXX UP 446
Cha.Comple./D0ForBXX DOWN 595
Table 4.2: List of MC samples used in this analysis
Event type nickname Statistics Purpose of usage
27265000 DstD0pi,Kpipipi 10M Signal MC
20000000 incl c 20M Background
27260200 inclDstplus D0ToAllExceptK3pi 3M Background
27260210 inclDst0 3M Background
23163001 Ds+K+K-pi+=phsp 1M Dfb contami.
23163030 Ds+K+K-pi+=Dalitz 10M D+s recon. eff.
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4.3 Event reconstruction and selection
4.3.1 Introduction
We analyze two different trigger samples. The first one is TOS on the φ meson
which eliminates all possible trigger biases (described in Section 4.3.5). The
second one is TIS on the Ds, which is likely to be unbiased but there is a chance
that L0 hadron trigger on the charged kaon produced in association with the D+s
could introduce a relative “K+/K-” trigger acceptance, that could differ up to 4%
based on the relative hadron interaction cross sections. Checking how often such
kaons are actually triggered is not possible currently because both two charm
stripping lines we use are on “micro-dst” format 1.
Section 4.3.2 and Section 4.3.4 list the stripping cuts, off-line selections, fitting
functions, signal yields and raw asymmetries for the second D+s sample where
we used all triggered D+s events. Section 4.3.5 lists the stripping cuts, off-line
selections (with trigger requirements), and signal yields for the first D+s sample
(TOS on the φ meson).
4.3.2 Selection Criteria
The pre-selections (stripping cuts) for signal D±s → φpi± are listed in Table 4.3.
And the off-line selections are listed in Table 4.4, where the same fiducial cuts
are applied here as describe in Section 3.3.
1In “micro-dst” format, only tracks that belong to the signal decay are stored while the rest
tracks of the event are not accessible
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Table 4.3: Pre-selections (Stripping cuts) of prompt D+s → φ(K+K−)pi+ (Strip-
ping line StrippingDsForPromptCharm)
Item Requirement
D+s (K
+K−pi+) daughters selections
Track fit quality χ2/NDOF < 5
Transverse momentum pT > 250 MeV
Impact parameter IP χ2 > 9
Particle Identification K : DLLKpi > 2
pi : DLLKpi < −2
φ mass window |m(K+K−)−mPDG(φ)| < 30 MeV
D+s selections
Vertex fit quality χ2/NDOF < 25/3
Detachment from PV cτ > 100µm
Pointing to PV χ2(LifetimeFit) < 9 (log(IP χ2) < 2.2)
Transverse momentum pT > 2 GeV
4.3.3 Estimate of D+s from B(Dfb) Contamination
In order to estimate the fraction of Dfb component in the inclusive D±s mesons,
we start with the cross section for prompt D±s , σ(D
±
s ) = 194±38 µb, and inclusive
b, σ(pp → HbX) = 75.3 ± 5.4 ± 13 µb, where Hb stands for b hadrons. After
taking into account the fragmentation fractions into different b hadrons multiplied
by the branching fractions listed below, along with the reconstruction efficiency
difference, 1.33% for promptD±s and 0.54% for DfbD
±
s , determined from inclusive
D+s MC (Event type 23163001, listed in Table 4.2), the fraction of Dfb D
±
s is
estimated to be (2.47± 1.20)%.
• B± +B0 is about 65± 3% of b’s and B(B± +B0 → D+s X) = (8.3± 0.8)%
• Bs is about 8.7± 0.5% of b’s and B(Bs → D+s X) = (93± 25)%
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• Λ0b is about 26.3± 1.4% of b’s and B(Λ0b → D+s X) = (7.9± 1.4)%
At this level, the asymmetry induced by Dfb D±s is negligible, thus we only
perfomr KKpi mass fits to extract the signal yields as described in the next
section.
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4.3.4 Signal Extraction
Figure 4.2 shows the distribution of invariant mass m(KKpi) for (a) K+K−pi+
events and (b) K−K+pi− events for data taken with magnet polarity up, and
Fig. 4.3 shows the distribution of the same variable for data taken with magnet
polarity down. We perform a binned maximum likelihood fit to the invariant
mass m(KKpi) to extract the signal yields. The signal PDF of D+s is defined as:
f(m) = f1Gauss(µ1, σ1,m)+f2Gauss(µ2, σ2,m)+(1−f1−f2)Gauss(µ1, σ3,m) ,
(4.3)
where m indicates the observable invariant mass m(KKpi) and Gauss(µ, σ,m)
is the Gaussian function of m with mean as µ and width as σ. We add a third
Gaussian resolution function here, Gauss(µ2, σ2,m), that can have a different
mean value, µ2, than the other two Gaussian’s in order to fit the low mass tail
better. The signal PDF of D+ is defined in a similar way as:
f
′
(m) = f
′
1Gauss(µ
′
1, σ
′
1,m)+f
′
2Gauss(µ
′
2, σ
′
2,m)+(1−f
′
1−f
′
2)Gauss(µ
′
1, σ
′
3,m) ,
(4.4)
where againm indicates the observable invariant massm(KKpi). The background
PDF is a 2nd order polynomial fbkg(m) = 1+am+bm
2. To summarize, there are
in total 19 fit parameters (16 shape parameters and 3 normalization parameters)
in the mass fit, and 124 bins in the invariant mass m(KKpi) histogram.
The yellow filled areas in Fig. 4.2 and Fig. 4.3 indicate the D±s signal compo-
nents which are described above. All the means, widths and fractions of individual
Gaussian functions are let to float in the fit. The red filled areas indicate the D±
signal components which are fitted in the same manner as D±s . The combinatoric
background is described by a second order polynomial function which is the black
dashed line. The blue solid line indicates the sum of all components described
above. The red dashed line and the pink dotted line indicate the two different
sets of mass window (denoted as CountI and CountII in Table 4.9 and 4.10),
[1918.45, 2018.45] MeV and [1942.45, 1994.45], around D±s mass, within which we
count the total number of events and then subtract off the background level in
the same range, as a cross check to the ratio of the yields D+s /D
−
s . We use both
fitting D+s and D
−
s events separately (both signal shape and background shape
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are allowed to be different between D+s and D
−
s events) to extract the raw asym-
metry, and fitting D+s and D
−
s simultaneously (both signal shape and background
shape are identical between D+s and D
−
s events) as a cross check. The results of
the two procedures are consistent with each other.
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Figure 4.2: Distribution of invariant mass for (a) K+K−pi+ events and (b)
K−K+pi− events, for the dataset taken with magnet polarity up. The fit curves
and shaded areas are described in the text.
The rapidity of D+s is denoted as y, defined as:
y =
1
2
ln
E + pz
E − pz , (4.5)
where E and pz are the energy and z component of the D
±
s momentum. We
examine the signal yields and the raw asymmetries in three rapidity bins, [2,3],
[3,3.5] and [3.5,4.5]. Fig. 4.4 shows the raw yield asymmetries ARaw as a function
of y, when fitting D+s and D
−
s events separately, where both the shape parameters
and absolute normalizations of signal and background are allowed to be different
between D+s and D
−
s events. Fig. 4.5 shows the raw yield asymmetries when
fitting D+s and D
−
s simultaneously. The difference is very small.
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Figure 4.3: Distribution of invariant mass for (a) K+K−pi+ events and (b)
K−K+pi− events, for the dataset taken with magnet polarity down. The fit curves
and shaded areas are described in the text.
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Table 4.4: Off-line selections of the prompt D+s → φ(K+K−)pi+ events (Stripping
line StrippingDsForPromptCharm)
Item Requirement
D+s (K
+K−pi+) daughters
Track fit quality χ2/NDOF < 4
Momentum p > 2 GeV
Transverse momentum pT > 300 MeV
Clone Killer CloneDist <= 0
Fiducial cuts to pi |px| ≤ α(pz − p0), α = 0.317; p0 = 2400 MeV
p1 − β1pz < |px| < p2 + β2pz
only for events with |py/pz| < 0.02
p1 = 418 MeV, p2 = 497 MeV
β1 = 0.01397, β2 = 0.01605
Impact parameter IP χ2 > 9
Particle Identification K : DLLKpi > 4
pi : DLLKpi < −2
φ mass window |m(K+K−)−mPDG(φ)| < 20 MeV
D+s selections
pseudorapidity η [2,5]
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Table 4.5: Summary of fit parameters in overall mass fit (K+K−pi+ events), for
data taken with magnet polarity up
K+K−pi+ events Value[ MeV ] ±
D+s peak
µ1 = µ3 1969.9 0.03
µ2 1970.2 0.01
σ1 8.5 0.1
σ2 5.4 0.04
σ3 17.1 0.7
f1 0.33 0.02
f2 0.64 0.02
D+ peak
µ
′
1 = µ
′
3 1871.0 0.007
µ
′
2 1849.6 0.18
σ
′
1 7.7 0.1
σ
′
2 5.0 0.6
σ
′
3 4.8 0.04
f
′
1 0.44 0.02
f
′
2 0.004 0.0004
Background
a -0.547 0.004
b 0.042 0.004
χ2/NDOF (124− 19) 5.2
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Table 4.6: Summary of fit parameters in overall mass fit (K−K+pi− events), for
data taken with magnet polarity up
K−K+pi− events Value[ MeV ] ±
D−s peak
µ1 = µ3 1969.6 0.06
µ2 1964.6 0.5
σ1 8.2 0.1
σ2 19.0 0.6
σ3 5.3 0.04
f1 0.38 0.02
f2 0.03 0.002
D− peak
µ
′
1 = µ
′
3 1870.2 0.06
µ
′
2 1870.8 0.06
σ
′
1 4.2 0.2
σ
′
2 5.9 0.1
σ
′
3 10.2 0.2
f
′
1 0.21 0.06
f
′
2 0.62 0.06
Background
a -0.553 0.004
b 0.087 0.006
χ2/NDOF (124− 19) 3.1
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Table 4.7: Summary of fit parameters in overall mass fit (K+K−pi+ events), for
data taken with magnet polarity down
K+K−pi+ events Value[ MeV ] ±
D+s peak
µ1 = µ3 1969.3 0.02
µ2 1969.6 0.01
σ1 8.3 0.04
σ2 5.3 0.01
σ3 15.8 0.3
f1 0.35 0.006
f2 0.62 0.006
D+ peak
µ
′
1 = µ
′
3 1870.5 0.006
µ
′
2 1849.6 0.09
σ
′
1 4.9 0.02
σ
′
2 4.8 0.6
σ
′
3 8.0 0.05
f
′
1 0.60 0.008
f
′
2 0.003 0.0003
Background
a -0.538 0.003
b 0.041 0.003
χ2/NDOF (124− 19) 8.6
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Table 4.8: Summary of fit parameters in overall mass fit (K−K+pi− events), for
data taken with magnet polarity down
K−K+pi− events Value[ MeV ] ±
D−s peak
µ1 = µ3 1970.1 0.004
µ2 1948.5 0.1
σ1 9.1 0.04
σ2 12.2 0.5
σ3 5.4 0.01
f1 0.30 0.005
f2 0.008 0.0004
D− peak
µ
′
1 = µ
′
3 1870.3 0.06
µ
′
2 1871.1 0.03
σ
′
1 3.7 0.1
σ
′
2 5.5 0.03
σ
′
3 9.4 0.07
f
′
1 0.09 0.01
f
′
2 0.70 0.01
Background
a -0.526 0.003
b 0.061 0.003
χ2/NDOF (124− 19) 4.9
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Table 4.9: Summary of signal yields for both D±s and D±, for data taken with
magnet polarity up
Yield ±
CountI D+s 1741001.5 1432.7
D−s 1767941.5 1485.6
CountII D+s 1732923.9 1358.5
D−s 1757080.6 1378.8
Fitting D+s 1740799.2 1572.4
D−s 1768601.1 1804.5
Fitting D+ 896284.0 1103.1
D− 917846.6 1230.3
Fitting bkg+ 377362 1428.88
bkg− 362409 1899.97
Table 4.10: Summary of signal yields for both D±s and D±, for data taken with
magnet polarity down
Yield ±
CountI D+s 2541861.5 1707.6
D−s 2549860.2 1716.6
CountII D+s 2530962.9 1635.0
D−s 2538900.6 1639.2
Fitting D+s 2541340.9 1776.4
D−s 2548922.4 1798.4
Fitting D+ 1300680.5 1272.2
D− 1314059.5 1323.0
Fitting bkg+ 541065 1460.95
bkg− 543175 1542.11
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Figure 4.4: Observed raw asymmetry in bins of D±s rapidity when fitting D+s and
D−s separately, the red points are for data taken with magnet polarity up and the
blue squares are for data taken with magnet polarity down
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Figure 4.5: Observed raw asymmetry in bins of D±s rapidity when fitting D+s and
D−s simultaneously, the red points are for data taken with magnet polarity up and
the blue squares are for data taken with magnet polarity down
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4.3.5 “Triggered on phi meson” sample
Since there might be a trigger bias induced by the charged kaons that are produced
in association with directly produced D+s mesons, here we only use events where φ
meson is triggered (we call it “triggered on phi meson” events) to be independent
of trigger bias, the trigger requirements and selections are listed in Table 4.11.
After applying trigger requirements, it’s about 10% of the whole data sample (all
triggered events).
Table 4.11: Stripping cuts and off-line selections of “triggered on phi meson”
sample
Items Selection
Stripping cuts (D2hhh KKPLine)
KKpi tracks pT > 250 MeV, p > 2 GeV
Track quality CHI2NDOF< 5
PID Kaon: PIDK > 7, Pion: PIDK < 3
IP IPCHI2> 4
Prompt selection IPCHI2< 15 for D+s
Vertex fitting CHI2/NDOF< 30/3
Detachment FDCHI2> 100
Off-line cuts
KKpi tracks pT > 300 MeV
and pT < 4 GeV for pions only
CloneDist<= 0
Track quality CHI2NDOF< 4
Fiducial cuts Same as in Table 4.4
Trigger requirements L0Hardron on K+ or K−
Hlt1 Global on phi
Hlt2IncPhiDecision on phi
Phi mass window ±20 MeV
The trigger requirements make the pion pT distribution of “triggered on phi
meson” sample harder than the one in whole data sample (events with pT > 4 GeV
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now carry larger weights), this is checked in both stripping lines as shown in
Fig. 4.6. We then remove the D+s events which have pion pT > 4 GeV, and this
cut is also applied in the control sample.
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Figure 4.6: pion pT distribution of “triggered on phi meson” sample compared
to the one in the control sample
After off-line selections and trigger requirements, the signal yields are listed in
Table 4.12 and the overall mass fits are shown in Fig.4.7 and Fig.4.8 for magnet
up and magnet down sample separatedly.
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Table 4.12: Summary of signal yields of “triggered on phi meson” sample
D+s D
−
s
MAG UP 152696.3± 447.7 154208.5± 438
MAG DOWN 230859.5± 513.5 233265.9± 549
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Figure 4.7: KKpi mass fit of “triggered on phi meson” sample for magnet up:
(a) K+K−pi+ events and (b) K−K+pi− events
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Figure 4.8: KKpi mass fit of “triggered on phi meson” sample for magnet down:
(a) K+K−pi+ events and (b) K−K+pi− events
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4.3.6 Efficiency Correction
4.3.6.1 Efficiency correction as a function of pion momentum only
Our goal is to measure the production asymmetry AP (D
±
s ) as a function of both
D±s rapidity and transverse momentum, denoted as pT (D
±
s ). Here we are doing
efficiency corrections to the second D+s sample (all triggered D
+
s mesons). We
first divide the data into 3 D±s y bins, with binning described in Section 4.3.4,
and then in each y bin we extract the D±s yields, n(D
+
s ) and n(D
−
s ), in 7 pion
momentum bins with momentum binning defined in Table 3.11. Using the bin-
by-bin efficiencies obtained in Section 3.8, we get the efficiency corrected yields,
N(D+s ) and N(D
−
s ), by N(D
+
s ) = n(D
+
s )/ε(pi
+) and N(D−s ) = n(D
−
s )/ε(pi
−).
Summing up the 7 bin-by-bin efficiency corrected yields in each of the 3 D+s y
bin, we get AP (D
±
s ) as a function of D
+
s rapidity. Both the efficiency and D
±
s
yields are obtained separately for magnet up and down data. We then follow the
similar procedure when getting AP (D
±
s ) as a function of pT (D
±
s ) where we divide
the data into 3 pT (D
±
s ) bins: [2,5] GeV, [5,7] GeV and[7,25 GeV ]. Compatible
efficiency corrections are obtained for magnet up and down data sets at a per mil
precision level.
4.3.6.2 Efficiency correction as a function of both ϕ and momentum
Here we are doing efficiency corrections to the firstD+s sample (TOS on φmesons).
Since the relative pion efficiency is dependent on ϕ (shown in Section 3.9) and also
the ϕ distributions are a bit different between the signal sample (“triggered on
phi meson” sample) and the control sample as shown in Fig. 4.9, we then examine
the results with efficiency correction applied versus both ϕ and momentum.
The efficiency correction is done in each D+s rapidity or pT (D
±
s ) bins in a
similar way as described in Section 4.3.6.1. We use the relative pion efficiency
described in Section 3.9 and the raw yields of “triggered on phi meson” sample
described in Section 4.3.5. We divide the “triggered on phi meson” sample into
8 ϕ bins, each one with 2 momentum intervals, in total, there are 16 kinematic
bins. Here we also check AP (D
±
s ) as a function of both D
±
s rapidity ([2, 3], [3, 3.5],
[3.5, 4.5]) and pT (D
±
s ) ([2, 6.5] GeV, [6.5, 8.5] GeV, [8.5, 25] GeV) with bin-by-bin
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efficiency correction applied. The rapidity and pT (D
±
s ) distributions are shown
in Fig 4.10.
The results are shown in Fig. 4.11, we check that they are consistent with the
ones obtained in Section 4.3.6.1 where efficiency correction is applied versus pion
momentum only.
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Figure 4.9: ϕ distribution comparison between the signal sample (“triggered on
phi meson” sample) and the control sample (this plot only compare pi+ track in
magnet up data), the ratio N(D∗)/N(Ds) is plotted here in 7 pion momentum
intervals
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to “triggered on phi meson” sample
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4.4 Measured D±s production asymmetry
After integrating over all D±s rapidity range from 2 to 4.5 and all pT (D
±
s ) range
above 2 GeV in Section 4.3.6.2, the production asymmetry AP is measured to
be:
AP = [−0.29± 0.34(stat.)]% for magnet polarity up
and
AP = [−0.49± 0.28(stat.)]% for magnet polarity down.
where the statistical error term contains uncertainties from both the efficiency
ratio and the D±s yields which are [±0.20(D±s )±0.27(efficiency)]% for magnet up
data and [±0.17(D±s )± 0.23(efficiency)% for magnet down data.
Averaging the two results on the basis of the relative magnet up/magnet down
luminosities (assuming equal weights for both magnet up and down data):
AP = [−0.39± 0.22(stat.)± 0.10(sys.)]%
where again the statistical error term contains uncertainties from both the effi-
ciency ratio and the D±s yields, which are [±0.13(D±s )± 0.18(efficiency)]%.
We also measured the AP in bins of correlated D
+
s y and pT intervals as shown
in Table 4.13, an average overall asymmetry can be derived by weighting the
individual asymmetries by the production yields. Thus we take the asymmetries
in each y and pT interval, weight by the measured event yields divided by the
reconstruction efficiencies. The reconstruction efficiency for D±s is obtained from
MC as shown in Fig. 4.12. The resulting integrated production asymmetry Ap is
(−0.20±0.34)%, and (−0.45±0.28)%, for magnet up and magnet down samples,
respectively. Again, averaging the two results, giving equal weights to each to
cancel any residual systematic biases, gives:
AP = [−0.33± 0.22(stat.)± 0.10(sys.)]%
We also apply overall efficiency correction to the decay D± → φpi±, which
gives a sum of AP of D
± and ACP for D± → φpi±, and it is measured as [−0.76±
0.22(stat.)]% using magnet up data and [−0.74±0.18(stat.)]% using magnet down
data (all triggered D± events), the average of magnet up and magnet down data
is [−0.75± 0.15(stat.)]%.
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Table 4.13: Individual AP (%) in bins of y and pT
pT [GeV] y
2.0− 3.0 3.0− 3.5 3.5− 4.5
2.0− 6.5 0.2± 0.5 −0.7± 0.5 −0.9± 0.4
6.5− 8.5 −0.3± 0.4 0.1± 0.5 −1.2± 0.5
6.5− 8.5 0.2± 0.3 −0.3± 0.5 −1.0± 0.8
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Figure 4.12: Observed rapidity and pT spectra and reconstruction efficiency of
prompt D+s → φpi in signal MC (Event type 23263020 in official MC11a), at gener-
ator level we only select directly produced D+s , at reconstructed level the selections
and trigger requirements are made the same as the “TOS on phi” data sample (The
2nd data sample as described in Section 4.3.5).
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The systematic uncertainty on AP (D
±
s ) contains contributions from the deter-
mination of the efficiency ratio and the raw D±s asymmetry. The systematic
uncertainty on the efficiency ratio is determined by varying both signal and back-
ground PDF in both partial and full reconstruction as discussed in Section 3.7.1,
Section 3.7.2, Section 3.7.3 and Section 3.7.4, and varying the WS/RS signal
ratio in partial reconstruction as discussed in Section 3.7. We then change the
background model in the D±s mass fit to a higher order polynomial function and
include a 0.06% systematic error. Statistical uncerntainty on MC D+s reconstruc-
tion efficiency adds 0.06%.
Varying run conditions makes the field-up and field-down datasets not fully
compatible and the cancellation cannot be perfect. We first take the difference
of the up and down AP which is (0.10 ± 0.22)% and then multiplied by a scale
factor which we obtain by comparing up and down signal yields with luminosity
difference (0.136), the effect is estimated to be 0.03%.
Furthermore, there are contributions from the asymmetry in the reconstruc-
tion efficiencies of oppositely charged kaons (AKKε ). The term A
KK
ε should be zero
since both kaons are coming from φ decays, however the interference with other
intermediate resonances in the decay D+s → K+K−pi+ introduces a small differ-
ence in the momentum distributions of the same-sign and opposite sign kaons
(where the sign is relative to the D±s meson charge), as shown in Fig. 4.13. The
difference in momentum distributions in combination with the kaon detection
asymmetry AKε leads a non-zero term A
KK
ε . We estimate this effect by examin-
ing the average detection efficiency asymmetry of oppositely charged kaons from:
ε(KK) =
∑
Ni,j∑
Ni,j/εi,j
(4.6)
where Ni,j is the observed kaon momentum distribution (index i stands for same
sign kaon momentum and index j stands for opposite sign kaon momentum), and
εi,j = εi× εj are the Kaon detection efficiencies for K+ and K− separately which
we obtain from simulation. The effect is estimated to be 0.02% averaging magnet
up and magnet down data and MC.
180
4.5 Systematic Uncertainty on AP (D
±
s )
Fig. 4.13 shows the background subtracted momentum distributions of kaons
of the same and opposite charges relative to that of D±s mesons.
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Figure 4.13: Background subtracted momentum distributions of kaons of the
same and opposite charges relative to that of D±s mesons
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We also examine the stability of raw asymmetries in different run periods for
magnet up and magnet down data separately using the triggered on φ meson
D+s sample as shown in Fig. 4.14, the 6 different run blocks are highlighted in
Fig. 4.15 by the black dashed lines 1. There are two bins (block 1 and block 5)
in Fig. 4.14 where magnet up and magnet down data points are on top of each
other, this is because the polarity changed twice in this run block as shown in
Fig. 4.15.
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Figure 4.14: The raw asymmetries in different run periods for magnet up and
magnet down data separately
1run number: 85000,92000,95000,98000,101000,103000,106000
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Figure 4.15: Different run blocks for magnet up and down data
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Since the collision kinematics such as beam crossing angles are not exactly
the same between magnet up and magnet down data, we also compared the D±s
rapidity and pT distributions in the lab frame with the ones in the collision frame
by using the boost:
E∗ = E − θpx (4.7)
p∗x = px − θE, (4.8)
where crossing angle θ is taken as 1040 µ rad for magnet up data as shown in
Fig. 4.16.
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Figure 4.16: Background subtracted D±s pT (a) and rapidity (b) distributions in
the lab frame, compared with the ones in the collision frame for magnet up data
only.
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Table 4.14 shows all sources of the systematic uncertainties on AP (D
±
s ), add
all items together into quadrature the overall systematic uncertainty on AP (D
±
s )
is estimated to be 0.10%.
Table 4.14: List of sources of systematic uncertainty
Sources σ(AP (D
±
s ))[%]
Signal modeling in partial reconstruction 0.01
Background modeling in partial reconstruction 0.01
Signal modeling in full reconstruction 0.01
Background modeling in full reconstruction 0.01
WS/RS signal ratio in partial reconstruction:
vary the WS/RS ratio by (+8.0− 6.9)% for
pi+ and pi− separately 0.01
Background shape modeling in D+s mass fit:
change background model to 3rd order polynomial 0.06
Signal shape modeling in D+s mass fit: 0.04
Varying run conditions between field-up
and field-down datasets 0.03
Momentum difference between the same sign
and opposite sign Kaon 0.02
MC statistical error on D+s reconstruction efficiency 0.06
Total (add all items above into quadrature) 0.10
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We have developed a method using partially and fully reconstructed D∗± decays
to measure the the relative detection efficiencies of pi+/pi− mesons as a function of
pion momentum. Applying this method to directly produced D±s → φpi± decays
we measure the overall production asymmetry in the rapidity region 2 to 4.5 as
AP (D
±
s ) =
σ(D+s )− σ(D−s )
σ(D+s ) + σ(D
−
s )
= [−0.33± 0.22(stat.)± 0.10(sys.)]%. (4.9)
AP (D
±
s ) is consistent with being independent of pT. The asymmetry is also
consistent with being independent of y, although there is a small trend towards
lower asymmetries at smaller rapidity values. We expect that asymmetries would
tend to be smaller close to y equals zero. These measurements are consistent with
theoretical expectations [53, 54, 55].
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Chapter 5
Measurement of the semileptonic
CP violating asymmetry assl in B
0
s
decays
The physics motivation of this study is the determination of the CP asymmetry
in B0s–B
0
s mixing, which is a sensitive probe of new physics. The CP violating
asymmetry assl is studied using samples of B
0
s and B
0
s semi-muonic decays in
proton-proton collisions at a centre-of-mass energy of 7 TeV using an integrated
luminosity of ∼ 1 fb−1 provided by the LHC. The detected final states are D±s µ∓,
with D±s reconstructed in the φpi
± mode for the initial measurement, and will be
extended to the full Dalitz K+K−pi± decays. The complete initial measurement is
presented in this chapter. Data driven methods have been developed to measure
all the efficiency ratios (detection asymmetries) needed to determine assl from the
measured raw asymmetries. We obtain assl = (−0.06 ± 0.50 ± 0.36)% (previous
result presented at 36th International Conference for High Energy Physics is
assl = (−0.24 ± 0.54 ± 0.33)% [44]) for the initial measurement, where the first
uncertainty is statistical and the second systematic.
This measurement is one of the central analyses at LHCb and will be dis-
cussed in great detail in the following sections. Section 5.1 briefly reviews the
essential theoretical introductions and current experimental status. Section 5.2
discusses the main formalisms needed to perform the measurement. Key analysis
elements are then summarized and reviewed in Section 5.3. Signal extractions
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and background estimations are presented in Section 5.4 while the calibration
methods for relative tracking efficiency (tracking asymmetry) and muon detec-
tion related asymmetries are described in Section 5.5 and Section 5.6, respectively.
Finally, the physics results and various systematic uncertainties are discussed in
Section 5.7 and Section 5.8, the whole chapter is concluded in Section 5.9.
5.1 Introduction and current experimental sta-
tus
In the neutral B0s–B
0
s system the time dependent mass eigenstates are related to
the weak eigenstates by a 2× 2 complex matrix [9](
M11 − i2Γ11 M12 − i2Γ12
M21 − i2Γ21 M22 − i2Γ22
)
. (5.1)
The mass eigenstates are usually labeled as MH and ML. The mass eigenvalues
of the states are related to the diagonal elements of the mass matrix, M11 =
M22 = (MH+ML)/2. Other measurable quantities are the mass difference ∆M =
MH −ML, the width difference ∆Γ = ΓL − ΓH and the semileptonic (or flavour-
specific asymmetry) assl. These quantities are related to the off-diagonal matrix
elements as
∆M = MH −ML = 2|M12|
(
1 +
1
8
|Γ12|2
|M12|2 sin
2 φ+ ....
)
∆Γ = ΓL − ΓH = 2|Γ12| cosφ
(
1− 1
8
|Γ12|2
|M12|2 sin
2 φ+ ....
)
asl =
|Γ12|
M12
sinφ+ O
(
Γ12
M12
)2
(5.2)
The phase φ is tiny in the Standard Model (SM), ≈0.2◦ [22] 1. New physics
can enter into the phase φ [60, 61] and therefore affect assl.
The semileptonic B decays occur via tree level electroweak processes mediated
by a W± boson as shown in Fig. 5.1 and are therefore sensitive to the CKM
1This phase should not be confused with the mixing phase that is measured in B0s → J/ψφ
and B0s → J/ψpi+pi− decays, sometimes called φs.
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matrix elements for which experimental measurements are needed to constrain the
unitarity triangle describing CP violation in the B meson system of the Standard
Model.
Figure 5.1: Tree level Feynman diagram of a general B semileptonic decays.
The D0 collaboration has published evidence for a decay asymmetry in semilep-
tonic Bd,s decays of −0.00787± 0.00172± 0.00093, where the first uncertainty is
statistical and the second systematic [62, 63, 64], for which they ascribe to B0s
decays since the asymmetry in B0 decays has been limited to be small by e+e−
experiments operating on the Υ(4S) resonance [65, 66, 67, 68]. This asymmetry is
much larger than that predicted in the Standard Model, approximately 2× 10−5
[9]. If true this measurement is the first demonstration of physics beyond the SM
1.
LHCb has thus been challenged to confirm or refute this measurement. In
principle, we have to be concerned with particle anti-particle production asym-
metries, denoted as ap, as well as detector related asymmetries, ad. We will first
discuss ap related issues in Section 5.2 and subsequently ad in Section 5.5 and
Section 5.6. We propose a time integrated method. One key element is based on
the realization that the rapid B0s–B
0
s oscillations cause any production asymme-
try between B0s and B
0
s to be diluted to a negligible amount no greater than a
1This observation from the D0 collaboration has been reported at The New York Times
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few times 10−4. Our first task is to measure the difference in the signal yields
between D+s Xµ
−ν and D−s Xµ
+ν, where the D±s → K+K−pi± (restricted to φpi
only for the initial measurement). We also develop a data-driven tool to measure
directly the relative detection efficiencies between pi+ and pi− using the ratio of
fully and partially reconstructed D∗± decays where the subsequent neutral D0
meson decays into a kaon and three pions. This technique has been described
in details in Chapter 3 and used to measure D+s –D
−
s production asymmetry in
Chapter 4. First we will review the formalisms needed to extract the physical
quantity assl from all the measured observables as shown in Section 5.2.
5.2 Formalisms to measure assl and including the
production asymmetry
This discussion is based on that of Nierste [9] and most of the derivations are
already described in Chapter1. Only a few essential formalisms are summarized
in this section to motivate the experimental measurement. Neutral B0s–B
0
s meson
states are superpositions of flavour eigenstates |M〉 and |M〉. The mass eigenstates
|MH〉 and |ML〉 are linear combinations of |M〉 and |M〉:
|ML〉 = p|M〉+ q|M〉 ,
|MH〉 = p|M〉 − q|M〉 , (5.3)
with |p|2 + |q|2 = 1. A commonly used shorthand notation for decay amplitudes
is
Af = A(M → f) = 〈f |S|M〉, Af = A(M → f) = 〈f |S|M〉.(5.4)
A key quantity to study CP violation is the combination
λf =
q
p
Af
Af
. (5.5)
λf encrypts the essential feature of the interference of the M → f and M → f
decays, the relative phase between meson anti-meson mixing q/p and Af/Af
(stemming from the specific decay).
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In addition we define assl as
assl = 1−
∣∣∣∣qp
∣∣∣∣2 . (5.6)
After solving for the Schro¨dinger equation as shown in Eq. 1.11, the time-
dependent decay rates for neutral meson and anti-meson decay to the final states
f and f are given by
Γ(M(t)→ f) = Nf |Af |2 e−Γt
{
1 + |λf |2
2
cosh
∆Γ t
2
+
1− |λf |2
2
cos(∆mt)
−Reλf sinh ∆Γ t
2
− Imλf sin (∆mt)
}
, (5.7)
Γ(M(t)→ f) = Nf |Af |2 1
1− assl
e−Γt
{
1 + |λf |2
2
cosh
∆Γ t
2
− 1− |λf |
2
2
cos(∆mt)
−Reλf sinh ∆Γ t
2
+ Imλf sin(∆mt)
}
. (5.8)
where Nf is a time-independent normalization factor.
Often we want to compare these decay modes with the corresponding decays
into the final state which is CP -conjugate with respect to f . The M(t) → f
decay rates are
Γ(M(t)→ f) = Nf
∣∣Af ∣∣2 e−Γt (1− assl)
{
1 + |λf |−2
2
cosh
∆Γ t
2
− 1− |λf |
−2
2
cos(∆mt)
−Re 1
λf
sinh
∆Γ t
2
+ Im
1
λf
sin(∆mt)
}
, (5.9)
Γ(M(t)→ f) = Nf
∣∣Af ∣∣2 e−Γt
{
1 + |λf |−2
2
cosh
∆Γ t
2
+
1− |λf |−2
2
cos(∆mt)
−Re 1
λf
sinh
∆Γ t
2
− Im 1
λf
sin(∆mt)
}
. (5.10)
The time dependence of a flavour-specific decay satisfies Af = Af = λf =
1/λf = 0. In addition, we can consider decay modes with |Af | = |Af |, that is
without direct CP violation. Semileptonic decays satisfy both conditions. The
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CP asymmetry in flavour-specific decays (often called the semileptonic CP asym-
metry) reads
Γ(M(t)→ f)− Γ(M(t)→ f)
Γ(M(t)→ f) + Γ(M(t)→ f) =
1− (1− asl)2
1 + (1− asl)2 = asl + O(a
2
sl). (5.11)
Obviously, if using Eq. 5.11, such a measurement requires flavour-tagging tech-
nique.
However, what we intend to use in this analysis is a time-integrated approach.
Defining the untagged decay rate as
Γ[f, t] = Γ(M(t)→ f) + Γ(M(t)→ f), (5.12)
we find by substitute in Eq. 5.7, Eq. 5.8, Eq. 5.9 and Eq. 5.10:
Γ[f, t]− Γ[f, t]
Γ[f, t] + Γ[f, t]
=
asl
2
− asl
2
cos(∆mt)
cosh(∆Γt/2)
. (5.13)
Notice, the above equations are only valid if start out with equal production
of B0s , labeled N , and B
0
s, labeled N , which is not the case at a hadron collider
LHC. Let us now re-derive Eq. 5.13 allowing for N 6= N . We have
Γ(M(t)→ f) = N |Af |2 e−Γt
{
1
2
cosh
∆Γ t
2
+
1
2
cos(∆mt)
}
Γ(M(t)→ f) = N |Af |2 1
1− assl
e−Γt
{
1
2
cosh
∆Γ t
2
− 1
2
cos(∆mt)
}
(5.14)
Summing we have
Γ[f, t] ≡ Γ(M(t)→ f) + Γ(M(t)→ f)
=
|Af |2
2
{(
N +
N
1− assl
)
cosh
∆Γ t
2
+
(
N − N
1− assl
)
cos(∆mt)
}
(5.15)
Similarly
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Γ(M(t)→ f) = N |Af |2 (1− assl)e−Γt
{
1
2
cosh
∆Γ t
2
+
1
2
cos(∆mt)
}
Γ(M(t)→ f) = N |Af |2 e−Γt
{
1
2
cosh
∆Γ t
2
− 1
2
cos(∆mt)
}
(5.16)
and the sum is given by
Γ[f, t] ≡ Γ(M(t)→ f) + Γ(M(t)→ f)
=
|Af |2
2
{(
N(1− assl) +N
)
cosh
∆Γ t
2
+
(
N(1− assl −N
)
cos(∆mt)
}
. (5.17)
The production asymmetry, ap, is defined as
ap =
N −N
N +N
. (5.18)
Now, to the first order in assl we have
Γ[f, t]− Γ[f, t]
Γ[f, t] + Γ[f, t]
=
assl
2
+
[
ap − a
s
sl
2
]
e−Γt cos(∆mt)ε(t)
e−Γt cosh ∆Γ t
2
ε(t)
, (5.19)
where ε(t) is the time-dependent acceptance function.
For a time-independent measurement we integrate the equations involving N
and N over time finding
Γ[f ]− Γ[f ]
Γ[f ] + Γ[f ]
=
assl
2
+
[
ap − a
s
sl
2
] ∫∞
t=0
e−Γt cos(∆mt)ε(t)dt∫∞
t=0
e−Γt cosh ∆Γ t
2
ε(t)dt
, (5.20)
The decay time acceptance function at LHCb for B0s → D+s Xµ−ν is deter-
mined by Monte Carlo simulation. It is parametrized by
A(t) =
[1 + β(t− t0)][a(t− t0)]n
1 + [a(t− t0)]n , (5.21)
where a = 1.698, n = 1.243, t0 = −0.09575 and β = −0.07663 are determined
from the fit as shown in Fig. 5.2.
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Figure 5.2: Decay time acceptance function.
We have evaluated the integral ratio (usually referred as κ factor) in Eq. 5.20
for the case ofD+s Xµ
−ν decays, and find 0.2% forB0s decays. A similar calculation
for B0 decays gives 33%. Since the production asymmetry is expected to at most
a few percent [54][69], this reduces the effect ap to the level of a few ×10−4 for
B0s decays, well under our goal of an error on the order of 10
−3. For B0 decays,
however, the asymmetry can still be significant at the percent level.
Equation 5.20 is the master formula that guides this time-integrated mea-
surement of assl. As the production asymmetry between B
0
s and B
0
s can now be
safely ignored, we just need to measure the difference (or asymmetry) of the time-
integrated decay width between D−s µ
+ and D+s µ
−, which is half of the physical
quantity assl. This is described in the following sections.
5.3 Analysis method
5.3.1 Overview of the key elements for this analysis
A clean and large sample of B¯0s → D+s µ−νX with D+s → φpi+ was selected at
LHCb with all final state tracks (pi, µ and K) reconstructed except the neutrino,
here X represent possible additional particles. In this analysis, our direct goal is
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to measure the difference (or asymmetry) of the time integrated rates between
final states D+s µ
−νµX and D−s µ
+νµX, where the D
±
s decays to K
+K−pi± 1.
This asymmetry, denoted as Ameas, is defined as
Ameas =
Γ[D−s µ
+]− Γ[D+s µ−]
Γ[D−s µ+] + Γ[D+s µ−]
= Acµ − Atrack − Abkg. (5.22)
Here Acµ stands for the muon corrected asymmetry
Acµ =
N(D−s µ+)
ε(µ+)
− N(D+s µ−)
ε(µ−)
N(D−s µ+)
ε(µ+)
+ N(D
+
s µ−)
ε(µ−)
(5.23)
where N(D−s µ
+) and N(D+s µ
−) are the measured raw signal yields, ε(µ+) and
ε(µ−) the muon related detection efficiencies. Atrack is the combination of correc-
tion factors for residual asymmetries between the tracking efficiencies for µ±–pi∓
charge symmetric final states and between K+ and K−
Atrack = Atrack(µ
∓ − pi±) + AKKtrack. (5.24)
The correction Atrack(µ
∓−pi±) is described in Section 5.5 where tracking efficiency
is measured using the “partial and full” method as described in Chapter 3. AKKtrack
is a correction factor for residual asymmetries from the detection efficiencies of
K+–K− pair which can be determined following the same approach used in D±s
production asymmetry measurement presented in Chapter 4 Eq. 4.6. An updated
approach was used later with the kaon detection asymmetry measured in a data-
driven manner 2. It is an extremely small effect in the φpi± mode as K+ and K−
have almost the same momentum distribution. Abkg is a correction factor for all
possible background asymmetries that is described in Section 5.4.4.
In the initial measurement we restrict ourselves to D±s decaying into φpi
±
events, in order to suppress the combinatorial background level and other reflec-
tion background sources such as Λ+c → pKpi and D∗+→ D0(KK)pi+, and also
to ensure that the K+–K− momentum spectra difference has negligible effects,
denoted as AKKtrack, on the asymmetry. In fact, kaon kinematic spectra asymmetry
1φpi± for the initial measurement and then extended to K+K−pi±
2https://indico.cern.ch/getFile.py/access?contribId=2& resId=1&materialId=slides&
confId=194774
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is not a large effect even if we consider the entire K+K−pi± final states as we need
to detect both K+ and K− track whenever a D+s or D
−
s is reconstructed, con-
ceptually we would expect a large cancellation between charged kaon detection
asymmetries. However, for a per mil level precision measurement, such small ef-
fects are important and a precise measure of Kaon detection asymmetry is crucial
to the analysis if one wants to utilize the full K+K−pi± decays.
Now let us briefly review all the key elements for this measurement before
going into more details:
• B0s–B0s production asymmetry does not affect the measurement: rapid B0s–
B0s oscillations suppress this effect by 0.2%, out of the O(1%) initial pro-
duction asymmetry.
• Prompt D±s have negligible production asymmetry (−0.33± 0.22± 0.10)%
(presented in Chapter 4) and represent a small (∼ 1%) fraction of the signal
D+s (described in Section 5.4.1).
• Backgrounds are small (∼ 1%) and have negligible asymmetries (described
in Section 5.4.4).
• We have data taken with dipole magnet field pointing up and down sepa-
rately. Two data samples are of almost equal size, which allows to average
out (arithmetic average, instead of weighted average) residual charge asym-
metries in detection efficiency induced by geometrical acceptance effect.
5.3.2 Data sample
We use standard LHCb data processing “Reco10 Stripping17 2011 dataset” (
∫
L =
1.04 fb−1, listed in Table 5.1) and the official MC11a simulation data, both pro-
cessed using LHCb reconstruction software DaVinci v29r2(3) for this analysis.
The data samples taken with magnet polarity up and down are always treated
separately throughout the measurement.
In Table 5.1, sample d1 and d2 are for signal events of B0s→ D+s (φpi+)µ−ν and
B0s→ D+s (K+K−pi+)µ−ν decays. Sample d3 is a major control sample that is used
to measure the pion tracking efficiency from D∗→ D0(K−pi+pi−pi+)pi+ decays.
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Table 5.1: List of 2011 data samples (both signal and control samples) used in
this analysis
Stripping Lumi( pb−1)
Up Down
d1 Semileptonic/b2DsMuXPhiP i 447 595
d2 Semileptonic/b2DsMuX 447 595
d3 CharmCompleteEvent/D0ForBXX 447 595
d4 Bhadron/Beauty2CharmLine 447 595
d5 PID/MuIDCalib/JpsiFromBNoPIDNoMip 447 595
d6 PID/NoPIDDstarWithD02RSKPi 447 595
Kinematically Selected (sample d4) and Muon Selected (sample d5) J/ψ→ µ+µ−
events are used to calibrate muon related detection efficiencies, these are the two
other major control samples used in this analysis. Sample d6 is a control sample
used to measure kaon and pion PID efficiencies, and also mis-ID rates (fake rates)
for K → µ and pi → µ.
We use several Monte Carlo (MC) samples (listed in Table 5.2) developed
specially for this analysis, incorporating all present knowledge on B semileptonic
decays.
MC sample m1 is used to estimate the reconstruction efficiency for the signal
decay B0s→ D+s µ−νµX while m3, m4, m5, m6, m11 and m12 are used to estimate
the reconstruction efficiencies for the different sources of peaking background
decays. Sample m7, m8, m9 and m10 are used to study the shape of invariant
mass m(K+K−pi±) from reflection backgrounds Λ+c → pK−pi+ while a proton is
misidentified as a kaon, and D+→ K−pi+pi+ while a pion is misidentified as a
kaon. Sample m2 is used to study the “partial and full” approach.
For the trigger path of this analysis, we require the muon in the semileptonic
signal candidate to satisfy the hardware trigger (L0 Muon trigger) requirements.
This trigger strategy is referred as L0 Muon TOS (Trigger On Signal). Similarly,
for software triggers (Hlt1 trigger), we require it to be selected by at least one of
the TrackAll, TrackMuon, or SingleMuonHighPt algorithms (called Hlt1 Muon
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Table 5.2: List of MC simulationsamples used in this analysis
Event type Evts Justification
m1 13774002 30M B0s→ D+s µ−νµX Signal Cocktail
m2 27265000 10M D∗→ D0(K−pi+pi−pi+)pi+ “partial and full” approach
m3 12875601 9M B+→ D+s D0 Peaking background
m4 11876001 9M B0→ D+s D− Peaking background
m5 13873201 9M B0s→ D+s D−s Peaking background
m6 15894301 10M Λ0b→ D−s Λ+c Peaking background
m7 15874000 3M Λ0b→ Λ+c (pKpi)µ−νµ Reflection background
m8 15874010 3M Λ0b→ Λ+c (2595)µ−νµ Reflection background
m9 15874020 3M Λ0b→ Λ+c (2625)µ−νµ Reflection background
m10 12875031 5M B0→ D−(K+pi−pi−)µ+νµ Reflection background
m11 12775001 10M B+→ D∗0(D−s K+)µ+νµ Peaking background
m12 11774001 10M B0→ D∗+(D+s K0S )µ−νµ Peaking background
TOS). Then at Hlt2 level, we define two statistically independent samples based
on Hlt2 trigger requirements. The former one is selected by any of the Muon
topological triggers where a trigger decision is made based on the combination
of a muon track and 2body, 3body or 4body topological requirements, with the
additional requirement that the φ candidate is not selected by the Hlt2 inclusive
φ algorithm. This requirement is to make sure two samples are statistically
independent thus can be merged directly in the end. The second sample contains
events where the candidate is TOS with respect to the inclusive φ Hlt2 algorithm.
Figure 5.3 visualizes the two different trigger paths where the Hlt2 MuonTopo
trigger is referred as “trigger1”, and the Hlt2 inclusive phi “trigger2”. This
notation will be used throughout the analysis.
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L0 Trigger TOS on muon
Hlt1 Trigger TOS on muon
L0 Muon trigger line
“OR” of TrackAll, TrackMuon and SingleMuonHighPt
algorithms
Hlt2 Trigger TOS on “muon+Ds”
Muon Topo algorithm
Hlt2 Trigger TOS on “muon+Ds”
inclusive phi algorithm
meanwhile not passing inclusive phi algorithm
Trigger 1 Trigger 2
Figure 5.3: Visualization of the two different trigger paths used in this analysis.
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5.3.3 Selection criteria
Signal D±s µ
∓ candidate events are pre-selected with a dedicated stripping line
with the criteria summarized in Table 5.3, and are analyzed with the most strin-
gent selections described in Table 5.4. The selection cuts are largely based on our
previous studies of B0s semileptonic decays [70].
To select the decay chain B0s → D+s µ−νµX with D+s → φpi+ or D+s →
K+K−pi+, and enrich our b sample, we match D+s candidates with tracks identi-
fied as muons, by ensuring that they penetrate the iron of the Muon system and
have minimum ionization in the calorimeters. Right-sign (RS) combinations have
the sign of the charge of the muon being opposite to the charge of the pion in the
D+s decay. Wrong-sign (WS) combinations have the signs of the charges of the
muon and the pion being the same; they are highly suppressed in semileptonic b
decay. WS events are useful to estimate certain backgrounds.
Both the kaon and pion candidates are associated with Cherenkov photons
in the RICH system. The photon angles with respect to the track direction
are examined and a likelihood formed for each particle hypothesis (PIDK or
DLL(K−pi)). However, we only apply PID selections to the K+ and K− hadrons,
not on the pion, for the φpi± analysis. A tighter PID cut to the K+ and K−
hadrons is applied when extending to the K+K−pi± analysis 1. We also require
that the momentum transverse to the beam direction, pT, of both the kaon and
pion be > 300 MeV, and that their scalar sum is > 2100 MeV. Since real D+s
mesons travel before decaying, the kaon and pion tracks when followed backwards
will most often not point to the closest primary vertex. We require that the χ2
formed by using the hypothesis that the impact parameter is equal to zero, χ2IP,
be > 9 for each track. They also must be consistent with coming from a common
origin with vertex fit χ2/NDF < 6. Finally, the D+s candidate must be detached
from the closest primary vertex (Flight Distance χ2).
To find b candidates we select D+s candidates using the criteria described
above, and add a track that is identified as a muon, with pT > 1.2 (1.5) GeV
2,
and χ2IP > 4. The D
±
s and µ
∓ candidates are required to form a common vertex
1DLL(K − pi) > 4 is applied to both K+ and K− hadrons for φpi± analysis while > 10 is
applied for the extended analysis
2> 1.2 GeV is superseded by > 1.5 GeV in the finalized analysis for publication
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Table 5.3: Stripping cuts (pre-selections) to filter the D±s µ∓ signal candidate
events.
Item Requirement
Muon selections
p > 3 GeV; pT > 0.8 GeV
IP χ2 > 4; isMuon
Track χ2/NDOF < 5; PIDMu> 0
D+s daughter hadrons
p > 2 GeV; pT > 300 MeV
IP χ2 > 4; Kaon PIDK> −5
Track χ2/NDOF < 4
φ meson
m(K+K−) within 50 MeV of φ invariant mass
Vertex fit χ2/NDOF < 25
D+s meson
p(φpi) > 800 MeV
Vertex fit χ2/NDOF < 6; DIRA > 0.99
FD χ2 > 100; sum of IP χ2 > 4
B0s (D
+
s µ)
Vertex fit χ2/NDOF < 6
DIRA > 0.999; z(D+s )− z(B0s ) > 0
with χ2/NDF < 6, the D±s µ
∓ invariant mass must be between 3.1 and 5.1 GeV,
and the cosine of the angle of the b pseudo-direction, formed from the D±s and
µ∓ vector momentum sum with respect to the line between the D±s µ
∓ vertex and
the primary vertex, must be > 0.999. We measure η using the line defined by
connecting the primary event vertex and the vertex formed by the D±s and the
µ∓. Events are accepted in the interval 2 < η < 5. Event multiplicity is required
to be lower than 250 per event.
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Table 5.4: Oﬄine selections and trigger requirements for the D±s µ∓ signal candi-
date events.
Item Requirement
Muon selections
p > 6 GeV; pT > 1.2 (1.5) GeV
note[> 1.2 GeV is superseded by > 1.5 GeV
in the finalized analysis for publication ]
IP χ2 > 4; isMuon
Track χ2/NDOF < 3; PIDMu> 0
nShare= 0; η [2,5]
CloneKiller
D+s daughter hadrons
p > 2 GeV; pT > 300 MeV
sum of pT > 2100 MeV
IP χ2 > 9; Kaon PIDK> 4 (10)
note [> 4 is used in φpi± analysis while a tighter cut > 10
is used in the extended analysis of K+K−pi±]
Track χ2/NDOF < 4
CloneKiller
φ meson
m(K+K−) within 20 MeV of φ invariant mass
D+s meson
Vertex fit χ2/NDOF < 6; DIRA > 0.99
FD χ2 > 100; IP < 7.4 mm
B0s (D
+
s µ)
Vertex fit χ2/NDOF < 6
DIRA > 0.999; z(D+s )− z(B0s ) > 0
η [2, 5]; m(B0s ) [3.1, 5.1] GeV
Event multiplicity longTracks< 250
Trigger requirements
L0 Muon: L0Muon and L0 pT > 1640 MeV (Section 5.6.2)
Hlt1 Muon: TrackAllL0 or TrackMuon or SingleMuonHighPT
Hlt2 B: MuonTopo or Inclusive Phi
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5.3.4 Dipole magnet and acceptance effects
A dipole magnet is used in the LHCb experiment, as illustrated in Fig.5.4, to
measure the momentum of charged particles. The measurement covers the for-
ward acceptance of ±250 mrad vertically and of ±300 mrad horizontally. The
magnetic field is either pointing along the positive y axis (magnet up) or the
negative (magnet down).
Figure 5.4: Perspective view of the LHCb dipole magnet with its current and
water connections (units in mm). The interaction point lies behind the magnet.
The dipole magnet produces a transverse momentum kick, ∆px, in the x-
direction (orthogonal to the magnetic field direction and the beam axis), which
can be either positive or negative in x-direction. The sign, however, can flip
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either with the charge of particle or with magnet field direction. This distorts the
spatial distribution of charged particles in the down-stream tracking planes, and
shifts its centroid either towards the A or C half of the detector 1. This distortion
affects the asymmetry in two different places. When the tracks are close to the
acceptance boundaries, which can be either the beam pipe or the outer edge of
the tracking stations and muon chambers, one charge tracks are more favored
than the other, as they are swept either into or out of the detector acceptance.
This phenomenon can be seen in Fig. 5.5-5.9. As a result, there are regions in
the detector where there is a maximum charge asymmetry (∼ 100%). However,
these asymmetries are purely geometrical effects, and can be averaged out when
taking an arithmetic average of the magnet up and down data. This is a very
important fact that is used throughout all CPV analyses at LHCb (see Fig. 3.45
for justification).
For baseline analysis, we do not apply fiducial cuts, that are used to measure
D+s –D
−
s production asymmetry as described in Section 3.3, to remove these re-
gions, as they affect only a very small fraction of the phase space of the signal
events. Nonetheless, we have also checked the effects of applying such fiducial
cuts to pions. With such cuts, we loose 9% of the signal, with a change in the
central value of the measured raw asymmetry, Araw, by 0.01%.
A given charge state will be detected preferentially in the A side or the C side
depending upon the magnet polarity. Thus any difference in efficiency between
the two detector halves will be reflected in the detection efficiency ratios. As the
momentum of the B0s decay products increases, the muon tracks are more focused
to the inner-most detection planes, thus the effect of the acceptance near the beam
pipe becomes more important. This effect is also illustrated in Fig. 5.5-5.9, which
shows the signal muon projection, with D+s invariant mass being within ±30 MeV
of its PDG value, onto the M3 muon chamber plane. The blue points are for µ+
tracks while the red points µ− tracks, the distributions are complementary and
symmetric, when comparing µ+ with µ−, and when comparing magnet up data
with magnet down. The structure seen (acceptance holes) is present also in the
KS and MS calibration samples and corresponds to the region where the overlap
between Muon chambers is not perfect. For example, at x ∼ 2700 mm, the band
1Sometimes referred as “left” and “right” side of the detector
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structure is due to the fact that chamber three and four does not overlap entirely.
Thus we split both the signal and control samples into such 5 muon momentum
intervals: 6− 20 GeV, 20− 30 GeV, 30− 40 GeV, 40− 50 GeV and 50− 100 GeV.
Figure 5.5: Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 6 GeV ≤ p < 20 GeV for: (a) Magnet up data, (b) Magnet
down data with D+s invariant mass being within ±30 MeV of its PDG value. The
blue points are for µ+ tracks and the red points µ− tracks.
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Figure 5.6: Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 20 GeV ≤ p < 30 GeV for: (a) Magnet up data, (b) Magnet
down data with D+s invariant mass being within ±30 MeV of its PDG value. The
blue points are for µ+ tracks and the red points µ− tracks.
Figure 5.7: Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 30 GeV ≤ p < 40 GeV for: (a) Magnet up data, (b) Magnet
down data with D+s invariant mass being within ±30 MeV of its PDG value. The
blue points are for µ+ tracks and the red points µ− tracks.
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Figure 5.8: Two-dimensional projection on the muon chamber plane M3 for muon
tracks with momentum 40 GeV ≤ p < 50 GeV for: (a) Magnet up data, (b) Magnet
down data with D+s invariant mass being within ±30 MeV of its PDG value. The
blue points are for µ+ tracks and the red points µ− tracks.
Figure 5.9: Two-dimensional projection on the muon chamber plane M3 for
muon tracks with momentum 50 GeV ≤ p < 100 GeV for: (a) Magnet up data,
(b) Magnet down data with D+s invariant mass being within ±30 MeV of its PDG
value. The blue points are for µ+ tracks and the red points µ− tracks.
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5.4 Signal extraction and background studies
5.4.1 2-dimensional D±s invariant mass and impact param-
eter fitting
The D±s µ
∓ pairs coming from real B0s–B
0
s decays are identified as the semileptonic
signals, with the D±s meson usually denoted as “Dfb” or “secondary” charm.
However, we know most charm hadrons are produced directly via pp → ccX
interactions, where the X indicates the sum over all other possible final state
particles. We denote these particular charm hadrons as “Prompt”. One example
of prompt is shown in Chapter 4 where the directly produced D±s mesons are
used to measure the production asymmetry at LHC.
Such “Prompt”D±s mesons can be a source of background here for our semilep-
tonic studies. Even though prompt background is highly suppressed by the re-
quirement of a well identified muon forming a good vertex with the D±s , the
residual contribution should be measured by examining the impact parameter
(IP) with respect to the primary vertex, where IP is defined as the distance of
the closest approach between the D±s flight direction and position of the primary
vertex. Unlike the “Dfb” signal, the IP (or log(IP)) distribution of the prompt D±s
background peaks at lower values as they are pointing backwards to the primary
vertex.
In addition, there is a false D±s combinatoric background. This component
is parametrized by using a mass window sufficiently wide to encompass regions
where there is negligible signal yields (called sideband). The signal is then iso-
lated from prompt and false D±s backgrounds using a extended, binned, two
dimensional maximum likelihood fit to the invariant mass and log(IP/mm) of
the D±s , where the D
+
s and the D
−
s are fitted separately in the baseline fitting.
We fit, simultaneously, both right sign (RS) D±s µ
∓ combinations, where the
pi from the D±s decay has the opposite charge as the µ, and wrong sign (WS)
D±s µ
± combinations, where the pi has the same sign as the µ. We do not use WS
events, however, for quantitative background subtractions, as the background is
not necessarily charge symmetric. We only use WS sample to check the magnitude
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of the prompt background, primarily induced by false muons 1. In order to
optimize the precision of the 2D fitting, the P.D.F for the IP shape of the Prompt
component is constrained using some control samples. Such shape is derived from
a special pre-selected sample comprising a D±s candidate and a charged hadron
(B → DH where H is either a kaon or pion) satisfying the same kinematic
selections that are applied to the signal sample. The WS candidates result in a
yield at the level of 1% or below of the total D±s signals.
As an example of the above procedure, Fig. 5.10 shows the results of a two-
dimensional fit to the magnet up D±s µ candidate sample, while Fig. 5.11 the
corresponding fits for the magnet down sample.
For the IP fit, The signal Dfb component (blue dashed line) in both RS and
WS are constrained to be the same function: bifurcated Gaussian with mean and
sigmas all floating. Prompt D+s component (red solid line) in RS and WS are
both fitted by bifurcated Gaussian with shapes fixed to the ones obtained from
B→ DH events, respectively. False D+s background (black dashed line) is also
fitted with bifurcated Gaussian with all shapes floating. Green solid line is the
sum of all components above.
For the mass fit, both Dfb and Prompt D+s are fitted as a single component
by a triple Gaussian function with two Gaussian’s sharing a common mean. The
background (black dashed line) is then modeled by a second order polynomial
function. The blue solid line is sum of all the components.
The overall prompt background is of the order of 1% of the total number of
signal D±s candidates. Based on the 2D fits in the five primary muon momentum
intervals, the fraction of prompt D+s is (1.51±0.14)% in the first muon momentum
bin, (1.13± 0.10)% in the second bin, (1.01± 0.11)% in the third, (0.92± 0.11)%
in the fourth and (0.86± 0.08)% in the last bin. Since the measured production
asymmetry of D+s –D
−
s is (−0.33 ± 0.22 ± 0.10)% as in Chapter 4 [43], the total
effect on assl is of the order of 3× 10−5, thus is negligible. Therefore we determine
the signal yields only by fitting the K+K−pi± invariant mass distributions as
described in the next section.
1One would expect that the level of prompt background should be similar in RS and WS
sample, not depending on the charge of the wrong, picked-up, muon
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Figure 5.10: The logarithm of the IP distributions for (a) RS and (c) WS D+s
candidate in combination with a muon (only the magnet up data with trigger path
1) are shown. The blue dashed line is the signal Dfb component, the black dashed
line false D+s background, the red line Propmt background. The invariant mass
distributions for K+K−pi+ events with m(K+K−) within 20 MeV of φ meson mass
for (b) RS and (d) WS are also shown. The fitting functions are described in the
text.
5.4.2 D±s invariant mass fitting and counting method
Two approaches are utilized, as a crosscheck to each other, to precisely ascertain
the number of signal D+s candidates above the smooth combinatorial background.
The first approach is to use an extended, binned, maximum likelihood fit to the
invariant mass distribution of K+K−pi± combination within a range (1799 −
2048 MeV) that is as large as possible allowing the background shape to be well
determined. We observe a D± mass peak at around m(K+K−pi±) ∼ 1870 MeV,
it is not used, however, in this analysis. The exact parametrization of the fit will
be described in more detail below.
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Figure 5.11: The logarithm of the IP distributions for (a) RS and (c) WS D+s
candidate in combination with a muon (only the magnet down data with trigger 1)
are shown. The invariant mass distributions for K+K−pi+ events with m(K+K−)
within 20 MeV of φ meson mass for (b) RS and (d) WS are also shown. The fitting
functions are described in the text.
The second approach is called “counting method”, where we simply count the
total number of events, with both signal and background included, in a mass
range 1919− 2018 MeV and then subtract off the scaled background level that is
obtained from the full fit in the first approach. This is to ensure no systematic
bias from the signal parametrization. A summary of the overall signal yields,
using the two approaches, are listed in Table 5.5 1.
An example of the fit is shown in Fig. 5.12 for magnet up data and Fig. 5.13
for magnet down data, both D±s (yellow shaded area) and D
± (red shaded area)
are fitted by a triple Gaussian function with two Gaussian’s sharing a common
mean parameter, and a third Gaussian to accommodate the little broad“tail”.
1This summary table was generated when the muon pT > 1.2 GeV, updated numbers are
added in after making a tighter cut on muon pT > 1.5 GeV.
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Table 5.5: Summary of overall semileptonic signal yields for D+s µ
− and D−s µ+
events separately, for magnet up and down data. The counting method is used as
a cross check to the fitting method.
muon pT > 1.2 GeV muon pT > 1.5 GeV
Magnet Up Magnet Down Magnet Up Magnet Down
mass fitting
D−s µ
+ 40945± 285 55755± 278 38742± 218 53768± 264
D+s µ
− 39849± 239 56447± 294 38055± 223 54252± 259
counting
D−s µ
+ 40973± 320 55806± 269 38852± 211 53845± 262
D+s µ
− 39838± 225 56480± 271 38137± 220 54354± 261
The background (black dashed line) is modeled by a second order polynomial
function. The red dashed vertical bars indicate the mass range, 1919−2018 MeV,
used for counting method. The blue solid line is the sum of all components.
A double Gaussian function, with two Gaussian’s sharing the same mean
parameter, is also tried as the signal P.D.F for the overall mass fit, it has a
worse goodness of fit compared to the triple Gaussian function. However, when
performing the individual bin-by-bin fits where there are fewer number of events
and a less prominent broad “tail”, double Gaussian function can give an excellent
goodness of fit with a smaller systematic uncertainty (fewer shape parameters),
thus is chosen as the baseline approach for the bin-by-bin fits. Details of the fits
in different kinematic binning scheme are presented in the next section.
The signal P.D.F to parametrize D±s candidate is defined as:
f(m) = f1Gauss(µ1, σ1,m)+f2Gauss(µ2, σ2,m)+(1−f1−f2)Gauss(µ1, σ3,m) ,
(5.25)
wherem indicates the observable, invariant massm(K+K−pi±), andGauss(µ, σ,m)
is a Gaussian function of m with mean parameter µ and width parameter σ. The
fit parameters for the D±s signal component are shown in Table 5.6, the average
mass resolution is about 7.1 MeV.
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Figure 5.12: The invariant mass distributions for: (a) K+K−pi+ events and (b)
K+K−pi− events in magnet up data with m(K+K−) within 20 MeV of φ meson
mass. The fitting functions are described in the text.
As a baseline, we fit the D+s and D
−
s events with independent parametrization
allowing all shape parameters to be different with them. This is denoted as
“separate fit”. We also fit, as a check, the D+s and D
−
s events simultaneously
forcing them to have identical shape parameters, this is called “simultaneous fit”.
“Simultaneous fit” always has a worse goodness of fit compared to “separate
fit”. A summary of comparisons of the overall signal yields using the two fitting
approaches is shown in Table 5.7.
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Figure 5.13: The invariant mass distributions for: (a) K+K−pi+ events and (b)
K+K−pi− events in magnet down data with m(K+K−) within 20 MeV of φ meson
mass. The fitting functions are described in the text.
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Table 5.6: Summary of the fit parameters (in MeV) from overall mass fit to
K+K−pi± events, for data taken with both magnet polarity up and down.
Magnet up D+s D
−
s
µ1 = µ3 1969.8± 0.1 1969.3± 0.1
µ2 1970.2± 0.1 1969.8± 0.1
σ1 4.8± 0.2 4.3± 0.3
σ2 7.7± 0.5 7.2± 0.3
σ3 19.8± 0.5 20.0± 0.2
f1 0.46± 0.1 0.33± 0.01
f2 0.48± 0.1 0.60± 0.1
σmean 7.1 7.1
Magnet down D+s D
−
s
µ1 = µ3 1969.4± 0.1 1969.1± 0.3
µ2 1969.4± 0.1 1969.9± 0.1
σ1 9.6± 0.7 13.6± 0.8
σ2 5.4± 0.1 6.1± 0.1
σ3 20.0± 0.5 2.9± 0.5
f1 0.27± 0.04 0.13± 0.02
f2 0.69± 0.1 0.81± 0.1
σmean 7.1 7.0
Table 5.7: Comparison between “separate fitting” and “simultaneous fitting” to
the overall D±s µ∓ sample.
separate fitting simultaneous fitting
Magnet Up Magnet Down Magnet Up Magnet Down
mass fitting
D−s µ
+ 38742± 218 53768± 264 38793± 213 53733± 252
D+s µ
− 38055± 223 54252± 259 37989± 212 54263± 253
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5.4.3 Kinematic binning scheme
Kinematic binning is needed in this analysis for several reasons:
• Muon ID and trigger efficiencies are strongly momentum (transverse mo-
mentum) dependent.
• Tracking efficiencies are also dependent on momentum. As shown in Chap-
ter 3, very low momentum tracks have less detection efficiencies compared
to tracks with intermediate momentum, while very large momentum tracks
tend to be more concentrated to the beam, thus have smaller acceptance.
• The kinematic distributions of the control samples that are used to calibrate
muon efficiencies and tracking efficiencies do not match to the ones in signal
sample perfectly. So we need to weight the correction factors properly
in order to minimize any systematic biases caused by this difference in
kinematic distributions.
• The geometrical asymmetries (sometimes called “left-right” asymmetry),
viewed across azimuthal angle φ, are caused purely by acceptance effect
(Section 3.9), thus largely depends on the kinematics. For example, as
shown in Fig. 5.5-5.9, when muon has a very large momentum, it is more
close to the beam pipe, thus can have large charge asymmetry biases at the
right-most and left-most regions near the beam pipe hole.
We study the signal yields, muon efficiencies and tracking efficiency in five
momentum intervals, 6 − 20 GeV, 20 − 30 GeV, 30 − 40 GeV, 40 − 50 GeV and
50 − 100 GeV. In order to improve the accuracy of the efficiency correction, we
further divide each of these five momentum bins into a two-dimensional grid
consisting of 10 rectangular px(µ), py(µ) regions. To check for systematic effects
we also use 12 (8) 1 pT(µ) and φ(µ) domains, where the angle φ(µ) is the azimuthal
angle defined with respect to the positive x axis, pointing towards the A side of the
detector, where magnet up defines positive y axis. Such 3-dimensional kinematic
binning scheme can be visualized in Fig. 5.14 where the p − px − py binning is
1The minimum pT cut is updated from 1.2 GeV to 1.5 GeV, thus the first pT bin 1.2−1.5 GeV
is removed in the updated pT-φ 2-dimensional grid
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shown on the left and p − pT − φ on the right. The minimum pT thresholds
in the parenthesis are superseded with tighter ones in the finalized analysis for
publication.
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Figure 5.14: The 3-dimensional kinematic binning scheme used in this analysis.
The minimum pT thresholds in the parenthesis are superseded with tighter ones in
the finalized analysis for publication
Another change in the kinematic binning in the finalized analysis is to multiply
the charge of the muon to the px component, q×px, which results in a “left-right”
swap in the px direction for µ
− only . This is to reduce the large “left-right” raw
signal asymmetries and muon detection asymmetries due to acceptance effect
described previously to a much smaller level. For example, in p−px−py binning,
px−py bin 1, 2, 3, 7, 8 are swapped with bin 6, 4, 5, 10, 9 for µ−, and in p−pT−φ
binning, φ bin 1 is swapped with bin 3. This operation is performed to both signal
sample and muon control samples.
We determine the muon efficiency corrected asymmetry, Ac iµ , in each kine-
matic bin, correcting the bin-by-bin yields N i(D±s µ
∓), namely the signal yields
extracted from mass fits, for the muon ID, L0 and HLT1 trigger efficiency ratios
as a function of both p, pT and φ angle and p, px and py. We then calculate
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Table 5.8: Summary of signal yields in px − py binning when muon p 6-20 GeV,
both magnet up and down data are shown.
p 6-20 GeV
Magnet up Magnet down
px − py bin µ+ µ− (q × px) µ+ µ− (q × px)
1 318± 19 338± 20 402± 21 446± 22
2 1052± 34 1023± 34 1273± 38 1189± 36
3 1071± 35 1059± 35 1206± 37 1353± 39
4 838± 31 903± 32 1462± 41 1455± 40
5 847± 32 865± 31 1501± 41 1508± 41
6 307± 19 288± 18 408± 21 441± 22
7 1415± 40 1423± 40 1932± 46 2223± 50
8 417± 22 418± 22 519± 24 509± 24
9 384± 21 377± 21 612± 26 625± 27
10 1425± 40 1469± 41 1890± 46 1902± 46
the overall Acµ as a weighted averages of A
c i
µ for magnet up and magnet down
separately. This procedure is performed for the two different trigger paths indi-
vidually, and also for the combined one. We see no bias from the different trigger
paths.
Summaries of the bin-by-bin signal yields, N i(D±s µ
∓), are shown below in
Table 5.8-5.12 for p− px− py binning and Table 5.13-5.17 for p− pT−φ binning.
We can then use these bin-by-bin signal yields, N i(D−s µ
+) and N i(D+s µ
−)
with i standing for bin index, to compute bin-by-bin raw signal asymmetries,
Airaw, that is defined as:
Airaw =
N i(D−s µ
+)−N i(D+s µ−)
N i(D−s µ+) +N i(D+s µ−)
. (5.26)
A weighted average of Araw is taken integrating over all of these kinematic bins
except those ones with signal yields < 200, in the two different binning schemes.
The comparisons of this weighted average of raw signal asymmetry are shown in
Table 5.18. Fitting approach “sepa.” stands for fitting D+s and D
−
s separately,
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Table 5.9: Summary of signal yields in px− py binning when muon p 20-30 GeV,
both magnet up and down data are shown.
p 20-30 GeV
Magnet up Magnet down
px − py bin µ+ µ− (q × px) µ+ µ− (q × px)
1 862± 31 962± 32 1190± 36 1289± 38
2 1189± 36 1055± 34 1453± 40 1344± 39
3 1104± 35 1112± 35 1460± 40 1401± 40
4 944± 33 986± 33 1539± 42 1652± 43
5 1025± 34 1034± 34 1666± 43 1581± 42
6 905± 31 797± 30 1313± 38 1273± 38
7 991± 33 948± 33 1439± 40 1452± 40
8 212± 16 241± 17 276± 18 263± 18
9 222± 16 195± 15 298± 19 288± 19
10 967± 33 1052± 34 1343± 39 1366± 39
allowing different parameterizations, while “simul.” means a simultaneous fit to
both D+s and D
−
s . Separate fitting is used as baseline while simultaneous fitting
is taken as a systematic check. An arithmetic average of magnet up and down
data is taken in the end. From these comparisons, we observe that the systematic
bias due to the kinematic binning is very small.
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Table 5.10: Summary of signal yields in px−py binning when muon p 30-40 GeV,
both magnet up and down data are shown.
p 30-40 GeV
Magnet up Magnet down
px − py bin µ+ µ− (q × px) µ+ µ− (q × px)
1 1042± 34 1018± 34 1352± 38 1384± 39
2 865± 31 821± 31 1100± 35 1112± 35
3 924± 32 804± 31 1114± 35 1151± 36
4 788± 30 834± 31 1242± 37 1213± 37
5 773± 30 838± 31 1239± 37 1281± 38
6 965± 32 934± 32 1397± 39 1434± 40
7 606± 26 553± 25 864± 31 923± 32
8 116± 12 134± 13 164± 14 162± 14
9 118± 12 120± 12 167± 14 181± 15
10 685± 28 661± 27 787± 30 793± 30
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Table 5.11: Summary of signal yields in px−py binning when muon p 40-50 GeV,
both magnet up and down data are shown.
p 40-50 GeV
Magnet up Magnet down
px − py bin µ+ µ− (q × px) µ+ µ− (q × px)
1 875± 31 838± 30 1242± 37 1235± 37
2 608± 26 544± 25 762± 30 754± 29
3 629± 27 591± 26 770± 30 772± 30
4 611± 26 571± 25 788± 30 844± 31
5 532± 25 601± 26 864± 31 877± 32
6 880± 31 869± 31 1218± 37 1253± 37
7 382± 21 372± 21 519± 24 558± 25
8 35± 7 47± 8 102± 11 109± 12
9 73± 10 60± 9 78± 10 92± 10
10 430± 22 357± 20 532± 25 531± 25
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Table 5.12: Summary of signal yields in px − py binning when muon p 50-100
GeV, both magnet up and down data are shown.
p 50-100 GeV
Magnet up Magnet down
px − py bin µ+ µ− (q × px) µ+ µ− (q × px)
1 2160± 49 2129± 49 3273± 60 3084± 58
2 1159± 36 1185± 36 1525± 42 1502± 41
3 1281± 38 1191± 37 1506± 42 1500± 41
4 1101± 35 1097± 35 1615± 43 1636± 43
5 1125± 35 1042± 35 1722± 44 1707± 44
6 2296± 50 2277± 50 3172± 59 3007± 58
7 663± 27 623± 27 570± 26 578± 26
8 77± 10 82± 10 89± 11 102± 11
9 74± 9 62± 9 114± 11 106± 11
10 425± 22 430± 22 850± 31 850± 31
Table 5.13: Summary of signal yields in pT − φ binning when muon p 6-20 GeV,
both magnet up and down data are shown.
p 6-20 GeV
Magnet up Magnet down
pT [ GeV]-φ bin µ
+ µ− (q × px) µ+ µ− (q × px)
[1.5− 2.5]-1 1256± 37 1317± 39 1719± 44 1787± 45
[1.5− 2.5]-2 1206± 37 1223± 37 1693± 43 1710± 44
[1.5− 2.5]-3 1288± 38 1289± 38 1738± 44 1981± 47
[1.5− 2.5]-4 1175± 36 1179± 36 1710± 44 1646± 43
[2.5− 10] -1 901± 32 871± 31 1244± 37 1252± 37
[2.5− 10] -2 668± 27 676± 28 992± 33 1037± 34
[2.5− 10] -3 916± 32 926± 32 1165± 36 1303± 38
[2.5− 10] -4 661± 27 684± 28 942± 32 934± 32
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Table 5.14: Summary of signal yields in pT−φ binning when muon p 20-30 GeV,
both magnet up and down data are shown.
p 20-30 GeV
Magnet up Magnet down
pT [ GeV]-φ bin µ
+ µ− (q × px) µ+ µ− (q × px)
[1.5− 2.5]-1 807± 30 820± 30 1001± 34 1069± 35
[1.5− 2.5]-2 749± 29 712± 29 1127± 36 1025± 34
[1.5− 2.5]-3 770± 29 758± 29 1109± 35 1123± 36
[1.5− 2.5]-4 773± 30 744± 29 1060± 35 1038± 34
[2.5− 10] -1 1412± 40 1358± 39 2150± 48 2110± 49
[2.5− 10] -2 1243± 37 1259± 37 1837± 45 1737± 44
[2.5− 10] -3 1445± 40 1534± 41 1948± 47 2069± 48
[2.5− 10] -4 1224± 37 1161± 36 1743± 44 1736± 44
Table 5.15: Summary of signal yields in pT−φ binning when muon p 30-40 GeV,
both magnet up and down data are shown.
p 30-40 GeV
Magnet up Magnet down
pT [ GeV]-φ bin µ
+ µ− (q × px) µ+ µ− (q × px)
[1.5− 2.5]-1 479± 23 458± 23 571± 25 597± 26
[1.5− 2.5]-2 460± 23 476± 24 664± 27 685± 28
[1.5− 2.5]-3 412± 22 413± 22 604± 26 656± 27
[1.5− 2.5]-4 486± 24 476± 23 616± 27 653± 27
[2.5− 10] -1 1351± 38 1298± 38 1828± 45 1851± 45
[2.5− 10] -2 1155± 36 1137± 36 1635± 43 1659± 43
[2.5− 10] -3 1392± 39 1311± 39 1844± 45 1900± 46
[2.5− 10] -4 1144± 36 1150± 36 1662± 43 1633± 43
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Table 5.16: Summary of signal yields in pT−φ binning when muon p 40-50 GeV,
both magnet up and down data are shown.
p 40-50 GeV
Magnet up Magnet down
pT [ GeV]-φ bin µ
+ µ− (q × px) µ+ µ− (q × px)
[1.5− 2.5]-1 266± 18 220± 16 387± 21 405± 22
[1.5− 2.5]-2 269± 18 268± 17 398± 21 391± 21
[1.5− 2.5]-3 266± 18 264± 18 351± 20 376± 21
[1.5− 2.5]-4 288± 18 269± 18 376± 21 364± 21
[2.5− 10] -1 1109± 35 1075± 34 1384± 39 1456± 40
[2.5− 10] -2 891± 32 902± 32 1253± 38 1229± 37
[2.5− 10] -3 1035± 34 1003± 33 1515± 41 1553± 41
[2.5− 10] -4 931± 32 847± 31 1213± 37 1247± 38
Table 5.17: Summary of signal yields in pT − φ binning when muon p 50-100
GeV, both magnet up and down data are shown.
p 50-100 GeV
Magnet up Magnet down
pT [ GeV]-φ bin µ
+ µ− (q × px) µ+ µ− (q × px)
[1.5− 2.5]-1 213± 16 210± 15 570± 26 561± 25
[1.5− 2.5]-2 392± 21 374± 21 545± 25 532± 25
[1.5− 2.5]-3 426± 22 401± 21 299± 19 273± 18
[1.5− 2.5]-4 370± 21 369± 21 511± 25 524± 25
[2.5− 10] -1 2441± 52 2424± 52 3374± 62 3205± 60
[2.5− 10] -2 2145± 48 1996± 47 2924± 57 2888± 57
[2.5− 10] -3 2352± 51 2283± 50 3422± 62 3280± 60
[2.5− 10] -4 2017± 48 2058± 48 2794± 56 2812± 56
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Table 5.18: Summary of the weighted averages of raw asymmetries in two differ-
ent binning schemes, both magnet up and down data are shown. Fitting approach
“sepa.” stands for fitting D+s and D
−
s separately allowing different parameteriza-
tions while “simul.” means a simultaneous fit to both D+s and D
−
s . An arithmetic
average of magnet up and down data is then taken in the end.
Weighted average of Araw [%]
Binning shceme p− px − py binning p− pT − φ binning
Fitting approach sepa. simul. sepa. simul.
Magnet up 0.80± 0.38 1.08± 0.38 0.76± 0.38 1.05± 0.38
Magnet down −0.32± 0.32 −0.46± 0.32 −0.35± 0.32 −0.49± 0.32
Average 0.24± 0.25 0.31± 0.25 0.21± 0.25 0.28± 0.25
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5.4.4 Background studies
There are several possible sources of background contributions to the D±s µ
∓X
signal events:
• PromptD±s can form a falseD±s µ∓ combination, the level of this background
contribution can be estimated using the IP fits as shown in Section 5.4.1.
• Misidentified muon backgrounds, secondary D±s pi∓ and D±s K∓, with pion or
kaon misidentified as muon where the fake rates are measured using control
sample D∗+→ D0pi+.
• Peaking backgrounds from b→ ccs decays where the D±s originates from
the upper b vertex and the muon originates from the companion charmed
meson or baryon semileptonic decays, or where the muon and the D+s meson
originates from different b parents. The event topology for this background
is illustrated in Fig. 5.15 on the left.
• Peaking backgrounds, D±s K∓µ∓ combination, fromB+→ D∗0(D−s K+)µ+νµ
decays. The event topology for this background is also illustrated in Fig. 5.15
on the right.
Figure 5.15: Feynman diagrams for peaking backgrounds from b → ccs and
B+→ D∗0(D−s K+)µ+νµ decays.
We have developed a dedicated pre-selection where we utilize the same se-
lection criteria, except we explicitly require the hadron not to satisfy the muon
selection criteria and to be within the acceptance of the muon system, to gather
D±s h
∓ candidates. This sample, combined with knowledge of the probability that
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a kaon or a pion are mistaken for a muon, can provide a data-driven estimate on
the misidentified muon (fake hadron) backgrounds. This sample is split into pion
and kaon subsets depending upon whether DLL(K − pi) is less or greater than
0. Figure 5.16 shows the 2-dimensional D±s mass and IP fits to the RS D
±
s h
∓
sample of pions and kaons in the whole muon momentum range for magnet up
data, and Fig. 5.17 shows the results for the corresponding WS D±s h
± samples.
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Figure 5.16: Fit results from two-dimensional fits to the RS K+K−pi± invariant
mass and ln(IP/mm) distribution for magnet up data over the entire momentum
range. The blue dotted line shows the Dfb component, the red solid line Prompt,
and the black-dashed line combinatorial background. (a) and (b) show the spectra
for hadrons that are identified as pions, while (c) and (d) for kaons. This figure is
taken from [44].
We have also studied the probabilities that a pion or a kaon are mistaken for
a muon (fake rates) if we apply the selection criteria used in our analysis, as well
as their charge asymmetry. We perform the study in the five momentum bins
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Figure 5.17: Fit results from two-dimensional fits to the WS K+K−pi± invariant
mass and ln(IP/mm) distribution for magnet up data over the entire momentum
range. (a) and (b) show the spectra for hadrons that are identified as pions, while
(c) and (d) for kaons. This figure is taken from [44].
chosen for our analysis, using a sample of D∗+→ D0pi+, with D0 decaying into
K−pi+. Using these samples we determine the momentum dependent fakes rates.
We show the results in Fig. 5.18. Pion induced fakes are even smaller than kaon
(kaon decays more than pion). We are primarily concerned with the difference
in K+ versus K− fake rates as this can induce a false asymmetry. This charge
asymmetry is of the order of 1%. The total number of fakes is of the order of 1%,
so the net effect on the asymmetry is of the order of 10−4 and thus can be safely
ignored (the net effect from this contribution is below our sensitivity, 0.01%, and
thus can safely be neglected.).
We also consider the background induced by combinations of D±s and µ
∓
events deriving from b→ ccs decays where the D±s originates from the upper b
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Figure 5.18: Momentum dependent muon misidentification probabilities for (a)
kaons and (b) pions. The open circles represent positive tracks and the filled (red)
circles negative tracks. This figure is taken from [44].
vertex and the muon originates from the companion charmed meson or baryon
semileptonic decays, or where the muon and the D±s meson originates from dif-
ferent b parents. Since here the muon is detached from the upper b vertex de-
pending on the companion charm lifetime, the reconstruction efficiency for these
background events are suppressed by a significant amount due to the D+s µ
− ver-
texing inefficiency. Furthermore, since the muon is now coming from the com-
panion charm hadron, generally it has a softer momentum spectra compared to
the signal D+s µ
− events which causes the reconstruction efficiency to be even
lower than signal events (our oﬄine selection of muon momentum starts from 6
GeV). Dedicated MC are generated for each of these background decays to study
the suppression factor of reconstruction efficiency compared to the signal D+s µ
−
events as shown in Table 5.19.
As shown in Fig. 5.19 these background events have the same invariant D±s
mass and IP distributions as the signal D±s µ
∓ events, thus are referred as peaking
backgrounds.
The dependence of the peaking background (or signal purity) on the muon
momentum is checked as shown in Fig. 5.20, no obvious dependence on muon
momentum is observed.
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Table 5.19: Suppression factor of the reconstruction efficiency, defined as
εsigreco/ε
bkg
reco , for various sources of peaking background compared to the signal D+s µ
−
events (this table is generated when pT > 1.2 GeV).
Background decay Suppression factor Companion charm lifetime ( ps)
B+→ D+s D0 11 0.41
B0→ D+s D− 18 1.04
B0s→ D+s D−s 11 0.50
Λ0b→ D−s Λ+c 14 0.20
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Figure 5.19: The invariant D±s mass and IP distributions for background decay
B+→ D+s D0(µ−X).
We derive a correction factor, called Abkg, to account for all possible back-
ground sources of charge asymmetry biases, including the one induced by the
major peaking backgrounds and the one from prompt backgrounds. It is defined
as
Abkg =
NdetB+,0, Λb
NdetB0s
× ap × dilution factor +
N+pmt −N−pmt
N+dfb +N
−
dfb
(5.27)
where, in the first term, ap is the measured production asymmetry for B
0 and
B+ meson, and in the second term, the effect from prompt background is nor-
malized to the “Dfb” signal. Taking into account the mixing dilution factor of
33% of B0, opposite production asymmetry contribution from b → cc¯s events
and D±s K
∓µ∓ events, B decay branching fractions, charm semileptonic decay
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Figure 5.20: The ratio of reconstruction efficiency for the signal D+s µ
− events to
the background D0D+s events.
branching fractions, b fractions and B0s semileptonic width we have
Abkg = (0.01± 0.04)% + (0.04± 0.04)% = (+0.05± 0.05)% (5.28)
with the 0.01% contribution as the first term and 0.04% contribution as the
second term in Eq. 5.27 (errors summed in quadrature). Table 5.20 shows the
exact calculation of the 0.01% effect.
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Table 5.20: All ingredients including efficiency ratios, εsigreco/ε
bkg
reco, B decay branch-
ing fractions, charm branching fractions, b fractions, production asymmetries and
mixing factors needed to compute Abkg are shown for all peaking backgrounds
(after new pT cut > 1.5 GeV).
Background BF (%) BFcharm(%)
fu,d,Λb
fs
εsigreco
εbkgreco
ap (%) Mixing
B+→ D+s X 7.9± 1.4 6.49± 0.11 3.7 13.4 +0.3± 0.9 [71] 1
B0→ D+s D0X 5.7± 1.2 6.49± 0.11 3.7 13.4 −0.1± 1.0 [72] 0.33
B0→ D+s D− 4.6± 1 16.07± 0.30 3.7 18 −0.1± 1.0 [72] 0.33
Λb→ D+s Λc 10.0± 2.0 3.09± 0.30 2.3 14 −1.0± 4.0 [73] 1
B+→ D−s K+µ+ 0.061 - 3.7 2 (−0.3± 0.9) [71] 1
B0→ D−s K+µ+ 0.061 - 3.7 2 (+0.1± 1.0) [72] 0.33
B0s → D+s semileptonic BF (%) 8.92± 0.004
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5.5 Determination of the relative tracking effi-
ciency
Using the same technique as described in Chapter 3 [43], tracking efficiency is
determined in D∗ control sample by using the “partial and full” reconstruction.
The signal yields of the fully reconstructed D∗ decays are listed in Table 5.21
and Table 5.22, where the selections applied on the probe pion track in full
reconstructions are: p > 2 GeV, pT > 300 MeV, track fit χ
2/NDF < 4 and track
Clone Killer, which are identical to the pions in semileptonic signal sample.
Table 5.21: Number of signals in full reconstruction versus detected pion momen-
tum for magnet up data
Pion momentum D∗+ events D∗− events
2-6 GeV 39595± 213 41717± 218
6-20 GeV 154363± 423 164022± 437
20-30 GeV 46649± 229 48928± 233
30-40 GeV 21551± 156 22595± 160
40-50 GeV 10794± 110 11226± 112
50-100 GeV 10980± 111 11500± 114
For partial reconstruction where one pion is ignored, the kinematic fitting
is used to infer the missing track’s momentum. Then to correct for the finite
momentum resolution, an unfolding procedure is followed to obtain the unfolded
momentum spectra where the response matrix is measured from data by com-
paring the detected momentum to inferred momentum using fully reconstructed
events. More details on this technique are already described in Chapter 3.
The unfolded tracking efficiency ratio is shown in Fig. 5.21 as a function pion
momentum for magnet up and down data separately. As expected, no dependence
of tracking asymmetry on momentum is observed. This fact simplifies calibration
of the tracking asymmetry for the charge symmetric final state (pi±–µ∓ pairing).
After averaging magnet up and down data, the tracking asymmetry is shown
as a function of pion momentum in Fig. 5.22.
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Table 5.22: Number of signals in full reconstruction versus detected pion momen-
tum for magnet down data
Pion momentum D∗+ events D∗− events
2-6 GeV 57886± 266 59847± 271
6-20 GeV 230179± 518 236280± 525
20-30 GeV 68251± 274 70575± 279
30-40 GeV 31301± 187 32403± 191
40-50 GeV 15395± 131 16125± 134
50-100 GeV 15412± 132 16560± 137
We also check the geometrical left-right asymmetry by examine the tracking
efficiency ratio as a function of track ϕ angle in two momentum regions that is
shown in Fig. 5.23 and Table 5.23. The pattern of the oscillation of tracking asym-
metries across azimuthal angle φ is induced by detector acceptance effects such
as the beam pipe. This geometrical asymmetry can be removed after integrating
over ϕ angle, or average magnet up and down data.
Since the tracking asymmetry is strongly dependent on φ angle, we examine
the distribution of φ angle for the pion and muon tracks separately, which are
quite similar. Moreover, the ϕ angle correlation between pion track and muon
track in signal sample is also checked as shown (only magnet up data for µ+pi−
combination) in Fig. 5.24 and Fig. 5.25. We observe the correlation is very weak
which allows, to the first principle, a large cancellation between tracking asym-
metries of the charge symmetric pion and muon pair.
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Figure 5.21: The tracking efficiency ratio as a function of track momentum, which
is determined from “partial and full” method using D∗+ control sample.
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Figure 5.22: After averaging magnet up and down data, the tracking efficiency
ratio is shown as a function of track momentum.
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Figure 5.23: The tracking efficiency ratio as a function of track ϕ angle in two
momentum regions.
Table 5.23: Summary table of the relative tracking efficiency versus track ϕ angle
in two momentum intervals
ϕ angle p[2, 20] GeV p > 20 GeV
UP DOWN UP DOWN
[0, 1
4
pi] 0.913± 0.014 1.083± 0.013 0.928± 0.018 1.063± 0.016
[1
4
pi, 1
2
pi] 0.975± 0.015 1.035± 0.016 0.951± 0.022 1.029± 0.018
[1
2
pi, 3
4
pi] 0.973± 0.017 1.005± 0.016 1.053± 0.025 0.952± 0.018
[3
4
pi, pi] 1.064± 0.014 0.913± 0.012 1.081± 0.019 0.935± 0.016
[pi, 5
4
pi] 1.082± 0.016 0.913± 0.011 1.096± 0.022 0.921± 0.015
[5
4
pi, 3
2
pi] 1.013± 0.018 0.982± 0.014 1.042± 0.024 0.969± 0.019
[3
2
pi, 7
4
pi] 0.967± 0.019 1.012± 0.017 0.991± 0.024 1.023± 0.020
[7
4
pi, 2pi] 0.906± 0.016 1.097± 0.014 0.916± 0.019 1.076± 0.018
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Figure 5.24: The ϕ angle correlation between pion track and muon track as a
function of B(D−s µ+) momentum (only magnet up data for µ+pi− combination
shown here).
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Figure 5.25: The ϕ angle correlation between pion track and muon track as
a function of B(D−s µ+) transverse momentum (only magnet up data for µ+pi−
combination shown here).
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Table 5.24: Summary table of the tracking efficiencies (in %) in the six momentum
intervals, only diagonal elements of the covariance matrix are shown as the errors.
Momentum UP track+ UP track− DOWN track+ DOWN track−
2− 6 GeV 48.68± 0.31 49.30± 0.31 47.88± 0.26 47.95± 0.26
6− 20 GeV 59.11± 0.22 59.96± 0.22 60.24± 0.17 59.85± 0.17
20− 30 GeV 59.07± 0.35 59.10± 0.34 59.85± 0.28 59.95± 0.27
30− 40 GeV 57.17± 0.49 56.97± 0.47 57.66± 0.41 57.65± 0.40
40− 50 GeV 54.89± 0.64 54.51± 0.62 55.65± 0.54 55.76± 0.53
50− 100 GeV 51.52± 0.62 51.45± 0.61 53.70± 0.55 54.80± 0.55
To estimate the residual effect of the cancellation of pi±-µ∓ tracking efficiency
asymmetries, we use two different methods to estimate this correction factor,
Atrack(µ
± − pi∓), as shown below.
For the first approach, we define the average efficiencies for D−s µ
+ and D+s µ
−
final states as
ε(pi−µ+) =
∑
i,j Nij(D
−
s µ
+)∑
i,j Nij(D
−
s µ
+)/εij
(5.29)
where i and j, from 1 to 6, stand for the six momentum intervals, 2–6–20–30–40–
50–100 GeV, for µ+ and pi−, respectively. Nij(D−s µ
+) is the signal yield in each
of the 2D correlated bins, shown in Fig. 5.26 for D−s µ
+, D+s µ
−, magnet up and
down data, respectively, and εij = εi(track
+) × εj(track−) where εi(track+) and
εj(track
−) are measured using the “partial and full” approach from D∗ sample
and are shown in Table 5.24. Only the diagonal elements of the covariance matrix
are shown as the errors.
An analogous definition holds for charge conjugate states
ε(pi+µ−) =
∑
i,j Nij(D
+
s µ
−)∑
i,j Nij(D
+
s µ
−)/ε∗ij
(5.30)
where in this case ε∗ij = εi(track
−)× εj(track+).
The systematic uncertainty due to the non-perfect cancellation between muon
and pion tracking efficiency asymmetry on the assl can then be inferred from the
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Figure 5.26: The signal yield, Nij(D
−
s µ
+) and Nij(D
+
s µ
−), in each of the 2D
correlated bins.
difference between ε(pi−µ+) and ε(pi+µ−). It is estimated to be Atrack(µ±−pi∓) =
(0.01 ± 0.13)% 1 where the error is determined from toy MC. Since εij and ε∗ij
are correlated between the determination of ε(pi−µ+) and ε(pi+µ−), all bin-by-
bin εi(track
+) and εj(track
−) are allowed to vary by a Gaussian function with
the measured covariance matrix. The mean and the sigma parameters of the
Gaussian function that is used to fit the resulting ε(pi−µ+)/ε(pi+µ−) distribution
are taken as the central value and error of the correction factor Atrack(µ
±−pi∓). If
1When applying the correction factor, this number should be subtracted off the measured
Acµ.
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Table 5.25: Summary table of the correction factor for tracking efficiency asym-
metries, Atrack(µ
± − pi∓).
Atrack(µ
± − pi∓)
Measured bin-by-bin tracking efficiencies (−0.08± 0.19)%
Constant fit 0± 0
Linear fit (−0.0008± 0.17)%
estimating this correction factor using magnet up and down data separately, we
get Atrack(µ
± − pi∓) = (0.30± 0.20)% for magnet up data and Atrack(µ± − pi∓) =
(−0.28± 0.16)% for magnet down data.
For the second approach, we estimate the correction factor, Atrack(µ
± − pi∓),
by using the tracking efficiency asymmetry, Atrack = (ε(track
+)/ε(track−)−1)/2,
and coupling to the difference between momentum distributions of pion and muon
[74]
Atrack(µ
± − pi∓) =
∫
(Pµ(x)− Ppi(x))× Atrack(x) dx. (5.31)
Here Pµ(x) is the P.D.F for muon momentum spectra while Ppi(x) is the P.D.F
for pion momentum spectra. They are shown in Fig. 5.27 for a fine binning in
magnet up data only and Fig. 5.28 for a coarse binning where magnet up and
down data, D+s µ
− and D−s µ
+ final states are combined. The tracking efficiency
asymmetry Atrack used here is determined from the tracking efficiency ratio that
is shown in Fig. 5.22. Two different hypotheses are used to parametrize this
curve in Fig. 5.22, one is a constant parameter while the other one a linear line.
The estimated values for the correction factor Atrack(µ
± − pi∓) 1, using the two
different parameterizations and also the measured bin-by-bin tracking efficiency
asymmetries, are shown in Table 5.25.
Following a similar manner as Eq.5.31 with the tracking asymmetry replaced
by the kaon detection asymmetry, AK(x), and muon and pion momentum spectra
replaced by the Same Sign (PSS(x)) and Opposite Sign (POS(x)) kaon momentum
1When applying the correction factor, these number should be subtracted off the measured
Acµ.
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Figure 5.27: Pµ(x) is the P.D.F for muon momentum spectra while Ppi(x) is the
P.D.F for pion momentum spectra for magnet up data only.
spectra,
AKKtrack =
∫
(POS(x)− PSS(x))× AK(x) dx. (5.32)
and also the approach described in Chapter 4 Eq. 4.6, AKKtrack is estimated to be
(1.2±0.4)×10−4 with the kaon detection asymmetry here measured by examining
the difference between D+ → K−pi+pi+ and D+ → Kspi+ decays [75]. Adding the
two residual asymmetry correction factors together, we have
Atrack = Atrack(µ
∓ − pi±) + AKKtrack
= (0.02± 0.13)%. (5.33)
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Figure 5.28: Pµ(x) for muon momentum spectra is shown in a coarse binning
while Ppi(x) for pion momentum spectra. Here magnet up and down data, D
+
s µ
−
and D−s µ+ final states are combined.
242
5.6 Determination of the relative muon ID and trigger efficiency
5.6 Determination of the relative muon ID and
trigger efficiency
5.6.1 Introduction
Muon ID efficiencies, εID(µ
±), L0 and Hlt1 trigger efficiencies, εL0(µ±) and εHlt1(µ±),
are determined by using two independent methods: (a) Kinematic Selected (KS)
J/ψ → µ+µ− events where only kinematic selections are utilized for event se-
lection with no presence of the trigger on the muons (b) Muon Selected (MS)
J/ψ→ µ+µ− events where one of the two muons is required to be identified and
triggered by the muon system to select such events. KS method is used as the
baseline for muon correction while MS method is used as a check.
Both of the two methods are described in details in the following sections.
Assuming these efficiencies factorize out, εL0(µ
±) is defined on top of εHlt1(µ±),
and εHlt1(µ
±) is defined on top of εID(µ±). Exact expressions of the three indi-
vidual efficiencies are not identical in the two methods, and are presented along
with the method descriptions in the following sections.
We can define an overall muon efficiency as the product of the three individual
efficiencies
ε(µ±) = εL0(µ±)× εHlt1(µ±)× εID(µ±) (5.34)
and we can combine L0 and Hlt1 muon trigger efficiencies as a single trigger
efficiency
εtrigger(µ
±) = εL0(µ±)× εHlt1(µ±) (5.35)
5.6.2 Studies on the L0 Muon trigger emulation
Due to the different offsets of A and C sides of the muon stations, which caused
the L0 pT (referred as online pT) distributions of µ
+ and µ− to be asymmetric,
L0 Muon triggers differently for µ+ and µ− tracks 1, and there is a pT-dependent
charge asymmetry in the muon selection implemented with the on-line L0 muon
trigger.
1“http://marwww.in2p3.fr/ cogan/muongeom/20120312 l0muonasym.pdf”
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Table 5.26: Statistics of the “loss” due to the table incompleteness in different
data samples
L0Muon TOS candidates “lost” candidates
KS J/ψ
Magnet Up µ+ 1011603 3339
Magnet Up µ− 980803 3571
Magnet Down µ+ 1404060 5186
Magnet Down µ− 1458986 4754
Signal B0s
Magnet Up µ+ 586760 2296
Magnet Up µ− 557314 2374
Magnet Down µ+ 800016 3362
Magnet Down µ− 849881 3345
MS J/ψ
Magnet Up µ+ 8877257 32370
Magnet Up µ− 8508042 33895
Magnet Down µ+ 11839395 47060
Magnet Down µ− 12630073 46187
We use the same approach described in the reference talk to replace the “old”
L0 pT by the new ones in the Look Up Table (LUT) by comparing the M1-M2
combinations of L0 Muon candidate to the ones in the table (called “L0 fix”).
Details of L0 Muon trigger emulation algorithm are shown as a flow chart in
Fig. 5.29.
However, since the LUT does not contain all possible combinations, there is
about (0.3−0.4)% loss of events due to this incompleteness as shown in Table 5.26.
The same “fix” is applied to both signal B0s sample and control samples which
are then used to determine muon ID and trigger efficiencies.
244
5.6 Determination of the relative muon ID and trigger efficiency
L0 Muon trigger emulation algorithm
Offline Muon candidate
L0 TOS ?
Loop over all L0 candidates
iterate through M1-M3 stations
Set “New” p  as NULL
T
For each Muon station, associate L0 Muon to the correct offline lhcbID
                         Criteria: >=2 out of M1-M3 match b/t L0 
                                                 and Offline   
NO
YES
Iterator: Offline Muon → proto track → muon PID → muon track → lhcb ID   
Search in the Look-Up-Table for the sepecific M1-M2 pad 
combination, and replace the current L0 p  with the
                                    “new” one
T
Cut at the “new” online p  (LUT p  )
                 >1640 MeV
T T
Figure 5.29: Flow chart of the L0 Muon trigger emulation algorithm.
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5.6.3 Kinematically Selected (KS) J/ψ sample
From all B hadronic decays such asB→ Dpi, B→ DK and so on (BeautyToCharm),
we select, from the companion b quack decays, the minimum biased J/ψ events
from two muon candidate tracks (StdNoPIDMuons) with no identification or trig-
ger required. “TOS” of L0, Hlt1 and Hlt2 is required on the B (“Beauty”) meson
to make sure J/ψ → µ+µ− is not present in the trigger. Further “TIS” require-
ments are insisted on the probe muons before utilizing them to measure the ID
and trigger efficiencies in order to minimize the biases on the measurement. One
advantage of the KS method when comparing to the MS method is that there is
no possibility of correlation induced by the trigger system between the two muon
tracks. This is, however, not the case for MS method (tag and probe approach)
where the tag muon is already triggered, and the probe muon can be affected if
there is any correlation between the two muon tracks. This concern is also one
of the reasons why we choose to use KS method as the baseline muon correction
for this analysis. The event topology of KS J/ψ decay is shown in Fig. 5.30.
p p
Signal b side
Opposite b side
Sig
na
l B
D
pi
B
−
J/ψ µ+
µ−
"TOS"
Figure 5.30: Selection of minimum biased KS J/ψ candidates from the companion
b quack decays.
The kinematic selections applied on the two muon candidate tracks to select
such a J/ψ event are listed in Table 5.27 where no muon ID, PID and trigger
246
5.6 Determination of the relative muon ID and trigger efficiency
Table 5.27: Kinematic selections applied on the two muon candidate tracks to
select a minimum biased J/ψ
Item Requirement
Kinematics p > 6 GeV
pT > 1.2(1.5) GeV
Track quality χ2 < 3
IP IP χ2 > 4
Misc. η [2,5]; CloneKiller
m(µ+µ−) Within 150 MeV of J/ψ mass
Vertex fit χ2/NDOF < 11
Event Multiplicity longTracks< 250
selections are required. Only p, pT, track fit quality, χ
2
IP etc. are used to select
J/ψ→ µ+µ−.
Figure 5.31 shows the invariant mass distribution of µ+µ− combination for
the kinematically selected J/ψ events, where the red points are for the events
when µ+ are rejected by Muon ID requirements and black points the ones when
µ+ are accepted by Muon ID, TIS is already required on the probe muon (µ+)
upfront. The J/ψ signal is fitted with a triple Gaussian function where two of the
three Gaussian’s share a common mean, second order polynomial function is used
to fit the background events. The overall signal yields for magnet up and down
data are shown in Table 5.28, there are about 1.5 M J/ψ candidates selected in
total. After requiring TIS (L0, Hlt1 and Hlt2) on the probe muon that is used
to measure efficiencies, we are left with 630K J/ψ signals, that is about 35% of
the total statistics in the MS muon calibration J/ψ sample.
However, the signal to background ratio here is much smaller than the one
in the MS calibration sample using tag and probe approach since there are no
ID requirements on both µ+ and µ− tracks (as shown in Fig. 5.31). Thus, in
order to reduce the background level, when measuring the ID efficiency tight ID
selections are applied to the other muon track (in this context it’s µ−), the mass
distribution after this ID requirement is shown in Fig. 5.32. However, we don’t
247
5.6 Determination of the relative muon ID and trigger efficiency
Table 5.28: Overall signal yields of minimum biased kinematically selected J/ψ
candidates, the first row shows number of signals when µ+ is within the kinematic
region p [6,100] GeV and pT [1.2,10] GeV, while the second row is for µ
− to be
within the region. The third and fourth rows show number of signals when TIS
is further required on the probe muon track. The last two rows show number of
signals after ID requirements are applied sequentially on the other muon tack.
Muon charge Magnet Up Magnet Down
Kinematically selected J/ψ
µ+ 633931± 2314 906517± 2766
µ− 632411± 2377 903825± 2687
after TIS is required on the probe muon
µ+ 256840± 1502 372268± 2124
µ− 261667± 1454 363036± 1809
after ID is required on the other muon (like a “tag leg”)
µ+ 246770± 826 357448± 987
µ− 252282± 844 350892± 952
make this requirement when measuring the muon trigger efficiencies since they
are defined on top of muon ID efficiency (ID requirements are already applied
on the probe muon), and adding trigger requirements on the other muon track
might introduce bias the probe muon due to possible correlations between the µ+
and µ− track from J/ψ . From Table 5.28, we can see adding this ID requirement
on the µ−, when using µ+ to measure muon efficiency, only reduce the statistics
by a very small amount while significantly improving the signal to background
ratio, thus the statistical uncertainty on the efficiency.
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Figure 5.31: The invariant mass distributions of µ+µ− for the kinematically
selected J/ψ events with TIS required on the probe muon track (µ+), where the
red points are for the events rejected by Muon ID requirements and black points
the ones accepted by Muon ID. The fitting functions are described in the text.
Only magnet up data is shown here.
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Figure 5.32: The invariant mass distributions of µ+µ− for the kinematically se-
lected J/ψ events with TIS required on the probe muon (µ+) track and ID required
on the other muon track (µ−), where the red points are the events when µ+ are
rejected by Muon ID requirements and black points the ones when µ+ are accepted
by Muon ID. The fitting functions are described in the text. Only magnet up data
is shown here.
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We can now give the exact definitions of the three individual muon efficiencies:
muon ID, L0 Muon trigger and Hlt1 trigger efficiencies as:
εID(µ
±) =
# of muons that passed “PIDMu> 0; nShare= 0; isMuon”
kinematic + TIS on probe muon + ID on the “tag” muon
(5.36)
εHlt1(µ
±) =
# of muons that passed “Hlt1 trigger requirements”
kinematic + TIS + ID on probe muon
(5.37)
εL0(µ
±) =
# of muons that passed “L0MuonTOS and online pT cut”
kinematic + TIS + ID + Hlt1 on probe muon
(5.38)
where “kinematic” means the kinematic selections that are listed in Table 5.27,
“TIS” means L0, Hlt1 and Hlt2 global TIS, “ID” stands for identification re-
quirements “PIDMu> 0, nShare=0, isMuon=1” and “Hlt1” means Hlt1 trigger
requirements: a logical OR of Hlt1 TrackAllL0, TrackMuon, SingleMuonHighPT.
To better understand the detection effects, we always examine the three indi-
vidual muon efficiencies separately, but we also use a single efficiency correction
term that is denoted as the overall muon efficiency ε(µ±) = εL0(µ±)×εHlt1(µ±)×
εID(µ
±). If combine L0 and Hlt1 muon trigger efficiencies, we have muon trigger
efficiency defined as εtrigger(µ
±) = εL0(µ±)× εHlt1(µ±). Figure 5.33 shows the in-
variant mass distribution of µ+µ− combination that is used to extract the muon
trigger efficiency. We fit, simultaneously, the mass distribution for events that
pass trigger requirements and the ones that do not. The trigger efficiency and its
uncertainty is decided directly by the mass fit.
To ensure that we understand the muon detections and also to check whether
there is any significant systematic biases on the muon detection charge asym-
metries, we first check the various individual muon asymmetries, namely ID, L0
and Hlt1, as a function of both momentum and transverse momentum, as well as
the combined ones shown in Fig. 5.34-5.38. No significant detection asymmetry
is observed in this 2-dimensional grid. Here Fig. 5.37 shows the muon trigger
efficiency obtained by measuring the number of signal muons that pass the L0
and Hlt1 trigger requirements out of the ones selected by muon ID requirements,
while Fig. 5.38 shows the muon trigger efficiency obtained by just multiplying
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Figure 5.33: The invariant mass distributions of µ+µ− for the kinematically
selected J/ψ events, with TIS and ID required on the probe muon (µ+) track, where
the red points are for the events when µ+ are rejected by trigger requirements and
black points the ones when µ+ are accepted. Only magnet up data is shown here.
The fitting functions are the same as the ones used before.
εL0(µ
±) to εHlt1(µ±). The two methods to extract muon trigger efficiency give
identical results, this is done as a sanity check for the factorizations of the indi-
vidual muon efficiencies. The muon p and pT correlations (after requiring TIS)
from KS J/ψ sample are shown in Fig.5.39 (only µ+ track shown here).
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Figure 5.34: The relative muon ID efficiency as a function of muon momentum
and transverse momentum using KS J/ψ sample (TIS required on the probe muon).
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Figure 5.35: The relative muon Hlt1 trigger efficiency as a function of muon
momentum and transverse momentum using KS J/ψ sample (TIS required on the
probe muon).
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Figure 5.36: The relative muon L0 trigger efficiency as a function of muon mo-
mentum and transverse momentum using KS J/ψ sample (TIS required on the
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Figure 5.37: The relative muon trigger efficiency (combine the L0 and Hlt1 muon
trigger efficiency as a single trigger efficiency term) as a function of muon momen-
tum and transverse momentum using KS J/ψ sample (TIS required on the probe
muon).
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Figure 5.38: εHlt1(µ
+)×εL0(µ+)
εHlt(µ−)×εL0(µ−) as a function of muon momentum and transverse
momentum using KS J/ψ sample (TIS required on the probe muon).
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As shown in Fig. 5.5-5.9, for one polarity of the magnetic field, the efficiencies
and acceptance for µ+ and µ− are symmetric to each other along the px direction
(“left-right” asymmetry). And this asymmetry is totally flipped when comparing
to the other magnet polarity.
The bin-by-bin muon ID efficiencies are shown in Table 5.29-5.33 (minimum
pT > 1.2 GeV) for the five muon momentum intervals in the p− px − py binning
scheme. Only magnet up data is shown here for both µ+ and µ−, magnet down
data has the complementary (or symmetric) structures.
These tables are made before we add the “q × px” operation which flips the
bins (px − py bin 1-6, 2-4, 3-5, 7-10, 8-9) along px direction for µ−. Thus, a
large charge asymmetry appears in bin 8 and 9 that are close to the beam pipe,
especially when the muon momentum gets very large and concentrated to the
beam hole. For example, when muon momentum is 50-100 GeV, bin 8 and 9 can
have a charge asymmetry as large as ∼ ±50%, and the asymmetries have about
equal size but with the opposite signs. This asymmetry can be removed after
integrating over “left” and “right”, for example, combining bin 8 and 9, or can
get cancelled after averaging magnet up and down data.
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Table 5.29: Muon ID efficiency table using KS J/ψ sample (p 6-20 GeV), only
magnet up data is shown.
p 6-20 GeV
px − py bin index εID(µ+) εID(µ−)
1 91.1± 1.3 92.4± 1.2
2 96.4± 0.5 92.6± 0.6
3 96.5± 0.5 91.9± 0.6
4 92.4± 0.6 95.6± 0.5
5 92.8± 0.6 94.9± 0.5
6 94.7± 1.2 89.1± 1.4
7 86.9± 0.5 80.9± 0.5
8 93.0± 1.0 84.0± 1.0
9 83.4± 1.0 92.2± 0.9
10 82.8± 0.6 87.2± 0.5
Table 5.30: Muon ID efficiency table using KS J/ψ sample (p 20-30 GeV), only
magnet up data is shown.
p 20-30 GeV
px − py bin index εID(µ+) εID(µ−)
1 98.4± 0.6 97.7± 0.6
2 97.1± 0.5 93.1± 0.6
3 96.5± 0.5 94.3± 0.6
4 93.2± 0.6 96.0± 0.5
5 93.4± 0.6 96.8± 0.5
6 96.1± 0.6 96.9± 0.6
7 95.3± 0.6 81.4± 0.7
8 94.8± 1.6 81.7± 1.7
9 81.8± 1.7 92.5± 1.5
10 82.7± 0.7 93.2± 0.6
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Table 5.31: Muon ID efficiency table using KS J/ψ sample (p 30-40 GeV), only
magnet up data is shown.
p 30-40 GeV
px − py bin index εID(µ+) εID(µ−)
1 97.9± 0.6 98.0± 0.6
2 96.3± 0.6 95.5± 0.6
3 97.0± 0.6 93.2± 0.6
4 94.2± 0.7 97.1± 0.6
5 94.8± 0.7 97.3± 0.6
6 97.6± 0.6 96.9± 0.6
7 94.3± 0.8 76.6± 0.9
8 95.3± 2.1 78.7± 2.2
9 76.9± 2.2 93.9± 2.3
10 78.1± 0.9 95.0± 0.8
Table 5.32: Muon ID efficiency table using KS J/ψ sample (p 40-50 GeV), only
magnet up data is shown.
p 40-50 GeV
px − py bin index εID(µ+) εID(µ−)
1 95.9± 0.6 96.5± 0.6
2 96.9± 0.7 94.0± 0.8
3 96.0± 0.7 93.2± 0.8
4 92.1± 0.8 95.8± 0.7
5 92.7± 0.8 96.9± 0.7
6 96.9± 0.6 97.0± 0.6
7 96.1± 1.0 70.4± 1.1
8 98.2± 3.3 67.7± 2.9
9 67.0± 2.8 96.8± 2.9
10 67.3± 1.1 97.9± 0.9
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Table 5.33: Muon ID efficiency table using KS J/ψ sample (p 50-100 GeV), only
magnet up data is shown.
p 50-100 GeV
px − py bin index εID(µ+) εID(µ−)
1 97.1± 0.4 97.2± 0.4
2 95.0± 0.5 90.8± 0.6
3 96.1± 0.5 89.1± 0.6
4 90.6± 0.6 94.8± 0.5
5 91.0± 0.6 96.1± 0.5
6 96.9± 0.5 96.8± 0.4
7 95.4± 0.7 42.7± 0.8
8 82.4± 2.6 44.5± 2.7
9 42.9± 2.7 83.2± 2.5
10 44.1± 0.8 94.8± 0.7
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Table 5.34: Overall muon efficiency table using KS J/ψ sample after the operation
q × px (p 6-20 GeV).
p 6-20 GeV
Mag UP Mag DOWN
q × px − py bin index ε(µ+) ε(µ−) ε(µ+) ε(µ−)
1 65.6± 1.7 62.4± 1.7 66.9± 1.4 67.7± 1.4
2 55.6± 0.8 53.3± 0.8 49.0± 0.7 47.2± 0.7
3 56.3± 0.8 52.3± 0.8 50.1± 0.7 50.0± 0.7
4 47.7± 0.8 49.4± 0.8 54.0± 0.7 54.8± 0.7
5 48.7± 0.8 50.2± 0.8 55.5± 0.7 53.4± 0.7
6 69.8± 1.7 69.1± 1.7 65.7± 1.4 65.4± 1.5
7 48.5± 0.7 47.9± 0.6 50.1± 0.5 52.3± 0.5
8 33.1± 0.9 31.9± 0.8 28.4± 0.6 27.7± 0.6
9 28.3± 0.8 27.2± 0.8 32.5± 0.7 32.4± 0.7
10 51.8± 0.6 50.3± 0.6 49.1± 0.5 50.0± 0.5
In order to illustrate how this q × px operation removes “left-right” asym-
metries by flipping bins along px direction, we show, in Table 5.34-5.38 (mini-
mum pT > 1.5 GeV), the bin-by-bin overall muon efficiencies ε(µ
±) = εL0(µ±)×
εHlt1(µ
±) × εID(µ±) in the 3-dimensional p − px − py binning scheme after the
operation q × px. The large asymmetries at bin 8 and 9 are now removed.
263
5.6 Determination of the relative muon ID and trigger efficiency
Table 5.35: Overall muon efficiency table using KS J/ψ sample after the operation
q × px (p 20-30 GeV).
p 20-30 GeV
Mag UP Mag DOWN
q × px − py bin index ε(µ+) ε(µ−) ε(µ+) ε(µ−)
1 76.9± 0.9 75.7± 0.9 75.0± 0.8 77.1± 0.7
2 66.6± 0.8 64.2± 0.8 61.7± 0.7 61.2± 0.7
3 64.7± 0.8 64.0± 0.8 61.1± 0.7 60.0± 0.7
4 59.0± 0.8 60.4± 0.8 65.5± 0.7 66.2± 0.7
5 59.4± 0.8 63.1± 0.8 66.6± 0.6 64.9± 0.6
6 77.4± 0.9 76.2± 0.9 74.6± 0.8 76.0± 0.8
7 59.6± 0.8 57.9± 0.8 58.8± 0.6 62.1± 0.6
8 36.9± 1.2 35.6± 1.1 35.4± 1.0 34.9± 1.0
9 35.4± 1.2 34.7± 1.2 37.4± 1.0 36.1± 1.0
10 60.8± 0.7 59.1± 0.7 59.1± 0.6 56.9± 0.6
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Table 5.36: Overall muon efficiency table using KS J/ψ sample after the operation
q × px (p 30-40 GeV).
p 30-40 GeV
Mag UP Mag DOWN
q × px − py bin index ε(µ+) ε(µ−) ε(µ+) ε(µ−)
1 78.4± 0.8 75.7± 0.9 77.1± 0.7 79.7± 0.7
2 67.4± 0.9 67.1± 0.9 65.0± 0.8 65.3± 0.8
3 69.0± 0.9 66.5± 0.9 64.8± 0.7 62.2± 0.7
4 65.3± 0.9 65.8± 0.9 67.8± 0.7 68.9± 0.7
5 63.7± 0.9 64.1± 0.9 67.3± 0.7 68.3± 0.7
6 77.5± 0.8 78.2± 0.8 77.0± 0.7 76.9± 0.7
7 56.6± 0.9 53.4± 0.9 60.0± 0.7 60.6± 0.8
8 42.0± 1.6 38.8± 1.5 35.6± 1.2 36.7± 1.3
9 36.1± 1.5 36.2± 1.6 41.2± 1.3 40.1± 1.3
10 61.5± 0.9 59.1± 0.9 56.3± 0.8 54.7± 0.8
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Table 5.37: Overall muon efficiency table using KS J/ψ sample after the operation
q × px (p 40-50 GeV).
p 40-50 GeV
Mag UP Mag DOWN
q × px − py bin index ε(µ+) ε(µ−) ε(µ+) ε(µ−)
1 75.4± 0.9 77.6± 0.9 79.0± 0.7 79.3± 0.7
2 69.1± 1.0 69.0± 1.0 66.3± 0.9 66.2± 0.9
3 70.5± 1.0 67.8± 1.0 66.0± 0.9 66.5± 0.9
4 64.8± 1.0 65.8± 1.1 68.5± 0.9 69.5± 0.9
5 63.9± 1.0 62.9± 1.0 68.9± 0.9 68.8± 0.8
6 80.2± 0.8 78.9± 0.8 76.5± 0.7 76.3± 0.7
7 57.8± 1.1 60.2± 1.1 55.4± 0.9 57.8± 0.9
8 36.3± 2.0 39.7± 2.0 31.6± 1.5 36.4± 1.6
9 38.0± 2.0 39.3± 2.0 41.8± 1.7 36.0± 1.7
10 55.6± 1.1 55.2± 1.1 59.7± 1.0 57.0± 1.0
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Table 5.38: Overall muon efficiency table using KS J/ψ sample after the operation
q × px (p 50-100 GeV).
p 50-100 GeV
Mag UP Mag DOWN
q × px − py bin index ε(µ+) ε(µ−) ε(µ+) ε(µ−)
1 76.2± 0.5 76.7± 0.5 78.1± 0.4 79.7± 0.4
2 65.6± 0.7 67.3± 0.7 63.0± 0.6 65.4± 0.6
3 68.5± 0.7 68.0± 0.7 62.5± 0.6 62.7± 0.6
4 63.7± 0.7 63.1± 0.7 67.9± 0.6 65.9± 0.6
5 63.9± 0.7 61.4± 0.7 67.8± 0.6 67.3± 0.6
6 78.7± 0.5 78.2± 0.5 77.5± 0.5 77.3± 0.5
7 54.2± 0.8 55.4± 0.8 37.6± 0.6 39.4± 0.7
8 31.9± 1.4 30.8± 1.3 26.7± 1.2 26.9± 1.2
9 27.0± 1.5 25.4± 1.3 34.3± 1.3 29.7± 1.2
10 39.1± 0.8 36.4± 0.7 57.2± 0.7 54.8± 0.7
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5.6.4 Muon Selected (MS) J/ψ sample
The second muon calibration method utilizes a sample called Muon Selected (MS)
J/ψ sample. Here muon ID and trigger efficiency are determined by using the
standard “tag and probe” method as shown in Fig. 5.40. Tag muon (either µ+ or
µ−) is required to be identified and triggered by the Muon system, while probe
muon (µ− or µ+) is not, to select a J/ψ candidate, then the muon efficiency can
be extracted by measuring the rate of the selected signal probe muons passing
the ID and trigger requirements.
Figure 5.40: Illustration of the “tag and probe” method used in MS J/ψ sample.
Both µ+ and µ− tracks are used for efficiency measurements. The selection
criteria applied on the tag leg and the probe leg are specified in Table 5.39.
Some common kinematic cuts are applied first on both the tag and probe muons
in order to reduce the combinatorial background level. Moreover, muon PID,
ID and trigger requirements are applied on the tag muon while probe muon is
required to be trigger independent (TIS probe muons) with no PID, ID or trigger
selections.
Exact definitions of the three individual muon efficiencies, εL0(µ
±) defined on
top of εHlt1(µ
±), εHlt1(µ±) defined on top of εID(µ±) and εID(µ±), are shown in
Equation 5.39
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Table 5.39: Selections on the tag leg and the probe leg for muon efficiency deter-
minations
Item Requirement
Common cuts on both tag and probe
Event multiplicity longtracks< 250
Kinematics Track χ2/NDOF < 3
p > 3 GeV; pT > 1.2 GeV
IP χ2 > 10; η [2,5]
Clone Killer
Tag leg selections
Kinematics PIDMu> 0; nShare=0
isMuon; p > 6 GeV
pT > 1.5 GeV; IPχ
2 > 25
Probe leg selections
Trigger requirements L0 + Hlt1 + Hlt2 TIS
εID(µ
±) =
# of probe muons that passed “PIDMu> 0; nShare= 0; isMuon”
Common cuts + Tag + Probe
(5.39)
εHlt1(µ
±) =
# of probe muons that passed Hlt1
Common cuts + Tag + Probe + ID
(5.40)
εL0(µ
±) =
# of probe muons that passed “L0MuonTOS and L0 pT > 1.64 GeV”
Common cuts + Tag + Probe + ID + Hlt1
(5.41)
where “Common cuts” are the kinematic cuts applied to both tag and probe
muon, “Tag” means the PID, ID and trigger cuts applied on the tag muon and
“Probe” means the TIS selections applied on probe muon as listed in Table 5.39.
“Hlt1” requirements stand for a logical OR of Hlt1 TrackAllL0, TrackMuon,
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Table 5.40: Summary of the overall signal yields in MS J/ψ calibration sample,
the first row shows number of signals when probe µ+ is within the kinematic region
p [6,100] GeV and pT [1.2,10] GeV, while the second row is for probe µ
− to be
within the region.
Muon charge Magnet Up Magnet Down
µ+ 756310± 1420 1080560± 1671
µ− 773125± 1377 1061030± 1421
SingleMuonHighPT algorithms.
Table 5.40 shows a summary of the overall statistics in the MS J/ψ calibration
sample when the probe TIS muons are within the kinematic region p [6,100] GeV
and pT [1.2,10] GeV. There are about 1.8 M J/ψ signals to start with for the
muon efficiency measurements.
The same “accept and reject” approach is used here to measure the efficiency
as the one used in KS method. Mass fit is performed to the invariant mass dis-
tribution of µ+µ− combination in order to ascertain the muon efficiency where
the events accepted by the ID and trigger requirements and the ones that are
not are fitted simultaneously to give a binomial estimate of the errors on the effi-
ciencies. The signal P.D.F consists of three Gaussian functions with two of them
sharing a common mean parameter, and the background is modeled by a second
order polynomial function. Figure 5.41 shows the invariant mass distributions
of µ+µ−, for only magnet up data with the probe µ+ be within the kinematic
region p [6,100] GeV and pT [1.2,10] GeV, separately for the ones accepted the
ID requirements (black points) and the ones rejected (red points).
To give an example of the efficiencies determined using the MS J/ψ sample, we
show in Table 5.41 and Table 5.42 the muon ID efficiencies of µ+ track only in the
60 p−pT−ϕ bins (this table is made when minimum pT > 1.2 GeV, 5×3×4 = 60
bins) for magnet up and down data, respectively. Efficiencies for the µ− have the
complementary or symmetric behaviors comparing to the µ+. Since these two
tables are made before the operation q × px, there is a large muon efficiency
asymmetry when comparing ϕ bin 1 to ϕ bin 3. This “left-right” asymmetry is
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removed after multiplying the charge of the muon to the px component which will
swap ϕ bin 1 with ϕ bin 3 for µ− tracks.
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Figure 5.41: The invariant mass distributions of µ+µ− for the J/ψ signals in MS
calibration sample (only magnet up data is shown when the probe µ+ is within the
kinematic region p [6,100] GeV and pT [1.2,10] GeV), where the red points are the
events rejected by Muon ID requirements and black points the ones accepted by
Muon ID. The fitting functions are described in the text.
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Table 5.41: Muon ID efficiency table using MS muon calibration J/ψ sample,
only magnet up data is shown.
εID(µ
+) [%] ϕ bin 1 ϕ bin 2 ϕ bin 3 ϕ bin 4
p [ GeV ] pT [ GeV ]
6-20 1.2-1.5 77.2± 0.6 91.6± 0.5 84.2± 0.5 93.2± 0.5
6-20 1.5-1.8 85.0± 0.6 92.9± 0.6 84.0± 0.6 92.5± 0.6
6-20 1.8-10.0 91.8± 0.3 94.0± 0.4 87.9± 0.4 93.0± 0.4
20-30 1.2-1.5 55.3± 0.8 90.6± 0.9 93.2± 0.9 93.0± 0.9
20-30 1.5-1.8 82.2± 0.9 93.6± 0.9 94.0± 0.8 92.7± 0.9
20-30 1.8-10.0 94.9± 0.3 95.7± 0.3 96.7± 0.3 95.2± 0.4
30-40 1.2-1.5 36.9± 0.9 91.5± 1.3 93.8± 1.1 92.8± 1.2
30-40 1.5-1.8 67.8± 1.2 92.1± 1.2 94.3± 1.1 92.7± 1.1
30-40 1.8-10.0 95.0± 0.4 95.7± 0.4 96.5± 0.4 95.3± 0.4
40-50 1.2-1.5 21.1± 0.9 93.3± 1.6 98.2± 1.6 90.1± 1.6
40-50 1.5-1.8 38.3± 1.3 92.9± 1.5 96.5± 1.4 93.4± 1.6
40-50 1.8-10.0 93.1± 0.4 94.9± 0.5 96.3± 0.4 95.0± 0.5
50-100 1.2-1.5 4.7± 0.6 74.1± 1.4 91.9± 1.3 73.7± 1.4
50-100 1.5-1.8 12.2± 0.7 84.2± 1.3 94.5± 1.1 83.3± 1.2
50-100 1.8-10.0 81.5± 0.3 94.6± 0.3 96.1± 0.3 94.6± 0.3
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Table 5.42: Muon ID efficiency table using MS muon calibration J/ψ sample,
only magnet down data is shown.
εID(µ
+) [%] ϕ bin 1 ϕ bin 2 ϕ bin 3 ϕ bin 4
p [ GeV ] pT [ GeV ]
6-20 1.2-1.5 85.3± 0.4 93.7± 0.5 77.3± 0.5 93.6± 0.5
6-20 1.5-1.8 84.8± 0.5 94.0± 0.5 85.9± 0.5 92.5± 0.5
6-20 1.8-10.0 87.4± 0.3 95.2± 0.3 90.5± 0.3 93.5± 0.3
20-30 1.2-1.5 94.4± 0.7 91.0± 0.8 55.3± 0.7 93.5± 0.8
20-30 1.5-1.8 93.4± 0.7 92.6± 0.7 81.6± 0.8 93.6± 0.7
20-30 1.8-10.0 97.0± 0.3 95.9± 0.3 94.1± 0.3 95.7± 0.3
30-40 1.2-1.5 95.3± 1.0 93.4± 1.0 37.4± 0.8 93.4± 1.1
30-40 1.5-1.8 95.1± 1.0 92.5± 1.0 66.8± 1.0 94.3± 1.0
30-40 1.8-10.0 96.4± 0.3 95.5± 0.3 94.6± 0.3 95.6± 0.3
40-50 1.2-1.5 95.9± 1.2 92.8± 1.4 21.0± 0.8 92.4± 1.5
40-50 1.5-1.8 94.6± 1.2 94.6± 1.3 37.9± 1.0 93.8± 1.3
40-50 1.8-10.0 96.3± 0.4 95.9± 0.4 93.7± 0.4 96.1± 0.4
50-100 1.2-1.5 92.7± 1.0 74.8± 1.2 4.9± 0.4 72.4± 1.1
50-100 1.5-1.8 95.4± 0.9 82.5± 1.0 12.1± 0.5 83.0± 1.0
50-100 1.8-10.0 96.7± 0.3 94.7± 0.3 81.2± 0.3 94.3± 0.3
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5.6.5 Comparisons between KS and MS muon calibration
methods
Extensive tests and checks are performed, between the KS and the MS muon
calibration methods, to cross check the muon efficiency measurements. Since
the kinematics of the KS and the MS J/ψ samples are not identical, we need to
examine the relative muon efficiencies as a function of different kinematic variables
such as p, pT, ϕ and so on. Furthermore, we check the three individual muon
efficiencies, εL0(µ
±), εHlt1(µ±) and εID(µ±), separately to view and understand
the detection effects better.
The momentum dependence of relative muon ID efficiency is shown in Fig. 5.42
using both MS J/ψ sample, where tag and probe approach is used to measure ID
efficiency, and KS J/ψ sample where TIS is required on the probe muon before
making efficiency measurements, and also ID selections are required on the other
muon track (to reduce the background level). Following the same manner, the
pT dependence of relative muon ID efficiency, using the two methods, is shown in
Fig. 5.43. We do not see any significant charge asymmetry biases on ID efficiency
ratios as a function of p or pT when integrating over all other kinematic variables.
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Figure 5.42: The relative muon ID efficiency as a function of muon momentum
using: (a) MS J/ψ sample (tag and probe approach) and (b) KS J/ψ sample (TIS
required on the probe muon and ID requirements applied on the other muon).
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Figure 5.43: The relative muon ID efficiency as a function of muon transverse
momentum using: (a) MS J/ψ sample (tag and probe approach) and (b) KS J/ψ
sample (TIS required on the probe muon and ID requirements applied on the other
muon).
Hlt1 muon trigger efficiencies are defined on top of the ID efficiencies, and
are measured using the two different approaches. The momentum dependence of
the relative muon Hlt1 trigger efficiency is shown in Fig. 5.44 using both MS J/ψ
sample and KS J/ψ sample, and the pT dependence is shown in Fig. 5.45. Again,
no systematic biases are observed on the Hlt1 muon trigger efficiency ratios as a
function of p or pT.
Lastly, the muon L0 trigger efficiency is defined on top of the combination
of ID and Hlt1 trigger efficiencies 1. The momentum and transverse momentum
dependence of the relative muon L0 trigger efficiency are shown in Fig. 5.46 and
Fig. 5.47 using KS J/ψ sample. We observe that after “L0 trigger emulation”
(Section 5.6.2) the large charge asymmetry at low pT regions is now removed.
The relative overall muon efficiency that is defined as ε(µ±) = εL0(µ±) ×
εHlt1(µ
±) × εID(µ±) is shown as a function of muon momentum in Fig. 5.48 and
muon transverse momentum in Fig. 5.49 using KS J/ψ sample. Notice, again, here
1Due to some technical difficulties in processing Strpping17 for 2011 data, the L0 trigger
emulation can not be implemented in MS J/ψ sample, thus the L0 (online) pT properties are
not available in this sample and measurements of εL0(µ
±) using MS J/ψ sample are not shown
here.
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Figure 5.44: The relative muon Hlt1 trigger efficiency as a function of muon
momentum using: (a) MS J/ψ sample (tag and probe approach) and (b) KS J/ψ
sample (TIS required on the probe muon).
the large (10% – 30%) L0 Muon trigger asymmetries at low pT regions are removed
benefited from the L0 trigger emulation technique described in Section 5.6.2.
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Figure 5.45: The relative muon Hlt1 trigger efficiency as a function of muon
transverse momentum using: (a) MS J/ψ sample (tag and probe approach) and
(b) KS J/ψ sample (TIS required on the probe muon).
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Figure 5.46: The relative muon L0 trigger efficiency as a function of muon mo-
mentum using KS J/ψ sample (TIS required on the probe muon).
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Figure 5.47: The relative muon L0 trigger efficiency as a function of muon trans-
verse momentum using KS J/ψ sample (TIS required on the probe muon).
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Figure 5.48: The relative overall muon efficiency, ε(µ±) = εL0(µ±)× εHlt1(µ±)×
εID(µ
±), is shown as a function of muon momentum using KS J/ψ sample (TIS
required on the probe muon).
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Figure 5.49: The relative overall muon efficiency, ε(µ±) = εL0(µ±)× εHlt1(µ±)×
εID(µ
±), is shown as a function of muon transverse momentum using KS J/ψ sample
(TIS required on the probe muon).
282
5.6 Determination of the relative muon ID and trigger efficiency
5.6.6 Studies on kinematic distributions
Although we have divided both the signal yields and the muon asymmetry cor-
rections into 3-dimensional p − px − py binning or p − pT − ϕ binning, we still
need to examine whether the kinematic distributions match between the signal
and control samples in the specified binning to minimize the systematic biases.
If the control sample has a very different distribution of some kinematic vari-
ables compared to the signal sample and meanwhile the asymmetry correction is
largely dependent on the kinematics, then the weighted average of the correction
factor is largely biased in favor of the kinematic regions occupied by the events
in control sample. Since we have checked, in the previous section, all the muon
asymmetries as a function of various kinematic variables, and no dependence is
observed, this bias is reduced from the first principle.
We compare the kinematic distributions of the control samples in two steps,
the first step is done when the muon ID and trigger requirements have not yet
been applied to the control muons. These comparisons are shown below. The
kinematics of the muons from the two J/ψ calibration sample: MS calibration
sample with probe TIS muons after Tag and Probe cuts; KS calibration sample of
kinematically selected J/ψ with TIS required on the probe muon and meanwhile
ID requirements applied to the other muon are studied. They are compared to
the ones in the signal B0s sample after oﬄine cuts and trigger selections. These
distributions are shown in Fig. 5.50 for muon momentum, Fig. 5.51 for event
multiplicity (PID efficiency is dependent on event multiplicity), Fig. 5.53 for
ϕ angle and Fig. 5.52 for pT distributions. From these comparisons, we see
the kinematic distributions are generally similar between different data samples
except the muon transverse momentum. This difference is caused by the fact that
the ID and trigger requirements have not been applied to the muons in the control
sample (muons from the signal sample have been required to pass ID and trigger
selections). We will show these distributions in the second step while both signal
and control sample are after the same ID and trigger requirements. In addition,
we observe that the KS control sample has a kinematic distribution that is more
close to the signal sample, this is also one of the reasons why KS method is used
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as the baseline for muon asymmetry corrections while MS method is used only
as a check.
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Figure 5.50: The muon momentum distributions from MS calibration sample
(probe TIS muons), KS sample (kinematically selected muons) and signal muons,
all spectra are normalized to unit area. Only magnet up data for µ+ are shown
here. Background events are subtracted in the two J/ψ samples by using J/ψ mass
sidebands and in the signal sample by using D+s mass sidebands.
We also check the comparison of pT and ϕ angle distributions in each of the
five momentum interval as shown in Fig. 5.54 and Fig. 5.55.
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Figure 5.51: The event multiplicity distributions for MS calibration sample, KS
sample and signal sample, all spectra are normalized to unit area. Only magnet
up data for µ+ are shown here. Background events are subtracted in the two J/ψ
samples by using J/ψ mass sidebands and in the signal sample by using D+s mass
sidebands.
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Figure 5.52: The muon pT distributions for MS calibration sample, KS sample
and signal sample, all spectra are normalized to unit area. Only magnet up data
for µ+ are shown here. Background events are subtracted in the two J/ψ samples
by using J/ψ mass sidebands and in the signal sample by using D+s mass sidebands.
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Figure 5.53: The muon ϕ angle distributions for MS calibration sample, KS
sample and signal sample, all spectra are normalized to unit area. Only magnet
up data for µ+ are shown here. Background events are subtracted in the two J/ψ
samples by using J/ψ mass sidebands and in the signal sample by using D+s mass
sidebands.
287
5.6 Determination of the relative muon ID and trigger efficiency
) [GeV]+μ(
T
p
0 2 4 6 8 10
A
rb
itr
ay
 U
ni
ts
0
0.1
0.2
0.3
0.4
ΨKS J/
ΨMS J/
Signal
Preliminary
LHCb
) [GeV]+μ(
T
p
0 2 4 6 8 10
A
rb
itr
ay
 U
ni
ts
0
0.05
0.1
0.15
0.2
ΨKS J/
ΨMS J/
Signal
Preliminary
LHCb
) [GeV]+μ(
T
p
0 2 4 6 8 10
A
rb
itr
ay
 U
ni
ts
0
0.05
0.1
0.15
0.2
ΨKS J/
ΨMS J/
Signal
Preliminary
LHCb
) [GeV]+μ(
T
p
0 2 4 6 8 10
A
rb
itr
ay
 U
ni
ts
0
0.05
0.1
0.15
0.2
ΨKS J/
ΨMS J/
Signal
Preliminary
LHCb
) [GeV]+μ(
T
p
0 2 4 6 8 10
A
rb
itr
ay
 U
ni
ts
0
0.05
0.1
0.15 ΨKS J/
ΨMS J/
Signal
Preliminary
LHCb
p [6,20] GeV p [20,30] GeV
p [30,40] GeV p [40,50] GeV
p [50,100] GeV
Figure 5.54: The muon pT distributions for MS calibration sample, KS sample
and signal sample in each momentum slice, all spectra are normalized to unit area.
Only magnet up data for µ+ are shown here. Background events are subtracted
in the two J/ψ samples by using J/ψ mass sidebands and in the signal sample by
using D+s mass sidebands.
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Figure 5.55: The muon ϕ angle distributions for MS calibration sample, KS
sample and signal sample in each momentum slice, all spectra are normalized to
unit area. Only magnet up data for µ+ are shown here. Background events are
subtracted in the two J/ψ samples by using J/ψ mass sidebands and in the signal
sample by using D+s mass sidebands.
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In the second step of kinematics studies, we compare the same kinematic dis-
tributions discussed previously between the three samples after both muon trigger
and ID requirements are applied to the muons in the J/ψ control sample and B0s
signal sample. These comparisons are shown in Fig. 5.56 for muon momentum,
Fig. 5.57 for muon pT, and Fig. 5.58 for muon azimuthal angle ϕ.
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Figure 5.56: The muon momentum distributions in the control and signal samples
after the same oﬄine, ID, ans trigger selections, all spectra are normalized to unit
area. Only magnet up data for µ+ are shown here.
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Figure 5.57: The muon transverse momentum distributions in the control and
signal samples after the same oﬄine, ID, ans trigger selections, all spectra are
normalized to unit area. Only magnet up data for µ+ are shown here.
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Figure 5.58: The muon azimuthal angle distributions in the control and signal
samples after the same oﬄine, ID, ans trigger selections, all spectra are normalized
to unit area. Only magnet up data for µ+ are shown here.
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In order to justify the 50 muon p − px − py kinematic binning scheme, we
examined the pT distributions in each of the ten px−py bins from the five primary
muon momentum regions (Fig. 5.59-5.63) for signal muons from Semileptonic
decays and control muons (muons from KS J/ψ decays are shown for control
muons, MS muons have a similar distribution). This good matching in kinematic
variables ensures that there is no significant second order systematic biases due to
possible difference in kinematics between the signal sample and control sample.
The reason to examine the pT distribution is that among all the muon asymmetry
corrections factors, the L0 Muon trigger asymmetry before the L0 Muon trigger
emulation is the largest detection asymmetry effect at low pT regions. Events in
bin 8 and 9 are more concentrated to the beam pipe thus have much softer pT
distributions while events in outer regions such as bin 1 and 6 have much harder
pT spectra. When muon momentum gets larger, the pT spectra also gets harder.
We also check the muon pT distributions between the signal sample and control
samples in each of the 3-dimensional p − pT − ϕ sub-binning in Fig. 5.64-5.68.
Again, the match between signal and control muons is quite good.
From the observations above, we conclude that our kinematic binning is very
reasonable and can give a minimized systematic bias due to kinematics difference
between the signal sample and control samples.
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Figure 5.59: The pT distributions in each of the ten px − py bins for muon
momentum region 6 - 20 GeV. The black points are for signal muons with back-
ground subtracted using D+s mass sideband and the red points control muons with
background subtracted using J/ψ mass sideband.
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Figure 5.60: The pT distributions in each of the ten px − py bins for muon
momentum region 20 - 30 GeV.
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Figure 5.61: The pT distributions in each of the ten px − py bins for muon
momentum region 30 - 40 GeV. 296
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Figure 5.62: The pT distributions in each of the ten px − py bins for muon
momentum region 40 - 50 GeV.
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Figure 5.63: The pT distributions in each of the ten px − py bins for muon
momentum region 50 - 100 GeV.
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Figure 5.64: The pT distributions in each of the eight pT − ϕ bins for muon
momentum region 6 - 20 GeV.
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Figure 5.65: The pT distributions in each of the eight pT − ϕ bins for muon
momentum region 20 - 30 GeV.
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Figure 5.66: The pT distributions in each of the eight pT − ϕ bins for muon
momentum region 30 - 40 GeV.
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Figure 5.67: The pT distributions in each of the eight pT − ϕ bins for muon
momentum region 40 - 50 GeV.
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Figure 5.68: The pT distributions in each of the eight pT − ϕ bins for muon
momentum region 50 - 100 GeV.
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5.7.1 Previous results presented at ICHEP 2012 (36th In-
ternational Conference for High Energy Physics)
We first obtain the muon corrected asymmetry, Acµ
1, by extracting the signal
yields using either one of the two 3-dimensional binning scheme and correcting
for the muon efficiency ratios individually in each corresponding kinematic bin.
Then a weighted average is taken as the measured Acµ summing over all these
kinematic bins. Since muon p and pT are highly correlated kinematic variables,
at large muon momentum there are very few B0s signal events in the low pT bins
(or low px − py regions). We reject those low statistics bins with signal yields
smaller than 200, the change on the result Acµ when including them is negligible
as these bins carry very small weights.
We compare, when using minimum pT > 1.2 GeV, the weighted average of
Acµ using different kinematic binning, different muon calibration methods and
different trigger path in Table 5.43. Here we first use the whole signal sample to
make the measurement which is denoted as “Whole dataset” column. Then we
divide the signal sample into two categories corresponding to the two different
trigger paths denoted as “Trigger 1” column and “Trigger 2” column in the table.
By comparing the results in the three columns, we do not see any statistically
significant biases induced by the Hlt2 trigger system. The first half of the table
contains the results when using p − pT − ϕ binning while the second half is for
p − px − py binning. In each half, we present the results using different muon
asymmetry corrections. The baseline muon correction method is selected as using
the muon ID, L0 and Hlt1 trigger efficiency ratios obtained from KS J/ψ control
sample, while the other muon correction method uses only muon ID efficiency
ratios from MS J/ψ sample and all other correction factors from KS J/ψ sample.
Besides, we show the results separately for magnet up and down data in
Table 5.43 where all signal extractions, muon detection efficiency ratio corrections
are performed separately in the two independent data samples. And an arithmetic
1When this “old” result was presented at ICHEP 2012, we didn’t include the two small
correction factors, Atrack and Abkg, thus it was just called Ameas instead.
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average is taken between magnet up and down as the averaged result. The first
uncertainty is the statistical uncertainty in the signal sample while the second
the statistical uncertainty in J/ψ control sample.
The muon efficiency ratio corrected asymmetries, Acµ, are also examined in
each of the five muon momentum intervals as shown in Fig. 5.69. Results using
different kinematic binning scheme, different trigger path and different muon
calibration methods are shown in the figure where pT − ϕ stands for using all
muon efficiency ratios obtained in KS J/ψ sample in the p−pT−ϕ binning, while
px − py is for p − px − py binning with two different muon calibration methods:
the first one with all muon efficiency ratios measured from KS J/ψ sample and
the second one with only muon ID efficiency ratios measured in MS J/ψ sample.
The top row (red) is for magnet up data, the middle row (blue) magnet down
data and the bottom row (black) the average results. And the left column is for
signal events coming through trigger path 1 and the right column trigger path 2.
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Table 5.43: The weighted average of the muon ID and trigger efficiency ratio cor-
rected asymmetry, Acµ, the first error is the statistical error of B
0
s signal yields and
the second error is the statistical error of muon efficiencies (±B0s stat.±J/ψ stat.).
Acµ [%] Whole dataset Trigger 1(MuTopo) Trigger 2 (InclPhi)
p - pT - ϕ binning
ID (MS J/ψ ) + trigger (KS J/ψ )
Magnet Up 0.46± 0.41± 0.14 0.32± 0.56± 0.14 0.54± 0.58± 0.14
Magnet Down −0.40± 0.34± 0.12 −0.16± 0.47± 0.12 −0.40± 0.51± 0.12
Average 0.03± 0.27± 0.09 0.08± 0.36± 0.09 0.07± 0.39± 0.09
Both ID and trigger corrections are from KS J/ψ
Magnet Up 0.43± 0.41± 0.15 0.34± 0.56± 0.15 0.46± 0.58± 0.15
Magnet Down −0.22± 0.35± 0.12 −0.19± 0.47± 0.12 −0.38± 0.51± 0.13
Average 0.11± 0.27± 0.10 0.07± 0.36± 0.10 0.04± 0.39± 0.10
p - px - py binning
ID (MS J/ψ ) + trigger (KS J/ψ )
Magnet Up 0.25± 0.41± 0.14 −0.09± 0.55± 0.14 0.65± 0.60± 0.14
Magnet Down −0.38± 0.35± 0.12 −0.27± 0.46± 0.12 −0.46± 0.52± 0.12
Average −0.07± 0.27± 0.09 −0.18± 0.36± 0.09 0.10± 0.40± 0.09
Both ID and trigger corrections are from KS J/ψ
Magnet Up 0.10± 0.41± 0.15 −0.27± 0.55± 0.15 0.53± 0.60± 0.15
Magnet Down −0.34± 0.35± 0.13 −0.21± 0.46± 0.13 −0.45± 0.52± 0.13
Average −0.12± 0.27± 0.10 −0.24± 0.36± 0.10 0.04± 0.40± 0.10
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Figure 5.69: The muon efficiency ratio corrected asymmetries, Acµ, in five muon
momentum bins for: (a), (c) and (e) signals using trigger 1 (Hlt2 muon topological
lines) in magnet up, down data and average; (b), (d) and (f) signals using trigger
2 (Hlt2 inclusive phi lines) in magnet up, down data and average.
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Table 5.44: After change to pT > 1.5 GeV, the weighted average of the muon ID
and trigger efficiency ratio corrected asymmetry, Acµ, the first error is the statisti-
cal error of B0s signal yields and the second error is the statistical error of muon
efficiencies (±B0s stat.± J/ψ stat.).
Acµ [%] p− pT − ϕ binning
sepa. fitting simul. fitting
Magnet Up 0.30± 0.38± 0.14 0.59± 0.38± 0.14
Magnet Down −0.25± 0.32± 0.12 −0.40± 0.32± 0.12
Average 0.02± 0.25± 0.09 0.09± 0.25± 0.09
Acµ [%] p− px − py binning
sepa. fitting simul. fitting
Magnet Up 0.38± 0.38± 0.14 0.66± 0.38± 0.14
Magnet Down −0.17± 0.32± 0.12 −0.31± 0.32± 0.12
Average 0.11± 0.25± 0.09 0.17± 0.25± 0.09
5.7.2 Updated results for final publication
For the finalized analysis, we update the signal phase space from minimum
pT > 1.2 GeV to pT > 1.5 GeV, and also improve the bin-by-bin signal mass
fitting by constraining all the shape parameters to the overall fit. This constraint
can reduce the uncertainty on the bin-by-bin signal yields as there are fewer
fit parameters than before. Table 5.44 summarizes the muon efficiency ratio
corrected asymmetries, Acµ, after the updates mentioned above are made, using
different kinematic binning and different fitting approaches. Two different fitting
approaches are used to extract the signal yields where “separate fitting” means
allowing D+s and D
−
s having different shapes and “simultaneous fitting” forces
them to have the same shapes. Here the whole signal sample is used to make the
measurement as from the previous studies we observe no biases between the two
trigger paths. All muon efficiency ratios are measured using the KS calibration
method. Results using magnet up and down data are shown separately and the
average is taken between them in the end.
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Table 5.45: The weighted average of the muon ID and trigger efficiency ratio
corrected asymmetry, Acµ, using both KS and MS muon corrections. The individual
errors are the statistical errors on both B0s signal yields and muon efficiencies except
the final averaged one, 0.04± 0.25, with only statistical error on the signal yields.
Acµ [%] KS approach MS approach
px − py pT − φ px − py pT − φ
Magnet Up 0.38± 0.41 0.30± 0.4 0.64± 0.38 0.63± 0.38
Magnet Down −0.17± 0.34 −0.25± 0.34 −0.60± 0.32 −0.62± 0.32
Average 0.11± 0.27 0.02± 0.27 0.02± 0.25 0.01± 0.25
Final Average Average of the KS and MS in different binnings 0.04± 0.25
Since the separate fitting consistently gives better fit quality than the si-
multaneous fitting, the baseline analysis uses the separate fitting approach as
summarized in Table 5.45, where both KS and MS muon corrected results are
compared for magnet up, down data and average in two different binning scheme.
After the changes in the kinematic binning and signal fitting, the muon effi-
ciency ratio corrected asymmetries, Acµ, is also examined in the five muon mo-
mentum intervals as shown in Fig. 5.70 for the whole signal sample with muon
corrections obtained from both KS and MS J/ψ sample. The magnet up (red)
and down (blue) data are shown separately, and averaged (black) is shown in the
end. Figure 5.71 shows the Acµ in the 50 px − py bins and 40 pT − ϕ bins when
using muon efficiency ratio corrections from the KS J/ψ sample.
We choose to quote our final number of muon corrected asymmetry as the
averaged one between different muon corrections and different binning schemes,
Acµ = (0.04±0.25)%. Taking into account the other asymmetry correction factors,
Atrack in Eq. 5.33 and Abkg in Eq. 5.28, we can obtain the measured asymmetry
between D+s µ
− and D−s µ
+ final states
Ameas = A
c
µ − Atrack − Abkg
= (−0.03± 0.25± 0.18)%. (5.42)
(5.43)
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Here the first error reflects statistical uncertainties in the signal yields and the
second error reflects the systematic uncertainties summarized in Table 5.46. This
implies
assl = 2Ameas = (−0.06± 0.50± 0.36)%. (5.44)
Table 5.46: List of sources of systematic uncertainty
Sources σ(Ameas)[%]
Signal modeling and muon corrections 0.07
Background from other b hadrons 0.05
Varying run conditions between field-up and field-down datasets 0.01
Tracking efficiency asymmetry 0.13
HLT2 bias in muon topological trigger 0.05
Statistical uncertainty on the efficiency ratio 0.08
Total (add all items above into quadrature) 0.18
We consider several sources of systematic uncertainties that are summarized
in Table 5.46. We study the effect of the fitting procedure, by comparing results
obtained with different models. The signal is fitted with 2 Gaussians PDF, either
independent or equal for the two muon charges. We have also determined the
yields with the counting method, where we fit for a smooth background, and
determine the yields in a mass window centered around the PDG value of the
D+s mass and ±50 MeV wide. We have also used 1st or 2nd order Chebychev
functions to model the background. Different fits result in a 0.07% change in
the central value of the average asymmetry. The B0 production asymmetry has
been measured in LHCb to be (−0.1 ± 1.0)% [56, 72], and the B− production
asymmetry to be (0.3 ± 0.9)% [71]. A small subset of this background is Λ0b
decays, that have not been measured as well, but are also consistent with no
asymmetry. On the basis of the studies on B → D+s DX described previously in
Section 5.4.4 and assuming a conservative 1.5% production asymmetry, we assign
0.05% of systematic uncertainty to this source.
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We estimate the uncertainty in the muon detection efficiency ratio correction
by comparing the results obtained with the muon calibration from KS sample
with the one obtained in MS sample. Varying run conditions makes the field-up
and field-down datasets not fully compatible and the cancellation may not be
perfect. We first take the difference between the magnet up and down Acµ and
then multiply it by a scale factor that we obtain by comparing the up and down
signal yields with luminosity difference between the two samples. This follows
the method discussed in [43], and the uncertainty obtained is 0.01%. Finally, we
include in the systematic uncertainties, the statistical error on the efficiency ratios
(0.08%). In order to assess potential biases introduced by the Hlt2 algorithms
including a muon selection, we use the decay B → Dµν with D → Kpipi to
measure the effective Hlt2 Muon topological trigger efficiency, which has a similar
topology as the signal studied. We assign 0.05% systematic uncertainty [44] to
possible Hlt2 charge asymmetry biases.
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Figure 5.70: The muon efficiency ratio corrected asymmetries, Acµ, is examined
in the five muon momentum intervals for: (a) magnet up data (b) magnet down
data and (c) average using the KS muon calibration method in the two different
binning scheme, (d) magnet up data (e) magnet down data and (f) average using
the MS muon calibration method in the two different binning scheme.
312
5.7 Results
 bin indexy - pxp
0 10 20 30 40 50
 
[%
]
c µ
A
-20
0
20
KS
Preliminary
LHCb (a)
 bin indexϕ - 
T
p
0 10 20 30 40
 
[%
]
c µ
A
-20
0
20
KS
Preliminary
LHCb (d)
 bin indexy - pxp
0 10 20 30 40 50
 
[%
]
c µ
A
-20
0
20
KS
Preliminary
LHCb (b)
 bin indexϕ - 
T
p
0 10 20 30 40
 
[%
]
c µ
A
-20
0
20
KS
Preliminary
LHCb (e)
 bin indexy - pxp
0 10 20 30 40 50
 
[%
]
c µ
A
-20
0
20
KS
Preliminary
LHCb (c)
 bin indexϕ - 
T
p
0 10 20 30 40
 
[%
]
c µ
A
-20
0
20
KS
Preliminary
LHCb (f)
Figure 5.71: The muon efficiency ratio corrected asymmetry, Acµ, for (a) magnet
up (b) magnet down data and (c) average in the 50 px − py bins, (d) magnet up
(e) magnet down data and (f) average in the 40 pT − ϕ bins, when using muon
efficiency ratio corrections from the KS J/ψ sample.
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5.8 Systematic checks
We have done a lot of checks to ensure there is no systematic biases induced
by the detector. Such checks are listed and presented below in each individual
subsections.
5.8.1 Consistency check
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Figure 5.72: Using all muon corrections obtained from KS J/ψ sample as a
function of p − px − py, the corrected asymmetries are compared between two
independent input of raw B0s signal yields from two analysts for (a) signal events
triggered by Hlt2 muon topological lines and (b) signal events triggered by Hlt2
inclusive phi lines. The average difference between the two inputs is 0.03%.
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5.8.2 Time dependence check
We also examine the stability of the raw signal asymmetries, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
with n(D+s µ
−) as the measured raw signal yields, in different run periods for mag-
net up and down data separately using all triggered events as shown in Fig. 5.74,
the ten different run blocks are highlighted in Fig. 5.73 by the vertical black
dashed lines.
Run Number
85 90 95 100 105
310×0
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300
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Figure 5.73: The ten run blocks that are used to check the stability of the
asymmetry, the magnet field changes polarity between different run blocks.
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Figure 5.74: The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
, in the ten
run blocks.
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5.8.3 Some other stability checks
We also examine the stability of raw B0s signal asymmetry as a function of event
multiplicity as shown in Fig. 5.75, muon transverse momentum as shown in
Fig. 5.76, B0s pseudorapidity as shown in Fig. 5.77, pT (D
+
s µ) as shown in Fig. 5.78
and D+s proper time as shown in Fig. 5.79.
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Figure 5.75: The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown
as a function of event multiplicity for events triggered by: (a) Muon Topological
lines (b) Incl Phi lines and (c) Sum for magnet up and down data separately.
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Figure 5.76: We also examine the raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
, as a function of muon pT for events triggered by: (a) Muon
Topological lines (b) Incl Phi lines and (c) Sum for magnet up and down data
separately.
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Figure 5.77: The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown
as a function of B0s pseudorapidity for φpi events that are triggered by a logical
OR of Muon Topological lines and Incl Phi lines for magnet up and down data
separately.
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Figure 5.78: The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown
as a function of pT (D
+
s µ) for φpi events that are triggered by a logical OR of Muon
Topological lines and Incl Phi lines for magnet up and down data separately.
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Figure 5.79: The raw B0s signal asymmetry, ARaw =
n(D−s µ+)−n(D+s µ−)
n(D−s µ+)+n(D+s µ−)
is shown
as a function of D+s proper time for events: (a) Muon Topological lines (b) Incl
Phi lines and (c) Sum for magnet up and down data separately.
319
5.8 Systematic checks
5.8.4 Fiducial cuts
If apply the same fiducial cuts as described in Section 3.3 only on pions, we
observe that the raw signal asymmetry is reduced only by 0.1% after averaging
magnet up and down data, and it removes about 8% events.
We also examine the fiducial regions for muons where there is a large (100%)
raw asymmetry between D+s µ
− and D−s µ
+ events as shown in Fig. 5.80, where
the red points stand for µ+ tracks ans blue points µ− tracks.
Figure 5.80: Muon kinematic distributions, px vs p, for events with: (a) |py/pz| >
0.02 and (b) |py/pz| < 0.02.
There are two types of fiducial cuts defined below to remove these kinematic
regions, with cut 1 as:
|px| ≤ α(pz − p0), α = 0.317, p0 = 3100 MeV (5.45)
in order to remove the “edge region”; cut 2 as:
p1 − β1pz < |px| < p2 + β2pz (5.46)
with p1 = 760 MeV, p2 = 900 MeV, β1 = 0.001397, β2 = 0.001605 for events with
|py/pz| > 0.02 and p1 = 1000 MeV, p2 = 1600 MeV for events with |py/pz| < 0.02
to remove the acceptance hole when muon px ' 1000 MeV. Figure 5.81 shows the
same distributions after fiducial cut is applied.
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Figure 5.81: After applied the two fiducial cuts on muons, the same kinematic
distributions, px vs p, for events with: (a) |py/pz| > 0.02 and (b) |py/pz| < 0.02
are shown.
These two muon fiducial cuts described above, combined with the pion fiducial
cuts, remove about 14% of the D+s µ
− signals, the raw signal asymmetry after
averaging magnet up and down data is reduced by 0.17%
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5.8.5 Check on the first muon momentum bin
We further checked the dependence of corrected asymmetry versus muon mo-
mentum by splitting the first muon momentum bin 6-20 GeV to 6-15 GeV and
15-20 GeV as shown in Fig. 5.82, and we see no dependence after the splitting.
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Figure 5.82: Muon efficiency ratio corrected asymmetry Acµ as a function of muon
momentum with the first bin 6-20 GeV splitted into 6-15 GeV and 15-20 GeV for:
(a), (c) and (e) signals triggered by Hlt2 muon topological lines in magnet up, down
data and average; (b), (d) and (f) signals triggered by Hlt2 inclusive phi lines in
magnet up,down data and average.
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5.9 Conclusions
The predictions in the Standard Model for semileptonic asymmetries in B0s and
B0d decays are a
s
sl = (1.9 ± 0.3) × 10−5, and adsl = (−4.1 ± 0.6) × 10−4 [22]. Our
measurement is consistent with the SM prediction.
At ICHEP 2012, we show in Fig. 5.83 our measurement, the D0 dimuon
result, the previous D0 measurement using flavour tagged D∓s µ
± events in a 5
fb−1 sample [76], that gives a value of assl = (−0.17±0.91+0.14−0.15)% 1, and the average
value of adsl from Υ(4S) measurements of (−0.05± 0.56)%. The D0 collaboration
has also recently measured the individual values of adsl = (0.68 ± 0.45 ± 0.14)%
[78], and assl = (−1.12± 0.74± 0.17)% [77].
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Figure 5.83: Measurements of semileptonic decay asymmetries presented at
ICHEP 2012. The bands correspond to the central values ±1 standard deviation,
defined as the sum in quadrature of the statistical and systematic errors. This
figure is taken from [44].
1An updated measurement performed by D0 which supersedes this one results in assl =
(−1.12 ± 0.74 ± 0.17)% [77]. In combination with the D0 dimuon asymmetry this gives a
combined result of assl = (−1.70± 0.56)%.
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For the final publication of our results, we show in Fig. 5.84 our measurement,
the D0 results quoted above and the most recent average from b-factories [79],
namely adsl = (0.02± 0.31)%.
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Figure 5.84: Measurements of semileptonic decay asymmetries for final publica-
tion. The bands correspond to the central values ±1 standard deviation, defined
as the sum in quadrature of the statistical and systematic errors.
In conclusion, our result of assl is the most precise determination to date, and
is in agreement with the Standard Model prediction and D0 results.
324
Chapter 6
Conclusions
In this thesis, the measurement of the semileptonic CP violating asymmetry
assl in the B
0
s -B¯
0
s mixing system is presented, which is a sensitive probe of new
physics. We obtain assl = (−0.06 ± 0.50 ± 0.36)%, where the first uncertainty is
statistical and the second systematic. The asymmetry is measured to be very
small and consistent with the Standard Model predictions. A clean and large
sample of B¯0s → D+s µ−νX with D+s → φpi+ is selected at LHCb with all final state
tracks reconstructed except the neutrino, here X represent possible additional
particles. For the initial measurement only D+s → φpi+ (CPV is expected to
be negligible in SM) is considered as the kaon detection asymmetries cancel,
so we only have to calibrate out all trigger and detection related asymmetries
on the pi and µ. An elegant data-driven approach is developed to measure the
relative pion efficiency using “partial” and “full” reconstruction of D∗+ decays
while the muon identification and trigger asymmetries are disentangled by using
the J/Ψ events selected in a minimal biased way from the triggered inclusive
B hadronic samples. This “partial and full” technique has also been used to
measure the production asymmetry of the prompt D±s in the φpi
± mode, The
overall production asymmetry in the D±s rapidity region 2.0 to 4.5 with transverse
momentum larger than 2 GeV is measured to be AP = (−0.33 ± 0.22 ± 0.10)%.
This result can be used to constraint the future models of heavy quark productions
and can be input to other CP violation searches.
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