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Abstract
In this paper, we analyze the BEM-FEM non-overlapping domain decomposition method introduced in Boubendir [Techniques
de Décomposition de Domaine et Méthode d’Equations Intégrales, Ph.D. Thesis, INSA, Toulouse, France, 2002] and improved in
Boubendir et al. [A coupling BEM-FEMmethod using a FETI-LIKE domain decompositionmethod, in: Proceedings ofWaves 2005,
Providence, RI, 2005, pp. 188–190] and Bendali et al. [A FETI-like domain decomposition method for coupling FEM and BEM
in large-size problems of acoustic scattering, to appear.] The transmission conditions used in this method introduce a quantity that
prevents the approach of Després [Méthodes de décomposition de domaine pour les problèmes de propagation d’ondes en régime
harmonique, Le théorème de Borg pour l’équation de Hill vectorielle, Ph.D. Thesis, Paris VI University, France, 1991] to establish
convergence to be adapted. However, we show that convergence can be established when the geometry allows for a decomposition
of the solution into propagating and evanescent portions with a methodology based on modal analysis. Here, we exemplify this in
the case of circular cylindrical geometries where the derivations can be based on properties of Bessel functions.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In [6,8,5], we introduced aBEM-FEMnon-overlapping domain decompositionmethod to solve scattering problems.
The principle of thismethod consists of using the non-overlapping domain decompositionmethod, originally introduced
by Lions [21] for the Laplace operator and subsequently extended to time harmonic wave propagation problems by
Després [12], to develop an efﬁcient procedure to couple boundary element and ﬁnite element methods for Helmholtz’s
equation. The objectives of such procedures are twofold: to reduce the computational size of the initial problem and to
treat efﬁciently the case when the scatterer is covered by a layer of non-homogeneous material. The usual techniques
to treat this kind of scattering problem consists of solving a linear system where the matrix is composed of three parts:
a sparse matrix generated by the FEM, a dense one related to the BEM and a last part which couples the (FE) and (BE)
methods [19,11]. The main problem of this approach lies in the high cost of the solution. In addition, as explained in [5],
the structure of the matrix conspires against the use of parallelization strategies, and the formulation can be corrupted
by spurious modes. The non-overlapping domain decomposition method avoids these difﬁculties. However, to develop
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robust domain decomposition algorithm, the transmission conditions of Després [12] must be modiﬁed [6,8,5]. The
work in this paper is devoted to the analysis of the resulting scheme.
Our analysis of the algorithm shall be based on a separation of the solution into propagating and evanescent modes.
This technique is different from that used for coercive problems. In fact, the only general proofs, in the context of
the Helmholtz equation, of the convergence of non-overlapping domain decomposition methods were established
by Després [12,13] for local transmission conditions, and by Collino-Ghanemi-Joly [9] using non-local operators to
formulate the transmission conditions.These proofswere generalized to the case of unbounded domains in [6].However,
these algorithms are characterized by the property that most of the spectrum of the iteration operator is concentrated
around one, which impairs the effective convergence. Generally speaking, this part of the spectrum represents the
evanescent modes [6]. In fact, the convergence is effectively improved when the transmission conditions are modiﬁed
to treat the evanescent zone [6,18]. However, in this case, the approach of Després to establish convergence [12] cannot
be adapted since the modiﬁcation introduces a new quantity that prevents the estimation of the norm of the iteration
operator as in [12]. This is the reason we must resort to a different approach which will rely on modal analysis.
Modal analysis is a powerful tool in the studyof domaindecomposition algorithms [12,9,6,18]. It allows for a complete
diagonalization of the various operators deﬁning the method, and a consequent reduction of the analysis to that of the
error, mode by mode. In this paper, we consider a circular geometry as a prototype for general problems of scattering by
bounded obstacles. In particular, in contrast with the studies [18] where an optimization of the convergence was based
solely on the analysis of the exterior problem, here we consider the more relevant problem of coupling the exterior
and the interior problems. As we shall see the particular geometry we consider allows for a suitable decomposition
of the ﬁeld into propagating and evanescent modes and for a consequent analysis that delivers optimal convergence
properties. The algorithm presented in this paper consists of treating the evanescent modes, of which there are inﬁnitely
many (as opposed to the propagating modes). We call this algorithm the “evanescent modes damping algorithm”. We
will see that the conditions ensuring the convergence of the domain decomposition method for the propagating modes
are somewhat incompatible with those for the evanescent modes.
The paper is organized as follows. In Section 2, we begin with a description of the model problem and the non-
overlapping domain decompositionmethod. In Section 3.1, we ﬁrst adopt an energetic criterion to deﬁne the propagating
and the evanescent parts of the ﬁeld. In Section 3.2, we diagonalize the iteration operator and prove the convergence
of the domain decomposition algorithm. Numerical results that demonstrate the improved performance of the scheme
are presented in Section 4. Finally Section 5 is reserved for some conclusions.
2. Model problem and non-overlapping domain decomposition method
We consider the following problem related to the scattering of an E-wave by a coated perfectly conducting cylinder:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∇ · (−1∇u1) + k2−1u1 = 0 in 1 ⊂ R2,
u0 + k2u0 = 0 in ∞0 ⊂ R2,
−1n1u1 = 0 on ,
u1 = u0, −1n1u1 = −n0u0 on ,
lim|x|→+∞ |x|
1/2(|x|(u0 − uinc) − ik(u0 − uinc)) = 0,
(1)
where1 is a bounded domain, ﬁlled by a possibly non-homogeneous material,∞0 is the unbounded domain in which
the wave is propagating, k is the wave number, n1 (resp., n0) the outward unit normal of the boundary of 1 (resp.,
∞0 ), and n and , respectively, the index and the contrast coefﬁcient of the material, see Fig. 1. Under mild assumptions
on n, ,  and , the problem (1) is well-posed [23,20].
A common method to solve problem (1) consists of using a FEM in 1 and a BEM in ∞0 and coupling them on 
(e.g., [19,11]) which generates a linear system with a matrix partly dense and partly sparse. In addition to the high cost
of the resolution of this system, it is not ideally structured for parallel computing techniques as typical matrix inversion
software is written for fully sparse or fully dense matrices [5].
Domain decomposition procedures have been introduced to address these difﬁculties. Speciﬁcally, these methods
uncouple the exterior problem in ∞0 from the interior one in 1 and formulate the transmission conditions on  in the
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Fig. 1. A typical geometry.
equivalent form
−1n1u1 + u1 = −n0u0 + u0 on ,
n0u0 + u0 = −−1n1u1 + u1 on , (2)
where
= −ik(R+ iX) with R> 0, X0, (3)
see [12,13,7]. From (2), the solution is computed iteratively by solving two independent problems at each step n + 1:{∇ · (−1∇u(n+1)1 ) + k2n2−1u(n+1)1 = 0 in 1,
−1n1u
(n+1)
1 = 0 on ,
(4a)
−1n1u
(n+1)
1 + u(n+1)1 = g(n)1 on , (4b)⎧⎨
⎩
u(n+1)0 + k2u(n+1)0 = 0 in ∞0 ,
lim|x|→+∞ |x|
1/2
(
∇(u(n+1)0 − uinc) ·
x
|x| − ik(u
(n+1)
0 − uinc)
)
= 0,
(5a)
n0u
(n+1)
0 + u(n+1)0 = g(n)0 on , (5b)
where
g(n) :=
(
g
(n)
1 = −n0u(n)0 + u(n)0
g
(n)
0 = −−1n1u(n)1 + u(n)1
)
. (6)
To perform an new iteration [9,6], we compute on  the quantity
g(n+1) =
(
g
(n+1)
1 = −n0u(n+1)0 + u(n+1)0 = −g(n)0 + 2u(n+1)0
g
(n+1)
0 = −−1n1u(n+1)1 + u(n+1)1 = −g(n)1 + 2u(n+1)1
)
. (7)
The analysis of this algorithm is then based on that of the iteration operator given by the relation g(n+1) =Ag(n) where,
A := S,
Sg(n) :=
(
S1 0
0 S0
)(g(n)1
g
(n)
0
)
, (8)
S1g
(n)
1 := −g(n)1 + 2u(n+1)1 , S0g(n)0 := −g(n)0 + 2u(n+1)0 , (9)
and  is the exchange operator

(
g
(n)
1
g
(n)
0
)
=
(0 I
I 0
)(g(n)1
g
(n)
0
)
=
(
g
(n)
0
g
(n)
1
)
. (10)
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Fig. 2. Behavior of the residuals.
ForR() = 0, i.e.X= 0, the theoretical convergence of the algorithm (4)–(5) is well-known [12,6]. However, plots
of the residual in Fig. 2 clearly indicate that the convergence of the algorithm is effective only forX> 0. To realize this
numerical test, we have considered an annular domain 1 with a constant refractive n2 =  = 2 and deﬁned by radii
R1 = 1 and R0 = R1 + 2/k where k = 2. The domain 1 is decomposed into 3 subdomains, each one is solved by a
standard FEM. The exterior problem with the boundary  is treated by BEM [5].
For X> 0, the proof of convergence seems to be out of reach for the general case. However, for all cases when a
decomposition of the solution into propagating and evanescent modes is feasible, we are able to prove that the algorithm
with X> 0 converges and that it outperforms that where X= 0. In the next section we present detailed derivations in
the case of cylindrical circular geometries.
3. Circular geometry
As mentioned in the introduction, the modal analysis allows the study of the domain decomposition method mode
by mode. It is also well-known that the modes fall into two distinct families, propagating and evanescent. The next
subsection is devoted to the deﬁnition of the propagating and the evanescent parts of the ﬁeld’s spectrum.
3.1. Propagating and evanescent modes
Consider a disk with radius r0. The modal radiating solutions to the Helmholtz equation outside this disk have the
form
um(r, 	) = H(1)m (kr)eim	, krR0 = kr0, (11)
where H(1)m indicates the Hankel function of the ﬁrst kind and of order m. The derivations we shall present are based
on a careful analysis of the solutions (11) corresponding to the propagating and evanescent parts of the ﬁeld. A ﬁrst
difﬁculty however not present in prior analyses of waveguide and half spaces [18,1,6] relates to the characterization of
the solutions (11) as propagating or evanescent, as the transition between these is not sharp in this case.As we shall see,
a suitable deﬁnition is one where propagating modes correspond to solutions (11) where m<R0 and the evanescent
waves to mR0. Indeed, this deﬁnition can be motivated by on “energetic” grounds. More precisely, since solutions
(11) have constant modulus on each circle of radius r, we can associate with each the energy
E(R) =
∫
CR
|u(x)|2 dCR(x), R = kr, (12)
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as well as the energy decay ratio

(R,R0) =
√
E(R)
E(R0)
, R >R0. (13)
A simple calculation show that 
(R,R0) =
√
R|H(1)m (R)|/
√
R0|H(1)m (R0)|. The analysis is decomposed in two parts,
m>R0 andm?R0. Let us choose amodem such thatm>R0. Form 12 wehaveC/
√
R0 |H(1)m (R0)|C/ 4
√
R20 − m2,
[22]. Since m>R, it follows that
4
√
1 − m
2
R20

(R,R0)
4
√
1 − m
2
R2
, (14)
and then for R → +∞, we obtain 4
√
1 − (m2/R20)
(R,R0)1 which we can write as follows:
1 − (m,R0)
(R,R0)1. (15)
If we consider now m such as m?R0, we obtain the estimate (see for instance, [10]) |H(1)m (R0)| ≈ 2m(m − 1)!/Rm0 .
For R → +∞, we get

(R,R0) ≈ R
m−1/2
0
2m(m − 1)! . (16)
The two estimates (15) and (16) show that the two parts of the spectrum are not characterized by a pure propagation
or evanescence, respectively as, for instance, in the case of the waveguide [6]. Indeed, the ﬁrst (m>R0) does not
correspond to a pure propagation since we observe a small loss of energy ((m,R0)> 0). For the second (m?R0), the
asymptotic expression (16) show that the rate does not vanish exponentially at inﬁnity. However, these same estimates
indicate that the transition does occur for m ≈ R0, and thus our convention as stated above. Precisely, consider the
case where m ≈ R0. From [22], we draw that |H(1)m (R0)|C/R1/30 . We deduce that
inf 
(R,R0)
√
R|H(1)m (R)|
CR
1/6
0
. (17)
On the other hand, using the Hankel functions expression for R?m (see, [22]), and for R → +∞ we have√
R|H(1)m (R)| → √/2. We obtain that
inf
RR0

(R,R0)
C
R
1/6
0
. (18)
We remark in this case that 
(R,R0) cannot be lower than a certain rank dependent on R0. This whole of modes belong
the intermediary zone between the propagating and evanescent waves parts.
To simplify the calculation, we shall assume that  and n are constant and equal to 1. However, in Section 4 we
shall present a numerical example where the two coefﬁcients are variables and we will see that the method behaves
according to our expectation.
3.2. Modal formulation of the domain decomposition algorithm
Consider that  (resp., ) is a circle of radius R0 (resp., R1) such that
∞0 := {x ∈ R2, |x|>R0}, 1 : ={x ∈ R2, R1 < |x|<R0}.
We decompose the error in modes by a Fourier–Hankel series expansion and analyze separately the convergence of the
propagating and evanescent parts of the wave. Setting u0(r, 	)=∑+∞m=−∞ u(0)m (r)eim	, u1(r, 	)=∑+∞m=−∞ u(1)m (r)eim	,
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g0(r, 	) = ∑+∞m=−∞ g(0)m (r)eim	 and g1(r, 	) = ∑+∞m=−∞ g(1)m (r)eim	, problems (4) and (5) are reduced to the one-
dimensional problems⎧⎪⎨
⎪⎩
1
r
r (rru
(0)
m ) − m
2
r2
u
(0)
m + k2u(0)m = 0, r >R0,
lim
r→+∞ r
1/2(ru
(0)
m − iku(0)m ) = 0,
(19a)
−ru(0)m + u(0)m = g(0)m , r = R0, (19b)
and ⎧⎨
⎩
1
r
r (rru
(1)
m ) − m
2
r2
u
(1)
m + k2u(1)m = 0, R1 <r <R0,
−ru(1)m = 0, r = R1,
(20a)
ru
(1)
m + u(1)m = g(m)1 , r = R0. (20b)
The solution of the exterior problem (19) is given by u(0)m (r)= mH(1)m (kr), where H(1)m represents the Hankel function
of the ﬁrst kind. From the boundary condition on  and the deﬁnition of the operator S(0) (9), we obtain
S(0)m =
−Zm + i(R+ iX)
Zm + i(R+ iX) , Zm =
H
(1)′
m (kR0)
H
(1)
m (kR0)
. (21)
The solution of the interior problem (20) is written as u(1)m (r) = mNm(kr) where Nm(kr) is a solution of the Bessel
equation of order m which can be expressed by a linear combination of the Bessel Jm and the Neumann Ym functions
of order m. The boundaries conditions on  and , and the deﬁnition of the operator S(1) (9) yields
S(1)m =
−Zm + i(R+ iX)
Zm + i(R+ iX) , Zm = −
N ′m(kR0)
Nm(kR0)
. (22)
3.3. Convergence analysis
In this part, we prove that the analysis of the rate of convergence consist simply of studying the spectral radius of
the iteration operator associate matrix
Sm =
( 0 S(0)m
S
(1)
m 0
)
(23)
for each mode.
Theorem 1. Let s ∈ R such that (g0, g1) ∈ H−s() × H−s(). The domain decomposition algorithm converges for
all (g0, g1) if and only if for all m (Sm)< 1, (Sm) being the spectral radius of the matrix Sm.
Proof. Let g = (g0, g1)T. One possible deﬁnition of the norm in H−s() × H−s() is given by ‖g‖2−s =
∑+∞
−∞ (1 +
m2)−s |gm|2, where gm is deﬁned by g := ∑+∞−∞ gmeim	 and gm = (g(0)m , g(1)m )T. The convergence of the method will
be established if we can show that limn→+∞ ‖Sng‖−s = 0 with
‖Sng‖2−s =
+∞∑
−∞
(1 + m2)−s |(Sm)ngm|2. (24)
If it exists (Sm)> 1, clearly the method does not converge. So, we can restrict the discussion to the case where
(Sm)< 1 for all m. The matrixSm has two distinct eigenvalues m = ±
√
S
(0)
m S
(1)
m (if m = 0, we obtainS(2)m = 0
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and then we need only one iteration to converge). So, it can be put in a diagonal form bySm = PmDmP−1m , Dm being
a diagonal matrix. Therefore, we obtain
‖Snmgm‖‖Pm‖ ‖P−1m ‖ ‖gm‖((Sm))n, (25)
‖ · ‖ indicates the associate matrix norm to the euclidian one and Pm the matrix given in function of the eigen vectors
associate to each eigenvalue m. The most important point in the proof is that the condition number ‖Pm‖ ‖P−1m ‖ of
the matrix Sm remains uniformly bounded. This is deduced from the fact that
lim
n→+∞ |S
(0)
m | = lim
n→+∞ |S
(1)
m | = , (26)
where  is a constant such that 0<1. The result (26) is proved in the next theorem. Elementary arguments then
permit to end the proof [6]. 
The previous characterization sets up that is sufﬁcient to be insured that |S(0)m S(1)m |< 1 for each m to obtain the con-
vergence of the method. For convenience, we denoteS(0)m (resp.,S(1)m ) byS(0)m (R,X,Zm) (resp.,S(1)m (R,X,Zm)).
Proposition 2. Let X> 0 and R> 0, then
• for evanescent or propagating mode, |S(0)m (R,X,Zm)|< 1.
• if m corresponds to an evanescent mode, then |S(1)m (R,X,Zm)|< 1.
Proof. Consider the coefﬁcient S(0)m (R,X,Zm) (21) related to the unbounded domain. By the properties of Bessel
functions (or the fact that the problem iswell-posed),H(1)m (kR0) = 0, and thenZm iswell-deﬁned. LetZm=−xm+iym.
Clearly, it is enough to show that xm and ym are both positive to prove that |S(0)m (R,X,Zm)|< 1. WritingZm under
the form
Zm = H
(1)′
m (kR0)H (1)m (kR0)
|H(1)m (kR0)|2
,
we deduce that the signs of xm and ym are, respectively, that ofI(H (1)
′
m (kR0)H (1)m (kR0)) and−R(H (1)
′
m (kR0)H (1)m (kR0)).
From the deﬁnition of H(1)m , we have that I(H (1)
′
m (kR0)H (1)m (kR0)) = Jm(kR0)Y ′m(kR0) − Ym(kR0)J ′m(kR0) which is
equal to the Wronskian [10]
W(Jm(kR0), Ym(kR0)) = 2/kR0.
Since kR0 > 0, we get that ym > 0. This property is general, it follows from the fact that the solution satisﬁes the
radiation condition [6]. The property xm > 0 uses a more subtle argument. First, we remark that
R(H (1)
′
m (kR0)H
(1)
m (kR0)) = 12 (J 2m(kR0) + Y 2m(kR0))′
= 12 (|H(1)m (kR0)|2)′.
Using Nicholson’s formula [22], we get that the function
|H(1)m (t)|2 =
8
2
∫ ∞
0
K0(2x sinh s) cosh(2ms) ds,
is a strictly decreasing function, where K0() =
∫∞
0 e
− cosh s ds is the modiﬁed Bessel function of order 0. So,
the quantity R(H (1)
′
m (kR)H
(1)
m (kR)) is negative and then xm > 0. We conclude that for all R> 0 and X> 0,
|S(0)m (R,X,Zm)|< 1. Let us consider now the coefﬁcientS(1)m (R,X,Zm) (22). Observe that
Zm = −N
(1)′
m (kR0)
N
(1)
m (kR0)
= − u
(1)′
m (R0)
ku
(1)
m (R0)
.
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To study the signs ofR(Zm) and I(Zm), we work directly on the boundary value problem (20). Using the variational
formulation of problem (20), we obtain
R0u
(1)′
m (R0)u
(1)
m (R0) =
∫ R0
R1
{
r|u(1)′m |2 +
(
m2
r2
− k2
)
|u(1)m |2r
}
dr .
Therefore, we have R(R0u(1)
′
m (R0)u
(1)
m (R0))> 0 for all mkR0. We have considered a perfectly reﬂecting boundary
condition on , we are led the most severe case I(Zm) = 0. Indeed, in this case
S(1)m (R,X,Zm) =
(X− xm) + iR
(X+ xm) + iR ,
with xm > 0. This ﬁnishes the proof. 
We can now establish the convergence theorem of the domain decomposition algorithm.
Theorem 3. If m represents an evanescent mode, then for each X> 0 we have
|S(0)m (R,X,Zm)|S(1)m (R,X,Zm)|< 1. (27)
On the other hand, if m represents a propagating mode, then there exists Xmax such that for 0<X<Xmax, (27) is
satisﬁed.
Proof. For the evanescent mode, (27) is obvious from Proposition 2. In the propagating case, the key to prove (27) is
the fact that there are only ﬁnitely many propagating modes, and that (27) holds for X = 0 by the Deprés algorithm.
We deduce that there exists Xmax such that for 0<X<Xmax, the inequality (27) holds. 
To estimate Xmax, the procedure consists of studying S(0)m (R,X,Zm)S(1)m (R,X,Zm) as a function of X in the
propagating zone since the convergence is guarantee for all X> 0 in the evanescent one. Consider R = 1, we derive
the asymptotic expansions of Bessel and Neumann functions from that of the Hankel functions [22]
H(1)m (t) ≈
(
2
t
)1/2
ei(t−/4(2m+1)) m>|t |. (28)
Therefore, we obtain the following function:
S(0)m (R,X,Zm)S
(1)
m (R,X,Zm) ≈
X2 +X tan(k(R0 − 1)) − iX
X2 −X tan(k(R0 − 1)) − 2 + i(2 tan(k(R0 − 1)) − 3X)
. (29)
The study of the function (29) shows that the upper bound of the damping coefﬁcient X is given by Xmax ≈ 1 (see,
[6]). During the presentation of the numerical test, We will take X= 12 .
4. Numerical results
We present a numerical example where the FE solution is based on a domain decomposition of1 into 6 subdomains
represented in Fig. 3. We use the BEM [8,5,2] to solve the exterior problem. We consider the following case: k = , 
and n variables such that = n2 (see Table 1) and have meshed the domain with 12 points per wavelength.
The curves in Fig. 4 exhibits the convergence of the iterative process and compare the values of u on  obtained by
a direct solving of (1) and by the domain decomposition method. This validate the algorithm presented in this paper.
Note that we have used the approach dealing with cross points introduced in [3,4] to produce this numerical example.
The convergence can be accelerate using a Krylov subspace method [17,14,16,15,18,5]. More numerical results in 3D
using this method can be found in [5].
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Fig. 3. Partition of the initial domain.
Table 1
Values of 
Subdomain 1 2 3 4 5 6
 1 1.5 2 2.5 3 3.5
0 50 100 150
10-6
10-5
10-4
10-3
10-2
10-1
100
χ=0
χ=0.5
0 10 20 30 40 50 60
-2
-1
0
1
2
Direct
DDM
Fig. 4. Residuals and comparison of the iterative solution with the direct one.
5. Conclusion
In this paper, we have shown that the convergence of the domain decomposition method for scattering problems
introduced in [6,8,5] can be established when the solution can be decomposed into propagating and evanescent parts.
To exemplify this, we have considered the case of a circular geometry where our approach to prove the convergence
can be based on properties of Bessel functions. In this proof, we have assumed that the index and the contrast of the
material are constant. Our future work consists of extending the proof to the variable case.
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