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Abstract.  Genomic IR, characterized by its highly specific information need, 
severe synonym and polysemy problem, long term name and rapid growing lit-
erature size, is challenging IR community. In this paper, we are focused on ad-
dressing the synonym and polysemy issue under the language modeling frame-
work. Unlike the ways translation model and traditional query expansion tech-
niques approach to this issue, we incorporate term sense into the basic language 
model, a more fundamental approach to the synonym and polysemy issue in IR. 
The sense approach not only maintains the simplicity of language models, but 
also makes the document ranking efficient and effective.  A comparative ex-
periment on the TREC 2004 Genomic Track data shows significant improve-
ment of retrieval performance after incorporating the term sense into a basic 
language model. The MAP (mean average precision) is significantly raised 
from 29.17% (the baseline system) to 36.94%. The performance of the sense 
approach is also significantly superior to the mean (21.72%) of official runs 
participated in TREC 2004 Genomic Track and is comparable to the best work 
(40.75%) of the track. Most runs in the track extensively use various query ex-
pansion and pseudo relevance feedback techniques while our approach does 
nothing except the incorporation of term sense, which evidences the view that 
semantic smoothing, i.e. the incorporation of synonym and sense information 
into the language models, is a more standard approach to achieving the effects 
traditional query expansion and pseudo-relevance feedback techniques are 
working for. 
1   Introduction 
Biomedical literature contains a wealth of valuable information. How to help scien-
tists find wanted information effectively and efficiently is an important research en-
deavor. In recent years, genomic information retrieval (GIR) is getting more and more 
attention from IR community. TREC Genomic Track has attracted lots of talented IR 
researchers to participate in.  
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However, GIR is challenging IR community most likely due to the following rea-
sons.  First, unlike general searching that Google and Yahoo are working on, GIR are 
working for the scientists who have very specific information need. Second, GIR is 
dealing with a huge collection of biomedical literature that hinders many existing IR 
approaches that may be backed by a perfect theoretical model but not scalable to large 
document collections. Third, in genomic-related literature, a term is often comprised 
of multiple words; the word-based unigram IR models may lose the semantics of the 
term. Last, severe synonym and polysemy problem would cause trouble while an IR 
system tries to match query terms with indexing terms according to their strings in-
stead of meanings. 
We are not attempting to solve all problems in present paper. Instead, the paper 
will focus on addressing the synonym and polysemy problem in GIR. In biomedical 
literature, synonyms of terms such as genes, proteins, cells and diseases are widely 
used while the polysemy of many terms and the use of partial names and abbrevia-
tions cause the ambiguity of terms. The synonym and polysemy has affected the per-
formance of genomic IR. A fundamental way to solve this problem is to index the 
document by the sense of a term instead of the string of a term because synonyms 
usually share the same sense, and a sense is precise and unique and will not cause any 
ambiguity. However, word sense disambiguation (WSD) is a challenging task in the 
area of natural language processing (NLP). The performance (e.g. precision and re-
call) of WSD in general domain is not satisfying yet, which discourage IR researchers 
to incorporate word sense into their IR models. Some researchers reported positive 
outcome of sense-based IR models [15] but most of them failed to show any perform-
ance improvement probably due to the low accuracy of WSD in general domain [11]. 
 Many alternative approaches are then proposed to addressing the synonym and 
polysemy issue in IR. Latent semantic indexing (LSI) [2] tries to identify the latent 
semantic structure between terms; thus it can in part solve the synonym problem. 
However it is not suited to large document collections because the factorization of 
large matrix is prohibitive. Meanwhile, LSI can not handle the polysemy problem 
well. Vector space models and other traditional probabilistic models [10, 14] use 
query expansions to relax the synonym problem. Unlike LSI that is well supported by 
solid mathematical models, various query expansion techniques are often heuristic. 
But they achieve great success in IR practice. The translation model [1] extended 
from language models that is backed by probability theory is a more formal approach 
to achieving the effects query expansions are working for. Berger and Lafferty re-
ported significant improvement of IR performance with translation models [1]. How-
ever, there are several difficulties with translation model approach to semantic 
smoothing under language modeling framework (refer to Section 2 for details) [4].  
The neatness of the sense approach and the limitations of the alternative ap-
proaches motivate us to turn back to the sense approach especially considering the 
following two views. First, unlike general WSD, term sense disambiguation (TSD) is 
run in a very specific domain where terms have much less number of senses on the 
average but much domain-specific knowledge is available to improve the disambigua-
tion; thus it is reasonable to expect good disambiguation accuracy. Second, language 
models provide the chance to “smooth” the generative probability (or importance) of 
terms in a formal manner, which may allow the sense approach to fully take its poten-
tial. 
To verify our idea, we build a prototyped IR system that can index and search 
documents by both term sense and term string with a basic unigram language model, 
and then conduct a comparative experiment on the TREC 2004 Genomic Track data. 
The sense approach achieved a 36.94% MAP (mean average precision), significantly 
higher than the 29.17% MAP of the baseline approach (using term string to index and 
search). This result is also significantly superior to the average performance (21.72%) 
of the official runs in TREC 2004 Genomic Track and is comparable to the best work 
(40.75%) of the track. Considering most runs in the track extensively used various 
query expansion and pseudo-relevance feedback techniques while our approach did 
nothing except for the incorporation of term sense into the model, the sense approach 
demonstrated its potential as an effective approach to addressing synonym and 
polysemy issue in IR. 
The rest of the paper is organized as follows: Section 2 describes the background 
of language modeling approach to IR. Section 3 presents a generic ontology-based 
approach to term extraction and term sense disambiguation. Section 4 shows the ex-
periment design and result. A short conclusion finishes the paper. 
2. Language Modeling Approach to IR 
In this section, we shortly review the work on language modeling approach to IR and 
point out the urgency of the development of semantic smoothing approaches. Then 
we propose our sense approach that directly uses term sense to index and search 
documents with the language modeling framework. 
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Language modeling approach to information retrieval (IR) was firstly proposed by 
Ponte and Croft [9]. Basically, the language model uses the generative probability of 
the query according to the language model of each document in the collec-
tion, , to rank the document for IR. Lafferty and Zhai further made the un-
derlying semantics of the language model clear by linking the notion of relevance to 
the language model [5]. Under their framework, the relevance of a document to the 
query is defined as (2.1).  Assuming the document is independent of the query condi-
tioned on the event
)|( dqp
rR = , the ranking formula is reduced to (2.2). Further ignoring 
the document prior such as PageRank used by Google in (2.2), the rank formula could 
be as simple as (2.3).  
Let  and assume that the attributes (terms) are independent 
given R and the document D. The ranking formula is then transformed to (2.4) and 
the term frequency in each document is used to estimate the term . 
For the simplicity of the notation, we will use (2.5) as the basic ranking formula for 
IR in the present paper. 
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However, some query terms may not appear in a given document; thus language 
models for IR must be smoothed because zero probability can not be assigned to 
query terms. The Jelinek-Mercer method is one of the simplest ways to smooth lan-
guage models [17]. It involves a linear interpolation of the maximum likelihood 
model with a background collection model, using a coefficient λ to control the influ-
ence of each: 
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Semantic smoothing, which incorporates synonym and sense information into the 
language model, is regarded as a potentially more effective smoothing approach [4]. 
With semantic smoothing, a document containing term high blood pressure may be 
retrieved for the query term hypertension; a document containing term ferroportin-1 
may not be retrieved for query term ferroportin-1because the former refers to a gene 
in human while the latter refers to a gene in mouse. 
Berger and Lafferty presented a translation model [1] that would map a document 
term t into a query term ai. With term translations, the estimation of the generative 
probability for query term ai becomes (2.7). In the simplest way, a document term can 
be translated into a query term with high probability if they are synonyms to each 
other. Thus, the translation model is kind of semantic smoothing. It achieved signifi-
cant improvement in practice over the baseline system as described in [1]. 
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However, there are several difficulties with translation model approach to semantic 
smoothing in language modeling framework [4]. First, the estimation of translation 
probability would be a problem due to the lack of sufficient training data. Second, the 
calculation of the ranking score would be prohibitive for large document collections. 
Third, it can not incorporate sense information into the language model, i.e. it can not 
handle polysemy problem well. 
We propose in the present paper the direct use of term sense for indexing and 
searching documents under the framework of language models. Except terms will be 
replaced by senses, no additional modification is required on basic language models. 
Thus the sense approach keeps language models as simple as described in (2.5) and 
(2.6). Correspondingly, the calculation of the ranking score will be very efficient.) 
Besides, the sense approach solves both synonym and polysemy problems in IR. The 
major concern with this approach may be the unsatisfying performance of sense dis-
ambiguation. However, considering the sense disambiguation is run in a specific 
domain where terms have much less number of senses on the average than in general 
domains and lots of domain-specific knowledge are available to improve the disam-
biguation performance, it is reasonable to expect good disambiguation performance. 
The sense approach also pays a little bit extra effort on sense disambiguation mainly 
in the indexing phase. But it would not be a problem because indexing is done once 
for all. 
3. Term Extraction and Sense Disambiguation 
The method for term extraction and sense disambiguation is not the focus of this 
paper. However, the quality of the extracting and disambiguating system will affect 
the performance of sense-based language modeling approach to IR. So we will briefly 
review the work in this area and introduce our new approach to term extraction and 
sense disambiguation. 
The methods for term extraction roughly fall into two categories, with dictionary 
[16, 18] or without dictionary [7, 8, 12, 13]. The latter approaches use either hand-
coded or machine learned rules to extract terms. It is able to recognize new terms, but 
it assign semantic class rather than sense ID to extracted terms. For this reason, we 
give up this line of approaches in this particular project.  The dictionary-based ap-
proaches use either noun phrase [16] produced by shallow parsers or part of speech 
patterns [18] to generate term candidates and then check the candidates with the dic-
tionary. However, both of them recognize terms by exact matching and would yield 
high precision but low recall.  
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We build an IE system called MaxMatcher that is namely able to recognize term 
approximately matching with terms defined in the dictionary. The basic idea of this 
approach is to capture the important tokens (not all tokens) of a term. For example, 
the token gyrb is important to term gyrb protein; we will treat it as a term even if the 
token protein is not present. So the problem is reduced to how to score the impor-
tance of each token to a given term. Formally, given a sense that has n terms and let 
Sj(w) denotes the importance of the token w to the j-th term, and let N(w) denotes the 
number of senses whose terms contain w in the whole dictionary, and let wji denotes 
the i-th token in the j-th term of the sense, the importance of w to the sense is defined 
as in (3.1). 
Table 1.  Demonstrate the calculation of the importance of each token to concept C0120543 in 
UMLS (this concept has three terms). The number in the parenthesis of the first column is the 
number of concepts containing the token. The final importance score of each token to this 
concept is listed in the rightmost column. 
Token gyrb protein gyrb gene prod-
uct 
DNA gyrase subunit b Score 
gyrb (1) 0.99998 0.99990  0.99998 
protein (47576) 0.00002   0.00002 
gene (22186)  0.00005  0.00005 
product (18724)  0.00005  0.00005 
b (9548)   0.00083 0.00083 
DNA (1884)   0.00421 0.00421 
gyrase (8)   0.98995 0.98995 
subunit (1580)   0.00501 0.00501 
 
We build a matrix from the dictionary (i.e. UMLS in this project); each cell of the 
matrix stores the importance score of a token to a sense defined in the dictionary. 
Then we use the matrix to extract terms. The extraction begins with the return of all 
senses containing the starting token. Then the following tokens are used to narrow 
down the senses. If some of sense candidates contain the following token, the impor-
tance score of the token will be added to all remaining senses containing the token, 
otherwise the token will be skipped. The procedure will not end until the number of 
skipped tokens reaches the threshold or a boundary token such as a verb, punctuation, 
or preposition is reached. So far, each remaining sense has an accumulative impor-
tance score. If the accumulative score exceeds a threshold (the threshold should be 
very close to one if all important tokens are required to be captured; we set the 
threshold to 0.95 in this project), that sense will be treated as the candidate of the 
extracted term. If no candidate is found, the extracted term will be abandoned. If two 
or more candidates are found, we will further call the sense disambiguation module 
that generates a fixed-length context window (3 to the left and 3 to the right) and uses 
contextual tokens to narrow down in the same way as the extraction module. We 
finally choose the candidate with maximum importance score for the extracted term 
unless only one sense is remained. 
Table 2.  The performance comparison of three different dictionary-based term extraction 
systems. Please read [16] for the detail of the evaluation method. BioAnnotator actually tested 
several configurations. But only the configuration with only dictionaries is compared. 
Exact Match Approximate Match IE Systems Recall Precision F-score Recall Precision F-score 
MaxMatcher 57.73 54.97 56.32 75.18 71.60 73.35 
BioAnnotator [16] 20.27 44.58 27.87 39.75 87.67 54.70 
PatternMatcher [18] 26.63 31.45 28.84 61.56 72.69 66.66 
 
Approximate Matching is a neat approach to information extraction. It completes 
term extraction and sense disambiguation within one step. More importantly, it 
achieves both high precision and high recall. The evaluation of the extraction module 
on GENIA1 3.02 corpus achieved 56.32% F-score for exact match and 73.35% for 
approximate match, which are significantly higher than those of the approaches de-
scribed in [16] and [18] (see table 2). We did not do formal evaluation for the disam-
biguation module because no sense is annotated in GENIA corpus. 
4. Experiments 
We implemented a basic unigram language model as described by formula 2.5 and 
2.6. The coefficient λ in (2.6) is empirically set to 0.1 in our experiment. The diction-
ary used for term extraction and sense disambiguation is UMLS2 2005AA version. 
With this prototyped IR system, biomedical literature can be indexed and searched 
either by the sense of a term (sense approach) or by the string of a term (baseline 
approach).  
The document collection we used for the experiment is from the TREC 2004 Ge-
nomic Track. The collection is a 10-year subset (1994-2003, 4.6 million documents) 
of the MEDLINE bibliographic database. However, human relevance judgments were 
merely made to a relative small pool. The pools were built from the top-precedence 
run from each of the 27 groups.  They took the top 75 documents for each topic and 
eliminated the duplicates to create a single pool for each topic. The average pool size 
was 976, with a range of 476-1450 [3].  Our prototyped IR system only index and 
search all human relevance judged documents, i.e. the union of 50 single pools that 
contains total 42, 255 unique documents. 
Following the convention of TREC, we take MAP (Mean Average Precision) as 
the primary measure for IR performance evaluation. MAP is a comprehensive indica-
tor of IR performance that captures both precision and recall. P@10 (the precision of 
top 10 documents) and P@100 (the precision of top 100 documents) are treated as 
secondary measures in our evaluation.  
The sense approach with a basic language model achieved the 36.94% MAP, 
59.80% P@10 and 44.76% as described in Table 3. This result is significantly supe-
rior to that of the baseline approach (29.17% MAP, 49.53% P@10 and 40.82% 
P@100, respectively). Thus, we can conclude that sense-based indexing and search-
ing in conjunction with language model would significantly improve the performance 
of IR especially in a very specific domain such as biomedicine. This outcome, how-
ever, is slightly different from the result of many previous studies on sense-based IR 
which failed to show significant performance improvement. A possible explanation is 
that the sense disambiguation in a specific domain such as biomedicine would 
achieve much higher accuracy than in general domains. Meanwhile, the language 
models provide the chance to “smooth” the generative probability (or importance) of 
terms in a formal manner, which may allow the sense approach to fully take its poten-
tial. 
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Table 3.  The comparison of our runs with official runs participated in TREC04 Genomics 
Track. Runs in TREC are ranked by Mean Average Precision (MAP) [3].  
 Run MAP (%) P@10 P@100 
Sense Approach (Our Run) 36.94 59.80 44.76 
Baseline Approach (Our Run) 29.17 49.53 40.82 
pllsgen4a2 (the best) 40.75 60.04 41.96 
uwntDg04tn (the second) 38.67 62.40 42.10 
pllsgen4a1 (the third) 36.89 57.00 39.36 
PDTNsmp4 (median) 20.74 40.56 23.18 
edinauto5 (the worst)  0.12  0.36  1.3 
Mean@TREC04 (47 runs) 21.72 42.69 26.37 
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Fig. 1.  The comparison of the MAP of our runs (Sense Approach and Baseline Approach) with 
the average MAP of official runs in TREC 2004 Genomic Track on 50 ad hoc topics 
We further compared the sense approach with the official runs in TREC 2004 Ge-
nomic Track. Most runs in the track extensively apply various query expansion and 
pseudo-relevance feedback techniques to their IR models while our sense approach 
did nothing except incorporating the term sense information into a basic language 
model. Surprisingly, the performance of the sense approach is still much better than 
the average of the runs in the track and is comparable to the best work of all runs. The 
P@100 (44.76%) is even better than that of the best work. This outcome give us more 
reason to believe that semantic smoothing, i.e. the incorporation of synonym and 
sense information into the language models, is a more standard approach to achieving 
the effects the traditional query expansion and pseudo-relevance feedback techniques 
are working for. 
It is worth noting that our baseline approaches, which neither incorporate sense in-
formation, nor use query expansion techniques, also achieved performance signifi-
cantly better than the average of the runs in the track. A possible explanation is that 
we use terms (a unit of meaning) to index and search documents, which capture the 
semantics of the query and the documents much better than individual words that 
most works in the track are based on.  
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Fig. 2.  The comparison of the P@100 of our runs (Sense Approach and Baseline Approach) 
with the average P@100 of official runs in TREC 2004 Genomic Track on 50 ad hoc topics 
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Fig. 3.  The comparison of the P@10 of our runs (Sense Approach and Baseline Approach) 
with the average P@10 of official runs in TREC 2004 Genomic Track on 50 ad hoc topics 
Table 4.  The performance comparison of our runs (sense and term) with the mean in TREC 
MAP (%) P@10 (%) P@100 (%) Topic 
Sense Term TREC Sense Term TREC Sense Term TREC 
1 48.63 40.80 30.73 80 90 73.83 47.00 45.00 28.91 
2 11.76 11.94 5.79 60 60 27.87 16.00 16.00 11.66 
3 23.76 32.71 9.50 70 70 32.98 39.00 55.00 20.40 
4 2.07 2.17 2.98 0 0 8.94 3.00 2.00 3.60 
5 10.7 14.28 5.64 20 40 13.40 10.00 11.00 3.49 
6 66.37 56.20 39.93 80 100 84.68 65.00 47.00 39.38 
7 7.74 8.09 20.06 30 30 49.36 19.00 16.00 27.04 
8 17.48 15.59 9.75 50 50 38.72 38.00 32.00 20.94 
9 78.47 63.14 61.14 80 80 79.57 86.00 80.00 61.96 
10 95.00 75.00 58.11 80 100 25.32 80.00 100.00 2.77 
11 44.6 18.20 32.69 80 20 58.94 48.00 20.00 38.43 
12 78.97 70.40 42.25 100 80 72.32 80.00 90.00 58.66 
13 9.11 6.46 2.88 20 10 10.21 5.00 4.00 2.74 
14 21.36 0.09 4.79 50 0 8.94 6.00 1.43 2.70 
15 26.62 16.66 13.88 50 50 29.15 38.00 30.00 18.00 
16 16.68 13.85 19.26 60 90 44.89 42.00 75.76 28.83 
17 0.16 7.91 8.85 0 10 5.11 0.00 3.00 1.15 
18 100.00 100.00 62.54 100 100 6.60 100.00 100.00 0.72 
19 5.26 50.00 15.94 0 10 3.62 1.00 1.00 0.62 
20 1.01 14.50 14.66 20 10 39.57 4.00 23.00 22.38 
21 44.55 42.45 26.71 60 70 47.02 43.00 39.00 27.96 
22 21.56 13.43 13.54 70 20 42.34 28.00 22.00 27.09 
23 29.22 20.13 18.35 60 20 37.45 39.00 45.00 27.47 
24 77.99 21.15 59.70 90 66.67 74.68 69.70 66.67 16.85 
25 4.93 2.01 3.31 0 0 10.00 4.00 3.00 3.30 
26 43.95 70.40 44.01 100 100 72.98 20.00 36.00 24.11 
27 54.52 38.21 26.40 80 50 43.19 25.00 19.00 13.55 
28 41.05 34.40 20.31 40 40 25.32 10.00 8.00 6.43 
29 40.85 11.20 13.52 40 10 18.09 35.00 13.00 15.15 
30 56.34 2.48 21.16 90 40 48.72 71.00 4.00 31.13 
31 28.09 20.72 9.56 40 20 24.89 36.00 37.00 20.72 
32 46.79 40.89 18.04 100 90 60.85 90.00 85.00 47.87 
33 25.19 28.13 13.96 50 40 22.34 28.00 29.00 16.47 
34 6.19 4.86 6.44 0 0 8.30 5.00 2.00 6.68 
35 54.22 21.48 34.81 100 100 82.13 99.00 98.33 65.28 
36 81.08 78.68 48.87 100 100 76.38 100.00 100.00 67.00 
37 39.56 29.18 53.45 90 30 74.26 44.00 43.00 65.64 
38 22.83 21.20 14.00 70 80 59.15 62.00 51.00 40.43 
39 21.56 3.90 9.84 30 0 39.36 29.00 13.00 26.89 
40 5.49 5.05 10.80 10 0 39.36 14.00 12.00 27.96 
41 74.07 63.55 33.56 80 50 67.66 87.00 83.00 65.21 
42 50.99 41.05 15.87 60 20 65.96 69.00 67.00 57.02 
43 72.84 68.61 11.85 90 100 69.15 81.00 82.00 25.53 
44 55.85 47.02 13.23 90 50 61.49 82.00 64.00 46.32 
45 2.85 1.32 2.86 10 10 15.74 3.00 2.00 7.11 
46 31.78 17.40 26.30 100 60 73.62 77.08 43.00 49.81 
47 68.00 28.26 6.73 90 50 31.49 92.00 32.00 23.55 
48 7.45 1.94 17.12 90 100 40.21 75.00 100.00 25.57 
49 37.99 37.45 22.79 70 70 54.04 44.00 43.00 20.49 
50 33.26 23.73 7.31 60 90 34.47 49.00 47.00 25.34 
Mean 36.94 29.17 21.72 59.80 49.53 42.69 44.76 40.82 26.37 
 
5. Conclusions and Future Work 
In biomedical literature, synonyms of terms such as genes, proteins, cells and diseases 
are widely used while the polysemy of many terms and the use of partial names and 
abbreviations cause the ambiguity of terms. The synonym and polysemy has affected 
the performance of genomic IR. Unlike the emerging translation model and the tradi-
tional query expansion techniques, we address the issue of synonym and polysemy by 
incorporating term sense into a basic language model. In other words, we directly use 
term sense rather than term string to index and search documents under the language 
modeling framework. It not only maintains the simplicity of language models, but 
also makes the ranking schema efficient and effective.  The comparative experiment 
on the TREC 2004 Genomic Track data showed that the sense model achieved sig-
nificant performance improvement. This outcome, however, is slightly different from 
the result of many previous studies on sense-based IR which failed to show signifi-
cant performance improvement. A possible explanation is that the sense disambigua-
tion in a specific domain such as biomedicine would achieve much higher accuracy 
than in general domains. Meanwhile, the language models provide the chance to 
“smooth” the generative probability (or importance) of terms in a formal manner, 
which may allow the sense approach to fully take its potential. 
The performance of the sense model is also significantly superior to the average of 
official runs in TREC 2004 Genomic Track and is comparable to the best work of the 
track. Because most runs in the track extensively use various query expansion and 
pseudo-relevance feedback techniques while our approach does nothing except the 
incorporation of term sense, we have more reasons to believe that semantic smooth-
ing, i.e. the incorporation of synonym and sense information into the language mod-
els, is a more standard approach to achieving the effects the traditional query expan-
sion and pseudo-relevance feedback techniques are working for. 
For future work, we will continue to refine the module for term extraction and dis-
ambiguation that would affect the retrieval performance of the sense model. We will 
test the generalization of our positive outcome by incorporating sense information 
into other IR models such as vector space model and other traditional probabilistic 
models. We will also take effort on other challenging issues of genomic IR as de-
scribed in the introduction and see the performance of the sense model in conjunction 
with other components. 
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