The object of the present paper is to give some subordination properties of integral operator ᏼ α which was studied by Jung in 1993.
Introduction and definitions
Let U = {z : z ∈ C and |z| < 1}, let Ᏼ(U) be the set of all functions analytic in U, and let
for all z ∈ U and p ∈ N ={1, 2,3,...} with Ꮽ := Ꮽ 1 .
For p ∈ N, let
with Ᏼ := Ᏼ 1 . Given two functions f and g, which are analytic in U, then we say that the function f is subordinate to g and write f ≺ g or (more precisely)
if there exists a Schwarz function w(z), analytic in U with
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In particular, if g is univalent in U, then we write the following equivalence:
For analytic functions f j ( j = 1,2) given by
let f 1 * f 2 denote the Hadamard product (or convolution) of f 1 and f 2 , defined by
Next, for real parameters A and B such that −1 ≤ B < A ≤ 1, we define the function
It is obvious that ϕ A,B (z) for −1 ≤ B ≤ 1 is the conformal map of the unit disk U onto the disk symmetrical with respect to the real axis having the center
and the radius
Furthermore, the boundary circle of this disk intersects the real axis at the points
defined (for a,v ∈ C and in terms of the Gamma function) by
(1.14)
Recently, the following integral operator was studied by Jung et al. [1] for p = 1 and Shams et al. [2] :
for f ∈ Ꮽ p and α > 0. Moreover, Jung et al. [1] have shown that
for f ∈ Ꮽ and α > 0.
Therefore, Shams et al. [2] showed the following equality:
using (1.15). Let ᏼ(γ) denote the subclass of Ᏼ consisting of functions f with the following condition:
for 0 ≤ γ < 1 and for all z ∈ U.
Main results
In proving our main results, we need the following lemmas.
Lemma 2.1 [3, page 71]. Let h be analytic, univalent, convex in U with
h(0) = 1. Also let p be analytic in U with p(0) = h(0). If p(z) + zp (z) γ ≺ h(z) (z ∈ U; γ = 0), (2.1) then p(z) ≺ q(z) ≺ h(z),(2.
2)
where
Lemma 2.3 [3, page 132] . Let q be univalent in U and let θ and φ be analytic in a domain Ᏸ containing q(U) with φ(w) = 0, when w ∈ q(U). Set
5)
and suppose that either
In addition, assume that (iii)
If P is analytic in U, with P(0) = q(0), P(U) ⊂ Ᏸ, and
7)
then P ≺ q, and q is the best dominant. ,2) satisfies the following subordination condition:
10)
The result is sharp for B 1 = B 2 = −1.
Proof. We assume that each of the functions f j (z) ∈ Ꮽ p ( j = 1,2) satisfies the subordination condition (2.8). If we take
then we write
for γ j = (1 − A j )/(1 − B j ) and j = 1,2. Using (1.17) and (2.12), we obtain the equality
for j = 1,2. Then, from definition (2.10) we write
where, for convenience, 
