Abstract. In [GH], Griffiths and Harris asked whether a projective complex submanifold of codimension two is determined by the moduli of its second fundamental forms. More precisely, given a nonsingular subvariety X n ⊂ P n+2 , the second fundamental form II X,x at a point x ∈ X is a pencil of quadrics on T x (X), defining a rational map µ X from X to a suitable moduli space of pencils of quadrics on a complex vector space of dimension n. The question raised by Griffiths and Harris was whether the image of µ X determines X. We study this question when
Introduction
Given a nondegenerate projective variety (or a complex submanifold) X ⊂ P N in the complex projective space, the (projective) second fundamental form II X,x at a nonsingular point x ∈ X is one of basic projective invariants of X. When c is the codimension of X ⊂ P N , the second fundamental form II X,x is a linear system of quadrics of projective dimension at most c − 1 on the tangent space T x (X). When X is a hypersurface in P N , the second fundamental form at general x is the system generated by a single quadratic form on T x (X), which is nondegenerate unless X is ruled in a special way. So for hypersurfaces, the pointwise second fundamental form itself has no interesting information. When X has codimension 2 in P N , the second fundamental form at a point x is a pencil of quadrics on T x (X). Pencils of quadrics on a given vector space have nontrivial moduli. So already in codimension 2, the second fundamental form has nontrivial pointwise information.
To make it more precise, denote by M PQ n definition.) Then for a submanifold X ⊂ P n+2 of dimension n ≥ 3, there is the moduli map µ X : X o → M PQ n of second fundamental forms defined on a Zariski open subset X o ⊂ X and it is natural to study the projective geometry of X in terms of the map µ X . In [GH] p.451, Griffiths and Harris raised the following question. Although this is a very natural question, it seems that there has not been much study on it. In this article, we study this question when the submanifold X ⊂ P n+2 is defined as the intersection of two quadrics. In this simple case, we find that Question 1.1 has a negative answer: Theorem 1.2. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n ≥ 3. Then the morphism µ X :
is dominant. In particular, given any two nonsingular varieties X, X ′ ⊂ P n+2 defined as the intersections of two quadric hypersurfaces, we can always find a biholomorphic map f : M → M ′ between some Euclidean open subsets M ⊂ X and
Since there are many choices of X and X ′ that are not biregular to each other, Theorem 1.2(=Theorem 3.14) gives a negative example for Question 1.1. This leads to a natural problem: how to reformulate Question 1.1 to have an affirmative answer? In other words, what additional information other than the image of the map µ M is needed to determine M up to projective transformation?
The result of [HM] gives a partial answer. When X ⊂ P n+2 is a nonsingular intersection of two quadrics with n ≥ 3, the base locus of the second fundamental form II X,x at x ∈ X is precisely the VMRT C x ⊂ PT x (X) consisting of tangent directions of lines on X passing through x. So Cartan-Fubini type extension theorem in [HM] gives the following result. Theorem 1.3. For two nonsingular varieties X, X ′ ⊂ P n+2 (n > 3) defined as the intersections of two quadric hypersurfaces, suppose there exists a biholomorphic map
for each x ∈ M sends the base locus C x of II X,x to the base locus C f (x) of II X ′ ,f (x) . Then f comes from a projective automorphism of P n+2 .
The condition that d x f : T x (M) → T f (x) (M ′ ) sends the base locus C x of II X,x to the base locus C f (x) of II X ′ ,f (x) implies µ M = µ M ′ • f. In this sense, Theorem 1.3 provides a condition strengthening that of Question 1.1, which gives an affirmative answer. What is unsatisfactory about the condition in Theorem 1.3 is that it is not formulated in terms of pointwise invariants of X. So the natural problem is to replace it by conditions formulated in terms of pointwise invariants.
We will resolve this problem in the following way. In the setting of Theorem 1.2, at a general point x ∈ X, the kernel of the derivative d x µ X is a three-dimensional vector subspace in T x (X), to be denoted by P x . We consider the pair (II X,x , P x ) at each general point x ∈ X and define the refined moduli map µ X : X reg → M PQ n where we denote by M PQ n the moduli of pairs of a pencil of quadrics on a vector space of dimension n and a three-dimensional vector subspace in the vector space. This map assigns the projective equivalence class of the pair (II X,x , P x ) to x ∈ X and X reg is a dense open subset of X on which the map is well-defined. Then µ X is formulated in terms of pointwise invariants of X. We will prove that this information is enough to recognize X: Theorem 1.4. Let X, X ′ be two nonsingular varieties in P n+2 (n > 4), each of them defined as an intersection of two quadric hypersurfaces. Let µ X : X reg → M 
Then f comes from a projective automorphism of P n+2 .
Theorem 1.4(=Theorem 6.16) says that Question 1.1 has an affirmative answer for nonsingular intersections of two quadrics with n > 4 if we replace µ X by µ X . The restriction n > 4 in Theorem 1.4 seems to be fairly strict because X and M PQ n have the same dimension for n = 4; if n ≤ 3, then both of M PQ n and M PQ n are trivial, so X can not be characterized by µ X .
In the course of proving Theorem 1.4, we obtain the following result on the derivative of the refined moduli map: Theorem 1.5. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n > 4. Let µ X : X reg → M PQ n be the refined moduli map of second fundamental forms on X. Denote by X good the subset {x ∈ X reg | Ker(d x µ X ) = 0} ⊂ X reg . Then X good is nonempty.
To prove Theorem 1.4, we use a special property of P x , which is worth highlighting. For a pencil of quadrics Φ on a vector space W of dimension n, we introduce a special class of three-dimensional subspaces of W , namely, those 'poised by Φ' (See Section 4 for a precise definition). This is an invariant property and leads to a natural correspondence at the level of moduli spaces:
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Preliminaries
We refer to the references [Re] and [AL] .
Notation 2.1. Let W be a complex vector space of dimension n ≥ 3 and let W * be the dual vector space of W . We regard the symmetric product Sym 2 (W * ) as the space of quadratic forms (i.e. homogeneous polynomials of degree two) on W . For each ϕ ∈ Sym 2 (W * ), denote by B ϕ the unique symmetric bilinear form on W such that B ϕ (u, u) = ϕ(u) for every u ∈ W . In other words, for u, v ∈ W , B ϕ (u, v) := ϕ(u + v) − ϕ(u) − ϕ(v) /2 ∈ C.
For ϕ ∈ Sym 2 (W * ) and u ∈ W , we write
for the orthogonal space of u in W with respect to the symmetric bilinear form B ϕ .
We say ϕ is degenerate if Sing(ϕ) is nontrivial.
We denote by det(ϕ) the determinant of A ϕ . Note that both of A ϕ and det(ϕ) depend on the choice of basis on W .
In particular, ϕ is degenerate if and only if det(ϕ) = det(A ϕ ) = 0. Definition 2.9. For a pencil Φ ⊂ P(Sym 2 (W * )), let ϕ 1 , ϕ 2 ∈ Sym 2 (W * ) be two linearly independent quadratic forms in Φ ∈ Gr(2, Sym 2 (W * )). With a basis {w 1 , w 2 , . . . , w n } of W , the homogeneous polynomial det(sϕ 1 − tϕ 2 ) in s and t is called the discriminant of Φ with respect to ϕ 1 and ϕ 2 .
Remark 2.10. In Definition 2.9, the discriminant polynomial det(sϕ 1 − tϕ 2 ) does not depend on the choice of basis of W up to multiplication by nonzero constants, see (i) of Proposition 2.23.
Proposition 2.11. With notations in Definition 2.9, the discriminant det(sϕ 1 − tϕ 2 ) is not identically zero if and only if the pencil Φ is nondegenerate. When the discriminant polynomial is not identically zero, it has no multiple root (or multiple linear factor) if and only if the pencil Φ is nonsingular.
Proof. Each element of Φ ∈ Gr(2, Sym 2 (W * )) is expressed in c 1 ϕ 1 − c 2 ϕ 2 for some c 1 , c 2 ∈ C and the vanishing of det(c 1 ϕ 1 − c 2 ϕ 2 ) means that c 1 ϕ 1 − c 2 ϕ 2 is degenerate. Hence, the discriminant polynomial det(sϕ 1 − tϕ 2 ) is not identically zero if and only if general elements in Φ are nondegenerate. Moreover, Φ is nonsingular if and only if det(sϕ 1 − tϕ 2 ) is not identically zero and has n distinct roots in P(C 2 ).
Proposition 2.12. Let Φ ⊂ P(Sym 2 (W * )) be a nonsingular pencil of quadratic forms on W and let ϕ 1 , ϕ 2 ∈ Sym 2 (W * ) be two linearly independent nondegenerate quadratic forms in Φ ∈ Gr(2, Sym 2 (W * )). Then (i) the n degenerate elements in Φ are
(ii) the roots of the discriminant det(sϕ 1 − tϕ 2 ) of Φ with respect to ϕ 1 and ϕ 2 are [1 :
. Proof. Since ϕ 1 and ϕ 2 are nondegenerate and linearly independent, any degenerate element in Φ is represented by
for some nonzero number τ ∈ C uniquely. Note that ϕ 1 − τ ϕ 2 and ϕ 1 − τ ′ ϕ 2 are linearly independent if τ and τ ′ are distinct numbers. Hence, (i) follows from the nonsingularity of Φ. Since the degeneracy of each ϕ 1 − τ i ϕ 2 is equivalent to the vanishing of det(ϕ 1 − τ i ϕ 2 ), the roots of det(sϕ 1 − tϕ 2 ) are exactly
To see (iii), let w for the isomorphism class of a nonsingular pencil Φ ∈ Gr(1, P(Sym
Remark 2.18. A quadric hypersurface Q in P(W ) corresponds to an element in P(Sym 2 (W * )) and the intersection of two quadric hypersurfaces in P(W ) corresponds to an element in Gr(1, P(Sym 2 (W * ))).
Notation 2.19. Given an intersection Y of two quadric hypersurfaces in P(W ), we denote by Φ Y the pencil of quadratic forms vanishing on Y .
The following proposition is part of Proposition 2.1 in [Re] .
Proposition 2.20. Let Y ⊂ P(W ) be the intersection of two quadric hypersurfaces in P(W ). Then Y is nonsingular if and only if its pencil Φ Y ⊂ P(Sym 2 (W * )) is nonsingular in the sense of Definition 2.8. Proposition 2.20 implies the following theorem.
Theorem 2.21. The moduli of nonsingular intersections of two quadric hypersurfaces in P n−1 is equivalent to the moduli of nonsingular pencils of quadratic forms on a complex vector space of dimension n.
On the other hand, there is another moduli space M BF n , which is closely related to M PQ n . Notation 2.22. We denote by B n the space of binary forms (i.e. homogeneous polynomials in two variables) of degree n in s and t. Then B n is regarded as a complex vector space of dimension n + 1 with its standard basis {s n t 0 , s n−1 t 1 , . . . , s 0 t n }.
Proposition 2.23. Let Φ ⊂ P(Sym 2 (W * )) be a nondegenerate pencil of quadratic forms on W . When ϕ 1 , ϕ 2 ∈ Sym 2 (W * ) are linearly independent quadratic forms in
be the roots (that may not be distinct) of det(sϕ 1 − tϕ 2 ), i.e., det(sϕ 1 − tϕ 2 ) is a constant multiple of
Then the roots satisfy the following properties. (i) They are independent of the choice of basis on W . Moreover, they are invariant under any isomorphism h from another n-dimensional complex vector space W ′ to W . More precisely, the discriminant of the pull-back h * (Φ) of Φ with respect to h * (ϕ 1 ) and h * (ϕ 2 ) has the same roots of det(sϕ 1 − tϕ 2 ). (ii) They are not uniquely determined by Φ. If we choose ϕ
Proof. We write sϕ 1 − tϕ 2 simply ϕ and consider the symmetric matrix A ϕ . If we change the basis on W , A ϕ is changed into T A ϕ T t for some T ∈ GL(n, C). Since
the roots are invariant under the change of basis. The proof for the rest of (i) is similar. And (ii) follows from the fact det((ct + ds)ϕ
Definition 2.24. From (ii) of Proposition 2.23, we define an action of the special linear group SL(2, C) on P(B n ). Firstly, we define the action on an element ψ = c 0 s
Let us consider a linear decomposition of ψ
with complex numbers σ i and τ i . For
as the binary form
This action induces an SL(2, C)-action on P(B n ). With respect to the action, the class [ψ] ∈ P(B n ) is stable (resp. semi-stable) if and only if ψ has no root of multiplicity ≥ n/2 (resp. > n/2) by Proposition 4.1 in [MFK] .
Definition 2.25. Consider the Zariski open subset P(B n ) o ⊂ P(B n ) of binary forms with no multiple root. The set P(B n ) o is contained in the stable locus of P(B n ) and has the orbit map q :
Then the orbit space P(B n ) o SL(2, C) can be regarded as a Zariski open subset in the GIT quotient of P(B n ) modulo the reductive group SL(2, C). We define M BF n := P(B n ) o SL(2, C) and call it the moduli of binary forms of degree n with no multiple root. As in Definition 2.16, we denote the isomorphism class of Proof. Proposition 2.23 implies that the two moduli spaces M PQ n and M BF n are in one to one correspondence induced by the discriminants of pencils. This correspondence is indeed an isomorphism between them by Theorem 4.2 of [AL] .
Moduli map of second fundamental forms
Let us recall the definitions in [IL] , p.76-77. The following is Proposition 3.3.2 of [IL] .
Proposition 3.2. Let X ⊂ P N be a nonsingular intersection of two quadric hypersurfaces. Then, at each point x ∈ X, the base locus C x ⊂ PT x (X) of II X,x consists of tangent directions of lines on X passing through x. Notation 3.3. Let X ⊂ PV be a nonsingular intersection of two quadric hypersurfaces in PV where V is a complex vector space of dimension n + 3 with n ≥ 3. By Proposition 2.20 and 2.12, we can choose nondegenerate quadratic forms ϕ 1 and ϕ 2 and a standard basis {e 1 , e 2 , · · · , e n+3 } of V such that X is defined by
= 0 with n + 3 distinct nonzero numbers λ 1 , λ 2 , . . . , λ n+3 ∈ C. For x = [ x i e i ] ∈ X, denote by ϕ 1 | Tx(X) (resp. ϕ 2 | Tx(X) ) the quadratic form on T x (X) induced by ϕ 1 (resp. ϕ 2 ). As long as we fix the basis {e 1 , e 2 , · · · , e n+3 } of V , we denote
Proposition 3.4. With Notation 3.3, the base locus C x of II X,x at x ∈ X is expressed as follows. Let v = [v 1 : v 2 : · · · : v n+3 ] be another point in PV . Then the line l x,v ⊂ PV connecting the two points x and v is contained in X if and only if ϕ 1 (x + tv) = 0 and ϕ 2 (x + tv) = 0 for every t ∈ C. Since x ∈ X, the conditions above are equivalent to four equalities:
= 0. Geometrically (3.1) means the line l x,v is tangent to X at x. So two equations in (3.2) (with (3.1)) define two quadric hypersurfaces in the projectivized tangent space PT x (X) at x. Their intersection is the base locus C x of II X,x .
Definition 3.5. Let us define the discriminant of second fundamental form II X,x at x. We define the orthogonal space x ⊥ ⊂ V of x as
If we take an n-dimensional vector subspace
, then we can identify W x with the tangent space T x (X) at x. So we regard the second fundamental form II X,x as the linear subspace in P(Sym 2 (W * x )) generated by the restrictions ϕ 1 | Wx and ϕ 2 | Wx . Then, by (i) of Proposition 2.23, the class [det(sϕ 1 | Wx − tϕ 2 | Wx )] ∈ P(B n ) ∪ {0} is well-defined and denoted by D(II X,x , ϕ 1 , ϕ 2 ). We call it the discriminant of II X,x (with respect to ϕ 1 and ϕ 2 ).
Proposition 3.6. The discriminant D(II X,x , ϕ 1 , ϕ 2 ) of II X,x does not depend on the choice of W x .
Proof. Consider the quotient space x ⊥ / x. For a coset v + x ∈ x ⊥ / x, define
Then ϕ i is well-defined since B ϕ i (u, v) = 0 for every u ∈ x, v ∈ x ⊥ , and i ∈ {1, 2}. So there is a canonical isomorphism
that sends w ∈ W x to w+ x ∈ x ⊥ / x and the pull-back of ϕ i through h is exactly ϕ i | Wx . Hence, for another subspace W respectively. Then the discriminant D(II X,x , ϕ 1 , ϕ 2 ) ∈ P(B n ) is well-defined by (i) of Proposition 2.23.
Lemma 3.7. For any x = [x 1 : x 2 : · · · : x n+3 ] ∈ X, with Notation 3.3, at least three x i must be nonzero. When x n+1 , x n+2 , x n+3 of x are nonzero, we can take W x as x ⊥ ∩ H where
for 1 ≤ i ≤ n. As a result, (3.3)
Proof. If only one or two x i are nonzero, to make the sums x 2 i and λ i x 2 i vanish, every x i must be zero since λ i 's are distinct complex numbers. Thus, without loss of generality, we can assume x n+1 x n+2 x n+3 = 0 and take W x as in the statement.
On the other hand, v = (v 1 , v 2 , . . . , v n+3 ) ∈ V is contained in x ⊥ if and only if v satisfies x i v i = 0 and λ i x i v i = 0. Equivalently v ∈ x ⊥ if and only if
(as long as x n+2 x n+3 = 0). Let
for 1 ≤ i ≤ n. Proposition 3.8. With Notation 3.3, the discriminant D(II X,x , ϕ 1 , ϕ 2 ) at x is represented by the binary form
which is equivalent to
and equivalent to
Proof. Firstly, we show that (3.5) equals to (3.6). Let
in (3.5). Note that the rest part n+3 j=1 (s − λ j t) in (3.5) does not depend on the index i. Since x ∈ X, it satisfies x 2 i = 0 and λ i x 2 i = 0, which are equivalent to
This implies the equality between (3.5) and (3.6). Hence, it is enough to show that D(II X,x , ϕ 1 , ϕ 2 ) is represented by (3.6) since (3.7) is a rearrangement of (3.6).
We choose W x ⊂ x ⊥ to describe D(II X,x , ϕ 1 , ϕ 2 ) first. Without lose of generality, suppose that x n+1 , x n+2 , x n+3 of x are nonzero and take W x as in Lemma 3.7. Let M be the symmetric matrix corresponding to the quadratic form sϕ 1 | Wx − tϕ 2 | Wx . Throughout the rest of this proof, we will directly show that det(M) = det(sϕ 1 | Wx − tϕ 2 | Wx ) is a constant multiple of (3.6) by applying elementary row and column operations to M several times.
. From (3.3) and (3.4), the (i, j)-entry M ij with i = j is equal to
Thus M ij is decomposed into three parts, i.e. M ij = A ij + B ij + C ij where (3.9)
, and
Next purpose is omitting most of A ij and B ij terms by subtracting appropriate linear combination of the first and second rows from other rows. We will work under the assumption that at least two among x 1 , x 2 , . . . , x n are nonzero. If all x i for 1 ≤ i ≤ n (or except one) are zero, most of the terms in M vanish and all computations become easier. Let us assume x 1 = 0 and x 2 = 0.
We apply row operations to M first. From (3.9),
for any i, j and the number
is independent of j. So we can remove all A ij for i ≥ 2 by subtracting constant multiple of the first row from other rows. The resulting matrix is
for i ≥ 2. Similarly, by the relations
and
from (3.11) and (3.10), we also remove B ′ ij (for i ≥ 3) and B 1j by subtracting constant multiple of the second row from other rows. The resulting matrix is
Now we remove A 1j and B ′ 2j for j ≥ 3 by subtracting constant multiple of the j-th row from the first and second rows. The resulting matrix is
Then, by (3.12),
.
If we apply (3.8) to (3.13), then
As a result,
By similar computations, we obtain the following formulas:
we need to compute the term (P S − QR).
On the other hand, let
x 2 R, and
By computing the coefficient of
by (3.14), (3.15) and (3.16). Therefore, det(sϕ 1 | Wx − tϕ 2 | Wx ) = det(M) is a constant multiple of (3.6) in the statement.
Proposition 3.9. The binary form (3.6) in Proposition 3.8 is not identically zero for any x ∈ X. Hence, the map sending x ∈ X to the discriminant D(II X,x , ϕ 1 , ϕ 2 ) ∈ P(B n ) defines a morphism θ (ϕ 1 ,ϕ 2 ) : X → P(B n ) called the discriminant map on X with respect to the pair (ϕ 1 , ϕ 2 ). The discriminant map θ (ϕ 1 ,ϕ 2 ) satisfies the following properties.
Then the image sq(X) is a linear subspace of codimension two in PV and there is a linear isomorphism θ
Proof. Recall (3.7) in Proposition 3.8, which is (3.17)
where Γ 0 i := 1 and Γ
When we denote by a k the coefficient of s k t n−k in (3.17), we obtain an (n+1)×(n+1) matrix Λ such that
. . .
Let Λ ′ be an (n + 1) × (n + 1) matrix with (i, j)-entry
where k ′ varies from 1 to n + 3 except i. Note that the (i, j)-entry of the matrix
where k ′′ varies from 1 to n + 1 except j. Thus Λ ′ Λ equals to the (n + 1) × (n + 1) identity matrix, and Λ is invertible.
To see that (3.17) is not identically zero, suppose that all c j 's are zero. Then each x i must be zero for 1 ≤ i ≤ n + 1 since Λ is invertible. This contradicts to the fact that x = [x 1 : x 2 : · · · : x n+3 ] is a point in X. So the discriminant D(II X,x , ϕ 1 , ϕ 2 ) can not be identically zero, and the discriminant map θ (ϕ 1 ,ϕ 2 ) is well-defined. To conclude, the assertion in (i) is a direct interpretation of (3.18) and the assertion in (ii) is obtained by multiplying both sides in (3.18) by Λ −1 .
From (ii) of Proposition 3.9, we obtain a purely combinatorial proposition:
Proposition 3.10. Let l 1 , l 2 , · · · , l n+3 , a 1 , a 2 , · · · , a n be distinct complex numbers with n ≥ 3. Then
Proof. Let V be a complex vector space of dimension n+3 with coordinates z 1 , z 2 , . . . , z n+3 . Consider a subvariety X ′ ⊂ PV defined by
. This is possible since the discriminant map
of X ′ is surjective as a set map, see (i) of Proposition 3.9. Then (ii) of Proposition 3.9 says
Combining (3.19) and (3.20), we obtain
where the SL(2,C)-action on P(B n ) is as in Definition 2.24.
Proof. In Proposition 3.9, if the discriminant map
then the degenerate elements in II X,x are the quadrics on T x (X) induced by
Definition 3.12. When X ⊂ P n+2 is a nonsingular intersection of two quadric hypersurfaces, let X o ⊂ X be the Zariski open subset on which the second fundamental forms are nonsingular in the sense of Definition 2.8. Then we define a morphism
n to x ∈ X o and call it the moduli map of second fundamental forms on X.
Proposition 3.13. With notations in Definition 3.12, there is a commutative diagram
where q is as in Definition 2.25.
Now we are ready to prove the main result in this section, which is Theorem 1.2 in the introduction.
Theorem 3.14. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n ≥ 3. Then the morphism µ X :
is dominant. In particular, given any two nonsingular varieties X, X ′ ⊂ P n+2 defined as the intersections of two quadric hypersurfaces, we can always find a biholomorphic map f :
Proof. By Proposition 3.9, the discriminant map
is immediately a dominant morphism. Since D is an isomorphism, µ X is also a dominant morphism. For the second assertion, we can find such a biholomorphic map since θ (ϕ 1 ,ϕ 2 ) is finite. Consider a small Euclidean open subset U ⊂ P(B n ) \ Z. If U is small enough, there are open subsets M ⊂ X and M ′ ⊂ X ′ on which the restrictions
Remark 3.15. Recall that the moduli of nonsingular intersections of two quadric hypersurfaces in P n+2 is equivalent to M PQ n+3 , which is isomorphic to M BF n+3 . Since the dimension of M BF n+3 is n, these moduli spaces are nontrivial for positive n. So, Theorem 1.2 gives a negative answer to Question 1.1.
Remark 3.16. Proposition 3.9 does not imply that every type of pencils of quadrics on a complex vector space of dimension n appear on X. The result only says that all types of nonsingular pencils of quadrics can appear on X. By the language of Segre symbols, one can show that not every singular pencil of quadrics can be realized as the second fundamental form at some point of a given X.
4. Three-dimensional subspaces poised by a pencil of quadrics Definition 4.1. Let W be a complex vector space of dimension n ≥ 3. We say that a pair (ϕ 1 , ϕ 2 ) of quadratic forms on W is nonsingular if ϕ 1 and ϕ 2 are linearly independent nondegenerate quadratic forms generating a nonsingular pencil of quadratic forms, which is denoted by Φ (ϕ 1 ,ϕ 2 ) ⊂ P(Sym 2 (W * )). For a nonsingular pencil of quadratic forms Φ ⊂ P(Sym 2 (W * )), we also say the pair (ϕ 1 , ϕ 2 ) is a good pair of Φ if Φ (ϕ 1 ,ϕ 2 ) = Φ.
Definition 4.2. Let (ϕ 1 , ϕ 2 ) be a nonsingular pair of quadratic forms on W . Here we define some notions induced by the pair. Firstly, we fix a standard basis B = {w 1 , w 2 , . . . , w n } of W with respect to (ϕ 1 , ϕ 2 ) such that
where [1 :
are the n distinct roots of the discriminant det(sϕ 1 − tϕ 2 ). (See Proposition 2.12 and Definition 2.13.) We say a vector u = u i w i in W is (ϕ 1 , ϕ 2 )-general if u i = 0 for all i and we say z ∈ P(W ) is (ϕ 1 , ϕ 2 )-
Remark 4.3. The notions defined in Definition 4.2 depend on neither of the order of α i 's nor the choice of a standard basis B. Moreover, for a nonsingular pencil Φ ⊂ P(Sym 2 (W * )) and its good pairs (ϕ 1 , ϕ 2 ) and (ϕ
Proposition 4.5. Let (ϕ 1 , ϕ 2 ) be a nonsingular pair of quadratic forms on W and let u ∈ W be a (ϕ 1 , ϕ 2 )-general vector. Then u, α (ϕ 1 ,ϕ 2 ) (u), and (α (ϕ 1 ,ϕ 2 ) ) 2 (u) are linearly independent.
Proof. Consider the basis {w 1 , w 2 , . . . , w n } of W in Definition 4.2. Then u = u i w i for some nonzero u i 's in C. It is enough to show det(M) = 0 where M = (M kl ) is a 3 × 3 matrix given by M kl = u k (α k ) l−1 for k, l ∈ {1, 2, 3}. By simple computing,
and this is nonzero since α k 's are distinct and u i 's are nonzero.
Notation 4.6. Given a nonsingular pair (ϕ 1 , ϕ 2 ) of quadratic forms on W and a (ϕ 1 , ϕ 2 )-general vector u ∈ W , we denote by P (ϕ 1 ,ϕ 2 ) (u) ∈ Gr(3, W ) the vector subspace generated by u, α (ϕ 1 ,ϕ 2 ) (u), and (α (ϕ 1 ,ϕ 2 ) ) 2 (u).
Proposition 4.7. With notations in Notation 4.6, P (ϕ 1 ,ϕ 2 ) (u) = P (cϕ 1 ,cϕ 2 ) (u) ∈ Gr(3, W ) for any c ∈ C \ {0}.
Proof. Since the discriminant polynomials det(sϕ 1 − tϕ 2 ) and det s(cϕ 1 ) − t(cϕ 2 ) in s and t have the same roots in P(C 2 ), the linear maps α (ϕ 1 ,ϕ 2 ) and α (cϕ 1 ,cϕ 2 ) are same.
Definition 4.8. For a nonsingular pair (ϕ 1 , ϕ 2 ) of quadratic forms on W , we say P ∈ Gr(3, W ) is poised by (ϕ 1 , ϕ 2 ) if P = P (ϕ 1 ,ϕ 2 ) (u) for some (ϕ 1 , ϕ 2 )-general vector u ∈ W . Denote by S (ϕ 1 ,ϕ 2 ) ⊂ Gr(3, W ) the set of three-dimensional subspaces poised by (ϕ 1 , ϕ 2 ).
Proposition 4.9. Let (ϕ 1 , ϕ 2 ) be a nonsingular pair of quadratic forms on W and let u, u
Proof. With notations in Definition 4.2, u = u i w i and u ′ = u ′ i w i for some nonzero u i , u ′ i ∈ C. Let α := α (ϕ 1 ,ϕ 2 ) for simplicity. Let us consider an n × n matrix M = (M ij ) with M ij = α i−1 j u j , which is close to an n × n Vandermonde matrix
and the determinant of the Vandermonde matrix M ′ is 1≤i<j≤n
up to sign. So M is invertible since α i 's are distinct and u i 's are nonzero. Hence, the vectors u,
for some c 0 , c 1 , c 2 ∈ C. Note that u, α(u), α 2 (u), and α 3 (u) must be linearly independent for n ≥ 4. Thus, to make both of α(u
, the coefficients c 2 and c 1 must be zero.
Proposition 4.9 says that the set S (ϕ 1 ,ϕ 2 ) is birational to P(W ) if dim(W ) ≥ 4. Notation 4.10. Let W be a complex vector space of dimension n ≥ 4. Given a nonsingular pair (ϕ 1 , ϕ 2 ) of quadratic forms on W , denote by ϕ 2 ) . Let {w 1 , w 2 , . . . , w n } be a standard basis for (ϕ 1 , ϕ 2 ) as in Definition 4.2, i.e.
Since two pairs (ϕ 1 , ϕ 2 ) and (ϕ 
. In other words, P is a three-dimensional vector subspace generated by u, α
2 )-general and (ϕ 1 , ϕ 2 )-general. We will show (4.3)
Then (4.3) is implied by (4.4), (4.5), and (4.6).
Definition 4.12. For a nonsingular pencil Φ ⊂ P(Sym 2 (W * )), let S Φ := S (ϕ 1 ,ϕ 2 ) ⊂ Gr(3, W ) where (ϕ 1 , ϕ 2 ) is a good pair of Φ. We say P ∈ Gr(3, W ) is poised by Φ if P ∈ S Φ . (Note that S Φ is well-defined by Proposition 4.11.) Definition 4.13. Recall Definition 2.16 and consider the natural PGL(W )-action on the product space Gr(1, P(Sym 2 (W * ))) × Gr(3, W ).
For (Φ, P ) ∈ Gr(1, P(Sym 2 (W * ))) × Gr(3, W ) and T ∈ PGL(W ),
) is the projection on the first component, the inverse image
is contained in the stable locus of the product space. So it has the orbit map q : (pr 1 )
s PGL(W ). As in Definition 2.16, the orbit space (pr 1 ) −1 Gr(1, P(Sym 2 (W * ))) s PGL(W ) is defined independently of the choice of the n-dimensional vector space W . Let
We call it the refined moduli space of M P Q n and denote by π n the forgetful morphism from M P Q n to M P Q n induced by pr 1 .
Proposition 4.14. Let Φ be a nonsingular pencil of quadratic forms on W and let (ϕ 1 , ϕ 2 ) be a good pair of Φ. Then
for any (ϕ 1 , ϕ 2 )-general vector u ∈ W and T ∈ GL(W ). Therefore,
is a good pair of T * (Φ) since T * (ϕ 1 ) and T * (ϕ 1 ) are nondegenerate quadratic forms and they generate T * (Φ), which is a nonsingular pencil of quadratic forms on W . Then, by (i) of Proposition 2.23, the polynomials det(T * (ϕ 1 )−tT * (ϕ 2 )) and det(ϕ 1 −tϕ 2 ) in t have the same roots, say α 1 , α 2 , . . . , α n ∈ C. As in Definition 4.2, consider a standard basis {w 1 , w 2 , . . . , w n } of W with respect to (ϕ 1 , ϕ 2 ) such that
n } is a standard basis with respect to (T * (ϕ 1 ), T * (ϕ 2 )) such that
Let u be a (ϕ 1 , ϕ 2 )-general vector, i.e. u = u i w i ∈ W with nonzero u i 's. Then P (ϕ 1 ,ϕ 2 ) (u) ⊂ W is generated by
the equality (4.8) is implied by (4.7).
Proposition 4.15. Let Φ be a general nonsingular pencil of quadratic forms on W with dim(W ) = n ≥ 4. Consider the decomposition W = W 1 ⊕ W 2 ⊕ · · · ⊕ W n induced by Φ and a basis {w Proof. Let T be a projective automorphism of P(W ) that preserves Φ. Such a morphism induces a projective automorphism of Φ ∼ = P 1 ⊂ P(Sym 2 (W * )) that preserves the set of n degenerate elements in Φ. When n points in P 1 are in general position, only the identity automorphism on P 1 can preserve the set of them as long as n > 3. If Φ is general, then the degenerate elements in Φ are in general position, and T must fix each element in Φ. Thus, T must take each W i to W i to fix each degenerate element in Φ Y . Moreover, T must be given by an orthogonal reflection in the vectors w Notation 4.16. For a nonsingular pair (ϕ 1 , ϕ 2 ) of quadratic forms on W , let B = {w 1 , w 2 , . . . , w n } be a standard basis of W with respect to (ϕ 1 , ϕ 2 ). We denote by
depends on the choice of B.
Proposition 4.17. Let Φ be a general nonsingular pencil of quadratic forms on W , dim(W ) = n > 3. Let (ϕ 1 , ϕ 2 ) be a good pair of Φ. When the orbit map q in Definition 4.13 is restricted on the set
it becomes a finite covering map over its image and there is a unique birational morphism v B (ϕ 1 ,ϕ 2 ) : q({Φ} × S Φ ) → P(W ) that makes the following diagram commutative for a standard basis B = {w 1 , w 2 , . . . , w n } of W with respect to (ϕ 1 , ϕ 2 ):
So it is enough to show that v B (ϕ 1 ,ϕ 2 ) is well-defined and birational. If Φ is general, then Proposition 4.15 says that all projective automorphisms of P(W ) preserving Φ are given by orthogonal reflections in the vectors w 1 , w 2 , . . . , w n and the number of such automorphisms is 2 n−1 . Let Λ ⊂ GL(W ) be the set of orthogonal reflections in w 1 , w 2 , . . . , w n and let T ∈ Λ. Then T * (ϕ 1 ) = ϕ 1 and T * (ϕ 2 ) = ϕ 2 . By (4.7) in Proposition 4.14, (4.9)
by Propositions 4.7 and 4.9. Hence,
for any T ∈ Λ, the morphism v B (ϕ 1 ,ϕ 2 ) is well-defined. On the other hand, the number of elements in
is exactly 2 n−1 , and the number of elements in (4.11) is also 2 n−1 by Proposition 4.9. Therefore, v B (ϕ 1 ,ϕ 2 ) is a birational morphism since sq B | v (ϕ 1 ,ϕ 2 ) (S Φ ) and q| {Φ}×S Φ are 2 n−1 to 1 morphisms and v (ϕ 1 ,ϕ 2 ) is a birational morphism.
Proposition 4.18. Let W and W ′ be complex vector spaces of dimension n. For a good pair (ϕ 1 , ϕ 2 ) of a nonsingular pencil Φ ⊂ P(Sym 2 (W * )), let B = {w 1 , w 2 , . . . , w n } be a standard basis for (ϕ 1 , ϕ 2 ) such that ϕ 1 ( z i w i ) = α i z 2 i and ϕ 2 ( z i w i ) = z 2 i with distinct complex numbers α 1 , α 2 , . . . , α n . Then
Proof. Firstly, (4.12) is given by the definition of v
by (4.7) in Proposition 4.14. Therefore,
Corollary 4.19. For a nonsingular pencil of quadrics Φ on a vector space W of dimension n > 3, let S Φ be the set of three-dimensional subspaces poised by Φ. Then there is a correspondence S :
Denote by p 1 and p 2 the natural projections:
Then p 2 is an embedding and p 1 is a submersion having fibers birational to P n−1 .
Fibers of the moduli map of second fundamental forms
Definition 5.1. With Notation 3.3, we say a point x = [x 1 : x 2 : · · · :
is general in the sense of Proposition 4.15, i.e., the trivial automorphism of II X,x ∼ = P 1 is the only projective automorphism of II X,x that preserves the set of degenerate elements in II X,x . (iv) The induced quadratic forms
Note that all the conditions are satisfied by general points in X. The first three conditions are formulated in terms of projective invariants of X and only the last condition depends on the choice of ϕ 1 , ϕ 2 ∈ Φ X ; (iv) is added for the convenience of later work. We denote by X reg ⊂ X the set of regular points in X. 
Proof. By (ii) and (iv) of Definition 5.1, the discriminant D(II X,x , ϕ 1 , ϕ 2 ) of II X,x has n distinct roots different from [0 : 1], [1 : 0] ∈ P(C 2 ). Moreover, by (ii) of Proposition 3.9, x i vanishes if and only if [1 :
n at x is of pure dimension three and smooth at x. In particular,
Proof. We will use the decomposition θ
in Proposition 3.9. Recall that the morphism θ ′ (ϕ 1 ,ϕ 2 ) is an isomorphism between projective spaces of dimension n and sq| X is a finite morphism from X onto a projective space of dimension n. By (i) in Definition 5.1, x is not a critical point of sq| X . Hence, the derivative
On the other hand, by (ii) in Definition 5.1, θ (ϕ 1 ,ϕ 2 ) (x) ∈ P(B n ) is stable with respect to the SL(2,C)-action on P(B n ) (defined in Definition 2.24), and the orbit
is irreducible and three-dimensional. Thus the fiber
is also of pure dimension three. Therefore, since the fiber (µ X ) −1 (µ X (x)) is of pure dimension three and smooth at x, Ker(d x µ X ) is a three-dimensional vector subspace in T x (X).
Definition 5.4. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n ≥ 3. Given a regular point x ∈ X, denote by P x the kernel
. The goal of this section is to prove that P x ⊂ T x (X) is poised by II X,x at every x ∈ X reg . To achieve this, we will describe P x at x explicitly.
Assumption 5.5. From Lemma 5.6 to Lemma 5.8, we work with Notation 3.3 and fix a point x = [x 1 : x 2 : · · · : x n+3 ] ∈ X that satisfies the conditions (i), (ii), and (iv) in Definition 5.1; we don't need to assume the condition (iii) here. As in Lemma 3.7, take W x = x ⊥ ∩ H with its basis {e ′ 1 , e ′ 2 , . . . , e ′ n } and regard the second fundamental form II X,x as the linear system of quadratic forms on W x generated by ϕ 1 | Wx and
, see Proposition 5.2. Then, by (ii) of Proposition 3.9, we assume
for 1 ≤ i ≤ n + 3 where the notationǐ means that i is excluded from the index set.
In the following lemma, we diagonalize the pair of two quadratic forms ϕ 1 | Wx and ϕ 2 | Wx .
Lemma 5.6. With Assumption 5.5, let {e ′ 1,x , e ′ 2,x , . . . , e ′ n,x } be a standard basis of W x with respect to (ϕ 1 | Wx , ϕ 2 | Wx ) such that
Proof. It suffices to show
reg , we don't need to show the linear independency of F i 's. For the case n = 1, we directly verify ϕ 1 | Wx = −α 1 c 1 F Recall the formulas (3.3) and (3.4) in Lemma 3.7. For n = 1,
By Assumption 5.5,
Similarly
For n ≥ 2, let
Then ϕ is a homogeneous polynomial of degree two in variables z
To prove this lemma, it suffices to show that M is identically zero for any s and t.
From (3.3) and (3.4),
To show M = 0, we apply elementary row operations to M. Let r i be the i-th row of M. We firstly remove D 1 ij (related to α 1 ) for i, j ≥ 2 by subtracting
is also a nonsingular intersection of two quadrics in H, which is defined by
Then x ′ satisfies the conditions (i), (ii), and (iv) in Definition 5.1 by Proposition 5.2. So we can apply induction hypothesis to
for i, j ≥ 2 and M ′ ij is zero by induction hypothesis. Hence, by (5.1) above,
If this process was to remove D 2 ij instead of D 1 ij (by subtracting constant multiple of the first row r 1 of M from other rows) at the beginning of this process, we obtain
instead of (5.2). Since From now on, we will compute generators for
We firstly do this with the basis {e 1,x , e 2,x , . . . , e n,x } of W x defined in Assumption 5.5 and later we will consider a standard basis {e
Lemma 5.7. With the basis {e 1,x , e 2,x , . . . , e n,x } of W x as in Assumption 5.5, P x ⊂ W x is generated by three vectors
i e i,x , and
Proof. The three vectors for P x are computed infinitesimally from the SL(2, C)-orbit of the discriminant
(See Definition 2.24 and Definition 3.5.) From (ii) of Proposition 2.23, an element
Then SL(2, C) is generated by S. Note that
So there are three natural infinitesimal generators of the SL(2, C)-action:
i .
These generators define three linearly independent vectors in W x and they generate P x .
To be more precise, we firstly compute the infinitesimal difference
where
In case of l = 0,
, we obtain the vector u (0) ∈ W x . Other two vectors u
(1) and u (2) are also obtained similarly.
Lemma 5.8. With a standard basis {e
i , and
Proof. By Lemma 5.6,
So it suffices to show
Firstly, recall the definitions
in Lemma 5.6 and 5.7. For simplicity, let i = 1. Then
(5.6)
We claim that S k vanishes k = 1 (i.e. k = i) and S 1 gives (5.4). For k = 2,
Let n ′ := n − 2, λ ′ j := λ j , and α
by Proposition 3.10, and the sum S 2 in (5.7) is also zero. Similarly S k is zero for k = 1, and (5.6) turns into (5.8)
On the other hand,
Let n ′′ := n − 1, λ
By Proposition 3.10 again,
Hence, (5.9) implies
. Then, by (5.6),
In the same way, we obtain (5.4) for any i.
Theorem 5.9. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n ≥ 3. Let µ X :
be the moduli map of second fundamental forms on X. Then P x = Ker(d x µ X ) ⊂ T x (X) at x ∈ X reg is a three-dimensional vector subspace poised by the second fundamental form II X,x .
Proof. Proposition 5.3 says that P x = Ker(d x µ X ) ⊂ T x (X) is a three-dimensional vector subspace at any x ∈ X reg and Lemma 5.8 implies that P x is poised by II X,x .
Refined moduli map of second fundamental forms
The final goal of this section is to prove Theorem 1.4. We define the refined moduli map of second fundamental forms first.
Definition 6.1. When X ∈ P n+2 is an intersection of two quadric hypersurfaces, define the refined moduli map of second fundamental forms
as a map assigning the isomorphism class of the pair (II X,x , P x ) ∈ Gr(1, P(Sym
Definition 6.2. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n > 3. Recall Definition 5.4. For x ∈ X reg , we denote by T x the image of
through the derivative of µ X at x, i.e.,
. Remark 6.3. Later we will show dim(T x ) = dim(P x ) = 3 at general x ∈ X. Then the derivative of µ X at general x ∈ X is injective, see Theorem 6.15. Now we verify a few lemmas to prove Theorem 6.15, which is an essential ingredient for the proof of Theorem 6.16(=Theorem 1.4).
Assumption 6.4. From Lemma 6.6 to Lemma 6.14, we work with Notation 3.3 and assume dim(X) = n > 3. Moreover, we fix a point x = [x 1 : x 2 : · · · : x n+3 ] ∈ X reg . As in Assumption 5.5, take W x = x ⊥ ∩ H with its basis {e
. Moreover we fix a standard basis B = {e
n . as in Lemma 5.6. Notation 6.5. Recall the birational morphism
Note that v B x depends on the choice of ϕ 1 , ϕ 2 ∈ Φ X and the choice of a standard basis B. Furthermore, we regard T x in Definition 6.2 as
for some a, b, c, d ∈ C satisfying ad − bc = 1. So let α ′ i and λ ′ j be as in the statement. On the other hand, by Proposition 3.11,
where ϕ ′ 1 = dϕ 1 − bϕ 2 and ϕ ′ 2 = −cϕ 1 + aϕ 2 . By (6.3) and (6.2),
Moreover,
By (6.4) and (6.5), if we apply Lemma 5.8 to x ′ with (ϕ
We denote the vector z
is as in Notation 6.7, consider three vectors
Then T x corresponds to a vector subspace T ′ x ⊂ W x generated by w (0) , w (1) , w (2) , and
Then, as in the proof of Lemma 5.7, there are natural infinitesimal generators of SL(2, C)-action on λ i 's:
and (6.7) gives (6.6) for l = 0. Other two vectors w (1) , w (2) are also obtained similarly.
Notation 6.9. Let α : W x → W x be the linear map sending each vector
i,x ∈ W x . Lemma 6.10. In Lemma 6.8, consider a bigger subspace T ′′ x ⊂ W x generated by five vectors
Proof. This lemma follows from two relations
Notation 6.11. Given a vector u = u i e ′ i,x ∈ W x , denote by T (u) the vector subspace in W x generated by 5 vectors I := e
The determinant of this matrix is a nonzero polynomial in u i 's. For example, the determinant polynomial contains the term u 1 u 2 u 3 with nonzero coefficient. So the matrix has rank five for general u ∈ W x . Notation 6.13. In Lemma 6.8, we denote by w x the vector w Lemma 6.14. Let x be a general point in X reg with n > 4. Then T ′′ x ∈ Gr(5, W x ). Proof. It is enough to show T (w x ) ∈ Gr(5, W x ) for general x ∈ X reg . (See Notation 6.13.) Let σ 0 λ n+3 + σ 1 λ n+2 + · · · + σ n+2 λ + σ n+3 be a polynomial in λ of which the roots are λ 1 , λ 2 , . . . , λ n+3 ∈ C. Then Since λ j 's are distinct complex numbers, each w x i is a nonzero rational function in α i . Hence, for general α i 's in C, the vector w x ∈ W x is general in the sense of Lemma 6.12. In other words, for general x ∈ X reg , the vector subspace T (w x ) has dimension five if n > 4.
By the definition of T ′′ x , Lemma 6.14 gives the following theorem. Theorem 6.15. Let X ⊂ P n+2 be a nonsingular intersection of two quadric hypersurfaces with n > 4. Let µ X : X reg → M PQ n be the refined moduli map of second fundamental forms on X. Denote by X good the subset {x ∈ X reg | Ker(d x µ X ) = 0} ⊂ X reg . Then X good is nonempty.
Proof. Note that µ X | X reg = π n • µ X : X reg → M PQ n where π n is the forgetful morphism from M PQ n to M PQ n . Hence, at x ∈ X reg ,
and Ker(d x µ X ) = 0 if and only if dim(d x µ X (P x )) = dim(P x ) = 3. For general x ∈ X reg , the subspace T When we denote by p 1 and p 2 the natural projections, Proposition 3.11 implies that p 1 is dominant and has fibers of positive dimension since θ (cϕ ′ 1,x ,cϕ ′ 2,x ) = θ (ϕ ′ 1,x ,ϕ ′ 2,x ) for every nonzero c ∈ C. Hence, C has dimension at least n + 1, and general fibers of p 2 have dimension at least n − 3.
For α ∈ C, consider a hyperplane H α ⊂ P(B n ) consisting of binary forms that vanish at [1 : α] ∈ P(C 2 ). Since the discriminant map θ (ϕ 1 ,ϕ 2 ) : X → P(B n ) is dominant by Proposition 3.9, we can take α 1 ∈ C so that the dimension of M α 1 := M ∩ (θ (ϕ 1 ,ϕ 2 ) ) −1 (H α 1 ) is n − 1. Then the inverse image (p 1 ) −1 (M α 1 ) has dimension at least n and general fibers of p 2 | (p 1 ) −1 (Mα 1 ) have dimension at least n − 4(> 0 as long as n > 4). When we denote (p 1 ) −1 (M α 1 ) ⊂ C by C α 1 , there is a pair of linearly independent quadratic forms ϕ 
2 ) (f (x)) = θ (ϕ 1 ,ϕ 2 ) (x)} through p 1 also has positive dimension because p 1 is injective on each fiber of p 2 . Let x be a point in the set. Then (6.11) θ (ϕ ′ 1 ,ϕ ′ 2 ) (f (x)) = θ (ϕ 1 ,ϕ 2 ) (x) = [(α 1 s − t)(α 2 s − t) · · · (α n s − t)] ∈ P(B n ) for some distinct complex numbers α 2 , α 3 , . . . , α n different from α 1 . (Here we need the properties (ii) and (iv) of X reg in Definition 5.1.) Since x is in M, (6.12) µ X (x) = µ X ′ (f (x)) by (6.8).
On the other hand, let {e is equivalent to (6.13). So we will finally show (6.14) to conclude that X and X ′ are biregular to each other.
Recall Proposition 4.17, Notation 6.5, and Notation 6.7. Then, since x ∈ X reg , (6.11) and (6.12) imply (6.15) v .
To be more precise, consider the subspace P x = Ker(d x µ X ) ⊂ T x (X), which is poised by II X,x since x ∈ X reg . (See Theorem 5.9.) With a standard basis B = {w Since M (ϕ ′ 1 ,ϕ ′ 2 ) α 1 in (6.10) has positive dimension and the discriminant map θ (ϕ 1 ,ϕ 2 ) is finite, there is y ∈ M (ϕ ′ 1 ,ϕ ′ 2 ) α 1 satisfying θ (ϕ 1 ,ϕ 2 ) (y) = θ (ϕ 1 ,ϕ 2 ) (x) ∈ P(B n ). Then
2 ) (f (y)) = θ (ϕ 1 ,ϕ 2 ) (y) = [(α 1 s − t)(β 2 s − t) · · · (β n s − t)] ∈ P(B n ) for some distinct complex numbers {β 2 , β 3 , . . . , β n } = {α 2 , α 3 , . . . , α n } ⊂ C, and (6.19) u Note that M is a Vandermonde matrix since α 1 , α 2 , . . . , α n+4 are distinct complex numbers. Hence, M is invertible, and (6.21) implies (6.14). Therefore, X and X ′ are biregular to each other.
