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This paper briefly reviews the relationship between
local and global optimality conditions in [15]. Con-
sider the polynomial optimization problem

min f(x)
s.t. hi(x) = 0 (i = 1, . . . ,m1),
gj(x) ≥ 0 (j = 1, . . . ,m2),
(1)
where f, h1, . . . , hm1 , g1, . . . , gm2 are real polynomials
in x := (x1, . . . , xn). For convenience, denote
h := (h1, . . . , hm1), g := (g1, . . . , gm2)
and g0 := 1. Let K be the feasible set of (1). When
there are no equality (resp., inequality) constraints,
the tuple h = ∅ and m1 = 0 (resp., g = ∅ and m2 =
0).
The problem (1) can be treated as a general non-
linear program. By classical nonlinear optimization
methods, we can typically get a Karush-Kuhn-Tucker
(KKT) point of (1). Theoretically, it is NP-hard to
check whether a KKT point is a local minimizer or
not. However, it is often not too hard to do that in
practice. This is because there exist standard condi-
tions ensuring local optimality. On the other hand,
it is often much harder to get a global minimizer. In
practice, sometimes we may be able to get a global
optimizer, but it is typically hard to verify the global
optimality. A major reason for this is lack of easily
checkable global optimality conditions in nonlinear
programming theory.
Local and global optimality conditions are presum-
ably very different, except special cases like convex
optimization. For general nonconvex optimization,
little is known about global conditions. However,
for polynomial optimization, this is possible by using
representations of nonnegative polynomials. Interest-
ingly, global optimality conditions are closely related
to the local ones, which was discovered in the paper
[15].
1 Local Optimality Conditions
Let u be a local minimizer of (1) and
J(u) := {j1, . . . , jr}
be the index set of active inequality constraints. If
the constraint qualification condition (CQC) holds at
u, i.e., the gradient vectors
∇h1(u), . . . ,∇hm1(u),∇gm1(u), . . . ,∇gjr (u)
are linearly independent, then there exist Lagrange
multipliers λ1, . . . , λm1 and µ1, . . . , µm2 satisfying
∇f(u) =
m1∑
i=1
λi∇hi(u) +
m2∑
j=1
µj∇gj(u), (2)
µ1g1(u) = · · · = µm2gm2(u) = 0,
µ1 ≥ 0, . . . , µm2 ≥ 0.
}
(3)
The equation (2) is called the first order optimality
condition (FOOC), and (3) is called the complemen-
tarity condition. If it further holds that
µ1 + g1(u) > 0, . . . , µm2 + gm2(u) > 0, (4)
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then the strict complementarity condition (SCC)
holds at u. The strict complementarity is equiva-
lent to µj > 0 for every j ∈ J(u). Let L(x) be the
Lagrange function
L(x) := f(x)−
m1∑
i=1
λihi(x)−
∑
j∈J(u)
µjgj(x).
Clearly, (2) implies the gradient ∇xL(u) = 0. The
polynomials f, hi, gj are smooth functions. Thus, un-
der the constraint qualification condition, the second
order necessity condition (SONC) holds:
vT∇2xL(u)v ≥ 0 ∀ v ∈ G(u)
⊥. (5)
In the above, G(u) denotes the Jacobian of the active
constraining polynomials
G(u) = Jacobian
(
h1, . . . , hm1 , gj1 , . . . , gjr
)∣∣∣
x=u
and G(u)⊥ denotes the null space of G(u). If it holds
that
vT∇2xL(u)v > 0 for all 0 6= v ∈ G(u)
⊥, (6)
then the second order sufficiency condition (SOSC)
holds at u. The relations among the above conditions
can be summarized as follows: if CQC holds at u,
then (2), (3) and (5) are necessary conditions for u to
be a local minimizer, but they may not be sufficient;
if (2), (3), (4) and (6) hold at u ∈ K, then u is a strict
local minimizer of (1). We refer to [1, Section 3.3] for
such classical results.
Mathematically, CQC, SCC and SOSC are suffi-
cient for local optimality, but may not be necessary.
However, for generic cases, they are sufficient and
necessary conditions. This is a major conclusion of
[15]. Denote by R[x]d the set of real polynomials in
x and with degrees at most d. Let [m] := {1, . . . ,m}.
The following theorem is from [15].
Theorem 1. Let d0, d1, . . . , dm1 , d
′
1, . . . , d
′
m2
be pos-
itive integers. Then there exist a finite set of nonzero
polynomials ϕ1, . . . , ϕL, which are in the coefficients
of polynomials f ∈ R[x]d0 , hi ∈ R[x]di (i ∈ [m1]),
gj ∈ R[x]d′
j
(j ∈ [m2]) such that if
ϕ1(f, h1, . . . , hm1 , g1, . . . , gm2) 6= 0,
...
ϕL(f, h1, . . . , hm1 , g1, . . . , gm2) 6= 0,
then CQC, SCC and SOSC hold at every local mini-
mizer of (1).
Theorem 1 implies that the local conditions CQC,
SCC and SOSC hold at every local minimizer in the
space of input polynomials with given degrees, except
a union of finitely many hypersurfaces. So, they hold
in an open dense set in the space of input polynomi-
als. Therefore, CQC, SCC and SOSC can be used
as sufficient and necessary conditions in checking lo-
cal optimality, for almost all polynomial optimization
problems. This fact was observed in nonlinear pro-
gramming.
2 A global optimality condition
Let u be a feasible point for (1). By the definition, u
is a global minimizer if and only if
f(x)− f(u) ≥ 0 ∀x ∈ K. (7)
Typically, it is quite difficult to check (7) directly.
In practice, people are interested in easily checkable
conditions ensuring (7). For polynomial optimiza-
tion, this is possible by using sum-of-squares type
representations.
Let R[x] be the ring of real polynomials in x :=
(x1, . . . , xn). A polynomial p ∈ R[x] is said to
be sum-of-squares (SOS) if p = p21 + · · · + p
2
k for
p1, . . . , pk ∈ R[x]. A sufficient condition for (7) is
that there exist polynomials φ1, . . . , φm1 ∈ R[x] and
SOS polynomials σ0, σ1, . . . , σm2 ∈ R[x] such that
f(x)− f(u) =
m1∑
i=1
φi(x)hi(x) +
m2∑
j=0
σj(x)gj(x). (8)
The equality in (8) is a polynomial identity in the
variables of x. Note that for every feasible point x in
(1), the right hand side in (8) is always nonnegative.
This is why (8) ensures that u is a global minimizer.
The condition (8) was investigated by Lasserre [6]. It
was a major tool for solving the optimization problem
(1) globally. We call (8) a global optimality condition
for (1).
People wonder when the global optimality condi-
tion holds. The representation of f(x) − f(u) in (8)
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was motivated by Putinar’s Positivstellensatz [16],
which gives SOS type certificates for positive or non-
negative polynomials on the set K. Denote
〈h〉 := h1R[x] + · · ·+ hm1R[x],
which is the ideal generated by the polynomial tuple
h. Let Σ[x] be the set of all SOS polynomials in
R[x]. The polynomial tuple g generates the quadratic
module:
Q(g) := Σ[x] + g1Σ[x] + · · ·+ gm2Σ[x].
If there exists a polynomial p ∈ 〈h〉 + Q(g) such
that the set {x ∈ Rn : p(x) ≥ 0} is compact,
then 〈h〉 + Q(g) is said to be archimedean. The
archimedeanness of 〈h〉 +Q(g) implies the compact-
ness of K, while the reverse is not necessary. How-
ever, whenK is compact, we can always add a redun-
dant condition like R−‖x‖22 ≥ 0 to the tuple g so that
〈h〉 +Q(g) is archimedean. Hence, archimedeanness
of 〈h〉 + Q(g) is almost equivalent to the compact-
ness of K. Putinar’s Positivstellensatz [16] says that
if 〈h〉 +Q(g) is archimedean, then every polynomial
which is strictly positive on K belongs to 〈h〉+Q(g)
(cf. [16]).
The global optimality condition (8) is equivalent to
the membership
f(x)− f(u) ∈ 〈h〉+Q(g).
When u is a global minimizer of (1), the polynomial
f˜(x) := f(x)− f(u)
is nonnegative on K, but not strictly positive on K.
This is because u is always a zero point of f˜ on K.
So, Putinar’s Positivstellensatz itself does not imply
the global optimality condition (8). Indeed, there are
counterexamples that (8) may not hold. For instance,
when f is the Motzkin polynomial x21x
2
2(x
2
1 + x
2
2 −
3x23) + x
6
3 and K is the unit ball, then (8) fails to
hold.
However, the global optimality condition (8) holds
for almost all polynomials f, hi, gj , i.e., it holds in
an open dense set in the space of input polynomials.
This is a major conclusion of [15]. The ideal 〈h〉 is
said to be real if every polynomial in R[x] vanishing
on the set {x ∈ Rn : h(x) = 0} belongs to 〈h〉 (cf. [2]).
This is a general condition. For instance, if 〈h〉 is a
prime ideal and h has a nonsingular real zero, then
〈h〉 is real (cf. [2]). As pointed out earlier, when the
feasible set K is compact, we can generally assume
that 〈h〉+Q(g) is archimedean. Interestingly, the lo-
cal conditions CQC, SCC and SOSC imply the global
optimality condition (8), under the archimedeanness
of 〈h〉+Q(g). The following theorem is a consequence
of the results in [15].
Theorem 2. Assume that the ideal 〈h〉 is real and
the set 〈h〉 + Q(g) is archimedean. If the constraint
qualification condition, strict complementarity condi-
tion, and second order sufficiency condition hold at
every global minimizer of (1), then the global opti-
mality condition (8) holds.
Proof. At every global minimizer u of f on K,
the CQC, SCC and SOSC conditions implies that
the boundary hessian condition holds at u, by
Theroem 3.1 of [15]. The boundary hessian condition
was introduced by Marshall [11] (see Condition 2.3 of
[15]). Let fmin be the global minimum value of (1).
Denote V = {x ∈ Rn : h(x) = 0}. Let I(V ) be
the set of all polynomials vanishing on V . By The-
orem 9.5.3 of [10] (also see Theorem 2.4 of [15]), we
have
f(x)− fmin ∈ I(V ) +Q(g).
Because 〈h〉 is real, 〈h〉 = I(V ) and
f(x)− f(u) ∈ 〈h〉+Q(g).
So, the global optimality condition (8) holds.
By Theorem 1, the local conditions CQC, SCC and
SOSC hold generically, i.e., in an open dense set in
the space of input polynomials. Therefore, the global
optimality condition (8) also holds generically, when
〈h〉 is real and 〈h〉+Q(g) is archimedean.
3 Lasserre’s hierarchy
Lasserre [6] introduced a sequence of semidefinite re-
laxations for solving (1) globally, which is now called
Lasserre’s hierarchy in the literature. It can be
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desribed in two equivalent versions. One version uses
SOS type representations, while the other one uses
moment and localizing matrices. They are dual to
each other, as shown in [6]. For convenience of de-
scription, we present the SOS version here. For each
k ∈ N (the set of nonnegative integers), denote the
sets of polynomials (note g0 = 1)
〈h〉2k :=
{
m1∑
i=1
φihi
∣∣∣∣∣ each φi ∈ R[x]and deg(φihi) ≤ 2k
}
,
Qk(g) :=


m2∑
j=0
σjgj
∣∣∣∣∣∣
each σj ∈ Σ[x]
and deg(σjgj) ≤ 2k

 .
Note that 〈h〉2k is a truncation of 〈h〉 and Qk(g) is
a truncation of Q(g). The SOS version of Lasserre’s
hierarchy is the sequence of relaxations
max γ s.t. f − γ ∈ 〈h〉2k +Qk(g) (9)
for k = 1, 2, . . . ,. The problem (9) is equivalent to
a semidefinite program (SDP). So it can be solved
as an SDP by numerical methods. For instance, the
software GloptiPoly 3 [3] and SeDuMi [18] can be
used to solve it. We refer to [7, 9, 10] for recent work
in polynomial optimization.
Let fmin be the minimum value of (1) and fk de-
note the optimal value of (9). It was shown that
(cf. [6])
· · · ≤ fk ≤ fk+1 ≤ · · · ≤ fmin.
When 〈h〉+Q(g) is archimedean, Lasserre [6] proved
the asymptotic convergence
fk → fmin as k →∞.
If fk = fmin for some k, Lasserre’s hierarchy is said
to have finite convergence. It is possible that the
sequence {fk} has only asymptotic, but not finite,
convergence. For instance, this is the case when f
is the Motzkin polynomial x21x
2
2(x
2
1 + x
2
2 − 3x
2
3) + x
6
3
and K is the unit ball [12, Example 5.3]. Indeed,
such f always exists whenever dim(K) ≥ 3, which
can be implied by [17, Prop. 6.1]. However, such
cases do not happen very much. Lasserre’s hierarchy
often has finite convergence in practice, which was
demonstrated by extensive numerical experiments in
polynomial optimization (cf. [4, 5]).
A major conclusion of [15] is that Lasserre’s hier-
archy almost always has finite convergence. Specifi-
cally, it was shown that Lasserre’s hierarchy has finite
convergence when the local conditions CQC, SCC
and SOSC are satisfied, under the archimedeanness.
The following theorem is shown in [15].
Theorem 3. Assume that 〈h〉+Q(g) is archimedean.
If the constraint qualification, strict complementarity
and second order sufficiency conditions hold at every
global minimizer of (1), then Lasserre’s hierarchy of
(9) has finite convergence.
By Theorem 1, the local conditions CQC, SCC and
SOSC at every local minimizer, in an open dense set
in the space of input polynomials. This implies that,
under the archimedeanness of 〈h〉 +Q(g), Lasserre’s
hierarchy has finite convergence, in an open dense set
in the space of input polynomials. That is, Lasserre’s
hierarchies almost always (i.e., generically) have finite
convergence. This is a major conclusion of [15].
If one of the assumptions in Theorem 3 does not
hold, then {fk} may fail to have finite convergence.
The counterexamples were shown in §3 of [15]. On
the other hand, there exists other non-generic con-
ditions than ensures finite convergence of {fk}. For
instance, if h has finitely many real or complex zeros,
then {fk} has finite convergence (cf. [8, 14]).
Since the minimum value fmin is typically not
known, a practical concern is how to check fk = fmin
in computation. This issue was addressed in [13].
Flat truncation is generally a sufficient and necessary
condition for checking finite convergence.
For non-generic polynomial optimization problems,
it is possible that the sequence {fk} does not have
finite convergence to fmin. People are interested in
methods that have finite convergence for minimizing
all polynomials over a given set K. The Jacobian
SDP relaxation proposed in [12] can be applied for
this purpose. It gives a sequence of lower bounds that
have finite converge to fmin, for every polynomial f
that has a global minimizer over a general set K.
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