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Hamiltonian formulation of lattice gauge theories (LGTs) is the most natural framework for the
purpose of quantum simulation, an area of research that is growing with advances in quantum-
computing algorithms and hardware. It, therefore, remains an important task to identify the most
accurate, while computationally economic, Hamiltonian formulation(s) in such theories, considering
the necessary truncation imposed on the Hilbert space of gauge bosons with any finite computing
resources. This paper is a first step toward addressing this question in the case of non-Abelian LGTs,
which further require the imposition of non-Abelian Gauss’s laws on the Hilbert space, introducing
additional computational complexity. Focusing on the case of SU(2) LGT in 1+1 dimensions coupled
to one flavor of fermionic matter, a number of different formulations of the original Kogut-Susskind
framework are analyzed with regard to the dependence of the dimension of the physical Hilbert
space on boundary conditions, system’s size, and the cutoff on the excitations of gauge bosons.
The impact of such dependencies on the accuracy of the spectrum and dynamics obtained from
a Hamiltonian computation is examined, and the (classical) computational-resource requirements
given these considerations are studied. Besides the well-known angular-momentum formulation of
the theory, the cases of purely fermionic and purely bosonic formulations (with open boundary
conditions), and the Loop-String-Hadron formulation are analyzed, along with a brief discussion
of a Quantum-Link-Model formulation of the same theory. Clear advantages are found in working
with the Loop-String-Hadron framework which implements non-Abelian Gauss’s laws a priori using
a complete set of gauge-invariant operators. Although small lattices are studied in the numerical
analysis of this work, and only the simplest algorithms are considered, a range of conclusions will be
applicable to larger systems and potentially to higher dimensions. Future studies will extend this
investigation to the analysis of resource requirements for quantum simulations of non-Abelian LGT,
with the goal of shedding light on the most efficient Hamiltonian formulation of gauge theories of
relevance in nature.
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I. INTRODUCTION
Gauge field theories are at the core of our modern un-
derstanding of nature, from the descriptions of quantum
Hall effect and superconductivity in condensed-matter
physics [1, 2], to the mechanisms underlying the inter-
actions of sub-atomic particles at the most fundamental
level within the Standard Model of particle physics [3],
to emerging in the context of high-energy models pro-
posed for new physics that are yet to be discovered [4].
Strongly interacting gauge theories coupled to matter,
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2such as the quantum theory of strong interactions or
quantum chromodynamics (QCD), are notoriously hard
to simulate, and often demand applications of nonper-
turbative numerical strategies. Lattice-based methods,
in which quantum fields are placed on a finite spacetime
lattice, provide a natural regulation of ultraviolet modes
and along with Renormalization Group (RG) methods,
recover the continuum limit of the theory.1 Such a dis-
cretized theory also provides the framework for nonper-
turbative numerical studies, such as those based in path
integral (Lagrangian) and Hamiltonian (canonical) for-
mulations. While these two approaches are intrinsically
equivalent, symmetries and constraints are manifested
differently in each case [5].
Path integral vs. Hamiltonian formulation of lat-
tice gauge theories. From a computational standpoint,
the path-integral formulation has emerged as the pri-
mary tool in the LGT program given its parallels with
the quantum statistical physics [6, 7], and its reliance
on efficient state-of-the-art quantum Monte Carlo sam-
pling techniques given this connection [8]. However, in
order for such an analogy with statistical mechanics to
be established, a Wick rotation to Euclidean spacetime
is performed such that only imaginary-time correlation
functions are directly accessed in this numerical program.
This feature introduces two limitations: firstly the con-
nection to real-time quantities is lost, and except in lim-
ited cases (e.g., Refs. [9–13]), practical proposals are lack-
ing for mapping a generic Euclidean correlation function
that is obtained numerically on a spacetime lattice to dy-
namical amplitudes as measured in experiments. Second,
a non-zero fermionic chemical potential introduces a sign
problem by making the sampling weight in the Euclidean
path integral imaginary [14], along with an inherently
related signal-to-noise problem observed in correlation
functions at zero chemical potential but with non-zero
baryonic number [15]. On the other hand, the Hamilto-
nian formulation lacks the manifestly Lorentz covariance
of the path-integral formulation, and further requires
gauge fixing. In particular, in the most common gauge in
which the temporal component of the gauge field is set to
zero, the information about ‘constants of motion’ is lost
and the related constraint must be imposed a posteriori
on the Hilbert space. From a computational perspec-
tive, a Hamiltonian formulation enables both real-time
and imaginary-time simulations. However, the most effi-
cient numerical approach in Hamiltonian-based studies is
no longer stochastic as in the path-integral formulation,
and the cost of a typical numerical simulation scales with
powers of the dimension of the Hilbert space (which it-
self grows exponentially with the size of the system). Ex-
tremely efficient Hamiltonian-simulation algorithms have
been developed and implemented in recent years for low-
dimensional LGTs using tensor-network methods [16],
1 In asymptotically free theories like QCD.
but they rely on strict assumptions on the rate of entan-
glement growth in the physical system [17], assumptions
that generally break down as system evolves arbitrarily
in time.
Despite the drawbacks encountered in a Hamiltonian
approach to LGTs, there has been revived interest in
the Hamiltonian-simulation program given the improv-
ing prospects of quantum simulation and quantum com-
putation. A plethora of ideas, proposals, and imple-
mentations have emerged for simulations of quantum
many-body systems in general [18–22], and quantum field
theories and LGTs in particular (see e.g., Refs. [23–
62]), in recent years, in light of advances in existing
and upcoming digital and analog quantum-simulation
technologies [63–74]. Generally speaking, a quantum-
simulating/computing hardware will reduce the exponen-
tial cost of encoding the Hilbert space of a LGT onto the
classical bits down to a polynomial cost, by storing infor-
mation onto the quantum-mechanical wavefunctions of
qubits. Nonetheless, quantum hardware will continue to
exhibit small capacity and noise-limited capability for the
foreseeable future. As a result, the search for an ultimate
efficient formulation of LGTs for the quantum-simulation
program is a crucial first step toward harnessing the
power of quantum-simulating/computing platforms. In
the meantime, as the classical Hamiltonian-simulation al-
gorithms advance, such efficient formulation(s) can facil-
itate classical studies as well. In what follows, we elab-
orate on the meaning of an efficient formulation2 in the
case of non-Abelian LGTs, and will make such efficiency
considerations explicit by analyzing in depth the case
of the SU(2) LGT in 1+1 Dimensions (D) coupled to
matter. The focus is exclusively on the cost analysis of
exact Hamiltonian-simulation algorithms using classical-
computing hardware. Nonetheless, this study lays the
groundwork for an analysis of resource requirements for
simulating the same theory on quantum hardware, to be
presented in future work.
A summary of the pros and cons of various
representations of Kogut-Susskind theory. In
1980s, Kogut and Susskind formulated a lattice Hamilto-
nian for Yang-Mills gauge-field theories coupled to mat-
ter [83] that recovered the continuum limit, and was
shown to be equivalent to Wilson’s path-integral formula-
tion [6] of the same lattice theory. The Kogut-Susskind
(KS) Hamiltonian further made it possible to perform
quantum-mechanical perturbation theory around the
2 A number of other proposals for general boson(gauge)-field dig-
itizations exist as can be found in e.g., Refs. [50, 75–80]. These
will not be analyzed in the current work. Instead the focus is on
the representation of the gauge theory itself in terms of the cho-
sen basis states for fermions and bosons, and the gauge group
will be kept exact despite the imposed truncation on the high
excitations. One exception to this trend is the discussion of the
Quantum Link Model [81, 82] of the SU(2) LGT that, given its
popularity in the context of quantum simulation, is discussed in
some length in Appendix A.
3strong-coupling vacuum, i.e., the ground state of the the-
ory in the limit where the mass term and the electric-field
term in the Hamiltonian dominate, see Sec. II. Spectra
and dynamics of both U(1) and SU(2) LGTs using the KS
Hamiltonian in low dimensions were later studied toward
the continuum limit, using high-order strong-coupling ex-
pansions, as well as non-perturbative numerical methods,
see e.g., Refs. [84–89]. Such investigations have continued
to date using state-of-the-art algorithms such as those
based on Matrix Product States [16, 90–92]. Given the
requirement of generating and storing the Hamiltonian
matrix whose size is determined by the size of the Hilbert
space, and given the infinite dimensionality of the Hilbert
space of a gauge theory, the truncation on excitations of
the gauge degrees of freedom (DOF) is a necessity.3 Fur-
thermore, only a small but still exponentially large (in
the system’s size) portion of the space of all possible basis
states are those satisfying the gauge constraints, i.e., the
local Gauss’s laws. As will be demonstrated, exact and
inexact Hamiltonian methods are not capable of simulat-
ing the full Hilbert space of a gauge theory even for small
systems and small cutoff values on the gauge-field exci-
tations. As a result, as a first step in the computation,
a mechanism to construct the physical Hilbert space and
its corresponding Hamiltonian must be implemented.
The representation chosen for fermionic and gauge
DOE in a given LGT dictates the way the Hilbert-space
truncation is performed and whether gauge invariance
remains intact. It also determines the complexity of the
construction of the physical Hilbert space and its asso-
ciated Hamiltonian matrix for the sake of computation.
For non-Abelian LGTs, in particular, the Gauss’s law
constraints are more complex to impose. In the case of
the SU(2) LGT coupled to matter in the original proposal
of Kogut and Susskind, the Hilbert space of the gauge
DOF are expressed in terms of local angular-momentum
basis states that mimic those associated with rigid-body
rotations in fixed and body frames [83]. To construct
the physical Hilbert space, these on-site basis states are
combined with the fermionic DOF expressed in the fun-
damental representation of SU(2) in such a way that the
net angular momentum is zero at each site. Furthermore,
an Abelian constraint is satisfied such that the total an-
gular momenta on the left and right of a link connecting
two lattice sites are equal. As it will be demonstrated,
even in 1+1 D, the computational complexity of impos-
ing such constraints grows quickly with the size of the
system, and with the cutoff imposed on the total angu-
lar momentum. The physical states, in general, become
linear combinations of a large and growing number of
terms in the basis chosen, adding to the complexity of
Hamiltonian generation.
3 In the Quantum-Link-Model formulation of the SU(2) LGT,
the gauge DOF are chosen to be fermionic, yielding a finite-
dimensional Hilbert space [81, 82]. However, unless the contin-
uum limit is taken through a dimensional-reduction procedure,
the theory is not equivalent to the KS LGT.
With open boundary conditions (OBC) in 1+1 D, it is
possible to eliminate any dependence on the gauge DOE
with the use of a gauge transformation, along with the
application of Gauss’s laws at the level of the Hamil-
tonian operator itself, as already proposed as a viable
efficient basis for Hamiltonian simulation of the SU(2)
LGT in Refs. [90, 91]. Such a trick significantly re-
duces the computational cost of imposing Gauss’s laws
on the Hilbert space and eliminates the need for a cut-
off on the gauge DOF. However, as will be shown,
there remain redundancies in this representation com-
pared with the physical Hilbert space of the KS the-
ory in the angular-momentum basis that grows slowly
with the system’s size. Furthermore, this formulation
can not be extended to higher dimensions since there
are not sufficient Gauss’s laws present to eliminate all
gauge DOF. So it will be beneficial to examine a formu-
lation with better generalizability prospects. A recent
bosonization proposal [93, 94] for LGTs is explored as
well, in which a subset of Gauss’s laws corresponding
to the Cartan sub-algebra of the SU(N) group coupled
to one flavor of fundamental fermions are augmented
with an additional U(1) Abelian Gauss’s law to allow
the elimination of fermionic DOF. While this procedure
works in any dimension, it trades the finite-dimensional
Hilbert space of the fermions with intrinsically infinite-
dimensional Hilbert space of the gauge DOF, including
an additional U(1) field. The Hilbert space of these
bosonic fields must be cut off for practical purposes,
which could lead to systematic uncertainties in computa-
tions with finite resources. Furthermore, constructing the
Hamiltonian matrix in the physical Hilbert space remains
computationally involved in the bosonic formulation.
The complexity associated with non-Abelian LGTs in
the KS theory in its original formulation is the moti-
vation behind the development of a recent framework
called the Loop-String-Hadron (LSH) formulation for the
SU(2) LGT coupled to matter, which is valid in any
dimensions [40, 95]. It is founded upon the prepoten-
tial formalism of pure LGTs [96–100], which is funda-
mentally a representation that re-expresses the angular-
momentum basis in terms of the harmonic-oscillator basis
of Schwinger bosons [101].4 As a result, the SU(2) gauge-
link and electric-field operators are expressed in terms
of harmonic-oscillator creation and annihilation opera-
tors and allow gauge-invariant operators to be formed
out of gauge and fermionic DOF at each site. These
operators, therefore, excite only the states in the phys-
ical sector of the Hilbert space, as long as an Abelian
Gauss’s law is satisfied, which requires the number of
oscillators at the left and right of the link to be equal.
4 Prepotential formulation for SU(3) [102] as well as SU(N) [103]
LGTs have also been constructed in terms of irreducible
Schwinger bosons [104, 105] in any dimension. These exhibit
the same features as the SU(2) theory discussed in the present
paper.
4The LSH formulation constructs a complete set of prop-
erly normalized gauge-invariant operators and expresses
the Hamiltonian in terms of this complete basis [95]. As
will be shown, the Hilbert space of the KS theory in the
angular-momentum basis after imposing the Abelian and
non-Abelian Gauss’s laws, and for a given cutoff on the
gauge DOF, is identical to that of the LSH Hamiltonian.
Nonetheless, the computational cost of generating the
associated Hamiltonian is far less in the LSH framework
given its already gauge-invariant physical basis states.
Consequently, the simplicity of the fermionic represen-
tation (with OBC) is enjoyed by the LSH formulation
as well but without associated redundancies, and with
the prospects of straightforward applications to higher
dimensions.
Outline of the paper. While all the different formu-
lations studied here have been introduced, and to some
extent implemented, in literature, the conclusions briefly
stated above and those that will follow, are new and have
resulted from a thorough comparative analysis that is
conducted in this work. In particular, an analysis of the
size of the full and physical Hilbert spaces as a function
of the system’s size and, when applicable, the cutoff on
the gauge DOF is presented in Sec. III for all the for-
mulations of SU(2) LGT in 1+1 D enumerated above
(and reviewed in Sec. II). Here, empirical relations are
obtained from a numerical study with small lattice sizes.
These results lead to a discussion of the time complexity
of exact classical Hamiltonian-simulation algorithms in
Sec. V. Section VI contains an analysis of the impact of
the cutoff on the spectrum and dynamics of the theory.
A detailed discussion of the global symmetries of SU(2)
LGT in 1+1 D is presented in Sec. IV, which allows the
decomposition of the physical Hilbert space of the theory
to even smaller decoupled sectors, hence simplifying the
computation. While not a focus of this work, a brief com-
parative study of the KS SU(2) theory in 1+1 D with a
QLM formulation [82] is presented in Appendix A. Given
the extent of discussions, and the spread of observations
and conclusions made throughout this paper, Sec. VII
will summarize the main points of the study more crisply,
along with presenting an outlook of this work.
In summary, the results presented here should offer a
clear path to the practitioner of Hamiltonian-simulation
techniques to evaluate the pros and cons of a given for-
mulation of the SU(2) LGT in 1+1 D in connection to
the simulation algorithm used. A similar study for the
2+1-dimensional theory can shed light on the validity
of the conclusions made for higher-dimensional cases.5
Moreover, the conclusions of this work will guide future
studies of non-Abelian LGTs in the context of quantum
simulation.
5 See a recent work on the efficient Hamiltonian simulation of the
U(1) LGT in 2+1 D in Ref. [60].
II. AN OVERVIEW OF THE
KOGUT-SUSSKIND SU(2) LGT AND ITS
VARIOUS FORMULATIONS
Within the Hamiltonian formulation of LGTs introduced
by Kogut and Susskind, the temporal direction is contin-
uous while the spatial direction is discretized. Each site
along the spatial direction is split into two staggered sites,
as shown in Fig. 1, such that matter and anti-matter
fields occupy even and odd sites, respectively. The num-
ber of sites along this direction is denoted by N and is
called the lattice size throughout. The spacing between
adjacent sites after staggering is denoted as a. For the
SU(2) LGT in 1+1 D, the KS Hamiltonian can be written
as:
H(KS) = H
(KS)
I +H
(KS)
E +H
(KS)
M . (1)
Here, H
(KS)
I denotes interactions among the fermionic
and gauge DOF6
H
(KS)
I =
1
2a
N1∑
x=0
[
ψ†(x)Uˆ(x)ψ(x+ 1) + h.c.
]
, (2)
where N1 = N − 1 for PBC and N1 = N − 2 for OBC.
The fermion field ψ is in the fundamental representation
of SU(2) and consists of two components, i.e., ψ =
( ψ1
ψ2
)
.
The gauge link Uˆ(x) is a 2 × 2 unitary matrix operator
which emanates from site x along the spatial direction
and ends at point x + 1, as shown in Fig. 1. A tempo-
ral gauge is chosen which sets the gauge link along the
temporal direction equal to unity.
H
(KS)
E corresponds to the energy stored in the electric
field,
H
(KS)
E =
g2a
2
N2∑
x=0
Eˆ(x)2. (3)
Here, N2 = N − 1 for PBC, N2 = N − 2 for OBC, and
g is a coupling. Further, Eˆ2 = (Eˆ1)2 + (Eˆ2)2 + (Eˆ3)2 ≡
Eˆ2L = Eˆ
2
R. EˆL and EˆR are the left and the right electric-
field operators, respectively, as shown in Fig. 1. These
satisfy the SU(2) Lie algebra at each site,
[EˆaL, Eˆ
b
L] = −iabcEˆcL,
[EˆaR, Eˆ
b
R] = i
abcEˆcR,
[EˆaL, Eˆ
b
R] = 0, (4)
where abc is the Levi-Civita tensor and the spatial de-
pendence of the fields is suppressed in these relations.
Further, the electric fields on different sites commute.
6 Here and throughout, the position argument of the functions
and the superscript of state vectors are assumed to be an index.
A multiplication by the lattice spacing a converts these to the
absolute position.
5FIG. 1. A physical site along the spatial direction is split to two staggered sites in the KS Hamiltonian. These sites are
connected by a gauge link. Corresponding to each staggered site, there is a two-component fermion field, a left electric field,
and a right electric field, as indexed in the figure.
The electric fields and the gauge link satisfy the canoni-
cal commutation relations at each site,
[EˆaL, Uˆ ] = T
aUˆ ,
[EˆaR, Uˆ ] = UˆT
a, (5)
where T a = 12τ
a, and τa is the ath Pauli matrix. The
corresponding commutation relations for fields with dif-
ferent site indices vanish.
Finally, H
(KS)
M in Eq. (1) is a staggered mass term
H
(KS)
M = m
N3∑
x=0
(−1)xψ†(x)ψ(x). (6)
Here, N3 = N−1 for both PBC and OBC, and m denotes
the mass of each component of the fermions.
In this theory, a fermion SU(2)-charge-density operator
defined at each site,
ρˆa(x) ≡ ψ†(x)T aψ(x), (7)
which satisfies the SU(2) Lie algebra. It further satisfies
the following commutation relation at each site,
[ρˆa, ψ] = −T aψ. (8)
Such a commutation relation vanishes for fields at differ-
ent sites. This SU(2)-charge-density operator also com-
mutes with the electric fields and the gauge link. With
these commutation relations, and those given in Eqs. (4)
and (5), one can show that the Hamiltonian in Eq. (1)
commutes with the following operator,
Gˆa(x) = −EˆaL(x) + EˆaR(x− 1) + ρˆa(x). (9)
As a result, the Hilbert space of the theory is classified
into sectors corresponding to each of the eigenvalues of
the Gauss’s law operators Ga, and these eigenvalues are
the ‘constants of motion’. The physical sector of this
Hilbert space is that corresponding to the zero eigenvalue
of this operator.
A. Angular-momentum formulation
The first step in forming the Hilbert space of a LGT for
the sake of computation is to map the vacuum and the
excitations of the fields to a state basis. In the absence
of the magnetic Hamiltonian, which is the case in 1+1 D
LGTs, the most efficient basis is formed out of eigen-
states of the electric-field operator. The direct product of
the fermionic eigenstates and the electric-field eigenstates
forms the full Hilbert space. This is called the electric-
field basis, or the strong-coupling basis, i.e., in the g →∞
limit, the interaction terms in Eq. (2) that involves transi-
tions between different eigenvalues of the electric-field op-
erator becomes insignificant compared with the electric-
field term, Eq. (3), and the Hamiltonian becomes diag-
onal in the electric-field basis. Since the electric fields
satisfy the SU(2) algebra, a familiar representation is the
angular-momentum representation. In fact, as pointed
out by Kogut and Susskind, the left and right electric
field can be mapped to the body-frame (Jˆb) and space-
frame (Jˆs) angular momenta of a rigid body. Explicitly,
EˆL = −Jˆb(≡ −JˆL) and EˆR = Jˆs(≡ JˆR), satisfying
Jˆ2L = Jˆ
2
R on each link.
Given this correspondence, one may write the electric-
field basis states for the KS formulation as
|Φ〉(x)(KS) = |JR,mR〉(x−1)⊗|f1, f2〉(x)⊗|JL,mL〉(x) , (10)
for each site x. Here, f1 and f2 quantum numbers re-
fer to the occupation number of the two components of
the (anti)matter field, ψ1 and ψ2, each taking values
0 and 1, corresponding to the absence and presence of
(anti)matter, respectively:
ψ1 |f1, f2〉 = (1− δf1,0) |f1 − 1, f2〉 , (11)
ψ1
† |f1, f2〉 = (1− δf1,1) |f1 + 1, f2〉 , (12)
at each site, and similarly for the other component of
ψ. Here, δ denotes the Kronecker-delta symbol. Further-
more, the angular-momentum basis states satisfy
Jˆ2R |JR,mR〉 = JR(JR + 1) |JR,mR〉 (13)
Jˆ2L |JL,mL〉 = JL(JL + 1) |JL,mL〉 (14)
and
Jˆ3R |JR,mR〉 = mR |JR,mR〉 (15)
Jˆ3L |JL,mL〉 = mL |JL,mL〉 (16)
at each site x, where for brevity the site indices are
suppressed. Here, JL, JR = 0,
1
2 , 1,
3
2 , · · · , and mR and
6mL quantum numbers satisfy −JR ≤ mR ≤ JR and
−JL ≤ mL ≤ JL, as dictated by the angular-momentum
group algebra. The action of the gauge-link operator on
this basis can be written as:
Uˆ (α,β)(x)
[
· · · |JR,mR〉(x−1) ⊗ |f1, f2〉(x) ⊗ |JL,mL〉(x)
⊗ |JR,mR〉(x) ⊗ |f1, f2〉(x+1) ⊗ |JL,mL〉(x+1) · · ·
]
= · · · |JR,mR〉(x−1) ⊗ |f1, f2〉(x) ⊗ ∑
j={0, 12 ,1,...}
√
2J + 1
2j + 1
〈J,mL; 1
2
, α|j,mL + α〉
〈J,mR; 1
2
, β|j,mR + β〉 |j,mL + α〉(x) ⊗ |j,mR + β〉(x)
]
⊗ |f1, f2〉(x+1) ⊗ |JL,mL〉(x+1) · · · , (17)
where α, β = ± 12 .7 Note that JL and JR on each link
are equal, and as such we have defined J ≡ J (x)L = J (x)R
in this relation. Ellipses denote states that precede and
follow those shown at site x and x+ 1, respectively.
The physical states |φ〉(KS) can be formed by identi-
fying proper linear combinations of the basis states in
Eq. (10) such that the Gauss’s laws are satisfied at each
site, and by constructing the direct product of these com-
binations for adjacent sites along the lattice, following
additional gauge and boundary conditions as is detailed
below. First, given the Gauss’s law operators defined in
Eq. (9), the physical states |φ〉(KS) are required to satisfy
Ga(x) |φ〉(KS) = 0. Explicitly,
[
JˆaL(x) + Jˆ
a
R(x− 1) +
1
2
ψ†(x)τaψ(x)
]
|φ〉(KS) = 0,
(18)
for a = 1, 2, 3, and for every x where x = 0, 1, · · · , N − 1
along the one-dimensional lattice. So the Gauss’s laws
can be simply interpreted as the angular momenta JˆL
(corresponding to EˆL), Jˆf with Jˆ
2
f =
3
4 (corresponding
to the presence of one and only one fermion), and JˆR
(corresponding to −EˆL) should add to zero at each site.
When there is no fermion present or two fermions are
present, Jˆf = 0 and the left and right angular momenta
are the same. Moreover, as mentioned before, JL and JR
quantum numbers need to be equal on each link. These
two requirements, in addition to the boundary conditions
imposed on the JR value at site x = 0 and the JL value at
site x = N − 1, constrain the Hilbert space to a physical
gauge-invariant one, as analyzed in Sec. III A
7 Note that: U11 = U
( 1
2
,− 1
2
), U12 = U
(− 1
2
,− 1
2
), U21 =
U(
1
2
, 1
2
), U22 = U
(− 1
2
, 1
2
).
B. Purely fermionic formulation
The KS Hamiltonian in Eq. (1) combined with the
Gauss’s law constraints on the Hilbert space, in essence,
leaves no dynamical gauge DOF in 1+1 D beyond possi-
ble boundary modes. In particular, with OBC where the
incoming flux of the (right) electric field is set to a fixed
value, the value of electric-field excitations throughout
the lattice is fixed. This, in fact, is a general feature of
LGTs in 1+1 D, as is evident from the proof outlined be-
low. As a result, the KS Hamiltonian acting on the phys-
ical Hilbert space can be brought to a purely fermionic
form, in which the identification of (anti)fermion config-
urations is sufficient to construct the Hilbert space. This
eliminates the need for adopting a state basis for the
gauge DOF, and for solving the complex (non-diagonal)
Gauss’s laws locally which is the case in an angular-
momentum basis. Such an elimination of gauge DOF
in LGTs in 1+1 D was first discussed in Ref. [85] and
is used in recent tensor-network simulations of the SU(2)
LGT in Ref. [91]. Here, we present a generic derivation of
such a purely fermionic representation, before analyzing
its Hilbert space in the following section.
Consider the following gauge transformation on the
fermion fields in the KS Hamiltonian:
ψ(x)→ ψ′(x) =
[∏
y<x
U(y)
]
ψ(x), (19)
ψ†(x)→ ψ†′(x) = ψ†(x)
[∏
y<x
U(y)
]†
. (20)
Note that the products of gauge links are defined as∏
y<x U(y) = U(0)U(1) · · ·U(x − 1). Consequently, the
gauge links must transform as
U(x)→ U ′(x) =
[∏
y<x
U(y)
]
U(x)
[ ∏
z<x+1
U(z)
]†
, (21)
such that the gauge-matter interaction Hamiltonian,
H
(KS)
I , remains invariant:
ψ†(x)U(x)ψ(x+ 1) + h.c.→ ψ†′(x)U ′(x)ψ′(x+ 1) + h.c.
(22)
Now considering the unitarity condition on the gauge
links, i.e., U†U = I, reveals that Eq. (21) simplifies to
U ′ = I, (23)
where I is the unity matrix whose dimensionality is equal
to that of the fundamental representation of the gauge
group, e.g., two in the case of SU(2). Therefore, the
interaction Hamiltonian becomes
H
(F)
I =
1
2a
N1∑
x=0
[
ψ†
′
(x)ψ′(x+ 1) + h.c.
]
, (24)
where N1 = N − 2 as noted after Eq. (6).
7Now given the relation among the gauge link and
the left and right electric fields belonging to the same
link [106],
ER(x) = U
†(x)EL(x)U(x), (25)
one obtains the following relation in the new gauge:
ER(x) = EL(x). (26)
This relation, combined with the OBC set to EaR(−1) =
a0 for a = 1, 2, 3, and the Gauss’s laws G
a |φ〉(KS) = 0
with Ga defined in Eq. (9), fully fixes the values of EL
and ER at all sites on the one-dimensional lattice in the
physical Hilbert space:
EaL(x) = 
a
0 +
x∑
y=0
ρa(y) = EaR(x), (27)
with ρa defined in Eq. (7). Consequently, the electric-
field Hamiltonian H
(KS)
E becomes
8
H
(F)
E =
g2a
2
N2∑
x=0
3∑
a=1
[
a0 +
x∑
y=0
ψ†
′
(y)T aψ′(y)
]2
, (28)
where N2 = N − 2 for OBC as noted after Eq. (3). The
consequence of applying Gauss’s laws to arrive at Eq. (28)
is that the local electric-field Hamiltonian in the origi-
nal formulation is replaced with arbitrary-range fermion-
fermion interactions in the fermionic Hamiltonian.
Finally, the mass term in the new gauge remains the
same, as is expected from gauge invariance:
H
(F)
M = m
N3∑
x=0
(−1)xψ†′(x)ψ′(x), (29)
where N3 = N − 1 as noted after Eq. (6). Note that
upon expanding Eq. (28), terms with a fermionic struc-
ture similar to the mass term arise, effectively modifying
the mass in the new representation.
The procedure outlined above establishes that any ex-
plicit dependence on the gauge link and electric fields are
eliminated in the KS Hamiltonian with OBC, giving rise
to a purely fermionic Hamiltonian whose terms are speci-
fied in Eqs. (24), (28), and (29), and which is identical to
the original KS Hamiltonian only in the physical Hilbert
space. As a result, any state in this formulation can
be written in terms of a complete fermionic occupation-
number basis,
|Φ〉(KS,F) =
N−1∏
x=0
|f1, f2〉(x) , (30)
where as before, f1 and f2 refer to the occupation number
of the two components of the (anti)matter field, ψ1 and
ψ2, respectively, each taking values 0 or 1.
8 Note that ψ†(x)ψ(x) = ψ†
′
(x)ψ′(x).
C. Purely bosonic formulation
Gauge transformation, along with the imposition of the
local Gauss’s laws with OBC, led to the elimination of the
gauge DOF in the previous section. Unfortunately, this
procedure can obtain a purely fermionic theory only in
1+1 D, as in higher dimensions the number of constraints
at each lattice site is not sufficient to eliminate the gauge
DOF in all spatial directions. One could reversely con-
sider eliminating the fermionic DOF with the use of the
Gauss’s laws, as proposed in Ref. [93], to obtain a fully
bosonic theory. This protocol works in all dimensions,
but in the case of SU(2N ) theories, requires enlarging
the gauge group to U(2N ) to accommodate a sufficient
number of constraints needed to eliminate the fermions.9
One further needs to keep track of the fermionic statistics
by encoding in the purely bosonic interactions, the non-
trivial signs associated with the anti-commuting nature
of the fermions [94]. The extended theory can be shown
to be equivalent to the original theory for all physical pur-
poses, as long as the cutoff on the new gauge DOF of the
extended symmetry is set sufficiently high, see Sec. III C.
In the following, the bosonized form of the SU(2) LGT
in 1+1 D is derived, following the procedure outlined in
Ref. [93] for general dimensions.
Consider the Gauss’s laws in the KS formulation of
the SU(2) LGT in 1+1 D, given in Eq. (18). Although
there exist three Gauss’s laws at each site, only the
Gauss’s law corresponding to the a = 3 component of
Gauss’s law operator in Eq. (9) provides a diagonal re-
lation in the angular momentum/fermionic basis. In
other words, two of the Gauss’s laws mix basis states
with different quantum numbers, and only one of the
Gauss’s laws leads to an algebraic relation among the
gauge and fermionic DOF. Explicitly, for a basis state
|JR,mR〉(x−1) ⊗ |f1, f2〉(x) ⊗ |JL,mL〉(x) at site x, this
relation reads
mL(x) +mR(x− 1) = −1
2
(f1(x)− f2(x)). (31)
However, in order to fully express the {f1, f2} quantum
numbers at each site in terms of the {JR,mR, JL,mL}
quantum numbers surrounding the site, at least one more
independent relation is needed. Such a relation can be
obtained by adding an extra U(1) symmetry to enlarge
the gauge group, effectively modifying each link on the
lattice by a U(1) link U0, i.e., U(x) → U(x) × U0(x),
where U is the SU(2) link. This introduces a staggered
9 As shown in Ref. [93] for the case of the SU(2N + 1) theory,
the introduction of an auxiliary Z2 gauge field on each link on
the lattice is sufficient to eliminate the fermions, without the
need to enlarge the group to U(2N + 1). This enhancement also
takes care of the fermionic statistics when fermions are replaced
with the hardcore bosons and are subsequently eliminated. Since
the focus of this work is the SU(2) theory, this case will not be
analyzed here further.
8U(1) charge,10
ρˆ0(x) ≡ 1
2
[
ψ†(x)ψ(x)− (1− (−1)x)] , (32)
along with a corresponding U(1) electric field E(x) on
each link emanating from site x.
The physical Hilbert space of the extended U(2) the-
ory is the direct product of the physical Hilbert spaces
of the KS SU(2) theory and the U(1) theory, i.e.,
|φ〉U(2) = |φ〉(KS)⊗|φ〉U(1), where |φ〉(KS) was introduced
in Sec. II A, and
|φ〉U(1) = |E〉(0) ⊗ |E〉(1) · · · ⊗ |E〉(N−1) , (33)
with
Eˆ(x) |E〉(x) = E(x) |E〉(x) , E(x) ∈ Z, (34)
for all values of the electric field that satisfy the U(1)
Gauss’s law Gˆ0 |φ〉U(2) = 0 with
Gˆ0(x) =
1
2
[
−Eˆ(x) + Eˆ(x− 1)
]
+ ρˆ0(x). (35)
Explicitly, the U(1) gauss’s law acting on the new basis
state |JR,mR〉(x−1)⊗ |f1, f2〉(x)⊗ |JL,mL〉(x)⊗ |E〉(x) at
site x gives
E(x)− E(x− 1) = f1(x) + f2(x)− (1− (−1)x). (36)
Here, OBC is considered with E(−1) = 0, where 0 is a
constant integer. From Eqs. (32) and (36), the {f1, f2}
quantum numbers at each site become redundant, as they
can be written as
fi(x) =
1
2
[E(x)− E(x− 1) + (1− (−1)x)] +
si [mL(x) +mR(x− 1)] , (37)
for i = 1, 2. Here, s1 = −1, and s2 = 1.
As a consequence of Eq. (37), the action of the mass
Hamiltonian ∝ ψ†(x)ψ(x) on |f1, f2〉(x) can be written
as the action of the corresponding operators in the set
{Jˆ3R(x − 1), Jˆ3L(x), Eˆ(x − 1), Eˆ(x)} on the bosonic basis
states in the physical Hilbert space, effectively rendering
a purely bosonic term. However, the action of the matter-
gauge interaction Hamiltonian∝ ψ†(x)U(x)ψ(x+1)+h.c.
will be non-trivial due to the non-commuting nature of
the fermions, and this feature must be built in the purely
bosonic formulation explicitly. In other words, the gauge-
matter interaction Hamiltonian must carry the informa-
tion regarding fermionic signs in its purely bosonic form.
While there are a number of protocols for transform-
ing the fermions to hardcore bosons (spins) such that the
10 The staggered term in the U(1) charge ensures that filled even
and odd sites have opposite charges, corresponding to the pres-
ence of matter and antimatter at the site, respectively.
fermionic anti-commutation relations are preserved, such
as the familiar Jordan-Wigner transformation [107], an
alternative protocol that preserves the locality of interac-
tions is presented in Ref. [94]. For a generic SU(N ) the-
ory, this protocol amounts to augmenting the theory with
an additional Z2 gauge symmetry, where the new local
Gauss’s law corresponding to the auxiliary gauge keeps
track of the fermionic signs, see also Refs. [108, 109].
Back to the case of bosonized SU(2) theory, the extended
U(2) theory (necessitated by the need for an extra diago-
nal Gauss’s law) includes the Z2 symmetry as a subgroup.
Therefore, the protocol of Ref. [94] does not require intro-
ducing an additional Z2 gauge group. In other words, the
transformation from fermions to hardcore bosons can al-
ready proceed by exploiting the local U(1) electric fields
introduced above. Nonetheless, since the Hamiltonian
terms are either local or nearest neighbor, and that only
a 1+1 D theory is considered in the current work, all
such transformation, local or non-local variants, are of
comparable (low) complexity. Distinctions among differ-
ent transformations become more relevant in the context
of quantum simulation, in which the fermions need to
be mapped to qubit DOF. Such considerations will be
studied in future work.
Besides their coupling to the fermions in the modified
matter-gauge interaction Hamiltonian, which guarantees
the U(1) Gauss’s law constraint, no further dynamics is
introduced for the U(1) gauge DOF. As a result, apart
from the issue of the fermionic statistics that needs to
be dealt with via a separate transformation as discussed
above, the Hamiltonian of the extended U(2) theory is
a straightforward extension of the KS Hamiltonian pre-
sented in Sec. II A, as shown in Ref. [93]. The extended
Hamiltonian involves nearest-link interactions, as a result
of the replacement in Eq. (37) and the transformation to
hardcore bosons, but is otherwise local. The physical
Hilbert spaces of the SU(2) theory and the U(2) theory
are isomorphic, meaning that in the limit where the U(1)
gauge link approaches unity, the Hamiltonian matrix ele-
ments in the original theory is recovered from those in the
extended theory. This is established straightforwardly
for OBC, while for PBC, the isomorphism holds only in
a given topological sector [93]. In the remainder of this
paper, we analyze the dimensionality of, and the resource
requirement for constructing, the physical Hilbert space
of the bosonized theory compared with the KS theory,
along with the effect of the U(1) cutoff on the spectrum.
D. Loop-String-Hadron formulation
An alternate reformulation of Kogut-Susskind Hamilto-
nian formalism in terms of Schwinger bosons, known as
the prepotential formalism, has been developed over the
past decade [96–100, 102–105]. In a recent work [95], the
prepotential formalism of the SU(2) LGT has been made
complete to include staggered fermions, explicit Hamil-
tonian, and the associated Hilbert space. In this sec-
9FIG. 2. The KS LGT is illustrated in terms of the DOF of the LSH formulation. The left and right electric fields and the
gauge link are replaced by a set of prepotential (Schwinger boson) doublets,
( a1L(R)
a2L(R)
)
, at each end of a link. As a consequence
of this construction, the gauge link explicitly breaks into a left part and a right part. The staggered matter remains the same
as in original KS formalism, see Fig. 1. The LSH framework confines the gauge group at and around each site as indexed in
the figure.
tion, the LSH formalism in 1+1 D will be introduced.
Later on, we demonstrate the advantage of this formu-
lation compared with the original KS theory within the
angular-momentum basis in the physical sector, and with
the purely fermionic and bosonic formulations.
Within the prepotential framework, the original canon-
ical conjugate variables of the theory, i.e, electric-field
and link operators are replaced by a set of harmonic-
oscillator doublets, defined at each end of a link as shown
in Fig. 2. Both the electric-field as well as the link oper-
ators can be re-expressed in terms of Schwinger bosons
to satisfy all properties of these variables spelled out in
section II A. However, the most important feature of the
prepotential formalism is that the link operators U , orig-
inally defined over a link connecting neighboring sites
(x, x+ 1), are now split into a product of two parts:
U(x) = UL(x)UR(x), (38)
where UL(R) is left (right) part of the link attached to
site x (x + 1). As a result of this decomposition, the
gauge group is now totally confined to each lattice site,
which allows one to define gauge-invariant operators and
states locally. For the pure gauge theory, these local
gauge-invariant operators and states can be interpreted
as local snapshots of Wilson-loop operators of the orig-
inal gauge theory. One can now construct a local loop
Hilbert space by the action of local loop operators on the
strong-coupling vacuum defined locally at each site. At
this point, it must be emphasized that mapping the local
loop picture to the original loop description of the gauge
theory requires one extra constraint on each link. This
constraint demands that the states must satisfy
NL(x) = NR(x), (39)
where NL(R) counts the total number of Schwinger
bosons residing at the left (right) end of a link connecting
sites x and x + 1.11 This constraint is a consequence of
the relation E2L = E
2
R on the link and is equivalent to
the constraint JL = JR in the angular-momentum basis.
11 In the notation of Ref. [95], these are indicated as NL(R).
The inclusion of the staggered fermionic matter in the
SU(2) LGT is straightforward, and combines smoothly
with the local loop description obtained in the prepoten-
tial framework. The reason is that both the prepotential
Schwinger bosons and the matter fields associated with a
given site transform in the fundamental representation of
the local SU(2). One can now combine matter and pre-
potential to construct local string operators, besides local
loop operators. Acting on the strong-coupling vacuum,
these build a larger local gauge-invariant Hilbert space,
including string and ‘hadron’ states. This complete de-
scription is named the LSH formalism in Ref. [95]. The
LSH formalism is briefly described in the following, fo-
cusing on necessary steps for working with this formalism
in one spatial dimension.
Within the LSH framework, a gauge-invariant and or-
thonormal basis is chosen, that is defined locally at each
site and is characterized by a set of three integers:
nl(x), ni(x), no(x), (40)
for all x. The three quantum numbers signify loop, in-
coming string, and outgoing string at each site, respec-
tively.12 The allowed values of these integers are given
by
0 ≤ nl(x) ≤ ∞, (41)
ni(x) ∈ {0, 1}, (42)
no(x) ∈ {0, 1}. (43)
It is clear from the range of the quantum numbers that
nl is bosonic, whereas ni and no are fermionic in nature.
In terms of the LSH formalism, the operator building
the local string Hilbert space consists of SU(2)-invariant
12 Note that the string quantum numbers were named ‘quark’ quan-
tum numbers in Ref. [95] to remove the ambiguity associated
with the absence of any string when a hadron is present at the
site, see Fig. 3. ni and no will be called string quantum numbers
throughout but a state with ni = no = 1 and nl = 0 should be
understood as a state with no string starting and ending at the
‘quarks’.
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FIG. 3. The LSH states are illustrated on a 1D lattice with N = 6, where N denotes the number of staggered sites. Here, a
gauge-invariant state is characterized by loop quantum numbers, nl, and string quantum numbers: ni for an incoming string
and no for an outgoing string. Any state may consist any number of open or closed strings (depending on the boundary
conditions as well as the cuto↵ on the boson excitations), and any number of hadrons up to N . A sample of LSH states are
shown on this lattice, denoted by a set of strings and/or hadrons. The number of solid thick lines passing through a site denotes
the loop quantum number nl. The number of solid disks (red or green) at a site from (to) which a thick line starts (ends)
denotes outgoing (incoming) string quantum number no(ni). If two strings start and end at the same site, as shown e.g., in
the second panel at x = 3, it is equivalent to a hadron sitting on top of a loop, and is denoted as |nl = 1, ni = 1, no = 1i. A
single hadron present at a site is denoted by |nl = 0, ni = 1, no = 1i (e.g., the last panel at x = 0).
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Within the LSH framework, a gauge-invariant and or-
thonormal basis is chosen, that is defined locally at each
site and is characterized by a set of three integers:
nl(x), ni(x), no(x), (40)
for all x. The three quantum numbers signify loop, in-
coming string, and outgoing string at each site. The al-
lowed values of these integers are given by
0  nl(x)  1, (41)
0  ni(x)  1, (42)
0  nO(x)  1. (43)
It is clear from the range of the quantum numbers that
nl is bosonic, whereas ni and no are fermionic in nature.
In terms of the LSH formalism, the operator building
the local string Hilbert space consists of SU(2)-invariant
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Within the LSH framework, a gauge-invariant and or-
thonormal basis is chosen, that is defined locally at each
site and is characterized by a set of three integers:
nl(x), i(x), no(x), (40)
for all x. The three quantum numbers signify loop, in-
coming string, and outgoing string at each site. The al-
lowed values of these integers are given by
0  nl(x)  1, (41)
0  ni(x)  1, (42)
0  nO(x)  1. (43)
It is clear from the range of the quantum numbers that
nl is bosonic, whereas ni and no are fermionic in nature.
In terms of the LSH formalism, the operator building
the local string Hilbert space consists of SU(2)-invariant
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the second panel at x = 3, it is equivalent to a hadron sitting on top of a loop, and is denoted as |nl = 1, ni = 1, no = 1i. A
single hadron present at a site is denoted by |nl = 0, ni = 1, no = 1i (e.g., the last panel at x = 0).
|0, 0, 1i(0) ⌦ |1, 0, 1i(1) ⌦ |2, 0, 1i(2) ⌦ |2, 1, 0i(3) ⌦ |1, 1, 0i(4) ⌦ |0, 1, 0i(5)
|0, 0, 1i(0) ⌦ |1, 0, 1i(1) ⌦ |2, 1, 1i(2) ⌦ |1, 1, 0i(3) ⌦ |1, 0, 0i(4) ⌦ |0, 1, 0i(5)
|0, 0, 1i(0) ⌦ |1, 0, 1i(1) ⌦ |1, 1, 0i(2) ⌦ |0, 1, 0i(3) ⌦ |0, 0, 0i(4) ⌦ |0, 1, 1i(5)
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|0, 1, 1i(0) ⌦ |0, 0, 1i(1) ⌦ |0, 1, 0i(2) ⌦ |0, 1, 1i(3) ⌦ |0, 1, 1i(4) ⌦ |0, 1, 1i(5)
Within the LSH framework, a gauge-invariant and or-
thonormal basis is chosen, that is defined locally at each
site and is characterized by a set of three integers:
nl(x), ni(x), no(x), (40)
for all x. The three quantum numbers signify loop, in-
coming string, and outgoing string at each site. The al-
lowed values of these integers are given by
0  nl(x)  1, (41)
0  ni(x)  1, (42)
0  nO(x)  1. (43)
It is clear from the range of the quantum numbers that
nl is bosonic, whereas ni and no are fermionic in nature.
In terms of the LSH formalism, the operator building
the local string Hilbert space consists of SU(2)-invariant
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FIG. 3. The LSH states are illustrated on a 1D lattice with N = 6, where N denotes the number of staggered sites. Here, a
gauge-invariant state is characterized by loop quantum numbers, nl, and string quantum numbers: ni for an incoming string
and no for an outgoing string. Any state may consist any umber of open or closed strings (depending on the boundary
conditions as well as the cuto↵ on the boson excitations), and any number of hadrons up to N . A sample of LSH states are
shown on this lattice, denoted by a set of strings and/or hadrons. The number of solid thick lines passing through a site denotes
the loop quantum number nl. The number of soli disks (red or green) at a site from (to) which a thick line starts (ends)
de otes outgoing (i coming) string quantum umber no(ni). If two strings start and end at the same site, as shown e.g., in
the second panel at x = 3, it is equivalent to a hadron sitting on top of a loop, and is denoted as |nl = 1, ni = 1, no = 1i. A
single hadron present at a site is denoted by |nl = 0, ni = 1, no = 1i (e.g., the last panel at x = 0).
|0, 0, 1i(0) ⌦ |1, 0, 1i(1) ⌦ |2, 0, 1i(2) ⌦ |2, 1, 0i(3) ⌦ |1, 1, 0i(4) ⌦ |0, 1, 0i(5)
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|0, 1, 1i(0) ⌦ |0, 0, 1i(1) ⌦ |0, 1, 0i(2) ⌦ |0, 1, 1i(3) ⌦ |0, 1, 1i(4) ⌦ |0, 1, 1i(5)
Within the LSH framework, a gauge-invariant and or-
thonormal basis is chosen, that is defined locally at each
site and is characterized by a set of three integers:
nl(x), ni(x), no(x), (40)
for all x. The three quantum numbers signify loop, in-
coming string, and outgoing string at each site. The al-
lowed values of these integers are given by
0  nl(x)  1, (41)
0  ni(x)  1, (42)
0  nO(x)  1. (43)
It is clear from the range of the quantum numbers that
nl is bosonic, whereas ni and no are fermionic in nature.
In terms of the LSH formalism, the operator building
the local string Hilbert space consists of SU(2)-invariant
FIG. 3. The LSH states are illustrated on a ne-d mensional lattice with N = 6, w ere N de otes the number of staggered
sites. Here, a gauge-invariant state is characterized by |φ〉(LSH) =
∏N−1
x=0 |nl, ni, no〉(x), with loop quantum numbers, nl, and
string quantum numbers: ni for an incoming string and n for an outgoing string. Any state may consist of any number of
open or closed strings (depending on the boundary conditions as well as the cutoff on the boson excitations), and any number
of hadrons up to N . A sample of LSH states are shown on this lattice, denoted by a set of strings and/o hadr ns. The ber
of solid thick lines passing through a site denotes the loop quantum number nl. The number of solid di ks (re or green) at a
site from (to) which a thick line starts (ends) denotes outgoing (incoming) string quantum number no (ni). If two strings start
and end at the same site, it is equivalent to a hadron sitting on top of a loop, and is denoted as |nl = 1, ni = 1, no = 1〉. A
single hadron present at a site is denoted by |nl = 0, ni = 1, no = 1〉.
bilinears of one bosonic prepotential operator and one
fermionic matter field, yielding overall fermionic statis-
tics, whereas the local loop Hilbert space is constructed
by the action of SU(2)-invariant bilinears of two bosonic
prepotential operators. Such operators will not be intro-
duced in detail, instead the Hamiltonian will be written
shortly in this operator basis. Characterization of gauge-
invariant states on a one-dimensional lattice consisting of
six staggered sites in terms of the three quantum num-
bers is illustrated in Fig. 3 via a few examples covering
any situation that can occur within this theory.
Let us define a set of LSH operators consisting of diag-
onal and ladder operators locally at each site as follow-
ing:13
nˆl|nl, ni, no〉 = nl|nl, ni, no〉, (44)
nˆi|nl, ni, no〉 = ni|nl, ni, no〉, (45)
nˆo|nl, ni, no〉 = no|nl, ni, no〉, (46)
13 In the notation of Ref. [95], nˆl, nˆi, and nˆo are indicated as Nˆl, Nˆi,
and Nˆo, respectively. Further, in that reference λˆ± is indicated
as Λˆ±.
λˆ±|nl, ni, no〉 = |nl ± 1, ni, no〉, (47)
χˆ+i |nl, ni, no〉 = (1− δni,1)|nl, ni + 1, no〉, (48)
χˆ−i |nl, ni, no〉 = (1− δni,0)|nl, ni − 1, no〉, (49)
χˆ+o |nl, ni, no〉 = (1− δn0,1)|nl, ni, no + 1〉, (50)
χˆ−o |nl, ni, no〉 = (1− δn0,0)|nl, ni, no − 1〉. (51)
Here, the site index x is made implicit for brevity. Being
an SU(2) gauge-invariant basis, one no longer needs to
satisfy the SU(2) Gauss’s laws at each site. However,
the neighboring sites still need to be glued together by
the Abelian Gauss’s law, i.e., Eq. (39). In terms of the
LSH operators, the Abelian Gauss’s law reads as:
nˆl(x) + nˆo(x)(1− nˆi(x))
= nˆl(x+ 1) + nˆi(x+ 1)(1− nˆo(x+ 1)). (52)
Upon acting on the LSH basis states and comparing with
Eq. (39), one obtains:
NL(x) = nl(x) + no(x)(1− ni(x)), (53)
NR(x) = nl(x+ 1) + ni(x+ 1)(1− no(x+ 1)), (54)
where, NL(x) and NR(x) count bosonic occupation num-
bers at each end of the link connecting site x and x+ 1.
Pictorially, the left and right sides of Eq. (39) are repre-
sented in Fig. 3 by the number of solid lines on the left
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and right side of each link, respectively. Another impor-
tant relation is
Nˆψ(x) ≡ ψ†(x)ψ(x) = nˆi(x) + nˆo(x), (55)
which establishes the relation between the {f1, f2} quan-
tum numbers of the original formulation and the string
quantum number of the LSH formulation.
The Hamiltonian of the SU(2) LGT coupled to matter
in the LSH formulation can be written in terms of the
LSH operators and is given by:
H(LSH) = H
(LSH)
I +H
(LSH)
E +H
(LSH)
M . (56)
Here, H
(LSH)
I is the matter-gauge interaction term,
H
(LSH)
E is the electric-energy term, and H
(LSH)
M is the
mass term. Explicitly, in terms of the LSH operators de-
fined in Eqs. (44)-(51), each part of the Hamiltonian can
be written as [95]:
H
(LSH)
I =
1
2a
∑
n
{
1√
nˆl(x) + nˆo(x)(1− nˆi(x)) + 1
×
[
Sˆ++o (x)Sˆ
+−
i (x+ 1) + Sˆ
+−
o (x)Sˆ
−−
i (x+ 1)
]
× 1√
nˆl(x+ 1) + nˆi(x+ 1)(1− nˆo(x+ 1)) + 1
+ h.c.
}
,
(57)
H
(LSH)
E =
g2a
2
∑
n
[
nˆl(x) + nˆo(x)(1− nˆi(x))
2
×
(
nˆl(x) + nˆo(x)(1− nˆi(x))
2
+ 1
)]
, (58)
H
(LSH)
M = m
∑
n
(−1)x(nˆi(x) + nˆo(x)), (59)
where (57) contains the LSH ladder operators in the fol-
lowing combinations (suppressing the site indices):
Sˆ++o = χˆ
+
o (λ
+)nˆi
√
nˆl + 2− nˆi, (60)
Sˆ−−o = χˆ
−
o (λ
−)nˆi
√
nˆl + 2(1− nˆi), (61)
Sˆ+−o = χˆ
+
i (λ
−)1−nˆo
√
nˆl + 2nˆo, (62)
Sˆ−+o = χˆ
−
i (λ
+)1−nˆo
√
nˆl + 1 + nˆo, (63)
and
Sˆ+−i = χˆ
−
o (λ
+)1−nˆi
√
nˆl + 1 + nˆi, (64)
Sˆ−+i = χˆ
+
o (λ
−)1−nˆi
√
nˆl + 2nˆi, (65)
Sˆ−−i = χˆ
−
i (λ
−)nˆo
√
nˆl + 2(1− nˆo), (66)
Sˆ++i = χˆ
+
i (λ
+)nˆo
√
nˆl + 2− nˆo. (67)
The strong-coupling vacuum of the LSH Hamiltonian is
given by
nl(x) = 0, for all x,
ni(x) = 0, no(x) = 0, for x even, (68)
ni(x) = 1, no(x) = 1, for x odd.
It is easy to verify that Eq. (68) satisfies the Abelian
Gauss’s law, Eq. (52).
This completes the introduction of the LSH formula-
tion for the SU(2) LGT in 1+1 D. In later sections, the
finite-dimensional Hilbert space of the theory will be con-
structed by imposing a cutoff on theNL andNR quantum
numbers, and the associated cost of the classical simula-
tion within this framework will be analyzed.
III. PHYSICAL HILBERT-SPACE ANALYSIS
As introduced in the previous section, the naive basis
states in the KS LGTs spans a Hilbert space that is
predominantly unphysical. The physical sector corre-
sponds to the zero eigenvalue of the Gauss’s law oper-
ator in Eq. (9). As mentioned before, in contrast to the
U(1) LGT, in SU(2) LGT the Gauss’s law is not a single
algebraic constraint on the eigenvalues of the electric-
field operator, but instead, it mixes states with different
electric-field quantum numbers, and is therefore a non-
diagonal constraint when expressed in the electric-field
basis.14 A major complexity in the Hamiltonian formu-
lation of non-Abelian LGTs is to diagonalize the Gauss’s
law operator locally to form the physical Hilbert space,
as otherwise the computation is prohibitively costly even
in small systems.
A question worth addressing is how beneficial it is,
from a computational perspective, to work with a formu-
lation that solves the Gauss’s law at the level of operators
as opposed to states (e.g., the LSH formulation) com-
pared with a formulation that sustains a simple mapping
of the Hilbert space to operators in the Hamiltonian but
requires solving the Gauss’s laws for basis states subse-
quently (e.g., the KS formulation in the angular momen-
tum representation). Such a cost analysis is presented
in Sec. V, but it requires understanding and analyzing
in more detail the steps involved in forming the physical
Hilbert space in each formulation and the dimensionality
of the Hilbert spaces involved. Another interesting ques-
tion is how fast the dimensionality of the Hilbert space
and its physical subsector grows as a function of the lat-
tice size and the cutoff on the electric-field excitations in
each of the formulations considered. Such questions are
studied in various depth in this section for all the formu-
lations introduced in Sec. II, and briefly in Appendix A
for the QLM.15
14 In d > 1+1 D, another relevant basis is the magnetic-field basis,
in which the magnetic Hamiltonian is diagonal. The Gauss’s
laws in such a basis remain non-diagonal conditions as well.
15 In the following for the sake of brevity, the KS formulation in the
angular momentum representation may be called KS formulation
in short.
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FIG. 4. The dependence of the logarithm of the dimension
of the physical Hilbert space, M , on (the logarithm of) the
cutoff on the electric-field excitations, Λ(= 2Jmax), within
the KS (and LSH) formulation with PBC (a) and OBC (b),
for various lattice sizes N . The lines are empirical fits to the
points, with the fit values presented in Supplemental Material.
A. Gauge-invariant angular-momentum basis
Despite significant state reduction after imposing phys-
ical constraints on the full basis states, without a finite
cutoff on the electric-field quantum numbers, the physi-
cal Hilbert space will still be infinite-dimensional. In the
remainder of this paper, we impose: JL, JR ≤ Jmax, and
denote the cutoff as Λ = 2Jmax. Examining the depen-
dence of the dimension of the Hilbert space, as well as
that of observables, on this cutoff is one of the objec-
tives of this work. After the imposition of this cutoff,
the states in the physical Hilbert space can be obtained
following the procedure outlined in Sec. II A given the
boundary conditions specified. For PBC, the JR value at
site x = 0 and the JL value at site N − 1 are set equal.
For OBC, the JR value at site x = 0 is set to a constant
0 smaller than the cutoff Jmax, while JL value at site
N − 1 is left free as long as it does not exceed the cutoff
and that the Gauss’s law at site N −1 is satisfied. In the
rest of the paper, 0 is set to zero, but the conclusions
drawn can be extended to other values of this incoming
‘flux’.
The dimension of the physical Hilbert space, called M
throughout, for lattices of the size up to N = 10 and
cutoffs up to Λ = 10 is provided in Tables III and IV of
Appendix B for PBC and OBC, respectively. There are
a few interesting features to observe:
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FIG. 5. The dependence of the logarithm of the dimension of
in the physical Hilbert space, M , on the lattice size N , within
the KS (and LSH) formulation with PBC (a) and OBC (b), for
various cutoffs on the electric-field excitations, Λ(= 2Jmax).
The lines are empirical fits to the points, with the fit values
presented in Supplemental Material.
. For PBC, asymptotically the dimension of the
physical Hilbert space grows linearly as a function
of the cutoff for all x. This feature is evident from
the plot of M as a function of Λ for various N
as shown in Fig. 4(a). This is a consequence of
the observation that as Λ increases, the number
of new allowed states quickly saturates, i.e., intro-
ducing an additional possibility for the JR,L quan-
tum numbers amounts to only adding
(
2N
N
)
pos-
sible states. For N = 2, 4, 6, 8, 10, the cutoff Λ at
which the growth of states become linear afterwards
is 0, 1, 2, 3, 4, respectively. The best empirical fits
to this linear dependence are shown in the plot.
Second, as expected, the dimension of the physical
Hilbert space grows exponentially with the system’s
size at a fixed cutoff, as plotted in Fig. 5(a). The
growth, up to constant factors and higher-order
terms in the exponent, can be approximated by
M ∼ epN . The coefficient of N in the exponent
approaches a constant value as a function of cutoff,
as shown in Fig. 6(a). This value can be obtained
from a fit to points shown in the plot, as depicted
in the figure. For moderate N values such that the
higher-order terms in the exponent are negligible,
this p value can be used to approximate the di-
mension of the physical Hilbert space with PBC as
Λ→∞.
13
(a)
(b)
▽
▽
▽ ▽
▽ ▽ ▽ ▽ ▽ ▽ ▽
0 2 4 6 8 10
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
Λ
Ex
po
ne
nt
p = 1.660+ 0.022-0.004
▽
▽
▽ ▽
▽ ▽ ▽ ▽ ▽ ▽ ▽
0 2 4 6 8 10
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
Λ
Ex
po
ne
nt
/N
p = 1.660+ 0.022-0.004
▽
▽
▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
0 2 4 6 8 10
1.0
1.2
1.4
1.6
1.8
Λ
Ex
po
ne
nt
/N
p = 1.800+ 0.0014-0.003
▽
▽
▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
0 2 4 6 8 10
1.0
1.2
1.4
1.6
1.8
Λ
Ex
po
ne
nt
/N
p = 1.800+ 0.0014-0.003
FIG. 6. The dimension of the physical Hilbert space, M ,
within the KS (and LSH) formulation with PBC (a) and OBC
(b) is approximated by epN , and the coefficient of the lattice
size, N , in the exponent is obtained from fits to the N depen-
dence of M for several values of Λ. The exponents approach,
with an exponential form, a fixed value, and the empirical fit
to this Λ dependence obtains the asymptotic value of p de-
noted by the horizontal lines in the plots and shown in the
inset boxes. The uncertainty on these values is estimated by
variations in the fit values when each data point is removed
from the set, one at a time, and the remaining points are refit.
The numerical values associated with these plots are listed in
Supplemental Material.
. For OBC, the dimension of the physical Hilbert
space grows as a function of Λ until it becomes
a constant for Λ ≥ N (Λ ≥ N + 20 for an arbi-
trary 0), as depicted in Fig. 4(b). The reason for
this behavior is that the J quantum number only
changes (by 12 ) from the left to the right side of site
x if the site’s total fermionic occupation number is
equal to one. If the JR value at site x = 0 is set
to 0, it can become at most JL = 0 +N/2 at the
last site. Increasing the cutoff beyond this value
will not change the states present in the physical
Hilbert space. This growth of the dimension of the
physical Hilbert space to this saturation value at
a fixed N can be approximated by an exponential
form, M ∼ eqΛ. The coefficient of Λ in the expo-
nent for various values of N is plotted in Fig. 7,
and is seen to asymptote to a constant value at
large N . The fit to this asymptotic value is shown
in the plot. This value can be used to approximate
the dimension of the physical Hilbert space for an
arbitrary large N and any Λ. Similarly, the de-
pendence of the dimension of the physical Hilbert
space on the lattice size can be approximated by
an exponential form, M ∼ epN , for a fixed cutoff,
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FIG. 7. The dimension of the physical Hilbert space, M ,
within the KS (and LSH) formulation with OBC is approxi-
mated by eqΛ, and the coefficient of the cutoff on the electric-
field excitations, Λ(= 2Jmax), in the exponent is obtained
from fits to the Λ dependence of M for several values of N .
The exponents approach, with an exponential form, a fixed
value, and the empirical fit to this N dependence obtains the
asymptotic value of q denoted by the horizontal line in the
plot and shown in the inset box. The uncertainty on this
value is estimated by variations in the fit values when each
data point is removed from the set, one at a time, and the
remaining points are refit. The numerical values associated
with these plots are listed in Supplemental Material.
and up to constant factors and higher order terms
in the exponent. The coefficient of N in the expo-
nent asymptotes to a constant value at large Λ, as
shown in Fig. 6(b).
. The size of the full Hilbert space before implement-
ing physical constraints can be approximated by16
M (full)(N,Λ) =
4×∑
j
(2j + 1)
2
N , (69)
with PBC, where j = {0, 12 , 1, · · · , Λ2 }. To com-
pare this with the dimension of the physical Hilbert
space with PBC, one can again write the lattice-size
dependence of the M as epN . The coefficient of N
in this exponent as a function of Λ can be plot-
ted for both the full and physical Hilbert space, as
is shown in Fig. 8. As is evident, even for small
values of the cutoff, the full Hilbert space grows
much faster with the system’s size than the phys-
ical Hilbert space. For example, with Λ = 5, the
p values differ by ≈ 7. This means that for a lat-
tice size N = 10, for example, the dimension of
the full Hilbert space is ≈ 30 orders of magnitude
larger than that of the physical Hilbert space. As
a result, it is not plausible to perform a classical
Hamiltonian simulation with a manageable cost if
the physical constraints are not imposed a priori.
16 Considering the Abelian Gauss’s law that allows assigning only
one J quantum number to each link.
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FIG. 8. Shown in blue is the same as in Fig. 6-a, i.e., the
coefficient of the lattice size, N , in the exponent of M ∼ epN
for several values of Λ, where M denotes the dimension of the
physical Hilbert space within the KS (and LSH) formulation
with PBC. The same quantity can be plotted for the dimen-
sion of the full Hilbert space, as shown in orange, along with
an empirical functional form obtained from a fit to the points.
The numerical values associated with these plots are listed in
Supplemental Material.
Implementing the physical constraints, nonetheless,
introduces further complexity at the onset of the
calculation and amounts to an additional prepro-
cessing cost. We will come back to this point when
comparing the simulation cost between the KS and
LSH formulations in Sec. V.
. A physical basis state is generally a superposition
of the original angular-momentum basis states, see
e.g., the example in Eqs. (70) below. The number
of terms in each superposition can become expo-
nentially large in system’s size. This creates sig-
nificant complexity when generating the Hamilto-
nian matrix, due to the need to keep track of the
Hamiltonian action on each constituent basis state.
The maximum number of terms in a physical state
is plotted in Fig. 9 as a function of Λ for PBC,
demonstrating this exponential growth. We will
come back to this feature in Sec. V when analyzing
the computational cost of the Hamiltonian simula-
tion.
B. Purely fermionic formulation
As discussed in Sec. II B, the basis states that represent
the Hilbert space of the purely fermionic representation
of the KS formulation with OBC consist of the direct
product of on-site fermionic states, see Eq. (30), giving
rise to M = 4N basis states, where N denotes the size
of the lattice in 1+1 D as before. The dimension of the
Hilbert space of the fermionic theory is larger than the
dimension of the physical Hilbert space of the KS for-
mulation in the angular momentum (and LSH) basis for
cutoff values that allow the full physical Hilbert space to
be constructed with OBC (i.e., Λ ≥ N + 20). The ratio
of the former to the latter is shown in Fig. 10 for various
N , along with an empirical fit form to the ratio as a func-
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FIG. 9. Each physical state in the KS formulation in the
angular-momentum basis is, in general, a linear combination
of multiple basis states in Eq. (10). Shown is the number of
terms in the longest linear combination formed to represent
a physical state in the KS theory with PBC, as a function of
the cutoff, Λ, for various number of lattice sizes N . This num-
ber grows polynomially with Λ for a fixed N , while it grows
exponentially with N for a fixed Λ, with the form shown.
tion of the lattice size. This form shows that the ratio
of the dimensions of the two Hilbert spaces asymptotes
slowly to a fixed number.
To understand this mismatch between the number of
(physical) states in both formulations, despite the fact
the fermionic formulation is constructed to fully represent
the physical Hilbert space, inspecting the following exam-
ple will be illuminating. Consider the N = 2 theory in
the ν = 1 sector, where ν denotes the normalized fermion
occupation number on the lattice defined in Eq. (76) be-
low. In the KS formulation in the angular-momentum
basis, the only four physical basis states are:17
1) [|0, 0〉 |0, 0〉 |0, 0〉](0) ⊗ [|0, 0〉 |1, 1〉 |0, 0〉](1) ,
2)
1
2
[
|0, 0〉 |1, 0〉 |1
2
,−1
2
〉
](0)
⊗
[
|1
2
,
1
2
〉 |0, 1〉 |0, 0〉
](1)
− 1
2
[
|0, 0〉 |1, 0〉 |1
2
,−1
2
〉
](0)
⊗
[
|1
2
,−1
2
〉 |1, 0〉 |0, 0〉
](1)
− 1
2
[
|0, 0〉 |0, 1〉 |1
2
,
1
2
〉
](0)
⊗
[
|1
2
,
1
2
〉 |0, 1〉 |0, 0〉
](1)
+
1
2
[
|0, 0〉 |0, 1〉 |1
2
,
1
2
〉
](0)
⊗
[
|1
2
,−1
2
〉 |1, 0〉 |0, 0〉
](1)
,
17 Such states are constructed efficiently in Ref. [90] by acting by
the interacting Hamiltonian on the strong-coupling vacuum, i.e.,
state 1) shown, but they differ in relative signs with the states
presented here. Nonetheless, only the signs denoted here give
rise to gauge-invariant states as can be checked by acting by the
Gauss’s law operators in Eq. (9) on the states shown.
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3)
1√
6
[
|0, 0〉 |1, 0〉 |1
2
,−1
2
〉
](0)
⊗
[
|1
2
,
1
2
〉 |1, 0〉 |1,−1〉
](1)
− 1
2
√
3
[
|0, 0〉 |1, 0〉 |1
2
,−1
2
〉
](0)
⊗
[
|1
2
,
1
2
〉 |0, 1〉 |1, 0〉
](1)
− 1
2
√
3
[
|0, 0〉 |1, 0〉 |1
2
,−1
2
〉
](0)
⊗
[
|1
2
,−1
2
〉 |1, 0〉 |1, 0〉
](1)
+
1√
6
[
|0, 0〉 |1, 0〉 |1
2
,−1
2
〉
](0)
⊗
[
|1
2
,−1
2
〉 |0, 1〉 |1, 1〉
](1)
− 1√
6
[
|0, 0〉 |0, 1〉 |1
2
,
1
2
〉
](0)
⊗
[
|1
2
,
1
2
〉 |1, 0〉 |1,−1〉
](1)
+
1
2
√
3
[
|0, 0〉 |0, 1〉 |1
2
,
1
2
〉
](0)
⊗
[
|1
2
,
1
2
〉 |0, 1〉 |1, 0〉
](1)
+
1
2
√
3
[
|0, 0〉 |0, 1〉 |1
2
,
1
2
〉
](0)
⊗
[
|1
2
,−1
2
〉 |1, 0〉 |1, 0〉
](1)
− 1√
6
[
|0, 0〉 |0, 1〉 |1
2
,
1
2
〉
](0)
⊗
[
|1
2
,−1
2
〉 |0, 1〉 |1, 1〉
](1)
,
4) [|0, 0〉 |1, 1〉 |0, 0〉](0) ⊗ [|0, 0〉 |0, 0〉 |0, 0〉](1) , (70)
where each triplet in the square brackets denotes
[|JR,mR〉 ⊗ |f1, f2〉 ⊗ |JL,mL〉](x) at the corresponding
site x, and the direct product symbol is suppressed in
such triplets for brevity. On the other hand, in the purely
fermionic representation of the same theory, the six basis
states are
1) |0, 0〉(0) ⊗ |1, 1〉(1) ,
2) |0, 1〉(0) ⊗ |0, 1〉(1) ,
3) |0, 1〉(0) ⊗ |1, 0〉(1) ,
4) |1, 0〉(0) ⊗ |0, 1〉(1) ,
5) |1, 0〉(0) ⊗ |1, 0〉(1) ,
6) |1, 1〉(0) ⊗ |0, 0〉(1) . (71)
As is seen, while all the six possible fermionic configura-
tions in the ν = 1 sector are present in the physical basis
states of the KS formulation in the angular-momentum
basis, only two proper linear combinations of states 2)-5)
in the fermionic formulation appear in the KS formula-
tion in the angular-momentum basis. Further inspection
of the two representations reveals that the spectrum of
both theories matches exactly for all values of the cou-
plings, but with degeneracies present in the fermionic
case. To conclude, the fermionic representation of the
SU(2) LGT in 1+1 D with OBC has redundancies in the
representation compared with the KS formulation in the
angular-momentum basis, however it avoids complex lin-
ear combinations of basis states that arise in the latter
due to the imposition of the Gauss’s laws. As will be
discussed in Sec. III D, the LSH formulation of the SU(2)
LGT is free from the redundancies of the fermionic for-
mulation, while at the same time it does not involve a
cumbersome physical Hilbert-space construction.
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FIG. 10. The upper panel depicts the ratio of the dimension
of the Hilbert space in the fully fermionic formulation with
OBC to the dimension of the physical Hilbert space within the
KS (and LSH) formulation without removing the gauge DOF
(but with a sufficiently large cutoff such that the dimension of
the Hilbert space saturates to a fixed value), for several values
of the lattice size, N . The middle panel depicts the density of
the Hamiltonian matrix within the physical Hilbert space for
each theory. The lower panel is the ratio of the Hamiltonian
matrix densities multiplied by the square of the ratio of the
size of the Hilbert spaces in each theory. This latter quantity
enters the analysis of the computational complexity of matrix
manipulation in Sec. V. The numerical values associated with
these plots are listed in Supplemental Material.
C. Purely bosonic formulation
The physical basis states of the bosonized SU(2) the-
ory with OBC are, at the first sight, the direct product
of the physical basis states of the KS theory discussed
in Sec. III A and the electric-field basis states satisfying
the extra U(1) Gauss’s law. Recall that the U(1) sym-
metry was introduced in the bosonized form to allow the
elimination of fermionic DOF in favor of bosonic DOE
in the SU(2) theory. The statement above is only true
if the cutoff on the U(1) electric field is set sufficiently
high such that all fermionic configurations allowed in the
physical Hilbert space of the SU(2) theory can be real-
ized. To make this statement more explicit, consider the
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example studied in Sec. III B, where N = 2 and ν = 1
in the KS theory with OBC, and the incoming fluxes of
the SU(2) and U(1) electric fields are set to zero. As
was shown, while there are six allowed fermionic con-
figurations in the purely fermionic representation, these
reduce to four linear combinations of basis states for
Λ ≥ 2 in the physical Hilbert space of the KS formula-
tion in the angular-momentum/fermionic basis (still en-
compassing all six possible fermionic configurations with
ν = 1). Note that with Λ ≥ 2, the physical Hilbert
space of the SU(2) theory is complete. Now consider the
purely bosonic formulation, with Λ0 denoting the cut-
off on the U(1) electric-field excitations. Obviously for
Λ0 = 0, the only state allowed is the strong-coupling
vacuum states, i.e., state 1) in Eq. (70), and the phys-
ical Hilbert space of the bosonized U(2) theory has di-
mension one in the specified sector. For Λ0 = 1, there
are three states contributing, corresponding to states
1), 2), and 3) in Eq. (70), times the U(1) electric-field
states |E〉(0) ⊗ |E〉(1) = |0〉(0) ⊗ |0〉(1) for state 1) and
|1〉(0)⊗ |0〉(1) for states 2) and 3). Finally, for Λ0 ≥ 2, all
four states in Eq. (70) are allowed, and the corresponding
U(1) electric-field states are those given above for states
1), 2), and 3), and |2〉(0) ⊗ |0〉(1) for state 4).
In general, the dimension of the physical Hilbert space
of the extended U(2) theory approaches that of the orig-
inal SU(2) theory with Λ ≥ N , and reaches a saturation
value at Λ0 = N . This trend has been depicted in Fig. 11
for N = 2, 4, 6, 8-site theories. Such an extra cutoff de-
pendence can, in particular, be important in encoding
the purely bosonic Hamiltonian onto qubits in a Hamilto-
nian simulation, in which one trades the few-dimensional
Hilbert space of the fermions with the Hilbert space
of U(1) bosons that grows with the lattice size when
OBC are imposed. Nonetheless, in higher-dimensional
gauge theories coupled to fermions, the bosonization may
present some benefit by avoiding the non-local fermionic
encodings, although the need for a sufficiently large U(1)
cutoff may be more significant in higher dimensions. The
pros and cons of such a reformulation of the original
gauge theory in the context of quantum simulation re-
quires further investigation.
D. Loop-String-Hadron formulation
As described in Sec. II D, the Hilbert space of the LSH
formulation is spanned by basis states
|nl, ni, no〉(x), (72)
for x = 0, 1, 2, ..., N − 1, subject to the Abelian Gauss’s
law constraint NL(x) = NR(x) along each link connect-
ing sites x and x + 1. NL(x) and NR(x) quantum num-
bers are expressed in terms of the LSH quantum num-
bers according to Eqs. (53) and (54). In the following,
an efficient procedure for generating the physical Hilbert
space of the LSH formulation will be presented for both
N = 2,⇤ = 2
N = 4,⇤ = 4
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FIG. 11. The dimension of the physical Hilbert space, M ,
of the bosonized formulation of the KS theory as a function
of Λ0, the cutoff on the electric field excitations of the U(1)
subgroup of the extended U(2) theory. The value of Λ, the
cutoff on the electric field excitations of the SU(2) subgroup,
is fixed to the smallest value at which the physical Hilbert
space of the theory saturates to its full size. The dimension
of the full physical Hilbert space is denoted by the dashed
line in each plot. The numerical values associated with these
plots are listed in Supplemental Material.
OBC and PBC. It can be shown that this Hilbert space
is in one-to-one correspondence with the physical Hilbert
space of the KS theory in the angular-momentum repre-
sentation, and that LSH formulation is a more economi-
cal encoding of such a Hilbert space given its reliance on
fully gauge-invariant DOF.
. OBC fixes the incoming electric flux into the lat-
tice. In the language of LSH quantum numbers,
this condition reads: NR(−1) = 0. Given this,
and using Eqs. (39), (53), and (54) consecutively,
it is straightforward to show that
nl(x) = 0 +
x−1∑
y=0
(no(y)− ni(y))
− ni(x) (1− no(x)) . (73)
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FIG. 12. The LSH Hilbert space with OBC on a lattice of
size N = 2 and for the case of ν = 1 and Λ = 1. The states are
denoted as
∏N−1
i=0 |nl, ni, no〉(i). The four basis states shown
are in one-to-one correspondence with the four physical basis
states in the angular-momentum basis presented in Eq. (70).
Eq. (73) implies that for the one-dimensional lat-
tice with OBC, nl quantum number at any site is
completely fixed by the boundary condition and
string quantum numbers ni and no at all the sites
to its left. In other words, once the string quan-
tum numbers are specified throughout the lattice,
all LSH quantum numbers are known, and hence a
particular gauge-invariant state is specified. Note
that for an N -site lattice, fixing the fermionic quan-
tum numbers give rise to 4N basis states, that is the
same as the number of basis states one obtains with
the purely fermionic formulation of the KS theory
as described in Sec. III B. However, at this point,
it should be noted that there exist certain string
configurations (for a fixed value of 0) that make
the right-hand side of Eq. (73) negative on one or
more sites on the lattice. Such spurious string con-
figurations must be discarded, and thus the Hilbert
space of the LSH formulation is smaller in size than
the purely fermionic formulation. In fact, the di-
mension of the LSH Hilbert space comes out to be
of exactly the same as that of the physical Hilbert
space of the KS theory in the angular-momentum
basis. However, the cost of generating the phys-
ical Hilbert space is much less than that of the
KS formulation in the angular momentum basis, as
the states no longer need to satisfy SU(2) Gauss’s
laws at each site (since this has already been taken
care of by the LSH construction), and the only re-
maining Gauss’s law that is Abelian in nature is
solved analytically. Moreover, while working with
a cutoff Λ, the LSH Hilbert space is constrained to
only contain those string configurations that yield
0 ≤ NL/R(x) ≤ Λ for all x. An example of the LSH
Hilbert space with OBC on a lattice of size N = 2
and with Λ = 2 and ν = 1 is given in Fig. 12. These
basis states are in one-to-one correspondence with
the physical basis states in the angular-momentum
basis, i.e., the states enumerated in Eq. (70).
. PBC implies that
0 ≤ NR(−1) = NL(N − 1) ≤ Λ, (74)
yielding (Λ + 1)4N states to start with. Identifying
0 ≡ NR(−1) and following the same prescription
outlined above for OBC, all possible states in the
LSH Hilbert space can be constructed subject to
cutoff Λ. Note that with PBC, one obtains many
copies of the same {ni, no} configurations corre-
sponding to different winding numbers, i.e., the
number of closed loops that go around the lattice.
A detailed account of the global symmetries of the
KS theory will be presented in the next section.
The LSH Hilbert space, both for OBC and PBC, is
identical to the physical Hilbert space of the KS theory,
in the sense that each state in the LSH basis corresponds
to one and only one state in the KS physical Hilbert
space and vice versa. Therefore, all discussions regard-
ing the scaling of the physical Hilbert space presented
in Sec. III A are valid for the LSH formulation as well.
The only distinction is that the LSH Hilbert space and
the associated Hamiltonian can be generated with far less
computational complexity, as will be further discussed in
Sec. V.
IV. REALIZATION OF GLOBAL SYMMETRIES
The physical Hilbert space, projected out by imposing
the Gauss’s laws as studied in the previous sections, can
be further characterized by global symmetry sectors as
well as topological configurations. Identification of these
symmetries can further simplify the Hamiltonian simula-
tion, as the Hilbert space that needs to be studied can
be further divided to smaller sectors. These symmetries
are manifested differently in the case of PBC and OBC,
and are discussed in the following.
The total fermion occupation number is conserved, as
the operator
Qˆ ≡
N−1∑
x=0
ψ†(x)ψ(x), (75)
commutes with the Hamiltonian with both boundary
conditions. Note that in the LSH framework, this quan-
tum number is simply Q =
∑
x [ni(x) + no(x)]. With
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Q
0 1 2 3 4
q
0 1 3 1
1 2 2
2 1
TABLE I. Breakdown of the physical Hilbert space of dimen-
sion 10 with OBC and for N = 2 and Λ ≥ 2.
OBC, Q can be any integer in the interval [0, 2N ]. With
PBC, Q can only be an even integer in the same inter-
val, as an odd total fermionic occupation number creates
an imbalance between the net flux of electric field into
site x = 0 and out of site x = N − 1, which contradicts
PBC. For convenience, the global charge associated with
the total number of fermions can be normalized by the
lattice size as
ν ≡ Q
N
, (76)
with ν ∈ [0, 2]. The strong-coupling vacuum lies in the
ν = 1 sector of the Hilbert space.
Besides the conservation of the total number of
fermions, there is an additional quantum number that
divides the Hilbert space of each Q sector to multiple
disjoint sectors in general. This quantum number in the
LSH language can be written as
q ≡
N−1∑
x=1
[no(x)− ni(x)] , (77)
which using the identities in Eq. (54) can be written as
q = NL(N − 1) − NR(−1), with a direct translation in
the original KS formulation in the angular-momentum
basis: q = 2 [JL(N − 1)− JR(−1)]. In other words, this
conserved quantum number distinguishes sectors with
a different net flux of the outgoing electric field com-
pared with the incoming electric field. For example, it
is easy to verify that state 3) with q = 2 in Eqs. (70)
and Fig. 12 does not evolve to states 1), 2), and 4) with
q = 0. This global charge is conserved with OBC since
JR(−1) is fixed and there is no operator in the Hamil-
tonian to affect the JL(N − 1) quantum number. With
OBC and JR(−1) = 0 , q can be any integer in the in-
terval [0,min(N,Λ)]. With PBC, only the q = 0 sector
exists as the net electric field fluxes into and out of the
one-dimensional lattice are equal, as mentioned above.
An example of the breakdown of the physical Hilbert
space with OBC into the Q and q sectors is given in Ta-
ble IV for N = 2 and Λ ≥ N . A larger Hilbert space
corresponding to N = 10 is analyzed in Appendix B.
In addition to the total fermionic number and the net
flux, the Hamiltonian and the associated Hilbert space
are symmetric under charge conjugation. While there is
no U(1) charge associated with the fields in the SU(2)
LGT, the system is invariant, up to µ→ −µ, if the pres-
ence of fermions on the lattice is exchanged with their
absence, i.,e, corresponding to a particle-hole exchange
1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
12)
13)
14)
FIG. 13. The physical Hilbert space within the LSH formu-
lation with PBC with N = 2, Λ = 3, and Q = 2.
symmetry. One can verify that the associated charge con-
jugation operator, Cˆ, commutes with the Hamiltonian of
both PBC and OBC,
[Cˆ, Hˆ] = 0, (78)
and that
Cˆ2 = 1, {Qˆ, Cˆ} = 0, (79)
where Qˆ ≡ Qˆ − N Iˆ, with Iˆ being an identity operator.
Therefore, for any given state in the Hilbert space with
charge Q:
QˆCˆ|ψ〉 = −CˆQˆ|ψ〉+NCˆ|ψ〉
= (2N −Q)Cˆ|ψ〉. (80)
This implies that the charge-conjugated state exhibits a
charge 2N −Q. For an even Q-charge sector, the result-
ing spectrum is invariant under µ → −µ, and hence the
pair of charge-conjugated Hilbert spaces for {Q, 2N−Q}
are physically identical. For odd Q-charge sectors, the
charge-conjugated Hilbert space is only physically equiv-
alent to the original Hilbert space once µ is replaced with
−µ.
Finally, for PBC it is useful to characterize the
states by a winding number variable l, such that for
any state |ψ〉 in the Hilbert space with a given cut-
off Λ, [Tr(U(0)U(1)U(2) . . . U(N − 1))]l |ψ〉 is also a
valid state of the physical Hilbert space with cutoffs
up to Λ + l, where 0 ≤ l < ∞. Since the opera-
tor [Tr(U(0)U(1)U(2) . . . U(N − 1))]l does not commute
with the Hamiltonian, it is not a symmetry of the the-
ory, nonetheless, it provides a useful characterization of
the states. As was explicitly realized in the previous
section, the dimension of the Hilbert space for OBC is
finite for arbitrary Λ. However with PBC, the Hilbert-
space dimension grows linearly with the cutoff (once a
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Q
0 2 4
l
0 1 3 1
1 1 4 1
2 1 4 1
3 1 3 1
TABLE II. Breakdown of the physical Hilbert space of dimen-
sion 22 with PBC and for N = 2 and Λ = 3 in terms of the
Q quantum number (all states satisfy q = 0). The winding
quantum number l, while not a conserved quantity, is also
specified.
saturating value of the cutoff is reached to accommodate
all the fermionic configurations). In the linear region,
the slope is obtained from the number of all fermionic
configurations with charge Q = 0, which is
(
2N
N
)
. As
a result, the complete physical Hilbert space with PBC
contains copies of the particular gauge-invariant Hilbert
space with winding numbers varying from 0 to Λ. Such
a winding-number characterization of PBC Hilbert space
is evident in the example shown in Fig. 13, where basis
states 1), 2), 3), and 6) are repeated for different values
of the winding numbers, l = 0, 1, 2, 3. The breakdown
of the PBC Hilbert space in terms of the fermionic oc-
cupation quantum number Q and the winding number l
is worked out for a related example in Table IV. Finally,
it should be noted that with PBC, the theory exhibits
a discrete translational symmetry, and the eigenstates of
a discrete momentum operator can be formed as well,
see e.g., Ref. [36] for such a classification of momentum
eigenstates in the case of the lattice Schwinger model.
V. COMPARATIVE (CLASSICAL) COST
ANALYSIS
A classical algorithm for Hamiltonian simulation, in gen-
eral, involves three steps: I ) Hilbert-space construction,
II ) Hamiltonian generation, and III ) observable compu-
tation. The Hilbert space can be constructed by iden-
tifying the theory’s DOF, symmetries, and a convenient
basis to express the states. In the case of LGTs, where
a major portion of the Hilbert space is irrelevant, to re-
duce the computational cost, one needs to project to the
physical Hilbert space. This entails one of the follow-
ing. One may impose the (non-trivial) Gauss’s laws by
reformulating DOF as is the case in the LHS formula-
tion. Alternatively, the Gauss’s law constraints can be
imposed a posteriori on convenient basis states. Another
option is to generate the physical states by the consecu-
tive action of the Hamiltonian on a trivial physical state
such as the strong-coupling vacuum [89, 90]. The associ-
ated computational cost of this step, therefore, depends
largely on the Hamiltonian formulation used, as well as
the algorithm itself. In the following, we analyze the first
two approaches, noting the third approach is of compa-
rable cost as it requires the Hamiltonian matrix to be
acted on states by a number of times that grows expo-
nentially with the system’s size. After the basis states in
the (physical) Hilbert space are identified, the next step
of the simulation is to generate the Hamiltonian matrix.
This step, obviously, depends on the formulation used as
well. For example, some formulations may provide sim-
pler operator structures, which could affect the sparsity
of the matrix generated. Finally, the Hamiltonian matrix
can be used to compute observables, such as spectrum,
and static or dynamical expectation values of operators.
This step often entails matrix diagonalization and matrix
exponentiation, which can be sped up by efficient sparse-
matrix algorithms especially when acted on a sparse state
vector.
Having introduced various formulations of the SU(2)
LGT in 1+1 D and analyzed their physical Hilbert-space
dimensionality with regard to the system’s size, electric-
field cutoff, and boundary conditions, one can now an-
alyze the classical-simulation cost within each formula-
tion. For this purpose, we focus on the KS formula-
tion in the physical Hilbert space, the LSH formulation,
and the purely fermionic formulation, all with OBC, and
will briefly comment on the case of PBC and the purely
bosonic formulation in the end.
A. Physical Hilbert-space construction
Purely fermionic formulation
Within the purely fermionic formulation, redundant
gauge symmetries are removed algebraically by an ap-
propriate gauge transformation and after applying the
Gauss’s law repeatedly, as explained in Sec. II B. As such,
the projection to the physical Hilbert space is essentially
free, and the time complexity is:18
T(F)I ∼ O(1). (81)
Here, in principle, there is an additional cost as-
sociated with generating 4N fermionic configurations∏N
i=1 |f1, f2〉(i) with f1,2 ∈ {0, 1}. Nonetheless, with an
efficient Kronecker-product algorithm introduced in the
next subsection, the Hamiltonian can be generated with-
out the need to generate and store these fermionic con-
figurations.
Loop-String-Hadron formulation
An efficient algorithm and its associated cost for gener-
ating physical Hilbert space of the LSH formulation with
OBC goes as follows. One first generates 4N string con-
figurations. The cost of generating each configuration
18 Throughout this paper, computational cost, number of opera-
tions, and time complexity are used interchangeably, and are all
meant to convey the same meaning.
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can be realized as converting an integer label k associ-
ated with each configuration to a binary number, which
goes as log(k). This step can therefore be conducted with
the time complexity O(N) for a lattice of N sites. The
binary digits in each generated configuration are then la-
beled by ni and no string numbers, by e.g. assigning
them to the even and odd digits, respectively. This step
is essentially free. Next comes the generation of the nl
quantum numbers. As mentioned before, with OBC, the
Gauss’s law is used to fix this number for any given string
configuration. Since nl must be fixed at all links, O(N)
number of operations is needed. There are additional
O(N) operations required to pick each generated nl and
check it against the requirement of not exceeding the cut-
off as well as being a non-negative integer, as explained
in Sec. III D. However, this step can be simultaneously
performed as generating nl quantum numbers consecu-
tively, to reduce the cost. The total cost of generating
the physical Hilbert space with the LSH formulation is
therefore:
T(LSH)I ∼ O(N22N ). (82)
Note that in order to reduce the dimensionality of
the Hilbert space, one could additionally restrict the
states to a given global-symmetry sector. For example,
if only interested in the charge ν = 1 sector, there are
O(N) operations involved to check the ν-number of each
string configuration, reducing the number of configura-
tions needed for generation of nl quantum numbers from
4N to
(
2N
N
) ≈ 4N√
N
. Since this is not an exponential speed
up as a function of the size of the system, such finer de-
compositions of the physical Hilbert space will not be
considered in the rough estimate of the computational
cost in the remainder of this section. Such symmetry
considerations, however, will be advantageous in practi-
cal implementations.
Angular-momentum representation
An efficient algorithm for the generation of the physical
Hilbert space of the KS in the angular-momentum basis
with OBC starts by making a gauge-invariant state at
site x, i.e., one that satisfies the non-Abelian Gauss’s
laws in Eq. (18). If there is one and only one fermion at
site x, then a gauge-invariant state is obtained from the
relation
|(JR, 12 )JRfJL; 00〉
(x)
=
∑
mR,mf ,mRf ,mL
〈JR,mR; 12 ,mf |JRf ,mRf 〉 〈JRf ,mRf ; JL,mL|0, 0〉
|JR,mR〉(x−1) ⊗ | 12 ,mf 〉
(x) ⊗ |JL,mL〉(x) , (83)
with the notation defined in Sec. II A. While mf only
takes values ± 12 in these sums, each sum over mR, mRf ,
and mL involves of the order of JR operations. This is
because the value of JR fixes the value of JRf to be equal
to JR ± 12 , and that in order for the final total angular
momentum to be zero, the value of JL needs to be equal
to JR ± 12 . Now to generate a set of all possible physical
states, such construction at the site should be repeated
for all possible values of JR, i.e., 0 ≤ JR ≤ Λ. As a result,
the number of operations required to generate a complete
set of physical states at a given site is O(Λ4). If, however,
there is either no fermion or there are two fermions at site
x, the above relation is modified by setting 12 → 0, the
expression simplifies to only two summations, and the
final number of operations required to generate a gauge-
invariant set of states is O(Λ3), which is subdominant
compared with the first case and can be ignored in the
limit Λ  1. Note that in both cases, there is an addi-
tional cost involved amounting to checking and removing
the generated JL values that violate 0 ≤ JL ≤ Λ, but this
step can be checked simultaneously in the sum above, and
the total asymptotic cost in the limit Λ 1 remains the
same. The next step involves an N -fold Kronecker prod-
uct of states in each set to connect states at adjacent
sites throughout the lattice. This adds a cost with the
time complexity O (Λ4N). Finally, the boundary con-
dition on JR at site x = −1 must be imposed, along
with the Abelian Gauss’s law to ensure that JR and JL
belonging to the same link are set equal. This can be
achieved by a search and elimination algorithm, and in-
volves an additional cost that scales as O (Λ4N), which
is the conservative scaling of the number of basis states
formed in the previous step. As a result, the total time
complexity of generating the physical Hilbert space is:
T(J)I ∼ O
(
Λ4 + Λ4N + Λ4N
) ≈ O (Λ4N), where ≈ sign
in this section is meant the approximate scaling in the
limit: N  1. The time complexity if Λ is fixed to a con-
stant much smaller than N is: T(J)I ∼ O
(
Λ4N + Λ3N
)
.
An alternative algorithm can be realized by first gener-
ating 4N fermionic configurations throughout the lattice.
Each configuration generation involves a time complexity
that scales as O(N). Next, given the value of JR at the
boundary x = −1, all JL and JR values can be produced
throughout the lattice, given the known fermionic occu-
pation at each site and the Abelian Gauss’s law. This
involves a maximum number of operations that goes as
O(N + N2N ), since at each site and given a JR value,
there may be two possibilities for the JL value as the
fermion occupation may be equal to one. Now given the
set of configurations for fermions and angular momenta
generated, the non-Abelian Gauss’s law can be imple-
mented following the relation in Eq. (83), introducing
an additional cost O(Λ3). The Kronecker-product cost
is the same as before but there will be no need to im-
pose the boundary condition and Abelian Gauss’s law
anymore as these are already implemented. In summary,
this algorithm involves a time complexity that scales as
T(J)I ∼ O
(
N23N + (2Λ)3N
)
. (84)
For Λ ∼ N and N  1, this later algorithm therefore
is asymptotically faster than what was described earlier.
The cost, however, remains super-exponential in N this
limit.
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B. Hamiltonian generation
Purely fermionic formulation
In the fermionic formulation of the KS theory with
OBC, the Hamiltonian becomes non-local with O(N2)
terms in the Hamiltonian, see e.g., the electric Hamilto-
nian in Eq. (28). However, a considerable advantage is
that the operator structures encountered are only of the
type ψ†(x)ψ(y), which make the Hamiltonian generation
amenable to Kronecker-product algorithms, eliminating
the need to generate and store the fermionic Hilbert space
a priori. Explicitly, each ψ†(x)ψ(y) operator can be writ-
ten as at the Kronecker product of I4×4 at all sites but x
and y, A4×4 at site x and B4×4 at site y, in an ordered
manner, where I is the identity matrix, and A and B are
matrices formed by the action of ψ†(x) and ψ(y), respec-
tively, on the four allowed fermionic configurations at the
respective sites. Since the on-site matrices are sparse and
involve O(di) elements (with di = 4 being the dimension-
ality of the matrices), performing the Kronecker product
along a lattice of length N comes with the time complex-
ity O(4N ). The total time complexity of this algorithm
for generating the Hamiltonian is therefore:
T(F)II ∼ O
(
N222N
)
. (85)
Note that there are additional O(N) operations involved
in finding the position of x and y along the chain, but
that is a subdominant cost compared with the subsequent
Kronecker-product operation.
Loop-String-Hadron formulation
In order to generate the LSH Hamiltonian, first note that
the dimensionality of the physical Hilbert space can be
approximated by 4N−1 at large N , estimated by com-
paring the asymptotic ratio of the physical Hilbert space
dimension in the fermionic formulation to that of the
LSH formulation, as shown in Fig. 10. On the other
hand, in the LSH formulation, the Hamiltonian remains
local, with the total number of operators scaling asO(N).
Generating the Hamiltonian matrix elements amounts to
picking one state out of the Hilbert space at a time, act-
ing by the Hamiltonian operator on the state to arrive at
another state (which requires O(N) operations), and find
the position of the state’s assigned index in a previously
produced look-up table of states indices, with a time com-
plexity that scales as O(4N−1), and is therefore domi-
nant compared with Hamiltonian operation cost. This
step identifies the position of the element in the Hamil-
tonian matrix and its value. The total time complexity of
Hamiltonian generation for the LSH formulation, there-
fore, scales as
T(LSH)II ∼ O
(
N24N
)
. (86)
Note that the more efficient Kronecker-product algorithm
that was applied in the fermionic case could not be taken
advantage of in the LSH formulation as the one-to-one
mapping between the Kronecker product of on-site phys-
ical states and the global physical state is lost given the
imposition of the boundary condition and the Abelian
Gauss’s laws. Such a convenient feature is lost in the
angular momentum representation of the physical states
as well.
Angular-momentum representation
Similar to the LSH formulation, the dimension of the
physical Hilbert space in the angular-momentum basis
scales as O(4N−1), and there are O(N) operators in the
Hamiltonian. The Hamiltonian matrix elements can be
generated by picking one physical state at a time and
find the resulting state after the operation of each term
in the Hamiltonian on the chosen state. Despite the LSH
states though, the physical states are linear combina-
tions of a multitude of basis states in general. While
in principle, there are of the order of O(Λ3N ) terms for
each physical state, as discussed before, many of these
states have a vanishing contribution due to the corre-
sponding vanishing Clebsch-Gordan coefficients. Empir-
ically, the maximum number of terms obtained in a phys-
ical state with OBC is seen to scale as O ((2Λ)N/2−1).19
Furthermore, the action of the interaction Hamiltonian
on each basis state involves O(Λ) operations as is ev-
ident from Eq. (17). Finally, the obtained state itself
is a linear combination of other physical states, and re-
quires O(4N−1Λ(2Λ)N/2−1) to find its overlap to other
states in the physical Hilbert space. As a result, the
total cost of generating the Hamiltonian matrix in the
angular-momentum representation scales as
T(J)II ∼ O
(
N25NΛN
)
. (87)
In the limit Λ ∼ N , this step introduces another super-
exponential cost to the Hamiltonian simulation in this
basis, in addition to the cost of generating the physical
Hilbert space as derived in the previous subsection.
C. Observable computation
General scaling relations
The cost of Hamiltonian matrix manipulation required
to evaluate observables depends upon the dimensional-
ity of the Hamiltonian, its sparsity, and the sparsity of
the state vector in computing expectation values. For a
square matrix with dimensions M ×M , the matrix den-
sity is defined as the ratio of the number of non-zero ele-
ments in the matrix to M2. Computation of spectrum in
the Hamiltonian formulation amounts to evaluating the
(first m) eigenvalues, while time-dependent expectation
19 Compare this with the scaling of the maximum number of terms
in a physical state for PBC shown in Fig. 9.
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values require the action of the exponential of a matrix
on a state vector. A rigorous analysis of the computa-
tional cost of these matrix manipulations given a desired
accuracy in the estimated outcome is beyond the scope of
this work. Given that the goal of this section is to make
a comparison among different Hamiltonian formulations
of the SU(2) LGT, with a focus on select algorithms, we
point out a generic time complexity measure for the op-
erations without attempting to find rigorous theoretical
bounds on the algorithms considered.
The extremal eigenvalues of a matrix can be ob-
tained using an iterative algorithm, which generates
convergence to the desired eigenvalues. To demon-
strate the time complexity of such algorithms, consider
a Hermitian matrix with the following eigenvalue equa-
tion: A |va〉 = λa |va〉. The power series algorithm for
extremal-eigenvalue estimation requires choosing a ran-
dom initial unit vector |b〉 = ∑a ca |va〉, |ca|2 = 1. One
repeats applying A to |b〉, Ak |b〉 = ∑n cnλka |va〉, and
normalizes the output state after each iteration. This
procedure suppresses the contribution of smaller eigen-
values and quickly converges to the maximal eigenvalue.
The Arnoldi algorithm [110] enhances this procedure by
generating a Krylov subspace with the set of output vec-
tors
{|b〉 , A |b〉 , A2 |b〉 , ..., Am−1 |b〉} that are orthogonal-
ized against each other. To generate the lowest eigenval-
ues, A is replaced with A−1 in the procedure outlined.
The limiting feature of this approach is the cost of ma-
trix multiplication. As the procedure is repeated, it be-
comes more costly to expand the Krylov subspace, due
to the growing density of the output vectors. Apply-
ing the Lanczos algorithm [111–114], a generalization of
the Arnoldi algorithm to Hermitian matrices, requires
O(ξρHM2) operation for an M ×M Hamiltonian with
matrix density ρH . Empirical observations have shown
that ξ ∼ 32m, where m is the number of desired extremal
eigenvalues [112].
Among methods to compute matrix exponentiation is
the truncated Taylor series method [115]. For the unitary
time-evolution operator, the k-th order truncated series
is defined as: e−iHt
∣∣
k
=
∑k−1
l=0 (−iHt)l/l!. The number
of terms, k, needed in the Taylor expansion to reach the
desired accuracy depends on time, Hamiltonian’s dimen-
sion, and on some form of a Hamiltonian norm, such as
the size of its largest eigenvalue. With identical eigenval-
ues and similar Hilbert space sizes in all formulations con-
sidered, the number of terms to be computed will be of
the same order in all cases and will not be constrained any
further. The time complexity of multiplying an M ×M
Hamiltonian with density ρH and an M -dimensional vec-
tor with density ρv goes as O(ρHρvM2) [116], hence a k-
th order truncation of e−iHt on state vector |v〉 scales as:
O(kρHρvM2). Although the initial state can be chosen
to be sparse, the time evolution will eventually saturate
the sparsity bound determined by the action of the k-th
order Taylor series on the state, which results in mixing
the initial state with states in the same symmetry sector.
To simplify the cost analysis, in the following the time
complexity
TIII ∼ O(ρHM2) (88)
will be used as a general measure of the spectral and
dynamical observables and the companying factors men-
tioned above will be dropped. Once again, it should be
noted that due to the increase in ρv as the system evolves,
the time-evolution cost will ultimately approach the time
complexity O(M2).
Computing cost in different formulations
Since the Hamiltonian in the angular-momentum basis
in the physical Hilbert space is the same as that in the
LSH basis, the cost analysis of the observable computa-
tion is the same in both formulations. What makes a
difference in computational costs of one versus the other
is clearly the Hilbert-space and Hamiltonian-generation
cost, as will be studied more closely in the next subsec-
tion. As a result, only a cost comparison is presented
here for the fermionic and LSH formulations. For the
LGT formulations of SU(2) theory in 1+1 D considered
in this work, the Hamiltonians are sparse and their den-
sity goes roughly as 1/Mp with p > 0, given the locality
of the interactions in the original KS formulation. Even
in the fermionic formulation, in which the gauge DOF
are traded with the locality of interactions, the number
of operators in the Hamiltonian remains small compared
with the size of the Hilbert space, rendering the Hamil-
tonian matrix extremely sparse. A comparison of both
the dimension of the Hilbert space and the density of the
Hamiltonian matrix between the fermionic and LSH for-
mulations of SU(2) LGT in 1+1 D with OBC is shown in
Fig. 10. As the plots demonstrate, while the dimension of
the LSH Hilbert space remains smaller than that of the
fermionic representation for all values of N , the density of
the Hamiltonian matrix in the fermionic formulation de-
creases compared with that of the LSH formulation as N
increases. The determining factor in the time complex-
ity of the eigenvalue computation and matrix exponenti-
ation is, nonetheless, ρHM
2, and the ratio of this quan-
tity between the two formulations is plotted in the lower
panel of Fig. 10. As is observed, the ratio grows slowly
as O(N) as N → ∞, demonstrating the slightly higher
cost of observable computation in the fermionic formula-
tion. In the comparative analysis of the next subsection,
the asymptotic cost of observable computation for the
LSH formulation (hence the angular-momentum formu-
lation in the physical sector) will be estimated simply as
O(ρHM2) with M = 4N and ρH = 2−N , where the den-
sity is approximated from an empirical fit of the density
of the LSH Hamiltonian for small lattice sizes. For the
fermionic Hamiltonian, the cost of the LSH Hamiltonian
should be multiplied by N .
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FIG. 14. The asymptotic cumulative cost of the three steps
of given classical numerical algorithms for Hamiltonian simu-
lation of the KS SU(2) LGT in 1+1 D with the fermionic for-
mulation (F), LSH formulation, and the angular-momentum
formulation in the physical sector (J), as a function of lattice
size N for large N .
D. Total cost and comparisons
Given the time complexity of various steps of a Hamil-
tonian simulation outlined above for the three formula-
tions of SU(2) LGT in 1+1 D studied, the cumulative
cost of the simulation can be estimated by adding TI ,
TII , and TIII for each formulation from the previous sub-
section. Figure 14 plots this asymptotic scaling cost, i.e.,
in the limit where N  1. For the angular-momentum
formulation, two scenarios are considered: The cutoff on
the gauge excitations is set to a constant value, and the
cutoff is set to N , corresponding to the saturating value
of the cutoff with OBC. As already evident from the an-
alytical scaling relations, the least time complexity is of-
fered by the fermionic representation, while the angular-
momentum formulation provides the worst scaling and
is unfit for even small-scale simulations. As an explicit
comparison, for N = 20, angular-momentum formulation
(with Λ = N) requires 160 orders of magnitude larger
computing resources than the LSH formulation, while
the fermionic formulation requires 20 orders of magni-
tude lesser resources than the LSH formulation.
It is also interesting to examine the cost of each step
of the simulation, i.e., Hilbert-space constructions (I),
Hamiltonian generation (II), and observable computation
(III), for the algorithms outlined. While the conclusions
are already evident from the analytic scaling forms pro-
vided in the previous subsection, they can be observed
more crisply from the plots shown in Fig. 15. For both
the fermionic and LSH formulations, the least costly step
is constructing the physical Hilbert space, while interest-
ingly for the angular-momentum formulation this step is
the most costly step involved. Hamiltonian generation is
the most costly step of the simulation for the fermionic
and LSH formulations. Once the Hamiltonian is gen-
erated, as already explained, the observable computa-
tion costs roughly equal computing resources in all cases.
In other words, in the angular-momentum formulation
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FIG. 15. The asymptotic cost of each step of given classical al-
gorithms for Hamiltonian simulation of the KS SU(2) LGT in
1+1 D with the fermionic formulation (F), LSH formulation,
and the angular-momentum basis in the physical sector (J),
as a function of the lattice size N for large N . Step (I) refers
to Hilbert-space construction, step (II) refers to Hamiltonian
generation, and step (III) denotes observable computation
assuming a generic scaling for sparse matrix manipulations,
see the text. The step (I) for the fermionic formulation is of
O(1) with the chosen algorithm and is not shown.
much of the computing effort is put into generating a
Hamiltonian that is of much smaller dimensionality than
the naive construction and is the same as that of LSH.
That is the ultimate reason behind why the LSH formula-
tion is developed and promoted, as it simplifies a priori
the construction of the Hamiltonian and its associated
Hilbert space without requiring the implementation of
these steps on the inefficient angular-momentum basis
states.
Before completing this section, a few comments are in
order. First, it should be noted that the algorithms de-
scribed can be made far more efficient by parallelizing op-
erations when possible. The degree of parallelization will
depend on the formulation considered, as well as the algo-
rithm devised for each step of the computation. Second,
the benefit of fermionic representation over the LSH for-
mulation is weakened by the fact that only the LSH for-
mulation can be generalized to other boundary conditions
and to higher dimensions, hence its great benefit over
the other formulations when the gauge DOF are present
24
FIG. 16. The spectra of the KS Hamiltonian in the physical Hilbert space with PBC for N = 6, ν = 1, and various values of
x and Λ. More precisely, the quantity plotted is E
′
2Nx
, where E′ is the scaled energy corresponding to the scaled Hamiltonian
in Eq. (89). The numerical values associated with these plots are provided in Supplemental Material.
is a significant result. In particular, if the fully bosonic
formulation of Sec. II C is considered within the angular-
momentum basis, its computational cost will be greater
than that of the angular-momentum representation with
both bosons and fermions present, given the introduction
of an extra U(1) cutoff in constructing the Hilbert space
and the associated Hamiltonian, with a saturation value
that scales as N . Last but not least, it must be now
obvious that the extreme advantage offered by the LSH
formulation over the angular-momentum formulation will
persist with PBC as the complexity of Hilbert-space con-
struction and the Hamiltonian generation is even more
significant with PBC. While in the LSH formulation with
PBC, the Hamiltonian operator still projects one basis
state to another, in the angular-momentum formulation,
not only the maximum number of basis states in a given
physical state can scale as O(ΛN ), as shown in Fig. 9, but
also the Hamiltonian operator, in general, transforms a
basis state to a linear combination of many distinct basis
states.
VI. SPECTRUM AND DYNAMICS IN
TRUNCATED THEORY
The analysis of the previous section revealed that the
most suitable formulation to construct the Hilbert space,
generate the Hamiltonian, and analyze system’s prop-
erties is the LSH formulation. It reproduces the same
Hamiltonian as the KS case in the angular-momentum
basis in the physical sector, and it does so by eliminating
the need to diagonalize the Gauss’s law operator in the
angular-momentum basis at the level of states. As was
discussed in Sec. III A, this latter step generally leads to
a proliferation of terms in a given physical state when
expressed in the angular-momentum basis, see Fig. 9, in-
creasing the cost of the Hamiltonian-matrix generation.
The fermionized form leads to the same Hilbert space
with OBC as the KS formulation in the physical Hilbert
space and the LSH formulation but involves redundan-
cies in the spectrum as mentioned above, making it less
suitable for computation than the LSH framework. It
further introduces non-local fermionic interactions which
make it less efficient to simulate with certain classical
and quantum-simulation algorithms. The bosonic formu-
lation, once augmented by the U(1) gauge fields with suf-
ficiently large truncation on their excitations, reproduces
the KS theory exactly, as discussed in Sec. III C. As a re-
sult, it is less favored compared with the LSH framework
when it comes to computational cost. Finally, the QLM
does not correspond to the KS Hamiltonian unless cer-
tain limits are implemented. As a result, the comparison
between the KS and QLM spectrum and dynamics will
not be meaningful away from those limits, as is the case
in this study. Given these considerations, in this section,
the LSH formulation (or identically KS formulation in
the physical Hilbert space) will be mostly considered for
the analysis of the dependence of the spectrum and dy-
namics on the cutoff on the gauge-field excitations, but
an example of the effect of the extra gauge DOF on the
spectrum of the purely bosonic formulation will be ana-
lyzed as well.
For convenience, the KS Hamiltonian in Eq. (1) can be
multiplied by 2ag2 to yield a dimensionless scaled Hamil-
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FIG. 17. The quantity ∆E
′
E′ ≡ E
′(Λ)−E′(Λ=8)
E′(Λ) as a function
of Λ for various values of x, and for the 1st, 21st, and 283rd
lowest-lying states in the spectrum of the KS Hamiltonian
in the physical Hilbert space with N = 6 and ν = 1 with
PBC. E′(Λ) is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). The dashed lines denote the first
Λ values at which the corresponding scaled energies become
equal or less than 10% of their values at Λ = 8 (which are
approximated as the Λ → ∞ values). When needed for pre-
sentational clarity, the points are artificially displaced along
the horizontal axis by a small amount. The numerical val-
ues associated with these plots are provided in Supplemental
Material.
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FIG. 18. The quantity ∆E
′
E′ ≡ E
′(Λ)−E′(Λ=8)
E′(Λ) as a function of√
x for given values of Λ as denoted in the plots, and for the
1st and 21st states in the spectrum of the KS Hamiltonian
in the physical Hilbert space with N = 6 and ν = 1 with
PBC. E′(Λ) is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). The asymptotic (x→∞) values of
the quantity, r, are obtained from the fits to data points in
each case with an exponentially varying function of
√
x, and
are denoted in the plots. The colored regions denote the
√
x
values excluded from the fits. The numerical values associated
with these plots are provided in Supplemental Material.
tonian H ′(KS):
H ′(KS) ≡ 2
ag2
H(KS)
= x
N1∑
x=0
[
ψ†(x)U(x)ψ(x+ 1) + h.c.
]
+
N2∑
x=0
E2(x) + µ
N3∑
n=0
(−1)nψ†(x)ψ(x), (89)
where x = 1a2g2 , µ =
2m
g2a , and N1, N2, and N3 are defined
in Sec. II. The limit x → 0 corresponds to the strong-
coupling limit of the theory, while the limit x→∞ at a
fixed mg provides a trajectory in parameter space along
which the continuum limit can be taken. The matrix el-
ements of this Hamiltonian can be formed using the KS
angular-momentum or LSH bases, giving rise to identical
results in the physical sector, which serves as a strong
check of the newly-developed LSH formulation for the
1+1 D case. While efficient classical simulations such as
those based on tensor networks have enabled studies of
SU(2) lattice gauge theories with a large number (hun-
dreds) of sites [16, 90–92], enabling the continuum limit
of the results to be taken systematically, such considera-
tions are not the focus of this work. Instead, the aim is
26
to arrive at qualitative conclusions regarding the cutoff
dependence of several quantities of interest in small lat-
tices where exact diagonalization is achievable on a typ-
ical desktop computer. A comprehensive study of SU(2)
physics within the LSH formulation using state-of-the-art
classical Hamiltonian algorithms is underway and will be
presented elsewhere. Note that such methods still en-
counter the issues stemming from inefficient formulations
of DOF and implementation of non-Abelian symmetries
especially toward higher dimensions, and hence the anal-
ysis of this work is relevant in optimizing such studies.
A. Spectrum analysis
Since the gauge-matter interaction term, i.e., the term
proportional to x in Eq. (89), mixes the electric-field
eigenstates, it is anticipated that for large x (small ga),
the truncation of the Hamiltonian matrix, imposed by
the cutoff on the electric-field excitations, will introduce a
more significant deviation from the exact spectrum com-
pared with the small-x values. The ratio of the scaled en-
ergy, E′, obtained from diagonalizing the scaled Hamilto-
nian in Eq. (89) to the corresponding x value, nonethe-
less, will approach a constant value as x → ∞, which
represents the continuum limit once N →∞. The same
is true for the asymptotic large-x behavior of the ratios
of energies at a given value of x. As a result, these ra-
tios provide a more suitable means to analyze the scaling
behavior of spectral quantities. Figure 16 plots the di-
mensionless quantity E
′
2Nx for the ν = 1 sector of the KS
Hamiltonian with N = 6 and with PBC, for several val-
ues of x and Λ. As is visually evident, Λ = 2 appears suf-
ficient to obtain almost cutoff-independent energy eigen-
values for a large fraction of the spectrum associated with
a given Λ when x < 1. The higher-energy states exhibit
a more significant cutoff dependence, as is expected, and
such cutoff dependence becomes more prominent as x
increases. Nonetheless, as x → ∞, the shown quantity
asymptotes to fixed values for all states in the spectrum,
hence stabilizing the effect of the cutoff.
To make these features more explicit, three eigenstates
of this systems are selected, corresponding to the 1st,
21st, and 283rd lowest eigenenergies. The 1st eigenen-
ergy exists for all Λ values considered. The 21st eigenen-
ergy is the first eigenenergy that does not appear in the
spectrum of the Λ = 0 theory, as the Λ = 0 theory has
a 20-dimensional physical Hilbert space given the quan-
tum numbers specified. Finally, the 283rd eigenenergy
does not exist in the spectrum of the Λ = 1 theory, as
the Λ = 1 theory has a 282-dimensional physical Hilbert
space given the quantum numbers considered. Figure 17
plots the quantity ∆E
′
E′ ≡ E
′(Λ)−E′(Λ=8)
E′(Λ) as a function of
Λ for various x values and for the three states identified.20
20 For x 1 as noted above, the lowest-lying energy levels are min-
As is seen for all x, as Λ increases, the quantity plotted
exponentially approaches the exact value, which is taken
to be the value at Λ = 8. This scaling behavior may only
exhibit itself for sufficiently large Λ, as is seen clearly in
the case of the 21st state at x = 1. This indicates that a
sufficiently large Λ is required to be able to approximate
the Λ→∞ values using these asymptotic relations. This
is similar, in spirit, to the numerical procedure outlined
in Ref. [117], where an iterative process is outlined to in-
clude higher-energy ‘shells’ in the Hilbert space in order
to drive the quantities to the scaling regime. In this re-
gion, analytic relations based on RG can then be applied
to arrive at cutoff-independent observables. In the same
plots, the values of Λ at which the scaled energy deviates
by 10% or less from the E′(Λ = 8) value are denoted as
dashed vertical lines. As is seen, the required Λ values to
reach this moderate accuracy increases with increasing x
but stabilizes at fixed values toward the continuum limit.
For higher-energy states in the theory, as is evident from
the behavior of the 283rd eigenenergy, the energy corre-
sponding to the Λ = 8 value is not a good approximation
for the exact value and higher cutoffs must be included in
the analysis. The scaling of the shown quantity, nonethe-
less, is expected to follow the same exponential form for
sufficiently large Λ adjusted to the large eigenenergy con-
sidered.
Finally, to demonstrate the convergence of the quantity
∆E′
E′ to a constant value at large x, the same eigenener-
gies picked in Fig. 17 are taken for the smallest Λ values
for which those eigenenergies exist, and are plotted as a
function of x in Fig. 19. After a threshold x value (that
is larger for higher-energy states), the dependence of the
ratio on x can be approximated by r+ae−ax, where r, a, b
are constants to be fit. The values of the constant r ob-
tained from the fits shown correspond to the asymptotic
large-x value of the ratios, and are provided in the plots
for each of the eigenenergies selected.
For OBC, similar qualitative features are seen for the
cutoff dependence of the spectrum, as are evident from
Figs. 26-28 in Appendix C. Such cutoff dependence, how-
ever, is less severe than the PBC case in general, con-
sistent with the fact that the gauge fields are not truly
dynamical DOF in gauge theories in 1+1 D with OBC.
In particular, once the value Λ = N is reached, the spec-
trum of the theory is the same as that corresponding to
Λ→∞. Nonetheless, for large lattice sizes, it is not com-
putationally viable to implement this saturation value,
since the Hilbert space increases as eqΛ with the q value
obtained from a fit to results at small lattice sizes. As
a result, the scaling behavior presented for select spec-
tral quantities in Appendix C will still serve to guide ap-
proaching cutoff-independent results from computations
performed at smaller values of Λ.
imally affected by the truncation cutoff and the scale dependence
for Λ > 1 is almost vanishing, so this case has not been included
in the figure.
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FIG. 19. The same quantity as in Fig. 19 corresponding to the 283rd state in the spectrum for Λ = 2. With coarser resolution,
the asymptotic (x→∞) value of the function can be obtained from a fit to the exponential form shown in the left panel. By
zooming into the large-x region of the plot, a finer structure can be observed in the data as a function of
√
x, revealing an
exponential asymptote to the continuum value that starts at a much larger value of
√
x as shown in the right panel, with an
asymptotic value that is within sub-percent of that obtained in the left plot. The numerical values associated with these plots
are provided in Supplemental Material.
As discussed in Sec. III C, the bosonized KS theory
exhibits a physical Hilbert space that is identical to that
of the KS theory with fermions in the limit where the
cutoff on the U(1) electric-field excitations of the ex-
tended U(2) theory is equal or larger than the satura-
tion value Λ0 = N . To examine the effect of the extra
U(1) cutoff, consider, as an example, the bosonized the-
ory with OBC and with N = 8 and ν = 1. In this sector,
the full physical Hilbert space is reached once the cutoff
on the SU(2) electric-field excitations is set to Λ ≥ 6,
giving rise to a total of 784 states. However, such a
value is only achieved if Λ0 ≥ 6 as well. In particu-
lar, the number of allowed states in the physical Hilbert
space is 0, 0, 208, 576, 759, 783 for Λ0 = 0, 1, 2, 3, 4, 5, re-
spectively. The values of the scaled energies obtained
from H ′ = 2ag2H for a small and a large value of the
coupling x (divided by 2Nx) are plotted in Fig. 20 for
Λ0 = 2, 3, 4, 5, 6, demonstrating a strong Λ0 dependence
in the spectrum. For comparison, the total number of
states whose scaled energies in the shown unit are less
than or equal to 10% of the exact value (corresponding
to Λ0 = 6) are shown in the figure.
B. Dynamics analysis
Dynamical quantities, i.e., those obtained from time-
dependent expectation values, exhibit cutoff dependence
as well. In fact, intuitively one expects that when the
system evolves, the unitary evolution operator e−iHt ul-
timately mixes the initial state with all states within the
Hilbert space with the same (conserved) quantum num-
bers [118], where H denotes the Hamiltonian of the sys-
tem and t is time. In other words, various parts of the
system entangle quickly as the system evolves. This fea-
ture is at the heart of the inefficiency of tensor-network
methods in dynamical studies as the evolution time in-
creases. As a result, quantities evolved to large times
compared with 1/||H|| suffer from Hilbert-space trunca-
tion errors more significantly. Here, ||H|| is some form
of a Hamiltonian norm, such as the absolute value of the
largest energy eigenvalue.
To demonstrate this point quantitatively in the case of
the KS SU(2) LGT in 1+1 D, consider a select quantity
obtained from
N (t) = 1
2µ
〈vac(x = 0)|eiH′(KS)t′ ×
(H
′(KS)
M +Nµ)e
−iH′(KS)t′ |vac(x = 0)〉, (90)
where |vac(x = 0)〉 denotes the strong-coupling vacuum,
t′ is a dimensionless time: t′ ≡ t2x , and all other quanti-
ties are defined after Eq. (89). Here t is time in units of a.
The quantity in Eq. (90), therefore, counts the occupa-
tion number of particles (as opposed to antiparticles) on
the lattice as a function of time, and is identically zero
for the strong-coupling vacuum. Figure 21 plots N (t)
as a function of Λ for various values of x and t in the
KS Hamiltonian within the physical Hilbert space with
N = 6 and ν = 1 with PBC. Note that t is the abso-
lute time, and hence N (t) at different x values can be
directly compared at a fixed t. At small x values, the
mixing among states expressed in the electric-field basis
is small, and the dependence of the time-evolved quantity
on the cutoff can be approximated by Ae−BΛ + C even
for rather small Λ. As x becomes larger, larger values
of Λ are needed to enter this asymptotic scaling region,
at which point the Λ → ∞ value of the quantity can be
estimated based on the exponential scaling. This feature
stabilizes as the function of x for large x to ensure con-
vergence to a continuum limit (once N → ∞ is taken).
Not surprisingly though, at larger values of t, it takes
a large value of Λ to enter the asymptotic region. For
example, at t = 100 no convergence is seen in the quan-
tity considered for x = 100 and x = 400 in the range
of cutoffs considered. This example demonstrates that
studying dynamics in this theory with high precision will
28
FIG. 20. The spectra of the bosonized KS Hamiltonian in the
physical Hilbert space with OBC for N = 8 and ν = 1 at two
values of x and with Λ = 8, and for several values of the cutoff
on the U(1) electric field of the extended U(2) gauge theory,
Λ0. At Λ0 = 6, the Hilbert space in this sector coincides
with that of the SU(2) theory. The quantity plotted is E
′
2Nx
,
where E′ is the scaled energy corresponding to the scaled
Hamiltonian in Eq. (89). N
(10%)
states denotes the total number
of eigenstates in the physical Hilbert space of the bosonized
theory with a given Λ0 whose scaled energies in the units
considered are ≤ 10% of the exact energy (corresponding to
the saturated value Λ0 = 6). The numerical values associated
with these plots are provided in Supplemental Material.
be computationally demanding, given the extreme sensi-
tivity to the cutoff considered at long evolution times.
Another feature of dynamical quantities is that their
continuum limit seems to be achieved more slowly, requir-
ing more computational resources compared with static
quantities. Although such a limit should be considered
as an ordered double limit in which N →∞ and x→∞,
this point can be demonstrated at a fixed N and for var-
ious x values. Examples of this feature are shown in
Fig. 22, in which the quantity N (t) is plotted as a func-
tion of x for the KS theory with PBC and Λ = 4 at
a select time, t = 100. This observation is consistent
with the slow convergence of high-lying energies in the
spectrum as a function of x (see Fig. 19), considering
that time evolution leads to contributions to observables
from all states in the same symmetry sector. Nonethe-
less, if percent-level precision is needed in this quantity,
one would not need computations to be performed at ex-
treme values of x.
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FIG. 21. The quantity N (t) defined in Eq. (90) as a function
of Λ for various values of x and t in the KS Hamiltonian in
the physical Hilbert space with N = 6 and ν = 1 with PBC.
t is the absolute time as defined in the text in units of a.
When possible, the points are fit to N = Ae−BΛ + C and
the colored regions associated with each t are excluded from
such fits. The numerical values associated with these plots
are provided in Supplemental Material.
It is worth noting that the point at which the quanti-
ties can be described by exponentially converging func-
tions as Λ → ∞ or as x → ∞, depends on the size of
the system, the choice of m/g, and the quantity consid-
ered. To formally understand the underlying mechanism
for such an scaling and its breakdown, beyond the em-
pirical observations of this work in small systems, is the
subject of a future investigation and potentially has its
root in the Nyquist-Shannon sampling theorem [77]. A
more systematic understanding of Hamiltonian renormal-
ization can shed light on this question, as we have alluded
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FIG. 22. The left panel shows the quantity N (t) defined in Eq. (90) as a function of √x for Λ = 4 and t = 100 in the KS
Hamiltonian in the physical Hilbert space with N = 6 and ν = 1 with PBC. The points are fit to N ∼ e−r
√
x and the colored
regions are excluded from such fits. By zooming into the large-x region of the plot, a finer structure can be observed in the data
as a function of
√
x, revealing an exponential asymptote to the continuum value that starts at a much larger value of
√
x as
shown in the right panel, with an asymptotic value that is within sub-percent of that obtained in the left plot. The numerical
values associated with these plots are provided in Supplemental Material.
to in Sec. VII.
VII. CONCLUSIONS AND OUTLOOK
The present paper provides a stepping stone to estab-
lishing the most efficient Hamiltonian formulation(s) for
the case of a non-Abelian gauge field theories in 1+1 Di-
mensions, with implications for other non-Abelian gauge
theories and for higher dimensions. The theory studied
in this paper is the SU(2) lattice gauge theory coupled
to matter. Its various forms, characterized by the re-
tained degrees of freedom and the basis states employed,
are thoroughly analyzed and scrutinized. These forms
include the original Kogut-Susskind formulation within
the angular-momentum basis, the purely fermionic and
purely bosonic formulations (possible only with open
boundary conditions), and the recently developed Loop-
String-Hadron formulation, with both periodic and open
boundary conditions. A schematic of these formulations
and the relation among them are shown in Fig. 23. Given
the extent and the scope of the conclusions reached, a
summary of the main findings of the work is presented
here, along with a number of comments on the outlook
of this work and future directions:
B The dimension of the Hilbert space grows quickly
with the size of the lattice, N , as ∼ epN . In the
angular-momentum basis, a naive counting of the
full Hilbert space reveals that the exponent grows
logarithmically with the cutoff on the electric-field
excitations. With open boundary conditions, a sat-
uration value of Λ = N + 20 ensures that the full
untruncated theory is achieved, but at the cost of
expediting the growth of the full Hilbert space by
∼ eN logN . The physical Hilbert space in the same
representation still grows exponentially with the
system’s size, but with a p value that approaches a
constant of O(1) as a function of the cutoff. The
empirical values are obtained in Sec. III. Addition-
ally, as a function of the cutoff on the electric-field
excitations, the dimension of the physical Hilbert
space approaches a constant with OBC but grows
linearly with PBC. The considerable reduction in
the Hilbert-space dimension by restricting compu-
tations to the physical sector comes at a significant
cost, since imposing the non-Abelian Gauss’s laws
locally amounts to a super-exponential cost in gen-
erating the Hilbert space. There is a similar cost
associated with generating the Hamiltonian matrix,
simply due to the fact that each physical state in
the original angular-momentum basis is a linear
combination of many basis states, with the num-
ber of terms in given physical states growing expo-
nentially with the cutoff. Furthermore, the action
of Hamiltonian on such states generates other pop-
ulated linear combination of states. Given these
features, the angular-momentum basis of the KS
theory appears the least appealing framework for
Hamiltonian simulation.
B In 1+1 D, the gauge DOF are non-dynamical with
OBC and can be fully fixed by the boundary value
of the electric field. This means that restricting to
the physical Hilbert space comes as no computa-
tional cost. Nonetheless, the fermionic basis states
lead to redundancies, and while the spectra of both
the original theory in the physical sector and the
fermionic theory are identical, there are degenera-
cies in the spectrum in the latter case. The differ-
ence in the dimension of the physical Hilbert spaces
in these formulations is not significant though, and
the ratio remains constant as the system’s size
grows. The larger Hilbert space is compensated
by a slightly faster decline in the Hamiltonian-
matrix density of the fermionic formulation, and
the cost of computing observables, i.e., eigenvalue
evaluation or matrix exponentiation, is only O(N)
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FIG. 23. Various formulations of the KS SU(2) LGT in 1+1 D studied in this work, and the connection among them.
higher in the fermionic formulation compared with
the angular-momentum formulation in the physi-
cal sector. Nonetheless, the purely fermionic for-
mulation is the least costly among all the formula-
tions considered in the limit of large lattice sizes,
as expected. The drawback is that this formulation
has no analog in higher dimensions as the bound-
ary conditions and Gauss’s law constraints are not
sufficient to fully remove the gauge DOF. As a re-
sult, other formulations with better generalizability
perspective and similar computational-resource re-
quirements are favorable.
B Alternatively, the fermionic DOF can be removed
at the expense of enlarging the gauge group to
U(2) and introducing additional complexity due to
the need for sufficiently large cutoffs on the addi-
tional U(1) electric field excitations, and for ap-
propriate encoding of the fermionic statistics. This
theory, once the saturating value of the U(1) cutoff
is imposed with OBC, and the Gauss’s laws associ-
ated with both the U(1) and SU(2) symmetries are
solved, has an identical physical Hilbert space to
that in the original KS theory. All the complexities
arising from imposing the non-Abelian constraints
in the angular-momentum basis remain relevant to
this formulation, and hence no particular advantage
is gained by the purely bosonic formulation with
classical Hamiltonian-simulation algorithms. Such
a formulation, nonetheless, is argued to be benefi-
cial in digital quantum simulations as it avoids non-
local fermion-to-hard-core-boson transformations.
B The complexities with the angular-momentum rep-
resentation of the KS theory and the increasing
mixing of the local basis states in the physical
Hilbert space are avoided altogether in the LSH for-
mulation. Here, the building blocks of the Hamilto-
nian are operators that act directly on local gauge-
invariant basis states, namely strings and loops,
and only an Abelian Gauss’s law on the link be-
tween the lattice sites is left to be imposed a pos-
teriori. Furthermore, the action of each opera-
tor in the Hamiltonian maps a given state to one
and only one state, a feature that is absent in the
angular-momentum basis in the physical Hilbert
space. While the string quantum numbers can
only take values 0 or 1, the loop quantum num-
bers are non-negative integers, and their spectrum
must be truncated in practical applications. With
the same truncation cutoff, the Hamiltonian matri-
ces in the physical Hilbert space with the angular-
momentum and LSH bases are identical, nonethe-
less the cost of generating such a matrix is expo-
nentially suppressed in the LSH formulation. Sim-
ilarly, while in the original angular-momentum ba-
sis, the construction of Hilbert space is the most
costly step in the simulation algorithm, this step
is the least costly with the LSH formulation, and
offers up to hundreds of orders of magnitude reduc-
tion in the cost of the simulation compared with the
original formulation for lattices with tens of sites,
as demonstrated in Sec. V. Although the purely
fermionic formulation remains slightly less complex
and computationally less costly to simulate (de-
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spite its all-to-all fermionic interactions), the LSH
framework is already generalizable to higher dimen-
sions, and is shown to retain the same crucial fea-
tures as the 1+1 D case. Namely, a complete basis
of local gauge-invariant states exists to eliminate
the need for the imposition of non-Abelian Gauss’s
laws (that are more complicated to implement in
higher dimensions) at the level of basis states, and
that the Abelian Gauss’s law is still implemented
in only one dimension, thanks to a point-splitting
procedure developed in Ref. [100, 119]. As a result,
this framework appears to be the most appealing
among all the formulations considered for the pur-
pose of Hamiltonian simulation of the SU(2) LGT.
The generalization of such an efficient formulation
to the SU(3) LGT coupled to matter is, therefore,
an important next step in approaching the ultimate
goal of Hamiltonian simulation of QCD.
B Hamiltonian-truncation methods, common in a va-
riety of problems from condensed-matter physics
to nuclear physics, have been well developed over
decades and have a direct connection to the con-
cept of Renormalization Group. In particular,
Wegner [120] and Glazek and Wilson [121] inde-
pendently studied the concept of renormalization
within a Hamiltonian approach. They established
powerful methods such as similarity renormaliza-
tion group to continuously flow the transformed
Hamiltonian to a banded-diagonal form such that
the high-energy and low-energy modes in a given
theory are maximally decoupled. This procedure
leads to smaller truncation errors resulting from
considering only a partial sector of the Hilbert
space in generating and processing the Hamiltonian
matrix. More concretely, such approaches put the
system in the asymptotic scaling regime such that
the limit of Λ → ∞ can be taken using asymp-
totic formulae, see e.g., Ref. [117]. In other words,
a Hamiltonian truncation approach can be used
to derive the RG equations for the parameters of
the theory, promoting the truncated bare Hamilto-
nian to an effective renormalized Hamiltonian. A
dedicated study of renormalized Hamiltonian gauge
theories which extends upon previous work is a ne-
cessity as one moves toward using the Hamiltonian
approach in the simulations of gauge theories. In
this first study, however, we have only presented
empirical observations for the scale dependence of
the spectrum and dynamics in the SU(2) gauge the-
ory in 1+1 D in small lattices to illuminate sev-
eral seemingly general features. In particular, the
exponential dependence of observables on the ex-
citation of gauge fields is established for energies
and given dynamical expectation values, but a suf-
ficiently large cutoff is needed to enter this scaling
regime for high-energy states, as well as the long-
time-evolved states. Approaches in constructing a
renormalized theory in the Hamiltonian formula-
tion will be studied in future work to shed light on
the interesting empirical features observed. In this
context, the formal analysis of digitization effects
in bose-fermi systems [75, 76] and in scalar field
theories [77] will potentially be relevant.
B Despite the steady progress in advanced simulation
algorithms such as tensor networks, the enormous
cost of Hamiltonian simulation, even with the most
efficient formulations identified, suggests that the
quantum simulation of LGTs of interest may be
the ultimate path to reaching accurate and large-
scale dynamical simulations. It is, therefore, im-
portant to extend the analysis of this work to ver-
ify the efficiency of the LSH formulation compared
to other formulations in the context of quantum
simulation, and to find the most efficient quantum
algorithms for simulating it, similar to studies con-
ducted to date for various quantum field theories,
such as scalar field theories [24, 77] and the lat-
tice Schwinger model [53]. The insights obtained
from the thorough comparative study of this work
are the key to embarking on such investigations in
a quantum-computing setting. Analog quantum-
simulation protocols within the LSH formulation
are being developed, see e.g., Ref. [122], and simi-
lar developments are planned for digital protocols.
In particular, explicitly solving Gauss’s laws in a
digital quantum computation and projecting out
the physical Hilbert space of the non-Abelian SU(2)
LGTs in any dimension has only been achieved us-
ing the LSH formalism [40]. Presumably, a mixture
of various formulations, such as purely bosonic for-
mulations or partially fermionic formulation with
the LSH basis, could provide more computational
benefits in this context, but further investigations
need to be conducted to reach accurate conclusions.
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Appendix A: Quantum Link Model
An alternate formulation of LGTs within the Hamilto-
nian framework, known as QLM has been developed more
than two decades ago [81, 82], and has been particularly
popular in the context of proposals for quantum simu-
lations of Abelian and non-Abelian LGTs [26, 41, 123–
125]. In this section, we briefly describe the QLM for
the SU(2) LGT using the ‘rishon’ representation in the
same setting as discussed in earlier sections, i.e., with
staggered fermionic fields on a one-dimensional spatial
lattice, following the presentation of Ref. [92]. Like in
all other formulations, the fermionic matter field is in
the fundamental representation of SU(2) and is defined
at each lattice site. Gauge fields, defined in terms of
link variables, couple to the matter fields and constitute
the interaction part of the Hamiltonian. One important
difference at this point is that the link operator is con-
structed as a composite operator made up of ‘rishons’,
which are fermions. The rishon and matter constituents
on two staggered sites on the lattice are shown in Fig. 24.
The mapping between the variables is:
{EˆL/R(x), Uˆ(x), ψ(x)} → {cˆ[τ ]s (x)}, (A1)
where s =↑, ↓ is the SU(2) component and τ = M,L,R,
where M refers to matter, and L(R) refers to rishons on
the left (right) side of the link. The canonical conjugate
variables, as well as the link variable and the matter field,
are constructed as
EˆaL(x) = −cˆ[L]†s (x)T as,s′ cˆ[L]s′ (x), (A2)
EˆaR(x) = cˆ
[R]†
s (x+ 1)T
a
s,s′ cˆ
[R]
s′ (x+ 1), (A3)
Uˆs,s′(x) = cˆ
[L]
s (x)cˆ
[R]†
s′ (x+ 1), (A4)
ψ†s(x) = cˆ
[M ]†
s (x), (A5)
where T a = 12τ
a, and τa is the ath Pauli matrix, with
a = 1, 2, 3. These definitions yield the same commuta-
tion relations between the electric fields and link variable
as in Eqs. (5). However, unlike the KS theory, [Us,s′ , U
†
t,t′ ]
can be non-vanishing in the QLM formulation, and the
link operator has necessarily a finite-dimensional repre-
sentation.
36
· · · · · ·
staggered site x+ 1staggered site x
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
tationally more e cient than the other in the context of
Hamiltonian simulation. While a through analysis of the
computational cost of constructing the physical Hilbert
space, generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
tationally more e cient than the other in the context of
Hamiltonian simulation. While a through analysis of the
computational cost of constructing the physical Hilbert
space, generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves th rishon
number on the link, this constraint is preserved.
Since the QLM s equivalent to the KS SU(2) ga e
theory o ly in th conti uum limit and through a di-
mensional r duction [], the spectrum and dynamics of
the theory outlined here will no be the same as those of
the KS LGT obtai ed in th s paper, even with the same
lattice size and c plings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesti g to ask wheth r one formulation is compu-
tationally more e c ent than the other in the context of
Hamilt nian simul tion. While a hrough analysis of the
computational cost of constructing the physical Hilbert
space, generating the Hamiltonia , and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Fiel theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conf rence Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David To g, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “D eply virtual Compton scatter-
ing,” P ys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohre Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amp itudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 01, 014509 (2020), arXiv:1911.04036 [hep- at].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
tationally more e cient than the other in the context of
Hamiltonian simulation. While a through analysis of the
computational cost of constructing the physical Hilbert
space, generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and laudio Rebbi,
“Mo te Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature th t has been
verified by our numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
t tionally more e cient than the other in the context of
Hamiltonian simulation. While a through analysis of the
computational cost of constructing the physical Hilbert
spac , generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserv d.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the sp ctrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size an couplings used, a feature ha has been
verified by ou numerical compu ations. Nonetheless, it
is interesting to ask wh ther one formulation is compu-
tationally ore e cient than the other in the context of
Hamiltonian simulation. While a th ough analysis of the
computational cost of constructing the physical Hilbert
space, generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# ( )c
[R]†
" (x+ 1) c
[L]
# ( )c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field th ories of cond n ed matter
physics (Cambridge University Press, 2013).
[3] M. Tanab shi et al. (Particle Data Group), “Review of
Particle hysics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” n
AIP Confer nce Proceedings, Vol. 150 (American Insti-
tute of Phys cs, 1986) pp. 142–164.
[5] David Tong, “Gauge theory ” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Sp n Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexand u, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Latt ce,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hanse ,
Matthias R. Schindler, and Alessandro Baroni, “L g-
range ele troweak amplit des of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean L ttice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
tationally more e cient than the her i the context of
Hamiltonian simulation. While a t rough analysis of the
computational cost of constructing the physi al Hilbert
space, generating the Ha ilton an, and comp ting ob-
servables are not analyzed in t is paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[
" ( )
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinem t of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Intr duction to Lattice Gaug The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computatio s in La tice G uge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schi dler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single h drons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 01, 014509 (2020), arXiv:1911.04036 [hep-lat].
[ 2] Xiangdong Ji, “Parton Ph sics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
tationally more e cient than the other in the context of
Hamiltonian simulation. While a through analysis of the
computational cost of constructing the physical Hilbert
space, generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) ( 21)
ER(x) (A22)
EL(x+ 1) ( 23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# ( + 1)
[L
(x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# ( + 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gaug Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Do g Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by ur numerical computations. Nonetheless, it
is interesting to ask whether one formulation is compu-
tationall more e cient tha the other in the context of
Ha iltonian simulati . While a thro gh alysis of the
computati nal cost of constructing the physical Hilbert
space, generating the Hamiltonian, and computing ob-
serv bles are not analyzed in th s p per,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “ h standard model and beyo d,” in
AIP Conference Pro e dings Vol. 150 (American In ti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattic Gauge The-
ory and Spin Systems,” Rev. M d. Phys. 51, 659 (1979).
[8] Michael Cre z, Laurence Jacobs, nd Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton sc tter-
ing,” Phys. Rev. D 55, 7114–7125 (1997) arXiv:hep-
ph/9609381.
[11] al A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
lidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with the same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, it
is interesting to ask wh th r one formulation is compu-
tationally more e cient than the oth r in the context of
Hamiltonian si ulation. While a through analysis of the
computational cost of constructing the physical Hilbert
spac , generating the Hamiltonian, and computing ob-
servables are not analyzed in this paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Confere ce Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David To g, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of Real Time Dynamics on the Lattice,” Phys.
Rev. Lett. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] Ral A. Briceo, Zohreh Davoudi, Maxwell T. Hansen,
Matthias R. Schindler, and Alessandro Baroni, “Long-
range electroweak amplitudes of single hadrons from Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Parton Physics on a Euclidean Lattice,”
Phys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
32
Since the Hamiltonian in Eq. (A11) conserves the rishon
number on the link, this constraint is preserved.
Since the QLM is equivalent to the KS SU(2) gauge
theory only in the continuum limit and through a di-
mensional reduction [], the spectrum and dynamics of
the theory outlined here will not be the same as those of
the KS LGT obtained in this paper, even with he same
lattice size and couplings used, a feature that has been
verified by our numerical computations. Nonetheless, t
is interesting to ask whether one formulation is compu-
tationally more e cient than the other in the context of
Hamiltonian simulation. While a through analysis of the
computational cost of constructing the physical Hilbert
space, ge erati g the Hamiltonian, and computing ob-
servables are not a alyzed n thi paper,
  c[R]" (x)
c
[R]
# (x)
 
(A14)
  c[L]" (x)
c
[L]
# (x)
 
(A15)
  c[M]" (x)
c
[M]
# (x)
 
(A16)
  c[R]" (x+1)
c
[R]
# (x+1)
 
(A17)
  c[L]" (x+1)
c
[L]
# (x+1)
 
(A18)
  c[M]" (x+1)
c
[M]
# (x+1)
 
(A19)
ER(x  1) (A20)
EL(x) (A21)
ER(x) (A22)
EL(x+ 1) (A23)
U(x) =
 
c
[L]
" (x)c
[R]†
" (x+ 1) c
[L]
" (x)c
[R]†
# (x+ 1)
c
[L]
# (x)c
[R]†
" (x+ 1) c
[L]
# (x)c
[R]†
# (x+ 1)
!
(A24)
Appendix B: Details
[1] Hagen Kleinert, Gauge fields in condensed matter, Vol. 2
(World Scientific, 1989).
[2] Eduardo Fradkin, Field theories of condensed matter
physics (Cambridge University Press, 2013).
[3] M. Tanabashi et al. (Particle Data Group), “Review of
Particle Physics,” Phys. Rev. D 98, 030001 (2018).
[4] Paul Langacker, “The standard model and beyond,” in
AIP Conference Proceedings, Vol. 150 (American Insti-
tute of Physics, 1986) pp. 142–164.
[5] David Tong, “Gauge theory,” (2018).
[6] Kenneth G. Wilson, “Confinement of Quarks,” , 45–59
(1974).
[7] John B. Kogut, “An Introduction to Lattice Gauge The-
ory and Spin Systems,” Rev. Mod. Phys. 51, 659 (1979).
[8] Michael Creutz, Laurence Jacobs, and Claudio Rebbi,
“Monte Carlo Computations in Lattice Gauge Theo-
ries,” Phys. Rept. 95, 201–282 (1983).
[9] Andrei Alexandru, Gokce Basar, Paulo F. Bedaque, So-
han Vartak, and Neill C. Warrington, “Monte Carlo
Study of R al Time Dynamics on the Lattice,” Phys.
Rev. L tt. 117, 081602 (2016), arXiv:1605.08040 [hep-
lat].
[10] Xiang-Dong Ji, “Deeply virtual Compton scatter-
ing,” Phys. Rev. D 55, 7114–7125 (1997), arXiv:hep-
ph/9609381.
[11] R l A. Briceo, Zohreh voudi, Maxwell T. Hansen,
Matt ias R. Sc indler, and Alessandro B roni, “Long-
ra ge electroweak amplitu es of singl hadrons f om Eu-
clidean finite-volume correlation functions,” Phys. Rev.
D 101, 014509 (2020), arXiv:1911.04036 [hep-lat].
[12] Xiangdong Ji, “Par Physics on a Euclidean Lattice,”
P ys. Rev. Lett. 110, 262002 (2013), arXiv:1305.1539
FIG. 24. Rishon constituents at two adjacent staggered sites x and x+1 in a one-dimensional lattice within the QLM formulation
of SU(2) LGT.
This construction re-expresses the diffe ent parts of th
SU(2) LGT Hamiltonian in terms of rishon operators as
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implying that the local symmetry is instead SU(2) ⊗
U(1). Hence, in order to recover the SU(2) gauge sym-
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symmetry-breaking term to the Hamiltonian,
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Hence, the otal Hamilto an of th SU(2 QLM in 1+1 D
s g ven by
H(QLM) = H
(QLM)
I +H
(QLM)
M +H
(QLM)
E +H
(QLM)
break , (A11)
with the Gauss’s law operator21
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(A12)
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term in Eq. (A10) is only non-vanishing if the t tal num-
ber of fermionic rishons on each li k is equal to two [123]:
[L]
↑ (x) + n
[L]
↓ (x) +
[R]
↑ (x+ 1) + n
[R]
↓ (x+ 1) = 2. (A13)
Since the Hamiltonian in Eq. (A11) o s ves th rish
number on the link, this constr int is preserved.
T e QLM is only equivalent to the KS SU(2) ga ge
theory in the continuum limit and through a dimensional
reduction 81, 82]. As a result, t e spectrum and dynam-
ics of the theory outlined here are not the same as those of
the KS LGT obtained in this paper, even when the same
lattice size and couplings are considered, a feature that
can be verified by numerical computations. Nonetheless,
it is interesting to ask whether the QLM is computation-
ally efficient in the context of Hamiltonian simulation.
While a thorough analysis of the computational cost of
constructing the physical Hilbert space, generating the
Hamiltonian, and computing observables with the QLM
are not analyzed in this paper, one important observa-
tion can be made regarding the dimensionality of the
physical Hilbert space of the QLM. Figure 25 plots the
ratio of the dimension of the physical Hilbert space in
the QLM to that in the KS formulation (or equivalently
the LSH formulation) when the cutoff is set to its sat-
urating value with OBC. As is seen from the empirical
fit to the values for the first lowest N values, this ratio
grows exponentially with N , and so from a computa-
tional standpoint, such a finite-dimensional representa-
tion of the SU(2) LGT is still costly. Note that here, one
21 To compare with Ref. [92], note that EL ≡ −JL and ER ≡ JR.
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log(R) = 0.050 + 0.996N   0.01N2
▽
▽
▽
▽
2 4 6 8
2
4
6
8
N
lo
g(R)
FIG. 25. The (logarithm of the) ratio of the dimension of
the physical Hilbert space within the QLM formulation to
that within the KS (and LSH) formulation (the latter with a
sufficiently large cutoff such that the number of basis states
saturates to a fixed value), both with OBC, for several values
of the lattice size, N . The empirical fit to the N dependence
of this quantity is shown in the figure. The numerical values
associated with this plot are listed in Supplemental Material.
should also account for a comparable computational cost
to the LSH formulation in generating the Hilbert space:
there are six types of fermions present locally, requiring
26 configurations to be generated at each site. Addi-
tionally, the Gauss’s law constraints and the fixed-rishon
number per link must be imposed when constructing the
Hilbert space.
It is worth noting that while in the LSH formulation,
the infinite-dimensional bosons are present (and are cut
off at some finite value), with OBC their value can be
fixed given the string configurations. In higher dimen-
sions, there may still be an advantage in working with
the finite-dimensional QLM since with other formula-
tions, the Hilbert space grows with the cutoff on the
link quantum numbers as these can no longer be fully
fixed with boundary conditions. Nonetheless, the LSH
formulation appears to be a competitive formulation of
the SU(2) LGT, that not only is equivalent to the original
KS theory, but also its economical resource requirements
can bring it to the same footing as the QLM when it
comes to quantum-simulation proposals on analog and
digital simulators, an avenue that will be explored in the
upcoming studies.
Appendix B: Physical Hilbert-space dimensionality
In this appendix, the numerical values of the dimension
of the physical Hilbert space in the KS SU(2) LGT as a
function of lattice sites N are listed in Tables III and IV
for PBC and OBC, respectively.
Appendix C: Observables with open boundary
conditions
This appendix contains the same plots as in Sec. VI for
the spectrum and dynamics of the KS SU(2) LGT but
with OBC. These plots were removed from the main text
for brevity, and while the overall features and the general
conclusions remain the same as those for the PBC, they
are included in this appendix for completeness.
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N = 2
0 1 2 3 4 5 6 7 8 9 10
4 10 16 22 28 34 40 46 52 58 64
N = 4
0 1 2 3 4 5 6 7 8 9 10
16 82 152 222 292 362 432 502 572 642 712
N = 6
0 1 2 3 4 5 6 7 8 9 10
64 730 1,648 2,572 3,496 4,420 5,344 6,268 7,192 8,116 9,040
N = 8
0 1 2 3 4 5 6 7 8 9 10
256 6,562 18,720 31,582 44,452 57,322 70,192 83,062 95,932 108,802 121,672
N = 10
0 1 2 3 4 5 6 7 8 9 10
1,024 59,050 216,256 399,502 584,248 769,004 953,760 1,138,516 1,323,272 1,508,028 1,692,784
TABLE III. The dimension of the physical Hilbert space of the KS (and LSH) formulation with PBC, for N = 2, 4, · · · , 10
and Λ(= 2Jmax) = 0, 1, · · · , 10.
N = 2
0 1 2
4 9 10
N = 4
0 1 2 3 4
16 81 116 125 126
N = 6
0 1 2 3 4 5 6
64 729 1,352 1,625 1,702 1,715 1,716
N = 8
0 1 2 3 4 5 6 7 8
256 6,561 15,760 21,250 23,494 24,157 24,292 24,309 24,310
N = 10
0 1 2 3 4 5 6 7 8 9 10
1,024 59,049 183,712 278,125 326,382 345,401 351,176 352,485 352,694 352,715 352,716
TABLE IV. The dimension of the physical Hilbert space of the KS (and LSH) formulation with OBC, for N = 2, 4, · · · , 10
and Λ(= 2Jmax) = 0, 1, · · · , 10. For Λ > N , the dimension of the physical Hilbert space saturates to the value at Λ = N , and
is hence not shown.
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Q
0 1 2 3 4 5 6 7 8 9 10
q
0 1 55 825 4,950 13,860 19,404
1 10 330 3,300 13,860 27,720
2 45 990 6,930 20,790 29,700
3 120 1,848 9,240 19,800
4 210 2,310 8,250 12,375
5 252 1,980 4,950
6 210 1,155 1,925
7 120 440
8 45 99
9 10
10 1
TABLE V. Breakdown of the physical Hilbert space of dimension 352, 716 with OBC and for N = 10 and Λ ≥ 10. The
dimensionalities of the sectors with charge 2N −Q are the same as those with charge Q ∈ [0, 10], and are not shown.
FIG. 26. The spectra of the KS Hamiltonian in the physical Hilbert space with OBC for N = 6, ν = 1, and various values of
x and Λ. More precisely, the quantity plotted is E
′
2Nx
, where E′ is the scaled energy corresponding to the scaled Hamiltonian
in Eq. (89). The numerical values associated with these plots are provided in Supplemental Material.
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FIG. 27. The quantity ∆E
′
E′ ≡ E
′(Λ)−E′(Λ=8)
E′(Λ) as a function
of Λ for various values of x, and for the 1st, 21st, and 142nd
states in the spectrum of the KS Hamiltonian in the physical
Hilbert space with OBC and with N = 6 and ν = 1. E′(Λ)
is the scaled energy corresponding to the scaled Hamiltonian
in Eq. (89). The dashed lines denote the first Λ values at
which the corresponding scaled energies become equal or less
than 10% of their value at Λ = 8 (which are the Λ → ∞
values). When needed for presentational clarity, the points
are artificially displaced along the horizontal axes by a small
amount. The numerical values associated with these plots are
provided in Supplemental Material.
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FIG. 28. The quantity ∆E
′
E′ ≡ E
′(Λ)−E′(Λ=8)
E′(Λ) as a function
of
√
x for given values of Λ as denoted in the plots, and for
the 1st, 21st, and 142nd states in the spectrum of the KS
Hamiltonian in the physical Hilbert space with OBC and with
N = 6 and ν = 1. E′(Λ) is the scaled energy corresponding to
the scaled Hamiltonian in Eq. (89). The asymptotic (x→∞)
values of the quantity are obtained from the fits to data points
in each case with an exponentially varying function of x, and
are denoted in the plot. The colored regions denote the
√
x
values excluded from the fits. The numerical values associated
with these plots are provided in Supplemental Material.
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FIG. 29. The quantity N (t) defined in Eq. (90) as a function
of Λ for various values of x and t in the KS Hamiltonian in
the physical Hilbert space with N = 6 and ν = 1 with OBC.
t is the absolute time as defined in the text in units of a.
The exact values of the quantity are shown in dashed lines.
Note that for Λ = 6, the full Hilbert space with this quantum
number is achieved, nonetheless the quantity shown reaches
the exact values with Λ < 6 in all cases. As a result, no fit to
the Λ dependence of the data is performed in contrast to the
PBC case. The numerical values associated with these plots
are provided in Supplemental Material.
p
x
⇤ = 4
▽
▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◇
◇
◇ ◇ ◇ ◇ ◇ ◇ ◇
0 2 4 6 8
0.0
0.1
0.2
0.3
0.4
0.5
Λ
Δ
N
p ▽ t = 10
◦ t = 20
◇ t = 100
N
(t
)
◇
◇◇◇◇◇◇◇
◇
◇ ◇
◇ ◇ ◇ ◇ ◇ ◇
0 200 400 600 800 1000
2.9
3.0
3.1
3.2
x
N
r ⇡ 3.2262
FIG. 30. The quantity N (t) defined in Eq. (90) as a function
of
√
x for Λ = 4 and t = 100 in the KS Hamiltonian in the
physical Hilbert space with N = 6 and ν = 1 with OBC.
The points are fit to N ∼ e−r
√
x and the colored regions are
excluded from such fits. The numerical values associated with
these plots are provided in Supplemental Material.
