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Abstract
The formalism of raising and lowering operators is developed for the di$erence operator analogue of a
quantum harmonic oscillator which acts on functions on a discrete support. The grid under consideration is a
mixed version of an equidistant lattice and a q-linear grid. Several properties of the grid are described. The
grids under consideration are referred to by the name unitary linear lattices. The ladder di$erence operators
are derived and compared with the continuum situation. The arising spectral problems for these operators
are dealt by using the theory of bilateral Jacobi operators in weighted l2(Z) spaces. Eventual applications to
mathematical physics and numerical Schr&odinger theory are brie8y discussed.
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1. Motivation and introduction
In quantum mechanics, the physically relevant states of harmonic oscillator interactions are mathe-
matically modeled by L2(R)-solutions to the stationary Schr&odinger equation with quadratic potential.
For instance, in the one-dimensional situation, one has to determine the set of all E ∈R such that
there exist L2(R)-solutions to the equation
−  ′′(x) + x2 (x) = E (x) ⇔
(
− d
dx
+ x
)(
d
dx
+ x
)
 (x) = (E − 1) (x) (1)
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or in other words, one has to determine the point spectrum of the self-adjoint Schr&odinger operator
which is Kxed by the left-hand side of the respective equation in (1). There is an elegant formalism
for doing this, referred to by the names factorization, formalism of lowering and raising operators
or formalism of ladder operators: One usually constructs operators
A :=
d
dx
+ x; A+ := − d
dx
+ x (2)
being deKned, together with A+A and AA+, on a common dense domain 	 in L2(R). On this common
domain, A and A+ fulKll the algebraic relation
AA+ − A+A= 2I; (3)
the symbol I denoting the identity map on L2(R). From this relation, the point spectrum of A+A can
be determined: one Krst shows that any number 2n is an eigenvalue of A+A where n∈N0. Then,
by a completeness argument, one can even verify that there are no further eigenvalues of A+A: Eq.
(1) allows L2(R)-solutions only to numbers E ∈{2n + 1 | n∈N0}. Moreover, even the spectrum of
A+A coincides with the set {2n | n∈N0}, hence the spectrum of A+A is a pure point spectrum.
There is a direct physical interpretation of the operators A; A+: they raise resp. lower the energy of
the system under consideration. The normalized eigenfunctions  n; n∈N0 of A+A yield the probability
density | n(x)|2 of measuring a particle signal at position x∈R. In quantum Keld theory, similar
operators are used to model the fact that the electromagnetic Keld for instance can only be changed
by adding a natural number of energy packages or by extracting it.
In classical Schr&odinger theory, the following facts hold: let ’ be a nontrivial solution of the
di$erential equation
A’(x) = ’′(x) + x’(x) = 0: (4)
The functions
’n := (A+)n’ (5)
then fulKll the following ladder operator relations
A+’n = ’n+1 A’n = 2n’n−1 n∈N0: (6)
The main focus of this article shall be the generalization of this formalism on a special type of
one-dimensional grids. We will refer to these grids by the name unitary lattices. The reason for
shifting the ladder operator formalism we have introduced in (5) and (6) to discrete lattice structures
shall now be motivated in general.
The formalism of the operators A; A+ is of both mathematical and physical interest. It has been
elucidated in various articles, compare for instance [5,7,8,11,21,25]. This formalism serves as an
e$ective method for solving the Schr&odinger equation in several particular cases. In most cases,
however, one cannot use factorization methods or ladder operator methods for solving the Schr&odinger
equation. Let, for example, pj ∈ [0; 1]; j=1; : : : ; n for a Kxed n∈N, satisfying the property
∑n
j=1 pj=
1: in general, it will not be possible to determine all spectral points resp. the point spectrum (if
it exists) belonging to the following Schr&odinger equation which includes a convex combination of
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monomials x2j:
−  ′′(x) +

 n∑
j=1
pjx2j

  (x) = E (x): (7)
When it comes to developing solution strategies for equations of type (7) in L2(R), important
tools from numerical analysis have to be borrowed, compare [14,26]. There are also a lot of meth-
ods known to approach more complicated Schr&odinger equations than (7): apart from perturbative
methods like the Hartree–Fock formalism, discretization methods play a great role in Numerical
Schr8odinger Theory. To prepare discrete settings, one has basically to shift from the continuous
Schr&odinger equation to a Schr&odinger di$erence equation.
In the sequel, we are preparing a discrete approach to the harmonic Schr&odinger oscillator. The
organization of the article shall now mainly be the following:
In Section 2, the main tools and deKnitions are stated in order to prepare the discrete setting for
generalizing the Schr&odinger oscillator equation to a corresponding di$erence equation. The concept
of a unitary lattice will be introduced there.
In Section 3, we give the basic tools for generalizing the A-A+-formalism on a mixture of an
equidistant and a linear lattice which is one of the most elementary examples for unitary lattices.
This type of lattice will be referred to as a unitary linear lattice. Moreover, we will address the
discrete A-A+-formalism itself: An existence theorem for discrete operators A; A+ is worked out.
In Section 4 we will address the related bilateral Jacobi operators on the weighted L2-spaces of
the unitary lattices under consideration.
Section 5 Knally is devoted to applications of the obtained results in the context of Schr&odinger
theory and mathematical physics.
For general background, see also [1–4,6,9,10,13,15,17,20,27–30].
2. Introducing unitary linear lattices
To prepare the discrete setting, let us now state the basic deKnitions and facts. We will focus
Krst on regular lattices by which we understand sets T ⊆ R such that there exists a bijective map
 :Z→ T. For abbreviation, we deKne tn := (n); n∈Z.
Let moreover (en)n∈Z be an orthonormal basis for l2(Z) and let
l2T(Z) :=
{
F ∈ l2(Z)
∣∣∣∣∣F =
∞∑
n=−∞
|tn+1 − tn|1=2f(tn)en f :T→ C
}
; (8)
where the scalar product in l2T(Z) is induced by the standard one in l2(Z). There is a one-to-one
correspondence between l2T(Z) and the space of all square integrable functions on the grid T,
L2(T) =
{
f :T→ C
∣∣∣∣∣
∞∑
n=−∞
|tn+1 − tn|f(tn)f(tn)¡∞
}
: (9)
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The induced scalar product for any two elements in L2(T) is
(f; g) =
∞∑
n=−∞
|tn+1 − tn |f(tn)g(tn): (10)
Moreover, we will also make use of the abbreviation
L1(T) :=
{
f :T→ C
∣∣∣∣∣
∞∑
n=−∞
|tn+1 − tn‖f(tn)|¡∞
}
: (11)
As for L2(T), we deKne shift operators V resp. W on their maximal deKnition ranges D(V ) ⊆ L2(T)
and D(W ) ⊆ L2(T) by
(Vf)(tn) := f(tn−1); (Wf)(tn) := f(tn+1); n∈Z: (12)
This gives us all tools at hand to state the following.
Denition 1. Let T be a regular lattice. The uniquely deKned function u :T→ T, Kxed by
u(tn) = tn+1; u−1(tn+1) = tn; n∈Z (13)
shall be referred to as generating function of the lattice T. Moreover, we call T a unitary lattice
if the adjoint V ∗ of V and the operator W fulKll
V ∗’= W’= V−1’ (14)
for any function ’ :T→ C with compact support, ¿ 0 denoting a universal constant.
By the following Lemma, we give a characterization property of unitary lattices:
Lemma 1. Let u :T→ T be the generating function of a regular lattice T. The lattice T is unitary
if and only if there exists a constant ¿ 0 such that
∀x∈T: |u(x)− x|= |x − u−1(x)|: (15)
Proof. Let us assume that condition (14) holds. For any functions f; g :T → C with compact
support, the following equality is then valid:
(Vf; g) = (f;Wg): (16)
Let us Krst rewrite expressions on both the sides:
(Vf; g) =
∞∑
n=−∞
|tn+1 − tn|(Vf)(tn)g(tn) =
∞∑
n=−∞
|tn+1 − tn|f(tn−1)g(tn); (17)
(f;Wg) =
∞∑
n=−∞
|tn+1 − tn|f(tn)g(tn+1) =
∞∑
n=−∞
|tn − tn−1|f(tn−1)g(tn): (18)
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Let m∈Z now be Kxed. DeKning
f(tn) := n;m−1; g(tn) := n;m (19)
for any n∈Z (while we use the Kronecker delta symbol), equality (16) then yields together with
(17) and (18):
|tm+1 − tm|= |tm − tm−1|: (20)
As m was chosen in an arbitrary way, we obtain
∀m∈Z: |tm+1 − tm|= |tm − tm−1| (21)
which is equivalent to (15). Let vice versa (15) resp. (21) be fulKlled. Assuming that f and g have
compact support, we are able to conclude from (21):
∞∑
m=−∞
|u(tm)− u(tm−1)|f(tm−1)g(tm) = 
∞∑
m=−∞
|u(tm)− u(tm−1)|f(tm)g(tm+1): (22)
Considering in particular for any i; j∈Z the functions
fi :T→ R; tn → fi(tn) := i;n; (23)
gj :T→ R; tn → gj(tn) := j;n; (24)
we obtain from (22):
(Vfi; gj) = (fi;Wgj): (25)
Consider suitable Knite linear combinations of the functions fi; gj, this leads us immediately to (14)
what completes the proof of the lemma.
Let us now specify natural candidates for generating functions to a unitary lattice. One might
think of a rational approach of type
u(x) =
ax + b
cx + d
(26)
choosing the real numbers a; b; c; d in a suitable way. Checking (15), we see that an ansatz of type
(26) can generate unitary lattices with  = 1 if and only if c = 0.
From now on, we restrict to the case of a unitary linear lattice, generated by u(x)= qx+ h where
0¡q6 1 and h¿ 0 but with condition 1− q+ h¿ 0. For convenience, we give the following.
Denition 2. Let 0¡q6 1 and h¿ 0 with 1−q+h¿ 0 as well as y¿ 0. Let, moreover, u :R→ R
be given by the map
x → u(x) := qx + h: (27)
We refer to the set Tq;h;y by
Tq;h;y := {un(y)|n∈Z}; (28)
where u is a generating function for Tq;h;y in the sense of DeKnition 1 with
u0(y) := y; un+1(y) := u(un(y)); n∈Z: (29)
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Let F(Tq;h;y;C) be the complex span of functions f :Tq;h;y → C. Let D :F(Tq;h;y;C)→ F(Tq;h;y;C)
and X :F(Tq;h;y;C)→ F(Tq;h;y;C) be the linear maps speciKed by the following action:
∀x∈Tq;h;y: (Df)(x) := f(u(x))− f(x)u(x)− x ; (Xf)(x) := xf(x): (30)
In the context of (27), the operator D from (30) is also referred to as Hahn operator.
Moreover, let the linear shift maps R; L :F(Tq;h;y;C)→ F(Tq;h;y;C) be given by
∀x∈Tq;h;y: (Rf)(x) := f(qx + h); (Lf)(x) := f(q−1(x − h)): (31)
Note that R and L are more general than V;W from (12) as they act in F(Tq;h;y;C) whereas V and
W from (12) act on suitable deKnition ranges in L2(Tq;h;y).
Corollary. As a consequence of (31) and (30) we directly obtain a product rule with respect to
the linear map D: for any two functions f; g :Tq;h;y → C one <nds
D(fg) = (Df)(Rg) + fDg (32)
making use of the shift operator R from (31). Moreover, we obtain the following facts: let
y¿h=(1− q) where 0¡q¡ 1. We then obtain
∀n∈N: un+1(y)¡un(y)¡un−1(y); (33)
lim
n→∞ u
n(y) =
h
1− q : (34)
This gives an example for the existence of unitary lattices under the conditions y¿h=(1−q) and
0¡q¡ 1. Note that by deKning
Rq;y;h := Tq;y;h ∪ −Tq;y;h; (35)
we obtain an interesting operation grid for purposes in numerical Schr&odinger theory. We will specify
its meaning later on. The gap between the positive and negative part of the lattice Tq;y;h, namely
dist(Tq;h;y;−Tq;h;y) = 2h=(1− q) turns out to be useful for realistic discrete calculations in quantum
mechanics as it avoids including the “nucleus” around the point zero on the space axis. We will
come back to this phenomenon in Section 5.
3. The discrete ladder operator formalism
To prepare the intended generalization of the ladder operator relations, we need a further tool,
summarized by the following Lemma.
Lemma 2. Let 0¡q¡ 1 and h¿ 0 with y¿ 0 as well as y¿h=(1 − q). Let the set Tq;h;y =
{un(y) | n∈Z} be generated by u of type (27) such that it is unitary and hence in particular a
regular lattice. Let ) ful<ll the condition )¿ 0 and let ); y; q; h be chosen such that the following
functions are well de<ned:
f :Tq;h;y → R+; P :Tq;h;y → R+; g :Tq;h;y → R (36)
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being speci<ed by the equations
f(qx + h) = P(x)f(x); P(x) := )(1− q)x2 − )hx + 1¿ 0 (37)
as well as
g(x) =
1−√P(x)
qx + h− x (38)
for all x∈Tq;h;y. The function f shall be <xed through an initial condition f(y) = +¿ 0. Let,
moreover, the function ’ :Tq;h;y → R be given by x → ’(x) :=
√
f(x). The linear maps
S; A :F(Tq;h;y;C)→ F(Tq;h;y;C) shall be de<ned by
S := −D + g(X )R; A := q−1(LD + Lg(X )): (39)
Under these conditions, the following two equations hold:
S’= )X’; A’= 0: (40)
Proof. We Krst ask for solutions of (40). Suppose that Tq;h;y is a unitary lattice and assume that
there exists a function ’ :Tq;h;y → R, such that (40) is fulKlled. This means
(−D + g(X )R)’= )X’; q−1(LD + Lg(X ))’= 0: (41)
As for the function g, we then obtain from the second equation a condition on g, namely g(x) =
−D’=’(x) for all points x∈Tq;h;y in which ’ is nonvanishing. If ’(x) = 0 for a special x∈Tq;h;y,
then we are going to deKne g(x) := 0 in this point. Inserting this into the Krst equation of (41), we
end up with the requirement
− D’2 = )X’2 (42)
having used the product rule (32). This formally corresponds to the Krst equation in (37) (without
imposing the condition P(x)¿ 0). If we vice versa start with the statements (36)–(38) and construct
from them the linear maps A and S of (39), we recognize that the equations in (40) are fulKlled.
Note in addition, that we had chosen a scaling of f, imposed by the condition f(y) = +¿ 0 in the
assertions of Lemma 2.
Remark. We have constructed S; A in such a way that S; A fulKll the following property: looking
at the action of S; A on all functions f :Tq;h;y → C with compact support, we recognize that S; A
are formally adjoint to each other in the sense of the scalar product in L2(Tq;h;y). This will be of
importance in the next section.
At this point, it shall be recalled that there exist concrete examples for unitary lattices fulKlling
the assertions of Lemma 2, for instance the lattice
Tq;0;1 = {qn | n∈Z}: (43)
We now arrive with one of the main results of this article: we are stating the announced discrete
generalization of the Ladder Formalism given by (4)–(6). This will be done in the following
theorem.
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Theorem 1. Let the assertions of Lemma 2 be ful<lled. Let n∈N0 and A := LD + Lg(X ) as well
as S := −D+ g(X )R with g as above. Let again ’=√f, following the di?erence equation for f,
(37). De<ning
’n := Sn’; (44)
the following ladder formalism holds where )n := )
∑n−1
j=0 q
j; )0 = 0; n∈N:
∀n∈N0: A’n = )n’n−1; (45)
∀n∈N0: Sn+1’− )qnXSn’+ )nSn−1’= )nhSn’: (46)
Proof. We Krst address (46). Eq. (46) is true for n = 0. We prove result (46) by induction. Let
(46) be true for a number n∈N0, and let E denote the identity map on F(Tq;h;y;C). Applying the
linear map S on (46), we obtain
Sn+2’− )qnSXSn’+ )nSn’= )nhSn+1’; n∈N0: (47)
For any  : Tq;h;y → C, we receive—as an application of the product rule (32) —
SX = (−D + g(X )R)X =− − (qX + hE)D + g(X )(qX + hE)R 
=− + qX (−D + g(X )R)) + h(−D + g(X )R) :
Therefore, we obtain from (47):
Sn+2’− )qn[− Sn’+ qX (−D + g(X )R))Sn’+ h(−D + g(X )R)Sn’]
+)nSn’= )nhSn+1’; n∈N0: (48)
Rearranging the expressions, this reads
Sn+2’− )qn+1XSn+1’+ )qnSn’− )hqnSn+1’+ )nSn’= )nhSn+1’; n∈N0; (49)
which is equivalent to
Sn+2’− )qn+1XSn+1’+ )n+1Sn’= )n+1hSn+1’; n∈N0: (50)
This completes the proof of induction for statement (46).
We now address the veriKcation of statement (45), where n∈N0. Let us denote again by E the
identity map on F(Tq;h;y;C). We Krst consider the action of the linear map A on X’n. We obtain
in detail
AX’n = (LD + Lg(X ))(X’n) = LDX’n + Lg(X )X’n (51)
= L(R’n + XD’n) + Lg(X )X’n = ’n + LXD’n + Lg(X )X’n (52)
= ’n + q−1(X − hE)(LD + Lg(X ))’n: (53)
When deriving these identities, we have used the fact that for any two complex-valued functions
’;  on Tq;h;y the product rule (32) holds. Moreover, we have used the fact that any complex-valued
function ’ on Tq;h;y fulKlls
LX’= q−1(X − hE)L’: (54)
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In total, we can extract from Eqs. (51)–(53):
AX’n = ’n + q−1(X − hE)A’n: (55)
Let us now look at the recurrence relations
’n+1(x)− )qnx’n(x) + )n’n−1(x) = h)n’n(x); n∈N0; x∈Tq;h;y; (56)
where ’−1 := 0 and )n+1 := q)n + 1; )0 = 0. Applying the linear map A on them, we Krst obtain
(A’n+1)(x) = )qn(AX’n)(x)− )n(A’n−1)(x) + h)n(A’n)(x): (57)
Inserting (55), this can be rewritten as
(A’n+1)(x) = )qn’n(x) + )qn−1(X − hE)(A’n)(x)− )n(A’n−1)(x) + h)n(A’n)(x) (58)
for all points x of the unitary linear lattice Tq;h;y.
We can explicitly calculate the action of A on ’0 resp. ’1:
A’0 = )0’0 = 0; (59)
A’1 = )’0 + )q−1(X − hE)A’0 − )0A’−1 + h)0A’0 = )’0 (60)
as )0 = 0. Generalizing (59) and (60), the assumption is now
∀n∈N0: A’n = )n’n−1: (61)
We prove this assumption by an induction argument, the initial statements being ensured by (59)
and (60):
Let n∈N. We start from (61) and assume that
A’n = )n’n−1; A’n−1 = )n−1’n−2: (62)
Eq. (58) can then be rewritten as
A’n+1 = )qn’n + )qn−1(X − hE))n’n−1 − )n)n−1’n−2 + h)n)n’n−1: (63)
We address now rewriting the expression )qn−1X’n−1 in (63): again we use the recurrence relations
qn−1x)’n−1(x) = ’n(x) + )n−1’n−2(x)− h)n−1’n−1(x); n∈N; x∈Tq;h;y (64)
and insert them into the expression for ))nqn−1X’n−1 in (63).
The result is Knally
A’n+1 = )qn’n + )n(’n + )n−1’n−2 − h)n−1’n−1)
−)qn−1h)n’n−1 − )n)n−1’n−2 + h)n)n’n−1: (65)
Reordering the expressions and remembering
)n+1 = q)n + 1; )0 = 0; n∈N (66)
Knally yields
A’n+1 = )n+1’n (67)
which completes the proof for statement (45) by induction. Hence Theorem 1 is valid.
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4. The corresponding bilateral Jacobi operators
The starting point for this section shall be answering the question whether there exist L2(T)-
solutions to Eq. (40). This will be of crucial importance to checking eventual applications of the
considered model, i.e. within Schr&odinger theory.
In the sequel, we denote by Cc(Tq;h;y) the C-linear space of C-valued functions with compact
support on the lattice Tq;h;y. Moreover, we introduce the functions
en :Tq;h;y → R; tm → en(tm) := mn√|tn+1 − tn| ; m; n∈Z (68)
such that (em; en) = mn. In the following theorem, we are summarizing several properties of the
linear maps A, S, being considered as linear operators in Cc(Tq;h;y). The theorem yields the expected
discrete analogue of the continuum situation for operators A; A+ from the beginning of the article.
Theorem 2. Let 0¡q¡ 1 and h¿ 0 as well as y¿ 0. Let, moreover, the conditions of Lemma
2 be satis<ed. We then obtain the following statements:
1. A(Cc(Tq;h;y)) ⊆ Cc(Tq;h;y) ⊆ L2(Tq;h;y).
2. S(Cc(Tq;h;y)) ⊆ Cc(Tq;h;y) ⊆ L2(Tq;h;y).
3. (Aem; en) = (em; Sen) m; n∈Z.
4. Following the speci<c initial condition f(y) = +¿ 0 from Lemma 2, there exists precisely one
L2(Tq;h;y)-solution to Eq. (40).
5. H :Cc(Tq;h;y) ⊆ L2(Tq;h;y)→ L2(Tq;h;y), given by Hen := SAen; n∈Z is an unbounded operator,
moreover the operator H ∗ has de<ciency indices (1,1). Hence it corresponds to a monolateral
indeterminate problem in the sense of Jacobi operators. H allows a one-parametric self-adjoint
extension.
6. Let ’ be the unique positive solution belonging to (40) under the assertions of Lemma 2. The
functions pn, given by
pn(x) := (’(x))−1(Sn’)(x); n∈N0; x∈Tq;h;y; (69)
then constitute orthogonal polynomials on Tq;h;y satisfying the tree-term recurrence relation
pn+1(x)− )qnxpn(x) + )1− q
n
1− q pn−1(x) = )
1− qn
1− q hpn(x); n∈N0; (70)
and initial conditions p0(x)= 1; p−1(x)= 0. Formally, these polynomials yield modi<ed discrete
q-Hermite polynomials II resp. modi<ed Charlier polynomials in the respective limits h → 0
resp. q→ 1.
4.1. Remarks on the proof
The di$erent steps in verifying the theorem can be performed by direct calculation and by using
basic facts from the theory of bilateral Jacobi operators in l2(Z), compare for instance [24]. For
the convenience of the reader, let us refer to point 5 in some more detail: the operator H resp. its
adjoint act on the functions en as follows:
Hen = SAen = H ∗en = bnen−1 + anen + bn+1en+1; n∈Z; (71)
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the an and bn being the entries of the corresponding Jacobi matrix. To determine the deKciency
indices, we have to look at the eigenvalue problem
H ∗
∞∑
n=−∞
ynen = x
∞∑
n=−∞
ynen (72)
with
∑∞
n=−∞ |yn|2 ¡∞ for x = +i (resp. x = −i). Comparing the coe*cients, the existence of a
solution to (72) requires the recurrence relation
bn+1yn+1 + anyn + bnyn−1 = xyn; n∈Z: (73)
We now look at the two particular and di$erent solutions yn=yn(x)=Pn(x); n∈Z resp. yn=yn(x)=
Qn(x); n∈Z of this recurrence relation, being speciKed by the initial conditions
P0(x) = 1; P1(x) = 0; Q0(x) = 0; Q1(x) = 1: (74)
Evaluating the entries an, bn; n∈Z, we see that precisely one of the two expressions
0(x) :=
∞∑
n=0
|Pn(x)|2; 1(x) :=
0∑
n=−∞
|Qn(x)|2 (75)
converges, the other one diverges for any x∈C\R. Hence, according to the general theory of bilateral
Jacobi operators, the deKciency indices of H are equal and of type (1,1), see [24]. Moreover, we
have a one-parametric class of self-adjoint extensions for H . Note that in Theorem 2, we have strictly
avoided the special case q = 1 as it is associated with a determinate moment problem, see below.
In the sequel, we will investigate the limit transitions h → 0 and q → 1 in some more detail. We
will always conKne ourselves to the situation 0¡q6 1 and h¿ 0 with y¿ 0 and 1 − q + h¿ 0.
We Krst address the limit case h→ 0. We are then completely in the situation of Theorem 2 setting
h=0. Let Sn’; n∈N0 denote the functions of Theorem 1 resp. Theorem 2 where ’ is a (nontrivial)
solution to Eq. (40). The functions pn :Tq;0;1 → R given by
x → pn(x) := (S
n’)(x)
’(x)
(76)
are modiKed discrete q-Hermite polynomials of type II, see [18]. They satisfy the orthogonality
condition
m = n⇒
∞∑
j=−∞
qj(pn(qj)pm(qj) + pn(−qj)pm(−qj))’2(qj) = 0; (77)
where m; n are assumed to be in N0. Now we address the limit case q → 1 keeping h strictly
positive. The unitary lattice to be considered will thus be of the type
T1; h;y = {y + nh | n∈Z}: (78)
Let f :T1; h;y → R be given by the di$erence equation
∀x∈T1; h;y: f(x + h) = (1− )hx)f(x) (79)
and initial condition f(y) = +¿ 0. By using elementary methods of analysis, we arrive at the
following.
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Lemma 3. Let f ful<ll the di?erence equation (79). Then
f∈L1(T1; h;y)⇔ f = 0 or ∃m∈Z: )mh2 + )hy − 1 = 0: (80)
If f∈L1(T1; h;y) then also the functions X nf; n∈N, are in L1(T1; h;y).
Let us restrict now to the choice y=1=h) in order to illustrate the action of the respective operators
A, S. According to (38), the function g shall be given by the condition
g(x) =
1−√1− h)x
h
; x = y − jh j∈N0; (81)
i.e., in particular g(y) = 1=h. Let, moreover, g(x) = 0 for all x = y + nh; n∈N. We are studying
now the action of the operators A and S on the basis vectors en which we had introduced at the
beginning of this section. Remember Krst that
en(y) = 0; n; Len = en+1; Ren = en−1; n∈Z; (82)
0; n denoting the Kronecker delta symbol. We obtain for A acting on en:
Aen = (LD + Lg(X ))en =
1
h
en + L
(
g(X )− 1
h
E
)
en
=
1
h
en + L
(
g(y + nh)− 1
h
)
en =
1
h
en +
(
g(y + nh)− 1
h
)
en+1: (83)
Making use of the abbreviation
n := g(y + nh)− 1h ; n∈Z; (84)
the action of A on the en reads
Aen =
1
h
en + nen+1; n∈Z: (85)
Similarly, one obtains for S =−D + g(X )R:
Sen =
1
h
en +
(
g(y + (n− 1)h)− 1
h
)
en−1 =
1
h
en + n−1en−1: (86)
Concatenation of the operators S and A yields
Hen := SAen =
(
1
h2
+ 2n
)
en +
n
h
en+1 +
n−1
h
en−1; n∈Z: (87)
By deKnition, we have
0 = 0: (88)
Denoting now the functions, vanishing at points x where x¿y by
V := { :T1; h;y → C | ∀j∈N:  (y + jh) = 0}; (89)
we recognize from (88) that for the space
21 := V ∩ Cc(T1; h;y) (90)
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there holds an invariance property:
H (21) ⊆ 21: (91)
Let us denote now by T the restriction of H on 21,
T :21 → 21; T := H ;  ∈21: (92)
Moreover, we deKne the larger space
22 := V ∩ L2(T1; h;y): (93)
We denote the corresponding restriction of the scalar product (∗; ∗) from L2(T1; h;y) to 22 by the
symbol (∗; ∗)22 . The operator T is densely deKned in 22 and a symmetric operator on 21. However,
it has no eigenvectors in 21.
We introduce its adjoint T ∗, induced by the scalar product (∗; ∗)22 . One obtains in particular
21 = D(T ) ⊆ D(T ∗) ⊆ 22.
The action of T ∗ on the basis vectors en is the same than the one of T on the en:
T ∗en =
(
1
h2
+ 2n
)
en +
n
h
en+1 +
n−1
h
en−1; n= 0;−1;−2; : : : : (94)
From the coe*cient in front of en+1 resp. en−1 one obtains the information that T ∗ is a self-adjoint
operator on its domain in D(T ∗) ⊆ 22 because of
∞∑
j=1
h
−j
=∞; (95)
making use of Carleman’s criterion in the case of monolateral Jacobi operators. Thus, if there
are eigenfunctions of T ∗ belonging to di$erent eigenvalues, then they are pairwise orthogonal. This
exhibits a determinate moment problem and reveals a completely di$erent situation from the scenario
we had investigated in Theorem 2 for the case 0¡q¡ 1 and h¿ 0.
It can be shown in detail that the functions Pn(x) := (Sn’)(x)=’(x), deKned for all values of
x∈T1; h;y at which ’ is nonvanishing, are directly related to the Charlier polynomials. Here we have
assumed that y is chosen such that x∈N0. The basic idea is due to Lorenz and Ziegler [22]: First
one obtains the three-term recurrence relation
Pn+1(x)− )xPn(x) + )nPn−1(x) = )nhPn(x); (96)
where n∈N0; P−1 := 0; P0=1. Using successive standard transformation methods and the Carleman
criterion with respect to the corresponding (determinate) Hamburger moment problem, one sees that
the polynomials Qn; n∈N0, related to Pn; n∈N0 by Qn = )−nPn can be expressed by
Qn(x) = (−h)nC(1=)h2)n ()−1h−2 − h−1x): (97)
Here, the Can denote the Charlier polynomials, given by the explicit formula
Can (x) =
n∑
k=0
n!
k!(n− k)!
x!
k!(x − k)!k!(−a)
n−k ; (x∈N0):
With this fact, checking the recurrence relations for Pn can be done in a direct and straightforward
way.
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5. On several applications and perspectives
Let us now come to discussing the use of unitary linear lattices with respect to applications.
Our motivation came from Schr&odinger theory. There, we have the following scenario: in molecule
physics or in quantum chemistry, one is often interested in the orbital situation of a molecule or
an atom, far away from the nucleus. Suitable candidates for performing calculations in the orbital
region are equidistant grids. However quite often, one likes to adapt the grid structure closer to the
quantum mechanical situation. When it comes to Knding better candidates than equidistant grids for
computations, one might for instance think of the following lattices:
1. The q-linear grid {qn;−qn | n∈Z}; 0¡q¡ 1; Kts better to the stochastic understanding of
the so-called wave functions in quantum mechanics than its equidistant relative. The wave functions
are solutions to the Schr&odinger di$erence equations under consideration and serve to calculate the
probability densities for measuring particle signals. These densities rapidly decrease far away from
the nucleus of an atom. Thus it is reasonable to have a higher density of lattice points around the
origin in comparison with regions far away from the nucleus.
2. Let us consider the composed unitary linear grid
Tq;h;y ∪ −Tq;h;y = {+un(y);−un(y) | n∈Z} (98)
with u(x) = qx + h; 0¡q¡ 1; h¿ 0; y¿h=(1− q) and the properties
∀n∈N: un+1(y)¡un(y)¡un−1(y); (99)
lim
n→∞ u
n(y) =
h
1− q : (100)
There arises a gap in this lattice,
dist(Tq;h;y;−Tq;h;y) = 2h1− q
which provides a satisfactory situation: like in the case of the purely q-linear grid, a unitary linear
lattice of type (98) and (99) is quite well adapted to physically relevant probability densities as
described above: at small distances, the density of lattice points, also referred to by the name
graininess, is higher than in regions far away from the origin. Compare also the theory of calculus
on time scales, established in [12] in the context of advanced results on di$erence equations.
On the other hand, models using unitary linear lattices like (98) and (99) do not touch the nuclear
region and are hence more realistic candidates for physically relevant calculations than the purely
q-linear grids.
In total, it can be said that unitary linear lattices (98) and (99) interpolate between the computa-
tional advantages of q-linear grids and those of the equidistant grids in numerical Schr&odinger theory.
In this context, we would like to draw the reader’s attention also to the approaches by Lorente [23]
to discrete quantum mechanics.
Finally, it shall be pointed out that close connections between q-deformed oscillator algebras,
moment problems in the theory of orthogonal polynomials and the theory of coherent states in
quantum optics were presented in [25]. A lot of fascinating work will have to be done to derive
similar results in the context of unitary linear lattices which goes far beyond the scope of this article.
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Let us Knally come back to the main functional analytic focus of the introduced structures. The
di$erence ladder operator formalism—generated by S and A—which we have described in this article
leads to an indeterminate moment problem in the situation of Theorem 2. As we have outlined, one
can construct self-adjoint extensions of the operator H = SA where we had introduced the domain
of H as the set of all C-valued functions on Tq;h;y with compact support. It is an open question
how to characterize the one-parametric self-adjoint extensions of H and how to determine their
spectra. Dealing with this question will eventually include numerical methods in evaluating three-term
recurrence relations like for instance the Miller algorithm, compare [14]. In the case of the q-Fourier
transform by Koornwinder and Swarttouw [19], the question of Knding self-adjoint extensions for
the formally symmetric q-di$erence operator was answered by purely analytic means in [16]. It is
not yet clear whether similar methods, like for instance spectral generating group techniques can be
applied to the problem of characterizing the self-adjoint extensions of H = SA. This characterization
however will be of crucial importance to numerical applications and shall be the scope of a di$erent
article.
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