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DEDICATED TO NORMAN LEVINSON 
The purpose of this paper is to present in a more or less self-contained way 
the chief facts about the local times t of one-dimensional Brownian motion 
due to P. Levy, F. Knight, D. B. Ray, and It&McKean. The deepest part 
concerns the remarkable fact that for a class of stopping times ?tt, such as 
passage times and independent exponential holding times, the local time 
t(m, x) is a diffusion relative to its spatial parameter x. The beautiful methods 
of D. Williams are employed here as being most in the manner of P. Levy who 
began the whole thing. The intent is purely expository, and only the main 
features of the proofs are indicated. A familiarity with the most elementary 
facts about Brownian motion is assumed. The paper is dedicated to Norman 
Levinson with affection and respect. 
1. SIMPLE BROWNIAN MOTIONS 
The purpose of this section is to review the elementary facts. The 
proofs are indicated. It&-McKean [5] and Levy [7] can be consulted 
for additional information. 
1.1. Standard Brownian Motion 
Fix a standard one-dimensional Brownian motion BM with sample 
paths x: t --f s(t) and probabilities P,(B) depending upon the starting 
point r(O) = a and the event B. The infinitesimal operator is G = *D2 
acting upon C2(R1), and the transition density is 
p(t, x, y) = (274~‘la e-(~-~)2/2t. 
The Brownian traveller begins afresh at stopping times, the most 
important of which are the passage times 
m, = min(5: r(t) = X) 
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for x > 0, say. M = [m, Pa] is additive: in fact, it is the one-sided stable 
process of exponent i, so-called, and you have the formula 
for 01 > 0 and x 3 0, or what is the same, 
P,[m, E dt] = (2Trt3)--1/3xe--z2/3t dt. 
Proof exp[a(t) - a2t/2] is a martingale over BM, and for paths 
starting at x = 0, it is bounded up to the stopping time m = m, for 
fixed x > 0. Therefore, you have 
if you grant P,,[nt < co] = 1. The proof is finished by putting (201)ii2 
in place of 01 and inverting the transform. 
1.2. Absorbing Brownian Motion 
The absorbing Brownian motion BMW is the diffusion on the half-line 
x > 0 with infinitesimal operator Gm = *D2 acting upon functions f 
of class C2[0, ok) with f(0) = 0. It can be presented in terms of the 
standard Brownian motion x starting at x > 0 as 
3?(t) = x(t) if t <: m0 
=CO if t > m,. 
The jump to co is spoken of as “killing.” The absorbing transition 
density is 
pm@, x, y) = (&&l/2 [e-(s-m2t - e-(s+~P12”], 
as you can verify either from the known law of m, or from Fig. 1 taking 
advantage of the fact that the standard Brownian traveller begins 
afresh at time m, and cannot come from x > 0 to -JJ < 0 without 
hitting the origin. By the second way, 
P,[xyt) > y] = P&(t) > Y, t -c m,l 
= P&(t) > rl - P&W < -A9 
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FIGURE 1 
and the formula follows upon differentiating by y. The formula for p” 
leads at once to the joint law of x(t) and the maximum function 
t-(t) = max,<, x(s), namely, for --GO < x < y and y > 0, 
P&(t) < x, e-(t) < y] = P&(t) < x, my > t] 
= P,[x(t) > y - x, m, > t], 
SO 
P&(t) E dx, t-(t) E dy] = (2/~rP)~/~ (2~ - x) c-(~~-~)*/~~ dx dy. 
1.3. Reflecting Brownian Motion 
The reflecting Brownian motion BM+ attached to the infinitesimal 
operator G+ = $D2 acting upon functions f of class C2[0, co) with 
f+(O) = 0 can be similarly presented as 
X+(t) = I Ml for O<t<co. 
Because --s is likewise a standard Brownian motion, the motion x+ 
so presented begins afresh at its stopping times, and the identification 
of X+ with BM+ is easily made by computing its transition density 
p+(t, x, y) = (274-W [~-k-YPP + ,-(=+vP/y 
from the self-evident formula 
1.4. Elastic Brownian Motion 
The elastic Brownian motion BMY is the diffusion on the half-line 
with infinitesimal operator G = *D2 acting upon functions f of class 
C2[0, 00) with yf (0) + f f(0) = 0. The elastic transition density is 
pY(t, x, y) = y(t, x, y) + s,” (27~9)-~/~ (x + y) e--(“+y)a/2sp’Q - s, 0, 0) ds, 
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in which 
pyt, 0, 0) = 2 Jrn e-v2(2~t3)-1/2xe-“a/2t dx. 
0 
BM” is the old absorbing Brownian motion, while BM” is the reflecting 
Brownian motion BM+, and for intermediate 0 < y < CD, you have 
something between the two, with a little killing ur py dr < 1] but only 
while the particle is at the origin [GY = iDz for x > 01. The precise 
mechanism of this killing will be described in Section 2.8 by presenting 
the elastic Brownian motion in terms of the standard Brownian motion 
and its local time. 
2. BROWNIAN LOCAL TIME 
2.1. P. L&y’s Presentation of BM+ 
Levy [7, p. 2341 presented BM+ in terms of the standard Brownian 
motion x starting at x >, 0 by means of the recipe 
s-(t) = x(t) if t <m, 
= t-p> - x(t) if t),m,, 
in which t-(t) is the maximum of x(s) for m, < s < t; see Fig. 2. The 
proof that x- is indeed a reflecting Brownian motion consists in checking 
FIGURE 2 
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first that the motion x-, so presented, begins afresh at its stopping times, 
and second that X- has transition density p- = p+. A close examination 
of the picture will convince you of the former, and the latter is easily 
deduced from the joint law of x and t- of Section 1.2. The computation 
is simplified if x = 0, which suffices for the proof; see Ito-McKean 
[5, pp. 40-421 for the details. 
2.2. Mesure du Voisinage 
The presentation x- of Section 2.1 is now used as follows: From the 
picture, it is plain that t- is a continuous increasing function of t > 0 
which is flat off the roots 3- = (t: x-(t) = 0) of x-. What is not so plain 
is that t- is measurable over X-, as follows from the remarkable formula 
of LCvy [7, pp. 239-2411: 
k(t) = +$2+1 measure (s < t: x-(s) < E). 
Because X- is a representation of BM+, it follows that the original 
presentation x+ admits a similar functional t+, flat off the roots 
3+ = (t: s+(t) = 0) an expressible by a similar formula: d 
t+(t) = $n$2~)-l measure (s < t: x+(s) < 6). 
The latter is the mesure du voisinage of LCvy [7, p. 2281, alias the reflecting 
Brownian local time. The above is taken for granted now: suffice it to say 
that the (pathwise) existence of the mesure du voisinage t+ is proved in 
Section 3 and that the identification of the mesure du voisinage of X- as 
t- = max,(, X(S) is easily proved by checking that 
t-(t) = 1$2~)-l measure (s < t: x-(s) < C) 
in mean-square; see 1%McKean [5, pp. 63-641 for the details. The 
numerous properties and uses of the local time f+ occupy the rest of 
this section. 
2.3. Inverse Local Time 
The inverse function of the reflecting Brownian local time, 
t-‘(t) = max(s: t+(s) = t), 
considered for paths starting at x+(O) = 0, is identical in law to the 
inverse function of t-, alias the standard Brownian passage times m. 
607/16/r-7 
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As such, it is a copy of the one-sided stable process of exponent *, and 
you easily deduce the results of P. LCvy [7, pp. 224-2251: 
and 
Proof. The first formula stems from the fact that the number of cited 
intervals is the same as the number of jumps of t-l of magnitude > E, 
up to time t+(t) (g ive or take one), as you can see from a picture. The 
proof is finished by an application of the strong law of large numbers: 
for fixed t > 0, the number n(E) of jumps of t-l(s): s < t of magnitude 
exceeding E is a homogeneous Poisson process relative to the parameter 
W7=) 112, so 
is its rate, nameIy t, and plainly this holds for a11 t > 0, simultane- 
ously, permitting you to substitute t+(t) in place of t. The proof of the 
second formula is just as easy; see It&McKean [5, pp. 31-33,42-43] for 
more details. 
2.4. Downcrossings 
Another entertaining way of computing the local time is embodied 
in the formula of ItiSMcKean [5, p. 481: 
t+(t) = I~&$ $ x 
the number of times x+(s): s < t 
crosses down from x = E to x = 0. 
Proof. The idea of the proof is that, for fixed E > 0, the quantity 
measure (s < t: w+(s) < 6) is (app roximately) the sum of independent 
copies of measure (s < m: X+(S) < E), in which m is the time it takes X+ 
to reach E and come back to 0, one such copy to each downcrossing. 
This suggests that you should have 
2&+(t) = [l + o(l)] x the number of downcrossings 
x E,[measure(s < m: z+(s) < 8)], 
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or approximately so, and the proof is finished by evaluating 
E,[measure(s < m: X+(S) < E)] 
= EJm,+] + E,[measure(s < tn,: x(s) < c)] 
= 2E’L. 
The first expectation is computed by stopping the martingale x2 - t 
at time m,+ = min(t: 1 x(t)\ = E), while the second comes from the 
evaluation 
I m y(t, x, y) dt = 2y 0 
for x > y; for more details, see It&-McKean [5, pp. 48-501. 
2.5. Hausdorff Measure 
The fact that t+ is flat off 3+ and is a copy of the Brownian maximum 
function leads at once to the fact that 3+ is of Hausdorff dimension > Q. 
Proof. Fix a number 6 < h and cover 3+ n [0, I] by noneverlapping 
intervals I of such small lengths that t+ increases by t+(l) < j I Is on 
each of them. Then 
0 -==I t+(l) d 1 t+(l) d c j 118, 
whence the outer a-dimensional measure of 3f n [0, l] is positive. 
The fact that the dimension of 3+ is precisely 4 now follows from the 
formula of It&McKean [5, pp. 5&51]: 
t+(t) = ;i (+jl” c ckjn+ - kjn-)1/2, 
k.2-“<t . 
in which kjn-[kj,a+] is the smallest (biggest) root of X+ = 0 in the interval 
(k - 1) 2-” < t < k2-“, with the understanding that kjn- = kjR+ = 0 
if no such root exists. 
Proof. Bring in the field 3, of x+(k2-“), kjn-, and kjn+ for R > I, 
and notice that 3, increases to the full field of x+ as n t co. The formula 
is proved (for t = 1, say) by a self-evident application of the martingale 
theorem to the conditional expectation 
w+(l) I 37ll = (%)li2 ,zn (kjn+ - kjn-)li2. . 
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The actual computation of the latter is made as follows. Pick 0 < t, < 
t,* < t,* < t, < cc and look at 
%P+(t,) - t+(h) I X+(S): s G t, , 3- = t1*, 3+ = t2*, x+(s): s > tz], 
in which 33[3+] is the smallest [biggest] root of X+(S) = 0 in t, < s < t, . 
Because t+(tJ - t+(tl) does not depend upon what happens before the 
stopping time 3- or after the fixed time t, , the expectation simplifies to 
&[t+(t, - t,*) 13’ = t,* - t1*, x+(t, - t,*) = x] 
with a self-evident abuse of notation. Besides, t+(t, - t,*) depends in a 
reversible way upon the tied reflecting motion x+(s): s < t, - t,* with 
law P,[B 1 x+(t, - t,*) = ] x , so the expectation is reduced to 
-&![t+(t, - t,“) 1 m, = t, - t2*, z+(t, - t,*) = O] 
= q[t+(t,* - t,*) 1 3qt,* - t,*) = O] 
by a second application of the passage time trick. Now you have simply 
to compute. You have 
P&+(t) E dx, t+(t) E dy] = ($-)l” (x + y) e-(z+y)2/2t dx dy 
from Section 1.2 via the presentation x- = t- - x, and the evaluation 
E,[t+(t) 1 x+(t) = O] = (Trt/2)1/2 
follows. 
2.6. Germ Field 
As you may easily believe by now, the germ field, defined by inter- 
secting over T > 0 the field of x+(t): t < T, is precisely the field of tf. 
The proof can be found in It%McKean [5, p. 791. The moral is that t+ 
accounts for the whole of the fine structure of X+ in the vicinity of x = 0. 
2.7. Reflecting Brownian Motion 
Skorokhod [ 121 noticed a very amusing variant of the presentation 
X- = t- - x. You may say that the reflecting Brownian motion x- is the 
sum of a standard Brownian motion (-X) plus the effect of a singular 
force (t-), acting while the traveller is at x = 0 so as to keep him in the 
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half-line x > 0. To put the matter a little differently, the pair x+ and t+ 
is the only solution of x+ = x + t+ subject to (1) X+ is nonnegative and 
continuous, (2) t+ is increasing and flat off S+ = (t: x+(t) = 0), (3) both 
x+ and tf depend upon the standard Brownian motion x in a non- 
anticipating way. McKean [9, pp. 71-771 can be consulted for additional 
information. 
Proof. Pick solutions x1+, t,+ and x2+, t,+. Then xl+ - x2+ = t,+ - t2+, 
and if ever x1+ > xaf, then q+ > 0, t,+ is flat nearby, t,+ increases, and 
the difference xl+ - x2+ goes down. But this means that q+ < ~a+, and 
a self-evident reprise finishes the proof. 
Remark. M. Motoo [private communication] informs me that you 
do not obtain the reflecting Brownian motion x+ = x + t+ by making 
6 4 0 in the diffusion with infinitesimal operator 
G = &D2 + (R/28) x (the indicator function of 0 < x < 6)D, 
though you would expect to do so for k = 1: in fact, you get a motion 
of the form 
x* = x + [(e” - l)/(ek + l)] t* 
not confined to the half-line. The moral is that the multiplier 
(ek - l)(ek + 1)-l < 1 is not large enough to prevent the traveller from 
entering x < 0. 
2.8. Elastic Brownian Motion 
The presentation of the elastic Brownian motion BMY advertised in 
Section 1.4 will now be explained. You take the reflecting Brownian 
path s+ and kill it at time m, , subject to the conditional law 
P[m, > t 1 x+] = ecy*+(*), 
and you prove that the killed motion xy is a presentation of the elastic 
Brownian motion associated with rf(O) + f +(0) = 0. 
Amplification. IQ is called an exponential local holding time because 
it is distributed like t-r(e), in which e is an exponential holding time with 
rate y, independent of x+. 
Proof. The first task is to verify that xy, so presented, begins afresh 
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at stopping times, which is easy; see It&McKcan [5, pp. 45-461 for 
details. Then you compute the transition probabilities 
= EJx+(t) < y, e-v*+(t)] 
= P&(t) < y, t -c mJ + Jot P,b, E dsl 
Po[x+(t - s) < y, e-vt+(t-s)]. 
Now the identification follows from the formula of Section 1.4 and the 
joint law of z+ and t+ employed at the end of Section 2.5; for additional 
information on this subject, see It&McKean [4], in which the local time 
is used in a similar style to make the general Brownian motion on the 
half-line attached to the infinitesimal operator G = iD2 acting upon 
functions f of class C2[0, 00) with 
~,f(o) + ~s.f+(O) + zW(O) = low W> - f(o)1 4’&) 
for fixed nonnegative p, , p, , p, , and increasing pa(x), subject to 
$, x dp4(x) < co, JT u’p,(x) < co, and p, , p, , p, , p, not all trivial. 
3. EXISTENCE OF STANDARD BROWNIAN LOCAL TIMES 
The purpose of this section is to prove that for the standard Brownian 
motion x, 
measure(s < t: a f x(s) < b) = 2 J” t(t, x) dx, 
a 
simultaneously for all t 3 0 and --co < a < b < co, with a density 
function t, alias the standard Brownian local time, which is continuous 
in the pair (t, X) E [0, co) x R1. The fact is due to Trotter [13] ; it was 
also stated by L&y 17, p. 2391. Th e existence of the reflecting Brownian 
local time 
t+(t) = 1iJ$$2~)-l measure(s < t: x+(s) < E) = 2t(t, 0) 
of Section 2.3 is a self-evident consequence. Deeper properties of t are 
studied in Section 4 from which a different existence proof could be 
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extracted, but it seems that the method employed below is simpler if you 
want the present theorem, only. The proof is based upon the formula of 
H. Tanaka [private communication] : 
w  - 4’ - [x(O) - x1+ = jot e,&(s)] d%(S) + tp, x), 
in which y+ stands for the larger of y and 0 and e,,(x) is the indicator 
of the interval a < x < b. The reader is assumed to be familiar with 
such Brownian integrals and with It6’s lemma which states that 
f[@)l -fC@)l = ~‘f’[+)l 44 + 4 ~‘f”[r(s)l ds 
for functions f of class C2(R1); see, for example, McKean [9]. Tanaka’s 
formula is suggested by applying ItB’s lemma to the function f (y) = 
[y - XI+. This is not a proof because fN is not even a bonafide function, 
but it suggests that you should declare 
t(4 X> = [dt) - 4’ - [E(O) - xl+ - Iot e,,[x(s)] dx(s) 
and try to prove that t, so presented, actually is the local time for I. The 
proof is indicated below; for more details, see McKean [9, pp. 68-711 
Proof. A preliminary difficulty to be overcome is that the Brownian 
integrals are defined for each x E R1, separately, and you want to look 
at them for all (t, x) E [0, a) x R1, simultaneously. Now for any 
nonanticipating Brownian functional e, 
E [(fed~)~] < 36E [(seadt)‘], 
whence the local bound 
Eo 1 Ltl e,,(x) dx - It” e,,(r) dr I4 
0 
< a constant multiple of (tz - t$ + (6 - u)2, 
and with this in hand, the familiar lemma of Centsov-Kolmogorov 
supplies you with a version e(t, x) of the Brownian integral which is 
almost surely continuous in the pair (t, x) E [0, co) x R1. To identify 
t(t, x) = [x(t) - xl+ - [x(O) - xl+ - e(t, x) 
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asthelocaltimeofr,fixt>Oand-co<a<b<co.Then 
Jab [x(t) - x]’ dx - Jsb [E(O) - x]’ dx = Jab dx c; e,,(y) dy 
as you will easily see from a picture. A small extension of ItB’s lemma 
plus a little fooling about with Riemann sums permits you to re-express 
this as 
f” [f %b(X) dx] dx -I- ii jot %&) ds 
0 0 
= 1” dx it e,,(r) dx -I 8 f eab&) ds 
a 
s b = e(t, x) dx + 4 measure (s < t: a < x(s) < b). a 
But now what sits at the beginning and at the end is continuous in 
(t, a, b) E P, ~0) x R2, so the formula holds without exception, for all 
t > 0 and a < b, simultaneously. The proof is finished. 
Amplification. A little extra computation produces a modulus of 
continuity for t due to Ray [lo, p. 6151: 
I tp, y) - f(h x)1 d II qt, .>llm I 28 lg 6 v2 
for 6=1x---y\JO and fixed t > 0; see McKean [9, p. 701. The 
modulus is actually sharp, as may be confirmed by means of the deeper 
results of Ray [lo] explained in Section 4.5. 
4. DEEPER PROPERTIES OF BROWNIAN LOCAL TIME 
The standard Brownian local time t = t(t, LX) has an even more recon- 
dite property than any described above. I allude to the remarkable fact 
that if the stopping time nt is either a passage time or an independent 
exponential holding time, then t(m, X) is a diffusion relative to the spatial 
parameter x E R1, closely related to the two- and four-dimensional Bessel 
motions. This development is associated with the names of Knight [6], 
Ray [lo], Silverstein [ll], and Williams [14-161. I will follow the 
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methods of Williams, as I find them most appealing, but all of these 
papers will replay close study. Here, I will explain less and assume more; 
in particular, I count upon familiarity with the time substitution recipe 
of It&McKean [5]; see also Breiman [l, pp. 370-3751 for a nicer 
account. 
4.1. D. Williams: Markovian Properties of Brownian Local Time 
Define f(t) = measure(s < t: x(s) 2 0) for a standard Brownian 
motion x starting at x > 0. It&McKean [5, pp. 81-821 prove that 
x*(t) = g-l(t)] is still another presentation of the reflecting Brownian 
motion BMf. By substituting the “clock” f-l into X, you are throwing 
out the left-hand (shaded) excursions in Fig. 3 and pushing down the 
FIGURE 3 
survivors to close up the gaps so produced. The local time of x* at x = 0 
is 
t*(t) = 1$(2~)-~ measure (S < t: x*(s) < l ) = t&l), 
t, being the local time for x at x = 0, and for y > 0 you have, what is 
not so easy to see, the formula of Williams [9]: 
~&-Yfw) / x*1 = e-vt-(2vP’~t*(t)* 
This is not needed below, but it is simple enough (if you know how) 
and will give you the flavor of what is to follow. 
Proof. To begin with, f-‘(t) = til[t*(t)], and as you can see from 
the picture, to1 is identical in law to t*-l plus an independent copy 
104 H. P. MCKEAN 
thereof, namely, an independent copy m of standard Brownian passage 
times. But now f-l(t) is presented as the sum of t and an independent 
copy of m with parameter x = t*(t), so 
&[e-vf-l(t) / x*] = j&[e-Yte-~% 1 x*] 
= e-vt-(2v)1’~t*(t)~ 
The proof is finished. 
Bonu-s. By taking expectations on both sides, you can easily deduce 
the arcsine law of Levy [7, p. 3231: 
P,[f(t) < T] = -$ sin-1(t/T)1/2 
for t < T. 
A deeper formula of Williams [14] is 
q[e-Yt,(f-‘w) / x*1 = exp 
[ 
rt*w _ 1 l--yb ’ 
for b < 0, in which tb is standard Brownian local time at x = b. 
Proof. f-l(t) is identical in law to t plus an independent copy of m 
with parameter t*(t), as above. Because tb(f-i) is flat on the right-hand 
excursions of X, you can identify it with tJt;‘(t*)J, in which t* is fixed 
while t, and t, are based upon an independent standard Brownian 
motion. A careful look at Fig. 3 will confirm this: the chief point is that 
x* is independent of the left-hand excursions of X, while it is these, only, 
that account for t, . The formula now follows from the evaluation 
of Itb-McKean [5, Problem 2.841. 
An immediate consequence is the theorem of Ray [lo] and Knight [6] 
that the process [t(m,, 1 - x): 0 < x < 1, PO] is a copy of 
[&“(x): 0 < x < l], in which r2 is the two-dimensional Bessel process, 
i.e., the radial part of a two-dimensional Brownian motion; see 
It%McKean [S, Problems 2.8.5 and 2.8.61 for another proof. 
Proof. Williams’ second formula is obviously still correct if you 
replace t by a stopping time of x* such as mi* = min(t: x*(t) = 1) = 
f(m,), so you have 
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The fact that f(m, , *) is Markovian is now self-evident, t(m, , x): 
0 < x < 1 being measurable over x*, and now it is a simple exercise 
to identify the latter as +tz2; for example, it is easy to pick off the 
infinitesimal operator G = tD2 + D. 
4.2. Aside on Cameron-Martin’s Formula 
An amusing side product of the presentation t(m, , 1 - x) = &22(x) 
is the formula of Cameron-Martin 
E,,[e-dx2(t)dt] = (cosh(2y)1/z)-l/z. 
Proof. r22 is the sum of two independent copies of 3, so 




in which m,* is the passage time of the reflecting Brownian motion x* 
to 1, alias the passage time m of a standard Brownian motion x to 4 1. The 
evaluation now follows from the fact that exp[(2r)‘12 x - yt] is a 
martingale over x and from the independence of x(m) and m: 
1 = E,[e (2#%m)-~m] = Cosh(2y)l/2 qe-yrn]. 
4.3. D. Williams Continued 
The present article looks at [t(ml , x): 0 < x < 1, PO] in more detail 
and then at [t(ml , x): x < 0, PO], following Williams [15] in part. Bring 
in the last leaving time I = max(t < m,: x(t) = 0) and the maximum a 
of x(t) for t < I, as in Fig. 4, and let m be the root t < I of x(t) = a; 
see It&McKean [5, Problem 2.2.21 for a proof that there is no other 
such root. The number 0 < a < 1 is uniformly distributed, and 
conditional upon its value a = a, the excursions s(t): 0 < t < m and 
~(1 - t): 0 < t < I - m look like independent copies of x(t): t < m, , 
as you can easily believe but less easily pr0ve.l Therefore, by Section 4. I, 
1 D. Williams [May 8, 19721 writes: “I still cannot find a sane proof of the half-sentence 
immediately under figure 4. To get a sane proof, I formulated a Splitting Time Theorem 
that good Markov processes start afresh at ‘splitting times’ (but with new laws). You of 
all people should recognize the terminology! M. Jacobsen (visiting here from Copenhagen) 
has a nice Galmarino-type definition of splitting times, but we cannot get near the 
theorem. All the I’s and m’s in your paper are splitting times so the result would be 
useful.” 
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FIGURE 4 
t(m, x): 0 < x < 1 and t(1, X) - t(m, x): 0 < x < 1 look like inde- 
pendent copies of *rS2[(u - x)+1, while their sum looks like 
itq2[(u - x)+1, in which r4 is a four-dimensional Bessel process, i.e., 
the radial part of a four-dimensional Brownian motion. 
A similar presentation of t(m, , X) - t(I, x): 0 < x < 1 can be 
obtained, but it is not so cheap. The reversed excursion 1 - x(ml - t): 
0 < t < ?nl - I looks like a standard Brownian motion conditioned so 
as not to come back to x = 0, and stopped at its passage time to x = 1; 
as such, it is identical in law to the three-dimensional Bessel process ts 
similarly stopped ; see McKean [8] f or a full proof. An indication is 
provided by the evaluation 
&g P&(t) E dY I mo > Tl 
= PJX(t) E dy, m, > t] lim 
P,,[m, > T - t] 
r~= P&to > T] 
= P,[x(t) E dY, mo > qrig, 
which suggests that the infinitesimal operator of the Brownian motion, 
so conditioned, is, or ought to be, 
G, = &-1D2~ = $D” + dD, 
and that is precisely the generator of r, . By symmetry, the excursion 
x(t): I < t < m, may now be presented as r3(t): 0 < t < nt3, in 
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which mg is the passage time min(t: tg(t) = l), so to finish the story of 
t(m, , x): 0 < x < 1, you have only to find the proper presentation of 
the Bessel local time 
f3(x) = l~hn(2~)-~ measure (t < m3: x ,< r&t) < x + l ), 
alias t(m, , x) - t(I, x), for 0 < x < 1. The result of Ray [lo] and 
Knight [6] is that this process is a copy of &x2rz2[x-‘( 1 - x)]: 0 < x < 1. 
Here you may recognize xr,[+(l - x]) as a representation of the 
two-dimensional Bessel process starting at r2 = 0 and conditioned so 
as to come back to r2 = 0 at time 1, as you infer from the fact that 
XX[X-~( 1 - x)] is a representation of the standard Brownian motion, so 
conditioned. 
Proof of f&c) = +~~r~~[x-~(l - x)]. Th e recipe of time substitutions 
of It&McKean [5, pp. 167-1701 shows that in the scale y = -l/r,, the 
three-dimensional Bessel process looks like a standard Brownian motion 
t) run with the clock f-l inverse to f(t) = Ji IJ-~(s) ds. The passage time tn3 
is now presented as f(m-,) with m-, = min(t: q(t) = -l), so that if e 
is the indicator function of - 1 /x < y < - 1 /(x + E), then you have 
f3(x) = 1!$2~)-~ measure (t < m3: x < t;(t) < x + 6) 
= lj&1(2r)-~ measure (t < f(m-J: + < q[f”(t)l < +) 
= h(24-1 Jfin’-‘) e[t)(f-l)] dt 
0 
= h(24-16’-’ e[l)(t)] q(t) 
= lii(2~)-~ Jome’ e[q(t)] q-“(t) dt 
= vn$26)-l j-~~‘+” t(m..., , y) y--42 dr 
= x2t(m-, , --I/x), 
in which t is local time for IJ. But, by Section 4.1, this means that t, 
may be presented in the advertised form: 
$4 x ir22 [-1 - (-;)I = ;SBr2”[r’(l -x)]. 
The proof is finished. 
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The same line of reasoning may be applied to t(ml , X) for x < 0. 
The minimum b of x(t) for t < 1 is distributed according to the law 
P,[b < X] = (1 - x)-’ f or x < 0, and conditional upon b = b, the 
excursion 1 - x(ntl - t): 0 < t < m, - m looks like t3 stopped at its 
passage time to 1 - b, m being the root of x = b; see Fig. 5. Therefore, 
t(m, , X) - t(m, x): x < 0 can be presented as 
alias 
(1 - xl2 t[m+,,-l, 41 - 4-7, 
+( 1 - x)” r,2[(1 - $1 - (1 - q-7. 
- 
Besides, it is only the excursion x(1 - t): 0 < t < I - m that contributes, 
and the excursion x(t): 0 < t < m is an independent copy thereof, 
so the total local time t(m, , x): x < 0 can be presented as 
$(l - x)” r42[(1 - x)-l - (1 - q-11, 
a fact which is also due to Ray [lo] and Knight [6]. 
4.4. A Time Reversal 
To prepare for the next article, it is convenient to prove at this place 
that if e is an exponential holding time with rate & and if x is an inde- 
pendent standard Brownian motion starting at x = 0, then conditional 
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upon the place a = x(e) > 0, the reversed process s-‘(t) = r(e - t) 
0 < t < e is identical in law to the motion a + x(t) - t stopped at its 
last leaving time from x = 0. 
Proof. The main step is to compute 
Po[x-l(t,) E dx, ,..., x-l(t,) E dx, , t, < e / r(e) = a] 
St”, P[e E dt] P,,[n(t - tl) E dx, ,..., ~(t - t,J E dx, , x(t) E da] 
= 














e-t/z dt P,[r(t,) E dx, ,..., s(t,) E dx,] 
e--s,a/2(t-t”) 
= ea 
trl (27r(t - t,))1/2 
= Pa[x(tl) E dx, ,..., X(t,) E dx,] x ea-2n-tn’2, 
for X, > 0. The factor exp(a - X, - t,/2) is now brought underneath 
the expectation sign in the form exp(-[s(t,) - x(O)] - t,/2), in which 
you recognize the Cameron-Martin factor for the Brownian motion with 
drift -1. The rest of the proof is easy. 
4.5. D. Williams Continued 
The purpose of this article is to prove, after the manner of 
Williams [16], the results of Ray [lo] concerning the standard Brownian 
local times t(e, x): 0 < x < cc for e an exponential holding time with 
rate 8 which is independent of X, everything being considered conditional 
upon the place a = x(e) > 0. The local time is unchanged if you go 
over to the reversed process x-l(t) = r(e - t): 0 < t ,< e of Section 4.4, 
so you may as well look at the local time of r) = a + x(t) - t up to its 
last leaving time from x = 0. The situation is depicted in Fig. 6, in 
which b = maxl>o r)(t), m is the root of u(t) = b, and I is the last leaving 
time oft) from 0 < a < 6. The recipe of time substitutions is now used 
much as in Section 4.3: In the scale x = &e2y, t) looks like a new standard 
Brownian motion x run with the clock f-l inverse to f(t) = J,, [4xs(s)]-l ds, 
and you deduce that the original Brownian local times t(e, x) can be 
presented as 
+e-2zr22(e2z/2) if O<x<a 
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FIGURE 6 
and as 
&ezrrj2[2(eMaz - emzb)] if a<x<b. 
The details are left to you as an exercise. 
Remark. The fact that Ray’s modulus for t, described in Section 3, 
is exact and is an immediate consequence of these presentations. 
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