









Das vorliegende Jahrbuch ist bei der Braunschweigischen Wissenschaftlichen 
Gesellschaft und beim Buchhandel erhältlich 
Preis: € 16,00 
Gedruckt mit Hilfe von Forschungsmiueln 
des Landes Niedersachsen 
Braunschweigische Wissenschaftliche Gesellschaft 
Fallersleber-Tor-Wall 16 . D-38100 Braunschweig 
Postfach 3329 . D-38023 Braunschwcig 
Telefon: (05 31) 1 44 66 . Fax (05 31) 1 44 60 
http://www.bwg-niedersachscn.dc 
Für die Redaktion verantwortlich: 




J. eramer Verlag· Am Hasengarten 23 A . D-38l26 Braunschweig 
2002 




ALLGEMEINES UND HISTORISCHES 
Zur Geschichte der Braunschweigischen Wissenschaftlichen Gesellschaft (BWG) 11 
Die Organe der BWG 1943 - 200 I .............................................................................. 12 
Die Satzung der BWG .................................................................................................. 14 
PLENARVERSAMMLUNGEN 
12.01.200 I in Braunschweig 
Heinz Duddeck: Macht Wissenschaft glücklich? Wie Wissenschaft 
den Menschen kränkt. Und wie sie ihm dennoch die Heiterkeit des 
Geistes bringt 
(Ausführliche Fassung in den Abhandlungen 51 [200 I]) 
09.02.2001 in Braunschweig 
Jochen Litterst: Braunschweigische Wissenschaftliche Gesellschaft 
und Carolo Wilhelmina - unterwegs zu neuen gemeinsamen Zielen 
09.03.2001 in Braunschweig 
Udo Peil: Bauwerksüberwachung - Notwendigkeit, Probleme und 
Möglichkeiten: der SFB 477 ................................................................. 19 
06.04.200 I in Braunschweig 
Klaus PG. Gahl: Über die Einheit des Menschen aus ärztlicher Sicht 27 
08.06.2001 in Hannover 
Reiner Cunz: Führung durch das Niedersächsische Münzkabinett 
14.07.200 I in Clausthal-Zellerfeld 
Hans-Peter Beck: Automausstieg, was nun? ........................................ 41 
12. I 0.200 I in Braunschweig 
Jörg Schwedes: Erzeugen von Nanopartikeln durch Zerkleinern ........ 43 
09.11.2001 in Braunschweig 
Klaus Alpers: Hellanikos von Lesbos und die frühgriechische Epik 
(Ausführliche Fassung in den Abhandlungen 5212002]) 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
6 lnhaltsverzeichn i s 
KLASSENSITZUNGEN 
Klasse für Mathematik und Naturwissenschaften 
09.02.2001 in Braunschweig 
Heiko Harborth: Ramsey-Zahlen ........................................................ 47 
09.03.2001 in Braunschweig 
Regularien 
06.04.2001 in Braunschweig 
Karl Schügerl: Prozesstechnische Aspekte der Produktion von Anti-
biotika gezeigt am Beispiel von Cephalosporin C ................................ 49 
12.10.2001 in Braunschweig 
Herbert Welling: Laser in der Medizin ................................................ 53 
09.11.2001 in Braunschweig 
Klaus Gärlitzer: Beiträge zur Chemie und Analytik von Morphin 
(Ausführliche Fassung in den Abhandlungen 51 [2001]) 
Klasse für Ingenieurwissenschaften 
09.02.2001 in Braunschweig 
HumId Zenner: Simulation der Werkstoffermüdung 
(Ausführliche Fassung in den Abhandlungen 52 [2002]) 
09.03.200 I in Braunschweig 
Wo(fgang Kowalsky: Organische Elektrolumineszenz-Displays 
08.06.2001 in Hannover 
Dieter Kind: Über die aktuelle Bedeutung der Messunsicherheit ...... 55 
/2./0.200 I in Braunschweig 
A(fred Mühlhauer: ModelIierung industrieller Prozesse zur Züchtung 
von Silizium-Einkristallen .................................................................... 57 
09.11.200 I in Braunschweig 
Peter Wrigger.I'.· Rechnergestütztes Materialdesign ............................. 61 
Klasse für Geisteswissenschaften 
09.03.200 I in Braunschweig 
Helwig Schmidt-Glintzer: Bericht über den geplanten Anbau der Her-




12.10.2001 in Braunschweig 
Claus-Artur Scheier: Offenbarung im Untergang. Zum geschicht-
lichen Ort der Ästhetik Karl Wilhelm Ferdinand Solgers 
(Ausführliche Fassung in den Abhandlungen 51 [2001]) 
09.11.2001 in Braunschweig 
Reiner Cunz: Die Münzen Heinrichs des Löwen 
FEIERLICHE JAHRESVERSAMMLUNG am 18. Mai 2001 
Öffentliche wissenschaftliche Vorträge 
Roland Vollmar, Karlsruhe 
7 
Seit wann gibt es Informatik? ............................................................... 65 
Dominique Borrione, Grenoble 
On the Development of Hardware Description Languages ................. 77 
Hans-Georg Musmann, Hannover 
Bild- und Ton-Codierung für die Multi-Media-Kommunikation ......... 95 
Festversammlung im Altstadtrathaus 
Der Präsident der BWG, Joachim Klein: 
Ansprache und Bericht .... .... ......... ................................. ...... ........... ............. ............... ... 105 
Hans-Otto Leilich, Braunschweig 
Laudatio zur Verleihung der Carl-Friedrich-Gauß-Medaille 200 I an Rohert Piloty. 115 
Rohert Piloty 
Das Erfolgsgeheimnis des Internet ............................................................................... 129 
Urkunde und Lebenslauf des Preisträgers ................................................................... 150 
Der Generalsekretär der BWG, Claus-Artur Scheier 
Schlussworte ................................................................................................................. 152 
MITTEILUNGEN 
Veröffentlichungen ....................................................................................................... 153 






Todesfälle .......... ........... ........ ..... ... ....... ....... ......... .... ..... ...... ........ ......... .......... ................ 154 
Nachrufe ........................................................................................................................ 155 
Zuwahlen . ........ ....... ....... ...... ............ .... .... .......... ...... ....... ......... ...... ......... ...... ..... .... ........ 160 
Inhaber der Carl-Friedrich-Gauß-Medaille 1949 - 2001 ............................................ 163 
Mitgliederverzeichnis .................................................................................................... 167 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
Viertes Colloquium der Kommission Recht und Technik der Braunschweigischen 
Wissenschaftlichen Gesellschaft in Verbindung mit den Stadtwerken Hannover 
Kraft-Wärme-Kopplung als Beitrag zu 
Klimaschutz und Energieeinsparung 
Joachim Klein: 
KLAUS HASSELMANN: 
HANS JÜRGEN EBELlNG: 
GUNTHER KÜHNE: 
ULRICH EH RICKE: 
BERNHARD EKELHOF: 
PETER SAUE: 
(TU Braunschweig, Präsident der Braunschweigischen 
Wissenschaftlichen Gesellschaft) 
Begrüßung 
(Max-Planck-Institut für Meteorologie Hamburg) 
Der Kyoto-Prozess zum Klimaschutz: Hintergründe und 
Entwicklungsoptionen aus Sicht der Klimaforschung 
(Mitglied des Vorstands der Stadtwerke HannoverlUniverstät 
Hannover) 
Verdoppelung des KWK-Anteils an der Stromversorgung 
- Vision oder Utopie? 
(TU Clausthal-Zellerfeld) 
Rechtsgrundlagen der Förderung der Kraft- Wärme-Kopp-
lung in Deutschland 
(Universität Bremen) 
Europäische Rechtsharmonisierung zur Förderung der 
Stromerzeugung aus Kraft- Wärme-Kopplung (KWK) 
(Zuckerinstitut e. V. Braunschweig) 
Die Bedeutung der Krati- Wärme-Kopplung aus der Sicht 
der Zuckerindustrie 
(Universität Hannover) 
Leitprinzipien einer zukünftigen Förderung der Kraft- Wär-
me-Kopplung 
WOLFGANG PFAFFENBERGER: (Universität Oldenburg/Bremer Energieinstitut) 
Kraft- Wärme-Kopplung im liberalisierten Energiemarkt 
JENS-PETER SCHNEIDER: (Universität Osnabrück) 
Technische Innovation, wirtschaftliche Dynamik und recht-
liche Flexibilität - Zur Notwendigkeit einer innovations-
offenen Klimaschutzregulierung 
REINHARD LEITHNER: (TU Braunschweig) 
Technische Möglichkeiten und Grenzen der Kraft- Wärme-
Kopplung 
JÖRK KNEPLER: (Avacon AG) 






ALLGEMEINES UND HISTORISCHES 
Zur Geschichte 
der Braunschweigischen Wissenschaftlichen Gesellschaft 
Im Jahre 1943 führten die Initiativen einiger Professoren der Braunschweiger Tech-
nischen Hochschule Carolo Wilhelmina zur Errichtung der "Braunschweigischen Wissen-
schaftlichen Gesellschaft". Sie wurde nach Genehmigung der vorgelegten Satzung durch 
den damals zuständigen Reichsminister für Wissenschaft, Erziehung und Volksbildung am 
9. Dezember 1943 in einer feierlichen Sitzung konstituiert. Das zu diesem Anlaß von dem 
ersten Vorsitzenden des Senats der neuen Gesellschaft, Prof. DrAng. Ernst Schmidt, er-
stattete Referat gibt Auskunft über die Motive dieser Gründung. Maßgebend war der 
Wunsch nach Überwindung eines allzu engen wissenschaftlichen Spezialistentums und 
einer einseitigen Orientierung der Forschung auf rasche Verwertbarkeit ihrer Ergebnisse. 
Dies wird in der ersten Satzung der Gesellschaft deutlich. In deren § 1 bestimmt sie: 
"insbesondere soll sie über die fachlichen Grenzen hinaus die Bearbeitung von Gemein-
schaftsaufgaben übernehmen und dazu beitragen, innere Beziehungen zwischen allen Wis-
sens- und Lebensgebieten herzustellen". Organisatorisch war die Neugründung als selb-
ständige wissenschaftliche Gesellschaft mit eigenen Organen (Kuratorium, Senat, Fachbe-
reiche) angelegt. Der jeweilige Rektor der Technischen Hochschule Braunschweig war 
jedoch ex officio zum Präsidenten der Gesellschaft bestimmt, was hauptsächlich auf eine 
administrative Vereinfachung abzielte. 
Bis Ende 1944 wurde die Gesellschaft durch Berufung von Mitgliedern aus ver-
schiedenen Fachgebieten personell ausgebaut. Besondere Aktivitäten konnte sie in den 
letzten Monaten des zweiten Weltkrieges nicht mehr entfalten. Sie bestand auch nach dem 
Kriege unter einem kommissarischen Präsidenten unverändert fort. Jedoch wurden Maß-
nahmen eingeleitet, um die Gesellschaft uneingeschränkt zu verselbständigen, wobei die 
Organisationsform einer Akademie der Wissenschaften angestrebt wurde. Sie war im Kern 
durch Selbstergänzung und begrenzte Platzzahl der Mitglieder sowie durch Gliederung in 
Fachbereiche bereits vorhanden. 
Vor allem wurde die Gesellschaft nun auch mit ihrem Plenum und ihren Abteilungen 
- seit 1950 Klassen - wissenschaftlich aktiv. In beiden Bereichen wurden wissenschaftli-
che Vorträge und Diskussionen durchgeführt. Initiiert von Prof. Dr. phi!. Eduard Justi 
erschien 1949 der erste Band der als Publikationsorgan eingerichteten "Abhandlungen". 
Im gleichen Jahre verlieh die Gesellschaft erstmalig die kurz zuvor gestiftete Carl-Fried-
rich-Gauß-Medailie. 1953 erhielt die Gesellschaft schließlich den Status einer Körper-
schaft des öffentlichen Rechts. Mit dem Errichtungserlaß des Niedersächsischen Landes-
ministeriums wurde ihr zugleich eine neue Satzung gegeben, in der freilich Teile der ehe-
maligen Satzung erhalten geblieben waren. 1971 erhielt die Gesellschaft eine in einigen 
Bereichen veränderte und schließlich 1993 ihre heute gültige Satzung, die sie im Geiste 
einer Akademie der Wissenschaften mit deutlich technischem Schwerpunkt auszufüllen 
bestrebt ist. In diesem Rahmen finden laufend wissenschaftliche Plenar- und Klassen-
sitzungen statt. Zur Durchführung langfristiger Forschungsvorhaben hat die BWG eine 
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Kommission für Niedersächsische Bau- und Kunstgeschichte, eine Kommission für Um-
welt und Technik und eine Kommission für Recht und Technik eingesetzt. Von den jährlich 
erscheinenden "Abhandlungen" sind bisher 50 Bände und in der Schriftenreihe der Kom-
mission für Niedersächsische Bau- und Kunstgeschichte 7 Bände publiziert worden. Initi-
iert von Prof. Dr. techno Kar! Heinrich Olsen, veröffentlicht die BWG seit 1983 Jahrbü-
cher, die insbesondere über Vortragsveranstaltungen, Kommissionstätigkeiten und 
Personalia berichten. 
Die Organe der BWG 1943 - 2001 
Konstituierende Sitzung: 30.11.1943 
Eröffnungssitzung: 09.12.1943 
Erste Satzung: 1944 
Zweite Satzung: 1953 
Dritte Satzung: 1971 
Vierte Satzung: 1993 
[siehe Abhandlungen der BWG 21 (1969),8] 
[siehe Abhandlungen der BWG 1 (1949), 169] 
[siehe Abhandlungen der BWG 5 (1953), 212] 
[siehe Abhandlungen der BWG 22 (1970),291] 
[hier abgedruckt S. 14 ff.] 
PRÄSIDENTEN 
1943-45: Fritz Gerstenberg; 1946-48: Gustav Gassner; 1949-50: Hans Herloff Inh-
offen; 1951-53: Eduard Justi; 1954-56: Leo Pungs; 1957-59: Max Kohler; 1960-62: Hans 
Kroepelin; 1963-66: Paul Koeßler; 1967-70: Hermann Blenk; 1971-77: KarJ Gerke; 1978-
80: Herbert Wi1helm; 1981-86: KarJ Heinrich OIsen; 1987-92: Gerhard Oberbeck; 1993-
95: Werner Leonhard; 1996- 1999: Norbert Kamp; seit 2000: Joachim Klein 
GENERALSEKRETÄRE 
1943-45: Ernst August Roloff; 1946-48: Wilhelm Gehlhoff; 1949-50: Eduard lusti; 
1951-53: Hermann Schlichting; 1954-1959: Hans HerJoff Inhoffen; 1960-61: Hellmut 
Bodemüller; 1962-64: Hans loachim Bogen; 1965-69: Hermann Schaefer; 1970-71: KarJ 
Gerke; 1972-73: Arnold Beuermann; 1974-80: Kar! Heinrich Olsen; 1981-82: Ulrich 
Wannagat; 1983-85: Hans Joachim Kanold; 1986-88: Egon Richter; 1989-91: Harmen 
Thies; 1992-94: Ulrich Wannagat; 1995-97: Helmut Braß; 1998-2000: Elmar Steck; seit 
200 1: Claus-Artur Scheier 
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VORSITZENDE DER KLASSEN 
BIS 1954 SEKRETÄRE DER ABTEILUNGEN 
Mathematik und Naturwissenschaften 
1943-47: G. Cario; 1948-50: P. Dorn; 1951-53: H.H. Inhoffen; 1954-57: P. Dorn; 1958-
60: H. Kroepelin; 1961: H. Poser; 1962-64: H. Hartmann; 1965-66: H. Schumann; 1967-
72: M. Grützmacher; 1973-76: U. Wannagat; 1977-80: H.R. Müller; 1981-84: 
E. Richter; 1985-89: O. Rosenbach; 1990-91: St. Schottlaender; 1992-94: HJ. Kowalsky; 
1995-97: H. Tietz; 1998-1999: K. Schügerl; 2000: G. Müller; seit 2001: J. Heidberg 
Ingenieurwissenschaften 
1943-48: E. Marx; 1949-53: L. Pungs ; 1954-56 : O. Flachsbart; 1957-60: W. Hofmann; 
1961-64: H. Hausen; 165-70: G. Wassermann; 1971-77: H.W. Hennicke; 1978-79: Th. 
Rummel; 1980-83: M. Mitschke; 1984-93:R. Jeschar; 1994-96: H.-G. Unger; 1997-2000: 
E. Stein; seit 2001: M. Lindmayer 
Bauwissenschaften 
1943-48: Julius Petersen; 1949-53: Th. Kristen; 1954-62: F. Zimmermann; 1963-67: 
A. Pflüger; 1968-69: J. Göderitz; 1970-73: W. Wortmann; 1974: K.H. Olsen; 1975-78: 
H. Duddeck; 1979-83: W. Höpcke; 1984-93: 1. Herrenberger; (seit 1994: vereinigt mit der 
Klasse für Ingenieurwissenschaften) 
Geiste.lwis.l'enschaften 
1943-48: W. Jesse; 1949-53: W. Gehlhoff; 1954-57 (Obmann): W. Jesse; 1958-61 (Ob-
mann): H. Glockner; 1962-68 (Obmann): H. Heffter; 1969-78: A. Beuermann; 1979-87: 
M. Gosebruch; 1988-89: H. Boeder; 1990-91: G. Maurach; 1992-1998: C.-A. Scheier; 
1999: G. Maurach; 2000: C.-A. Scheier; seit 2001: H.-J. Behr 
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Satzung der 
Braunschweigischen Wissenschaftlichen Gesellschaft 
(In Kraft seit 6.4.1993) 
§ 1 
Die Braunschweigische Wissenschaftliche Gesellschaft hat durch eigene Tätigkeit und 
im Zusammenwirken mit anderen Gesellschaften der Wissenschaft zu dienen. 
§ 2 
Die Gesellschaft ist eine Körperschaft des öffentlichen Rechts. Ihr Sitz ist Braun-
schweig. Sie führt ein Dienstsiegel. 
§ 3 
Die Gesellschaft hat drei Klassen: 
die Klasse für Mathematik und Naturwissenschaften, 
die Klasse für Ingenieurwissenschaften, 
die Klasse für Geisteswissenschaften. 
§4 
(1) Die Gesellschaft besteht aus ordentlichen und korrespondierenden Mitgliedern. 
(2) Ordentliche Mitglieder können verdienstvolle Gelehrte werden, die ihren Wohn-
sitz in Niedersachsen haben. Sie sind zur regelmäßigen Teilnahme an den Sitzungen des 
Plenums und ihrer Klassen sowie zur Förderung der wissenschaftlichen Arbeiten ver-
pflichtet und gehalten, zu den Publikationen der Gesellschaft beizutragen. Ordentliche 
Mitglieder, die das 70. Lebensjahr vollendet haben, werden von den Pflichten entbunden, 
behalten jedoch ihre Rechte bei. Die Höchstzahl der ordentlichen Mitglieder, welche das 
70. Lebensjahr noch nicht vollendet haben, beträgt: 
30 für die Klasse für Mathematik und Naturwissenschaften, 
40 für die Klasse für Ingenieurwissenschaften, 
30 für die Klasse für Geisteswissenschaften. 
(3) Zu korrespondierenden Mitgliedern können, ohne Rücksicht auf ihren Wohn-
sitz, verdienstvolle Gelehrte berufen werden, denen eine regelmäßige persönliche Teilnah-
me an den Sitzungen und Arbeiten der Gesellschaft nicht möglich ist. Sie können an allen 
Sitzungen teilnehmen, haben aber kein Stimmrecht. Die Zahl der korrespondierenden Mit-
glieder ist nicht beschränkt. 
(4) Ordentliche Mitglieder, die ihren Verpflichtungen nicht nachzukommen vermögen, 
können die Überführung in den Status eines korrespondierenden Mitglieds beantragen. 
Von ordentlichen Mitgliedern, die ohne gerechtfertigten Grund vier aufeinanderfolgenden 
Sitzungen des Plenums oder ihrer Klasse ferngeblieben sind, muß angenonunen werden, 
daß sie ihren Verpflichtungen nicht mehr nachzukommen vermögen. Auf Vorschlag ihrer 
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Klasse kann durch den Verwaltungsausschuß die Mitgliedschaft in die eines korrespondie-
renden Mitglieds umgewandelt werden. 
§ 5 
(I) Die Mitglieder werden auf Vorschlag von mindestens drei ordentlichen Mitgliedern 
und nach Antrag der zuständigen Klasse durch das Plenum in geheimer Abstimmung 
gewählt. 
(2) Auf die Mitgliedschaft kann durch schriftliche Erklärung gegenüber dem Präsidenen 
verzichtet werden. 
(3) Ein Mitglied kann wegen ehrenrührigen Verhaltens ausgeschlossen werden. Für 
das Verfahren gelten die Vorschriften über die Wahl. 
§ 6 
(1) Im Plenum und in den Klassen berichten die Mitglieder über eigene Arbeiten und 
die ihrer Mitarbeiter, die ordentlichen Mitglieder auch über Arbeiten anderer. Der Vorsit-
zende kann zum wissenschaftlichen Teil der ordentlichen Sitzungen Gäste, die von einem 
ordentlichen Mitglied eingeführt sind, einladen. 
(2) Das Plenum hält in jedem Jahr mindestens eine Hauptsitzung ab. Es hört und 
erörtert Rechenschaftsberichte. Zu den Hauptsitzungen sind auch die korrespondierenden 
Mitglieder einzuladen. 
§ 7 
Die Gesellschaft gibt die "Abhandlungen der Braunschweigischen Wissenschaftlichen 
Gesellschaft" sowie ein "Jahrbuch" heraus. Einzelheiten regelt die Druckschriftenordnung. 
§ 8 
Die Gesellschaft kann darüber hinaus eigene Forschungsarbeiten durchführen, For-
schungsarbeiten ihrer Mitglieder oder Dritter unterstützen, wissenschaftliche Stellungnah-
men abgeben und wissenschaftliche Tagungen, Symposien sowie Vorträge veranstalten. 
Um der Öffentlichkeit Einblick in wissenschaftliche Probleme zu geben und sie mit den 
Ergebnissen wissenschaftlicher Arbeit bekanntzumachen, veranstaltet die Gesellschaft auch 
öffentliche Vorträge. Ferner kann die Gesellschaft wissenschaftliche Schriften und Berich-
te herausgeben oder ihre Herausgabe unterstützen. 
§ 9 
Die Gesellschaft verleiht, in der Regel jährlich zum Geburtstag von Carl Friedrich 
Gauß am 30. April, die "Carl-Friedrich-Gauß-Medaille". Das Verfahren regeln die beson-
deren Bestimmungen für die Verleihung der Gauß-Medaille. 
§ 10 
(I) Die Leitung der Gesellschaft obliegt dem Präsidenten. Er beruft die Sitzungen 
des Plenums ein, stellt die Tagesordnung fest, leitet die Verhandlungen, hat bei allen münd-
lichen Abstimmungen für den Fall der Stimmengleichheit die entscheidende Stimme, führt 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
16 Allgemeines und Historisches 
den Vorsitz in allen Ausschüssen - soweit nicht andere Regelungen getroffen sind -, 
unterzeichnet die Sitzungsprotokolle und sorgt für die Ausführung der Beschlüsse. Er 
vertritt die Gesellschaft nach außen und hat die Aufsicht über die Geschäftsführung im 
Benehmen mit den Klassenvorsitzenden. 
(2) Der Präsident wird aus dem Kreis der ordentlichen Mitglieder durch das Plenum in 
geheimer Abstimmung für die Amtsdauer von drei Jahren gewählt. Wiederwahl ist zuläs-
sig. Ersatzwahlen erfolgen für den Rest der Amtsdauer. 
(3) Die Stellvertretung des Präsidenten übernimmt als Vizepräsident der turnusmäßig 
älteste Klassenvorsitzende. 
§ll 
(1) Die Leitung der Klassen obliegt den Klassenvorsitzenden; § 10 Abs. I Satz 2 gilt 
entsprechend. 
(2) Die ordentlichen Mitglieder jeder Klasse wählen aus ihrem Kreis in geheimer 
Abstimmung den Klassenvorsitzenden so, daß jedes Jahr einer der Klassenvorsitzenden aus-
scheidet. Wiederwahl ist zulässig. Ersatzwahlen erfolgen für den Rest der Amtsdauer. 
(3) Die Klassenvorsitzenden betrauen mit ihrer Vertretung von Fall zu Fall ein ordent-
liches Mitglied der Klasse. 
§ 12 
(1) Dem Generalsekretär obliegen die Geschäftsführung, die Veranstaltung öffentli-
cher Vorträge und die Herausgabe von Veröffentlichungen der Gesellschaft. 
(2) Der Generalsekretär muß seinen Wohnsitz in Braunschweig oder im näheren Um-
kreis von Braunschweig haben. Er wird aus dem Kreis der ordentlichen Mitglieder durch 
das Plenum in geheimer Abstimmung für die Amtsdauer von drei Jahren gewählt. Wieder-
wahl ist zulässig. Ersatzwahlen erfolgen für den Rest der Amtsdauer. In dem Jahr, in dem 
der Präsident neu gewählt wird, soll ein Wechsel im Amt des Generalsekretärs nicht statt-
finden. 
§ 13 
Der Präsident, die Klassenvorsitzenden und der Generalsekretär bilden den Verwaltungs-
ausschuß. Dieser hat die Aufgabe, über Arbeitsvorhaben und Arbeitsweise der Gesellschaft 
zu beschließen, den Haushaltsplan aufzustellen und über Inventar und Vermögen der Gesell-
schaft im Rahmen der Beschlußfassung des Plenums zu verfügen. Der Präsident kann zur 
Beratung des Verwaltungsausschusses Mitglieder der Gesellschaft und andere Persönlich-
keiten, deren Teilnahme im Interesse der Gesellschaft liegt, hinzuziehen. 
§ 14 
( I) Der Haushaltsplan ist vor Beginn des Haushaltsjahres (Kalenderjahr) aufzustellen 
und vom Plenum zu beschließen. 
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(3) Die Gesellschaft hat nach Ende eines jeden Haushaltsjahres eine Rechnung aufzu-
stellen. Die Rechnung ist, unbeschadet einer Prüfung durch den LRH nach § 111 LHO, 
durch die bei der Bezirksregierung Braunschweig eingerichtete Vorprüfungsstelle zu prü-
fen. Die Prüfung soll sich auf die Ordnungsmäßigkeit der Rechnungslegung sowie auf die 
wirtschaftliche und satzungsgemäße Verwendung der Mittel erstrecken. 
Das Plenum beschließt ferner über die Entlastung des Verwaltungsausschusses. Die 
Entlastung bedarf der Genehmigung des MWK und des ME 
§ 15 
Das Plenum beschließt ferner über die Geschäftsordnung, Druckschriftenordnung, Be-
stimmungen über die Verleihung der Gauß-Medaille und über Änderungen dieser Satzung. 
§ 16 
(1) Zu Wahlen und Beschlußfassungen gemäß § 14 Abs. 1 und 3 und § 15 muß minde-
stens die Hälfte der Anzahl der ordentlichen Mitglieder unter 70 Jahren anwesend sein. 
(2) Die Wahlen und die Beschlüsse über Satzungsänderungen erfordern eine Stimmen-
mehrheit von zwei Dritteln aller anwesenden stimmberechtigten Mitglieder. Führt bei der 
Wahl des Präsidenten und des Generalsekretärs der erste Wahlgang zu keiner Zweidrittel-
mehrheit, so findet sofort ein zweiter Wahlgang statt. Wird auch hierbei die Zweidrittel-
mehrheit nicht erzielt, so ist in einem dritten Wahlgang gewählt, wer die absolute Mehrheit 
erreicht. Notfalls ist eine Stichwahl durchzuführen. Bei Stimmengleichheit entscheidet das 
Los. 
(3) Bei den übrigen Beschlußfassungen und sonstigen Abstimmungen entscheidet 
die einfache Mehrheit der stimmberechtigten Anwesenden. 
(4) Ordentliche Mitglieder können ihr Stimmrecht durch schriftliche Vollmacht auf ein 
anderes ordentliches Mitglied übertragen; in diesem Fall gelten sie als anwesend. 
§ 17 
(I) Die Wahl des Präsidenten und des Generalsekretärs bedarf der Bestätigung durch 
die LReg. 
(2) Der Haushaltsplan und Änderungen dieser Satzung bedürfen der Genehmigung 
durch die LReg. 
(3) Das Ergebnis der Wahlen der ordentlichen Mitglieder und der Klassenvorsitzenden. 
der Ausschluß eines Mitglieds und der Verzicht eines Mitglieds auf die Mitgliedschaft sind 
der LReg. anzuzeigen. 
Übergangsbestimmungen 
Die Satzung tritt mit dem Tag der Genehmigung in Kraft. Befristet auf fünf Jahre nach 
dem Inkrafttreten der Satzung können der Klasse für Ingenieurwissenschaften bis zu 45 
ordentliche Mitglieder unter 70 Jahren angehören, wobei die Höchstzahl aller ordentlichen 
Mitglieder unter 70 Jahren in der Braunschweigischen Wissenschaftlichen Gesellschaft 
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Bauwerksüberwachung –
Notwendigkeit, Probleme und Möglichkeiten: der SFB 477
Braunschweig, 09.03.2001*
1. Notwendigkeit
Alle Zeichen deuten auf eine nachhaltige Strukturveränderung des Bauwesens hin. Mit
überdurchschnittlichen jährlichen Zuwachsraten entwickelt sich die Bauerneuerung zum
Motor der Bauwirtschaft. Auslöser dafür sind Alterung bestehender Bauwerke, Nutzungs-
änderung und die wandelnden Ansprüche an den Standard. Bei einem Gesamtwert der
bestehenden Bausubstanz von ca. 10 bis 20 Billionen DM ergeben sich bei angenommenen
Lebensdauern zwischen 50 bis 100 Jahren riesige Summen für die Unterhaltungs- und
Sanierungskosten. Bild 1 zeigt die erwartete Umlagerung der Investitionen von Neubau-
auf Erneuerungs- und Erhaltungsinvestitionen. Man erkennt, daß bereits in näherer Zu-
kunft die Erneuerungsinvestitionen die Neubauinvestionen übertreffen werden. Der Er-
neuerungsbedarf stellt eine schwere Hypothek für die Zukunft dar. Die Lösung dieses
Problems ist eine wichtige Aufgabe für die Forschung und auch für die Bauwirtschaft
insgesamt. Von der Planung bis zur Ausführung sind Strategien zu entwickeln, damit die
zur Verfügung stehenden, beschränkten Mittel verantwortungsbewußt eingesetzt werden.
* Vortrag vor der Plenarversammlung der Braunschweigischen Wissenschaftlichen Gesellschaft
Bild 1: Entwicklung der Bauinvestitionen




Eine einfache Möglichkeit, beschränkte Mittel gezielt einzusetzen, besteht in einer ge-
eigneten Überwachung von Bauwerken (Bauwerksüberwachung = BÜ). Durch die BÜ
kann die verbleibende Nutzungsdauer sehr viel genauer vorhergesagt werden, so daß Re-
Investitionen besser planbar sind. Bei dem großen vorhandenen Bauwerksbestand werden
bei Verlängerung der Nutzungsdauer durch geeignete BÜ erhebliche Kosten eingespart
werden.
Die Entwicklung der Unterhaltungskosten hängt wesentlich vom der Art der Überwa-
chung und der daraus abgeleiteten Maßnahmen ab. Drei (vereinfachte) Szenarios sollen
dies verdeutlichen:
A) Man unterhält das Bauwerk nicht, hat deshalb auch keine Kosten. Der Widerstand des
Bauwerks nimmt langsam ab und wird plötzlich durch den Eintritt eines Schadens, d.h.
eines Ereignisses, das die Nutzung drastisch einschränkt oder verbietet, auf einen
deutlich kleineren Wert oder sogar auf Null abfallen. Die Wiederherstellung ist teuer.
B) Man unterhält das Bauwerk, hat also etwa konstante Kosten je Zeiteinheit, die Gesamt-
kosten nehmen also etwa linear zu. Man sorgt dafür, daß der Widerstand – soweit
erkennbar – nicht abnimmt. Auch hier kann er – wenn die Schwachstelle nicht erkannt
wurde – plötzlich auf einen deutlich kleineren Wert oder auf Null abfallen. Die Wieder-
herstellung ist teuer.
C) Man überwacht die relevanten Schwachstellen und wartet das Bauwerk, hat also höhe-
re Kosten, da die Überwachung zusätzliche Mittel erfordert, hat aber keine gravierende
Reduktion des Widerstandes hinzunehmen.
Bei neuen Bauwerken muß die BÜ – im Sinne eines ganzheitlichen Qualitätssiche-
rungskonzeptes – durchgreifend bereits in die Planung integriert werden. Als Beispiel für
diese neue Denkweise wird bei den neuerbauten Werratalbrücken für die Autobahn A7 die
Luftfeuchtigkeit im  Inneren des Hohlkastens ständig überwacht. Bei steigender Luft-
feuchtigkeit wird eine Trocknungsanlage aktiviert. Diese Lösung ist wesentlich billiger als
ein aufwendiger innerer Korrosionsschutz der Hohlkästen.
Hinzu kommt, dass bei geeigneter BÜ die Instandsetzungs- und Re-Investitionskosten
wesentlich besser planbar sind. Insbesondere für die öffentlichen Haushalte ist die Ent-
wicklung und Verbesserung von Methoden zur Voraussage des künftig zu erwartenden
Haushaltsmittelbedarfs für die Erhaltung des vorhandenen Baubestandes eine äußerst wich-
tige Maßnahme, wie dem Zweiten Bericht über Schäden an Bauwerken der Bundes-
verkehrswege zu entnehmen ist [2]. Hierzu zählen z.B. Entwicklungen von Methoden zur
hinreichend genauen Vorhersage der Restnutzungsdauer von Bauwerken. Der Bericht
verdeutlicht  “die große Bedeutung der Erhaltung der Bundesverkehrswege zur Verminde-
rung von Schäden für die Wirtschaft und die Bürger des Landes. Die Vernachlässigung
dieser wichtigen Aufgabe kann zu schweren Störungen im Verkehrsablauf, Beeinträchti-
gung der Wirtschaft, zu Nachteilen für den Wirtschaftsstandort Deutschland und zu er-
heblichen finanziellen Belastungen des Bundes führen. Diese Aufgabe wird durch die
Entwicklung des Verkehrs, des Alters des Anlagenbestandes und der Umweltbelastung
künftig immer mehr an Bedeutung gewinnen”.  Ähnliche Aussagen gelten nicht nur für die
zitierten Bundesverkehrswege, sondern für alle anderen baulichen Anlagen gleichermaßen.
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Daneben dient die BÜ der Reduzierung von Schadenspotentialen. Ansteigende Schadens-
raten bei Bauwerken erfordern aus Gründen der öffentlichen Sicherheit eine gezielte
Bauwerksüberwachung, bzw. eine Intensivierung ggf. bereits vorgenommener Überwa-
chung. Bild 2 zeigt symptomatisch die Entwicklung der Qualität von Bauwerken über die
letzten 100 Jahre an einem Beispiel aus Japan [1], das aber sicher auch die Tendenz in
anderen Ländern widerspiegelt. Im Bild wird ein Vergleich zwischen Baujahr und Schadens-
jahr von Brücken vorgenommen. Links im Bild sind die Verhältnisse bei Straßenbrücken,
rechts bei Eisenbahnbrücken dargestellt. Die Strahlen beginnen links mit dem Baujahr und
enden rechts mit dem Schadensjahr. Man erkennt, daß alte Brücken offenbar wesentlich
solider gebaut wurden als Brücken aus unserer Zeit, bei denen bereits wenige Jahre nach
der Erstellung die ersten Schäden auftreten.
Mögliche Ursachen der Schäden sind:
– Anwachsen oder Veränderung der Einwirkungen
– Höhere Ausnutzung des Widerstandes
– Mangelnde Sorgfalt bei der Herstellung
– Mangelnde Sorgfalt bei der BÜ
– Erprobung nicht genügend erforschter Bauweisen.
Eine Überwachung ist also aus Gründen der Sicherheit und auch der Qualitätssicherung
dringend erforderlich. Neben der oben bereits kurz dargestellten, wirtschaftlichen Begrün-
dung der Bauwerksüberwachung, d.h. der Kostenersparnisse, ergeben sich bei Einsatz
einer BÜ, wie sie hier angestrebt wird, eine Reihe weiterer Vorteile:
– Einfache Bestimmung der Bauwerkssicherheit bei Nutzungsänderungen oder An-





– Die bisher übliche visuelle Inspektion führt dazu, daß häufig Schwachstellen nicht
entdeckt werden. Eine BÜ im hier vorgeschlagenen Rahmen führt zu einer Objekti-
vierung der ansonsten subjektiven visuellen Inspektion.
– Der Einsatz innovativer Bauweisen und Baustoffe, bisher nur mit großem Aufwand
durchsetzbar, wird mit Hilfe einer geeigneten Bauwerksüberwachung erleichtert.
– Als Nebeneffekt wird die Qualität der üblichen Modellbildung verbessert, da durch
das Monitoring genaue Daten über das Bauwerksverhalten über der Zeit vorliegen.
2. Ziele
Ziel der Forschungsaktivitäten des SFB 477 ist es, Methoden und Strategien zur Si-
cherstellung der Gebrauchstauglichkeit und der Tragsicherheit von Bauwerken – im fol-
genden zusammenfassend als Nutzungsfähigkeit bezeichnet – mit Hilfe einer integrierten
Bauwerksüberwachung zu entwickeln. Die hierbei angestrebten Zwischenziele (die nicht
alle in der nächsten Förderperiode angegangen werden können) lassen sich wie folgt
zusammenfassen:
– Sicherstellung der Nutzungsfähigkeit von Bauwerken durch Erkennung plötzlicher
Widerstandsverluste mit Hilfe der BÜ (Messung, Auswertung, Beurteilung) und
daraufhin eingeleitete Sanierungen.
– Realistische Prognose des künftigen Bauwerksverhaltens durch adaptive Modelle,
d.h. durch Modelle, die mit Hilfe der Messgrößen an den jeweiligen Bauwerkszu-
stand angepaßt werden.
– Planung, Optimierung und Bewertung von Überwachungsmaßnahmen im Hinblick
auf maximale Effizienz und Aussagesicherheit
– Konzeptionierung von BÜ als Instrument zur Planung und Optimierung von
Überwachungs-, Beobachtungs- und von Instandhaltungsmaßnahmen
– Konzeptionierung der BÜ  als Baustein eines ganzheitlichen QS-Systems für Bau-
werke
– Entwicklung, Adaptierung von Sensoren für spezielle Zwecke der BÜ
– Entwicklung von effizienten Methoden zur Minimierung der Gesamtkosten des Bau-
werkes (volkswirtschaftlich und betriebswirtschaftlich) durch integrierte BÜ.
3. Vorgehensweise
Die grundsätzliche Vorgehensweise läßt sich wie folgt schematisieren.  Bild 3 zeigt eine
Grobübersicht. Die Schematisierung ist bewußt einfach gehalten, um das Wesentliche
deutlich zu machen. Die Hauptpunkte werden im folgenden kurz kommentiert.
a) Schadensdefinition und Schadenssymptome: Zunächst müssen die zu erwartende Schä-
digung und deren Symptome in Abhängigkeit der Anforderungen an das Bauwerk
(Nutzung, Gefahrenpotential, d.h. des zu erwartenden Folgeschadens etc.) definiert
werden. Schadenssymptome sind z.B. Anrißgrößen, Verformungen, anwachsende Deh-
nungen, chemische Grenzwerte, Durchfeuchtung oder andere Grenzzustände. Die je-
weiligen Grenzzustände sind zu definieren.
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b) So unterschiedlich die Überwachungsaufgaben bei unterschiedlichen Bauwerken und
Bauweisen auch sein mögen – eine ist allen gemeinsam: Es müssen die Schwachstellen
des Bauwerkes identifiziert werden. Dies sind die Orte innerhalb eines Bauwerkes, die
in Bezug auf das Eintreten von Schäden besonders anfällig sind und / oder bei denen
Schäden nicht tolerierbare Folgen nach sich ziehen. Bei der Schwachstellenidentifizierung
wird zweigleisig vorgegangen. Auf der einen Seite werden die deterministischen Ver-
fahren zugeschärft, dies sind insbesondere Verbesserungen der (klassischen) Modelle
zur Beschreibung und Prognose des jeweiligen Schadens. Derartige deterministische
Vorgehensweisen sind dann einfach anwendbar, wenn – bauwerksbedingt – die Schwach-
stellen hinreichend einfach festzulegen sind. Dies wird häufig bei älteren Bauwerken
der Fall sein, bei denen das Sicherheitsniveau innerhalb des Bauwerkes stark schwankt.
Bei neu errichteten Bauwerken ist das Sicherheitsniveau, bedingt durch die trag-last-
orientierte Bemessung aller Bauelemente, i.a. vereinheitlicht. Eine eindeutige Schwach-
stelle existiert dann häufig nicht mehr, der Ort einer Schwachstelle kann sich, z.B.
bedingt durch Streuungen im Werkstoff, weit von der rechnerisch ermittelten Schwach-




stelle entfernen. Es liegt auf der Hand, daß eine derartige Situation nur mit Hilfe
zuverlässigkeitsorientierter Vorgehensweisen behandelt werden kann. Hierbei sind
dann z.B. unterschiedliche Versagenspfade, die zu unterschiedlichen Grenzzuständen
führen, zu untersuchen, wobei die statistischen Streuungen der jeweiligen Einfluß-
größen zu berücksichtigen sind. Die Schwachstelle wird dann anhand der dominie-
renden Beiträge zur Versagenswahrscheinlichkeit des Bauwerkes identifiziert.
c) Hieran schließt sich die Wahl der Überwachungs-strategie an. Diese kann
prognostisch sein, hierbei  werden adaptive Modelle benötigt, die sich an den jeweiligen
Bauwerkszustand anpassen (der linke Ast des Flußdiagramms (Bild 4) stellt die Vorge-
hensweise dar), oder
schwellwertüberwachend sein, hierbei werden durch kontinuierliches Monitoring
Schwellwerte (z.B. Grenzdehnung, Riß am Zuggurt) überwacht, ohne daß ein Modell
benötigt wird. Diese Vorgehensweise könnte z.B. bei älteren Bauwerken gewählt wer-
den, wenn  über die Vergangenheit zu wenig bekannt ist, so daß Modelle wegen der
unbekannten Anfangsbedingungen zu unsicher wären.
d) Adaptive Modelle
Wie bereits bemerkt, passen sich die adaptiven Modelle mit Hilfe der durch die BÜ
gemessenen Parameter stetig oder diskret an die jeweils neue Bauwerkssituation an.
Die adaptiven Modelle sind deshalb grundsätzlich anders aufgebaut  als die üblichen
Prognosemodelle, die stets von einem Anfangszeitpunkt über einen relativ langen Zeit-
raum eine Aussage liefern sollen und die deshalb vergleichsweise komplex sein müssen
(vgl. z.B. Werkstoffmodelle für zyklische Beanspruchung mit einer großen Zahl innerer
Variablen). Adaptive Modelle müssen sich stetig an den neuen Zustand anpassen und
werden deshalb wesentlich zuverlässiger sein als die herkömmlichen Prognosemodelle.
Wesentliche Voraussetzung für die adaptiven Modelle ist jedoch, daß die Eingangs-
parameter der Modelle reale, d.h. möglichst einfach meßbare physikalische, chemische,
biochemische Größen sind.
e) Auswahl der Messtechnik
Die Adaptierung und Anpassung unterschiedlichster Meßtechniken stellt ein wichtiges
Teilgebiet im SFB dar, weil ohne hinreichend sichere Meßwerte eine BÜ nicht denkbar
ist. In Abhängigkeit der zu lösenden Aufgaben wird Meßtechnik für physikalische,
mechanische und chemische Anwendungen eingesetzt. Die für eine BÜ einzusetzende
Meßtechnik muß den Bedingungen des langzeitlichen, sicheren Einsatzes an Bauwer-
ken genügen (in-situ-Messungen). Da ein großer Teil der üblichen Labormeßtechnik
diesen Bedingungen nicht genügt, muß die Meßtechnik an die speziellen Bedingungen
angepaßt werden. Daneben wird die Entwicklung neuer Meßtechnik erforderlich.
Darüber hinaus muß die gesamte eingesetzte Meßtechnik robust sein, sie muß darüber
hinaus redundant angelegt werden, da in vielen Fällen ein Ersatz bei Ausfall von Meß-
technik nicht zu realisieren ist. Bei der Datenübertragung wird, falls erforderlich, Funk-
fernübertragung (digitales Funktelefonnetz) eingesetzt. Über einige entwickelte Senso-
ren wird im Rahmen dieser Schrift berichtet.
f) Maßnahmenentscheidung
In der Folge wird eine Entscheidung über anzuwendende Maßnahmen notwendig:
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– Wartungen, Instandsetzungen
– Nutzungseinschränkungen oder -ausweitungen
– Verkürzung der Inspektionsintervalle, d.h. Intensivierung der BÜ, bzw.
– Außerbetriebnahme des Bauwerkes sein.
Alle diese Aspekte werden in starkem Maße von Wirtschaftlichkeitsgesichtspunkten
gesteuert. Hierzu müssen Modelle zur raschen Ermittlung der Wirtschaftlichkeit der Maß-
nahmen unter Berücksichtigung der Folgekosten entwickelt werden.
Da die prognostizierte Lebensdauer realer Bauwerke relativ groß ist  (größer als die
Laufzeit eines SFB!),  ergeben sich Probleme bei der Validierung der entwickelten Verfah-
ren, d.h. die Schadensprognose läßt sich am realen Bauwerk nicht unmittelbar bestätigen.
Unabhängig hiervon ist man bei der Messung an einem realen Bauwerk beschränkt auf die
dort vorliegende zufällige Situation. Aus diesem Grunde sind neben Messungen an realen
Bauwerken schwerpunktmäßig zunächst Untersuchungen an Bauwerken im Labor (sog.
Ersatz-Bauwerke) vorgesehen, an denen ohne große Mühe alle wesentlichen Parameter
eingestellt und variiert werden können. Hierdurch wird die Validierung der Verfahren auch
bei großer Parametervielfalt sichergestellt. Parallel dazu werden an ausgewählten, realen
Bauwerken Überwachungseinrichtungen installiert, um unter Nicht-Laborbedingungen
Meßtechnik, Auswertung und Bewertung zu testen.
Um die Methoden und Strategien, die im SFB 477 entwickelt werden, bei möglichst
unterschiedlichen Bauwerken einsetzen zu können, werden neben Bauwerken des klassi-
schen Konstruktiven Ingenieurbaus (also z.B. Hochbauten, Brücken, Tunnel, Krane, Tür-
me, Maste) auch Deponien untersucht. Die verwendeten Verfahren und Methoden sind in
beiden Bereichen weitgehend gleich, so daß durch Beschränkung auf diese beiden
Bauwerkstypen eine Verbreiterung der Basis der Verfahren erzielt wird. Die Fragen, die
die Geotechnik beim Bau von Deponien zu lösen hat, ähneln denen im Konstruktiven
Ingenieurbau, da die auf die Gründung einwirkenden Lasten von Deponien denen von
Hochhäusern entsprechen, so daß die Probleme, die von der Geotechnik zu lösen sind, in
beiden Bereichen weitgehend ähnlich angewendet werden können.
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Der folgende Vortrag geht zurück auf einen Beitrag zu einem Workshop „Das Hirntod-
Kriterium und die Einheit der Person“ am Philosophie-Institut der Fern-Universität Ha-
gen1, der am 8.9.95 vor dem Hintergrund der damals intensiv auch in gesundheitspolitischen
Gremien geführten Diskussion der Frage „Wann ist der Mensch tot?“ abgehalten wurde.
Das Kernthema des Hirntodes wurde seinerzeit von dem Münchener Neuropsychiater
Prof. Dr. med.Angstwurm vorgetragen. Mir war die Aufgabe gestellt worden, aus ärztli-
cher Sicht über die im unmittelbaren Umgang mit kranken Menschen erfahrbare Einheit
der Person vorzutragen. Ich habe seinerzeit versucht, das an den für den Arzt handlungs-
leitenden Begriffen Anamnese, Diagnostik und Therapie aufzuhängen. Heute sollen diese
Schritte um den der begründbaren Vorausbeurteilung, der Prognose, erweitert werden.
Es handelt sich dabei nicht um allgemeine Lehrmeinung, nicht um eine empirisch beleg-
te, gar statistisch gesicherte Erfahrung, vielmehr um einen anthropologischen Zugang, z.T.
um vorwissenschaftliche Erfahrung, die aber sehr wohl systematisierbar und vermittelbar
ist. Darin sehe ich die für Medizinstudenten und Ärzte potentiell pädagogische Zielsetzung
dieser Reflexion.
Die „Einheit des Menschen“ soll hier nicht aus der theoretischen Distanz einer wissen-
schaftlichen Disziplin („der Medizin“) dargestellt werden, vielmehr als konkret und unmit-
telbar erfahrbare phänomenale Einheit, derer wir im ärztlichen Umgang mit kranken Men-
schen alltäglich ansichtig werden können. Hier schon der erste Einhalt! Ihrer ansichtig
werden zu können, impliziert doch die Möglichkeit, diese Einheit gerade nicht wahrzuneh-
men: sei es konzeptionell in eindimensionaler Sicht reduktionistisch naturwissenschaftli-
cher Medizin, sei es durch organisatorische Umstände bedingt (z. B. durch Personal-, d.
h. Zeitbudgets) oder auch institutionell (mit fachspezifischer Funktionsverteilung) oder sei
es auch, daß die Einheit des Menschen auf Seiten des Kranken absichtlich verborgen
bleibt. Auf Begründungen und die Berechtigung dieser unterschiedlich motivierten oder
bedingten Reduktionen oder auf den vielleicht nötigen beiderseitigen Selbstschutz absicht-
licher oder unfreier Selbstverborgenheit des Kranken einzugehen, würde hier zu weit
führen. Wünschenswert bleibt es, die Reduktion jeweils als solche zu sehen und den
Stachel des Unvollständigen, des Desiderates zu spüren.
* Vortrag vor der Plenarversammlung der Braunschweigischen Wissenschaftlichen Gesellschaft
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 „Einheit des Menschen“ aus ärztlicher Sicht ist dargestellt worden in verschiedenen
Modellen, die den cartesianischen Dualismus psycho-physisch parallelistisch oder psy-
chosomatisch oder mit dem bio-psycho-sozialen Modell von Thure von Uexküll2 zu über-
brücken versuchen. Derartige Modelle werden jedoch innerhalb der Medizin weithin wohl
als für funktionelle oder sog. psychosomatische Erkrankungen relevant angesehen, nicht
aber für die alltägliche Begegnung mit kranken Menschen jedweder medizinischen Fach-
richtung. Der folgende Beitrag will dagegen Aspekte der Einheit des Menschen aufspüren
in den genannten ärztlichen Handlungsschritten, wie sie – wenngleich in unterschiedlicher
fachgebotener Spezifizierung – prinzipiell in allen klinischen Disziplinen ähnlich prakti-
ziert werden. Meine Überlegungen gehen von der unmittelbaren Wahrnehmung des kran-
ken Menschen in seiner Leibgestalt aus, verfolgen seine Kranken- und Krankheitsgeschichte
als Stück einer Biographie und führen zur Sinnfrage der Therapie und den Entwurf auf
Zukunft hin.
A) Erfahrung der Einheit des Menschen in der Diagnostik:
Die wohl häufigste Primärsituation einer Arzt-Patient-Beziehung ist die, daß ein Kran-
ker, ein infolge eines Leidens medizinischer Hilfe bedürftiger Mensch sich an einen Arzt
wendet. Gemeinsam wird das aktuelle Beschwerdebild eruiert, erstellt, konstruiert: kör-
perliche Mißempfindungen wie Schmerzen, Bewegungsbehinderungen, Leistungs-
minderung, Schwindel, Gewichtsverlust, Störungen vegetativer Funktionen etc. werden
erfragt bzw. geschildert. Es folgt die sogenannte körperliche Untersuchung, ergänzt um
medizinisch-technische Diagnostik. So der übliche Einstieg in die Untersuchung.
Wie wird hier „Einheit des Menschen“ für den Arzt sichtbar?
Der Kranke leidet mehr oder weniger unter körperlichen Beschwerden, er erlebt und
erleidet sie und sich selbst konkret, sei es als eine Verletzung, vielleicht als unbestimmtes
Mißbefinden, als eine Organschädigung oder eine Störung des Gesamtorganismus. Erle-
ben, Befinden, Leiden sind ja nicht allein körperliche Phänomene, auch wenn der Kranke
sie überwiegend in der Sprache der Körperlichkeit formuliert. Sie sind ebensowenig rein
seelische Phänomene. Das Sich-Befinden, das reflexive Verhältnis des Kranken, des Lei-
denden zu sich selbst, weist schließlich darauf hin, daß es hier nicht um rein objektivierbare
Körperlichkeit geht. Vielmehr ist es unsere Leiblichkeit, die sich vordergründig „rein so-
matisch“ zeigt, in der aber Empfindung, Selbstwahrnehmung, Ausdruck und Handlung
zum Vorschein kommen.
Vier „Stufen“ oder Dimensionen der Leiblichkeit – keineswegs gegeneinander abgrenzbar
und auch nicht in hierarchischer Ordnung zueinander – sollen hervorgehoben werden:
1) die Stufe der Spontaneität, wie sie sich in Eigensteuerung, Haltung, ungerichteter
Bewegung, in Gestik und Mimik zeigt. Schon auf dieser „Stufe“ tritt der Leib aus der
2
 Thure von Uexküll & Wolfgang Wesiack (1988): Theorie der Humanmedizin - Grundla-
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Isolation, aus der Vereinzelung heraus auf Beziehung hin. Mit der inneren, der nicht
mentalen Selbstwahrnehmung  (Propriozeptivität) und der Reagibilität biologischer
Anpassung an innere (z.B. Gleichgewichtsauslenkungen, Belastungen des Bewegungs-
apparates etc.) oder äußere Signale wird ein Zusammenspiel zwischen Leib und Um-
welt deutlich.
Auf dieser Stufe bereits drückt sich Krankheit nicht allein als Körperphänomen
sondern auch Kranksein, Leiden als persönlich erlebte und gestaltete Veränderung
aus, – wahrnehmbar für uns alle in unmittelbarer Anschauung, z. B. in der Leidens-
miene oder -haltung; für den Arzt unter Umständen speziell interpretierbar auf eine
bestimmte, definierbare Krankheit mit ihrer charakteristischen Leibgestalt hin: seien
es so unterschiedliche Erkrankungen wie eine den Körper stark verändernde Polyar-
thritis oder eine Depression.
2) die Stufe der Reflexivität, des Sich-Erlebens, Sich-Empfindens, des Sich-Wohl- oder
Mißbefindens. So wird der Mensch z. B. im Schmerz sich seiner selbst inne, nicht als
rationale Selbstvergewisserung im „cogito - ergo...“ , sondern eher wie der Träumer,
der Erwachende, der sich sozusagen der „Realität“, seines Wachseins vergewissert,
indem er sich selbst kneift. Es ist die Erfahrung der „selbst-referentiellen Eigenstän-
digkeit“ (P. Christian3), die durch die Leiblichkeit ermöglicht wird und durch sie erlebt
werden kann.
Auf dieser Stufe erleben wir Leibgefühle wie Hunger und Durst, Müdigkeit, An-
spannung, Erschöpfung, Schwindel, die Ekstase leiblicher Hingabe. Diese Leibgefühle
sind ja alle nicht „rein somatisch“, objektivierbar, körperlich erklärbar, schon gar nicht
darauf reduzierbar. Ebensowenig das Sich-Krank-Fühlen, das der leiblichen Selbst-
vermittlung bedarf. Sie sind allesamt, auch das Sich-krank-Fühlen individuell und
situativ beeinflußte Leibgefühle, aktiv gestaltete Leibgefühle. Der Kranke ist darin
(auch) Subjekt, Akteur  seines Krankseins.
Wie das Mißempfinden leiblich spürbar wird, so kann sich andererseits Kranksein
auch darin äußern, daß die Möglichkeit reflexiven Sich-Empfindens gerade verloren-
geht bis hin zu passageren oder länger anhaltenden oder gar permanenten Entfremdungs-
gefühlen oder zur sensorischen und emotionalen, ja sogar kognitiven Beziehungsleere
zum eigenen Körper oder der Depersonalisation4 in der Depression. Die dem Begriff
der Depersonalisation implizite Verankerung der Personalität in der Fähigkeit, sich
seiner selbst in der eigenen Leiblichkeit zu vergewissern, sei hier nur angedeutet. Sie
scheint mir aber für das Thema der „Einheit des Menschen“ zentral. Auch nach Schock
oder Narkose, ja nach kurzer Bewußtlosigkeit z.B. durch eine Gehirnerschütterung
kann das Gefühl für den eigenen Leib vorübergehend gestört sein. Derartige Störun-
3 Paul Christian (1989): Anthropologische Medizin. Berlin - Göttingen - Heidelberg - New
York, Springer-Verlag, p 295
4 Viktor Emil von Gebsattel  (1954): Zur Frage der Depersonalisation. In: ders.: Prolegomena
einer medizinischen Anthropologie. Berlin - Göttingen - Heidelberg New York, Springer-




gen können partiell und hinsichtlich unterschiedlicher Funktionen (z.B. Sensibilität
und Motorik) dissoziiert auftreten und über unterschiedlich lange Zeit anhalten.
– Zitat eines 93jährigen Mannes: er habe sich nach einer Abdomen-Computer-
tomografie „erholen“ müssen, da in der und durch die Untersuchung „Körper und Geist
getrennt worden“ seien.
– Meisterhaft und spannend geschildert von Oliver Sacks7 in seinem Bericht über die
Folgen eines eigenen Bergunfalls: „Der Tag, an dem mein Bein fortging.“
In milderer Form läßt sich auch bei gesunden Menschen häufig eine merkwürdige
Dissoziation oder Abtrennung leiblicher Selbstempfindungsfähigkeit beobachten.
3)  Leiblichkeit äußert sich auch als Intentionalität, auf Außenwelt, Umwelt, auf Mitwelt
gerichtet. Intentionalität ist hier nicht verstanden als rationale Absicht, vielmehr als
präreflexive Intentionalität leiblicher Ausrichtung: in der sinnesphysiologisch organi-
sierten Wahrnehmungsfähigkeit (hier korrespondiert der Intentionalität die Rezeptivi-
tät: dem Auge das Licht, dem Ohr der Klang, dem Tastsinn die Berührung), in der
gezielten, aber nicht nur in der bewußten Bewegung, in der antwortenden Gestik und
Mimik. Die Sexualität zeigt diese intentionale Leiblichkeit besonders deutlich. Der
Psychiater Viktor Emil von Gebsattel5 spricht in seinen „Prolegomena einer medizini-
schen Anthropologie“ (1954) vom Geschlechtsleib. Es ist zu betonen, daß es sich
dabei um eine unter anderen möglichen Aktualisierungsformen relationaler und
intentionaler Leiblichkeit auf ein Gegenüber hin handelt. Der Leib ist – mit einem
Begriff von E. Husserl – „fungierende Intentionalität“.
4)  Auf der nächsten Stufe verschmelzen Intentionalität und Reflexivität zur Beziehungs-
fähigkeit, zur Empathie, zur Relationalität und Intersubjektivität, indem Leiblichkeit
ermöglicht, daß der Mensch sich (reflexiv) als ... gerichtet auf... fühlen kann: als
Mann, als Frau, als Mitmensch, als Tochter oder Sohn, als Vater oder Mutter, als
Sportler, als Arbeitspartner (ich denke an das Bild der beiden Holzsäger, die systolisch-
diastolisch, muskelanspannend und entspannend, konsensuell – wie P. Christian6 es
nennt – sich aufeinander einstellen), als Mitmensch. Es ist dies die soziale Dimension
der Leiblichkeit.
Einen Begriff des Arztes und wichtigsten Förderers anthropologischer Medizin,
Viktor von Weizsäckers7 aufnehmend und erweiternd möchte ich als weitere Stufe die
der Transjektivität nennen, das „Sich-über-sich-hinaus-Werfen“. Weizsäcker sah im
Verstehen des Gegenübers nicht zuerst einen rationalen, sondern einen ursprünglich
personalen Akt: “...weil mein Verstehen gleichsam in den andern hinüberschlüpft, so
wollen wir ... dieses Jemand-Verstehen ein transjektives nennen“8. Im Zusammen-
5Viktor Emil von Gebsattel  (1954 ): Geschlechtsleib und Geschlechtstrieb. In: ders.:
Prolegomena ... a.a.O. pp 314 - 329
6
 Paul Christian (1989): Anthropologische Medizin, a.a.O.
7
 Viktor von Weizsäcker (1926): Der Arzt und der Kranke. In: Gesammelte Schriften, Bd. 5.
Frankfurt a.M. 1987, Suhrkamp-Verlag, pp 9-26
8
 a. a. O., p 20
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
                                                                                  31Über die Einheit des Menschen aus ärztlicher Sicht
hang mit der leibgebundenen Intersubjektivität soll mit dem Begriff der Transjektivität
jedoch nicht das rationale Verstehen, vielmehr das „Sich-Erleben auf den Anderen
hin“ beschrieben werden, nicht ausschließlich auf der mentalen, gar nur der rationa-
len Ebene, sondern in der unmittelbaren empathischen Zuwendung, die uns manch-
mal geradezu wie eine Erschütterung (im Glücksgefühl) durchströmt. Es ist dies die
Stufe des Sozial- oder Rollenleibes, in dem und durch den wir uns als bezogen
auf...., als relational erleben. In schönster Weise in der erotisch-sexuellen Verschmel-
zung.
Hier sei auch – der Sexualität sehr nahe – die Scham genannt. Abwehr- und
Selbstbewahrungsinstinkt, offenbart und verbirgt sich in ihr zugleich das reflexive
Selbstempfinden: zugleich Subjekt und Objekt, auch in seiner Verletzbarkeit. Wird sie
nicht wahrgenommen und in ihrer schützenden Funktion nicht geachtet, wie das m.E.
auch geschieht in objektivierender Reduktion des Kranken auf seine Körperlichkeit,
so wird die Einheit des Menschen gefährdet. Auf die “Spannung“ sach- und person-
bezogen notwendiger, schützender Beschränkung, Reduktion, sei nachdrücklich hin-
gewiesen. Körperlichkeit ist nur in der Objektivierung von außen als „unbeseelt“ zu
sehen. Von innen her, in unserem Befinden, unserem Selbsterleben, subjektiv sind und
erleben wir uns leiblich. Auch das sog. rein Psychische bedarf der leiblichen Vermitt-
lung: „Nichts Seelisches hat keinen Leib.“ (Viktor von Weizsäcker). Der bei Kranken
und Sterbenden oft zu beobachtende Prozeß des krankheitsbedingten und krankhaften
Schamverlustes, in dem auch die Persönlichkeit des Kranken unterzugehen scheint,
darf nicht dazu verführen oder gar vermeintlich dazu berechtigen, den Kranken als
Objekt, als „Körperding“ zu behandeln.
Auch diese Stufe intentionaler und relationaler Leiblichkeit ist kränkbar: im Verlust
der sich selbst erlebenden Beziehungsfähigkeit, mag er mehr somatisch (z. B. die
sogenannnte organisch bedingte Impotenz) oder psychisch manifest werden (in der
Depression). Selbst in alltäglichen Schilderungen von Kranken kann er sich äußern:
z.B. in der Identitätskrise vieler Herzinfarktpatienten, im Verlust des Selbstwertgefühles
(so eine Mittvierzigerin ein Jahr nach Brustamputation). Es genügt hier für ein ad-
äquates Krankheitsverständnis meines Erachtens nicht, der naturwissenschaftlichen
Kategorie von Körperlichkeit die des seelischen Erlebens, der psychischen Verarbei-
tung zu addieren. Es ist das eine Kranksein, die Einheit des Menschen, die auch in
ihrer Leiblichkeit verankert, konstituiert ist, derer wir als Ärzte ansichtig werden
können im alltäglichen Schritt der körperlichen Untersuchung, der Diagnostik. Es
geht nicht um die Verortung der Einheit des Menschen, des Subjektes oder der Person
in speziellen, kognitionsbezogenen Hirnstrukturen und nicht um Bewußtseinsakte,
somit auch nicht um eine kognitivistische Reduktion der Einheit des Menschen auf
mentale Hirnleistungen (z.B. aktuelle Selbstbestimmungsfähigkeit als aktualisierte
Autonomie); auch nicht um ein hirnorganisch zu verortendes integratives,
selbstregulatorisches Funktionsmodell. Es geht vielmehr um die Selbsterfahrung, das
Selbsterlebnis als das einer Einheit im Leiblichen.
Wenn auch die skizzierten Dimensionen der Leiblichkeit in individuell unterschiedli-




abhängig. Auch die Amöbe läßt – ihrer biologisch einfacheren Organisation entsprechend –
in weniger entfalteter Ausprägung Aspekte von Leiblichkeit erkennen. Der menschliche
Organismus ermöglicht eine intensivere, reichere Entfaltung u. a. aufgrund der hirn-
organischen Speicherung von Sinneseindrücken i.w.S., von subkortikalen und kortikalen
Verknüpfungen, der Assoziations- und Integrationsfähigkeit und des Erinnerungsvermö-
gens, die dem Menschen eine im Tierreich sonst nicht erreichte Bewußtseins- und damit
auch Selbsterlebnispotenz eröffnet9. Bewußtsein, die sog. geistige Dimension des Men-
schen, ist dabei ebenso an Hirnstrukturen und -materie gebunden wie die emotionale oder
perzeptive Fähigkeit, „Kontakt“ aufzunehmen mit der Mitwelt. Eine Trennung ist nicht
möglich, wohl aber eine Unterscheidung geistiger und materieller Phänomene der Leib-
lichkeit. Wie wollte man auch in Sprache oder geplanter Handlung die leibliche und geisti-
ge Dimension trennen?! Beide – Sprache und Handlung – sind auch gegenwartsüber-
greifend gespannt zwischen (psychologisch) „Motiv“ und „Zielerreichung“, (anthropolo-
gisch) Entwurf und Vollendung, (philosophisch) Retention und Prolepsis.
Die „nicht-objektivierbare Körperlichkeit“ oder die nicht auf Körperlichkeit reduzier-
bare Leiblichkeit weist in eine zweite Richtung, in der der Arzt in der Begegnung mit dem
Kranken der Einheit des Menschen ansichtig werden kann. Der Kranke ist in seinem
leiblichen Kranksein (und daran ist hier vor allem gedacht) Subjekt, d. h. Akteur, spontan
und reaktiv Handelnder, Agierender seines Krankseins, wie er auch der Krankheit unter-
worfen (sub-iectus) ist. In wechselnder Gewichtung ist er aktiv und passiv zugleich, hat
und gestaltet er seine (!) Krankheit, besser: sein Kranksein, darin dialektisch frei und
leidend. In der Schmerzempfindung, auch in anderen Leibgefühlen wie Hunger und
Durst, Erschöpfung und Frische u. a. wird uns das besonders deutlich: sei es willentlich
oder emotional oder affektiv gesteuert, erleben oder erleiden und gestalten wir in kranken
und gesunden Tagen das Mißbefinden stärker oder schwächer. Nicht nur die stark vom
sog. vegetativen Nervensystem abhängigen Leibgefühle, nein, wir können sogar den
Ablauf von „Organkrankheiten“, selbst die Heilung von Knochenbrüchen mental beein-
flussen.
Hier verrät sich eine Wechselbeziehung, eine Interdependenz von Handeln und Leiden:
zu leiden ist nicht nur passiv, sondern auch aktiv; ein Leiden anzunehmen, es zu bewälti-
gen, vielleicht als Wandlung, als biographische Notwendigkeit, als Schwelle zu erleben
(Buytendijk10 und nach ihm Christian11 sprechen von der Schwellenpositionalität der
Krankheit) – das alles sind ja aktive Umgangsmöglichkeiten mit dem Leiden. Umgekehrt
ist Handeln nicht nur aktiv, es kann – und das verrät sich häufig in Krankheitszuständen –
auch eine Leidensform sein.
9 s. Gerhard Roth (1994): Das Gehirn und seine Wirklichkeit. Frankfurt a. M., Suhrkamp-
Verlag
1 0 Frederik J.J.Buytendijk (1967): Prolegomena einer anthropologischen Physiologie. Salz-
burg, Otto Müller Verlag, p 160
1 1 Paul Christian (1989), a.a.O.
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B) Erfahrung der Einheit des Menschen in der Anamnese:
Ist mit der unmittelbaren Krankenuntersuchung, diesem einleitenden diagnostischen
Schritt, die vergleichsweise statische Leibgestalt der Krankheit und des Krankseins deut-
lich geworden, so wird mit dem Handlungsschritt12 der Anamnese die Entwicklung, die
dynamische Zeitgestalt der Krankheit, diese eher im Sinne eines idealtypischen Konstruktes,
erarbeitet – durch den Arzt transitiv, vom Kranken reflexiverinnernd. Die von uns Ärzten
meist sogenannte Krankengeschichte ist meist ein reduzierendes Datieren von Vor-
krankheiten, Operationen oder anderen medizinisch relevanten Ereignissen, allenfalls noch
die Entwicklung einer Krankheit, aber höchst selten die Geschichte eines Kranken oder
eines Menschen in seiner Erkrankung und seinem Kranksein.
Indem ihre kausale oder konditionale Beziehung zu Entwicklungsphasen, Perioden
oder anderen biologischen Rhythmen berücksichtigt wird, kann der situationsabhängige
oder lebensgeschichtliche Zusammenhang einer Krankheit, eines Krankseins erkennbar
werden; mehr noch, wenn Aktualkonflikte oder belastende, kränkende (sic!) Schlüssel-
ereignisse oder Lebenssituationen, wenn neben der körperlichen auch die seelische und
geistige Entwicklung, die Sozialisation in Familie, Ausbildung und Beruf und Gemein-
schaften beachtet werden, soweit diese Bereiche das Kranksein, auch die „Verarbeitung“
von Krankheit, prägen oder geprägt haben.
Die Zeitgestalt des Krankseins gewinnt in der biographischen Anamnese eine andere
Qualität als die des physikalischen und biologischen Zeitablaufes der Krankheitsgeschichte.
Die Zeit des Krankseins ist „ein Stück Lebensgeschichte“ (Siebeck 194913), ist biographi-
sche Zeit mit der Offenheit für Selbsterfahrung, für eine gesteigerte Empfänglichkeit und
Verletzbarkeit, für die Erfahrung der eigenen Zeitlichkeit und Geschichtlichkeit, auch hin
auf den eigenen Tod. Es ist wieder die mögliche „Schwellenpositionalität“ der Krankheit,
besser: des Krankseins, in der Biographie des Kranken.
Zeit hat hier neben und in der extensiven und intensiven Zeiterfahrung auch eine existen-
tielle Erlebnisqualität von Endlichkeit und Vergänglichkeit, d.h. auch mehr oder weniger
ständigem Bedrohtsein „mitten im Leben“. Die Geschichte, die Zeitgestalt der Erkrankung,
des Leidens, wird schließlich mitgeprägt von der Selbstinterpretation („health belief“): Was
denkt, was empfindet der Kranke selbst hinsichtlich der „Bedeutung“, des Sinnes seines
Krankseins? Sie wird auch mitbestimmt von der Einrichtung mit dem Kranksein, das auch
Gewinn bringen kann, Entlastung von Aufgaben und Verpflichtungen, den Gewinn der
Regression. So hat die individuelle Erkrankung immer auch eine soziale Dimension.
Mit dem Erleben, dem Erleiden des Krankwerdens ist oft ein verändertes Zeiterleben
verbunden: intensiver oder konturlos, das Erlebnis der Langeweile oder Zeitleere oder
Zeitraffung, mit der Vergegenwärtigung des Vergangenen oder mit dem Versuch, die Zu-
kunft einzuholen, oder sich (wieder) in die Zeit einzuorten.
1 2 Indem die Anamnese als Handlung verstanden wird, öffnet sie sich als solche auch der
ethischen Reflexion, ihrer Begründung und Rechtfertigung.
13




Was in der dreischichtigen Anamnese der Krankheit, des Kranken und seiner Erkran-
kung zum Vorschein kommt, ist ein mehrdimensionales Verständnis auch sogenannter rein
somatischer Erkrankungen: auch sie haben einen biographischen und psychosozialen Stel-
lenwert.
Hier die kurze „Anamnese“ eines 45jährigen promovierten Akademikers, der uns nach
einem akuten Herzinfarkt zur Herzkatheteruntersuchung überwiesen wurde. Die Diagnose
des Infarktes wurde bestätigt; die Angiografie zeigte eine schwere diffuse Drei-Gefäß-
Koronarkrankheit, die zur raschen Operation (4fach-Bypass) veranlaßte. Der Verlauf war
weitgehend komplikationslos, die postoperative Mobilisierung bei uns und in der Anschluß-
heilbehandlung trotzdem verzögert. – Zur Vorgeschichte: ohne die Standard-Risikofaktoren
(erhöhter Blutdruck, Rauchen, Fettstoffwechselstörungen) hatte der strebsame, leistungs-
bewußte und zum Perfektionismus neigende Psychologe „gesundheitsbewußt“ gelebt, ge-
joggt. Der Infarkt, ohne angegebene Vorboten, war ihm wie ein „Unfall“ vorgekommen.
„Wie konnte das passieren? – mir, der ich so gesundheitsbewußt gelebt habe?“ Wie es denn
jetzt weitergehen könne mit der Arbeit, dem Beruf, dem Sport? Äußerungen mit Blick auf
die Ehefrau, auf Berufskollegen. Herr Dr. X stand unter dem Druck, innerhalb einer befri-
steten Anstellung am Universitätsinstitut seine Habilitation zu erreichen, wenn er nicht in
eine ihm niedriger erscheinende Tätigkeit als Schul- oder Betriebspsychologe absteigen
sollte. Jetzt aber durch den Infarkt und die Operation mindestens 4 Monate aus der Arbeit
herausgerissen! Und wie weiter?
Diese Krankengeschichte macht auch ohne psychosomatische oder psychoanalytische
Interpretation deutlich, wie stark selbst (im naturwissenschaftlichen Verständnis) „rein
somatische“ Krankheiten wie der Herzinfarkt eine psychosoziale Dimension, auch die der
biographischen Einheit des Menschen, haben. Sie ist es, die in dem ärztlichen Handlungs-
schritt der Anamnesenerhebung zum Vorschein kommen kann. In der transitiv und reflexiv
geleiteten und geleisteten Erinnerung erlebt der Kranke seine biographische Identität, in
„zeitübergreifender Vergegenwärtigung“ (Auersperg). Hier ist zunächst an die Rückholung,
die erinnernde Vergegenwärtigung gedacht. Es kann darin auch die Macht, die kränkende
Wirkung des vermeintlich Vergangenen deutlich werden, besonders, aber nicht ausschließ-
lich in der psychoanalytischen Aufarbeitung von Verdrängungen in der Biographie.
C)  Erfahrung der Einheit des Menschen in der Therapie:
Hier komme ich zu dem aus der Sicht des Kranken zentralen Handlungsschritt: der
Therapie. Sie ist ihm das wichtigste Anliegen, wenn er sich an einen Arzt wendet. Was aber
ist ihm, dem Kranken, das Ziel, der Sinn der Therapie? Und was ist es für den Arzt?
Therapie zielt auf Heilung, auf Leidensminderung, auf physische Restitution und sozia-
le Reintegration, auf Wiederherstellung von Gesundheit – idealiter in ihrer integralen Form
„körperlichen, seelischen und sozialen Wohlbefindens“ (gemäß der Definition von Ge-
sundheit nach der Welt-Gesundheits-Organisation WHO). In der leiblich konstituierten
Intentionalität und Relationalität, im Rollenleib, wurde die soziale Dimension bereits ange-
sprochen. „Soziale Reintegration“ umfaßt auch diesen Aspekt, nicht nur die Wiederein-
gliederung in Familie oder Arbeitswelt.
Obwohl mit der WHO-Definition ein m. E. nicht realisierbarer Gesundheitsbegriff
statistisch wie auch moralisch und pragmatisch normativ gesetzt wird für das Handeln, das
Behandlungsziel des Arztes, so ist doch zu beachten, daß diese Definition die drei Di-
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mensionen bio-psycho-sozialer Einheit des Menschen (wie sie dem Uexküll‘schen
Krankheitsverständnis zugrunde liegt) umfaßt und sie als reflexive Befindlichkeit, als
Wohlbefinden formuliert, das wohl schwerlich „von außen“ zu beurteilen ist. Und doch ist
auch die objektive Intaktheit normaler Funktion und Struktur, Morphologie und Physiolo-
gie mitgedacht. Diese Intaktheit ist wiederum an der im sozio-kulturellen Umfeld als ge-
sund eingeschätzten Normalität ausgerichtet. Das Wohlbefinden allein reicht nicht aus für
eine Definition, nicht einmal für eine Beschreibung von Gesundheit.
In den letzten ca. 15 Jahren hat der Begriff der Lebensqualität die normative Funktion
des Begriffes des Wohlbefindens abgelöst, indem skalierbare, meßbare, statistisch
verrechenbare Daten mit ihrer scheinbaren Objektivität erfaßt werden. Mit der Lebensqua-
lität, auf deren konzeptionelle, empirisch-methodische, statistische und interpretative Pro-
blematik14 hier nicht eingegangen werden kann, werden neben der krankheitsbedingten
körperlichen Beeinträchtigung auch die seelische Belastung, das Leiden, die soziale Selb-
ständigkeit und Abhängigkeit beurteilt. Diese Facetten des Krankseins zu verbessern durch
kurative oder palliative Maßnahmen, ist das Ziel der Therapie akuter oder chronischer
Krankheiten.
So sehr eine Quantifizierung von Minderung oder Verbesserung von Lebensqualität
auch gutzuheißen ist, so kann sie doch auch den Blick auf die nicht meß- oder skalierbare
Leidenserfahrung (sei sie positiv oder negativ), vielleicht auch Sinnerfahrung in der Er-
krankung verstellen. Auch ist Lebensqualitätsminderung, eine Einschränkung körperli-
chen, seelischen und sozialen Wohlbefindens im Hinblick auf ein Therapieziel passager
oder permanent erduldbar und im Einvernehmen („informed consent“) auch zumutbar, ja
geradezu nötig, wenn z. B. die schwere Beeinträchtigung, ja vitale Gefährdung durch eine
zytostatische Therapie, oder auch eine riskante Operation in Kauf zu nehmen ist in der
Hoffnung auf eine Überwindung oder Besserung eines Leidens. Damit erhebt sich die
Frage der Vorrangigkeit von Behandlungszielen: geht es um momentane Verbesserung der
individuellen und sozialen Befindlichkeit oder um erwartbare Lebensverlängerung mit
vielleicht reduzierter Lebensqualität?
Therapieziel und Lebensziel, Heilungsabsicht und -erwartung des Kranken und des
Arztes werden nicht immer kongruent, auch für den Kranken selbst nicht konstant, konsi-
stent in ihrer inhaltlichen Charakterisierung oder ihrer rationalen oder affektiven Begrün-
dung sein. Lebensalter, die individuelle und soziale Situation des Kranken, die Krankheit
mit ihrer spezifischen Prognose, die Verhältnismäßigkeit von einzusetzenden Behandlungs-
maßnahmen und möglichem Erfolg werden Handeln und Duldung mit bestimmen.
An dieser Stelle sei eine kurze Krankengeschichte eingefügt, aus der die Inkongruenz
von Therapieziel und -erwartung, aus der Sicht des Kranken geradezu die Inakzeptabilität
von Behandlungsmöglichkeiten spricht:
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Ein 69jähriger dynamischer, körperlich bis vor kurzem gut leistungsfähiger Mann wird
wegen instabiler Angina pectoris auf die Intensivstation (1985) eingewiesen. Gleich im
ersten Gespräch äußert er den dringenden Wunsch nach einer Herzoperation; mit seinen
Schmerzen könne er so nicht weiterleben. Die Herzkatheteruntersuchung zeigt die linke
Herzkammer stark erweitert mit einer weit ausgedehnten Infarktnarbe (der Patient wußte
von keinem entsprechenden Ereignis) und einer generalisierten hochgradigen Kontraktions-
einschränkung; zwei der drei Herzkranzgefäße verschlossen, das dritte hochgradig einge-
engt. Inoperabel! Der Patient konnte unseren Beschluß, von einer Operation abzusehen und
medikamentös zu versuchen, ihn weitgehend beschwerdefrei zu machen, nicht einsehen. Es
müsse doch etwas zu machen sein, er könne jedenfalls so nicht weiterleben. Zwei Tage später
verstarb er. - Ich frage, ob hier nicht mit der unabänderlichen Konsequenz des Todes leiblich
eine existentielle Entscheidung getroffen worden ist in der Spannung zwischen Erwartung
und Möglichkeit ärztlicher oder medizinischer Therapie? Auch eine Antwort auf die Sinn-
frage eines eingeschränkten Lebens?
Läßt sich therapeutisch Gesundheit als „völliges körperliches, seelisches und soziales
Wohlbefinden“ bei weitem nicht immer erreichen, so kann doch ärztliches Handeln auch
auf die Akzeptanz von und auf den Umgang mit Einschränkungen, Behinderungen zielen
– in unserer leistungsbezogenen Gesellschaft oft inkompatibel mit der Definitionsmacht
und dem Handlungsdruck von patienteneigenen, von ärztlichen und von gesellschaftlichen
Therapiezielen und -erwartungen, ja -forderungen. Gelingt dies, dann ist vielleicht auch
durch die Überwindung von „Brüchen“ im Lebensentwurf, von Verlusten ein neu orien-
tiertes Selbstwertgefühl wiederzuerlangen. Die Lebensqualität kann neue Facetten, neue
Dimensionen gewinnen. Wie Kranksein ein Stück Lebensgeschichte, biographische Ein-
heit, so kann auch mehr noch Gesundung, Heilung einen Schritt (mindestens potentiell)
zur Sinneinheit des Menschen ermöglichen.
D) Einheit des Menschen in der Prognose.
Mit der Sinnfrage greift Therapie über die Gegenwart, über das akut notwendende
Handeln im Blick auf Leidenslinderung oder -abwehr von Not und Bedrohung hinaus auf
Zukunft, auf qualitative und quantitative Lebenserwartung. Von dieser mehr oder weniger
weit vorausbeurteilenden Sicht, der Prognose her begründet und ggf. rechtfertigt der Arzt
die Therapie. Er tut dies im ausdrücklichen oder notfalls im mutmaßlichen Einverständnis
soweit möglich, nach Aufklärung des Kranken oder seines rechtmäßigen Vertreters, der in
die Behandlung einwilligt. In diese einverständliche Zustimmung (im medizinischen Sprach-
gebrauch: den informed consent) geht etwas ein von dem Lebensentwurf des Kranken, der
ja aus seiner Biographie erwächst, in den neben Hoffnung und Zuversicht, Lebenswille
und Mut auch Befürchtungen und Ängste einfließen. Doch: Wie viele oder wie wenige
Menschen leben heute gemäß einem aktiv gestalteten Lebensentwurf? Die meisten haben
Erwartungen, auch Lebenserwartungen, darin auch eigene Prognosen, die sie vom Arzt
bestätigt oder widerlegt wissen wollen. Dieses Wissen-Wollen ist sehr häufig zwiespältig:
Nicht nur mit Blick auf das zu Wissende sondern auch wechselnd und relativ zur jeweili-
gen Situation in der Beurteilung des Lebenswertes.
Lebenserwartung ist aber auch Inhalt der medizinisch begründbaren, ärztlich zu vermit-
telnden Prognose, auch sie mit dem quantitativen und dem qualitativen Aspekt. Die quan-
titativ prognostizierte Lebenserwartung faßt die statistische Erfahrung krankheitsbezogener
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Lebensdauer nach Feststellung einer Krankheit (z. B. kleinzelliges Bronchialkarzinom 1,8
Jahre) und der Beurteilung des aktuellen Krankheitszustandes zusammen. Die Voraussage
der Lebensqualität berücksichtigt viel stärker die individuelle Fähigkeit, mit dem Kranksein
umzugehen, sieht Einschränkungen, Behinderungen und Schmerzen und Gefahren im
weiteren Verlauf der Krankheit mit möglichen Aufs und Abs.
Es kann dabei auch zur Aufgabe des Arztes gehören, dem Kranken bei der von ihm zu
leistenden Krankheitsbewältigung zu helfen, mit der es darum geht, das aktuelle Kranksein
oder die überwundene oder die hoffentlich überwindbare Krankheit oder die erwartbaren
Einschränkungen qualitativer wie quantitativer Lebenserwartung in die Zukunftsperspek-
tive zu integrieren. Ja, er kann und muß diese Integration oft fördern. Die besonders in der
zunehmend älteren Bevölkerung immer häufigeren nicht heilbaren chronischen Krankhei-
ten erfordern das in steigendem Maße. Mit dieser Integration des Krankseins und der
Krankheit (sic!: In der Spannung des pathischen Krankseins und der objektivierbaren
Krankheit!) – mit der Integration in das weitere Leben „gehört Krankheit zur
Individualisierung“. Ich zitiere  Novalis15: „Das Ideal einer vollkommenen Gesundheit ist
bloß wissenschaftlich interessant. Krankheit gehört zur Individualisierung.“ Auch darin
kann aus ärztlicher Sicht die Einheit des kranken Menschen deutlich werden.
Zusammenfassung und Ausblick
Betrachten wir die in den skizzierten Handlungsschritten von „körperlicher Untersu-
chung“, Erhebung der Anamnese, Therapie und Prognose vorscheinenden Aspekte der
Einheit des Menschen unter dem Gesichtspunkt ihrer ethischen Relevanz, so lassen sich
folgende Punkte herausstellen:
1. Die Leiblichkeit des gesunden wie des kranken Menschen ist „Organ“ von potentiell
auch personaler Selbstempfindung, auch möglicherweise selbstempfundener Einheit
und Identität. Sofern der Leib als auf seine Gegenständlichkeit (Objektivierbarkeit)
reduzierter Körper untersucht wird, bedarf es der sach- und wertorientierten Begrün-
dung (der Indikation). Der Kranke ist ja auch ein sich in seiner Leiblichkeit erlebendes
und erleidendes wie auch gestaltendes Subjekt. Der dieser Dimension angemessene
Umgang mit dem Kranken verlangt Achtung, Behutsamkeit und Respekt vor der Per-
son des Kranken.
2.   Anamnese ist Handlung und Ergebnis (der anamnestischen Exploration). Sie umfaßt
idealiter die Geschichte einer Krankheit und die eines Kranken in seiner Erkrankung,
in seinen Phasen des Krankseins. Geschichtlichkeit und Vergänglichkeit, Temporalität
und Historizität, als Perspektiven der Zeitlichkeit können (mindestens fragmentarisch)
in der erhobenen Anamnese als Einheit biographischer Kontinuität und Identität deut-
lich werden, vielleicht selbst in ihren Brüchen. Obwohl funktional geboten, auch zum
beiderseitigen Schutz unabdingbar, ist doch der wechselseitige Reduktionszirkel
1 5 Novalis (1957): Werke in 4 Bänden, Bd. 1:  Fragmente I: Die Enzyklopädie, Abteilung 5,




skotomisierter Wahrnehmung (nur der Krankheit) und Ausblendung der biographi-
schen Perspektive (Stichwort Schwellenpositionalität von Erkrankung!) problema-
tisch und nicht wertfrei. Die Reduktion auf das funktional Gebotene und das dem
Kranken und der Situation Zuträgliche und auf das der Kompetenz des Arztes Ange-
messene ist in der Achtung der Unverletzlichkeit der Person und der potentiell ansich-
tigen biographischen Einheit des Kranken aufgehoben.
3. Einheit des Menschen kann auch im Blick auf die Sinnfrage des Zieles ärztlicher
Therapie deutlich werden, sofern diese über die bloße zweckorientierte Reparatur von
Defekten hinausgeht und leibliche, seelische, geistige und soziale Leidensminderung,
gar Heilung zu ermöglichen sucht. Hier ist die ethische Dimension wohl am deutlich-
sten zu erkennen. Geht es doch um die Wiedererlangung und Erhaltung von Gesund-
heit, um eine mindestens akzeptable Lebensqualität im individuellen wie im sozialen
Bereich als hohen Werten. Soweit realisierbar, ist hier die Zielsetzung des Kranken zu
beachten, durchaus mit der Möglichkeit divergierender Wertbegründungen des Kran-
ken und des Arztes.
4.   Die prognostische Beurteilung hat die quantitative und vielleicht mehr noch die quali-
tative Lebenserwartung, die Integration des Krank- oder von-Krankheit-Bedroht-Seins
in der antizipierten Lebensspanne zu berücksichtigen. Das bedeutet nicht resignativen
Pessimismus, sondern vernünftigen Realismus.
Der in dem gestellten Thema zu überbrückende „Körper-Seele-Dualismus“ scheint mir
in der phänomenalen, dem Erlebnis zugänglichen Einheit des Leiblichen aufgehoben; je-
weils als komplementär ergänzungsbedürftig können funktional die beiden „Partner“ ge-
trennt wahrgenommen werden wie Welle und Korpuskel im Licht.
Mehr oder weniger verborgen und einer eindimensional naturwissenschaftlichen Sicht
auf Krankheit verschlossen, können sich jedoch die herausgearbeiteten anthropologischen
Konstitutiva (Leiblichkeit, Subjektivität, Zeitlichkeit, Sinnorientierung und Lebensentwurf)
der unmittelbaren Begegnung, der vorwissenschaftlichen Erfahrung öffnen und auch im
Blick auf eine medizinische Ethik handlungsrelevant werden – auch mit der unterschiedli-
chen Gewichtung ihrer jeweiligen Aspekte für den kranken Menschen und für den mit ihm
betrauten und mit ihm umgehenden Arzt.
Summary
Discussions of „holistic“ medical practice often confine themselves to the treatment of so-
called „psychosomatic disorders“. This paper traces ways in which the patient’s personal
unity may become apparent to medical practitioners during three critical steps of everyday
practice: physical examination, „medical history“ (anamnesis) and treatment. Physical
examination touches on the patient’s „Leiblichkeit“ (his „organ“ of bodily self-awareness
of being a person). Objectifying of the „Leiblichkeit“ may constitute an infringement upon
the patient’s personal unity and is only justified by strict medical indication. The patient
not only is ill but he „acts“ his illness (subject of and to his disease).– Medical history
concentrates on the development of a disease but also has to keep in mind the potential
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biographical meaning of being ill and the patient’s biographical identity. – The aim of
medical treatment, finally, may touch on the patient’s existential goals.– These three steps
of medical practice are not discipline-specific, but span all areas of medical practice. It is
argued that medical decisions should be guided by considerations of the patient’s personal
unity at each of the three steps. Prognostic judgement has to take into account quantitative
and, more importantly, qualitative life expectancy, as well as the patient´s ability to integrate
an actual or potential illness into his or her life. In our view, taking all of these factors  into
account is not a sign of pessimistic resignation, but of realistic judgement.
Key words: self-awareness - physical examination - medical history - aims of treatment.
Zusammenfassung
Dem ärztlichen Handeln kann sich die phänomenale Einheit des Menschen in den drei
Schritten der körperlichen Untersuchung, der Anamnesenerhebung und der Therapie er-
schließen. Die Leiblichkeit ist dem Menschen Organ (potentiell auch personaler) Selbst-
empfindung, auch möglicher selbstempfundener Einheit und Identität. Sofern der Leib als
auf seine Gegenständlichkeit (Objektivierbarkeit) reduzierter Körper untersucht (diagno-
stiziert) wird, bedarf es der sach- und wertorientierten Begründung (der Indikation). Der
Kranke ist als Subjekt, als Akteur seiner Leiblichkeit wie seiner Krankheit zu achten. – Die
Anamnesenerhebung fragt idealiter nach der Entwicklung der Krankheit und der Geschichte
des Kranken in seiner Erkrankung. Geschichtlichkeit und Vergänglichkeit als Perspektiven
der Zeitlichkeit können mindestens fragmentarisch in der Geschichte des Kranken als
Einheit biografischer Kontinuität und Identität deutlich werden. Der wechselseitige Re-
duktionszirkel begrenzter Wahrnehmung nur der Krankheit und die Ausblendung der
biografischen Perspektive sind nicht wertfrei. Die Beschränkung auf das im Blick auf die
Diagnostik und Therapie Gebotene und das dem Kranken Zuträgliche ist aufgehoben in
der Achtung der lebensgeschichtlichen Einheit des Kranken. – In dem Therapie-Ziel kann
schließlich die Sinnfrage für den Kranken deutlich werden: Zweckorientierte Reparatur
von Defekten oder Wiedererlangung und Erhaltung von Gesundheit und akzeptabler Le-
bensqualität. Darin werden Grundrechte und -ansprüche wie Werte, potentiell auch konflikt-
haft, deutlich.
Schlüsselwörter: Leiblichkeit - Selbstwahrnehmung - direkte Krankenuntersuchung -
Krankengeschichte - Therapieziel - Selbstidentität.
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HANS-PETER BECK, Goslar
„Atomausstieg – was nun?“
Clausthal Zellerfeld, 14.07.2001*
Allgemeines
Das Thema „Nutzung der Kernkraft zur Stromerzeugung“ ist stark emotional und zum
Teil ideologisch besetzt, so dass der von der Bundesregierung und den Kraftwerksbetreibern
im Juni 2001 vereinbarte Ausstieg heiß umstritten ist. Im Vortrag soll versucht werden,
ausgehend vom derzeitigen Spannungsfeld der Elektrizitätswirtschaft, das durch die diametral
entgegengesetzten Forderungen Atomausstieg und Klimaschutz sowie Nachhaltigkeit und
Liberalisierung gekennzeichnet ist, aufzuzeigen, dass rezentrale regenerative und zentrale
nukleare Stromerzeugung sich ergänzen könnten. Dabei fließen zentrale technische Aspek-
te ein, die eine von der derzeitigen politischen Linie verfolgte Dezentralisierung der Strom-
erzeugung zur Folge hätte. Ergänzend hierzu werden auch Forschungsergebnisse und
laufende Arbeiten des IEE und des CUTEC-Institutes vorgestellt.
Inhaltsverzeichnis:
1. Vorgeschichte und Beschlusslage zum Ausstieg
2. Folge für die Elektrizitätsversorgung
Ersatzbedarf, Netzbetrieb, Klima
3. Anteil dezentraler und zentraler Stromerzeugung
4. IEE-Konzept: Zukünftige Stromerzeuger mit Brennstoffzelle in Analogie zur her-
kömmlichen Technik
5. Clausthaler Energiepark im CUTEC: Netzstrukturen mit 100 % regenerativer Strom-
erzeugung (Projekt der Deutschen Bundesstiftung Umwelt)
Thesen
1. Kernkraftwerke können bis 2020/2025 CO2-neutral durch Erdgas-BHKW, GuD-
Kraftwerke und 15 % regenerative Quellen (Wasser, Wind, Sonne, Biomasse) ersetzt
werden (Energieerzeugung wie heute +10 %, ca. 550 TWh).
2. Die heutige Versorgungsstruktur müsste dazu durch Anlagen mit 50 % dezentraler
Stromerzeugung radikal geändert werden.
3. Die technischen und wirtschaftlichen Probleme scheinen beherrschbar.





4. Die Stromgestehungskosten müssten inflationsbereinigt voraussichtlich nur gering-
fügig steigen, da „Kapitalvernichtung“ durch Ersatz abgeschriebener Kraftwerke
offenbar vermieden werden kann.
5. Die Langfrist-Option „Kernkraft“ bleibt erhalten (50 % zentrale Stromerzeugung).
Prof. Dr.-Ing. Hans-Peter Beck
Leiter des Instituts für Elektrische Energietechnik (IEE) und Prorektor
für Forschung und Hochschulentwicklung der TU Clausthal
Leibnizstraße 28 · D-38678 Clausthal-Zellerfeld
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
                                                                                  43Erzeugen von Nanopartikeln durch Zerkleinern
JÖRG SCHWEDES, Braunschweig
Erzeugen von Nanopartikeln durch Zerkleinern
Braunschweig, 12.10.2001*
Das mechanische Zerkleinern ist ein Stoffwandlungsprozess und somit eine
Grundoperation der Verfahrenstechnik, deren Aufgabe es immer ist, durch Stoffwandlungen
ein gegenüber dem Ausgangszustand höherwertiges Produkt zu erzeugen. Klassische
Beispiele für das Zerkleinern sind: Mehl aus Getreide zu gewinnen, Erze für die Verhüttung
vorzubereiten, Farbpigmente für Dispersionsfarben herzustellen, Wirkstoffe in Partikelform
in Pharmazeutika und Kosmetika einzuarbeiten, Kakaobohnen und Zucker für die
Schokoladenherstellung zu mikronisieren, usw. Zerkleinerungsprozesse sind sehr
energieintensiv. So werden ca. 4 % unserer Elektrizitätsproduktion – als Energieäquivalent –
für Zerkleinerungsprozesse benötigt.
Die technische Zerkleinerung erfolgt in Maschinen, Mühlen genannt, in denen die
Partikeln durch Druck, Prall oder in einer Scherströmung beansprucht werden. Bei der
Grobzerkleinerung (Eingangspartikelgrößen > 10 mm) stellt das Beanspruchen kein Problem
dar. Bei der Feinzerkleinerung (Ausgangspartikelgrößen < 1 mm) ergeben sich mit
abnehmender Partikelgröße zunehmend Schwierigkeiten, vor allem aus zwei Gründen: Die
Partikeln sind wegen ihrer kleinen Abmessungen nur schwer einzufangen. Eine auf 100m/s
beschleunigte 1 mm-Partikel legt noch ein Weg von ca. 10 m zurück, ehe sie durch den
Luftwiderstand auf Null abgebremst ist. Bei einer 1 µm-Partikel beträgt der Flugweg nur
noch ca. ½ mm. Zum anderen werden reale Partikeln – anorganische wie organische
Naturprodukte und gezielt hergestellte Produkte wie Keramiken – mit abnehmender
Partikelgröße immer homogener und enthalten weniger Fehlstellen, die bruchauslösend
sind, d.h. ihre Festigkeit nimmt mit abnehmender Partikelgröße erheblich zu und setzt der
Zerkleinerung einen zunehmenden Widerstand entgegen.
Wird auf Partikelgrößen < 50 µm zerkleinert, neigen die Partikeln dazu, zu agglomerieren,
was auf van der Waals‘sche Anziehungskräfte zurückzuführen ist. Diese sind der
Partikelgröße proportional und ihr Einfluss nimmt gegenüber den Massenkräften, die
proportional zu dritten Potenz der Partikelgröße sind, mit abnehmender Partikelgröße enorm
zu. Van der Waals-Kräfte sind in Flüssigkeiten um zwei bis drei Zehnerpotenzen geringer.
Dies und die Tatsache, dass bei der Naßzerkleinerung höhere Energiedichten in den Mühlen
erreichbar sind, führte dazu, dass für die Feinstzerkleinerung im technischen Maßstab fast
ausschließlich Nassmühlen eingesetzt werden. Weitverbreitet ist die Rührwerkskugelmühle,
die am Institut für Mechanische Verfahrenstechnik der TU Braunschweig intensiv
untersucht wird und schon Gegenstand von über 10 Dissertationen war. Die
Rührwerkskugelmühle besteht aus einem meist zylinderförmigen Behälter, in dem axial
*




eine Rührerwelle angeordnet ist, die mit Scheiben, Stiften oder anderen Elementen bestückt
ist. Der freie Raum wird zu ca. 80 Volumenprozent mit einer Schüttung aus gleichgroßen
Mahlkörpern – meist Kugeln mit Abmessungen zwischen 0,1 und 10 mm – gefüllt. Im
restlichen Volumen befindet sich eine Suspension, bestehend aus den zu zerkleinernden
Partikeln und der Trägerflüssigkeit (meist Wasser). Das Rührwerk bringt die
Mahlkörperschüttung in intensive Bewegung. Es werden Beschleunigungen bis 50 g
erreicht. Die Partikeln werden von den Mahlkörpern eingefangen und zwischen ihnen
durch Druck und Schub beansprucht. Für eine vollständige Zerkleinerung ist eine
Mehrfachbeanspruchung nötig, die in diesen Mühlen garantiert ist.
Wie häufig in der Technik war auch bezüglich des Einsatzes von Rührwerkskugelmühlen
für die Feinstzerkleinerung die technische Anwendung der wissenschaftlichen
Durchdringung weit voraus. Die Mühle wurde als „black box“ betrachtet. Mehr oder
weniger gezielte Variationen von Parametern ergaben einen mehr zufälligen Zusammenhang
zwischen beeinflussenden Größen und der zu erzielenden Feinheit. Eine Veröffentlichung
aus den 60er Jahren des 20. Jahrhunderts nennt 44 Einflussgrößen. Diese haben sicherlich
nicht alle einen großen Einfluss. Die Zahl weist aber eindeutig auf die Vielschichtigkeit der
Aufgabenstellung hin. Die Braunschweiger Untersuchungen – experimentell wie theore-
tisch – ergaben, dass die zu erzielende Feinheit eine Funktion der spezifischen Energie ist,
die sich aus dem Energieeintrag in die Mühle dividiert durch die in der Mühle befindliche
Produktmasse ergibt. Die spezifische Energie ihrerseits ist dem Produkt aus Beanspru-
chungsenergie und Beanspruchungszahl proportional, wobei die Beanspruchungsenergie
die Energie darstellt, die beim Stoß zweier Mahlkugeln auf die eingefangene zu zerkleinernde
Partikel übertragen wird, und die Beanspruchungszahl die Gesamtzahl aller Beanspru-
chungsvorgänge wiedergibt. Ist die Beanspruchungsenergie zu klein, kommt es nicht zum
Bruch. Es existiert eine optimale Beanspruchungsenergie, bei der die bereitgestellte Energie
gerade zum Bruch ausreicht. Ist die Beanspruchungsenergie noch größer, wird die
Energieausnutzung wieder schlechter und es wird bei identischem spezifischen
Energieeintrag ein gröberes Produkt erzielt. Die Beanspruchungsenergie der Mahlkörper
entspricht dem Produkt aus Mahlkörperdurchmesser zur dritten Potenz, Mahlkörperdichte
und Rührerumfangsgeschwindigkeit zur zweiten Potenz. Unabhängig von der Wahl dieser
drei Einzelgrößen ergeben sich bei identischer Beanspruchungsenergie der Mahlkörper
und identischem spezifischen Energieeintrag in die Mühle immer die gleichen
Zerkleinerungsergebnisse.
Erreichen die Bruchstücke Größen von kleiner ungefähr 500 nm (0,0005 mm), wird der
Einfluss van der Waals‘scher Anziehungskräfte wieder dominant und die Partikeln neigen
auch in Flüssigkeiten zum Agglomerieren, womit der weiteren Zerkleinerung scheinbar
eine Grenze gesetzt ist. Das Agglomerieren kann jedoch verhindert werden, wenn die
Suspension stabilisiert wird, d.h. die Partikeln nicht agglomerieren können. Dies kann
über sterische Stabilisierung – Einsatz von Polymeren als Abstandhalter – oder über
elektrostatische Stabilisierung geschehen. Bei der elektrostatischen Stabilisierung werden
durch entsprechende Ionenzugabe in die Suspension Abstoßungskräfte zwischen den
Partikeln erzeugt, die in Konkurrenz zu den van der Waals‘schen Anziehungskräften stehen
und eine Agglomeration verhindern, solange sie größer als diese sind. Die elektrostatische
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Stabilisierung, die sich über das sogenannte Zetapotential beschreiben, beeinflussen und
messtechnisch erfassen lässt, ist wesentlich schneller als die sterische Stabilisierung, hat
daher zunehmende Vorteile bei abnehmenden Partikelgrößen und wurde deshalb bei unseren
Versuchen eingesetzt. Die bisherigen Zerkleinerungsversuche wurden mit Schmelzkorund
(Al2O3) als Zerkleinerungsgut und Yttrium stabilisiertem Zirkonoxid (ZrO2) als Mahlkörper
in Wasser durchgeführt. Für die Zerkleinerung in den Nanometerbereich hinein sind kleine
Mahlkörper (< 0,5 mm) nötig. Diese gibt es in der gewünschten Größe und mit der nötigen
Festigkeit gegenwärtig nur aus ZrO2. Das System Al2O3 und ZrO2 mit Yttrium-Ionen
machte eine Stabilisierung über eine entsprechende pH-Wert-Anpassung nötig. Bislang
konnte eine Endpartikelgröße von 30 nm erreicht werden. Dazu waren in einem absatzweisen
Versuch in einer Labormühle allerdings 16 Stunden und 200.000 kJ/kg nötig.
Wozu werden überhaupt Nanopartikeln benötigt? Man spricht heute von Nanopartikeln,
wenn die Partikeln Abmessungen von kleiner als 100 nm (0,0001 mm) haben. Einer
Mitteilung aus dem Bundesministerium für Bildung, Wissenschaft, Forschung und
Technologie folgend erwarteten die Marktforscher für die Nanotechnik im Jahre 2001
weltweit ein Umsatzpotential von fast 55 Mrd. EUR, Tendenz steigend. In der VDI-
Gesellschaft Verfahrenstechnik und Chemieingenieurwesen (GVC) wurde ein
Fachausschuss“ Molekulares Engineering: Nanotechnik“ ins Leben gerufen. Dieser führt
aus:
– Katalysatoren werden gezielt hergestellt, mit höherer Effizienz und Selektivität.
– Für die Korrosionsforschung eröffnen Nano-Strukturen neue Horizonte.
– In die Werkstofftechnik werden außer durchsichtigen auch duktile Keramiken Einzug
halten.
– Die Vision der wasserklaren Body-Lotion wird Wirklichkeit.
– Die nicht-beschlagende Scheibe wird jeden Brillenträger begeistern und ist dennoch
nur ein Abfallprodukt auf dem Wege zur selbstreinigenden Oberfläche.
– Die Anzahl und Verträglichkeit von biokompatiblen Werkstoffen werden erhöht.
– Die Resorption von Nanopartikeln durch die Haut präzisiert die Anwendung von
Pharmazeutika.
– Übergang von der Mikro- zur Nanoelektronik revolutioniert die mobile Telekom-
munikation und Informationsverarbeitung.
– An den Grenzen des physikalisch Machbaren wird das Photon das Elektron ergänzen
und vielleicht sogar ersetzen.
Als Anwendungsfelder sind zu nennen: Datenverarbeitung, Fahrzeugtechnik, Fein-
mechanik, Fertigungstechnik, Informatik, Kosmetik, Lebensmitteltechnik, Maschinenbau,
Medizin, Mikroelektronik, Nanoelektronik, Optik, Pharmazie, Robotik, Sensorik,
Solartechnik, Umwelttechnik, Werkstoffe. Die Produktionsmengen reichen vom kg-Maßstab
bei pharmazeutischen Wirkstoffen bis zu großen Mengen bei z.B. feinem Kalkstein als
Füllstoff für die Papier- und Kunststoffindustrie (20 Mill. Jahrestonnen). Bei normalem
Autolack befinden sich auf dem 0,8 mm dickem Karosserieblech 5 Lackierungsschichten
mit einer Gesamtdicke von 0,1 mm. Diese Schichten enthalten u.a. feinste Partikeln, die




glänzende Eigenschaften erzeugen und die eigentliche Farbe vor der ultravioletten
Lichtstrahlung schützen – ähnlich den Pigmenten in Sonnenschutzmitteln.
Nanopartikeln werden nicht nur durch Zerkleinern hergestellt. Alternative Prozesse
sind chemische Reaktionen, Gasphasenreaktionen, unvollständige Verbrennung, Verdampfen
und Desublimieren, Sol/Gel-Prozesse und Fällung. Beispiele hierfür sind Keramikpartikeln,
Aerosil (SiO2), technischer Ruß und Titandioxid (TiO2), von denen weltweit zum Teil
mehr als 1 Mill. t pro Jahr produziert werden. Wenn Nanopartikeln hergestellt werden,
geht es immer um die Eigenschaftsfunktionen dieser Partikeln bzw. der Suspension, in der
die Partikeln dispergiert sind. Diese „Eigenschaften“ hängen von der Partikelgröße, eventuell
der Partikelform und auch vom Herstellungsverfahren ab. So gibt es Anwendungen, bei
denen Nanopartikeln gleicher Größe, aber aus unterschiedlichen Herstellungsprozessen
erzeugt, unterschiedliche „Eigenschaften“ erhalten. Die Eigenschaften bestimmen damit
sowohl das Herstellungsverfahren wie die zu erzielenden Feinheiten.
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HEIKO HARBORTH, Braunschweig
Ramsey-Zahlen
Braunschweig, 9. 2. 2001*
Als Ramsey-Zahl r = r(G,H) wird die kleinste Zahl r bezeichnet, für die in jeder
2-Färbung der Kanten des vollständigen Graphen Kr entweder ein Graph G mit allen
Kanten der ersten Farbe oder ein Graph H mit allen Kanten der zweiten Farbe vorkommt.
Bei den klassischen Ramsey-Zahlen sind G = Ka und G = Kb jeweils auch vollständige
Graphen.
Zwei Aspekte sind von Interesse: Einmal die Frage nach der Existenz von r(G,H) und
dann die „Jagd“ auf exakte Zahlen. Ein allgemeiner Existenzbeweis wurde schon von F.P.
RAMSEY (1903 - 1930) gegeben. Unabhängig von RAMSEY haben 1935 P. ERDÖS und G.
SZEKERES die Ramsey-Zahlen im Zusammenhang mit dem folgenden geometrischen Pro-
blem entdeckt. Es existiert eine kleinste Zahl f(k) so, daß es unter mindestens f(k) Punkten
in der Ebene immer k gibt, die Eckpunkte eines konvexen k-Ecks sind. Die einzigen be-
kannten Werte sind bis heute f(3)=3, f(4)=5 und f(5)=9. Durch weitere Arbeiten von P.
ERDÖS und R. RADO und später durch die Möglichkeiten der Computer hat sich die Ramsey
Theorie in der zweiten Hälfte des zwanzigsten Jahrhunderts enorm entwickelt.
Im Falle von r(Ka, Kb) sind nur für a = 3 die Werte 6, 9, 14, 18, 23, 28 und 36 für b von
3 bis 9 und für a = 4 die Werte 18 und 25 für b = 4 und 5 bekannt.
Werden für G und H andere als vollständige Graphen gewählt, so spricht man von
verallgemeinerten Ramsey-Zahlen. Für G und H mit bis zu fünf Knoten sind fast alle
Ramsey-Zahlen bekannt. Als weitere Beispiele sind etwa r(K3,3, K3,3) = 18, r(K5-e, K5-e) = 22
und r(K2,n, K 2,n) = 4n-2, falls 4n-3 eine Primzahlpotenz ist, hier bei uns bewiesen wor-
den.
Die folgenden Variationen von Ramsey-Zahlen werden mit zum Teil eigenen Ergebnis-
sen vorgestellt.
1. Mehr als zwei Farben: r = r(G1, ..., Gt) ist die kleinste Zahl r, so daß jede t-Färbung
von Kr für ein i einen einfarbigen Gi der i-ten Farbe enthält. Beispiel: r(K3, K3, K3) = 17.
2. Mengen von Graphen: r = rx(a) ist die kleinste Zahl r, so daß jede 2-Färbung von
Kr einen einfarbigen Graphen mit a Knoten und x Kanten enthält. Beispiel: r8(5) = 14.
3. Konvexe Ramsey-Zahlen: r = rc(G) ist die kleinste Zahl r, so daß in jeder 2-
Färbung der Diagonalen und Seiten eines konvexen r-Ecks eine einfarbige Teilfigur
G vorkommt. Beispiel: rc(C4) = 14 für ein konvexes Viereck C4.
*  Kurzfassung eines Vortrags, gehalten in der Klasse für Mathematik und Naturwissenschaf-





4. „Weak“ Ramsey-Zahlen: r = rs,t(G) ist die kleinste Zahl r, so daß jede t-Färbung
des Kr einen Graphen G mit höchstens s Farben enthält. Beispiel: r2,3(K4) = 10.
5. „Zero-sum“ Ramsey-Zahlen: r = r(G; Zk) ist die kleinste Zahl r, so daß bei jeder
Zuordnung der Zahlen aus Zk = (0, 1, ..., k-1) zu den Kanten des Kr ein Graph G
vorkommt, dessen Summe aller Kantenwerte Null ergibt. Beispiel: r(K3; Z3) = 11.
6. Andere Gastgraphen: An Stelle der Kanten von vollständigen Graphen werden die
Kanten von anderen Folgen von Graphen gefärbt, und es wird dann nach kleinsten
Graphen in der Folge gefragt, so daß jede 2-Färbung einen einfarbigen vorgegebe-
nen Teilgraphen enthält. Beispiele: Vollständige bipartite Graphen oder d-dimensio-
nale Würfelgraphen Qd . So ist uns bei rq(G) für Teilgraphen G mit bis zu sechs
Knoten nur noch unbekannt, welches die kleinste Zahl r = rq(C6) ist, so daß jede 2-
Färbung der Kanten des Qr einen einfarbigen Kreis C6 mit 6 Knoten enthält. Der
Wert von rq(C6) ist mindestens 7 und höchstens 17.
Prof. Dr. Heiko Harborth · Bienroder Weg 47
D-38106 Braunschweig · e-mail: h.harborth@tu-bs.de
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KARL SCHÜGERL, Hemmingen
Prozesstechnische Aspekte der Produktion von Antibiotika
gezeigt am Beispiel von Cephalosporin C
Braunschweig, 12.10.2001*
Die meisten Antibiotika werden von Streptomyceten und Schlauchpilzen gebildet, die
filamentöse Myzelien bilden. Diese Morphologie der Mikroorganismen verursacht hoch-
viskose Kultivierungsmedien mit nicht-newtonscher Rheologie, die den Herstellungsprozess
erheblich beeinträchtigen. Des weiteren lässt sich der Produktionsprozess in zwei deutliche
Phasen aufteilen: auf eine Wachstumsphase und eine Produktbildungsphase, da die Biosynthese
des Antibiotikums mit dem Wachstum nicht gekoppelt ist. Ich möchte heute einige Probleme
dieser Produktion am Beispiel der Herstellung von Cephalosporin diskutieren.
1945 fand Giuseppe Brotzu einen aus Kloakenabwässern isolierten Schimmelpilz
Cephalosporium acremonium brotzu, der ein neuartiges, gegen Staphylococcus aureus
und Salmonelle typhi wirksames Antibiotikum ausschied. Von Newton und Abraham wur-
den in den 50er Jahren das Cephalosporin C und dessen Vorläufer „Cephalosporin N”
(Penicillin N) isoliert und charakterisiert.
Cephalosporin C ist ein Sekundärmetabolit des aeroben Pilzes, Acremonium
chrysogenum, ein natürlich vorkommendes, nur schwach wirksames Antibiotikum mit
einem ß-Lactam- und einem Dihydrothiazinring und einer Seitenketten-Gruppe. Es wird
gegenwärtig biotechnologisch unter Verwendung von Hochleistungsstämmen als Vorläu-
fer für wirksame halbsynthetische Cephalosporine produziert, da eine organisch-chemi-
sche Totalsynthese nicht konkurrenzfähig ist.
Die Optimierung der Produktion dieses Antibiotikums beinhaltet die Erhöhung der
Produktivität des Stammes durch Mutation und Verbesserung des Produktionsprozesses.
Die Vorbedingung einer hohen Produktkonzentration ist hohe Biomassenkonzentration
und hohe Produktivität des Pilzes. Die Prozessbedingungen für das optimale Wachstum
und für die optimale Produktbildung sind jedoch sehr unterschiedlich. Daher benötigt man
eine gut durchdachte Strategie, um beide Bedingungen zu erfüllen. Des weiteren muss das
Produkt hohe Qualität und geringen Preis haben, um das Antibiotikum auf dem Markt
absetzen zu können.
Bei der Produktion von Cephalosporin C betragen die Rohstoffkosten, wie bei den mei-
sten biotechnologischen Produktionsprozessen von primären und sekundären Metaboliten,
ca. 60 % der gesamten Kosten. Der zweitwichtigste Kostenfaktor ist der Energiebedarf.
Die Voraussetzung eines preisgünstigen Herstellungsverfahrens ist die Verwendung
billiger Rohstoffe. Daher werden landwirtschaftliche Nebenprodukte, wie Maisquellwasser,
Pharmamedium, Erdnussmehl, usw. zur Kultivierung verwendet.





Diese komplexen Medien haben noch den Vorteil gegenüber synthetischen Medien,
dass sie verschiedene Wachstumsfaktoren beinhalten. Daher sind die mit ihnen erreichba-
ren Produktivitäten erheblich höher als die mit synthetischen Medien.
 Um das Reaktorvolumen gut auszunutzen, werden hohe Biomassenkonzentration und
kurze Produktionszeiten, d.h. hohe Wachstumsraten des Pilzes angestrebt, die durch An-
wendung hoher Substratkonzentration erreicht werden. Die hohen Konzentrationen des
Substrates und des filamentösen Myzelium bildenden Pilzes verursachen ein hochviskoses
Medium, das gut durchmischt und begast werden muss, um den Pilz mit Substrat (Energie-
quelle) und Sauerstoff ausreichend zu versorgen.  Die Fließgrenze und die Viskosität des
Kultivierungsmediums erreichen ein Maximum am Ende der Wachstumsphase, bei der die
Endbiomassekonzentration erreicht wird. Danach nehmen beide ab. Während der Kultivie-
rung wird die Substratkonzentration vermindert, auch die Morphologie des Pilzes ändert
sich am Ende der Wachstumsphase und das filamentöse Myzelium zerfällt in kugelförmige
Arthrosporen, die ebenfalls zur geringen Viskosität des Mediums führt. Daher nehmen die
Viskosität und die Fließgrenze am Ende der Wachstumsphase ab und der benötigte Leistungs-
eintrag wird erheblich vermindert.
Wie beeinflussen die Prozessparameter das Wachstum und die Produktbildung?
Die Zusammensetzung des Mediums hat einen großen Einfluß auf die Produktbildung
im Gegensatz zu seinem Einfluß auf das Wachstum. Die Ermittlung der optimalen Medi-
um-Zusammensetzung wird durch aufwendige Untersuchungen ermittelt. Die anfängliche
hohe Konzentration der schnell verstoffwechselbaren Glucose muss am Ende der Wachs-
tumsphase stark reduziert werden, um die Produktbildung zu starten. Diesen Effekt nennt
man katabolische Repression. Man kann die Produktbildung später stoppen, wenn die
Verbrauchsrate von Glucose über 0.4 g l-1 h-1 erhöht wird. Die Produktbildung wird neu
gestartet, wenn diese Grenze unterschritten wird. Auch die Phosphatkonzentration muss
am Ende der Wachstumsphase reduziert werden. Daher wurden früher nach der Wachs-
tumsphase langsam verstoffwechselbare Energiequellen, wie Laktose oder Erdnussmehl,
verwendet. In der modernen Praxis wird schnell verstoffwechselbare Energiequelle dem
Reaktor in der Weise langsam zugefüttert, dass die kritische Verbrauchsrate unterschritten
wird und keine Katabolitrepression auftritt. Wird die Gelöstsauerstoffkonzentration redu-
ziert, verschiebt sich das Verhältnis dieser Verbindungen. Die Konzentration der Zwi-
schenstufen Isopenicillin N unbd Penicillin N steigen an und die Konzentration des End-
produktes, Cephalosporin C vermindert sich. Man kann erkennen, dass die Biosynthese
bei Deacetoxycephalosporin C-Synthetase blockiert wird (Abb. 1).
Es ist sehr schwierig in allen Bereichen der 100 m3 Produktionsanlage den Pilz mit
Sauerstoff ausreichend zu versorgen. Die Erhöhung der Rührerdrehzahl zur Verbesserung
des Sauerstoffeintrages ist wegen der hohen Viskosität und der nicht-Newtonschen Rheo-
logie des Kultivierungsmediums nur bedingt anwendbar. Durch Vergrößerung des
Rührerdurchmessers lässt sich die Sauerstoffeintragsrate erheblich verbessern. Der
Leistungseintrag nimmt jedoch mit dem Rührerdurchmesser stark zu. Wegen der zu hohen
Energiekosten muss die partielle schlechte Sauerstoffversorgung des Pilzes in Kauf ge-
nommen werden. Neben der Zunahme der Konzentrationen von Isopenicillin N und Peni-
cillin N steigt auch die Konzentration von Desacetoxycephalosporin C an. Die Entfernung
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Abb. 1: Die Biosynthese von Cephalosporin C
dieser Vorstufe aus dem Endprodukt ist sehr aufwendig. Bei der Ermittlung des optimalen
Rührerdurchmessers spielen daher neben den Energiekosten auch die Isolierungs- und
Reiningungskosten des Produktes eine Rolle.
Will man die Produktivität erhöhen, muss man den Engpass der Biosynthese identifizie-
ren und versuchen ihn zu erweitern. Dazu wurde die Zellmasse aufgeschlossen und die





Prof. Dr.rer.nat, Dr.h.c. Karl Schügerl
Arnumer Kirchstraße 31
D-30966 Hemmingen
Da in der aufgeschlossenen Zellmasse alle Enzyme anwesend sind und sich die Enzym-
aktivitäten teils erheblich unterscheiden, ist es sehr schwierig quantitative Ergebnisse zu
erzielen. Durch die anwesenden Enzyme werden die Vorstufen umgesetzt und durch die
freigewordenen Proteasen die Enzyme angegriffen und abgebaut. Bei der Bestimmung der
Enzymaktivitäten muss die Proteaseaktivität reduziert werden. Des weiteren muss die Akti-
vität bestimmter Enzyme der Biosynthese selektiv inhibiert werden. So ist die Aktivität von
Isopenicillin-Synthetase, das Enzym für die zweite Synthesestufe, um drei Größenordnun-
gen höher als die Aktivität von ACV-Synthetase, das Enzym für die erste Stufe. Daher liess
sich ACV nicht nachweisen. Es war nötig, das Isopenicillin-Synthetase selektiv zu inhibieren,
um die Kinetik des ACV-Synthetase zu bestimmen. Systematische Untersuchungen waren
notwendig zur Auswahl geeigneter Enzyminhibitoren, da auf diesem Gebiet noch keine
großen Erfahrungen vorlagen. Der Verlauf der Aktivität von ACV-Synthetase und die Kon-
zentration von ACV während der Kultivierung wurden bestimmt. Zuerst steigen beide an.
Nach 70 Stunden beginnen beide sich zu vermindern. Auch die Aktivitäten der anderen
Enzyme wurden bestimmt. Die Aktivitäten von Isopenicillin-Synthetase und Acyltransferase
sind sehr hoch und die von Expandase und Hydrolase recht gering. Die ACV-Synthese ist
der wichtigste Engpass der Biosynthese. In einer späteren Phase verursachen die geringen
Aktivitäten der Expandase/Hydrolase einen zweiten Engpass.
Man versucht die Engpässe durch die Erhöhung der Aktivität von ACV-Synthetase und
die von Expandase/Hydrolyse mit Gentechnik zu erhöhen. Da die Regulation der Biosynthese,
insbesondere die Steuerung der Aktivität dieser Enzyme noch unbekannt ist, lässt sich durch
Erhöhung der Enzymaktivitäten noch keine wesentliche Verbesserung erreichen.
Eine mögliche Erhöhung der ACV-Synthese könnte durch die Steigerung der Konzen-
trationen der Edukte dieser Reaktion erfolgen. Die intrazelluläre Konzentration der Edukte
als Funktion der Kultivierungszeit weist darauf hin, dass sie recht gering sind. Daher
versuchte man die Produktbildung durch Änderung der Zusammensetzung des Substrates
zu verbessern. Durch die Erhöhung der Valin-, Alanin- und Serinkonzentrationen liess
sich eine sehr hohe Produktkonzentration und Ausbeute erreichen.
Um die Steuerung und Optimierung des Prozesses zu erleichtern, wurde das Wachstum
des Pilzes und die Produktbildung mathematisch modelliert. Mit Ausnahme der Produkt-
konzentration nach 80 Stunden stimmen die berechneten mit den gemessenen Daten gut
überein. Die Abweichung der Cephalosporin C Konzentration in der späten Phase ist
bedingt durch eine chemische, d.h. nichtenzymatische Hydrolyse von Cephalosporin C,
die im Modell nicht berücksichtigt wurde. Berücksichtigt man diese Reaktion, so stimmen
die gemessenen und berechneten Daten gut überein.
Durch systematische Untersuchung der Wechselwirkung zwischen der Biosynthese
und den Prozessbedingungen gelang es die Produktkonzentration von 19 auf 26 g l-1 und
die Ausbeute von 20% auf 37% zu erhöhen.
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Laser in der Medizin
Braunschweig, 12.10.2001*
Bereits kurz nach seiner ersten Realisierung in den Sechziger Jahren fand der Laser
Anwendung in der Medizin zur Therapie bestimmter Hautkrankheiten und zur gezielten
Verödung von Blutgefäßen. In den darauf folgenden vierzig Jahren ist der Laser zu einem
bedeutenden Instrument der Medizin geworden, dessen Einsatz in vielen Bereichen von
Therapie und Diagnose mittlerweile unverzichtbar ist. Durch die Neuentwicklung ver-
schiedenster Lasersysteme mit einem breiten Spektrum an verschiedenen Wellenlängen ist
es heute möglich, den geeigneten Laser für die jeweilige Anwendung zu wählen.
Der Vorteil des Lasers gründet sich dabei nicht allein auf die sehr hohen Lichtintensitäten,
durch welche ein effizientes Bearbeiten von nahezu beliebigen Gewebearten ermöglicht
wird. Aufgrund der extrem guten Fokussierbarkeit und Monochromasie lassen sich die
Absorption der Laserstrahlung und somit die erzielbaren Effekte mit äußerster Präzision
auf bestimmte Gewebetypen wie beispielsweise Tumore beschränken. Auch Aspekte wie
berührungsloses und somit aseptisches Arbeiten mittels des Lasers können zu einer scho-
nenderen Behandlung beitragen. So findet man in der Augenheilkunde gänzlich nicht-
invasive Operationstechniken wie zum Beispiel zur Behandlung von diabetischen Netzhaut-
erkrankungen, zu denen eine vergleichbare konventionelle Operationstechnik nicht exi-
stiert. In der refraktiven Chirurgie zur Korrektur von Fehlsichtigkeiten ist der Laser eben-
so wie in der Dermatologie nicht mehr wegzudenken. Durch die Möglichkeit, Laserlicht
über dünne und flexible Lichtleiter transportieren zu können, sind zudem völlig neue
Behandlungs- und Operationstechniken in verschiedensten Bereichen der minimal-
invasiven Chirurgie erschlossen worden.
Auch in der Diagnostik kann der Laser erhebliche Beiträge leisten. Zu nennen wären die
Früherkennung von Tumoren über Fluoreszenzanregung und die optische Tomographie
zum Aufspüren von Brustkrebs oder Gehirnblutungen. Doch auch in der Labordiagnostik
sind eine Vielzahl von Analysetechniken mittlerweile laserbasiert.
Zusammenfassend stellt die Lasermedizin einen stetig wachsenden Bereich dar, der
über die Entwicklung und Erforschung neuer Lasersysteme und Wechselwirkungs-
mechanismen immer wieder Impulse in Richtung neuartiger Behandlungs- und Diagnose-
möglichkeiten geben kann.
Prof. Dr. Herbert Welling
Nogatweg 13
D-30916 Isernhagen
* Kurzfassung eines Vortrages gehalten in Klasse für Mathematik und Naturwissenschaften
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DIETER KIND, Braunschweig
Über die aktuelle Bedeutung der Messunsicherheit
Hannover, 08.06.2001*
Die Entwicklung der Weltwirtschaft zu einem globalen Markt hat in den letzten Jahren
des 20. Jahrhunderts für die in den einzelnen Ländern zuständigen Nationalen Metrologie-
institute eine neue Herausforderung gebracht, da die weltweit angestrebte Einführung
eines Qualitätssicherungssystems nach ISO eine verbindliche gegenseitige Anerkennung
von Messergebnissen erfordert. Jedes Land muss daher eine den Anforderungen gerecht
werdende metrologische Infrastruktur besitzen.
Die internationalen Normen der Reihe ISO 9000 und ISO-GUIDE 25 fordern für jedes
Messergebnis den Nachweis einer Rückführbarkeit (traceability) auf nationale oder inter-
nationale Normale. Das bedeutet, dass eine ununterbrochene Kette von Vergleichsmessungen
bis hinauf zu den Primärnormalen aufgebaut werden muss. Diese Bedingung gilt für alle
relevanten Teile der jeweiligen Skala. Es ist also notwendig, ein hierarchisches System von
den Arbeitsnormalen der Anwender bis zu anerkannten internationalen Normalen aufzu-
bauen [1].
Die führenden Metrologieinstitute haben bisher in eigener Verantwortung die Gleich-
wertigkeit ihrer Ergebnisse durch Vergleichsmessungen untereinander sichergestellt. Zum
Abbau von Handelshemmnissen werden nunmehr hierfür auch allgemein akzeptierte Struk-
turen und Verfahren verlangt. Zukünftig muss daher die schon bisher bestandene Zusam-
menarbeit auf höchstem Genauigkeitsniveau mehr formal gestaltet worden.
In diesem Zusammenhang haben die Nationalen Metrologieinstitute eine wesentliche
Rolle übernommen. Das Konzept basiert auf vereinbarten Bezugswerten, die aus interna-
tionalen Vergleichsmessungen („key-comparisons“) zwischen ausgewählten Primärnormalen
abgeleitet werden. Die auf diese Weise ermittelten Referenzwerte zusammen mit der zuge-
hörigen Messunsicherheit werden als zum jeweiligen Zeitpunkt beste Annäherung an den
SI-Wert angesehen. Mit der Unterzeichnung eines „Mutual recognition agreement“ (MRA)
im Herbst 1999 fand ein handelspolitisch wichtiger, wegen der Berührung der Autonomie
der nationalen Institute allerdings auch schwieriger Internationaler Abstimmungsprozeß
ein gutes Ende [2]. Die von den einzelnen Teilnehmern an den Vergleichsmessungen erziel-
ten Messergebnisse und die daraus bestimmten Referenzwerte können von jedermann über
das Internet dem „BIPM key comparison database“ entnommen werden [3].
Wenn in diesem globalen Konzept von Messergebnissen die Rede ist, so ist hierbei
immer gemeint, dass mit einem Messwert stets auch die zugehörige Messunsicherheit
angegeben sein muss. Ohne deren Angabe ist ein bewertbarer Vergleich nicht möglich.





Die Messunsicherheit ist ein „dem Messergebnis zugeordneter Parameter, der die
Streuung der Werte kennzeichnet, die vernünftigerweise der Messgrösse zugeordnet wer-
den könnte“ [4]. Aus dieser recht unbestimmten Formulierung erkennt man die Notwen-
digkeit, das Verfahren zur Bestimmung der Messunsicherheit international zu vereinbaren.
Dies ist auf der Grundlage der mathematischen Statistik mit der ISO-Publikation „Guide to
the Expression of Uncertainty in Measurement“, abgekürtzt „GUM“, geschehen [5]. Da
der Stichprobenumfang begrenzt ist und zudem wesentliche Einflussgrößen nur geschätzt
werden können, ist es besonders wichtig, dem Anwender das Verfahren möglichst gut
verständlich darzustellen und durch Beispiele eine Hilfestellung zu geben.1
Als ein Beitrag hierzu wird das in Regelungstechnik und Elektrotochnik übliche Ver-
fahren zur Berechnung des transienten Übertragungsverhaltens von linearen Elementen
auf die Berechnung von Messunsicherheiten erweitert [6]. Dazu wird die Bedeutung einer
Übertragungsfunktion auf die Fortpflanzung von Messabweichungen übertragen und ein
„statistischer Übertragungsfaktor“ eingeführt. Damit kann die in der Regel mehrstufige
Messeinrichtung einschließlich der das Ergebnis beeinflussenden Parameter in vielen Fäl-
len als Kettenschaltung aus Funktionsblöcken dargestellt und behandelt werden. Das Ver-
fahren ist insbesondere auch dann anschaulich anwendbar, wenn die Messgröße selbst
eine Streuung besitzt.
Die Koordination der von den Nationalen Metrologieinstituten zu leistenden Aufgabe,
einen objektiven und transparenten Vergleich von Messergebnissen weltweit zu sichern,
obliegt dem Internationalen Büro BIPM der Meterkonvention in Paris. Einmal mehr hat
damit diese Organisation 125 Jahre nach ihrer Gründung bewiesen, dass sie durch ihre
flexible Struktur neuen Herausforderungen gewachsen ist.
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Einkristallines Silicium (Si) ist seit Jahrzehnten das meistverwendete Basismaterial für
die Herstellung von Halbleiterbauelementen. Diskrete Bauelemente und integrierte Schaltun-
gen werden dabei auf Wafern produziert, die aus stabförmig gezüchteten hochreinen und
hochperfekten Einkristallen hergestellt werden. Etwa 95% der Einkristalle werden ge-
genwärtig nach dem Czochralski (CZ)- Verfahren aus dem Tiegel gezogen, während der
verbleibende Anteil nach dem Floating-Zone (FZ)- Verfahren tiegelfrei hergestellt wird.
CZ-Si wird vorwiegend für die Produktion mikroelektronischer Schaltkreise verwendet,
FZ-Si hingegen für leistungselektronische Bauelemente.
Der in der Industrie ungebrochene Trend zur Vergrößerung der Waferfläche und damit
der Einkristalldurchmesser von heute 300 mm für CZ- und 200 mm für FZ- Material ist mit
einer ganzen Reihe von großen Herausforderungen entlang der Prozesskette (Einkristall-
züchtung, Waferherstellung, bis hin zur Fertigung der Bauelemente) verbunden. Eine rein
empirische, vorwiegend auf Experimente gestützte Weiterentwicklung der Einkristall- Zieh-
verfahren ist wegen der komplexen gegenseitigen Abhängigkeit der Parameter und den
hohen Anforderungen an die strukturelle Perfektion der Kristalle sehr schwierig,
zeitaufwändig und damit auch besonders teuer. Hier bietet die mathematisch-physikalische
Modellierung ein hervorragend geeignetes Mittel über die numerische Nachbildung der
Züchtungsprozesse die Verfahrensentwicklung signifikant zu unterstützen. Die Einwir-
kungen zusätzlicher und neuartiger Maßnahmen lassen sich vorherbestimmen, geeignete
Modellketten entwickeln und damit Hinweise für eine optimierte Kristallzüchtung liefern.
Beim Tiegelziehverfahren nach Czochzralski sind mit dem Übergang der Kristalldurch-
messer von 200 mm auf 300 mm, was gleichbedeutend ist mit einer Erhöhung der
Schmelzenmasse von etwa 120 kg auf 300 kg und mehr, große Anforderungen an die Zieh-
Apparatur, die Kristallqualität und an die Wirtschaftlichkeit des Prozesses verbunden.
Diese lassen sich mit der bisherigen Züchtungstechnologie nicht erfüllen. Neben einer
angepassten thermischen und konstruktiven Auslegung der neuen Ziehanlagen werden vor
allem von einer kontaktlosen externen Strömungsbeeinflussung durch elektromagnetische
(EM) Felder zusätzliche Möglichkeiten zur Prozessgestaltung erwartet. Die Kenntnis des
Einflusses einer solchen magnetfeldinduzierten Konvektion auf den Wärme- und Stoff-
transport in der Si- Schmelze ermöglicht den zweckmäßigen Entwurf und den erfolgrei-
chen Einsatz entsprechender felderregender Induktoren. Untersucht werden einige Induktor-





anordnungen, die nicht rotierende axialsymmetrische Wechselfelder zu erzeugen gestatten.
Diese sind prinzipiell auch für den Einbau in industrielle CZ- Anlagen geeignet.
Für die Analyse der Auswirkungen derartiger Felder wird ein System von Simulations-
programmen eingesetzt, mit dem die elektromagnetischen, hydrodynamischen und thermi-
schen Verhältnisse innerhalb der Si-Schmelze nachgebildet werden können. Die Berech-
nungen erfolgten in axialsymmetrisch-zweidimensionaler Näherung. Das Programmsy-
stem wurde eingehend anhand von Vergleichen mit Versuchsergebnissen aus einer CZ-
Modellanlage getestet, die mit einer niedrig schmelzenden Legierung (InGaSn) betrieben
wird. Die Vergleichsergebnisse zeigen, dass die Simulationsprogramme insbesondere in
den für industrielle Ziehprozesse relevanten Parameterbereichen zuverlässig arbeiten. Zu-
dem konnte die Eignung der verwendeten LowRe- Turbulenzmodelle nachgewiesen wer-
den.
Zur Beurteilung der Wirkung der EM- Felder wurden geeignete Vergleichswerte mit
engem Bezug zu den Anforderungen an den Ziehprozess und die Kristallqualität herange-
zogen. Dazu gehören hohe Ziehgeschwindigkeiten, die ein Maß für die Wirtschaftlichkeit
des Prozesses sind, die Lage des OSF (Oxidation Induced Stacking Fault)- Rings sowie
der Sauerstoffgehalt im wachsenden Kristall. Wegen der komplexen Abhängigkeit und der
Nichtlinearität der Vorgänge in der Schmelze wurde für jedes der betrachteten Felder eine
Vielzahl von Werten für die Einflussparameter untersucht. Die betrachteten Parameter
umfassen die Tiegeldrehzahl, die Kristalldrehzahl, die elektrische Durchflutung der Ma-
gnetfeld- Induktoren sowie die Frequenz des Induktorstroms.
Die prinzipiellen Zusammenhänge des Einflusses externer, kontaktlos wirkender EM-
Felder auf die Schmelzenströmung werden dargestellt. Insbesondere das Zusammenwir-
ken von azimutaler und meridionaler Schmelzenströmung sowie der Wärmetransport in
der Umgebung der Kristallkante und seine Bedeutung für die Erhöhung der Zieh-
geschwindigkeit werden  analysiert. Die daraus gewonnenen Erkenntnisse liefern zusam-
men mit den Simulationsergebnissen ein anschauliches Bild von den Vorgängen in der
Schmelze bei der Verwendung von regelbaren EM- Feldern. So wird gezeigt, dass die
Auswahl bestimmter Kombinationen der elektrischen Durchflutung in den Induktoren und
der Tiegeldrehzahl ganz entscheidend ist für die Gewährleistung günstiger Wärmetransport-
verhältnisse in der Umgebung der Kristallkante im Hinblick auf hohe Zieh-
geschwindigkeiten. Das EM-Wanderfeld nach unten erweist sich schließlich als der
vielversprechendste Feldtyp, da sich mit ihm neben einer Steigerung der Ziehgeschwindigkeit
auch der Sauerstoffgehalt im Kristall erhöhen und seine axiale Homogenität verbessern
lassen.
Ein weiterer Schritt bei der Entwicklung der Simulationsprogramme für den CZ- Prozess
ist die Einbeziehung transienter Vorgänge. Insbesondere durch die Analyse von Fluktua-
tionen der Temperatur und der Strömungsgeschwindigkeit unter der Kristallisationsfront
können weitergehende Aussagen zur Stabilität des Ziehprozesses abgeleitet werden. Um
einen Zusammenhang zwischen diesen Fluktationen und der Versetzungsbildung herzu-
stellen, bedarf es der Weiterentwicklung der physikalischen Vorstellungen und der mathe-
matischen Modelle. Eine enge Verknüpfung der numerischen Simulation mit den Ergebnis-
sen experimenteller Untersuchungen ist hierfür unabdingbar.
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Der Einsatz dreidimensionaler Simulationsprogramme als ingenieurtechnisches Werk-
zeug wird derzeit allerdings durch den hohen Bedarf an Rechnerkapazität und Berechnungs-
zeit erschwert. Jedoch wird gerade im Hinblick auf eine präzise Modellierung des Sauerstoff-
transports der in großformatigen Tiegeln ausgeprägt turbulent strömenden Schmelze die
dreidimensionale transiente Simulation in Zukunft unerlässlich sein.
Auch für das Floating- Zone- Verfahren, bei dem der polykristalline Vorratsstab über
einen Flachinduktor aufgeschmolzen und die entstehende Schmelzzone stabil gehalten
wird, hat sich die Prozesssimulation als wichtiges Mittel für die Weiterentwicklung und
Verbesserung dieses tiegelfreien Züchtungsverfahrens etabliert. Die entwickelte Modell-
kette beinhaltet die Berechnung aller Phasengrenzen der flüssigen Zone, inklusive der
Berechnung des EM- und des Temperaturfeldes der gesamten Anordnung. Ebenso werden
die laminare Strömung und das Temperaturfeld in der Schmelze wie auch das
Konzentrationsfeld der Dotierstoffe an der Kristallisationsfront transient berechnet und
die sich darauf ergebenden makroskopischcn und mikroskopischen Profile des elektri-
schen Widerstands im Einkristall ermittelt. Die erhaltenen Ergebnisse wie Geometrie der
Phasengrenzen, Temperaturfluktuationen in der Schmelze und Widerstandsschwankungen
im Einkristall wurden mit experimentellen Daten verglichen und zeigen eine gute Überein-
stimmung.
Auch für den FZ- Prozess wurde der Einfluss zusätzlicher EM- Felder detailliert unter-
sucht. Hierbei galt es die Homogenität der Dotierstoffverteilung im Kristall sowohl ma-
kroskopisch als auch mikroskopisch entscheidend zu verbessern und so die Herstellung
von Kristallen und Wafern mit möglichst homogener Widerstandsverteilung zu ermögli-
chen. Verschiedene Feldtypen mit unterschiedlicher Erregung und Frequenz wurden er-
folgreich untersucht und jene Kombinationen ermittelt, die das gesteckte Ziel am besten zu
erreichen gestatten. Eine unter Praxisbedingungen durchgeführte Erprobung bestätigte die
Vorhersage in befriedigender Weise, sodass auch bei der Einkristallzüchtung nach dem FZ-
Verfahren mittels zusätzlicher magnetfeldinduzierter Konvektion eine signifikante
Prozessverbesserung erreicht werden konnte.












Gegenstand des Vortrages ist die Entwicklung von computerorientierten Methoden für
das Design und das Verstehen von Materialeigenschaften. Dabei wird von Untersuchun-
gen auf der Mikro-Skala ausgegangen, um das Materialverhalten durch einfachere Model-
le auf dieser Skala zu beschreiben und durch Homogenisierungsprozesse schließlich zu
komplexeren Modellen der Makro-Skala zu gelangen. Diese Untersuchungen dienen mehre-
ren Zwecken. Zum einen können so Herstellprozesse simuliert werden. Dies ist im Bild 1
für Neopolen gezeigt, wo ein Haufen loser Partikel während des Herstellvorganges
zusammengepresst und verklebt wird.
                                                           →
Zum anderen kann man Experimente und das Versagensverhalten von Proben besser
verstehen, wenn diese von einer Mikro-Makro-Simulationsrechnung begleitet werden.
Darüber hinaus ist es möglich, weitere Feldgleichungen – wie bei thermo-hygro-chemi-
schen Prozessen - in die mechanischen Feldgleichungen einzubeziehen und so gekoppelte
physikalische Phänomene wie Schädigung durch Korrosion oder Wärmeentwicklung in
den Materialgleichungen zu berücksichtigen.
Um bei solchen Modellen erfolgreich zu sein, muss eine statistische Auswertung mit
Homogenisierungsstrategien verknüpft werden. Letztere erfordern die Wahl eines reprä-
sentativen Volumenelementes (RVE), das die Größen-Effekte eliminiert. Dies ist in Bild 2
*  Kurzfassung eines Vortrags gehalten in der Klasse für Ingenieurwissenschaften der Braun-
schweigischen Wissenschaftlichen Gesellschaft.




für die Berechnung des effektiven Schubmoduls als Materialparameter eines heterogenen
Materials dargestellt, bei der die Anzahl der Partikel bei gleicher Volumenfraktion (Verhält-
nis zwischen Matrix- und Partikelmaterial) erhöht wurde. Man erkennt deutlich, dass die
numerische Simulation erst bei einer Anzahl von 64 Partikeln bezüglich des effektiven
Schubmoduls konvergiert. Numerisch gesehen ist eine derartige Berechnung sehr aufwen-
dig, da auch die Konvergenz der Finite-Element-Näherungslösung nachzuweisen ist. Hier-
zu sind mindestens 5000 Unbekannte pro Partikel erforderlich, was bei 32 Partikeln be-
reits zu 160.000 Unbekannten führt. Jedoch kann man hier eine iterative Lösungsstrategie
einschlagen, die es ermöglicht eine lineare Berechnung mit der oben angegebenen
Unbekanntenzahl in 1 Minute auf einem PC durchzuführen, siehe auch [1]. Um statistisch
repräsentative Ergebnisse für die Materialparameter zu erhalten, sind diese weiterhin noch
für verschiedene Verteilungen der Partikel in der Mikrostruktur zu bestimmen. Dies führt
z. B. auf die in Bild 3 dargestellte Verteilungsfunktion des effektiven Schubmoduls µ*, die
für 100 bzw. 512 verschiedene Verteilungen der Partikel in der Matrix berechnet wurde.
Die auf numerischem Wege bestimmte Lösung mit dem Mittelwert µ* = 42,1 Gpa  kann
durch die klassischen Schranken von Voigt und Reuss mit den Grenzwerten: 30,8 < µ* < 57,7
und durch die verbesserten Hashin-Shrikman Schranken mit den Grenzen 35,4 < µ* < 45,6
für linear elastisches Material eingegrenzt werden.
Diese Methodik wird nun auf die Prozess-Simulations des in Bild 1 dargestellten Kle-
bevorganges angewendet. Die numerische Lösung erfolgt mittels der ALE Methode auf
Basis der Methode der finiten Elemente. Wenn die Partikel während des Kompressions-
prozesses in Kontakt kommen, wird von einem Verkleben ausgegangen, bei dem sich die
Bild 2: Konvergenzstudie: effektiver Schubmodul bezüglich der Anzahl der Partikel im RVE.
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Partikel nicht mehr voneinander trennen können. Der eigentliche Diskretisierungsprozess
soll hier nicht detailliert wiedergegeben werden, er findet sich u.a. in [1]. Das Ergebnis
einer Beispielrechnung findet sich im Bild 4, das den Klebeprozess von 20 Partikeln für
eine maximale Zusammendrückung von 25 % darstellt. Weiterhin ist in diesem Bild die
totale vertikale Reaktionskraft über der Kompression aufgetragen. Man kann aus dem
Diagramm die infolge der fortschreitenden Verklebung ansteigende Steifigkeit erkennen.
Aufgrund der Verklebung behält das komprimierte Material die gewonnene Steifigkeit
beim Entlasten.
Die vorgestellte Methodik muss noch weiterentwickelt werden und ist durch experi-
mentelle Ergebnisse zu untermauern. Jedoch ist man mit dem entwickelten Werkzeug in der
Lage Prozess Simulationen durchzuführen und erhält damit genaueren Einblick in die
Abläufe der Prozesse und der entstehenden inneren mechanischen Beanspruchungen im
neu geschaffenen Werkstoff.
Bild 4:  Ausgangs- und Endkonfiguration, sowie Reaktions-Kompressions-Diagramm.





[1] T. I. Zohdi, P. Wriggers, Computational Micro-Macro Material Testing, Archives of
Computational Methods in Engineering, 8, 131-228, 2001.
Prof. Dr.-Ing. P. Wriggers
Institut für Baumechanik und Numerische Mechanik
Universität Hannover · IBNM
Appelnstraße 9 A · D-30167 Hannover
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873




Seit wann gibt es Informatik?1
1. Zur Vorgeschichte
Für die Beantwortung der Titelfrage ist es entscheidend, was unter „Informatik“ zu
verstehen ist – und darüber herrscht noch nicht einmal unter den Inhaberinnen und Inha-
bern entsprechender Lehrstühle Konsens. Ich werde versuchen – vor allem im Interesse
der Nicht-Fachleute – mit allgemeinverständlichen Anwendungen das Gebiet pointillistisch
zu zeichnen.
Die Frage „seit wann gibt es ‘Informatik’ ?“ ist einfach zu beantworten.
Nach Görke [6] wurde „Informatik“ seit 1968 als Entsprechung von „Computer Science“
publizistisch verwendet.
„Vorher existierte das Wort in Deutschland nur als Warenzeichen der Firma SEL für
elektrotechnische Maschinen und Anlagen. So hatte diese Firma bereits 1957 ein „Infor-
matik-System“ zur automatischen Auftragsbearbeitung für ein Großversandhaus entwickelt
und übergeben und für die Produktion und Entwicklung ein „Informatikwerk“ aufgebaut,
das mehrere Jahre bestand [...]. Von K. Steinbuch stammt aus dem gleichen Jahr ein
Fachaufsatz „Informatik: automatische Informationsverarbeitung.“ (Görke [6])
Aber unsere Frage zielte ja wohl etwas „tiefer“, nämlich darauf, den Ursprung des
Faches bzw. der Wissenschaft ins Licht zu rücken. Der Name „Robert Piloty“ hätte bereits
fallen können, er war nämlich Mitarbeiter im Informatikwerk der SEL. Ins Zentrum unse-
rer Betrachtungen rückt er jedoch mit der Einführung des Studiengangs Informatik: Herr
Piloty war nämlich Vorsitzender eines Ausschusses des Bundesministers für wissenschaft-
liche Forschung, der in einer Sitzung am 19.1.1968 (Donth [4]) empfahl, an „einigen
geeigneten Hochschulen, vorzugsweise an solchen, die sowohl über elektrotechnische als
auch mathematische Fakultäten bzw. Abteilungen verfügen [...] die Einrichtung eines Stu-
diengangs Informatik“ zu fördern.
Herr Piloty beließ es nicht bei dieser Empfehlung, sondern engagierte sich auch nach-
haltig als Vorsitzender des Ausschusses „Einführung von Informatik-Studiengängen“ hin-
* Vortrag im Rahmen des wissenschaftlichen Kolloquiums anlässlich der Verleihung der
Carl-Friedrich-Gauß-Medaille.
1 Wir konzentrieren uns hier auf die Informatik in Deutschland, was auch bedeutet, daß
wir nicht diskutieren, in welchem Verhältnis die in den USA als „Computer Science“,
„Computing Science“, „Computer Engineering“ oder gar „Information Science“ be-
zeichneten Disziplinen zur Informatik stehen, und auch die einschlägigen geschichtli-




sichtlich der inhaltlichen Ausgestaltung der dann schnell gegründeten Informatik-For-
schungsgruppen. Dabei leistete der Bund mit dem „Überregionalen Forschungsprogramm
Informatik“ einen entscheidenden, nicht nur finanziellen Beitrag.
2. Zum Computer führende Entwicklungsstränge
Als spontane Antwort auf die Frage nach der Eigenheit der Informatik wird man wohl
meist „der Computer“ zu hören bekommen. Ich werde versuchen zu erläutern, warum ich
diese Auffassung teile. Im Zusammenhang mit der Beschreibung des Einflusses, den die
Informatik auf andere Fächer und auf unser tägliches Leben ausübt, werde ich meine
Gründe dafür darlegen.
Was ist nun ein „Computer“? Eine naheliegende Umschreibung ist die eines „Rechenauto-
maten“. Der Begriff des „Automaten“ führt uns zurück bis zum klassischen Griechenland; so
wurden von Homer in der Illias u.a. sich autonom bewegende Dreifüße geschildert.  In
diesem Bereich sind erstaunliche Produkte anzutreffen, von astronomischen Uhren bis zu
den anthropoiden Automaten der frühen Neuzeit. Von denen des Altertums unterscheiden sie
sich – außer durch ihre exaktere Fertigung – vor allem durch ihre Multifunktionalität. Und
hierbei tritt etwas ans Licht, was für unsere späteren Betrachtungen wesentlich sein wird,
nämlich die Steuerung durch verschiedene, allerdings feste Programme.
Bei der Schaffung dieser Automaten mag der menschliche Spieltrieb Pate gestanden
haben, sie entsprachen aber auch philosophischen Strömungen und lieferten mit dem „Uhr-
werk“ ein häufig benutztes Modell. Im 19. Jahrhundert setzt sich eine rationalistische
Zielsetzung durch.
Sehr früh gab es auch das Bemühen um die Konstruktion von Geräten  die der Erleich-
terung bzw. der Unterstützung geistiger Tätigkeiten des Menschen dienen sollten.
Neben dem Abakus ist als wohl ältestes in diese Sparte gehörendes Gerät das von
Raimundus Lullus (1235-1315) aus dem 13./14. Jahrhundert bekannt geworden.
Aus heutiger Sicht ist der Nutzen als gering einzuschätzen. Erwähnt werden muß Lullus
aber allein schon wegen seines Einflusses, vor allem auf Gottfried Wilhelm Leibniz. Dabei
sind hier nicht dessen epochalen Erfolge bei der Schaffung der Differential- und Integral-
rechnung und auch nicht sein Entwurf einer Rechenmaschine zu nennen, sondern seine bis
ins 20. Jahrhundert weitgehend unbeachtet gebliebenen Skizzen zu einem „Logik-Kalkül“.
Erfolgreicher bei der Algebraisierung der Logik waren de Morgan und Boole. Weiterge-
führt wurde dieser Weg u.a. von Frege, Peano, Russell und Whitehead. Mit ihren Ergebnissen
war eine Mechanisierung der Logik, d.h. auch, die Ausführung logischer Schlüsse durch
Maschinen möglich geworden.
Aber bereits im 19. Jahrhundert wurden zu diesem Zweck Spezialgeräte konstruiert, die
jedoch nicht sehr hilfreich waren und auch keine größere Aufmerksamkeit erregten.
Ein nicht viel anderes Schicksal teilten die ersten Rechenmaschinen.
Wilhelm Schickard (1592-1635) wird heute die (erste?) Konstruktion einer funktio-
nierenden mechanischen 4-Spezies-Rechenmaschine zugeschrieben.
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Das Wissen um die Schickardsche Maschine war schnell verlorengegangen.
Blaise Pascal (1623 - 1662), dem lange der Bau der ersten Rechenmaschine zugeschrie-
ben wurde, baute zur Unterstützung der Rechnungen seines Vaters, eines Steuerpächters,
mehrere 2-Spezies-Maschinen.
Ob die von Gottfried Wilhelm Leibniz (1646 - 1716) entworfene 4-Spezies-Maschine
aus dem Bemühen um eine Verbesserung der Pascalschen resultierte, wird mir aus der
Literatur nicht klar.
Mit Rechenmaschinen haben wir Geräte aufgeführt, die in gewissem Sinne Algorith-
men einfacher Art, nämlich die vier arithmetischen Operationen, ausführen können. Eine
Mehr-Spezies-Maschine läßt sich als ein Mechanismus betrachten, der auf Grund-
operationen basiert und durch unterschiedliche Einstellung Verschiedenes bewirken kann.
Nach der Eingabe von Zahlen wird rein „mechanisch“ (auch im übertragenen Sinne) das
Ergebnis erhalten – eine Eigenschaft, die auch für Computer charakteristisch ist.
Ein nächster Schritt zum Computer ist der Einsatz der Programmsteuerung. Wohl die
einfachste Art, ein (festes) Programm zu materialisieren, ist das Fertigen einer Stachel-
walze. Eine sozusagen komplementäre ist die Lochkarte, die vor allem durch ihren Einsatz
zur Steuerung von Webstühlen bekannt wurde. Zu Beginn des 19. Jahrhunderts erreichten
die von Jacquard verbesserten eine beachtliche Verbreitung.
„Die erste Anwendung dieses Datenträgers auf die Steuerung von Informationsverar-
beitungs-Prozessen stammt von Babbage, der 1833 Lochkartenbänder für die Ausführung
von Operationen- und Datensequenzen für seine ‘Analytical Engine’ vorsah.“ (Güntsch [9])
Und damit kommen wir auf Charles Babbage (1791 - 1871) zu sprechen, ein lange Zeit
in Vergessenheit geratenes Genie.
Zur „Analytical Engine“, die von ihm ebensowenig wie die „Difference Engine“ fer-
tiggestellt wurde, kann hier nur gesagt werden, daß sie alle Elemente eines modernen
programmgesteuerten Rechenautomaten enthielt, nämlich Ein- und Ausgabegeräte, Steuer-
werk, Rechenwerk und Speicher. Betrieben werden sollte sie mit Dampf. Bez. ihrer „Uni-
versalität“ sei nochmals Güntsch [9] zitiert:
„Damit war Babbage dem Konzept eines universalen Rechenautomaten heutiger Prä-
gung [...] schon außerordentlich nahe. Wobei der wichtigste Gedanke, daß Programm-
abläufe wesentlich von Daten, insbesondere Eingangsdaten, abhängen können, klar for-
muliert ist, aber auch die letztlich entscheidende Einsicht, daß Programme Information,
Daten sind, die ihrerseits wieder als Objekte von Programmabläufen transformiert werden
können, klingt bei Babbage an [...].“
Lassen Sie uns jetzt einen großen zeitlichen Sprung machen zu Konrad Zuse (1910 -
1995). Er kannte weder Babbages Arbeiten noch die darauf aufbauenden als er sich bereits
als Student des Bauingenieurwesens Mitte der 30er Jahre Gedanken über eine Mechani-
sierung der in diesem Fach notwendigen umfangreichen Rechnungen machte. Er nahm
sich des Problems sehr grundsätzlich an, legte sich sehr früh auf das Dualsystem und eine




Nach dem Bau der Z1 und der Z2 stellte er vor ziemlich genau 60 Jahren, nämlich am
12. Mai 1941, mit der Z3 den ersten funktionstüchtigen, programmgesteuerten, frei program-
mierbaren Rechner vor.
Wenn dieses Ereignis entsprechend gewürdigt oder überhaupt von einem größeren
Kreis zur Kenntnis genommen worden wäre, hätte damit die Informatik in Deutschland
starten können.
Zuse allein war nämlich auch danach sehr aktiv: Er baute die Z4, die er auf abenteuerli-
chen Wegen 1945 ins Allgäu brachte und deren Vermietung an die ETH Zürich ab 1950 ihm
die finanzielle Grundlage für seine Firma „ZUSE KG“ (übrigens nicht seine erste) lieferte.
In der Zwischenzeit hatte er mit der Schaffung des „Plankalküls“ – im Manuskript 1945
fertiggestellt, aber zunächst unveröffentlicht – eine weitere epochale Leistung vollbracht,
nämlich die Festlegung der ersten höheren Programmiersprache. Spätestens mit dieser
Arbeit wird auch deutlich, daß es Konrad Zuse sehr wohl bewußt war, daß seine Maschi-
nen nicht nur als Unterstützung beim Rechnen eingesetzt werden konnten, sondern daß sie
geeignet waren, Datenverarbeitung in einem umfassenden Sinne zu betreiben: U.a. hat er
Sortier-, Graphen- und sogar Schachspiel-Algorithmen entwickelt.
Meiner Überzeugung nach war mit dem möglichen Einsatz von Maschinen zur Symbol-
manipulation der entscheidende Schritt zur Etablierung der Informatik getan
Und damit sind wir auf einen Entwicklungsstrang zu sprechen gekommen, der m.E.
besondere Aufmerksamkeit verdient: die Lochkartenmaschinen, die seit ihrem erfolgrei-
chen Einsatz bei der USA-Volkszählung 1890 durch Herman Hollerith (1860 - 1929)
großen Erfolg hatten. Weiterentwickelt wurden sie aufgrund von Forderungen der Wirt-
schaft: „... die alphabetische Ausstattung war eine direkte Antwort auf das Bedürfnis,
Namen, Adressen und alphabetische Beschreibungen auf den auszugebenden Listen zu
drucken; ...“ (Aspray [2])
Wenn ich auch diesem Zweig für die späteren Erfolge der Informatik eine hohe Bedeu-
tung beimesse, trug er m.E. sehr wenig zur Etablierung des Faches bei. Dies geschah
vielmehr durch die Pionierarbeiten in Darmstadt, Dresden, Göttingen und München, von
denen wir nur den Münchner Weg ganz kurz streifen können.  Bei ihm stehen die Konzep-
tion und der Bau der PERM am Anfang. Wir gehen darauf ein, weil die Münchner Arbeiten
nahtlos in eine starke Informatik mündeten, im Gegensatz zu denen in Darmstadt und
Göttingen.
Weitreichende Folgen hatte die Befolgung des „ersten Leitgedankens“ von Hans Piloty
[11]:
„Wir halten unsere Aufgabe angesichts des bereits hohen Standes der Technik für so
schwierig, daß sie die Zusammenarbeit eines mathematischen und eines elektrotechni-
schen Instituts [...] notwendig macht. Es ist mir eine besondere Freude gewesen, auch
meinen mathematischen Kollegen, Herrn Professor Sauer, für diesen Gedanken gewon-
nen zu haben [...]“.
Unter der Projektleitung von Robert Piloty wurde die PERM dann realisiert, wobei
H.O. Leilich für den Trommelspeicher, W.E. Proebster für das Rechenwerk und von seiten
der Mathematik F.L. Bauer und K. Samelson u.a. für die Programmierung in einem
umfassenden Sinne zuständig waren.
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Aus dieser Liste allein wird klar, welche Bedeutung die PERM-Entwicklung über das
Schaffen eines Rechners hinaus hatte.
Auf unserer Zeitskala sind wir jetzt in der zweiten Hälfte der 50er Jahre angekommen.
Von den Universitäten werden Wünsche nach Rechenanlagen insbesondere bei der DFG
vorgebracht. Dabei spielt auch die ZUSE KG mit der Maschine Z22 nochmals eine bedeu-
tende Rolle. An den Hochschulen bilden nun – vor allem diese – Rechner Kristallisa-
tionskeime für das sich entwickelnde Gebiet der Informatik.
3. Eigenarten des Faches
Jetzt war der Computer bekannt, und Anfang der 60er Jahre sind Computer in Industrie,
Wirtschaft und in der Wissenschaft in breiterem Einsatz, jedoch dauert es noch etwa 10
Jahre bis das Fach Informatik an mehreren Hochschulen vertreten ist.
Woran liegt das?
Genügt ein – wenn auch komplexes – technisches Gebilde zur Begründung einer Wis-
senschaft?
Betrachten wir dazu einmal Autos: Sie sind geradezu allgegenwärtig, sie beeinflussen
entscheidend die Wirtschaft, sie ersparen dem Menschen Zeit, sie sind (einigermaßen)
zuverlässig und sie sind, bezogen auf ihre Leistung, billig.
Es gibt aber keine Wissenschaft, die sich ausschließlich mit Autos beschäftigt, sondern
man widmet sich ihnen innerhalb des Maschinenbaus.
Worin liegt der Unterschied zum Computer?
In dem einführenden Informatik-Lehrbuch von Goldschlager/Lister [7] ist außer drei




die auch für Autos gelten, als viertes Merkmal
– die Fähigkeit zur Speicherung großer Informationsmengen
genannt. Zusätzlich erwähnt werden muß ihre
– Fähigkeit, (codierte) Algorithmen auszuführen
Um zu klären, warum ich diese letzten beiden Punkte insbesondere in ihrer Kombina-
tion für essentiell halte, will ich kurz auf den Begriff des „Algorithmus“ zu sprechen
kommen.
Zunächst einmal ist zu betonen, daß der Algorithmus nicht Neues ist, sondern in der
Mathematik seit den Griechen bekannt ist. Allerdings stand er nicht im Mittelpunkt der
Betrachtungen bis in der Grundlagenkrise der Mathematik im ersten Drittel des 20. Jahr-
hunderts die Notwendigkeit einer Präzisierung dieses Begriffes offensichtlich wurde.
In den 30er und 40er Jahren des 20. Jahrhunderts wurden mehrere Vorschläge dazu
gemacht, die sich alle als (beweisbar) äquivalent herausstellten und von denen der 1936
von A.M. Turing präsentierte der – gerade in Verbindung zu den erst später entwickelten





Es besteht inzwischen weitestgehend Einigkeit darüber, daß die Turingmaschine ein
adäquates Modell für den Begriff der Berechenbarkeit darstellt. Dies findet seinen Aus-
druck z.B. in der Church-Turing-These, die besagt, daß alles, was im intuitiven Sinne
berechenbar ist, auch mit einer Turingmaschine berechnet werden kann und umgekehrt.
Von besonderer Bedeutung für die Informatik war Turings Beweis der Existenz einer
sog. universellen Maschine.
Eine universelle Maschine kann alle (berechenbaren) Funktionen berechnen, wenn sie
als Eingabe nicht nur die Argumente erhält sondern auch eine Beschreibung des Pro-
gramms für eine zu berechnende Funktion. Sie kann – in heutiger Sprechweise – eine
beliebige Turingmaschine „simulieren“.
Folgerichtig bezeichnet man als Universalrechenautomaten einen Computer, der in der
Lage ist, einen beliebigen anderen Computer zu simulieren, d.h. dieselben Ergebnisse zu
erhalten wie dieser. John von Neumann, der die Turingsche Arbeit kannte, hat dies wohl als
erster explizit formuliert; er wies darauf hin, daß es keinen prinzipiellen Unterschied zwi-
schen Programm und Daten gibt.
4. Zum Einsatz von Computern
Unsere Diskussion über den Einsatz von Rechnern und ihr Einfluß auf unsere Gesell-
schaft sei mit einem Zitat eines Philosophen eröffnet. Max Bense schreibt 1955 [3]: „Nicht
die Erfindung der Atombombe ist das entscheidende technische Ereignis unserer Epoche,
sondern die Konstruktion der großen mathematischen Maschinen [...]. Diese Feststellung
begründet sich auf der Tatsache, daß die Technik mit ihnen einen neuen Aufgabenbereich,
fast möchte man sagen: einen neuen Sinn gewonnen hat.“
Nachdem wir die Herausbildung der Universal-Rechenautomaten und die Formalisierung
des Algorithmusbegriffes und ihre Beziehung zueinander skizziert haben, werden wir
aufzeigen, warum Computer in der Industrie, der Wirtschaft und der Wissenschaft einen
solch breiten Einsatz gefunden haben. Dabei ist hervorzuheben, daß die Verbreitung un-
gleich weniger durchgreifend gewesen wäre, wenn nicht zuerst durch die Transistorisierung
und dann durch die fortschreitende Miniaturisierung aus den geradezu monströsen Rech-
nern, bezogen auf Größe und Preis, fingernagelgroße und wenige hundert Mark teure
Prozessoren geworden wären.
Der Ausdruck „Universalrechenautomat“ ist nicht nur in der o.a. „technischen“ Bedeu-
tung gültig, sondern liefert zugleich einen Hinweis auf seine Einsatzmöglichkeiten: Am
ausführlichsten wollen wir darauf eingehen, welche Änderungen durch die Rechner in der
Wissenschaft bewirkt wurden, weil sie m.E. exemplarisch auch für die anderen Bereiche
sind. In der Wissenschaft, vor allem an den Universitäten, wurde der Rechner zunächst
seiner Bezeichnung entsprechend eingesetzt. „Der Bau der ERMETH hatte eine primär
instrumentelle Funktion: Es ging darum, das ‘programmgesteuerte Rechnen’ und mit ihm




                                                                                  71Seit wann gibt es Informatik?
Aiken [1] ist vor allem am Einsatz bei der Lösung physikalischer Probleme interessiert.
John von Neumann [17] sieht 1954, als er sich schon etwa zehn Jahre mit Rechnern und
ihren Anwendungen befaßt hatte, einen breiteren Einsatzbereich:
„Wie Sie wissen, ist der Zweck einer Rechenmaschine lediglich, eine menschliche Tä-
tigkeit, die man selbstverständlich auch ohne maschinelle Hilfe durchführen könnte, näm-
lich das Lösen von mathematischen Problemen durch Rechnen, zu beschleunigen [...]“.
Er deutet in den folgenden Passagen auf eine m.E. höchst bedeutsame Nutzung des
Rechners hin, nämlich Modelle zu bearbeiten, sowohl Modelle physischer Strukturen oder
Prozesse, wirtschaftlicher Abläufe oder abstrakt gegebener Systeme. Mein früh verstorbe-
ner Kollege V. Cherniavsky identifizierte gar die Informatik mit „interpretierbarer Model-
lierung“.
Ein anderer, für die Durchsetzung der Rechner entscheidender Punkt ist der des „Hof-
fähigmachens“ numerischer Lösungen – im Gegensatz zu „geschlossenen Lösungen“ der
(vormaschinellen) Mathematik.
Auch dieser Aspekt wird in dem Vortrag John von Neumanns angesprochen, allerdings
drückt er sich vorsichtig aus.
Aber es wurden nicht „nur“ numerische Lösungen akzeptiert in Fällen, in denen analy-
tische nicht erreichbar waren, sondern auch Probleme wurden mit exakten Methoden
behandelbar, z.B. im Zusammenhang mit Matrizen, an deren Lösung in der vor-maschinel-
len Zeit ihrer schieren Größe wegen nicht zu denken war – natürlich trug auch das rapide
steigende Speichervolumen dazu bei. So sind z.B. Gleichungssysteme (sogar nichtlineare)
mit mehreren Millionen von Unbekannten, wie sie z.B. im Maschinenbau bei Finite-Ele-
ment-Methoden auftreten, lösbar geworden.
Noch ein anderer wichtiger Punkt wurde durch von Neumann angesprochen:
„Nun gibt es Fälle, wo man durch Linearisierung recht viel verliert. In diesen Fällen
wird man jetzt, wo man nunmehr auch einfach direkt ‘durchrechnen’ kann, nicht mehr
linearisieren.“
Zusammengefaßt: Die Verfügbarkeit von Rechnern führte zu grundlegenden Änderun-
gen in der Methodik der Angewandten Mathematik und hatte z.B. den Einsatz von Monte-
Carlo-Methoden und von probabilistischen Algorithmen zur Folge.
Die Nutzung von Rechenanlagen in der Wirtschaft ergab sich fast zwangsläufig: Große
und mittlere Unternehmen waren an den Einsatz von Lochkartenmaschinen gewöhnt, und
so verlangten die größeren Möglichkeiten, die sich durch ihren Anschluß an Rechen-
automaten boten, kein entscheidendes Umdenken. Zunächst stand die Automatisierung der
Buchhaltung, der Lohnabrechnung und dann des gesamten Bestell- und Rechnungswesens
an, wobei ein zentraler Rechner das Herz bildete. Neben dieser geradezu konsequenten
Übernahme von Geschäftsabläufen in Computer, werden sie auch für neuartige Aufgaben
eingesetzt, von denen hier nur exemplarisch ein „Elektronisches Auskunftssystem über die
Verfügbarkeit von Passagierplätzen im Luftverkehr“ genannt sei, übrigens der Titel eines





Die Einbeziehung von Methoden des Operations Research und der Prozeßautomatisie-
rung führte und führt zu immer mächtigeren Systemen, wobei auch solche zu nennen sind,
die zur Neuentwicklung höchst komplexer technischer Produkte durch vernetzte, global
positionierte Teams beitragen.
Hinter dem Begriff der „Prozeßautomatisierung“ steckt ebenfalls eine ungeheuer er-
folgreiche Entwicklung, bei der der Rechnereinsatz das integrative Element zwischen Elektro-
technik, Maschinenbau und Informatik darstellt.
Rechner, insbesondere in ihrer geringfügig modifizierten Form als Prozeßrechner, erlaub-
ten vor allem durch ihre Geschwindigkeit, ihr Speichervolumen und die Fähigkeit nicht-
linear zu regeln, einen wesentlichen Sprung. Sie werden zur Steuerung und Regelung von
Produktionsabläufen, in praktisch allen Bereichen eingesetzt. Mit der Fähigkeit der Com-
puter zur Bildverarbeitung und Mustererkennung erweiterten sich die Nutzungsfelder,
wobei vor allem auch im militärischen Bereich naheliegende Anwendungen zu finden sind.
Dort machte man von Spezialrechnern, wie z.B. dem Colossus in England, frühzeitig
Gebrauch beim „Knacken“ von verschlüsselten Nachrichten und generell beim Chiffrieren
und Dechiffrieren, wie überhaupt die moderne Kryptologie ohne Rechner nicht denkbar
ist.
Weniger spektakulär, aber von größerem Einfluß auf unser tägliches Leben sind die
Rechner in den sog. „eingebetteten Systemen“. In Haushalts- und Bürogeräten, in der
Unterhaltungselektronik, in Geräten zur Unterstützung bei Behinderungen oder auch in
Autos sind eine große Zahl von Rechnern vorhanden, ohne daß wir sie zu Gesicht bekämen
oder sie sonst bewußt wahrnehmen könnten.
5. Charakteristika von Computern
Die Andeutungen des vorigen Abschnittes sollten ausreichen, um klar gemacht zu ha-
ben, daß die zu Beginn geschilderten Entwicklungsstränge im Computer zusammenlaufen.
Stellen wir kurz die verschiedenen Fähigkeiten von Computern und die daraus resultie-
renden Anwendungsmöglichkeiten zusammen:
Der Computer ist
– eine symbolverarbeitende Maschine und läßt sich damit z.B. zu Buchhaltungszwecken
als Auskunftssystem, zur Programmübersetzung und zu linguistischen Untersuchun-
gen einsetzen
– eine Rechenmaschine, die dank ihrer Geschwindigkeit und ihres Speichervolumens
die Möglichkeiten zur Modellierung und damit Beherrschbarkeit komplexer Syste-
me ungeheuer erweitern half
– eine logische Maschine, die (in noch bescheidenem Umfang) Beweise finden kann
und in Interaktion mit dem Menschen diesen Vorgang unterstützt
– ein Automat, der versehen mit Sensoren und Aktuatoren, z.B. autonom (als Roboter)
handeln kann und mit dem Menschen über Sprachein- und -ausgabe kommuniziert
– ein Medium als Teil des Internet.
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6. Verschiedene Auffassungen vom Fach
In diesem Abschnitt wollen wir – aus Zeitgründen sehr verkürzt – auf unsere Ausgangs-
frage zurückkommen. Ich versuchte meine Auffassung von der Wichtigkeit des Computers
für die Informatik dadurch zu erklären, daß ich u.a. auf die Auswirkungen, die seine
Verbreitung mit sich brachte, ausführlich einging. Diese Sicht wird aber nicht allgemein
geteilt. Es wird Sie sicherlich nicht wundern, daß der Begriff „Informatik“ im Verlauf der
letzten dreißig Jahre beachtliche Wandlungen erfuhr, wie unschwer an den Inhalten der
Informatik-Curricula deutscher Universitäten zu erkennen ist. Ich will einige Zitate anfüh-
ren, die Ihnen einen Eindruck von der Spannweite der Auffassungen vermitteln sollen.
Wenn ich auch auf der herausragenden Bedeutung des Computers für die Informatik insi-
stiere, möchte ich die Informatik doch breiter verstanden wissen als dies Rechenberg [14] tut:
„Die Informatik ist auf das engste mit dem Computer [...] verknüpft. Solange es keine
Computer gab, gab es auch keine Informatik, und manchmal wird die Informatik sogar als
die Wissenschaft vom Computer definiert.“
Goos [8] geht deutlich weiter:
„Wir sehen heute die wesentlichen Aufgaben der Informatik in der Analyse, dem Ent-
wurf und der Realisierung komplexer, diskreter Systeme sowie in der Anpassung solcher
Systeme an gegebene Einsatzbedingungen.“
Im folgenden Zitat (Wilhelm [18]) wird zunächst eine lange Zeit weit verbreitete Sicht
genannt, dann aber auf die Beherrschung komplexer Prozesse verwiesen:
„Üblicherweise bezeichnet man als Informatik die Wissenschaft von der systemati-
schen Darstellung, Erkennung, Verarbeitung, Speicherung und Übertragung von Infor-
mation unter besonderer Berücksichtigung ihrer Verarbeitung in digitalen Rechnersystemen
[...]. Ihre besondere Bedeutung liegt [...] in der Entwicklung und Bereitstellung von Metho-
den zur Beherrschung und effizienten Nutzung hochkomplexer Prozesse und Strukturen.“
Die geradezu enthusiastische Auffassung von Hartmanis [10] beschließe meine Zitaten-
sammlung:
„Computer science differs so basically from the other sciences that it has to be viewed
as a new species among the sciences [...]. Computer science deals with information, its
creation and processing, and with the systems that perform it [...]. Thus computer science
is laying the foundations and developing the [...] scientific methods for the exploration of
the world of information and intellectual processes that are not directly governed by physical
laws. This is what sets it apart from the other sciences [...].
[...] we can say that computer science is the engineering of mathematics (or mathematical
processes). In these terms we see very strongly that it is a new form of engineering.
I am deeply convinced that we should not try to draw a sharp line between computer
science and engineering and that any attempt to separate them is counterproductive.“
Dieser Einschätzung von Hartmanis stimme ich rückhaltlos zu (und vertrete sie auch
nicht erst seit heute (s. z.B. Vollmar [16]). Eine Abgrenzung zu den „Elternwissenschaf-
ten“ der Informatik, wozu Mathematik, Elektrotechnik und Physik zählen, mag während
der Identitätsfindung einer Wissenschaft und eines Faches während einer gewissen Zeit




Ebenfalls teile ich die Auffassung von Williams [19], der sinngemäß sagt, daß man fast
jedes Ereignis, ordnet man ihm nur genügend Attribute zu, zu einem „ersten“ (seiner Art)
deklarieren kann. Deshalb muß ich konsequenterweise Ihnen die Beantwortung meiner
Titelfrage überlassen.
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DOMINIQUE BORRIONE, Grenoble, France
On the Development of Hardware Description Languages
I. Introduction and Essential Concepts
Hardware description languages (HDL’s) were invented in the late sixties as a means to
describe, document, and communicate the description of digital system designs. And initially
there was not necessarily an implementation. For example, the PMS and ISP languages
were invented by Bell and Newell as the support for the description of computer architectures,
in their famous book [BN71].
Soon thereafter, compilers were written, and hardware description languages were used
as input to automatic design software:
– simulators have made it possible to consider HDL models as virtual prototypes for
the verification and the performance evaluation of designs,
– hardware descriptions written in HDL’s were used for macro-code generation,
automatic synthesis (initially the selection of IC’s, placement and routing on-board),
test pattern generation and design-rule checking
The first hardware description languages inherited notions and syntax from the
programming languages of the sixties. The way of writing identifiers and declarations, the
distinction between formal and actual parameters of functions and procedures came from
PL1 and Algol. Operators taking as arguments vectors and arrays came from APL. Yet,
some significant differences distinguish hardware description languages from programming
languages, among which some of the most obvious ones are:
–  successive statements are sequential in programming, they are concurrent in HDL’s,
– wires and registers are distinct value holders in HDL’s while there is a single notion
of variable in programming,
– the reference to past values of carriers is a systematic capability of many HDL’s, this
notion is unknown in programming,
– the notion of the rising edge and falling edge of a signal which means an event with
no duration has been invented in HDL’s,
– HDL’s often provide an explicit sequencing control model: automata, Petri nets, …
Figure 1 shows the example of a combinational comparator written in VHDL. The
circuit takes two 32-bit inputs A and B, and two 1-bit outputs AGRB and ALTB, which
provide the comparison result according to the following conventions:
AGRB = 1 if a > b, AGRB= 0 and ALTB = 0 if a = b,
ALTB = 1 if a < b, AGRB = 1 and ALTB = 1 is impossible.
* Invited presentation at the Colloquium of the Braunschweigische Wissenschaftliche Ge-




The VHDL description of the 32-bit comparator is divided in two parts : (1) the first
part, called  e n t i t y , describes the input-output interface of the circuit; (2) the second part,
called a r c h i t e c t u r e , is the description of the inside of the box. A r c h i t e c t u r e  and
e n t i t y  in pair constitute a component. Thus, the architecture called S P E C  is one possible
implementation for the comparator, whose input output interface is given by entity
COMPARE. The architecture itself is described in dataflow style: each output (AGRB and
ALTB) is concurrently assigned with a conditional expression which gives its value,
according to the comparison of the bit-vectors A and B.
Figure 2 gives a behavioral description of the comparator, again in VHDL. Within a
process, an algorithm describes the behavior specified above. It is written in a kind of
programming language, in the sense that inside the process the statements are sequential.
However, the figure displays a characteristic of hardware description: the process is triggered
by each change of value of either A or B and executed. In other words, the process is
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A possible implementation of the comparator is shown on Figure 3. It is given as a
structural decomposition in terms of 32 1-bit comparison cells, the result of each cell being
propagated as input to the next one. This structural architecture is described in VHDL by
the text of Figure 3-b where the cell is declared as a component with four 1-bit inputs and
two 1-bit outputs, and the repetitive interconnection of cells is shown in the generate loop
which is in fact a macro-generation statement.
Finally the basic cell can further be composed in terms of a gate network using the usual
logic gates as shown on Figure 4. As a result, the overall architecture is a two-level
hierarchy with gates as most elementary components.
Figures 1 to 4, exhibit some of the basic concepts of hardware description languages:
– The notion of an interface which is shared between the component and its
environment, and constitutes the only visibility and communication between the
inside of the component its environment.
– The notion of multiple descriptions of the inside of the component with respect to its
interface.
– The distinction between structural, dataflow and behavioral description.
All these concepts have been systematically defined and identified in the syntax of the







II. A brief history of HDL’s
The historical development of hardware description languages is now recalled. The first
period between 1966 and 1973 saw the discovery of the essential concepts for isolated
design levels: the gate network level, the register transfer level and the micro-program level
(then called the procedure level). The precursors in the USA have been LOTIS, CDL,
DDL, AHPL, LOGAL, PMS, ISP, SDL, ALERT, LALSD [CHDL74, CDD92]; and in
Europe: RTS1[Pi69], CASSANDRE[ME73]. The semantics of these hardware description
languages were given in words, in terms of equivalent circuits or equivalent gates, and the
timing aspects using chronograms.
From 1973 to 1978, primitives common to more than one design level were identified.
The temporal and memory properties of various kinds of carriers were distinguished from
their value types. The semantics of the languages were given in terms of their simulation.
Among the languages that displayed new features : HILO[FMS75] was based on a large
number of primitive functions, DIGITEST2[Ra75] had a control graph, CSL had a large
number of primitive carrier types, ERES [BKS74] and RTS3[Pi75] had both a functional
and a network structure, LASCAR[Bo75] introduced the abstraction from the bit data
type.
During the period 1976-1985, languages became multi-level[ Ha93, MN93, Ra93,
MMR98]; it became evident that a single language could not alone serve all designers and
all purposes, and extension mechanisms were added to the language primitives. It became
obvious as well that a standardization of the ways of writing and understanding hardware
descriptions was necessary. The first standardization effort was started in 1973, producing
the CONLAN report [PBB83], leading the way to what became VHDL.
Between 1985 and 1995, two languages, VHDL[Ie87,Ie93] and Verilog[Ie95], were
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These languages became bigger and bigger with the development of mixed mode analog
and digital languages and simulators[BL87]. Object orientation was added to the previous
primitives and there was a come-back of graphical for well-known structural and control
concepts.
The current period, started in 1993, has seen the widespread use of the two standards,
with analog extensions (VHDL-AMS, Verilog-A). Both languages have become so large
and so simulation-oriented that many primitive statements have no hardware semantics.
Working groups were formed to define synthesizable sub-sets and synthesis-oriented
libraries to provide standardized restrictions acceptable to automatic synthesis tools[Ie99].
On the other side, these languages now provide a link to other paradigms: software modules
for hardware-software co-design, externally defined environment behaviors for system-
on-chip design. Fast simulation and rapid prototyping are the key requirements for many
current designers.
III. From a Babel Tower to a Consensus Language
When the first International Workshop on Computer Description Languages was
organized at Rutgers, N.J., USA in 1973, over twenty HDL’s were in existence. Each year
thereafter, several more have been published, most of which added little conceptual progress
to the state of the art. Jack Lipovski, in a famous article [Li77], compared the HDL
community to a Tower of Babel, saying: „Languages for describing hardware have existed
since von Neumann described his computer architecture... One of the key problems in the
proliferation of rather ineffectual hardware languages has been the success of simulation
as a design or analysis tool. Anyone who writes a simulator feels entitled to design his own
language... Everyone is talking a different language and nobody is listening...“
He created and chaired the “Conference on Digital Hardware Languages”, a committee
of 60 scientists who aimed to develop a common syntax and set of conventions for the
various levels and description tasks, resulting in a “CONsensus LANguage” (Conlan) to
express the essential concepts needed for describing digital designs. The original intention
was to divide this unified notation into sublanguages, to keep it learnable.
During the first two years of activity between 1973 and 1975, the committee of 60
regularly exchanged memos and ballots by post, to make proposals and vote on the scope,
objectives and constructs that were to be included in the consensus language. After two
years it was obvious that a more restricted group was needed to finalize the effective
definition of the language.
The Conlan working group was formed at the end of 1975, consisting of Robert Piloty
(chairman), Yaohan Chu soon replaced by Mario Barbacci, Dominique Borrione, Donald
Dietmeyer, Fredrick Hill and Patrick Skelly.
In the absence of international networks, the working group could only communicate by
post and during one or two face to face meetings a year. It took the working group until
1981 to arrive at a format and a semantic definition that could be published. The Conlan




All the members of the working group were the author of one previous language or had
been closely related to the implementation of one such language. It was not easy to find,
even among six persons, a common agreement. The real step forward was obtained when
Professor Robert Piloty made the proposal to forget about all the constructs and operators
voted by the 60 members of the conference, and also forget about the individual languages
developed by the working group members. The group had to start from a scratch. Robert
Piloty gave the impulse at the third meeting, where he brought a memo proposing: (1) a
minimum set of basic principles and (2) a constructive method to define the language from
a set of primitive notions which are in essence mathematical set theory. It then took several
years to the group to finalize a clean construction, taking this initial idea as starting point.
The innovative idea of the Conlan working group was to define not just a hardware description
language, but rather a formal method allowing to define a family of related yet simple hardware
description languages. Thus Conlan is having not one but two populations of users:
– the language designers have access to all the concepts and notations defined in Conlan,
– the hardware designers have access to only those primitives which are
useful for describing the structure and the behavior of digital systems.
In the following, the courrier font is used for Conlan keywords and predefined identifiers;
those ending with character “@” are reserved for language definition.
IV. Base Conlan
The common core language from which all the other languages are defined is called
Base Conlan (BCL). The main language primitives to describe hardware are now briefly
discussed :
– The DESCRIPTION defines the model of a circuit, or a part thereof; one or more
instances of a DESCRIPTION can be embedded in an enclosing DESCRIPTION.
– Two constructs are invoked to model behavior: the FUNCTION which returns a
value, and the ACTIVITY which modifies one or more parameters (analogous to a
procedure, but built with concurrent statements). Operators used in expressions are
functions, while the various kinds of assignment are activities.
– A set of primitive statements is provided for repetitive and conditional computations.
In particular, there is a uniform syntax for writing conditional statements and
expressions (contrary to Verilog or VHDL, see figure 5)
– All objects used in a description must be declared. A TYPE defines a domain of
objects, and operations on these objects. A CLASS is a set of types. Two classes are
of particular interest: the VALUES and the CARRIERS (value holders).
An additional set of primitives is restricted to the derivation of languages from existing
ones, with inheritance, extension and hiding mechanisms.
– The definition of a new TYPE or CLASS may be parameterized with types and
classes. It is defined from an existing type, and may carry one, several, or all operations
from the parent type. It may also define new operations, and extend the syntax to call
these operations with infix operators. Operators may be overloaded.
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– The language designer may define new grammar rules, or assign new meanings to
existing ones.
– Additionally, to specify extensions to the dynamic semantics, operation definitions
characterized as INTERPRETER@, are invoked at the end of each computation
cycle over the model. This is specially useful to define the memory properties of new
carrier types.
Each member language of the Conlan family inherits from BCL facilities to describe the
structure and the behavior of hardware, and inherits all or selected data types and operations.
IV . 1. Formal language definition principles
In order to test the extension mechanisms, the Conlan working group defined Base
Conlan formally, in terms of a more primitive level called Primitive Set Conlan (PSCL),
using only the semantic and syntactic extension mechanisms discussed above. Figure 6
shows the type derivation of BCL from the primitive types of PSCL.
In PSCL, the only available types are:
– the set of all possible values, called the universe of objects: type u n i v @,
– the set of integers, with the usual comparison and arithmetic operators: type i n t ,
– the sequences of characters of arbitrary length, type s t r i n g ,
– the Booleans, with the usual comparison and logical operators: type b o o l ,
– the sequences of objects of any type (possibly mixed): type t u p l e @,
– the primitive container, parameterized by the type of its value, called the cell: type
c e l l @.
In addition, PSCL contains one class: the set of all possible types, denoted any@.
Subtypes and extended types are defined from these primitive concepts (Figure 6),
using the type, function and procedure definition mechanisms of Conlan. The main types
of BCL are:
– The positive integers, the natural integers and the interval between two bounds are
subtypes of i n t .




– The structured data types are formally defined from the notion of tuple: arrays together
with their dimension and indexing mechanisms, and records together with their
fields.
– With another set of definitions, the notion of computation step and time signals,
which correspond to the sequence of values of a signal along computation cycles and
real simulated time, are also defined from t u p l e @.
– Finally, from the primitive cell, the basic generic carrier types are derived: t e r m i n a l
(representing wires), v a r i a b l e  (equivalent to the VHDL signal), and r t -
v a r i a b l e  (modeling the elementary master-slave flip-flop). Their definitions include
the specification of their memory properties.
Figure 7 illustrates a simple type definition. The domain of type o c t a l  is a subset of int
defined by its characteristic property: it is the set of i n t  elements between 0 and 7. The
comparison functions e q u a l ,  n o t e q u a l  are carried from type  i n t , but no other
arithmetic operator coming from  i n t  is made available. Function  p l u s  is redefined. Its
result is computed in terms of the + and MOD operators from i n t : type cast between the
parent type and the type being defined is specified using the conversion functions n e w
and o l d . Statement FORMAT@ introduces syntactic and semantic extensions. In this
Figure 7: Example Type Definition
Figure 6: BCL type derivations
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example, a new meaning is given to non-terminal e x p r e s s i o n - 5 . 2  (which, in the
syntax, expands into an infix call to operator +); the effect is to overload + to also mean a
call to function p l u s  on o c t a l  parameters.
This example shows that a new type is defined from a parent type, but need be neither
a strict extension nor a restriction of the parent type.
IV . 2. Conlan model of computation
A Conlan description is based on a synchronous data flow model of computation. Time
is divided into units, and all delays in the description are integer multiples of that unit. The
interpretation algorithm maintains two global counters: a time counter t@ and a computation
step counter s@. As shown on Figure 8, the values held in the carriers of a circuit model are
two dimensional sequences of values, called signals in Conlan: each time interval is divided
into a sequence of computation steps, of varying number from time interval to time interval.
Computation steps are added until the model is stable, i.e. all carriers have identical values
in the last two steps.
A computation step consists in executing all concurrent activities in a description. These
activities come down to the (possibly conditional) assignment of the next step value of the
carriers, as a function of the current step values and past time values of one or more  arriers.
Next values <- F(Current values, Past values)
Conceptually, for each time interval, there are as many values in a signal as computation
steps. In practice, for a time interval, only the previous step value of a signal is accessible
to compute the current step value of this and other signals; step values anterior to the
previous one are no longer accessible, and can be removed. Likewise, only the last step
value, the stable one, characterizes the value of a signal at a past time interval. Thus, at the
end of each computation step, all signals are shrunk, and only one step value is kept.
Conlan has the concept of a INTERPRETER@ FUNCTION or ACTIVITY. It is the
definition, in a type, of an operation executed under the control of the simulator. In particular,
each carrier type definition embeds an INTERPRETER@ ACTIVITY that defines, in
algorithmic form, the actions taken at the end of a computation step, characterizing the
temporal behavior of the carrier type. For instance, if not assigned during the step, the
carrier may get as step value:
– its previous time interval value (memory over time intervals), type r t - v a r i a b l e
– its previous step value (memory from step to step), type v a r i a b l e
– or a default value (no memory), type t e r m i n a l .
Thus, BCL is given operational semantics, defined in the language by an abstract simu-
lator.
At the most primitive level, elementary operational semantics of the basic PSCL statements





IV . 3. BCL as a hardware description language
BCL is not only the basic language layer from which all other languages of the Conlan
family are derived, it is a proper HDL in itself. The reader will get a flavor of what writing
in BCL looks like, on a famous example: the control algorithm for a drink dispenser
machine. A drink costs 35 cents of the U.S.A. dollar. We assume that the machine has a
single coin slot, and that the coin recognition mechanism and clock cycle are extremely fast
compared to the coin inter-arrival time, so that at most one coin is present and not yet
processed. If more than 35 cents has been received, the machine gives some change back,
one coin of each kind (dime, nickel) at a time.
Figure 9a shows the interface of the circuit. Each of the three Boolean inputs is set to 1
when a corresponding coin has arrived; at most one of them is 1. Two Boolean outputs
correspond to the return of change, and the third output commands the drink delivery.
Figure 9b gives the state transition diagram of the circuit, modeled as a finite state machine
(FSM). Starting from the initial state i d l e ,  each coin leads to the state that tells the
accumulation of money received so far. The arrows are labeled with the input that caused the
state transition, possibly followed by the outputs positioned as a result, if any (“/” separates
inputs and outputs, “D” abbreviates DRINK). By default, no transition is taken.
Figure 9c gives excerpts of the behavioral description of figure 9b, written in BCL (for
reasons of space, some of the states, which are very similar to the ones fully spelled out, are
omitted). REFLAN announces the reference language used, here bcl. DESCRIPTION
d r i n k m a c h i n e  is followed by the declaration of the interface elements, here of type
Boolean r t _ v a r i a b l e  with default value 0. The use of r t _ v a r i a b l e  for interface
and the internal carrier f s m _ s t a t e  ensures that the model state changes at most once
per time unit. TYPE s t a t e _ n a m e  defines mnemonics for the FSM states as an
enumerated data type, and carries all operators, namely equal and not equal, from the parent
type, which in this case is u n i v @.
Figure 8: Signal: history of values
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The body of the description is synchronized by the rising edge of the clock, which is
expressed by the enclosing IF statement. The condition ~ c l k % 1  &  c l k  reads: “not clk
delayed one unit of time and clk”, and therefore means “rising edge of clk”. The CASE
statement enclosed in the IF describes the control automaton, f s m _ s t a t e  holds the
current state. For each possible value of f s m _ s t a t e , the next value of f s m _ s t a t e
and of the outputs is computed as a function of the inputs. All the assignments executed for
any alternative value of f s m _ s t a t e  are concurrent (they are separated by commas).
Figure 9a: Circuit interface




IV . 4. Conlan implementation
Two projects have implemented the concepts of Conlan (see Figure 10).
The EEC-funded multinational CASCADE project was one of the very first attempts to
integrate, in a single language framework, the analog and discrete simulation paradigms
[BH83, Me83]. The language definition, the compiler and mixed mode simulator
implementation were performed at the University of Grenoble (France), in cooperation  with
Politecnico di Torino (Italy), under the coordination of Jean Mermet. Three discrete description
levels and one constraint specification language were formally derived from BCL:
- CASSANDRE, the logic and bit-vector RTL
- LASCAR, the arithmetic and microprogram level
Figure 9c: Drink Dispenser behavioral description in BCL
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- LASSO, the behavioral level
- TPDL, a “temporal profile description language” for the description of temporal
properties [CCC85]
The CONLAN Implementation project, carried out at the Technical University of Darm-
stadt under the direction of Robert Piloty, has been the only effort to realize the full BCL-
based description and language definition mechanisms. The project resulted into:
– REGLAN, a HDL formally derived from BCL [MS89, Pi93]
– a compiler front-end generator, including all the language and syntax extension
primitives [DLM89]
– IREEN: a language-independent intermediate format [PW88]
– a back-end compiler
– a discrete simulator
– a design data-base system
The REGLAN language and simulation system have been used in Darmstadt to support
practical classes on digital systems design. The language extension capabilities have also
been used in performing research on HDL-based formal verification, both in Darmstadt
where the SMAX language was defined for logic-level reasoning[Ev86], and in Marseille
where theorem proving from LASCAR was investigated.
IV . 5. The influence of Conlan on VHDL
The essential principles of Conlan were already published when the VHDL project was
started, and they were presented at the IDA workshop that defined the requirements for




VHDL, in the summer of 1981. The syntactic flavor of the two languages is very different,
Conlan being Pascal-like, while VHDL is based on ADA. VHDL has benefited from
significant advances brought by the ADA language, among which the most innovative in
the domain of HDL’s are:
– the separation between interface and body in descriptions and packages, and the
associated concept of configuration (the constitution of a component as an entity-
architecture pair);
– the existence of sequential statements to write algorithmic processes.
Yet, the influence of Conlan is manifest in four semantic features[BPH92, BP93]:
– The two-level model of time, that clearly distinguishes time and computation cycle,
is one of the main innovative concepts of Conlan. It has been taken over in VHDL.
– The notion of generic parameter to an entity, that allows to define a family of closely
related models, and the static binding of generic parameters at the point of component
instantiation, come from generic descriptions in Conlan.
– The type definition of VHDL is a restricted version of the Conlan one. VHDL has a
more simple function and operator overloading capability, and no true syntax extension.
However, the subtype definition is identical.
– Conlan was the first HDL to introduce an assertion statement, associated either to the
interface of descriptions and/or function parameters to check their proper usage by
the enclosing environment, or concurrently evaluated with the description statements
to observe the design behavior. VHDL took over this idea, adding the ability to issue
a user-defined message upon assertion violation.
V. Conclusion
Looking back at the history of Hardware Description Languages, Robert Piloty played
a very significant role in the elaboration of concepts and in the structuring of the community
of researchers in this area, at the international level.
The most renowned scientific event has been the Conference on “Computer Hardware
Description Languages and their applications”, called “CHDL”[ CHDL74-93]. The first
four venues were organized under the auspices of IEEE and ACM: New Brunswick (New
Jersey, USA, 1973), Darmstadt (Germany, 1974), New York City (USA, 1975), Palo Alto
(California, USA, 1979). It is worth noticing that Robert Piloty organized and chaired the
second conference, the only one of the four which took place outside of the USA.
Extremely active in the International Federation for Information Processing (IFIP),
Robert Piloty was a founding member and the German representative in the IFIP Technical
Committee number 10 on Computer Hardware in 1976 (now renamed Computer Systems
Technology); in 1980, he formed the working group 10.2 on “Digital Hardware Description
and Design Tools”, of which he was the first chairman. After its creation, IFIP WG10.2
sponsored and organized the following “CHDL” conferences as a bi-annual event,
successively in Kaiserslautern (Germany, 1981), Pittsburgh (USA, 1983), Tokyo (Japan,
1985), Amsterdam (The Netherlands, 1987), Washington D.C. (USA, 1989), Marseille
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(France, 1991), Ottawa (Canada, 1993), Chiba (Japan, 1995), Toledo (Spain, 1997). What
should have been the 14 th venue in 1999 was cancelled for lack of submitted contributions:
HDL’s had long ceased to be a research topic, and the “CHDL” Conference was more and
more dedicated to design tools and formal methods, which its title did not show. In parallel,
a more application oriented “Asia-Pacific CHDL” Conference had been formed under the
auspices of the same IFIP WG10.2, with meetings in Brisbane (Australia,1993), Toyobashi
(Japan, 1994), Bangalore (India, 1996), Taipeh (Taiwan, 1997), Seoul (Korea, 1998),
Beijing (China, 2000). In Europe, the “Forum on Design Languages” has been formed in
1998 as a yearly event in September, focusing on standardization efforts, user experience
and tools; meetings were held in Lausanne (Switzerland), Lyon (France) and Tübingen
(Germany).
With the standardization of VHDL and Verilog, the availability of efficient synthesis
software starting from register transfer level descriptions, and the need for fast simulation,
the interest of the scientists shifted away from Hardware Description Languages. HDL’s
can be considered a mature technology. Hot topics in research include all technological aids
to face the challenges of an ever increasing design speed, and short life time of the product.
A drastic reduction in design time requires to automate more tasks at higher levels. The real
challenges of today are named verification, built-in fabrication test, fault immunity, reduction
of power consumption, ...
The design of processor-like numeric circuits is now concentrated in few industrial
sites. Data processing is no longer the main issue, but rather system on a chip is getting
more attention. The consequence is a focus on the heterogeneous aspects of a system:
mixing hardware and software, analog and digital, batteries, micro-electro-mechanical
sensors and actuators. Given the variety of the needed modeling paradigms, no single
language can meaningfully encompass them all while remaining tractable. System-level
specification and design must be expressed in terms of the communication and the
synchronization between heterogeneous sub-systems, each described in the most appropriate
formalism. What is missing is a sound semantic definition for such communication.
Strangely enough, the “system-on-a-chip” design teams are faced again with a new “Tower
of Babel” but this time at system level. Multi-language simulation systems are weak in the
semantic definition of inter-language communications, and do not seriously guarantee that
what you implement will perform as what you simulate. Many system-level formalisms are
proposed: UML, Rosetta, Esterel, SDL, CSP … the list is far from exhaustive. Back to the
situation of the mid-seventies, we need a new CONsensus System Description effort, to
identify and formally define the basics of communication between semantic paradigms, and
provide sound construction mechanisms for complex notions from simple ones.
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Bild- und Toncodierung für die
Multimedia-Kommunikation
1. Einleitung
Das weltweite Internet ermöglicht in Zukunft nicht nur die Übertragung von Sprache,
Texten und Textbildern, sondern auch von Bewegtbildern, Musik und sogar dreidimensio-
nalen Informationen virtueller Objekte. Die elektrischen analogen Signale dieser Multime-
dia-Information müssen dazu in eine digitale Darstellung gewandelt werden.
Bild 1 veranschaulicht den Vorgang der Digitalisierung eines analogen zeitveränderlichen
Signals. Das analoge Signale einer Nachricht wird dazu in äquidistanten Zeitabschnitten
abgetastet. Die Amplitude eines jeden Abtastwertes entspricht der Lautstärke bei einem
Sprachsignal bzw. Helligkeit eines Bildpunktes beim Fernsehsignal. Die Amplitude wird
in Stufen quantisiert und jeder Stufe eine Dualzahl zugeordnet. Die Ziffern der Dualzahlen
werden durch Binärsymbole 1 und 0 codiert. Verschiedene Nachrichtensignale können auf
diese Weise in eine Folge von Binärsymbolen (bit) umgewandelt und aus dieser Folge auch
wieder zurückgewonnen werden. Diese digitale Darstellungsform einer Nachricht wird als
Pulscodemodulation (PCM) bezeichnet.
* Vortrag gehalten beim Kolloquium anläßlich der Jahresversammlung der Braunschweigischen
Wissenschaftlichen Gesellschaft am 18. Mai 2001.
Bild 1: Quantisierung und Codierung von Signalen mit PCM
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
96 Hans Georg Musmann
Der besondere Vorzug der digitalen Darstellungsform liegt zum einen in der größeren
erreichbaren Genauigkeit der Signaldarstellung und der damit verbundenen höheren Ton-
und Bildqualität, wie sie beispielsweise von der Compact Disc her bekannt ist. Zum ande-
ren erlaubt die binäre Darstellungsform, dass in Zukunft alle Nachrichtensignale über ein
und dasselbe Nachrichtennetz übertragen und ein derartiges Netz somit für die Multime-
dia-Kommunikation verwendet werden kann.
Ein Problem bilden dabei Bewegtbildsignale wie das Fernsehsignal, da sie eine relativ
große Übertragungsbitrate benötigen.Vergleichsweise erfordert die Übertragung eines
Videosignals in TV-Auflösung mit 166 Mbit/s die Übertragungsrate von etwa 2500 Fern-
sprechsignalen von je 64 kbit/s und damit entsprechend hohe Übertragungskosten.
Für eine breite Anwendung der Multimedia-Kommunikation mussten daher zunächst
effiziente Verfahren der datenreduzierenden Bild- und Toncodierung entwickelt werden. In
den vergangenen Jahren wurden die ersten Codierungsverfahren von der International
Standardization Organization (ISO) standardisiert.
Nachfolgend werden die Konzepte der standardisierten Audio- und Videocodierungen
und die daraus hervorgegangenen neuen Kommunikationsdienste und Anwendungen kurz
beschrieben. Abschließend wird ein Ausblick auf die laufenden Forschungsarbeiten und
deren Anwendungen gegeben.
2. Audio-Codierung
Bild 2 zeigt die PCM-Formate einiger Ton- und Sprachsignale
Die digitale Darstellung eines stereophonen Audiosignals im Studioformat erfordert
eine Abtastfrequenz von 48 kHz und eine gleichförmige Quantisierung entsprechend 16 bit
pro Abtastwert [1]. Daraus resultiert eine Datenrate von 768 kbit/s für ein Monosignal und
entsprechend 2 × 768 kbit/s, also etwa 1,5 Mbit/s für ein Stereosignal. Aufgrund der etwas
Bild 2: PCM-Formate für Ton- und Sprachsignale
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geringeren Abtastfrequenz von 44,1 kHz ergibt sich für das Stereosignal einer Compact
Disc eine Datenrate von 2 × 706 kbit/s, also etwa 1,4 Mbit/s.
Der von der ISO entwickelte Audio-Codierungsstandard zur Reduktion der Datenrate
besteht aus drei Layern, wobei Komplexität und Codierungseffizienz von Layer I zu Layer
II und Layer III jeweils zunimmt [2]. Hier soll nur das grundlegende Codierungsprinzip
erläutert werden.
Bild 3 zeigt das allgemeine Blockschaltbild eines Audio-Coders. Zunächst wird das am
Eingang eingespeiste PCM-Audiosignal aus dem Zeitbereich in eine Darstellung im
Frequenzbereich umgesetzt, was einer Zerlegung des Eingangssignals in Spektral-
komponenten entspricht. Eine ähnliche Zerlegung in die sog. Frequenzgruppen wird auch
vom menschlichen Gehör bei der Wahrnehmung von Tonsignalen vorgenommen. An-
schließend wird jede aus der Zeit-Frequenzbereichs-Umsetzung hervorgegangene Spektral-
komponente individuell entsprechend den aktuellen Maskierungseigenschaften des Ge-
hörs quantisiert und codiert. Die Steuerinformation für die Quantisierer wird dabei aus
einer Schätzung der aktuellen signalabhängigen Maskierungsschwelle gewonnen, die pa-
rallel zur Zeit-Frequenzbereichs-Umsetzung vom psychoakustischen Modell berechnet
wird. Die Maskierungsschwelle gibt die maximal erlaubte Quantisierungsfehlerleistung
für jede einzelne Spektralkomponente an. Die Quantisierung ist optimal, wenn jede Spektral-
komponente exakt mit der durch die Maskierungsschwelle vorgegebenen Genauigkeit
quantisiert und codiert wird. In diesem Fall wird das dem Nutzsignal überlagerte
Quantisierungsgeräusch vom menschlichen Gehör gerade noch nicht  wahrgenommen.
Die Zeit-Frequenzbereichs-Umsetzung kann entweder mit einer Filterbank oder einer
Transformation oder auch einer Kombination von beiden realisiert werden. Zur Gewähr-
leistung einer effizienten Codierung ist es erforderlich, dass die Anzahl der zu codierenden
Spektralkomponenten in jedem Zeitintervall nicht größer ist als die Anzahl der Abtastwerte
Bild 3: Generelles Blockschaltbild des Audio Coders
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des Eingangssignals. Durch den Einsatz von Filterbänken mit Abtastratenreduktion und
Aliasing-Kompensation kann dieses Problem gelöst werden.
Das psychoakustische Modell berechnet jeweils für kurze Zeitintervalle des PCM-
Eingangssignals einen Schätzwert für die aktuelle signalabhängige Maskierungsschwelle.
Für jede Spektralkomponente gibt die Maskierungsschwelle im zugehörigen Frequenz-
intervall die gerade noch wahrnehmbare Quantisierungsfehlerleistung an. Diese wird dann
zur Generierung der Steuerinformation für die dynamische Bit- bzw. Rauschleistungszu-
weisung verwendet, indem die aktuell erforderliche Anzahl der Quantisierungsstufen für
jede Spektralkomponente und jedes Zeitintervall bestimmt wird.
Ein Beispiel für die Berechnung einer Maskierungsschwelle eines Zeitintervalls zeigt
Bild 4. Dargestellt sind die Ruhehörschwelle, die Signalkomponenten des Vokals „A“ und
die zugehörige globale Maskierungsschwelle. Die grau hinterlegten Bereiche geben je-
weils die durch eine geeignete Bitzuweisung eingestellte Quantisierungsfehlerleistung für
die ersten Spektralkomponenten an.
Mit dem sog. MPEG 1 Layer III Codierungsstandard konnte die Datenrate eines stereo-
phonen Audiosignals von 1,5 Mbit/s auf 2 × 128 kbit/s = 256 kbit/s reduziert werden und
dabei eine der Compact Disc vergleichbare Audioqualität gewährleistet werden. Erst der
nachfolgende Codierungsstandard MPEG 2 AAC erreichte die angestrebte Datenrate von
2 × 64 kbit/s = 128 kbit/s [3].
Aus diesen Fortschritten der Audiocodierung ergaben sich im wesentlichen 3 neue
Anwendungen.
1. Digitale Audiosignale hoher Tonqualität können im Selbstwähldienst über einen
ISDN Basisanschluss übertragen werden.
Bild 4: Maskierungsschwelle für den Vokal „A“
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2. Digitale Audiosignale hoher Tonqualität können mit nur geringen Verzögerungen im
Internet übertragen werden.
3. Digitale Audiosignale hoher Tonqualität können in einem Audio-Recorder ohne
Laser und Motor, ausgerüstet mit einem Speicherchip, aufgezeichnet und wiederge-
geben werden.
3. Video-Codierung
Bild 5 zeigt die PCM-Formate von Video-Signalen unterschiedlicher Auflösungen.
Die digitale Darstellung eines Studio-TV-Signals erfordert gemäß der CCIR-Recommen-
dation 601 [4] eine Nettodatenrate von 166 Mbit/s. Zur Übertragung von Bewegtbildern für
Bildtelefon- und Videokonferenzanwendungen mit weit geringeren Datenraten wurden das
Common Intermediate Format CIF und QCIF eingeführt.
Der CCITT-Codierungsstandard H.261 beschreibt ein Codierungsverfahren mit dem
Bildfernsprechsignale im Common Intermediate Format (CIF) bei reduzierter Bildfolge-
frequenz von 10 Hz mit einer Datenrate von p × 64 kbit/s übertragen werden können. Für
den Fall p = 1 kann damit ein B-Kanal eines ISDN-Basisanschlusses für die Bildübertra-
gung genutzt werden, während der zweite B-Kanal für die Sprachübertragung zur Verfü-
gung steht.
Erstes Ziel der ISO Motion Picture Expert Group (MPEG) war die Codierung von
Bewegtbildern mit Begleitton für digitale Speichermedien bei einer Datenrate von bis zu
1,5 Mbit/s ebenfalls unter Verwendung von CIF.
Den beiden genannten Video-Codierungsverfahren liegt das gleiche Konzept der
bewegungskompensierten Hybridcodierung zugrunde. Es besteht im wesentlichen aus zwei
Komponenten. Mit einer bewegungskompensierten Prädiktion wird das nächste zu über-
Bild 5: PCM-Formate für Videosignale
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tragende Bild k aus dem vorangegangenem und bereits übertragenen Bild k-1 vorherge-
sagt. Zu diesem Zweck wird das zu übertragende Bild k in Blöcke von 16 × 16 Bildpunkten
unterteilt, siehe Bild 6.
Für jeden Block wird auf der Senderseite ein sog. Displacementvektor D–  gemessen und
zum Empfänger übertragen. Der Displacementvektor zeigt an, wo die Bildinformation
eines Blockes im vorangegangenen Bild war. Mit Hilfe des Displacementvektors und dem
vorangegangenen Bild k-1 kann nun im Coder und im Decoder ein Vorhersagebild kon-
struiert werden, indem die Bildinformation blockweise aus dem vorangegangenen Bild
k-1 entsprechend der Displacementvektoren übernommen wird. Im Coder kann das Vor-
hersagebild mit dem zu übertragenden Bild k durch Differenzbildung verglichen werden.
Bild 7 zeigt als Beispiel in Gegenüberstellung das zu übertragende Bild k und das Differenz-
bild, das sog. Prädiktionsfehlerbild. Nur das Prädiktionsfehlerbild muss zum Empfänger
übertragen werden. Durch Addition des Prädiktionsfehlerbildes zum Vorhersagebild kann
der Decoder das Empfangsbild k rekonstruieren.
Um die Übertragung des Prädiktionsfehlerbildes mit geringer Datenrate auszuführen,
wird das Prädiktionsfehlerbild in Blöcke von 8 × 8 Bildpunkten unterteilt und jeder Block
einer Discreten  Cosinus Transformation (DCT) unterzogen, siehe Bild 8. Übertragen
werden die sich ergebenden 8 × 8 DCT-Koeffizienten. Die DCT bewirkt, dass viele der
DCT-Koeffizienten Null sind und dafür nur eine geringe Datenrate erforderlich ist.
Diese bewegungskompensierte Hybridcodierung wird auch im ISO MPEG-2
Codierungsstandard zur Codierung von Videosignalen in Fernsehauflösung gemäß
Bild 6: Illustration einer bewegungskompensierenden Prädiktion
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CCCIR 601 angewendet [5]. Als Ergebnis konnten die Daten von 166 Mbit/s auf 4 Mbit/s
reduziert werden und dabei die Bildqualität des Fernsehrundfunks bewahrt werden.
Aus diesen Fortschritten der  Videocodierung ergaben sich im wesentlichen folgende
neue Dienste und Anwendungen
1. Ein analoger Fernsehkanal kann 6 digitale Fernsehsignale übertragen.
2. Die Einführung des digitalen Fernsehrundfunks.
3. Eine Compact Disc kann Audio- und Videosignale aufzeichnen, bekannt als DVD.
4. Ein Computer kann Videosignale speichern.
Bild 7: Eingangsbild und Prädiktionsfehlerbild
Bild 8: Diskrete Cosinus Transformation (DCT) der Prädiktionsfehler
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4. Zusammenfassung und Ausblick
Bild 9 zeigt in einem Überblick die erreichten Ergebnisse und die Ziele der derzeitigen
Forschung.
Die Reduzierung der Datenrate eines Videosignals nach CCIR 601 auf 2 Mbit/s ist
inzwischen schon erreicht. In [6] wird sogar nachgewiesen, dass bezogen auf MPEG-4,
eine Weiterentwicklung von MPEG-2, ein zusätzlicher Reduktionsfaktor von 2 erreicht
worden ist. Sobald die Datenrate in die Größenordnung der Datenrate eines DSL-An-
schlusses kommt, können Fernsehsignale aus dem Internet über die Teilnehmeran-
schlussleitungen des Fernsprechnetzes zum Teilnehmer übertragen werden. Das Fernse-
hen wird damit ganz neue Möglichkeiten erhalten.
Sobald ein Videosignal in QCIF-Darstellung mit 8 kbit/s und ein monophones
Audiosignal mit 6 kbit/s in ausreichender Qualität codiert werden können, besteht die
Möglichkeit Fernsehsignale in kleiner Bildgröße auch über das Mobilfunknetz zu übertra-
gen und auf einem Handy darzustellen. Aufgrund der kleinen Bildgröße wird ein derartiger
Dienst nicht so sehr für die Übertragung von Unterhaltungssendungen, aber für Nachrich-
tensendungen von Interesse sein, da sie weltweit empfangen werden können.
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  ROBERT PILOTY, Darmstadt
Das Erfolgsgeheimnis des Internet*
1. Das Internet als Phänomen
Kaum eine technische Entwicklung der letzten Jahrzehnte hat die Lebens- und Arbeits-
weisen der Menschen in aller Welt so schnell und nachhaltig beeinflußt wie die vom
Internet gebotenen neuen Kommunikationsformen. Das Wachstum des Internet sucht in
der Technik seinesgleichen. Waren es 1990 noch ca. 1 Million Nutzer, so sind es heute
inzwischen ca. 600 Millionen. Ihre Zahl steigt immer noch expotentiell um etwa 70% pro
Jahr. Das Internet ist zum Anlaß für einen grundlegenden Paradigmenwechsel für unser
kulturelles, wirtschaftliches und privates Leben geworden. Nicht zuletzt auf seiner Grund-
lage haben die Begriffe der Wissensgesellschaft und Globalisierung ihre heutige Bedeu-
tung erlangt. Die Medien sind voll mit Hinweisen auf das Internet. Jede Firma, die etwas
auf sich hält, hat ihre Homepage bzw. Internetadresse, die das Publikum jederzeit „besu-
chen“ kann. Die Suche nach IT Fachleuten mit der Green Card hat viel mit dem Internet zu
tun. Werben, Einkaufen und Verkaufen über das Internet wird als die Geschäftsform der
Zukunft angesehen. Auch die Politik mißt dem Internet größte Bedeutung zu. So kam sie
auf dem G8 Treffen des Jahres 2000 zu dem Schluß, daß das 21.Jahrhundert ent-
scheidend vom Internet geprägt sein wird.
All das unterstreicht, daß die Entwicklung des Internet ein unglaublicher Erfolg ist, den
in seinen Anfängen wohl niemand in dem Umfang vorausgesehen hat.
2. Das Internet als technisch/organisatorisches System
Das Erklärung für das Phänomen „Internet“, das Geheimnis seines überwältigenden
Erfolges erschließt sich erst dann, wenn man das Internet als technisch/organisatorisches
System betrachtet und verstanden hat, welche Leitideen seinen Aufbau und seine Entwick-
lung bestimmt haben und wodurch es sich von den klassischen Telekommunikations
(Tk)-Systemen unterscheidet bzw inwieweit es über sie hinausgeht.
Die uns geläufigen elektrischen Telekommunikations-Systeme sind das Ergebnis einer
beinahe 150-jährigen Entwicklung. Sie gehen auf die Erfindungen des ausgehenden 19. Jahr-
hunderts von Morse, Reis, Bell, Hertz, Marconi und vielen anderen zurück. Tk-Systeme
nach dem Schema der Abb. 1 bestehen aus Teilnehmerstationen (TnS), die an ein Verbin-
dungsnetz angeschlossen sind. Mit Hilfe dieses Netzes können dann die Nutzer der TnS
Verbindungen zu bestimmten ausgewählten (adressierten) Kommunikationspartnern her-
stellen, und anschließend Abb. 1 über diese Verbindungen Nachrichten senden, empfan-
gen oder austauschen.
* Vortrag anlässlich der Verleihung der Gauss-Medaille durch die Braunschweigische Wissen-
schaftliche Gesellschaft am 18. Mai 2001 in Braunschweig.
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Entscheidend für die Ausbreitung der Telekommunikationssysteme war die Idee der
Pioniere, elektrische Signale in analoger oder digitaler Form zur Übertragung von Nach-
richten zu benutzen und damit erstmalig in der Menschheitsgeschichte die Grundlage für
praktisch verzögerungsfreie Kommunikation über beliebige Entfernungen zu schaffen.
Dabei ist einsichtig, daß die konkrete Ausgestaltung eines Tk-Systems davon abhängt,
welche Art von Nachrichten übertragen werden sollen und in welcher Form die Kommuni-
kation ablaufen soll, kurz, welche Dienste dem Nutzer angeboten werden sollen.
Mit zwei klassischen Ausprägungen von Tk-Systemen nach diesem Modell sind wir
seit langem wohlvertraut: (1) dem internationalen Fernsprechnetz und (2) dem weltweit
verbreiteten Rundfunk und Fernsehsystem.
Das Fernsprechsystem (Abb. 2) ist gekennzeichnet durch das Telefon als TnStation
und durch ein weltumspanndes Leitungsnetz. Dieses ist ausgerüstet mit Koppelfeldern,
mit denen gleichzeitig eine große Zahl von Verbindungen zwischen beliebigen Teilnehmern
hergestellt und gehalten werden können, über die elektrische Sprachsignale in analoger
Form übertragen werden. Grundlage für die Verbindungsauswahl ist ein internationales
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kennzeichnet. ist. Der vom System angebotene Dienst besteht in der Hauptsache in der
Bereitstellung von Sprech- und – seit einiger Zeit – Faxverbindungen.
Das Rundfunk und Fernsehsystem (Abb. 3) basiert in unserem Modell auf zwei Arten
von Teilnehmerstationen: den Sendern und den Empfängern. Als Verbindungsnetz zwi-
schen Sender und Empfängern fungieren die von den Sendern ausgestrahlten Funkwellen,
neuerdings auch spezielle Kabelnetze. Die bereitgestellten Dienste bestehen in den von den
Sendern heute noch in überwiegend analoger Form ausgestrahlten Rundfunk- und TV-
Programmen. Die den Sendern zugeordneten Funkfrequenzen bilden dabei das Adressystem,
über das die Empfänger die einzelnen Sendestationen mit den von ihnen angebotenen
Programme anwählen können. Genau genommen gibt es noch zusätzlich ein Programmver-
sorgungsnetz, über das die Sender ihre Programme von den Funkhäusern erhalten. Der
Übersichtlichkeit halber wurde es aber im Schema der Abb. 3 weggelassen.
Das Internet als Neuzugang zu den klassischen Tk-Systemen fügt sich zwanglos und
zunächst ganz unspektakulär in unser Modell für Tk-Systeme ein (Abb. 4). Die Teilneh-
mer-Stationen sind in diesem Falle Rechner (hosts) unterschiedlicher Grösse und
Leistungsfähigkeit vom PC bis zum Großrechner. Die Bezeichnung „host“  suggeriert
Abb. 3: Rundfunk/Fernsehsystem
Abb: 4: Das Internet
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dabei, daß die TnS des Internet die Stellen im System sind, welche die  vielfältigen neuen
Internet Dienste beherbergen. Verbunden sind sie über ein weltweites Leitungs-Netz.
Über dieses Netz werden die von den TnS erzeugten Informationen – ganz gleich, ob es sich
um Text, Bild oder Ton handelt – ausschließlich digital codiert d.h. als Bitfolgen übertragen.
Jede TnS des Internet wird weltweit eindeutig durch eine ihm eigene Internet-Adresse
(IA) gekennzeichnet. Sie besteht nach Abb. 5 aus 4 Zahlen, die jeweils dem Wertebereich
zwischen 0 und 255 entnommen sind. Dadurch lässt sich jede dieser Zahlen systemintern
auf eine Folge von 8 bit, die gesamte IA mithin auf ein Maschinenwort von 4*8 = 32 Bit
abbilden. Da diese Adressen schwer zu merken sind, ist Vorsorge getroffen, daß den IA´s
alphanumerische Hostnamen zugeordnet werden können, die etwas über den Betreiber
der TnS aussagen. Diese Hostnamen bestehen aus einer Reihe von einzelnen, weitgehend
frei wählbaren, durch Punkte getrennte Teilnamen. Jede Folge von Teilnamen beginnend
mit dem rechten Rand
  (z.B. „de“, „tu-darmstadt.de“, „e-technik.tu-darmstadt.de“, usw.)
kennzeichnet eine Namensdomäne. Jeder ist ein Namensverwalter zugeordnet, der für
Vergabe der links anhängbaren Teilnamen zuständig ist. Die oberste Domäne (z.B. die
Landeskennung „de“) wird von der Zentrale in den USA vergeben. Durch dies gestaffelte
Vergabesystem wird dafür gesorgt daß Namen nicht doppelt auftreten können. Die Zuord-
nung der Namen zu den IA´s ist in sog. Nameservern gespeichert. Dies sind spezielle
TnS, die im Internet verstreut als elektronische „Adressbücher“ fungieren und von den
übrigen Teilnehmern jederzeit abgefragt werden können.
Abb. 5: Internetadressen (Darstellungsformen)
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Soviel über die wichtigsten Merkmale des Internet im Rahmen unseres allgemeinen Tk-
Systemmodells. Man erkennt, der Grundgedanke ist relativ einfach:
(1) Zusammenschaltung von Rechnern über ein Leitungsnetz,
(2) einheitliches, universelles Verfahren zur Adressierung dieser Rechner und für den
Datentransport zwischen ihnen.
Er entstand anfang der 70er Jahre in den USA im Bereich der Militärforschung, um den
Informationsaustausch zwischen den beteiligten, räumlich getrennten universitären Ar-
beitsgruppen in Kalifornien zu beschleunigen und damit die Zusammenarbeit an gemeinsa-
men Projekten zu fördern. Ein wesentliches Ziel war damals noch, die Datenverbindungen
so zu gestalten, daß sie auch unter Feindeinwirkung erhalten bleiben.
Wie schon erwähnt, besteht das Erfolgsgeheimnis des Internet in der Frage nach den
technisch/organisatorischen Konzepten und Ideen, die aus diesen ersten, relativ bescheide-
nen Ansätzen heraus in kürzester Zeit zu einem weltumspannenden, der gesamten Welt-
bevölkerung zugänglichen neuen Tk-System geführt haben. Die Antwort auf diese Frage
ist auch deshalb für das Verständnis des Internet so wichtig, weil zur Zeit seiner Entste-
hung in Form der klassischen Tk-Systeme für Fernsprechen, Rundfunk und Fernsehen
weltweit ein mehr als reichhaltiges Angebot an Kommunikationsmöglichkeiten in tech-
nisch ausgereifter Form existierte und damit nicht ohne weiteres einzusehen ist, wieso sich
dann ein weiteres Kommunikationssystem so erfolgreich durchsetzen konnte.
Die Antwort auf die oben gestellte Frage kann man an sechs Leitideen festmachen, die
für die Gestaltung des Internet maßgebend waren. Sie sollen nachfolgend näher betrachtet
werden.
3. Leitidee I: Universelle, speicherfähige Teilnehmerstationen
Betrachtet man die klassischen Tk-Systeme, so fällt auf, daß sie mit hochspezialisierten
Teilnehmerstationen arbeiten, die technisch auf ganz bestimmte, weitgehend standardisier-
te Kommunikationsdienste zugeschnitten sind. Im Fernsprechdienst sind es die Telefone,
ausgelegt und optimiert für den interaktiven Sprechverkehr, bei Rundfunk und Fernsehen
die Radio- und Videogeräte, eingerichtet ausschließlich für den Empfang von Ton und
Bewegtbildern ohne Möglichkeit für die inhaltliche Interaktion mit den Sendern.
Des weiteren sind weder ihre TnS noch das sie verbindende Netz in der Lage, übertra-
gene Informationen ganz oder teilweise zu speichern und ohne Eingriffe des Benutzers für
nachfolgende Kommunikationsvorgänge zu nutzen. In diesem Sinn sind sie reine
Übertragungssysteme, d.h. „gedächtnislos“. Während des Ablaufes und nach Beendigung
einer Kommunikation z.B. eines Gespräches oder einer empfangenen Sendung bleibt im
System keine Spur der übertragenen Informationen zurück. Der Benutzer muß diese so,
wie sie ankommen, unmittelbar aufnehmen und in seinem eigenen Gedächtnis ev. unter-
stützt durch Hilfswerkzeuge (Bleistift, Papier, Bandaufzeichnung) festhalten, falls er spä-
ter darauf zurückgreifen möchte.
Im Internet dagegen sind die Teilnehmerstationen handelsübliche, frei programmier-
bare Computer, größtenteils PC´s der verschiedensten Hersteller, aber auch größere
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
134   Robert Piloty
professionelle Computer bis hin zu veritablen Großrechnern. Ausgestattet mit Bildschirm,
Tastatur, Drucker, CD-ROM Laufwerk und zusätzlich oft mit Lautsprecher, Mikrophon
und Videokamera verfügen sie über eine ganz allgemeine multimediale Benutzerschnittstel-
le. Gerätetechnisch sind sie damit in keiner Weise auf bestimmte Funktionen, insbesondere
Kommunikationsformen und -dienste, festgelegt. Neben ihrer Nutzung als Internet TnS
können sie auch als alleinstehende Rechner für den täglichen Gebrauch vor Ort benutzt
werden. Welche Funktionen sie in diesen Bereichen übernehmen wird allein durch Soft-
ware, d.h. durch die Programme bestimmt, die auf ihnen ablaufen. Änderungen und Neu-
entwicklungen in den Kommunikationsdiensten können auf diese Weise eingeführt wer-
den, weitgehend ohne kostenträchtige Änderungen der Hardware in den vielen Millionen
von TnS nach sich zu ziehen. Sie treten vielmehr durch „updates“ vorhandener Software-
pakete oder durch völlig neue in Erscheinung. Diese können rein technisch (wenn auch
nicht immer urheberrechtlich) praktisch kostenlos reproduziert werden und auf geeigneten
Datenträgern (Disketten, CD-ROM´s ) oder als „download“ übers Netz den Teilnehmern
zugestellt werden und von ihnen ohne Spezialkenntnisse in ihren TnS installiert werden.
Entscheidend aber für das Potential und Wachstum des Internet ist, daß
– seine TnS durch die Verwendung von Computern über große, frei verwendbare
Speicher in Form von Festplatten und CD-ROM Laufwerken verfügen
– diese TnS über das Verbindungsnetz Inhalte ihrer Speicher, bearbeitet oder unbear-
beitet, unter Kontrolle ihres Nutzers von einer Teilnehmerstation zu einer anderen
übertragen  können.
– die TnS, wie oben erwähnt, mit einer flexiblen multimedialen Peripherie für Text,
Bild und Ton ausgestattet werden können.
Im Gegensatz zu den klassischen Tk-Systemen gibt es damit erstmals ein Tk-System
mit frei gestaltbarer Benutzeroberfläche und der Fähigkeit, Information praktisch unbe-
grenzt nach Umfang und Dauer zu speichern und von einem Ort der Welt zum anderen zu
transportieren. Die in den TnS gespeicherten Daten bilden in diesem Sinn ein riesiges,
kollektives Gedächtnis der Internet-Teilnehmer, das sie gemeinsam zur Unterstützung
ihrer Arbeit oder zu ihrem Vergnügen, sei es als Anbieter von Informationen oder als deren
Konsument nutzen können. Ein wesentliches Element der Internet-Philosophie ist dabei,
daß sich jeder neue Teilnehmer gleichberechtigt in diesen Prozeß des Gebens und Neh-
mens einklinken kann. Welche Informationen im Internet zu finden sind, wird dadurch im
wesentlichen durch Angebot und Nachfrage, also durch die Gesetze des freien Marktes,
bestimmt und nicht etwa durch staatliche oder privatwirtschaftliche Monopole von
Internetbetreibern.
In welcher Größenordnung das Potential zur Speicherung dieses kollektiven Gedächt-
nisses liegt, kann man abschätzen, wenn man die Festplattenkapazität aller derzeit 600
Millionen Internet-Teilnehmer zusammenzählt. Auch wenn nur 20% dieser Kapazität für
Internetanwendungen genutzt wird, ergibt dies eine gewaltige Menge an Information.
Angenommen 1 Gigabyte (1000 Mio Byte) je Festsplatte werden genutzt, so erhält man
600 Mio Gigabyte. Dies entspricht, falls zur Speicherung von Text verwendet, 750 Mil-
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liarden Büchern mit je 1600 Zeichen je Seite und 500 Seiten pro Buch. Die größte Biblio-
thek der Welt, die Library of Congress der USA, umfaßt ca. 17 Mio Bücher. Damit könnte
der kollektive Speicher des Internet etwa 45000 mal diese Bibliothek aufnehmen. Man darf
annehmen, daß damit ein wesentlicher Teil, wenn nicht sogar das gesamte öffentliche
Weltwissen darin Platz fände. Man muß sich dabei allerdings vor Augen halten, daß dieses
Wissen nicht nur in Textform vorliegt, sondern auch in Form von Graphiken, Bildern und
Tönen, die u.U. viel mehr Speicherkapazität je Einheit (Gemälde, Konzertstück etc) ver-
brauchen. So benötigt eine Bildseite in einem Buch in etwa 100 mal mehr Bytes als eine
Seite Text. Aber auch mit dieser Einschränkung ist das Speicherpotential des Internet
immer noch riesig, besonders wenn man die Kapazität von CD-ROM´s in den TnS mit-
berücksichtigt.
Die Vorstellung, daß das dort gespeicherte Wissen über das Internet potentiell von
jedermann auf Knopfdruck in Sekundenschnelle – unabhängig vom Ort, wo es aufbewahrt
wird – abgerufen werden kann, hat die Phantasie vieler Kulturphilosophen unserer Zeit
beflügelt. Sie sehen im Internet die Basis für eine neue gesellschaftliche Revolution: den
Übergang der Informationsgesellschaft zur globalen Wissensgesellschaft. Ihr Argument
ist: wenn in Zukunft jede neue Erkenntnis ins Internet „gestellt“ wird und damit weltweit
für jeden verfügbar ist, wird das erheblich zu Beschleunigung des Wachstums menschli-
chen Wissens beitragen. Der Einzelne wird damit mehr als bisher zur Wahrung seiner
beruflichen und persönlichen Chancen Gewicht darauf legen müssen, über Einrichtungen,
wie das Internet, mit seinem Wissen auf der Höhe der Zeit zu bleiben und Wissen als eine
besonders wichtige Ressource für die Gestaltung seines Lebens zu begreifen.
Diese Thesen scheinen heute weitgehend von der Allgemeinheit akzeptiert zu sein und
sind schon in erstaunlichem Maße in die Konzepte von Wirtschaft und Politik für die
Weiterentwicklung von Bildung und Ausbildung eingeflossen. Sie haben ganz wesentlich
zur Popularität des Internet beigetragen und dazu geführt, daß derzeit das im Internet
gespeicherte Datenvolumen alle hundert Tage um das Doppelte wächst. Dabei profitiert
das Internet natürlich auch von den enormen Fortschritten im Preis/Leistungsverhältnis
der Rechnertechnologie, aufgrund derer heute im Jahr 2001 eine 8 Gigabyte Festplatte
schon für ein paar hundert Mark zu haben ist.
Der Umgang mit dem riesigen kollektiven Speicher des Internet hat aber auch seine
Tücken. Jeder, der heute im Internet „surft“, weiß, wie schwer es ist, die Spreu vom
Weizen zu trennen d.h. in der Masse des Gespeicherten die Informationen zu finden, die
man sucht. Diese Aufgabe gleicht oft der Suche nach der berühmten Stecknadel im Heu-
haufen und verschlingt dann viel Zeit vor dem Bildschirm. Es ist eben ein großer Unter-
schied zwischen vorhandener und gefundener Information. Eines der wichtigsten Hilfs-
mittel für den Internetnutzer sind deshalb die sog. Suchmaschinen, d.h. Programme die
den kollektiven Speicher der Internetgemeinde systematisch nach vorgegebenen
Suchbegriffen absuchen. Weiter müssen Vorkehrungen für die Datensicherheit getroffen
werden, d.h. dafür, daß die Teilnehmer Herr über die Entscheidung bleiben, wer welche
Daten bei ihnen abrufen bzw abspeichern darf. Die Unterstützung von Suche und Sicher-
heit sind Aufgaben, die noch keineswegs optimal gelöst sind und die Internetgemeinde
noch lange beschäftigen werden.
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4.  Leitidee II:  Neuartige hochattraktive Dienste
Ein ganz wichtiger Leitgedanke bei der Entwicklung des Internet war, im Vergleich zu
den klassischen Tk-Systemen neue Kommunikationsdienste zu entwickeln, welche die
Fähigkeiten eines frei programmierbaren Rechners als Internet-TnS, insbesondere seine
Speicherfähigkeit ausschöpfen. Hierbei sind im Laufe der Jahre eine Vielzahl von Diensten
entstanden, von denen einige weltweite Verbreitung gefunden haben und täglich millionen-
fach genutzt werden. Die wohl wichtigsten sind
– Elektronische Post (e-mail)
– Dateitransfer (ftp)
– World Wide Web (www)
Die meisten Internet-Dienste sind nach dem Client/Server Prinzip (Abb. 6) aufgebaut.
Dabei werden die Dienste so organisiert, daß man zwei Sorten von TnS unterscheiden
kann:
(1) Server, die den betreffenden Dienst über das Netz anbieten,
(2) Clients, die den Dienst von diesen Servern anfordern können.
Wichtig ist bei diesem Verfahren, daß nur der Server ständig in Betrieb und mit dem
Netz verbunden sein muß. Er „horcht“ am Netz, ob Dienstanforderungen von Clienten
eintreffen und reagiert ggf. mit einer Antwort an den anfordernden Clienten. Die Clienten
brauchen dagegen Netzverbindung nur während der Dienstnutzung, indem sie Anforde-
rungen  an die gewünschten Server absenden, deren Antwort-Daten übernehmen und sie
dann bearbeiten. Aus dieser Zweiteilung ergeben sich erhebliche Einsparungen bezüglich
der Netznutzungskosten, weil man bei den meisten Diensten davon ausgehen kann, daß
eine vergleichsweise geringe Zahl von Servern ausreichen, um potentiell Anforderungen
aller Internet Teilnehmer, die mit der entsprechenden Clienten-Software ausgerüstet sind,
zu bearbeiten. Das Client/Serverprinzip trägt damit wesentlich zur Effizienz des Internet
bei.
Abb. 6 Client/Server Prinzip
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 Ein typisches Beispiel für die konsequente Anwendung des Client/Server Prinzips ist der
 – E-Mail-Dienst
Aufgabe der Server-Software ist hier
a) bei ankommender Post
– für jeden angeschlossenen Clienten die Verwaltung eines elektronischem „Brief-
kastens“ auf der Festplatte
– auf Anforderung eines Clienten Zustellung (download) des Briefkasteninhaltes
(b) bei abgehender Post
– Entgegennahme von Absendeaufträgen ihrer Clienten und Versand an die angege-
benen E-Mail-Adressen der Empfänger
 Die E-Mail Adressen sind dabei bekanntlich wie folgt aufgebaut
Meyer@informatik.tu-darmstadt.de
   Name Mailbox            Name Mailserver
Aufgaben der Client Software ist
– Unterstützung des Benutzers am Bildschirm bei Erstellung, Adressierung, Absen-
den, Empfang, Ablage der Postsendung u.a. durch
– Brieformat Vorlagen, automatische Adressierung anhand gespeichertem E-Mail-
Adressbuch, automatisierte Ablage durch lokale Speicherung der empfangenen und
abgesandten Briefe.
Ein weiteres wesentliches Prinzip zur Gestaltung von Internet Diensten ist das
– Hypertext-Konzept
Diese Erfindung von Tim Berners Lee (CERN) ist die Grundlage des von ihm enwickelten
WorldWideWeb (www)-Dienstes. Dieser ist inzwischen zu dem Motor für Wachstum und
weltweite Verbreitung des Internet geworden und hat viel zur Vorstellung einer globalen
Wissensgesellschaft beigetragen. Das hat zwei Gründe: (1) Er verwirklicht den Gedanken
vom Internet als einem offenen, weltweit verteilten Speichersystem für Informationen aller
Art in multimedialer Form (Text, Graphik, Bild, Ton), (2) er vermittelt einen bequemen und
einsichtigen Zugriff durch inhaltsbezogene Verkettung der gespeicherten Informationen.
 Zu diesem Zweck wird Information im WWW als Hypertext gespeichert (Abb. 7).
Dies ist konzeptionell eine Erweiterung von linearem Text (Abb. 8) bestehend aus Seiten
(pages), die in einer festen Reihenfolge gespeichert sind und gelesen werden, etwa wie in
einem Buch oder in aufeinanderfolgenden Speicherplätzen eines Rechners.
 Hypertext dagegen besteht aus Seiten, die an beliebigen Stellen des kollektiven Internet-
Speichers gespeichert sein können. Die Seiten eines Hypertextes können sich zwar im
Extremfall auf der Festplatte einer einzigen TnS befinden. Im Allgemeinen werden sie aber
auf mehrere TnS des Internet verteilt sein u.U. weltweit auf viele Tausende.
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048873
138   Robert Piloty
Entscheidend ist dabei, daß der inhaltliche Zusammenhang zwischen den verstreuten
Seiten von Hypertext durch Verweise (links) hergestellt werden kann. Dem Benutzer
erscheinen die von einer Seite ausgehenden Verweise als besonders markierte, anklick-
bare Stellen, z.B unterstrichene Stichworte. Ihnen ist unsichtbar die Adresse der jeweiligen
Zielseite unterlegt. Diese Seitenadressen werden im WWW in einem einheitlichen Format
als URL (Universal Resource Locator) angegeben z.B
http://www.tu-darmstadt.de/city/map.html
                    Name www Server       Dateiname der Seite
Beim Anklicken der Verweise wird dann mit Hilfe der unterlegten URL die entspre-
chende Seite über das Netz in die eigene TnS geholt. Durch dieses Verfahren ist der
Benutzer der Notwendigkeit enthoben, sich die u.U sehr komplizierten URL´s der Seiten
zu merken, die er sehen will. Insgesamt bilden die Seiten der im Internet gespeicherten
Hypertexte durch die wechselseitigen Verkettungen ein weltweites Datengewebe eben ein
„World Wide Web“ .
Ein weiteres Merkmal des WWW ist, daß der Benutzer ein hohes Maß an Gestaltungs-
freiheit beim Entwurf der Seiten hat, das weit über Niederschreiben von Text mit Hilfe
eines gewöhnlichen Textverarbeitungssystem hinausgeht. Man hat vielmehr nahezu unbe-
grenzte Möglichkeiten das Seitenlayout mit Graphiken, bewegten und unbewegten Bilder
und ein- und ausschaltbaren akustischen Objekten anzureichern. Hierbei besteht aber die
Gefahr, daß eine Seite unverhältnismäßig viel Speicherplatz und Übertragungszeit braucht,
Abb. 7: Hypertext Abb. 8: Linearer Text
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z.B.wenn man den Inhalt bildpunktweise darstellen würde. Um dem vorzubeugen wurde
die Sprache HTML (Hypertext Mark Up Language) erfunden. Mit ihrer Hilfe kann der
Entwerfer einer Seite die Anreicherungselemente durch Einstreuung („mark up“) von spe-
ziell durch „<“ und „>“ gekennzeichneten Textkommandos von HTML festlegen. Diese
Kommandos betreffen Farben, Standardgraphiken, Schrifttypen, Referenzen auf Bilddateien
und die Positionierung der Bilder, Verweisadressen u.v.a.m. Dies führt zu einer drasti-
schen Einsparung der benötigten Datenmenge und reduziert i.a. die Arbeitszeit für die
Abb. 9 Einfaches Beispiel einer Webseite Erstellung eines Seiten-Layout erheblich. Abb. 9
zeigt ein ganz einfaches Beispiel für eine Webseite aus Benutzersicht, Abb.10 den ersten
Teil der zugehörigen HTML Darstellung.
Die Software für den WWW-Dienst ist, wie beim E-Mail Dienst, ebenfalls nach dem
Client/Server Prinzip organisiert.
Die Client-Software des WWW umfaßt dabei wenigstens zwei Komponenten:
a) einen Browser (Blätterer)
für Aufruf und Anzeige von Webseiten durch direkte Angabe der Seitenadresse
(URL) oder durch Anklicken von Verweisen (surfen)
b) einen Composer
zur Unterstützung des Clienten beim Entwurf von Webseiten i.a. durch HTML
Editoren.
Abb. 9: Einfaches Beispiel einer Webseite
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Die Server Software übernimmt ebenfalls mindestens zwei Funktionen:
(a) Heraufladen (Upload)
d.h. die Übernahme, Speicherung und Verwaltung neu entworfener Seiten von
Clienten, die als Autoren bzw Inhaltsanbieter angemeldet sind.
 (b) Herunterladen (Download)
d.h. auf Anforderung des Browsers eines Clienten den Versand gespeicherter Sei-
ten über  das Netz an die Auftraggeber
5. Leitidee III: Die TCP Datentransport-Schnittstelle
Eine weitere Idee von zentraler Bedeutung für die Verbreitung des Internet ist,
(1) die in den TnS gespeicherte Internetsoftware in Dienstprogramme und Daten-
transportprogramme aufzuteilen und
(2) durch eine weltweit einheitlichen Software-Schnittstelle genannt TCP (Trans-
portControlProgramm) zu verbinden. (Abb. 11)
TCP spezifiziert einige wenige Standardprozeduren zum Auf- und Abbau von Verbin-
dungen zu entfernten TnS und zum Senden und Empfangen von Daten über diese Verbin-
dungen. Diese Prozeduren werden den Programmierern der Dienstprogramme von der
Datentransportsoftware zur Verfügung gestellt, damit sie auf einfache und im ganzen
 Abb.10:  Das Beispiel (obere Hälfte) als HTML-Text: grau die HTML-Kommandos,
    schwarz sichtbarer Text.
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Internet einheitliche Art und Weise ihren Datenverkehr über das Netz abwickeln können,
ohne sich über die Einzelheiten der Transporttechnik kümmern zu müssen.
Dieser Ansatz hat die Ausbreitung und die Weiterentwicklung des Internet enorm geför-
dert und zwar aus folgenden Gründen:
(1) er erlaubt die Weiterentwicklung von Internet-Diensten unabhängig von der jewei-
ligen Ausgestaltung und technischen Fortentwicklung des Datentransportnetzes
(2) er ermöglicht umgekehrt Veränderung, Erweiterung und Verbesserung des Daten-
transportnetzes ohne die Funktion laufender Dienste zu gefährden
(3) er ist zur Basis für zwei weitgehend unabhängige Formen unternehmerischer Tä-
tigkeit im Internet geworden, nämlich dem Dienst- und Inhaltsanbieter und
dem Netzbetreiber und Zugangsanbieter und damit für die Entwicklung einer
arbeitsteiligen Internetindustrie.
 6. Leitidee IV: Paketweiser Datentransport
 Im Gegensatz zu den klassischen Tk-Systemen sind die von den einzelnen TnS des
Internet erzeugten Datenströme, die über das Netz transportiert werden müssen, hinsicht-
lich Zeitpunkt ihres Beginns meist unvorhersehbar und hinsichtlich Geschwindigkeit,
Gleichmäßigkeit, und Dauer äusserst – oft um Größenordnungen – verschieden. Geschwin-
digkeiten reichen von wenigen Zeichen/sec bis zu Megabits/sec u.U. mit sekundenlangen
Pausen, die zu transportierenden Mengen von einigen Byte bis zu mehreren Megabyte.
Eine der Hauptaufgaben der Internetentwickler war, für einen derart inhomogenen Da-
tenverkehr eine Netzstruktur und einen Datentransportmodus zu finden, der bei gegebenen
Investitionen in die Netzressourcen eine möglichst geringe Laufzeit für die einzelne Daten-
sendung und einen möglichst hohen Gesamtdurchsatz liefert. Um dieser Aufgabe optimal
gerecht zu werden, wurde das Datentransportnetz des Internet als Paketvermittlungs-
system ausgebildet. In einem solchen System besteht das Leitungsnetz aus einzelnen Teil-
strecken mit speziellen Rechnern als speicherfähige Vermittlungsstationen (VmS, engl.
Router) in den Knotenpunkten.(Abb. 12). Die in den sendenden TnS aufgegebenen Daten-
 Abb. 11 Die TCP Schnittstelle
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sendungen werden vor Einspeisung ins Netz in kleine Datenpakete (Packets) aufgeteilt, die
dann als autonome Einheiten von den VmS auf u.U. verschiedenen Pfaden vom Sender zum
Empfänger geleitet werden. Solche Pakete (Abb. 13) haben, je nachdem von welchem Dienst
und in welchem Zusammenhang sie von ihm erzeugt werden, eine Grösse von einigen
hundert bis tausend Bytes. Im Paketkopf finden sich alle Angaben, welche die durchlaufenen
VmS brauchen, um geeignete Teilstrecken auszuwählen, und die dem Empfänger erlauben,
die zu einer Sendung gehörigen Pakete wieder in der richtigen Reihenfolge aufzusammeln,
dem richtigen Dienstprogramm zuzuordnen und eine Empfangsbestätigung an den Sender zu
übermitteln. Dazu gehören die IA des Empfängers und des Senders, die laufende Nr inner-
halb der Sendung und die Inhalts- bzw. Dienstkennung.
 Aufgabe der VmS ist, von den Leitungen, an die sie angeschlossen ist, einlaufende
Pakete aufzunehmen, zwischenzuspeichern, und zum richtigen Zeitpunkt über eine dem
Ziel entsprechenden freie Leitung weiterzugeben (Store&Forward Prinzip). Diese Funk-
tionen übernehmen die in den VmS gespeicherten u.U. sehr komplexe Routing-
(Durchleitungs- und Wegesuch-) Programme.
Unter anderem, um diese Software unabhängig von den technisch/physikalischen Ei-
genschaften der angeschlossenen Leitungen zu machen, wurde schon sehr frühzeitig eine
netzweit einheitliche Paketschnittstelle IP zwischen der Routing-Software und Leitungs-
treiber-Software eingeführt (Abb. 14). Diese spezifiziert ein einheitliches Paketformat und
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Standardprozeduren zum Senden und Empfangen solcher Pakete. Damit kann existierende
Routing-Software in allen VmS des Internet verwendet werden unabhängig davon, welche
Art von Leitungen diese bedienen.
Wesentlich ist in einem Paketvermittlungs-System die Art, wie beim Durchleiten der
Pakete der Datenspeicher der VmS genutzt wird. Alle über die Eingangsleitungen einer
VmS eintreffenden Pakete werden in einem Eingangspuffer zunächst abgelegt. Sobald
eine abgehende Leitung frei ist, die zur Empfängeradresse eines der wartenden Paket passt,
wird das entsprechende Paket über diese Leitung weitergeschickt Dieses Prinzip gibt den
VmS große Freiheit die Weiterleitung so zu gestalten, daß Pakete möglichst früh weiterge-
geben werden und die abgehenden Leitungen optimal ausgenutzt werden: Durch die Auf-
teilung der Datensendungen in Pakete brauchen die VmS mit der Weiterleitung nicht zu
warten, bis jeweils die ganze Sendung eingetroffen ist. Sie können vielmehr schon früher
damit beginnen, meist schon, sobald das erste Paket da ist. Dies verkürzt die Laufzeit der
Sendung durch das Netz i.a. erheblich. Abb. 15 veranschaulicht dies am Beispiel einer
Sendung, die drei aufeinanderfolgende Teilstrecken zu durchlaufen hat.
 Abb.14: Paketschnittstelle IP einheitliches Paketformat und Standardprozeduren
 Abb. 15: Laufzeitverkürzung durch Paket-Vermittlung
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 Ist darüberhinaus eine abgehende Leitung deutlich schneller als die Eingangsleitungen,
kann die VmS die Wartezeit bis zum Eintreffen des nächsten Pakets dazu nutzen, ein
wartendes Paket aus  einer anderen Sendung auf   derselben Ausgangsleitung Sendungen
erschachtelt auf ihr zu transportieren und damit ebenfalls zur  Laufzeitverkürzung und zur
besseren Ausnutzung der Leitungen beitragen.
All dies hat dazu geführt, daß der Datentransport des Internet beinahe konkurrenzlos
schnell und kostengünstig ist, und hat damit zu dessen Gesamterfolg wesentlich beigetragen.
7. Leitidee V:  Das Teilnetzkonzept
Der Kern dieses Konzeptes ist die Idee, das Internet aus verkoppelten Teilnetzen auf-
zubauen (Abb. 16) d.h. als ein „Netz von Netzen“. Dieser Eigenschaft verdankt das „Internet“
seinen Namen. Spezielle Rechner sog. Koppelstationen (Gateways) dienen als Koppel-
punkte. Jede Koppelstation hat die Aufgabe, zwei oder mehrere Teilnetze direkt zu verbin-
den. Die direkte Verbindung zweier Teilnetze wird durch genau einen Koppelpunkt be-
werkstelligt. Beim Zusammenschluß der Teilnetze wird auf volle Konnektivität geachtet,
d.h. daß stets alle Teilnetze direkt oder indirekt verkoppelt sind, m.a.W. daß das Internet
nicht in getrennte Teile zerfällt und damit jede TnS von allen anderen TnS des Internet
erreichbar ist.
Die Paketübergabe von einem Teilnetz ins andere an den Koppelpunkten ist durch die
oben behandelte, der TCP Schnittstelle untergeordnete Pakettransport-Schnittstelle IP
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wird bei der Einrichtung eines neuen Teilnetzes ein ganz bestimmter zusammenhängender
Adressbereich von der für ihn zuständigen Internet-Adressverwaltung zugeordnet.
Aufgabe des Netzbetreibers ist dann
(1) seinen Endteilnehmern oder Unternetzbetreibern  Adressen aus dem ihm zugewie-
senen Bereich  zuzuteilen
(2) den Betrieb und die Verwaltung der technischen Einrichtungen seines Teilnetzes zu
besorgen.
Teilnetze, die ihre Adreßbereiche von der zentralen Adressvergabestelle in den USA
erhalten, heissen Teilnetze der ersten Ebene. Bei ihnen werden drei Größenklassen A, B, C
unterschieden (Abb. 17), um den unterschiedlichen Bedürfnissen der Betreibern dieser
Netze der Ebene 1 einigermaßen Rechnung tragen zu können. Zu diesem Zweck werden
die 32 Bit einer Internetadresse in zwei, je nach Größenklasse unterschiedlich lange Ab-
schnitte unterteilt. Der linke Teil enthält die NetzNummer, der rechte die StationsNummer.
Durch Zuteilung einer NetzNr aus einer dieser drei Klassen ist der Adressbereich eines
Teilnetzes der ersten Ebene festgelegt. Er reicht von 256 Stationsnummern in Klasse C
bis zu ca. 16mio in Klasse A. Innerhalb dieser Bereiche ist der Betreiber bei der Zuteilung
einzelner Nummern an Endnutzer oder von Teilbereichen an Betreiber von Unter-
netzen weitgehend autonom.
Eine Sonderform von Teilnetzen sind Stammnetze (Backbones) (Abb.18). Sie dienen
zur Bündelung des Paketverkehrs vornehmlich für die Überbrückung größerer Entfernun-
gen mit schnellen Datenverbindungen z.B. Glasfaserleitungen. Diese „Datenautobahnen“
enthalten in ihren Knoten im wesentlichen nur Koppelstationen. Diese dienen als Andock-
punkte für lokale Teilnehmernetze, an welche die TnS der Endnutzer angeschlossen sind,
oder aber für benachbarte andere Stammnetze.
Abb.17 Adressformate Teilnetze der ersten Ebene
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Die große Bedeutung des Teilnetz-Konzeptes für die Verbreitung des Internets ist darin
zu suchen, daß es die technische Grundlage für einen offenen Markt von  weitgehend
autonomen untereinander im Wettbewerb stehenden Netzbetreibern ist.
Grundsätzlich kann sich damit jedermann am Ausbau des Internet beteiligen. Vorausset-
zung ist lediglich, daß ihm ein Adressbereich zugeteilt ist, daß er einen Koppelpunkt in
einem vorhandenen Internet findet, an den er sich anschließen kann, und daß er sich bei
dessen Nutzung an das Internet Paketübergabeprotokoll IP hält. Seine Sache ist es, sicher-
zustellen, daß sich Einrichtung und Betrieb des neuen Teilnetzes rechnet, insbesondere daß
er genügend Kunden findet, welche die von ihm angebotenen Anschlüsse gegen Entgeld
nutzen wollen. Derzeit sind Tausende derartige Netzbetreiber im Internet auf eigene Rech-
nung tätig. Auf diese Weise bleibt die Versorgung mit Internetanschlüssen weltweit dem
freiem Spiel von Angebot und Nachfrage überlassen, insbesondere keinem Monopol oder
einer zentralen Organisation.
8. Leitidee VI:  Das Organisationsprinzip
  Das Organisationsprinzip des Internet-Systems läßt sich durch zwei Begriffe kenn-
zeichnen: (1) Offenheit, (2) Selbstorganisation. Mit ihnen kommt die Überzeugung der
Gründerväter zum Ausdruck, (1) das Internet nicht als zentralisiertes kommerzielles Un-
ternehmen, sondern als ein dem Wohl der Weltgemeinschaft verpflichtetes Unterfangen
aufzufassen, an dem jedermann die Möglichkeit hat sich zu beteiligen, und (2) daß diese
Mitwirkung so organisiert werden muß, daß sich daraus eine weitgehend selbsttätige, d.h.
den Marktkräften überlassene Anpassung und Weiterentwicklung des Internet Systems an
neue Bedürfnisse, Aufgaben und technische Entwicklungen ergibt.
Abb. 18: Stammnetze (Backbones)
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Entsprechend dieser Internet-Philosophie besteht das Internet-„System“ als Objekt al-
ler Organisationsbemühungen aus
1) den technischen Einrichtungen in Hard- und Software
2) der Internet Gemeinschaft (Internet Community), d.h. den Menschen, die diese
 Einrichtungen entwickeln, betreiben und nutzen.
 Die Mitglieder der Internet Gemeinschaft sind im wesentlichen die
– Komponenten-Hersteller (Hard- u. Software)
– Netzbetreiber
– Dienst- und Inhaltsanbieter (u.a. Betreiber von Servern)
– Endnutzer (i.a. Clients)
– Arbeitsgruppen und Servicestellen der Internetverwaltung
Das Prinzip der Offenheit beinhaltet, wie schon angedeutet, daß alle Formen der Beteili-
gung am Internet-System, sei es als Entwickler, Betreiber oder Nutzer, und damit die Mit-
gliedschaft in der Internet Community grundsätzlich jedermann offen stehen. Dazu gehört
auch, daß alle Informationen, die für eine sinnvolle Beteiligung nötig sind, etwa technische
Spezifikationen, Betriebsregeln, Standards u.ä, allgemein zugänglich (public domain) sind.
Von besonderer Bedeutung ist in diesem Zusammenhang das einzigartige Internet System
der REQESTS FOR COMMENT (RFC). Dies ist eine Sammlung von weit über Tausend
Dokumenten, die zu jedem Zeitpunkt alle wichtigen Informationen über die Technik und
Organisation des Internet enthält und zu der jeder, wie schon der Name sagt, beitragen bzw.
sich äussern kann. Welchen Status ein RFC letztendlich erhält (Vorschlag, halbamtlich, amt-
lich, Standard) entscheidet die Internetverwaltung als Organ der Internetgemeinde.
Das Prinzip der Selbstorganisation beinhaltet, daß die Architektur des Internets (z.B
Schnittstellen, Teilnetzkonzept) so gestaltet ist, daß alle für den Endnutzer wesentlichen
Eigenschaften des Internet (erhältliche Hard-und Software, Netzausbau, angebotene Dien-
ste, Inhalte) dem freien Spiel der Kräfte von Angebot und Nachfrage zwischen den Mit-
gliedern der Internet Community überlassen bleiben kann.
Selbstorganisation in diesem Sinne funktioniert aber nur, wenn für alle Beteiligten, d.h.
die Mitglieder der Internetgemeinde, allgemein verbindliche Spielregeln gelten, die einge-
halten werden müssen, damit trotz dieser Freiheiten stets der Zusammenhalt des Netzes
und seine Funktionsfähigkeit erhalten bleibt. Diese Spielregeln bilden die Infrastruktur
des Internet. Sie umfasst derzeit vier Sektoren:
(1) Standards bezüglich Schnittstellen, Formate und Übertragungsprotokolle (z.B.TCP/
IP, Paketformate)
(2) Adressvergabe durch eine zentrale Registratur in den USA und drei regionale:
ARIN (Amerikas), RIPE (Europa), APNIC (Pacific)
(3) Einführung,Verwaltung und Benutzung von Namen und der dazugehörigen Name-
Server
(4) Festlegung von Kennwerten, mit deren Hilfe die Paketbearbeitung in den TnS und
VmS Netzknoten auf bestimmte Anwendungen und Transportmodi (z.B. Kennzif-
fern für Standarddienste wie E-Mail, WWW usw.) eingestellt werden kann.
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Die Internetverwaltung besteht aus zwei Gesellschaften, die sich um die Infrastruktur
kümmern, nämlich die
– Internet Society (ISOC)
– Internet Corporation for Assigned Names and Numbers (ICANN )
Sie sind entsprechend der oben skizzierten Internet-Philosophie als gemeinnützige (non
profit), den Interessen der Internet-Gemeinde verpflichtete (public benefit) Organisatio-
nen verfaßt. In ihren Satzungen wird dieser Verpflichtung dadurch Rechnung getragen,
daß alle leitenden Funktions- und Verantwortungsträger bottom up d.h.demokratisch von
Mitgliedern aus allen Bereichen der Internet Gemeinde über offene Kandidatenlisten ge-
wählt werden und ihre Tätigkeit ehrenamtlich ausüben.
Die ISOC ist eine Fachgesellschaft (professional society) in einer Rechtsform, die etwa
unserem e.V. entspricht. Sie hat derzeit etwa 8000 persönliche und 200 institutionelle
Mitglieder. Jede professionell ausgewiesene Person (z.B Besitzer eines Internetanschlusses
mit e-mail Adresse) kann Mitglied werden. Laut Charter ist der Vereinszweck: „... to
assure the open development, evolution and use of the Internet to the benefit of all
people throughout the world “.
Neben der Veranstaltung von Internet Fachtagungen und der Herausgabe von Zeit-
schriften ist der Arbeitsschwerpunkt der ISOC die Entwicklung der Internet-Standards.
Hauptorgan für letztere Aufgabe ist die Internet Engineering Taskforce (IETF) der ISOC.
Diese ist die Kerntruppe, in der die technischen Randbedingungen für das gesamte Internet
koordiniert und weiterentwickelt werden. Sie umfaßt ca. 1000 freiwillige, über die ganze
Welt verstreute Mitglieder, die verteilt auf 114 Arbeitsgruppen in 8 Arbeitsgebieten die
anstehenden Themen bearbeiten. Die Zusammenarbeit läuft im wesentlichen über e-mail.
Nur in größeren Abständen finden Arbeitssitzungen und andere persönliche Zusammen-
treffen statt. Das Arbeitsergebnis der IETF wird in Form von RFC´s (Requests for
Comments) dokumentiert und allgemein zugänglich gemacht.
ICANN übernimmt die Sektoren 2),3) und 4) der Infrastrukturverwaltung, also die
Aufstellung und Überwachung der Regeln für Adressvergabe, Namensverwaltung und
Kennwertfestlegung. ICANN versteht sich als Dienstleistungbetrieb für die Internet Ge-
meinde. Sie ist eine gemeinnützige Gesellschaft öffentlichen Rechts (public non-profit
corporation) mit Sitz in Kalifornien.
Die bei den laufenden Verwaltungsarbeiten enstehenden Kosten, insbesondere für fest
angestelltes Personal, werden durch Gebühren gedeckt, die von den Nutzern von ICANN
erhoben werden. Diese sind u.a lokale Adressregistraturen, die Verwalter der obersten
Namens-Domänen, Netzbetreiber, Dienstanbieter, Protokollstandard-Organisationen. Der
Vorstand ist 14 köpfig und ehrenamtlich tätig. 9 Sitze werden durch die Nutzer besetzt, die
übrigen 5 durch Wahlen im Bereich der Internet-Gemeinde insgesamt (at large). Die
Besetzungsregeln sichern breite geographische und funktionelle Streuung. Wie durch-
schlagend das bei den Wahlen praktizierte Verfahren der offenen Kandidatenlisten funktio-
nieren kann, zeigten dabei die Wahlen 2000. Hier setzte sich als zentraleuropäischer Vertre-
ter der von einer genügenden Zahl von Einzelmitgliedern nominierte Andy Müller-Maguhn,
ehemals vom Chaos Computer Club, zur Überraschung aller durch gegen den vom Vor-
stand nominierten Kandidaten von der deutschen Telekom.
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9. Zusammenfassung, Ausblick
Ziel der Betrachtung war, zu zeigen, daß schon wenige im Internet steckende technische
und organisatorische Leitideen genügen, um dessen großen Erfolg zu erklären, obwohl
sich sicherlich noch weitere Ideen finden ließen, die zu diesem beigetragen haben Die
Darstellung ist primär für den Nichtfachmann gedacht. Deshalb wurden dabei die Verhält-
nisse zum Teil stark vereinfacht behandelt, neuere Entwicklungen z.B bei der Adressierung
von Teilnetzen nicht berücksichtigt und so weit wie möglich keine unerklärten Fachbegrif-
fe benutzt.
Insgesamt laufen die behandelten sechs Leitideen darauf hinaus, einen technisch/orga-
nisatorischen Rahmen für ein neues Telekommunikationssystem abzustecken, mit dem das
Potential von frei programmierbaren Rechnern als Teilnehmerstationen – insbesondere
ihre Speicherfähigkeit – dazu benutzt wird, um dem Publikum weltweit und marktgesteuert
hochattraktive neue Kommunikationsdienste zur Verfügung zu stellen.
Die Weiterentwicklung des Internet ist – sowohl was die Verbreitung als auch die
angebotenen Dienst betrifft – noch in vollem Gange. Ihr Ende ist noch nicht abzusehen.
Anzunehmen ist, daß bald schon eine Milliarde Menschen Zugang zu ihm haben werden.
Was die Dienste betrifft, so liegt, neben anderen, ein Schwerpunkt der Entwicklung derzeit
auf der Abwicklung von Geschäften über das Internet (E-Commerce) und der Absi-
cherung dieser Geschäfte durch elektronische Signaturen und Verschlüsselungen. Eine
weiterer ist die Integration klassischer Tk-Dienste wie Telefonieren, insbesondere in
mobiler Form, und Fernsehen in das Internet. Ob sich das bzw. wieviel davon sich durch-
setzen wird, muß die Zukunft weisen.
Prof. Dr.-Ing. Robert Piloty
Am Steinern Kreuz 19
D-64297 Darmstadt
e-mail: piloty@dtr.e-technik.tu-darmstadt.de
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