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PROPOSITO Y Dr.SARROr.LO DE LA PRESENTE MF.MORIA.
El objeto del trabajo planteado en la présente memoria ha sido doble. De una 
parte, se ha abordado de forma general, el problema de la sîntesis optima de funciones 
de conmutacion utilizando un tipo particular de modules logicos universales; el multi­
plexor. De otra, y dando asi tîtulo a la memoria, se efectua un estudio sistemâtico de 
circuitos logicos de tipo aritmëtico,
Dentro del campo del diseno logico, las propiedades estructurales de las ope^  
raciones aritmêticas, han»recibido una considerable atencion. En la actualidad, y debi^  
do al auge incesante de los circuitos integrados LSI (Large Scale Integration), los pro 
cedimientos convencionales utilizados tienen que ser revisados y planteados desde una 
ôptica diferente, tomando en cuenta las posibilidades que la tecnologîa nos ofrece.
Para su desarrollo se ha dividido en cinco capîtulos organizados de la siguien^
te forma:
En el primer capîtulo ,se efectua un analisis de las estructuras de circuitos 
combinacionales mediante la utilizaciôn de modules logicos universales (multiplexores). 
Para la sîntesis de cualquier funcion de conmutacion se definen dos tipos de estructu­
ras dcnorainadas arborescentes y generalizadas, y se estudian sus propiedades fundamen- 
tales.
En el capîtulo segundo,se abordan los problemas de sîntesis de circuitos corn 
binacionales realizados con multiplexores. El objetivo ha sido el de dar metodos sis- 
tematicos que nos permitan dada cualquier funcion de conmutacion f(X), pasar a una es­
tructura que la implemente con un coste mînimo (menor numéro de modules). En particular 
se hace uso extensivo del concepto de descomposicion funcional, y se pone de manifiesto 
su importance a en la sîntesis de estructuras generalizadas.
El capîtulo tercero, esta dedicado a estudiar los contadores paralelos gene- 
ralizados como bloque fundamental en la sîntesis de circuitos aritméticos. Este tipo de 
unidad tiene entre otras, como aplicaciones inmediatas, los sumadores de entrada multi-
jilc, multiplicadores tipo paralelo, proccsadores asociativos etc. Se desarrolla un al­
goritmo do reduccion quo permite ohtcner cualquier contador paralelo generalizado que 
se desee, utilizando unicamente un solo tipo de modulo. Este hecho, es de indudablo in 
teres en la sîntesis de circuitos aritméticos VLSI.
En el capîtulo cuarto, se présenta la sîntesis de multiplicadores binaries. 
Se analizan,con especial interes, los multiplicadores tipo paralelo y sus formas de re 
lizaciôn. Basicamente existen dos categorias de multiplicadores paralelos, que son:
a) de tipo iterative, y b) basados on esquemas de reduccion de la matriz de productos 
parciales. Dentro del primero, se propone un nuevo Multiplicador iterative fundamentad 
en una modificaciôn del esquema de Guild. Para los de la clase b), se generaliza el al 
goritmo de Stenzel y col., utilizandose de forma extensiva los contadores paralelos ge 
neralizados vistos en el capitule anterior. Asimismo, se proponen nuevos tipos de estr 
turas para multiplicadores,cuya elecciôn (compromiso velocidad coste) estarâ obviament 
en funcion de la aplicaciôn en concrete a la que se destine el multiplicador,
Finalmente, en el capîtulo quinte, se présenta un estudio sobre integrado- 
res digitales incrémentales de resoluciôn extendida basados en la transmisiôn de las d 
ferencias de segundo orden. El algoritmo de integraciôn escogido ha sido el de Adams- 
Bashfort de segundo orden. Se realizan prototipos expérimentales, utilizando circuitos 
integrados MSI, cuando la integraciôn es con respecto al tiempo, y permitiendose adema 
la inclusion de un coeficiente potenciomêtrico en el integrador. Tambien se generaliza 
el integrador digital en el caso de una integral de Stieltjes, presentandose resultado 




ANALISIS DE LAS ESTRUCTURAS DE CIRCUITOS COMBINACIONALES MEDIANTE LA 
UTILIZACION DE MODULOS LOGICOS UNIVERSALES (MULTIPLEXORES)
1.1.- INTRODUCCION
Uno de los objetivos de la teorîa de la conmutacion es desarrollar méto- 
dos que minimicen paramètres seleccionados en las realizaciones de circuitos lôgi- 
cos.
Los métodos de los mapas de Karnaugh y la tecnica de Ouine Me Cluskey 
(^ ) determinant la forma de una funcion de conmutacion con el menor numéro de impli­
cantes primos y de literales. Mientras que estos dos procedimientos ilustran como 
la teorîa de la conmutacion se puede aplicar para minimizar circuitos logicos, no 
consideran, sin embargo, las limitaciones practices de. fan-in o fan-out. Posterior- 
mente, se desarrollarôn algoritmos y procedimientos que minimizan circuitos logi- 
cos sujetos a varias ligaduras. Un, metodo para minimizar circuitos TANT, basado 
en una extension de los mapas de Karnaugh, ha sido derivado por Koh (^). Un gran 
esfuerzo de la investigaciôn de circuitos logicos ha estado centrado en minimizar 
circuitos NAND/NOR con ligaduras sobre el fan-in (3){^)(5)(6), Los algoritmos men- 
cionados, minimizan circuitos logicos con un tipo de puertas fijado a priori, Mu- 
roga e Ibareiki (^), han desarrollado un metodo general de minimizaciôn basado en 
la programaciôn lineal entera.
Otra Srea de interes ha sido la de conseguir circuitos logicos que pue- 
dan realizar cualquier funciôn de M variables por cambiar unicamente sus entradas. 
La mayor parte de la investigaciôn en estos circuitos, que se denominan môdulos 
logicos universales (MLU), se ha dirigido hacia la minimizaciôn del numéro de co- 
nexlones externas (de entrada y salida). Aunque este problema es verdaderamente 
importante (el costo de un circuito integrado guarda una fuerte interrelaciôn con
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el numéro do conexiones externas), nuestro interes esta centrado on presenter roc- 
todos générales para el uso optimo, de una determinada clase de modules logicos 
universales, como componentes basicos para implementar cualquier funcion de conmu­
tacion.
Estos dispositivos que se denominan MLU de tipo multiplexor de orden p , 
(MLUh(pI) pueden realizar cualquier funcion de conmutacion de p+l variables y se 
obtienen comercialmente como circuitos integrados denominados multiplexores.
La forma de estos modules logicos universales fue deducida por Yau y 
Tang {^), utilizando el teorema de expansion de Shannon (®), al expandir una fun­
cion de p variables respecto a p-1 de estas.
En este capîtulo, después de una introducciôn al problema y una revisiôn 
de los trabajos relacionados con los môdulos lôgicos universales (MLU), se anali- 
zah las propiedades fundamentales de las realizaciones con MLU de funciones arbi- 
trarias.
Para la sîntesis de cualquier funciôn de conmutacion se definen dos ti­
pos de estructuras denominadas arborescentes y generalizadas y se estudian sus pro­
piedades fundamentales. En primer lugar y teniendo en cuenta que nuestro objetivo 
final va encaminado a dar mëtodos sistemâticos y a ser posible ôptimos (en cuanto 
al numéro de MLU necesitados para la sîntesis de cualquier funciôn), damos un teo­
rema fundamental vâlido para ambos tipos de estructuras y que demuestra que uni­
camente son necesarias estudiar las clases de equivalencia n-p-n para tener defi- 
nidas las estructuras optimas.
Esto représenta una simplificaciôn drâstica en el problema de sîntesis, 
puesto que unicamente nos debemos centrer en la funciôn representative de la cla­
se de equivalencia. Asimismo, se da un procedimiento sistemâtico que permite obte- 
ner la sîntesis de una funciôn cualquiera (bien mediante una estructura arborescen­
te o una estructura generalizada), conociendo la de su funciôn representative en
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la clase de equivalencia n-p-n a la que pertenece.
Es importante advertir desde el principle que el costo (entendido como 
el nûmero de MLU necesitados en la sîntesis). de una estructura arborescente opti­
ma, no es, en general, coïncidente con el de una estructura generalizada tambien 
optima.
Con el fin de caracterizar completamente las estructuras arborescentes, 
se examinan propiedades funcionales individuales, tales como las simetrxas parcial 
y total y se determinan sus efectos, demostrândose que, cada variable siraetrica 
en una funcion, reduce el numéro de MLU necesitados en el arbol.
Asimismo, se «malizan las propiedades de las estructuras generalizadas 
y se demuestra que, en general, son preferibles a las estructuras arborescentes 
al requérir menor ndmero de MLU para su sîntesis. Se efectua una comparacion entre 
ambos tipos de estructuras. Para el caso que denominamos disjunto se hace una com­
paracion directa entre las cotas superiores para cada tipo de estructuras. Sin em­
bargo, no ha sido posible hacer lo mismo para el caso no disjunto.
Finalmente, se caractérisa el numéro de estructuras generalizadas que 
existen para un numéro dado de MLU.
1.2.- MODULOS LOGICOS UNIVERSALES
Como un modulo logico universal de It variables (MLU(it)) puede realizar 
cualquier funcion de conmutacion de W+I variables o menos, un .MLU(it) (it > I) es 
funcionalmente complete, ya que puede realizar las funciones de dos variables V 
y 0 y la funciôn de complementer una variable.
Teôricamente, MLU (il) se pueden usar como elementos lôgicos en circuitos 
de conmutaciôn c[ue realizan cualquier funciôn. Este tipo de uso de los MLü(it) es­
ta, sin embargo, limitado tanto por la complejidad del modulo como por la dificul- 
tad de utilizar el modulo como un elemento lôgico.
-4-
No obstante, los MLU presentan algunas ventajas sobre las puertas conven­
cionales tipos NAND o NOR, cuando se usan como dispositivos lôgicos. En primer lu­
gar, todas las funciones de n■^ 1 variables, o menos, pueden realizarse con un MLU(ni 
(incluyendo, por tanto, las funciones NAND y NOR). Ademas, muy presumiblemente, 
deberian de nocesitarse un menor numéro de môdulos para realizar una funciôn con 
MLU(n) que con NAND. Por tanto, incluso aunque un MLU(n) puede ser relativamente 
complejo, desde un punto de vista interno, un circuito lôgico que le utilizase co­
mo componente basica deberîa ser menos complejo que si se construyese mediante puer­
tas convencionales.
Como ya se ha dicho, la mayor parte de los trabajos sobre MLU se han cen­
trado en minimizar el numéro de conexiones externas (I/O pins), sin preocuparse 
excesivamente del problema practice de cômo usar una realizaciôn concreta de un 
MLU en el diseno de sistemas lôgicos.
Como un sistema digital tîpico, en general, utiliza funciones de diferen- 
tes dimensiones, caben dos alternativas, o bien el MLU es lo suficientemente gran­
de para poder manejar la funciôn de mayor taroano, o por el contrario se dispone 
de algun metodo para interconexionar MLU. El primer punto de vista no siempre ré­
sulta admisible si existe un gran rango en el numéro de variables por funciôn. El 
ultimo metodo es, pues, la mejor forma de utilizar los MLU si los procedimientos
para realizar e interconectarles son cômodos.
Desgraciadamente muchos MLU(n) propuestos no realizan de una manera fâ- 
cil la implementaciôn de funciones lôgicas. Por ejemplo, Preparata (^ )^ propone 
un MLU que requiere, por parte del usuario, la determinaciôn de un con junto de fun­
ciones, que el denomina "funciones séparatrices" y que son realizadas internamen- 
te por cl modulo para ser realimentadas a sus entradas. Si las entradas originales 
al môdulo no son variables simples, las funciones séparatrices se hacen relativa­
mente complejas respecto a sus entradas. Asî pues, este tipo de MLU y muchos otros.
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no parecen ser apropiados para utilizar en circuitos logicos que requieran mas 
de 1 modulo.
Los MLU propues tos por Yau y Tang. (^ ) , que hemos denominado MLUM (modu­
les lôgicos universales de tipo multiplexor) presentan la indudable ventaja de 
que su uso como bloque fundamental para realizar cualquier funciôn de conmutaciôn 
es directe.
El primer paso para deducir la forma de un MLUM(p) es utilizar la fôr- 
mula de expansiôn de Shannon, expandiendo una funciôn de p+1 variables, respecto 
de p de estas variables
( M l
donde las variables x=I,2,...,p se denominan variables de expansiôn y las fun­
ciones é l j p ,  ip_ ; f • • • 6 I, se conocen como funciones residues. Efec-
tuemos las siguientes sustituciones. Sea:
U  = 0, J,...,p-I)
se llama la entrada de control i-êsima.
^p-r
donde:
se llama la entrada de dates r-esima.
^p+1 ' ^ p - V ’ " ’ ^ V  *0^
^p+/ es la funciôn de salida del MLUM(p)
Enfonces:
—6“
f^j+1  ^ ^p-1 ^p~2*"'*^0^0  ^ ^p-1 %-2' ' ' ' +. . .+ Cp_j ^p-2> • "  >^0^2P-1
Una implementaciôn NAND de (1.2) para p=2 y su representaciôn en diagra­
ms de bloques se da en la Figura 1.1. Este circuito y su diagrams son équivalen­
tes a los de un multiplexor de 2 entradas. Para usar este multiplexor como un MLU 
de 3 variables, cualquier funciôn de este numéro de variables se expande respec­
to a dos cualesquiera de ellas
((Xg Xj X q ) - Xg Xj ^{0,0,x^] + Xg Xj ^(0,7,Xg) + Xg Xj ^(I,0,Xg) + Xg Xj (î(I,I,x^)
(1.3)
donde Xj y Xg son las variables de expasiôn y ({(Xg, X j ,  X^} son las funciones re­
sidues Xg, Xj € [b, f] .
Enfonces, las variables de expansiôn se utilizan como las entradas de 
control y las funciones residues como las entradas de datos, tal como se muestra 
en el ejemplo de la Figura 1.2.
MLUM(p) se pueden utilizar fâcilmente para realizar cualquier funciôn 
de n variables (n > p + I), al expandir repetidamente respecto a p variables. Un 
ejemplo de como una funciôn arbitraria de 5 variables se podrîa realizar con 
MLUM(2) se da en la Figura 1.3. Este circuito es un MLU de 5 variables.
1.3.- REVISION DE LOS TRABAJOS RELACIONADOS CON MLU
La mayor parte de la investigaciôn llevada a cabo en el ârea del dise­
no con MLU lia estado centrada en la construcciôn de môdulos con un numéro mînimo 
de conexiones externas. Vamos a considerar en esta secciôn los avances efectuados
en esta lînea de trabajo, siguiendo su propia evoluciôn histôrica.
El trabajo inicial de Forslund y Waxman (^ )^ intentaba minimizar al mis­











c^  3 2 1 U
MLU»(2)
"0
b) Dianrama de bloques
Figura 1.1.- Môdulo lôgico universal tino nultinlexor de 
2 entradas (tlLUH(2))
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= ’'2’^r''o + ’'2’'! + *2*1*0
f(x2,x^,Xp) = %2*1 (*0^  + %2*1 * *2*1 ^ *0^  + *2*/°^
•^0 = *0' **1 = '^ ^2 = *0' **3 = °
0  X q  1
1 I I I
*2— ^ c/3 ^^2 1^ %
*1— ^ =^0
Figura 3.2,- Ejcnplo de uso funcional de un MLUM(2)
*1—— ^0 4^
/ r**’*, , ^ t ,
Figura 1.3.- Sîntesis do un HLlJMf4) con 4 MLUM(2)
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permitir perrautaciones y complementaciones de las variables y clasificar las 256 
funciones booleanas de 3 variables en 10 clases de equivalencia.
Las 10 funciones representando las clases de equivalencia se realizan 
en un Cnico circuito logico de 3 variables. El MLU{3) résultante tiene 5 entra­
das y 2 salidas. Los autores, a continuacion, intentan sintetizar un MLU(4), tra- 
tando de encontrar funciones de mas variables que puedan descomponerse en las 208 
clases de equivalencia de 4 variables que ellos determinan. Como el nfimero de fun­
ciones de 6 y 7 variables es elevado (2^^ y 2^ ^ ) , utilizan un proceso aleatorio 
para seleccionar funciones. La mejor funcion que encuentran es una de 7 variables 
que es descomponible en 205 clases.
King da un metodo basado en la definiciôn de un conjunto de opera-
dores, mediante el cual se puede realizar un conjunto de funciones en la forma 
de un circuito logico de uso general. Una funcion se llama una funcion sucesor 
de si las operaciones sobre cada minterm produce un minterm de Si se pue­
de encontrar un conjunto de funciones sucesoras disjuntas, la union de sus min- 
terms constituirâ el circuito logico de uso general. King unifica sus ideas de 
manera que se puedan utilizar en un metodo sistemâtico que repetidaunente apiica 
operadores hasta que todos los sucesores son disjuntos. El metodo se puede utili­
zar para realizar un MLU, sin embargo, no se garantira que el numéro de conexio­
nes externas sea mînimo.
Yau y Orsic presentan un metodo que origina un MLU(7) con un mîni­
mo de conexiones externas. Para un MLU(n), definen una matriz de minterms de dim 
n X s. Plantean un teorema, el cual dice que si esta matriz de minterme P trans­
forma el espacio vectorial n dimensional en de tal manera que los 4 puntos
estân sobre la estera de radio unidad en V^, entonces cualquiera de las 2® funcio­
nes se pueden obtener tomando el producto lôgico de los minterme y una funciôn 
lôgica lineal. Los autores definen particlones primaries de todos los 2" minterms.
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los cuales satisfaccn el teorema y minimizan el numéro de conexiones de entrada 
neccsitadas para las funciones lôgicas lineales.
Se dan las particlones rcqueridas para 3 variables y se demuestra que 
las particlones para mas variables se pueden deducir de las de 3 variables.
Preparata y Muller presentan un metodo, el cual tambiên particio-
na todos los minterms de n variables en orden a realizar un MLU (ni con un numéro 
mînimo de conexiones externas y donde las variables de entrada pueden aparecer, 
tanto en forma no complementada como complementada, Estas particlones o bloques 
tienen la propiedad de que para cada subconjunto propio no vacîo del bloque, 
existe al menos una variable, la cual aparece unicamente en forma complementada 
o no complementada.
Los bloques se deducen de un conjunto de operaciones matricialcs, las 
cuales, aplicadas repetidamente, transforman un matriz de minterms en una nueva 
matriz, la cual no tiene filas comunes. Una vez que se encuentra la particiôn, 
el conjunto de minterms en una particiôn se multiplies por una variable de control 
para dar la funciôn MLU. Este metodo résulta en una realizaciôn de MLU con un nu­
méro relativamente bajo de conexiones externas cuando n es pequeno y se aproxima 
al lîmite teôrico mînimo en cuanto al numéro de conexiones cuando n aumenta-
Un enfoque diferente al problema de minimizar el numéro de conexiones 
externas en un MLU ha sido utilizar funciones de mas de una variable como entra­
das al MLU. Patt desarrollô un môdulo con dos con juntos de entradas s unas
que estân constituidas por variables sin complementar se utilizan para realizar 
la "funciôn separatriz" que se realimentan al otro conjunto de entradas; las otras 
las constituyen las funciones séparatrices y funciones de variables simples se 
usan para implementar la funciôn MLU. Preparata extiende las ideas de Patt
de forma sistemâtica. En este metodo, los bloques de minterms se constituyen de 
forma similar al propuesto en el trabajo previo de Preparata y Muller. Una vez
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que todos los minterms han side incluidos, las funciones se construyen de las ca- 
racterîsticas de cada bloque de manera que puede seleccionarse cualquier subcon- 
junto de minterms.
En el trabajo de Osman y Weiss el problema de minimizar las cone-
xiones externas se enfoca mediante la construccion de unos modules bases univer- 
sales, los cuales cuando se dan en conjunciôn con un conjunto de funciones exter­
nas pueden realizar cualquier funciôn de un tamano dado.
En dos trabajos, Yau y Tang ( ^ ) , deducen un MLU bâsico al expansio- 
nar una funciôn booleana genërica de n variables respecte a n-1 de estas variables. 
Este MLU se denomina MLU tipo multiplexor (MLUM).
Asimismo utilizan estes MLUM como elementos en dos nuevos tipos de MLU 
con mener numéro de conexiones externas. Un Q-MLU minimize dicho numéro al impo- 
rier que se efectuen determinadas conexiones internas para realizar una determina- 
da funciôn. Las conexiones internas se obtienen como salida de un circuito combi- 
nacional de salida multiple que realiza cualquier funciôn de k variables (elles 
toman por simplicidad fe=2). Por tante, un Q-MLU es un circuito lôgico universal 
de fe+n variables con conexiones externas y 2^ conexiones internas. El otro 
nuevo tipo de MLU utiliza un registre de desplazamiento para suministrar las en- 
tradas a otro MLU. La funciôn que el MLU tipo serie realiza viene especificada 
por la carga secuencial que se le dé al registre de desplazamiento. Estas MLU tie- 
nen un numéro de conexiones externas muy reducido aunque aumente su complejidad 
interna.
Yau y Tang apuntan en sus trabajos que estos MLU se pueden usar para 
realizar cualquier funciôn booleana.
1.4.- ESTRUCTURAS ARBORESCENTES Y ESTRUCTURA5 GEHERALIZADAS
Las estructuras arborescentes emanart de la aplicaciôn iterada del tco-
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rema de expansion de Shannon.
Para sintetizar una funciôn booleana ^ de n variables mediante MLUM(p) 
se aplica el teorema de expasiôn de Shannon, resultando;
k . .
t=y '
donde k = 2"-1, Xy puede ser Xy o Xy, Xj,...,X^ représenta el minterm
i-esimo en las variables x^,Xj,...,X^ _j que son p variables cualesquiera de las 
n variables d e ^ y  las funciones son los residues de A conti-
nuaciôn cada funciôn se realiza siguiendo el mismo procedimiento, hasta que 
quedan reducidas, o a constantes o variables simples. El resultado es una estruc- 
tura en arbol de MLUM(p) que realiza la funciôn j(.
Definiciôn 1.1.- Una estructura de MULM(p) se denomina arborescente si se cumplcn 
las dos condiciones siguientes:
a) Las entradas de control a cualquier MLUM(p) del circuito son una varia­
ble simple.
b) Las salidas de los MLUM(p) del nivel / se conectan a las entradas de 
datoB de algun MLUM(p) del nivel j-1 . (Ver Figura 1.4).




Si efectuamos la sintesis expansionando en el primer nivel las variables 







c fif fr f iO L
V  ^ 2 p ‘ 1
Figura 1.4.- Estructura canonica arborescente
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ijgX;(Xgl+X^X;(0)+XgXj(Xgl+XgXytfij +
*4*3 [jz^ ï (Xg)+XgX^(Ol+XgX^lfl+XgXytfjj
Correspondiendole la estructura arborescente de la figura 1.5a.
Sin embargo, si expansionamos en el primer nivel respecte a X^,Xj, y en 
el segundo respecto a Xg,Xg, se deduce;
û ( x ^ , X ^ , X 2 , X j  , X q] = X ^ , X j ( 1 ) ■*•
*4*1 1^3*2 (*o) ^ *3*Z ( (xg) ^ XgXg ( ï )J +




















b) Circuito nodificado 
Finura 1.5
-15-
La estructura arborescente, en este caso, se simpliflca como se indica 
en la Figura 1.5b.
Este ejemplo pone de manifiesto que para realizar una funciôn de conmu- 
taciôn utilizando (1LUM, dependiendo del orden en que se expansionen las variables 
en los distintos niveles, la sintesis résulta mas o menos econôraica.
Se plantea as! un problema de minimizaciôn de MLUM en estructuras arbo­
rescentes .
El problema de minimizaciôn es el de decidir el orden en el cual las va­
riables deberîan ser expansionadas para dar una estructura en ârbol minima.
Definiciôn 1.2.- Diremos que una estructura arborescente es minima si no existe 
ninguna otra estructura arborescente que implements a la funciôn y que requiera 
un menor numéro de MLUM.
En el proximo capitulo se darân procedimientos sistematicos para la sin­
tesis de estructuras arborescentes ôptimas o cuasiôptimas, ahora mas bien estamos 
Interesados en analizar las propiedades funcionales de dichas estructuras.
En principio, se podrîa pensar en un procedimiento exhaustivo que tuvie- 
se en cuenta todas las posibles permutaciones de las variables de control; sin em­
bargo, esto darla lugar a un proceso considerablemente largo, incluso realizado 
mediante ordenador. En efecto, para una funciôn de n variables que se expande com- 
pletamente mediante MLUM(p), el numéro de expansiones se puede calculer fâcilmen- 
te. La funciôn se puede expandir respecto a cualquier combinaciôn de las n varia­
bles tomadas de p en p. De igual manera, cada una de las 2^ funciones residuos res­
pecto a cualquier combinaciôn de las n-p variables restantes tomadas de p en p.
Para el nivel de expansiôn i-esimo, las 2^^ funciones residuos se pueden expandir 
respecto a cualquier combinaciôn de las H-^p variables restantes tomadas de p en p.
Por tanto, para una expansiôn de t  niveles, el numéro de posibles expan-
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sioncs viene dado por:
- Ü D *
A priori, se tienen las siguientes cotas superiores para realizar una 
funciôn de n variables con MLUM(p).
Como en cada nivel se eliminan p variables (las p entradas de control 
al MLUM(p)) y como las entradas de datos al ultimo nivel pueden ser constantes lô- 
gicas o una variable simple, se deduce fâcilmente que el numéro de niveles en la 
estructura arborescente es:
■PM (/.9)
donde [V| se define como el menor entero mayor o igual a X.
Si no se puede eliminar ningun MLUM(p) en la estructura arborescente, 
el numéro de môdulos necesitados viene dado como la suma de los termines de una 
progresiôn geomêtrica de razôn k = 2 ^ , el numéro de termine £ (numéro de niveles) 
y primer término igual a 1.
^ im x  ~  ^ k +  ^ I con k = 2^ U .J O i
Si p no divide exactamente a n ~ l , el primer nivel tendra sin usar algu- 
na de sus entradas de control o posiblemente se escoja un MLUM(p^);Pj < p en el 
primer nivel. p| viene dado por la expresiôn; pj = n -1 -p  [Z -1 ) .
En este caso, el valor de se calcula de la siguiente expresiôn:
N = 7 +  2 ^ U l + fe = 7 + 2^ * [U 1 1 ]
Obviamente, las estructuras arborescentes de MLUM(p) no representan la
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forma mas general de interconectar modules logicos universales para implementar 
una funciôn.
Definiciôn 1.3.- Una estructura de MLUM(p) se denomina generalizada si se permite 
que las entradas de control a cualquier MLUM(p) del circuito scan funciones multi­
variables y no variables simples, como era el caso de la estructura arborescente 
(Ver Figura 1.6).
f(*o' '*n-l)
Figura 1.6.- Estructura generalizada de MLUM(p)
Definiciôn 1.4.- Diremos que una estructura generalizada es minima si no existe 
ninguna otra estructura generalizada que implemente a la funciôn y que requiera 
un menor numéro de MLUM.
La estructura generalizada de MLUM(p) présenta una mayor complejidad en 
su tratamiento, ya que las entradas de control a un MLUM(p) cualquiera pueden ser
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a EU vez, una estructura arborescente. Es decir, que una estructura generalizada 
de MLUM(p) corresponde a una estructura arborescente de estructuras arborescentes.
Ejemplo 1.2.- Para algunas funciones se puede obtener una reduccion sustancial 
en el numéro de MLUM(p) necesitados, si se utiliza una estructura generalizada.
Por ejemplo, ûnicamente 2 MLUM(1) se requieren para realizar la funciôn de la Fig. 
1.7b) con una estructura generalizada, mientras que, al menos 3 MLUM(1) hacen fal^ 
ta en la estructura arborescente minima que se muestra en la Figura 1.7à.
Las estructuras generalizadas nb han sido estudiadas ni a nivel de sus 
propiedades ni de los mëtodos de sintesis.
En particular, nuestro objetivo en este capitulo es el de dar las pro­
piedades générales de ambos tipos de estructuras y las interrelacîones que exis- 
ten entre ellas.
1.4.1.^ Relaciones de equivalencia en las estructuras arborescentes y generaliza­
das . -
La sintesis directa de todos los circuitos ôptimos con MLUM(p) para ca­
da una de las funciones de M variables, requerîria una cantîdad enorme de tiem- 
po de calcule. Existe, sin embargo, un medio por el cual el problema de sintesis 
se puede reducir drâsticamente.
Efectuando simples transformaciones, las funciones se pueden agrupar en 
clases. Este concepto es util a la hora de preparar un catâlogo de circuitos para 
cualquier funciôn de un numéro determinado de variables.
Sean dos funciones de conmutaciôn Y 4g
taies que se puede hacer identica con permutando o complementando 
alguna de sus variables. Por ejemplo, consideremos dpfXgfXjfXgl = * XgXyXg
y dgIXgfXjfXg) = XgXg + XgXgXj. Si en {g se permutan X j y  Xq y  a continuaciôn se
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f(%4'*3'*2'*l'*o) = *3*1*0 + *3*2*0 + *4*1*0 + *4*2*0 + *4*2*1
f(*4'*3'*2'*l'*0>




Figura 1.7.- Comparacion estructuras arborescentes 
Estructuras generalizadas
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complcmcnta X j, la f unci on que résulta es (5j. Sin embargo, la funciôn = Xg +
+ XyXg no puede hacerse coincidir con independientemente de que variables se 
complementer! o permutcn. nemos llegado as! al concepto de clase de equivalencia 
n-p, basado en la permutaciôn y complomentaciôn de variables. Asî pues, y  ^2 
pertenecen a la misma clase de equivalencia n-p y ({j y no. Si ademas introdu- 
cimos la operaciôn de complementar la propia funciôn, ampliamos el espectro de 
las funciones que pertenecen a la misma clase de equivalencia. Por ejemplo:
U  ' * V o  * V )  * ',*0 ' 'Vo * “iVi’ ' Iz
se deduce de y en consecuencia de jjj. Esto nos lleva al concepto de clase de 
equivalencia n-p-n y que formalizamos en la definiciôn siguiente:
Definiciôn 1.5.- es équivalente n-p-n a (g, denotado por si
se puede obtener de ({j por cualquier combinaciôn de las très operaciones siguien­
tes:
1) Negaciôn (complementaciôn) de una o mas variables de
2) Permutaciôn de variables de
3) Negaciôn (complementaciôn) de
De esta forma, las funciones de n variables se pueden particionar en clases 
de equivalencia n-p-n.
Asf, para W=3 existen 14 clases de equivalencia n-p-n y para n=4 el nu­
méro se eleva a 222.
El contar el numéro de funciones que pertenece a cada clase y el de cla­
ses de equivalencia que existen para cualquier n no es un problema trivial.
Una clase de equivalencia tiene la propiedad importante de que una es­
tructura optima (arborescente o generalizada) de MLUM(p) para una funciôn determi- 
nada pertenecicnte a la clase puede ser, de forma directa y fâcil, modificada,
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pero siempro con el mismo numéro <Jo MLUM(p) on un circuito tambien optimo para 
cualquier otra funciôn de la misma clase. Asî pues, determinando todas las estruc­
turas ôptimas para una funciôn (llamada funciôn representativa de la clase de 
equivalencia) escogida de cada una de las clases de equivalencia n-p-n, résulta 
implîcitamente en una determinaciôn de todos los circuitos ôptimos para las 2 ^^  
funciones de conmutaciôn de n variables o menos.
El nâmero mâximo de funciones, u (k ), que puede contenez una clase de 
equivalencia n-p-n viene dado por;
vin) = ni 11.J2}
Como diferentes combinaciones de negaciones y permutaciones a menudo 
producen la misma funciôn, a partir de una dada, muchas clases de equivalencia 
contienen un numéro de elementos menor que v(n). En la tabla 1.1 estân representa- 
das las funciones representatives de las 14 clases de equivalencia que existen pa­
ra funciones de très variables, indicândose, ademâs, el numéro de funciones que 
pertenecen a cada una de las clases. Se observa que ninguna clase contieno el mâ­
ximo numéro de elementos u(3) = 96. Se ha utilizado una notaciôn de dos dîgitos 
hexadécimales para représenter la funciôn. Asî por ejemplo;
6; = (0 0 0 1 1 0 1 n
1 B
La funciôn representativa de la clase de equivalencia n-p-n se escogiô 
como aquôlla que tenga el menor valor hexadecimal entre los miembros de la clase 
respective.
Si se desea obtener una funciôn  ^de très variables, que no es una fun­
ciôn representativa, se procédera de la forma siguiente;
1) Efectuar las 96 combinaciones posibles mediante los pasos a)-c) para
cU) (U
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(5, registrando todas las combinaciones (puede existir mas de una) 
que dan la f une ion jÇ* con el valor hexadecimal mas pequeno.
a) Complementar ninguna, una o mâé variables de  ^ (8 posibilidades).
b) Efectuar cualquier permutaciôn de las variables de jj (6 posibilida­
des) .
c) Complementar o dejar sin complementar la funciôn résultante (2 posi­
bilidades) .
2) La funciôn jj' es la funciôn representativa para la clase de equiva­
lencia n-p-n de la cual es un miembro. Encontrar el circuito ôp- 
timo de .
3) Convertir el circuito ôptimo 4* que realiza en un circuito ôpti- 
mo 6 que realiza |{, tomanclo en cuenta los pasos la)-1c) que trans- 
forman (J en jj* y efectuando las acciones siguientes:
a) Permutar las variables en 6 ' de forma inversa a como fueron permuta- 
das en el paso 1-b) (por ejemplo, si fue permutada con X j en 1-b) , 
toda apariciôn de Xy y Xy en i ’ deberia reemplazarse por x^ y x^ 
respectivamente).
b) Complementar las mismas variables en el circuito résultante que las 
que fueron complementadas en el paso 1-a) si aparecen como entradas 
de datos, si no (es decir, aparecen como entradas de control) dejar- 
las invariantes pero permutar adecuadamente las funciones residuos 
correspondientes.
c) Si la funciôn fue complementada en el paso 1-c), complementar todas 
las entradas de datos que no se utilicen para generar entradas de 
control si la estructura es generalizada.
Ejemplo 1.3.- Se desea sintetizar la funciôn (Xg,x^,Xg) con representacion hexa­
decimal D4.
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Efectuando el paso 1) del proceso descrito, se obtiene que la funciôn 
(' = Ï7 corresponde a la funciôn representativa de la clase de equivalencia n-p-n.
se deduce de ({, complementando (paso 1-a), permutando Xg y X j (paso 1-b) y 
complementando la funciôn résultante (paso 1-c).
iî ( j ^, Xg, Xg) (I./3)
El paso 2) nos indica que el circuito ôptimo para jj’ corresponde a
La Figura 1.8a, ilustra la conversion de este circuito en un circuito ôptimo para
(J, En primer lugar, de acuerdo al paso 3-a), se intercambian las variables Xg y 
Xj (cuando ûnicamente intervienen dos variables, una permutaciôn y su inversa son 
idênticas), obteniêndose el circuito de la Figura 1.8b. A continuaciôn, el paso 
3-b) nos indica que se debe complementar la variable Xq (como aparece como entra- 
da de control se déjà invariable y se permutan las entradas de datos correspon­
dientes al MLUM(I), resultando el circuito de la Figura 1.8c. Finalmente, de acuer­
do al paso 3-c), se complemcntan las entradas de datos al MLUM(1) que no se utili- 
ce para generar ninguna entrada de control, Figura 1.8d.
Ejemplo 1.4.- Las funciones AND, NAND, OR y NCR, pertenecen a una misma clase de 
equivalencia n-p-n y por lo tanto su sintesis se deduce fâcilmente a partir de 
una de ellas como se observa en la Figura 1.9.
1.4.2.- Propiedades funcionales especiales
El teorema de expansiôn de Shannon se puede utilizar para detectar dis­
tintas propiedades de las funciones de conmutaciôn. Por ejemplo, usando expansio­
nes de variables simples se pueden encontrar variables simétricas y funciones au- 
toduales. Es deseable en el diseno de circuitos digitales utilizar propiedades de 
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Tigura 1.0.- Conversion del circuito ontimo para f. ’ (hexadedinal 17) en el
circuito optino para f{hexadecimal D4) ^
extensivamente en la simplificacion de circuitos de relê (^^).
Como (1.4) indica que todas las entradas de datos en una estructura ar­
borescente de MLUM(p) deben ser funciones residuos de la funciôn de salida, es lô­
gico buscar propiedades funcionales especîficas que nos conduzcan o bien a una 
reduccion en el numéro de funciones residuos distintas que se necesitan o a una 
simplificacion en la secuencia de expansionar las variables.
Definiciôn 1.6.- Una funciôn de conmutaciôn j . ,Xy,... ,X|^ ,... ,Xp) es simé-
trica con respecto a x^ y X - si
-26-
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Figura 1.9.- Rulacion entre los circuitos AND, HAND, OR y NOR y paso 
de unas a otras
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Esta definiciôn nos dice que si y Xy se pueden intetcambiar en la 
funciôn sin modificar su relaciôn de entrada-salida, enfonces son simétricas.
Un mêtodo de detectar simetrîa parcial es expandir la funciôn respecto 
al par de variables en cuestiôn. Si
é I j t • • * r • • • » ty* • • • » ®  ^I  ^* • • • » -îy» • • •
enfonces es parcialmente simëtrica con respecto a X^ y x y . El hecho de que 
una funciôn sea simëtrica con respecto al menos a dos variables permite reducir 
el numéro de MLUM(p) necesitados en el circuito. Si las dos variables simétricas 
se utilizan como entradas de control en el MLUM(p) (p ^  2} de salida o del primer 
nivel (para MLUM(1) las variables simétricas deberfan usarse en los dos primeros 
niveles) enfonces al menos 2^  ^de las entradas de datos a dicho MLUM(p) son idên­
ticas (para MLüM(1) la mitad de las entradas de datos del segundo nivel son idênti­
cas) . Estas entradas de datos deben de coincidir porque 2 de las 4 funciones resi­
duos résultantes de la expansiôn respecto al par de variables simétricas deben ser 
iguales. Como las entradas de datos idênticas se pueden manejar, implementando so- 
lamente una vez dicha funciôn y permitiendo transmitirla (no hay restricciôn de 
fan-out) a los puntos apropiados, no hay por que realizarlas individualmente.
Ccxno el numéro de MLUM (p) necesitados para realizar una funciôn de n va­
riables, segûn (1.10) es a lo mâs:
^nax '  ^ ' donde l  = P — ^
lo mêss
Enfonces, la realizaciôn de esa funciôn con MLUM(p) {p ^  2] requiere a
con k = 2
La cantidad
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f  ' %  ‘‘ n
se deduce del hecho de que 1/4 de los MLUM(p) restantes no se necesitan porque tie­
nen entradas de datos idênticas. Como un MLUM(p) se utiliza en la etapa de salida/ 






Figura 1.10,- Simplificacion en el numéro mâxi­
mo de MLUM(2) necesitados en el caso de una fun­
ciôn de conmutaciôn con x - y X • como variables 
simétricas ^
Si p=I, entonces 2 niveles y 3 MLUM(1) se requieren para efectuar la ex­
pansiôn respecto a las dos variables simétricas y, por tanto, la cota superior so­
bre el numéro de MLUM(1) résulta:
l ~ 1
max 2^ - 3) = MLllMd (M5)4{k-1\
fe=2
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Para cada variable simëtrica adicional, mas funciones residuos se hacen 
idênticas y, en consecuencia, se reduce el niitnero de MLUM(p) necesitados para rca- 
lizar la funciôn.
Lema 1.1.- Para toda funciôn simëtrica ( con respecto a p variables, si se expan­
de respecto a estas variables, ûnicamente existen p+1 funciones residuos diferen­
tes.
Demostraciôn; Para probar este Lema, consideremos la p-tupla de dîgitos binarios 
^y 6 [Ô, Q  . Las 2^ p-tuplas distintas se pueden particionar 
en p*1 clases de equivalencia distintas, cada una con un numéro diferente de 0 y 
1 bajo la operaciôn de permutaciôn.
Consideremos la funciôn residue l î j > • • • » Xp» •'tp_ j,.. •, -Cy,... . ,-c^ l
respecto a la expansiôn de sus p variables simétricas Xq, Xj ,..., Xy,... ,Xj^ ,..., X^ j 
Si se permutan I j  e se obtiene (î(x^ _j,..., X^ , ..., ty,..., -ig)
Si estas dos funciones residuos no son iguales, entonces Xy-* y X^ no 
pueden ser simétricas (en contra de las hipôtesis). Esta permutaciôn se puede efec­
tuar para dos variêüsles cualesquiera del conjunto de p variables simétricas y de­
be de resultar siempre en funciones residuos iguales. Esto implica que hay sola- 
mente una funciôn residuo distinta para cualquier conjunto de funciones residuos 
con M unos en el conjunto de variables de expansiôn. Como esto corresponde a la 
particiôn efectuada, existiran ûnicamente p+l funciones residuos para cualquier 
expansiôn respecto a p variables simétricas.
Definiciôn 1.7.- Una funciôn de conmutaciôn.(((X^_j, X^ g,... ,Xj) se dice que es 
totalmente simëtrica respecto a sus variables X^ j,« « « , »  si permanece invariable 
para cualquier permutaciôn de las mismas.
Por ejemplo la funciôn |({Xg,Xj,Xg) = Xj Xg * XgXj * Xg Xg es totalmente
-30-
simëtrica. Como consecuencia de este Lema, se deduce el siguiente teorema.
Teorema 1.1.- Una realizaciôn raborescento mediante MLUM(p) de una funciôn total­
mente simëtrica requiere a lo mâs;
I  lp./+ 1) -  t  * J d k J l -L -  mlum(p! (I.jé)
Â-=0 "
Siendo t  el numéro de niveles en la realizaciôn, tal como refleja (1.9) y su âr­
bol mînimo es independiente del orden en el cual las variables se utilizan como 
entradas de control.
Demos traciôn.- Se necesita un MLUM(p) para la funciôn de salida. A continuaciôn 
se requieren p+î MLUM(p) para la expansiôn respecto a p variables, y 2p+/ MLUM(p) 
cuando se expansionan 2p variables.
Este proceso continua hasta que la funciôn se expande respecto a n-1 
variables, existiendo |n-J)+J entradas de datos diferentes. Debe observarse que, 
debido a la simetrîa total, el orden en el cual se utilizan en el proceso de ex­
pansiôn las variables no afecta nada a las propiedades de las funciones residuos 
excepto intercambiar las variables no expandidas.
Definiciôn 1.8.- La funciôn dual de una funciôn de conmutaciôn g,...,Xg)
se define como ...,Xg). Representamos la funciôn dual por (^(x^ j,x^ g,
En particular si lî f \ _ } » * • • » j * »  • • • entonces se dira
que la funciôn (x^ _ j,. . ., x^ | es auto-dual.
Hemos visto ya que el ârbol mînimo de MLUM(p) de una funciôn dual, se 
puede determinar fâcilmente de la realizaciôn mînima de la funciôn original, ya 
que pertenecen a la misma clase de equivalencia n-p-n. La clase de las funciones 
auto-duales, pueden utilizar este hecho para simplificar el procedimiento de su 
diseno.
Toda funciôn auto-dual se puede escribir como:
X^ _ J , , , , , Xq ] ( J . 17)  f
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De (1.17) se puede ver que si se tiene una realizaciôn optima para
... ,Xq) , entonces ( x ^ j , . .  . , Xg) se puede realizar econô-
micamente utilizando el mismo orden de expansiôn de |{ para implementar Aunque 
esto no garantiza una realizaciôn minima para se obtiene un ahorro sustancial
en el tiempo de expansiôn utilizando esta propiedad.
Ejemplo 1.5.- Se desea sintetizar la funciôn (x^,Xg,Xj,X^j) =  ^ (3,4,6,7, JO, /3, 
14,1 S ], Si en el primer nivel se expande respecto a la variable Xg résultat
^ J X g , X g , X j ,x^) = Xg gj (X g ,X j ,Xg) + Xg 9 g  ( x g , X j ,Xg)
donde:
' ^2^*2' *1 ' *"0^ *2 *0 * ■ 9,1*2» *2 '^ 0^
Asî pues 32 y  9 j son funciones duales, cuya sintesis requiere un ûnico 
MLUM(1) y, por lo tanto, el coste de implementar ( es de 3 MLUM(1), tal como re­
fleja la Figura 1.11.
1.4.3.- Propiedades générales de las estructuras generalizadas
Sin perdida de generalidad, en este apartado se van a comparer las es­
tructuras generalizadas y arborescentes realizadas con MLUM(1). Como ya se sabe, 
toda entrada de datos a un MLUM(1) en una estructura arborescente es una funciôn 
residue.
Para un MLUM(1) que tenga como entrada de control la funciôn gj, la sa­
lida se puede escribir;
6(X) = g,(X'l hj (X") f g,(X') 4g (X” ') (1,18)
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Co
( ’ 3^. , * f, j
Figura 1.11.- Sintesis de la funciôn autodual ^(Xg,%g,Xp,Xg) = 
= 1 1 3 , 4 , 6 , 7 , 1 0 , 1 3 , 1 4 , 1 5 )
donde X = (x^ _ j, X^  »^ • • • ' X*, X" y X'"ÇX y g ^ , h j y son funciones arbitra-
rias. Ver Figura 1.12.
A, f x " 'J
h ,  ( x n
/  ( x )
Figura 1.12.- (((X) = g,(X') k^(X") + g^ (X'| li^ (X'"|
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Como ûnicamente se va a utilizar como entrada de control, vamos a 
considérer dos casos en funciôn de la relaciôn que existe entre los argumentos 
de Qj y aquéllos de fij y
En el primero, el conjunto X' sera disjunto de X" y X”', es decir:
X’r\ (X" vx'") = 0 
mientras que en el segundo no es disjunto
x ' n  (X" vx'"i /
Primer caso; X ' n  (X" VX'") = 0 y X ' V  X"UX"' = X
Teorema 1.2.- Sea la ecuaciôn (1.18) con subfunciones disjuntas. Si se conoce que:
a) g j ( X ' )  se puede realizar ôptimamente en una estructura arborescente 
con rt MLUM(1), con un retardo de ^ niveles y que existen k variables simples uti- 
lizadas como entradas de datos.
b) Para las subfunciones h j y h^ , su combinaciôn puede realizarse ôpti­
mamente en una estructura arborescente con m MLUM(1) y con un retardo de 4 nive­
les, Entonces (^X) se puede realizar en una estructura arborescente de MLUM(1) 
con una cota superior de n *  m *  k MLUM(I) y con un retardo maximo de ^ + 4 + J 
niveles (Figura 1.13).
Sin enùjargo, la estructura generalizada que utiliza g j ( X ' )  ccmo entrada 
de control (Figura 1.14) requiere a lo mâs ûnicamente n + m + / MLUM(I) para rea­
lizar (J(X1 y con un retardo mâximo de 1 + max (4.,A) niveles, donde max(/L,A ) repre­
sents el valor mâximo de ^ o A.




Xg - entradas de control de la estruc­
tura arborescente optima de (X')
XJ - (x ,,.x ) -♦■ entradas de datos
' V,
X' - x’ U x;
x"ux"' = (x"uxy')U(xjux;"i
./» M L U M (i) . M lVM Ci) ^ nMLUM CO-
K e a /t i jd o n
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S N ive /es 1 n iv  9 / - - f  M ive /fs
Figura 1.13.- Realizaciôn de ^(X) mediante una estructura arborescente, 




x ; 'a  X*;'
 (n \m )  ML U M  ( f )
X', £/X
Figura 1.14.- Realizaciôn de ((IX) mediante una estructura generalizada, conoci­
das las estructuras arborescentes ôptimas de 3j|X'), |X") y
hglX'")
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dix) - x^[g,|Xy/t,lX") + 9,iXAlhglX'")] > [X^ )/ij (X") f 9 j  { K \ ) h ^ { K ' " î }  11.19}
donde X^# es igual al conjunto X' con 0 6 1 sustituido para 6 X'. Si la expan­
sion en (1.19) se repite para laç variables en X’, hasta que cada funciôn residue 
de 9j(X') (es decir 9.{X'. •  ^) ) sea una constante logics o una funciôn de va-
riable simple, existent cuatro posibilidades para las cantidades entre corchetes 
([]) en la expansion.
g,(X'. ; I puede ser igual a 0, 1, X, o X donde X.. G X', . .
f ^  J * # * /L V  V  V  ^  j # * $ /I
Consideremos los siguientes termines para cada une de estos cuatro ca-
y ... h,IX"! ... h;IX'"l u . t o )
En una realizaciôn arborescente de d(X), la funciôn (1.20) represents 
una entrada de dates a un MLUM(1). Si 9jIX^ y ~ ^ entonces esa entrada de
datos se puede reemplazar por fi^ lX'"). Si 9j(X^ y )^ = J, la entrada de dates 
séria h j { X " ) .  por tanto,ningûn MLUM(1) adicional se necesita antes de usar X" y 
X’" en la secuencia de expansiôn. Si g,(X} . ) es igual a X o X , entonces
f ^  J # # # V  V
la entrada de datos al MLUM(1) es: X^ fljjX") + X^ o X^ hj{X"j + X^  (X"'|
respectivamente. Por tante, un MLUM(I) adicional se necesita para la expansiôn 
respecte a x^ antes de utilizer las variables X" y X'" como variables de control. 
Como la secuencia de expansiôn minima para g j ( X " )  requerra M MLUM(1) con fe varia­
bles simples utilizadas como entradas de datos, n + k MLUM(1) se utilizan en ex- 
pansionar (Ç(X) respecte a X'. Como h j ( X " ]  y ft^ (X'"l requieren m MLUM(1) mas, en­
tonces n + m + fe MLUM ( 1 ) son suficientes para realizar |((X).
Debe de observarse que este numéro no es necesariamente el minime para 
(5(X). Algunas expansiones, utilizando alternativamente X', X" y X'", pueden dar 
majores resultados. Sin embargo, el método resenado da una cota superior.
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Si se emplea g^(X') como entrada de control, tal como muestra la Figu­
ra 1.14, se requière ûnicamente n + m + I MLUM(1) para generar ^|Xl, Esta canti- 
dad se deduce fâcilmente porque M MLUM(1) implementan g^(X'), mientras que m 
MLUM(1) realizan fij(X") y . Un MLUM(1) mas se necesita para combinar las
très subfunciones en (J(X). Como fljlX') es disjunto de fi^ iX") y h ^ ( X " * } ,  el valor 
{m ’+ m + I) es el mînimo para realizar la estructura generalizada de |5 (X) , supues- 
to que no exista ninguna descomposiciôn adicional para ninguna de las subfuncio­
nes.
Si se utilizan, en primer lugar, como variables de expansion X', enton­
ces (J(X) présenta un retarde de (% + 6  +?) môdulos en su realizaciôn arborescen­
te, ya que 9j(X') requiere A  môdulos y un nivel mâs es necesario para combinar 
las funciones residues de variable simple de gj(X') con fij(X") y hgIX'"). No obs­
tante, cuando se usa g j ( X ’ ) como entrada de control en la estructura generaliza­
da, hay ) + max (A,  6} niveles de retarde. Este es obvio puesto que un nivel se 
précisa para combinar flj, y hg en ({, mientras que A  niveles son necesarios pa­
ra g j y  6 niveles para h j y kg. La Figura (1.14) ilustra lo dicho en este teorema.
Ejemplo 1.6.- Se desea sintetizar la funciôn:
6 l X y X ^ , X y X ^ X j , X g )  = l  ( g , 9 , 1 0 , 1 1 , 1 2 , 1 4 , Î 5 , t s , 1 9 , 2 2 , 2 3 , 2 6 , 2 7 , 2 9 , 5 0 , 3 1 , 4 2 , 4 5 .  
4 5 , 4 6 , 4 7 , 5 0 , 5 1 , 5 4 , 5 5 , 5 6 , 5 7 , 5 8 , 5 9 , 6 0 , 6 2 , 6 3 }
(^X) admite una descomposiciôn del tipo (1.18) con;
X = IXj,x^,x^,Xg,X|,x^l; X' = (xg,Xg,Xp); X X = [x^,x^,Xj}
SjlX') = X g X g +  (xg Xg + Xg Xg) Xg
hj(X"} = x^  x^  Xj + x^  Xg Xj + x^  Xj
f i g f X " ' )  = Xg x]f + Xj x^
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Las estructuras arborescentes ôptimas de fjj, y se dan en la Figu­
ra 1.15a, b, c. Siguiendo el procedimiento resenado, en la Figura 1.15d, se obtie- 
ne una realizaciôn de (J(X) mediante una estructura arborescente.
d ( X )  = X g X g . / i j  (X " ) +X gX g X ^  ( X ’M+XgXgX^ hj(X"}+x^X2 h g l X ' w i + X g X g X ^  f i g ( X ' " )  +
+ XgXgXg Ag(X'"|
La estructura generalizada que corresponde a la descomposiciôn (1.18), 
en este caso, se da en la Figura 1.15e. Se observa que existe un ahorro de 2 mô­
dulos respecte a la sîntesis mediante una estructura arborescente. En el proximo 
capîtulo, cuando hayamos desarrollado nuevos procedimientos de sîntesis, efectua- 
remos una implementaciôn aun mas econômica que la de la Figura 1.15e.
Segundo caso.- X' A  (X" kV X”') / 0y X' V  X" L/ X' " = X. En este caso es difîcil 
cuantificar la posible reducciôn frente a las estructuras arborescentes-
Teorema 1.3.- Supuesto que X ’A  (X" W  X'") = Q X y bajo las mismas hipôtesis 
del Teorema (1.2) respecto al numéro dé môdulos y al de niveles en la realizaciôn 
de los arboles mînimos de 9j(X'}, ftj(X"l y kg(X*") entonces ^(X) se puede reali­
zar en una estructura arborescente de MLUM(1) con un numéro de môdulos siempre 
menor que n + m + fe y un retardo menor que A A *  1 niveles.
Demostraciôn.- Supongamos que € X^ y efectuemos una expansiôn de ^(X| respec­
te a X^
4(X| - I^O),(XVÎk,(XJ)^gj{X^)k2(XV'Ü+x^Oj,(X^)k,(X")+9,(X^)kg(xrO i l . 2 1 )
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Figura 1.15.- Sintesis de la funcion
9 ,10  J l , 12,14 J 5 J S , 1 9 , 2 2 , 2 3 , 2 6 , 2 7 , 2 9 , 3 0 ,  
3 1 , 4 2 , 4 3 , 4 5 , 4 6 , 4 7 , 5 0 , S I , 5 4 , 5 5 , 5 6 , 5 7 , 5S, S9, 60,  
62, 63 )
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Uiia vcz que todas las variables en el conjunto X* ban sido expandidas, 
ûnicamente quedan funciones residuos de kj(X") y kg(X'"). Por tanto, mientras que 
m MLUM(1) se necesitan para realizar h j ( X " j  y kg(X'"), menos de iv modules son ne­
cesarios para implementar las funciones.residuos restantes. Esto implica que el 
numéro de MLUM(l) necesitados en la estructura arborescente de (X) para el caso 
no disjunto es menor que M + in + fe MLUM(1). Tambien, por consiguiente, el retar­
do sera inferior a 4. + A + 1 niveles de MLUM(I).
Para la estructura generalizada existe la probabilidad de que las rea- 
lizaciones arborescentes mînimas de y la combinacion de kj y kg tengan entra­
das de datos idénticas. Si gj(X'), kj(X”) y kg|X’") se expanden en un orden apro- 
piado, sus funciones residuos pueden ser funciones de X^ ûnicamente. Por tanto, 
alguna de estas funciones residuos y sus correspondientes entradas de datos po- 
drïan ser iguales. Si esto ocurre, entonces la realizaciôn de ^ mediante una es­
tructura generalizada en forma no dis junta requiere menos de H + W + I MLUM(1)
y un retardo menor que J * mCLx[fi, 6) niveles.
1.4.4.- Sobre el nûmero de estructuras generalizadas
Un problems de tipo combinatorial muy importante que se puede plan-
tear es el de conocer el nûmero de estructuras diferentes que existen para un nû­
mero dado de môdulos lôgicos universales. Es decir con MLUM(p) icuântas estruc­
turas se pueden formar?.
Sea este nûmero. Un MLUM(p) tiene {p  *  2 ^} terminales de entrada
(p entradas de control y 2^ entradas de datos).
El problems, pues, se reduce a determiner el nûmero de arboles (p + 2^) -





^ '  U [ 2 ^ + p ] q
1{2 ^+ p ]q  \  
k 9 / (gP+p-f)q+7
; . 2 z ;
La Figura 1.16 nos muestra, en una tabla de doble entrada el valor de 
Wp(q) para distintos valores de los parametros p y q. Asimismo, en la Figura 1.17 
estan representados para los casos de p=1 con q=1,2 ,3 ,4  las diferentes estructu­
ras que se pueden conseguir.
1 2 3 4 5
1 1 3 12 55 273
2 1 6 51 506 5481
3 1 11 176 3311 68211
4 1 20 590 20540 784245
Figura 1.16.- W(p,q)= numéro de estructuras di­
ferentes con q môdulos del tipo MLUM(p)
Del examen de estas estructuras se observa que, una vez fijado p y q, 
el retardo que représentâmes por A., de la estructura es variable.
Definiciôn 1.9.- Se denomina retardo de una estructura el nûmero mâximo de MLUM 
(p) que es necesario atravesar para ir desde la entrada a la salida.
Teorema 1.4.- Dados p y q, el nûmero mâximo de retardos que puede presenter una 
estructura es = q y el nûmero rainimo es = fjtogp|P-l )q+7 D donde P =
e gP + p y l'x'l represents el menor entero mayor que X.
Demostracion. - El valor de se deduce trivialmente, si se tiene en cuenta que
—42“
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Figura 1.17.- Catalogo de todas las estructuras posiblos con MLUM(1) para
q = I,2.3,4.
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con q elementos, el mâximo numéro de retardos se conseguirân disponicndo los q 
MLUM(p) de manera que se utiliza uno solo por nivel,
El numéro de estructuras generalizadas que presentan un retardo mâximo 
viene dado por (variaciones con repeticion de P elementos tomados de q en q ) .
Para deducir el valor de conviens darse cuenta que el numéro de
niveles serâ minimo cuando en todos los niveles anteriores (se empieza a contar 
niveles desde el terminal de salida de la estructura), no existe ningun terminal 
de entrada libre.
Con q môdulos se establece la siguiente acotaciôn;
1 * P +...+ P^*^” < q ^ 1 * F +...*  ^ (J.2 3)
P-J
A .
De (1.23) se deduce [P-1] q *■ 1 < P
, De donde tomando logaritmo en base P
V n  ' (P-n q + (Ï.24)
Tomando como base el nûmero de estructuras generalizadas efectuamos la 
siguiente conjetura.
COWJETURAt Dada una estructura generalizada cualquiera, le corresponde al menos 
una clase de equivalencia n-p-n para la cual es optima al requérir el menor numé­
ro posible de MLUH(p) para sintetizar su funciôn representative.
El problems, pues, se reduciria a encontrar un procedimiento sistemâti- 
co que nos permitiese encontrar la estructura optima (o las estructuras ôptimas) 
que correspondes a una clase de equivalencia n-p-n dada.
Esto nos llevarîa, por ejemplo, al hecho de que para sintetizar cualquier
funcion de 4 variables con MLUM(1), ûnicamente se necesitarîan 5 môdulos (N^(5)=273,
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y el numéro de clases de equivalencia n-p-n es de 222), on lugar de los siete pré­
visibles mediante la estructura arborescente cuando en esta no se puede eliminar 
ningun modulo. '
En el capitulo siguiente, en el cual abordamos procedimientos de sinte­
sis, veremos como aplicar estas ideas de manera que se consigan majores resulta­
dos que los que cabria esperar utilizando ûnicamente estructuras arborescentes.
Conviens darse cuenta de la complejidad del problems, maxime si tenemos 
presents que en nuestra exposicion, sobre el nûmero de estructuras diferentes, no 
se ha incluido la posibilidad de que la salida de un MLüM(p) en particular pueda 
conectarse a mas de una entrada (sea de datos o de control) de niveles anteriores.
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■ CAPITULO II 
SINTESIS DE CIRCUITOS COMBINACIONALES MEDIANTE LA ÜTILIZACION DE MO­
DULOS LOGICOS UNIVERSALES (m ULTIPLEXORES)
2.1.- IHTRODUCCION
En el capîtulo anterior se han estudiado las propiedades funcionales 
de las estructuras formadas por MLUM(p) , pero sin concentrar nuestros esfuerzos 
en los procedimientos de sîntesis que abordamos en este capîtulo.
Nuestro objetivo ahora, es el de dar métodos sistematicos que nos per­
mit an dada cualquier funciôn de conmutaciôn ({(X), pasar a una estructura que la 
implemente con un coste mînimo (menor nûmero de MLUM(p)).
En primer lugar y basado en una modificaciôn del método de Quine-McClus- 
key, se obtienen condiciones necesarias y suficientes para la sîntesis de una fun­
ciôn de conmutaciôn de n variables mediemte un ûnico MLUH(p) [n  > p  *  1 ] .
A continuaciôn se analiza el procedimiento de sîntesis para estructuras 
atborescentes propuesto por Voith (^ ). Un anâlisis crîtico del mismo nos va a per- 
mitir plantear de manera formai la sîntesis ôptima de estructuras arborescentes 
de MLÜM(p) , como un problema de programaciôn lineal entera 0-1. Para su resoluciôn 
se emplea una variante del método de enumeraciôn implîcita de Glover (^). Asimis­
mo se efectûa una generalizaciôn del método de Voith de manera que puedan tomar- 
se en cuenta la existencia de términos inopérantes, en la funciôn a sintetizar.
Partiendo del concepto de descomposiciôn funcional de una funciôn boo- 
leana se desarrolla un procedimiento muy directo y de naturaleza cuasiôptima pa­
ra la sîntesis con MLUM(p). Sus caracterîsticas mas sobresaliehtes son las si­
guientes:
1*.- permite la obtenciôn, tanto de estructuras arborescentes como ge­
neralizadas. En el segundo caso puede dar lugar a una disminuciôn
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en el nûmero de MLUM(p) necesitados cuando se le compara con la 
estructura arborescente optima.
2®.- La aplicaciôn del método es muy râpida en tiempo de câlculo, cuan­
do se implementan los algoritnros a que da lugar. De hecho, el mé­
todo lo que hace es una optiraacion por niveles, eligiendo como va­
riables del primer nivel aquéllas que dan lugar a una reducciôn 
maxima en el nûmero de MLUM(p) necesitados en ese nivel, e iteran- 
do el procedimiento a los niveles sucesivos.
Utilizando este método se han conseguido los siguientes resultados;
1*) Dar las estructuras ôptimas (arborescentes o generalizadas) para 
todas las clases de equivalencia n-p-n, de una funciôn de conmutaciôn de 3 varia­
bles sintetizadas con MLUM(1).
2") La sîntesis de cualquier funciôn de 4 variables con MLUM(1) no re­
quiere nunca utilizar la cota maxima de 7 môdulos que serîa imprescindible si ûni­
camente se tomase en cuenta las estructuras arborescentes.
En particular, se observa que las descomposiciones no disjuntas juegan 
un papel fundamental en este tipo de problemas, tal como se desprende de los ejem- 
plos que se presentan. Sin embargo, el problema en este punto continûa abierto y 
no se ha podido encontrar en general un método (que no sea el simplemente exhaus­
tive) que permita determinar la sîntesis ôptima con estructuras generalizadas pa­
ra cualquier funciôn de conmutaciôn dada.
Finalmente, se amplîan los resultados obtenidos a la sîntesis de funcio­
nes multiples, cuestiôn ésta que tampoco se habîa tratado previamente. Este punto 
nos permitirâ introducir el concepto de descomposiciôn mûltiple simple disjunta 
como una generalizaciôn de la descomposiciôn simple disjunta y que, como se verâ, 
juega un papel importante en la sîntesis de funciones multiples.
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2.2,- CONDICIONES PARA LA SINTESIS DE UNA FUNCION DE CONMUTACION MEDIANTE UN UNI- 
CO MLUM(p) (^ )
Es un hecho bien conocido (^)(^){^) que un MLUM(p) se puede utilizar 
para implementar cualquier funcion de conmutaciôn de n variables (n > p), elimi- 
nando p variables y teniendo que sintetizar 2^  funciones residuos de n-p variables.
Obviamente, en el caso en que n=p+1, la sîntesis requiere ûnicamente 1 
MLUM(p). Para este caso, recientemente (^ ) se ha desarrollado un procedimiento 
algorîtmico para determinar las p variables que deben utilizarse como entradas 
de control, de manera que un mâximo de las 2^  entradas de datos puedan ser las 
constantes 1 ô 0. Si n > p + ï, es posible utilizar las cartas de descomposiciôn 
de Ashenhurst (®) en orden a determinar si existe, al menos, un conjunto de p en­
tradas o variables de control, tales que las 2^  funciones residuos se puedan sin­
tetizar directamente sin utilizar circuiterîa lôgica adicional.
El objetivo de este apartado es demostrar que una soluciôn, si existe, 
se puede calcular algorîtmicamente aplicando, de forma combinada, el método de 
Quine-McCluskey, y un teorema que da condiciones necesarias y suficientes para 
obtener una soluciôn sin necesidad de hacer un uso exhaustive de todas las posi- 
bles cartas de descomposiciôn de Ashenhurst formadas por n variables con p en­
tradas de control al MLUM(p).
En lo que sigue, un implicante primo se représenta por p^ =
donde es el conjunto de todos los minterme que forman p'^ y el conjunto de nû-
meros indica los pesos de las variables que se eliminan en la formaciôn de p^ .
Por ejemplo, para n=5 p=0, 1 , S , 9 (f,â)
- ^ 1 6 , Xj ->«, x^^4, Xg-^ ?  *- p = x^XgXj
Sea
A , {1,2,...,2"''} (2 .1}
y c(fl) = cardinal del conjunto 0.
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Teorema 2.1.- Una condicion nocesaria para que una funcion de conmutaciôn de n 
variables se pueda sintetizar mediante un ûnico MLUM(p) es que el nûmero de min-
terms de la funciôn debe ser un mûltiplo de 1n - p - I
Demostraciôn.- Como se observa en la Tabla 2-1, cada una de las 2^ entradas de 
datos, puede recibir a su entrada los valores que se muestran y a los cuales co- 
rresponden el nûmero de minterme que se indican:









TABLA 2-1.- Câlculo del nûmero de minterms
De la Tabla 2-1, el Teorema es évidente.
Teorema 2.2.- Una funciôn de conmutaciôn de M variables se puede sintentizar 
mediante un ûnico MLUM(p) si se verifican las siguientes condiciones:
1) Existe un recubrimiento de la funciôn
R(6I = {p\ ... ,p^ } donde (0'^)
2) Existe A ^ _ p C A .  con cfA^-pJ = H“P tal que
a) c{A^_pn 6^) > n - p-1 Z = 1 , 2 , . . . , k
b) Si / 0 c(An-pA(0"^A ) 1 > n -p - 1
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y los pesos de las variables que se deben utilizar como entradas de 
control son
A p ' A - i \ „ . p  i i . i )
Demostracion.- Con un ûnico MLUM(p), las entradas de datos (funciones residuos), 
dependen de n-p variables. La condicion a) garantira que todos los implicantes 
primes que forman R(j() no dependen del conjunto dado A.^_p en al menos n -p - 1 va­
riables.
En el caso de que la intersecciôn de implicantes primos no sea vacia, 
la condicion b) garantira que deberia eliminarse el mismo conjunto de n - p - 1 va­
riables.
Algoritmo para la determinacion de A p
El procedimiento es como sigue:
A - 1 Expresar la funciôn que se desea implementar en su forma canônica de min- 
term y aplicar el método de minimizaciôn de Quine-McCluslcey en su forma de­
cimal .
Ejemplo 2.1.- Sea la funciôn:
= 1(0,1,4,7,$,9,12,15,18,19,21,23,24,26,28,29) (2.3)
El conjunto de implicantes primos de (2.3): PI = (E,()}, donde:
E = conjunto de extremales de ^




n., = 0,1,0,9 (1,8)
Hg = 0,4,8,12 (4,8)
n, = 7,15 (8)
0 =
Ï14 - 8,12,24,28 (4,16)
"5 = 18,19 (1)
"6 “ 18,26 (8)
"7 = 24,26 (2)
"8 = 7,23 (16)




A-2.- Calcular p = n-/--môi{c(0^ ) } V Q B 
■En nuestro ejemplo n=5, »nin{c|$'^ )} = I p=3
A-3.- Los términos extremales deben pertenecer necesariamente a R{({), calcular
n = ^ G B de manera tal que las condiciones a)
y b) del teorema se verifiquen.
En nuestro caso îî = {Ag, A g }  donde A  g = { 1 , 8 } y A  g " { 4 , 8 }
Pueden suceder los siguientes casos;
A-3.1.- c(n) = 0 ir a A-4.
A-3.2.- c(n) = 1
Entonces escoger del conjunto (I aquellos implicantes primos que satis-
facen las condiciones definidas en el Teorema 2.2, con respecto a A][tt-p
y verificar si la funcion se recubre.
Si esto es cierto, calcular A  ^  de (2.2), si no ir a A-4. 




Seleccionar del conjunto Q. aquellos implicantes primos que satis- 
facen Y eliminar aquellos que cumplen O  A^_p = 0 k =1 , . , .  , t .
Una soluciôn optima se puede, entonces, définir como aquella que 
présenta una menor carga lôgica a las entradas de datos del MLUM(p) (ma­
yor nûmero de constantes lôgicas). Si no, construir una tabla de impli­
cantes primos con los minterms que quedan por cubrir y los implicantes 
primos de no considerados aûn.
Para cada A ^  p k  = seleccionar de la tabla construida,
los implicantes primos que satisfacen las condiciones definidas por el 
Teorema 2.2, y verificar si se obtiene un recubrimiento para la funciôn, 
si esto es cierto, determinarAp»
Si las condiciones no se cunplen para ningûn valor de fe ir a A-4.
En nuestro ejemplo c(n) = 2
A  " { ! , « }  A { 4 , « }  = {« }
Por tanto, escogemos los implicantes primos y IT^  ^y eliminamos 
1*7»-Rq y de Q_. Como no se consigne aûn el recubrimiento, se forma 
la siguiente tabla de implicantes primos
B n 19 23 24 28
4,16 "4 X X
1 "5 X
4 "9 X X
1 "l2 X
Un recubrimiento no se obtiene con A g = ((,&}, sin embargo, cor 
2 = { 4 , 8 ) los implicantes primos 11^ y Kg efectûan un recubrimiento
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de la funcion verificando al mismo ticmpo las condiciones del Teorema 
2.2.
Asi pues, A  g - { 1 , 2 , 4 , S , 1 6 )  ~ {4,8} = { 1 , 2 , 1 6 }
Es decir, la funcion ^ se puede sintetizar con un ûnico MLUM(3) y las
entradas de control son x^ ,  Xj  y  Kq .
A-4.- Si p = n-2 entonces el problema no tiene soluciôn. Parar.
Si no p = p + 1 ir a A-3.
Entradas de datos al MLUM(p)
Los con juntos y definen una particion simple disjunta del
conjunto A  de W variables.
La carta de descomposiciôn de la particiôn dada At ^  ^ viene re-
presentada por la matriz C V^{ A  filas y Z" ^ columnas. Las en­
tradas de la carta son los numéros décimales de los minterms para la combinaciôn 
correspondiente y las filas corresponden a las funciones residuos. Para represen- 
tar una funcion en la carta marcamos con un cîrculo los minterms correspondien- 
tes a la funciôn.
En nuestro ejemplo résulta la siguiente carta de descomposiciôn. Ver 
Figura 2-1. *3 X 100 o f to
o oo © © 0 0
Oot © s © f 3
OfO 2 6 f o
O U 3 ® / / ®
/PO f 6 2 0 0 0
/û/ /7 @ 25
H O ® 22 0 30
















c» l C,| £}l
y, X,
Fleura 2.1.- Carta do descomposiciôn y sîntesis con un ûnico MI.UM(3) de la fun­
ciôn ^(K^,XyX^,Xj,x^) = l i O , 1,4,7,8,9,12,15,18, 19,21,23,24,26,28,29)
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2.3.- SINTESIS OPTIMA DE ESTRUCTURAS ARBORESCENTES DE MLUM(p): METODO DE VOITH
Los métodos de sîntesis de estructuras arborescentes de MLUM(p) estan 
basados en el siguiente teorema, cuya demostraciôn es trivial.
Teorema 2.3.- Para cualquier funciôn ^ l a s  entradas de datos a cada 
uno de los MLUM(p) en una estructura arborescente que realiza la funciôn, son fun­
ciones residuos de é j , . . . , X ^ ) .
E s t e teorema indica que el ârbol de HLUM(p) ôptimo de una funciôn se 
puede calcular si se détermina la expansiôn que da lugar al menor nûmero de fun­
ciones residuos multivariables.
En lo que sigue y sin que suponga pérdida de generalidad, considerare-
inos la sîntesis con MLUM(1). La extensiôn al caso de sîntesis con MLÜM(p) se rea­
liza de forma directe.
Para comprender el método de Voith son necesarias las siguientes defi-
niciones!
Definiciôn 2.1.- Un implicante MLüM(p) de una funciôn (J es un término producto 
cuyo residue es una funciôn trivial.
Si se utiliza un implicante MLUM(p) para recubrir una funciôn, entonces 
a cada literal del término producto le corresponde una entrada de control de un 
determinado MLUM(p) de la estructura arborescente y el residue es una entrada de 
datos.
Estos implicantes MLUM(p) son extensiones de los implicantes ordinaries
de una funciôn, que son términos productos cuyo residuo tiene valor 1. Debe
observarse que no existen implicantes primos MLUM(p) en correspondencia con los 
implicantes primos de una funciôn. Esto se pone fâcilmente de manifiesto con el 
siguiente ejemplo, sea una funciôn que tiene los siguientes implicantes MLUM(1):
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^ 0 '  ^3^2 '  ^  ^3^2^0 otros- El termino producto X^Xg recubre a los tér­
minos productos y x^X^X^. Résulta obvio que X^Xg es un implicante primo,
mientras que X^XgXg y X^X^Xg no lo son. Sin embargo, si se escoge para recubrir 
la funciôn el implicante -MLUM(1) Xg, el MLUM(1) de salida (primer nivel) tendra 
a Xg como su entrada de control, lo cual élimina la posibilidad de elegir x^Xg 
para recubrir a la funciôn, puesto que esto exigiria que la variable de control 
del primer nivel fuera Xg o Xg. No obstante, la elecciôn de Xg no impide que po- 
damos escoger a XgXgXg, por ejemplo, para recubrir a la funciôn.
Esto plantea el problema de que, una vez determinados los implicantes 
-MLUM(p) hay que escoger un subconjunto de ellos para recubrir la funciôn con la 
condicion de que sean compatibles, es decir, no planteen conflictos a la hora de 
generar la estructura arborescente.
Definiciôn 2.2.- Un conjunto de implicantes -MLUM(I) es compatible si y sôlo si 
los términos productos tienen por lo menos una variable X en comûn y los dos sub- 
conjuntos generados por la siguiente régla son, o conjuntos compatibles o conjun- 
tos vacîos.
Régla de generaciôn.- Disponer los términos productos que contienen X en forma 
no complementada en un subconjunto, asî como los que contienen a X en forma com- 
plementada. Eliminar la variable X de todos los términos productos.
Ejemplo 2.2.- Determinar si el conjunto de implicantes -MLUM(1) siguiente:
Cg = (I, = XgXgT,, Ig = XgX^Xg, Ig = XgX^XgXg, = XgX^Xj) es compatible.
Todos los términos productos tienen una variable en comun, Xg. Asî pues, se debe- 








Figura 2.2.- Compatibilidad de los implicantes -MLUM(1) del Ejemplo 2.2.
ilustra este hecho. Esta eleccl6n particiona el conjunto Cq en dos subconjuntos 
Cj y C| basado sobre si la variable esta complementada o no. Los dos subcon­
juntos son:
Cj = {XcX*Xi, XrXiX,} {XçX^X^, XgXjXgXg}■j - ^5^4 y'  ^ "y
Si eliminamos la variable Xg de ambos conjuntos, se obtienen los conjuntos si- 
guientes:
tX^Xy» X^Xy} y (*4*0'
Cada uno de estos conjuntos deberâ tener una variable comün para evi- 
tar conflictos en el segundo nivel de la estructura arborescente. Prosiguiendo 
el particionamiento se observa que no se producen conflictos y, por lo tanto, el 
conjgnto C esta formado por implicantes -MLUM( 1 ) compat:ibles.
Todo queda reducido a la determinacion de los siguientes algoritmos:
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a) Algoritmo para la obtencion de todos los implicantes MLUM(1)
b) Algoritmo de compatibilidad de implicantes -MLUM(1) y calculo de
los conjuntos maximos compatibles.
Definicion 2.3.- Un conjunto de implicantes MLUM(I) compatibles entre sî dos a
dos, se dice que es mâximo compatible si no se puede determinar un conjunto de
implicantes -MLUM(1) compatible que lo contenga como subconjunto propio.
Veamos un poco en detalle el desarrollo de ambos:
- Algoritmo de calculo de los implicantes -MLUM(1) de una funcion
Para identificar un implicante MLUM(1) es necesario identificar el ter­
mine producto que le corresponde asi como su funcion residuo trivial.
El termine producto se puede representar de la misma forma que los im­
plicantes normales de una funcion cuando se aplica el mêtodo de Quine-McCluskey.
Si se utilisa la notàciôn decimal, el termine producto viene representado por dos 
numéro enteros P(M). Donde M se calcula como la suma de las potencias de dos de
las variables que no aparecen en el termine producto y t? es el minterm de mayor
valor contenido en el têrmino producto.
Por ejemplo, si a las variables X^, Xg, Xg, Xj y Xj de una funcion se
le asocian, respectivamente, los pesos 2^ , 2^ , 2^ , 2^ y 2^ , entonces el termine
producto XgXf Xg vendra representado por P ( M)  = 2 9 ( 2 4 ) .
La funcion implicada por el implicante -MLUM(1) se identificarâ ana- 
diendo a la representaciôn del têrmino producto un numéro de funcion F. Como pa­







Con estos convenios, un implicante -MLUM(1) vendra representado por el triplete
P(M,F). Asi, si al têrmino producto XgX^Xg le corresponde como funciôn residuo 
X^, lo que podemos representar por su notacion decimal correspondien-
te serê 29(24,11).
Régla de combinacion de implicantes MLUM(1)
Dos implicantes -MLUM(1), Ig = Pg(Mg,Fg) e Ig = Pg(Mg,Fg) se pueden com­
biner para formar un nuevo implicante MLUM(1) I^  = Pj(Mj,Fj) si se verifican las 
condiciones siguientes:
1) P g - P g =  2
%
2) «3 = Mg
3) indice (I3) = Indice (Ig) *  î , donde indice (T^ ) = numéro de varia­
bles sin complementar que forman I^
4) F3 = Fg 6 F^  y F3 6 { 0 , 1 }
Si se cumplen estas condiciones
P; - 0,
= M3 ♦ 2^
y Fj se asigna de acuerdo con la tabla siguiente:
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^3 = 2^ Fi = F2
F2 = 0, F3 = 1 F^  = i+2
F2 = 1' ^ 3 = 0 F^  = n+i+2
Como en el caso de la formacion de los implicantes primes de una funcion 
todos los implicantes MLUM(1) que correspondes a termines productos en los que 
faltan t variables se forman a partir de aquellos en los que faltan Z-1 varia­
bles. Estas consideraciones nos llevem al siguiente algoritmo
Algoritmo a; Determinacion de implicantes -MLUM(1):
Al) Inicializacion:
Comenzar con todos los minterms de la funcion a los cuales corresponderan una
I
representaciôn de la forma V ^ l O , k ) ,  k G ( 0 , 1 } dependiendo de si el minterm 
esta o no presente en la funcion.
A2) j = 0 (la variable J indica el nCimero de variables que faltan en el implicante 
MLUM ( 1 );.
A3) j = j * 1
A4) Formar todos los implicantes MLUM(1) en los que faltau /-variables meiiante 
las réglas de combinacion de implicantes -MLUM(1) dadas previamente.
A5) Si /=M Parar
AS) Si no existe ningun implicante MLUM(1) en el que falten / variables. Parar.
A7) Ir a A3.
Ejemplo 2.3.- Determinar los implicantes -MLUM(1) de la funcion
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m X y X ^ , x ^ , X g )  = l i é , 7 , g , 9 , 1 1 , 1 2 , 1 3 , 1 5 )
El algoritmo se ilustra en la Tabla 2-2. Debe observarse que los implicantes 
MLUM(1) que son utiles para reducir el numéro de MLUM(1) necesarios en una estruc­
tura arborescente son aquëllos que estân situados en la columna 3 y posteriores. 
Los implicantes en columna 2 no representan ningun ahorro en modules, ya que da- 
rfan lugar a simplificaciôn en el nivel n del ârbol y Gnicamente se necesitan 
n-1 niveles para una funciôn de tt variables sintetizada con MLUM(1).
Algoritmo b; Compatibilidad de implicantes -MLUM(1)
Sea un conjunto de implicantes -MLUM<1) que son compatibles e un 
implicante -MLUM(1) que se desea comprobar si puede anadirse al conjunto C^ . El 
procedimiento que se sigue es el siguiente:
Al) Si e tienen variables comunes, entonces ir. a A2, si no no es compa­
tible con C^ . Parar.
A2) Sea el subconjunto de tal que las variables comunes tienen el mismo
valor literal que I^ .
A3) Eliminer las variables comunes de el^ y hacer
A4) 4. = -C + 1 » -t '
A5) Si o esta vaclo, entonces es compatible con si no ir a Al
El algoritmo comienza con los conjuntos formados por un solo elemento 
t r siendo M el numéro de implicantes -MLUM(I) que se ha determinado en
el algoritmo previo y que dan lugar a una reducciôn en el numéro de môdulos de 
la estructura arborescente (es decir, estân situados en la columna 3 y siguien­
tes). A partir de estos se determinan todas las parejas de implicantes MLUM(1) 
que son compatibles por un examen exhaustive de todas las posibles combinaciones. 






















































TABLA 2.2.- Implicantes -MLUM(1) de la funcion , X q) = 1 ( ^ 7 , S , 9 , 1 1 , 1 2 , 1 3 , 1 5 }
del Ejemplo 2.3.
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cantes MLUM(1) que son compatibles entre sî. Esto recuorda mucho a la determina­
cion de los cstados compatibles en una maquina secuencial especificada de forma 
incomplets. Ahora la relacion de compatibilidad viene expresada por el algorit­
mo b.
Ejemplo 2.4.- Para el ejemplo anterior se da en là tabla 2-3 todos los posibles 
conjuntos de implicantes MLUM(1) compatibles.
Los conjuntos maximos compatibles son aquellos marcados con un asteris- 
co. De estos conjuntos se escoge aquel que da lugar a un mayor ahorro en el numé­
ro de MLUM(1) necesitados en su implementaciôn. La determinacion de la estructu­
ra arborescente se efectua por un procedimiento anâlogo al del ejemplo 2.2.
En nuestro caso, este conjunto résulta ser (x^Xj(x^), (X2J,XjIxj)) 
al que le corresponde la estructura optima arborescente de la figura 2.3.
Co>
/
Figura 2.3.- Estructura arborescente optima para la funcion ijlx^,X^,Xj,x^ ) 
= 116,7,8,9,11,12,13,15} del Ejemplo 2.4.
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2.4.- GENERALIZACION DEL METOtX) PE VOITH
El mêtodo de Voith presentado en el apartado anterior présenta a.guinas 
limitaciones que hacen que su utilidad quede, algunas veces, disminuida.
En particular merecen destacarse las siguientes:
a) No permite manejar termines inopérantes en la sïntesis de funciomes.
b) La existencia de funciones residues idënticas no se introduce en el 
proceso.
c) No contempla la sïntesis mediante estructuras arborescentes dt fiun- 
ciones multiples.
En esta seccion abordaremos la generalizacion del mêtodo de Voit! rtes- 
pecto al punto a) , es decir, introduciendo la posibilidad de manejar têrmiios ino­
pérantes .
En primer lugar, se présenta un mêtodo de determinar implicantes -MILUM(1) 
que résulta de una aplicaciôn directa de las cartas de descomposiciôn.
2.4.1.- Determinacion de implicantes MLUM(1) mediante el uso de cartas de destcom- 
posicion (®)(^ )
Sea un conjunto dado X = ^^n-1'^n-2''  ’ ''^ 0^  ^ variables. Por unaa
particion del conjunto X, se entiende un par ordenado de conjuntos
de variables de X y en las cuales se permiten, en general, repeticiones peio rsa- 
tisfacen V U  Z = X. Es decir, V 6 X, pertenece, al menos, a uno de los dos sub­
conjuntos y y/o 2.
Representamos esta particion de X por:
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El numéro entero & en la particion se denomina grado primario de V\Z y 
el numéro entero t  el grado secundario
Como y V  Z = X, se debe verificar A * t  ^n. El entero no negativo 
A. = A +  -t~rtse denomina grado de repeticion de la particion Z.
Si entonces y y Z deben ser dis juntos y las variables en / y en Z
son todas distintas. En este caso, la particion V\l se llama disjunta. Existen 
particiones dis juntas de X.
La carta de descomposiciôn de la particion y\l viene dada por la matriz 
C (y|Z) de 2^ filas y 2^ columnas definida con» sigue: La filas corresponde a 
los 2^  enteros binarios y  = dados en orden creciente y las columnas
a los 2^ enteros binarios Z = Z j , . . . , Z ^ tambiên en orden creciente. Como V\l es 
una particiÔn de X, cada punto X = de B^(*) détermina unïvocamente
los enteros binarios y = y z = Z j , , . .  , z ^ . En este caso, definimos el
elemento en la fila y-ésima y en la columna z-êsima como el numéro decimal ente­
ro que représenta a X. AsI, se obtienen los elementos en 2^ posiciones de la ma­
triz C (y|Z ). En cada una de las restantes posiciones 2^ ^-2^ de la matriz se 
coloca el signo * , que représenta una condiciôn de termine inopérante. En el ca­
so de una particion disjunta no existen termines inopérantes.
El teorema siguiente es obvie de la definicion dada para las cartas de 
descomposiciôn.
Teorema 2 -4 .- Para una particiôn arbitraria V\l de X = (X^ Xg} la C V^{Z\V)
es la transpuesta de C (/[Z |, esto es C P^IZ|y) se puede obtener intercambian- 
do las filas y las columnas de -G (/|Z).
(•) b” = B X B ... X 8; 8 = {0,1}
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La ventaja que presentan las cartas de descomposiciôn de una particiôn 
disjunta es que permiten aplicar, de forma râf^ ida, el metodo de expansiôn de Shan­
non respecte a cualquier conjunto de variables que se desee, y de esta forma se 
pueden determinar todas aquellas funciones residues que son triviales y dan lugar 
por tanto, a un implicante MLUM(1).
Veamos, pues, cuâl es el numéro de cartas de descomposiciôn necesitadas 
para n variables.
Para una funciôn de n variables, buscar todas sus posibles particiones 
es buscar todas las posibles combinaciones de n elementos en el conjunto V o en 
el conjunto Z. Estas serran, pues, Sin embargo, de estas podemos sacar algu- 
nos casos triviales como las particiones • • • ,Ç/^ l Y P] ZjZg, ... por care-
cer de sentido. De la misma forma, las particiones cuyo conjunto de variables Z 
esta corapuesta par una sola variable 0 -C ^  H - 1 , son triviales puesto que 
equivaldria a aplicar sobre la funciôn, una expansiôn de Shannon respecte a 
variables, y por lo tanto le corresponderîan funciones residues de una variable 
(a estas cartas de descomposiciôn corresponden los implicantes -MLUM(1) de la 
■ columna 2 del mêtodo de Voith, que como sabemos ya, no producen ahorro de môdu­
los en la estructura arborescente). Asî pues, habrâ que descontar n particiones. 
En total se tienen que analizar 2 ^ -n - 2 particiones. Ahora bien, teniendo en cuen- 
ta el Teorema 2-4, una particiôn cualquiera y su dual (cambio de filas por colum­
nas y viceversa) se pueden estudiar sobre la misma carta de descomposiciôn. De 
esta manera, el problema de determinar todas las posibles descomposiciones de 
una funciôn de n variables se reducirïa a analizar el conjunto 2^ ^ - I cartas de 
descomposiciôn.
Ejemplo 2.5.- En la figura 2-4 se muestran las cartas para M = 4 (7 tablas) . su 
uso es muy sencillo, puesto que en cada uno de los mapas de Marquand estân expre-
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000 001 010 011 100 101 110 111
0 0 1 2 3 4 5 (6) G
1 ® 10 ® © 14 ©
000 001 010 011 100 101 110 111
*2 0 0 1 2 3 10
1 4 5 <D © © 14 ©
000 001 010 011 100 101 110 111
0 0 1 4 5 ®  ► X ,(X 3)
1 2
*3 *2 *1
3 © 10 ® 14 ©
000 001 010 011 100 . 101 110 111
0 0 2 4 © © 10 © 14
1 1 3 5 0 0 ©
* 1 *0
00 01 10 11
00 0 1 2 3 —
01 4 5 © 0 - ^
10 10






00 0 1 4 5 -+X3X^(0)
01 2 3 © 0-^*3*l<^2^
10. ® @ © “^*3*1
11 10 0 14 © - vx3*i(Xq)
----- "*2*0 (*3)
00 01 10
3 o' r 
V o ' "  
V i  '*3' 
*2*1(*3)
Figura 2.4.- Determinacion del conjunto de implicantes -MLUM(1), mediante el caso 
de las cartas de descomposiciôn, de la funciôn ((I X ^ ,  Xj, )  =
- X(6,7,S,9,n,I2,J3,/51
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sados todos los minterms en su representaciôn decimal; no hay mas que envoiver 
con un cîrculo cada minterm que intervonga en la funciôn a estudiar (se ha repre­
sentado la funciôn tratada on el ejemplo anterior). La determinacion de los impli­
cantes MLUM(1) (de la columna 2 y posteriores) se hace una vez representada la 
funciôn en las cartas de descomposiciôn, observando si las funciones residues co- 
rrespondientes a una détermina expansiôn de Shannon son triviales o no. En la fi­
gura 2-4 se han representado, asimismo, las implicantes -MLUM(l), al lado de ca­
da fila o columna de las distintas cartas de descomposiciôn que dan lugar a funcio­
nes residuos triviales.
2.4.2.- Determinaciôn de implicantes -MLUM(1) cuando existen termines inopérantes
2.4.2.a).- Metodo de las cartas de descomposiciôn
Como se sabe, la existencia de termines inopérantes permite una mayor 
flexibilidad a la hora de efectuar la sïntesis de una funciôn. Esta afirmaciôn 
sigue siendo valida en el caso particular que nos ocupa de obtener sïntesis ôp- 
timas de estructuras arborescentes de MLUM(1).
En princïpiOfla dificultad que parece presentarse^es que la existencia de un
determinado implicante -MLUM(1) dependerâ de las asignaciones que se le den a los 
têrminos inopérantes. Dichas asignaciones deberân de ir explicitadas al lado del 
implicante -MLUM(1), ya que las relaciones de compatibilidad entre implicantes 
-MLUM(1) van a depender adicionalmente de los valores que tomen los têrminos ino­
pérantes .
Afortunadamente no se hace necesario t^her en cuenta que valores toman los 
têrminos inopérantes, ya que si dos implicantes MI.UM(1) son combihables, los minterm 
que componen cada uno de los têrminos productos deben ser disjuntos, y en consecuen- 
cia no pueden existir incompatbilidades en la asignaciôn de valores lôgicos (0 ô 1) 
a los têrminos inopérantes.
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2*ro
000 001 010 Oil 100 101 110 111
0 0 1 2 3 4 5 -e ©
1 ® -9- 10 44- 12 49- ® -49-
000 001 010 011 100 101 110 111
0 0 1 2 3 © -9- 10 44-
1 4
*3*2*0
5 -9- © 12 49- 0 49- X
000 001 010 Oil 100 101 110 111
0 0 1 4 5 © -9- 12 49-
1 2
*3*2*1
3 -6- © 10 44- 0 49--^  X
000 001 010 Oil 100 101 110 111








© -9- 44- 49- —T
2 00 0 1 2 3 x^X2(0)
01 4 5 ^3*2(*1)
10 ® -9- 10 94- + *3*2(*1>





00 01 10 11
 ^ 00 0 1 4 5 -V (0)
01 2 3 H6- V i  ( * 2)
10 ® -9- 12 49-- X3X,(X2>
11 10 4"1" 0 49- x^x^ (X2>
00 01 10 11
00 0 2 4 -6-6C
01 1 3 5 ©
10 © 10 12 0
11 -9- 44 49- T
3 0
Tc2X^(x3).*--1_ I





Figura 2.5.- Determinacion del conjunto de implicantes -MLUM(1), 
mediante el uso de las cartas do descomposicion, de la funcion 







Anâlogamcnte, los implicantes MLUM(1) que forman un conjunto compatible, 
deberan ser disjuntos entre si.
Las cartas de descomposiciôn se pueden utilizer, asimismo, en el caso 
de existir têrminos inopérantes. En la representaciôn de la funciôn, sobre las 
cartas de descomposiciôn, los têrminos inopérantes se especifican por una lînea 
horizontal sobre el minterm.
La elecciôn de los têrminos inopérantes se efectua de manera que se 
fuerza (si ello es posible) a la funciôn iesiduo correspondiente a ser trivial. 
Puede existir mas de una asignaciôn que verifique esta condiciôn y todas ellas 
deberân de especificarse.
Con el fin de poner de manifiesto el procedimiento analicemos con deta­
lle el siguiente ejemplo:
Ejemplo 2-6.- Determinar el conjunto de implicantes -MLUM(1) para la funciôn es­
pecificada de forma incomplete siguiente;
= 1(7,g , 14] + k(6,9,11,15,15]
En la figura 2-5 esta representada la funciôn sobre las cartas de des­
composiciôn.
Se observa, que a determinados implicantes MLUM(1), les corresponden mas
de una asignaciôn diferente como funciôn residuo, dependiendo de los valores que to­
men los têrminos inopérantes. Asî, por ejemplo, al têrmino producto XgXg se le aso­
cian las funciones residuos triviales 0 (minterms 9 y 11 toman el valor 0) o (min­
terms 9 y 11 toman el valor 1).
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La especificaciôn de las diferentes funciones residuos triviales que resul­
tan de las distintas asignaciones de los têrminos inopérantes son necesarias,pues, 
dependiendo de las funciones que resulten, pueden dar lugar a una combinacion pos­
terior de implicantes MLUM(1), lo que redundaria en definitive, en poder utilizar 
un menor numéro de môdulos para sintetizar la funciôn.
A pesar de su simplicidad es obvio pensar que en cuanto el numéro de 
variables crece, el anâlisis de las cartas de descomposiciôn se convierte en un 
examen engorroso, asî para 6 variables habrâ que examinar 31 mapas en ambos sen­
ti dos .
Por este motivo serîa conveniente extender el procedimiento tabular de 
Voith tomando en cuenta la presencia de têrminos inopérantes.
2.4.2.b) Mêtodo tabular
Unicamente hay que generalizar la régla de combinacion de implicantes
-MLUM(1).
Dos implicantes -MLUM(1), Ig = Pg(Mg,Fg) e se pueden
ctxnbinar para formar un nuevo implicante -MLUM(1), Tj = V j ( M j , F j ) si se verifi­
can las condiciones siguientes:
1) Pg - Og = 2^
2) = Mg
3) Indice (î^ ) = indice |Tg) + 1
donde Indice (T^ ) = numéro de variables sin complementar que forman
h
4) F; ' F; 6 F, y F, 6
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Se observa que con rospecto al caso anterior, se amplia la condiciôn 4) 
Si se cumplen estas condiciones;
9, ' P,
", ■ "3 *
y Fj se asigna de acuerdo con la tabla siguiente;
^3 = 2^ Fi = Fj
Fg = 0, F3 = 1 F^  = i + 2
F2 = 1, F3 = 0 F^  = n + i + 2
F2 = 0, F3 = 0 a) F = Fb) fJ = i + 2
Fj = 1, F3 = 0 c) F., = F2d) F| = n + i + 2
Fj = 0 F3 = 0 * e) F^  = F3 f F ^ = n + i  + 2
Fj = 0 F3 = 1 g) F = F3h) F, = i + 2
el algoritmo a) de Voith de combinacion de implicantes MIXJM(1),con esta régla ge- 
neralizada, queda modificado tal ccsno pone de manifiesto el algoritmo c) que se ex­
press a continuaciôn.
En la tabla anterior, la apariciôn de los têrminos inopérantes se observa 
en las filas 4,5,6 y 7, con dos posibilidades permitidas para la formaciôn de Fj.
Es precisamente esta cualidad, la que posibilita una mayor flexibilidad cuando se 
utilizan têrminos inopérantes.
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Algoritmo C.- Determinacion de implicantes -MLUM(1) cuando existen têrminos ino­
pérantes
Al) Inicializacion;
Comenzar con todos los minterms de la funciôn a los cuales corresponde— 
rân una representaciôn de la forma V^[0,k), k G {0,1,0} dependiendo de 
si el minterm esté o no présente o es inopérante.
A2) (la variable / indica el numéro de variables que faltan en el implicante
MLÜM(I).
A3) /«y+r
A4) Formar todos los implicantes -MLUM(1) en los que faltan j-variables mediante 
las reglas de combinaciôn de implicantes -MLUM(1) dadas en este aparta­
do.
A5),Si y = M Parar.
A6) Si no existe ningiîn implicante -MLUM(1) en el que falten j  variables. Parar.
A7) ir a A3)
Al finalizar el proceso de determinaciôn de implicantes MLUM(1), aquellos 
que tienen la forma VlH,0] les corresponden 2+2{ n - j ]  funciones residuos triviales, 
siendo j  el numéro de variables que componen el têrmino producto.
Sin embargo, estos implicantes MLUM(1), se pueden eliminar a la hora de 
formar los conjuntos de Implicantes compatibles, ya que estan formados unicamente 
por minterms de la funciôn que son Inopérantes, y por lo tanto su introduceiôn se 
hace superflua. No obstante, en algunos casos, como por ejemplo si se analizan fun­
ciones residuos idënticas o si se sintetizan funciones multiples, la apariciôn de 
estos têrminos puede redundar en una sïntesis con menor coste.
El procedimiento descrito, retiene las caracterîsticas del mêtodo origi­
nal de Voith. Para poner esto de manifiesto se expone a continuaciôn un ejemplo de
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aplicnciôn.
Ejemplo 2-7.- Determinar los implicantes -MLUM(1) de la funcion especificada dc 
forma incompleta siguiente;
corresponde a la misma funcion tratada en el metodo de las cartas de descomposi­
cion. El algoritmo se ilustra en la tabla 2-4.
*Una vez determinado el conjunto de implicantes HLUM(1), se aplica el al­
goritmo b) de compatibilidad de implicantes MLUM(1) visto anteriormente al tratar 
el metodo de Voith. Como en este algoritmo unicamente interviens el termine produc­
to y no se toman en cuenta las funciones residuos, en aquellos implicantes MLUM(1) 
a los que corresponds mas de una funcion residuo trivial,unicamente se tomara una de
ellas. Si es posible, aquella que presente una menor carga logics al circuito (para
minimizar al mâximo los problemas de fan-in que se puedan presenter).
Asî, por ejemplo, en la columna tres de la Tabla 2.4, se observan los dos 
implicantes MLUM(1) siguientes;
1 3 ( 1 2 , 0 ] - * X j X g ( 0 ]  
13( 12 , 5 ] ‘ ^ X j X g ( x ^ ]
de estos tomaremos Xj X^ ( 0 ] en el algoritmo de compatibilidad.Esta eliminaciôn unica­
mente se podrâ llevar a efecto al finalizar el algoritmo de determinacion de implican­
tes MLUM(I) (algoritmo c)), ya que si se hiciese durante la generacion de implicantes 
MLUM(I), estarîamos reduciendo la posibilidad de combinacion que permite la existen­
cia de termines inopérantes.
Finalmente, de estos conjuntos de implicantes MLUM(1) compatibles, hay que 
extraer los conjuntos maximos compatibles.
-01-
Columna 1 Columna 2 Columna 3 Columna 4
15(0,0) 15(1,1) 15(3,3) 15(11,3)






























































TABLA 2.4.- Implicantes -MLUM(1) de la funcion (Îlx^,Xg,Xj, ) = 1(7,8,14] * 
+ k (6,9,11,13,15]
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Ejomplo 2.8.- Para el ejemplo 2.7 y siguiendo un procedimiento similar al visto 
en el caso de funciones completamente especificadas, se deduce que los conjuntos 












y x , )
XgXj(01
X^TjfXg)
a los que corresponden las estructuras optimas arborescentes de las figuras 2-6a) 
b),c) y d). La asignaciôn de los termines inopérantes en todos los casos ha sido:
6 9 11 13 15
+ + + 4- 4-
I î 0 0 1
En la Fgura 2-6e) esta representada la estructura arborescente optima de la funciôn 
si no se considerasen los têrminos inopérantes. Se observa que para este ejemplo al 
considerarlos se reduce el numéro de môdulos necesarios de 5 a 2.
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Figura 2.6.- Estructuras optimas arborescentes




2.5.- sïntesis de ESTRUCTURAS ARBORESCENTES OPTIMAS POR UN METODO DE ENUHERACION 
IMPLICITA
En esta seccion se demuestra, en primer lugar, que la sïntesis de es­
tructuras arborescentes de MLUM(1) se puede reducir a un problema de programa- 
cion lineal entera 0-1.
Para hacer la secciën suficientemente autocontenida se Introduce el con- 
cepto de enumeraciôn implicite y el esquema clâsico de Glover. Esto da pie para 
formuler nuestro algoritmo de minimizacion.
Finalmente se generalize el algoritmo al permitir la introducciôn de 
funciones residuos idënticas en el proceso. Esto supone eliminar la restricciôn 
b) que hablamos detectado en el algoritmo de Voith.
2.5.1.- Formulacion del problema de programaciôn lineal entera 0-1
Definicion 2.6.- Un implicante -MLUM(1) se dice que es de nivel / si su termine 
producto contiene / literales.
Teorema 2.5.- El nümero de médulos MLUM(1) que se eliminan en la estructura ar­
borescente al considérer un implicante -MLUM(1) de nivel j  es a  ^2^ ^ - 1 , donde 
t  corresponde al numéro mâximo de niveles en la estructura { t  = n-/).
Demos tracion.-
La existencia de un implicamte -MLUM(1) de nivel j  implica que no hay 
que considerar el subârbol que émana de su entrada de datos. El numéro de niveles 
del subârbol es Z-/. Por lo tanto, el numéro de môdulos que se eliminan sera:
a  = J + Z + . . . +  = 2 ~^^ -1 ( Z . 3 )
c.q.d.
El Teorema 2.5 permite asociar con cada implicante -MLUM(1) un nu-
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mero entero que représenta el numéro de MLUM(1) que se ahorrarxa si se utili- 
zase en la sintesis de la estructura arborescente a T^ .
El problema de sintesis esta planteado en los termines de encontrar el 
conjunto de implicantes -MLUM(1) C que da un ahorro mâximo en el numéro de modu­
les necesarios. Sea el conjunto de todos los implicantes -MLUM(I) de
la funciôn que se desea sintetizar de nivel I -S fe < n - 2 (Obviamente no son ne­
cesarios considerar los implicantes -MLUM(I) de niveles n-1 y  n puesto que, como 
se sabe, éstos son triviales y no dan lugar a ninguna economia en el numéro de 
MLüM(1) necesarios).
Con cada implicante -MLUM(1) V ^  G se asocia una variable
booleana de tal forma que estara en el conjunto C si y solamente si = 1.
Esto lleva a définir la siguiente funciôn de coste:
M
J = Z  a . X. {2.4)
que représenta el numéro mâximo de môdulos que se pueden eliminar. El valor de 
viene dado por (2.3), segun sea el nivel del implicante MLUM(1) que se le aso­
cia.
En (2.4) hay que considerar las ligaduras que caracterizan la estructu­
ra arborescente de MLUM(1).
En primer lugar, el conjunto C =  ^ = H  debe ser un conjunto com­
patible de acuerdo con la Definiciôn 2.2. En segundo lugar, se deben considerar 
las relaciones que implican el hecho de que un implicante -MLUM(1) contiene 
a otro ly.
Definiciôn 2.7.- Un implicante MLUM(1) contiene (subsume) a ly si todos los
literales de 7^ estân contenidos en los de I >. Si ademâs I • contiene literales que
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no tiene, se dirS que contiene (sulisume) estrictamente a ly (Iy Q  7^ ) y se 
cumple siempre que Ty + 7^ = I.
Si 7y C  7j|^, entonces Xy y no pucden ser simultaneamentc iguales a 1 .
En lo que sigue se designan por V a este tipo de ligaduras.
Como una consecuencia de todo lo dicho, la formulacion del problema de
sintesis optima viene plasmado por las siguientes expresiones:
M
mÆx J = I a. Xy (2.5)
Z=7
Sujeto a las siguientes ligaduras:
W: Xy + X^ < 7 V ly Ç  7%
C = {I^|X^ = 7} es un conjunto compatible (2.6)
0,1 U - 7,...,H)
Las ecuaciones (2.5) y (2.6) se pueden transformer en una formulacion 
equivalents pero como un problema de minimizacion al reemplazar X^ = 7 -
rn6i J' = X  ay V. (2.7)
x=7 ^ ^
sujeto a las siguientes ligaduras;
V : y j ^ V f ^ > , 1  «'ly&Ife
C = {7^|y^ = 0) es un conjunto compatible 1 2 . S]
y ^ - 0 , 1  u - ' i , . . . , M }
El problema de sintesis optima de estructuras arborescentes queda, pues, 
reducido al de minimiser (2.7), teniendo en cuenta las ligaduras dadas por (2.8). 
Esto es un problema de programaciôn lineal entera 0-1.
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2.5.2.- Concepto de enumeracion Implicita
En general, el espacio solucion de un problema de programaciôn lineal 
entera, admite un numéro finito de posibles puntos admisibles. Un metodo directe 
para resolver este tipo de problèmes es enumerar exhaustivamente (o explxcitamen- 
te) todos estos puntos. En este caso, la soluciôn optima se détermina por el (o 
los) punto(s) que dan el valor ôptimo de la funciôn de coste.
La desventaja obvia de los métodos explicites es que el nômero de pun­
tos que hay que testear en el espacio soluciôn se hace râpidamente muy grande, 
de manera que la soluciôn no se puede determinar en un tiempo razonable.
La idea de una enumeracion implicite (o parcial) tiene como fin el con­
siderar ônicamente una parte (si es posible pequena) de todos los posibles puntos 
soluciôn, eliminando los restantes automaticamente como no deseables. Para ilus- 
trar este punto, consideremos el siguiente problema.
Se desea determinar todas las soluciones admisibles para la siguiente 
inigualdad:
3 Xj - g + 5 Xg <  -6 Xy = (0,7) / = 7,2,3
Un razonamiento simple nos hace ver que en cualquier soluciôn admisi- 
ble Xg=7. Esto signifies que cualquier combinaciôn binaria (Xp,Xg,Xg) que ten- 
ga Xg = 0 no puede ser soluciôn al problema. Asi pues, las cuatro combinaciones 
(0,0,0), (1,0,0), (0,0,1) y (10 1) se eliminan automaticamente y se dice que se 
examinan inplicitamente.
Dado que Xg = 7 es una condiciôn necesaria para la admisibilidad, la 
inigualdad es satisfecha por -6-(-8) = 2 unidades. De esta forma, Xj  â Xg (o am- 
bos) pueden valer 1 unicamente si su contribuciôn al lado izquierdo de la ini­
gualdad no excede a 2. Como el coeficiente de Xj es igual a 3, Xj se deberS fijar
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a cero, lo que implica que (1,1,0) y (1,1,1) estân examinadas implîcitamente co­
mo no admisibles.
Dados Xj = O y X g =  J, la conbinaciôn (0,1,1) se élimina porque el coe­
ficiente de Xj es igual a 5. As£ pues, la ânica combinaciôn que queda (0,1,0) es 
la soluciôn admisible de la inigualdad.
Para poder apreciar el impacto de utilizer la enumeracion implicite, 
la Figura 2.7 da una representaciôn grâfica de las ideas expuestas en el ejemplo 
anterior. La primera conclusion es que Xg se debe fijar en el primer nivel, de 
manera que el subârbol que émana de la rama Xg = 0 (se muestra en lînea de
trazos) se élimina (fathomed). Para Xg = / la inigualdad nos dice que Xj  = 1 no  
puede conducir a una soluciôn admisible y, por tanto |Xg = 1, Xj  = 1) se suprime. 
Finalmente, dado Xg = ) y Xp = 0, la rama Xg = t conduce a una soluciôn no admi­
sible, pero la rama X g = O d a  una soluciôn corrects, y el proceso termina puesto
3
que se han considerado las 2 combinaciones posibles.
Figura 2.7.- Soluciôn admisible de la inigualdad 3Xj-SXg+5Xj<-6 
Xy -{(?,/} y=I,2,3.
Del razonamiento expuesto se pueden conduit dos puntos importantes 
para una implementaciôn satisfactoria del metodo de enumeraciôn implîcita.
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a) Necesariamente, el esquoma de enumeracion que se adopte deberâ ase- 
gurar que todos los puntos del espacio soluciôn se examinan (implîcita o explîci- 
tamente) de forma no redondante.
b) Se deben de construir determinados tests de eliminaciôn que permitan 
excluir como no ôptimas tantas combinaciones como sea posible.
En este ejemplo, ha sido fâcil mantener un control de las posibles so­
luciones que se iban enumerando dado que su numéro era reducido (unicamente 8) .
En el caso general, se necesita un método eficiente y flexible que man- 
tenga un control de todas las soluciones que se han considerado (o implîcita, o 
explîcitamente) y de las que restan de forma no redondante. Eficacia aquî indi- 
ca que el esquema no deberîa imponer grandes restricciones (en cuanto a capacidad 
de memoria) en su implementaciôn y flexibilidad en el sentido de facilidad en el 
almacenamiento y busqueda de la informaciôn asociada.
2.5.3.- Esquema de enumeraciôn de Glover (^)
La enumeraciôn implîcita, no considéra combinaciones binarias "complé­
tas", en su lugar comienza con una (o mas) variable(s), estando fijadas en un va­
lor binario, de manera que la "soluciôn" se construye gradualmente al anadir nue- 
vas variables con valores determinados. En el ejemplo visto, la enumeraciôn comien­
za por fijar Xg = 1, a continuaciôn Xj = 0, etc. En el curso de cada una de estas 
adiciones, se hace évidente que se pueden eliminar determinadas combinaciones sin 
ser consideradas de forma explicita. Esta idea es la base del esquema de enumera­
ciôn de Glover, que se utilizarâ posteriormente para la sintesis ôptima de estruc­
turas arborescentes de MLUM(p).
Las siguientes definiciones se introducen con el fin de faciliter la 
presentaciôn del esquema. En lo que sigue, la notaciôn +/(-/) se utiliza para in-
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dlcar que Xy ® t (Xy *  0 } .  Po r ejemplo, la Informacion Xj *  0 ,  Xg = J y X^ *  J 
se puede zepresentar en un vector como (-5, +2, +3).
Definiciôn 2.8a.- Soluciôn parcial (J). Es un conjunto ordenado que asigna valo­
res a un subconjunto J de W. En nuestro ejemplo, J = {+2, -T) es una solucion
parcial, en la cual Xg *  Ï y x^  = 0 .
Definiciôn 2.8b.- Variables libres (W-J). Cualquier variable que no se le asigna 
un valor binario en la solucion parcial J es libre de tomar el valor cero o uno.
Definiciôn 2.8c.- Complecion de J. Da una asignacion compléta a todas las varia­
bles en M y viene determinada por las asignaciones dadas en J, junto con una es- 
pecificaciôn binaria para cada una de las variables libres.
' En el ejemplo, J * {+2, -7} tiene dos compleciones; (+2, - 1 , -3} y
{♦2, -T, +3).
Definiciôn 2.8d.- Solucion parcial eliminada. Una soluciôn parcial J se.élimina 
si todas sus compleciones se pueden descartar como no satisfactorias* En el ejem­
plo, J ■ {-2} y J * {+2, * 1 } son soluciones parciales eliminadas.
Un organigrams del esquema de enumeracion de Glover se da en la Figura
2-8 .
Ilustremos la mecanica del esquema utilizando el ejemplo de introduc- 
ciôn ya expuesto. La Figura 2-9 ilustrarâ grâficamente los pasos del algoritmo, 
de manera que se pueda apreciar el efecto del esquema cuando se compara con el 
ârbol de enumeraciôn compléta de la Figura 2-7. Para el ejemplo en cuestion, 
una soluciôn se élimina unicamente si no tiene compleciones admisibles.
Debe tenerse présente que el esquema esta adecuado para su implementa­
ciôn en una calculadora digital, asi que lo que puedan parecer detalles innecesa-
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Mip rooos LOS Sts-
ME/YPoS A SY OSPE - 
CHA .
J
Figura 2-8.- Organigrama del esquema de enumeracion de Glover
rios son utiles a la hora de plasmarlo en un programa.
Supongamos que la solucion parcial inicial esta vacîa, esto es, J q = 0. 
Las variables X j Xg y X^  son libres. Como Xg = f es un paso prometedor en orden 
a conseguir una solucion admisible, se ejecuta el movimiento hacia adelante (ver 
el organigrama) para producir Jj = {+2}. Sin embargo, como el coeficiente de Xg
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x%:0 ,X.=1
( e L IM /H A O A )
(eU M IH A bA )
^ 1 - 0 / \X,.-|
( e H M / H A D A )  ( t U M f H A Ù A ' )
Figura 2-9.- Algoritmo de Glover aplicado a la inigualdad 3x^-&Xg+5x^<-6
es mâs pequeno que el miembro del lado derecho en 8-6=2 unidades, para conseguir 
que la solucion sea admisible se deberâ verificar X j = X y O . Es decir, el movimien­
to hacia adelante produce Jg = { * 2 ,  - 1 , -3}/y Jg se étiqueta como una solucion 
admisible. Como Jg represents una asignacion binaria compléta de las très varia­
bles se élimina (obviamente). De acuerdo con el organigrama de la Figura se pro­
duce un movimiento de vuelta atras J^ = {+2, - 1 , . En termines de la Figura
2- 9, Jg se obtiens al recorrer la rama Xg = 0 hacia arriba y a continuacion mo- 
viêndose hacia abajo a lo largo de la rama Xg - K
El nombre de vuelta atrâs ("backtracking") émana de la naturaleza del 
movimiento que se efectûa en el ârbol.
El elemento subrayado nos recuerda que Jg (en el cual Xg = 0), Ka si­
do eliminado. Jg (que no es admisible) es una asignacion compléta y, por lo tan­
to, se élimina,El movimiento de vuelta atrâs da J^ = {+2, +2^ - Como el coeficien­
te de la variable libre Xg es positive, J^ no tiene una complecion admisible y.
-94-
por lo tanto, se élimina. Esto da Jj = que, asimismo, se élimina tambiên
puesto que Xg = î es una condiciôn necesaria para la admisibilidad. La enumera­
ciôn se ha corapletado al estar subrayados todos los elementos de Jg.
Cabrîa preguntarse por que el esquema de Glover no toma en cuenta el 
hecho de que Xg debe ser igual a uno en cualquier soluciôn admisible de la ini­
gualdad. Podemos analizar este punto, tomando la secuencia de soluciones parcia­
les siguientes:
j j  = ( * i y  
h  = -3)
Jg = (+2, +3}
j^ = {+2, +n
Como J^ se élimina y todos sus elementos estân subrayados, la enumera­
ciôn estâ compléta y el proceso finaliza. La idea aquî es que Jj = es equi­
valents a asegurar que la soluciôn parcial {-2} ha sido eliminada, esto es, las 
compleciones en las cuales Xg = 0 no pueden darnos una soluciôn admisible.
El esquema de Glover examina las soluciones parciales sobre la base de 
una régla tipo pila. Esto se deduce de la forma en cômo son generadas las solucio­
nes parciales. Por ejemplo, en la Figura 2-9, cuando se considéra Jj para au eli­
minaciôn el esquema (implîcitamente) almacena Jg para un examen posterior. Tam­
biên, cuando se considéra Jg, se guardan J^ y Jg.En este punto, la lista almace- 
nada incluye Jg, J^ y Jg.
Aunque Jg ha sido la ôltima en almacenarse es la primera que se toma 
de la lista para testear su posible eliminaciôn.
Veamos cômo las 8(=2^) soluciones del ejemplo han sido enumeradas (implîcita o 
explîcitamente). De acuerdo con la Figura 2.9, las soluciones parciales elimina­
das son Jg, Jg, J^ y Jg. Como en un problema de n variables el numéro de comple-
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ciones de una solucion parcial de A elementos es 2^ el numéro de compleciones 
que se enumeran en nuestro ejemplo son 2^  ^+2^ ^+2^ ^+2^ =^8.
2.5.4.- Algoritmo de minimizacion
Una vez revisado el concepto de enumeracion implîcita podemos formuler 
el algoritmo siguiente (basado en el esquema de Glover) donde todas las solucio­
nes posibles de (2.7) y (2.8) se examinan de forma implîcita.
Sea S el conjunto de variables booleanas a las cuales se le dan las cons­
tantes 0 6 1. Por ejenç>lo, S = lî,Tj signifies Vp = T e /g = 0.
Al) la solucion se hace admisible al hacer ceros todas las variables enton­
ces esta es la solucion ôptima. Si no sea
M
■^ mên '
:■ y S 0 (conjunto vacîo) .
A2) Encontrar el conjunto de ligaduras que se violan en 1/ cuando la soluciôn 
parcial S se compléta por hacer cero todas las variables que no estân en el 
conjunto S.
A3) Si I/' no estâ vacîo, entonces Ir a A5) .
A4) Si el conjunto de implicantes correspondientes a las variables = 0 en S 
y todas las variables que no estân en S es compatible, ir a A10).
A5) Encontrar el -valor de J' cuando S se compléta por poner a cero todas las
variables que no estân en S. Fijar el limite de la funciôn de coste
A6) Almacenar en el conjunto U todas las variables que no estân en el conjunto S 
y cuyo coeficiente es menor que el limite 
A7) Si U estâ vacîo, ir a A13).
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A8) Si^  todas las ligaduras en W  no pueden hacerse admisibles por anadir unicamen­
te las variables de U entonces ir a A13).
A9) ^  V' no esta vacîo, anadir a S la variable en U con la suma de coeficientes 
mâs grande e a A2).
Si esta vacîo, anadir a S'la variable V j en U hasta que los implicantes 
correspondientes a las variables = 0 en S se hacen incompatibles con los 
implicantes correspondientes a las variables en S'. Entonces, anadir a S 
la variable e a A2).
AlO) Completar la solucion parcial S haciendo cero todas las variables que no es­
tân en S. Esta solucion se convierte en la mejor solucion hasta el mo-
mento y el valor de la funciôn de coste en es el menor valor de
All) Localizar en S el elemento positive mâs a la derecha. Reemplazarlo por su
complemento (correspondiente a ^^ =0) y suprimir todos los elementos a su de­
recha .
A12) Si^  todos los elementos que se han complementado enS son compatibles, entonces 
ir a A2. Si no ir a A13).
A13) Si algun elemento no estâ complementado entonces ir a All) si no Parar el
proceso de busqueda. La mejor soluciôn obtenida hasta ese momento es la op­
tima.
NOTA.- Las acciones A7), A8) y All) son pasos de vuelta atrâs en el esquema de 
enumeracion implîcita. En A7) y A8) la vuelta atrâs tiene lugar en el momento 
que se observa que no se puede mejorar el valor actual de la funciôn de coste.
Ejemplo 2.9.- Para poner de manifiesto claramente el algoritmo de minimizacion 
anterior se resuelve un ejemplo de sîntesis.
Sea la funciôn <Ç(Xg,Xg,Xj,X^ ) = ^ 6 ,7 ,8 ,9 ,1 1 ,1 2 ,1 3 ,1 5j, es decir, la mis-
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ma que se ha utilizado para el metodo de Voith. Teniendo en cuenta los implican­
tes -MLUM(1) determinados ya en la tabla 2-2, podemos asociarle a cada uno de
ellos el numéro entero en funciôn del nivel que tenga y la variadsle booleana
tal como se indica en la Tabla 2.5. ,
Implicante -MLÜM(1) «1 1 iriable booleana Y
I^-XiCXa) 3
(*o) 1 ^2









^12=Vl 1 ^ 2
Il3=*3*2(*) 1 ^13
1 ^14
TABLA 2.5.- Asignaciôn del numéro y de la variable booleana 
a los implicantes -MLUM(1) de la funciôn 
d(Xg,Xg,x,,Xg) = 7 , 4 , 9 , 7 3 ,
se dan en
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C - compatible 
1 - incompatible
^1 ^2 ^3 ^4 ^5 ^6 ^7 ^8 ^9 ^10 ^11 ^12 ^13
TABLA 2.6.- Relacion de compatibilidad entre los implicantes -MLUM(1) de 
la funciôn del ejemplo 2.10.
El problema de minimizacion dado por las ecuaciones (2.7) y (2.8) se 
formula en este caso de la forma siguiente:
14
ùi: r = 3 Vj  ^ Imtn (2.9)
Sujeto a las ligaduras siguientes:
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V: y + y^  > ;
y + y *  > '
y *  yj > ( ( 2 . 7 0 )
y *Vl1>y1
y *  1^2 ^  ^
y.oy es un conjunto compatible
( i  = 7 , 2 , . . . , 7 4 )
El algoritmo se resume cotio sigue:
Paso 1) = 16, S e 0 -►
" 2) V' = y ir a A5)
■ «  ■’p ' ^mtH ■ ■'p '
■ 4) u •
" 5) S <= ( I )  ir a A2)
" 6) y' = 0
Jp' W - ^ p '
" 8) u =
” 9) S '  = ( 2 ) ,  S  = ( 7 , 3 )  i r  a  A2)
Se sigue en este bucle hasta que en un momento intermedio de la ejecuciôn del al 
goritmo se tiene:
t') y  = 0
2*> Jp = -^ntcn = 5
3 ' )  U = { V 2 , y 4 , V 5 , y , g , y ^ ^ }
4') S’ = (2,4,5,12), S = (1,3,6,7,8,9,10,11,13,14]
5') y  = 0
6') ir a A10) (se sale del bucle anterior)
7 ' )  '  ( f , ^ , 3 , ^ , " ^ , 6 , 7 , 4 , 9 ,  7 0 ,  7 7 , 7 7 , 7 3 , 7 4 ) , ; ^ , ^  = 72
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En este punto se tiene una solucion al problema que es la mejor obteni­
da hasta ese instante. El conjunto de implicantes -MLUM(1) necesitados para dicha 
soluciôn es C = 2 ’ ^ 4 ’ ^ ^ ^ los que corresponde la estructura arborescente
de la figura 2.10.
Cs
Figura 2.10.- Estruc­
tura arborescente sub- 
ôptima para la funciôn 
({(x^ » , X|, ) =
= 1(6,7,S,9,11,12,13,15}
Prosiguiendo de este forma sobre el algoritmo se llega finalmente al 
siguiente resultado;
1") V  ~ 0
2") Jp = (0, J^-Jp=2 
3") ü ^
4") S'= (1,2,4), S = (3,5,6,7,i,9,10,11,12,13,14]
5") V  = 0
6") ir a AlO) (se sale del bucle)
7") V n  = (TJ,3,4,5,6,7,S,9,10,11,12,13,14],J^^ - 11
Esta nueva soluciôn mejpra a la obtenida anteriormente. El conjunto de 
implicantes -MLUM(1) que necesita es: C = los que corresponde la es­




Figura 2.11.- Estructura arborescente optima para la funciôn ( X j , j ,X^ ) *
* 116,7,8,9,11,12,13,15) (coincide con la Fig. 2.3, obtenida por 
el metodo de Voith)
Esta solucion fue la obtenida previamente mediante el algoritmo de Voith, 
asf que sabemos que corresponde a la estructura arborescente ôptima para este ejem­
plo.
Si se continuase el algoritmo se verra que no se puede mejorar ya la 
soluciôn que se tiene en este momento.
De la discusiôn de este ejemplo se observa que el algoritmo propuesto 
présenta la ventaja de que en cualquier momento se puede extraer una soluciôn que 
si no es la ôptima (pues el algoritmo no ha terminado) puede ser lo suficientemen- 
te aceptable para nuestros objetivos. En otras palabras, después de unas pocas 
iteraciones se puede disponer de una soluciôn subôptima.
2.6.- GENERALIZACION DEL METODO DE ENUMERACION IMPLICITA MEDIANTE EL USO DE FUN- 
CIONES RESIDUOS IDENTICAS
Los mêtodos de sîntesis ôptima de estructuras arborescentes de MLUM(1) 
que se han desarrollado, ûnicamente permiten el use de funciones residues tri­
viales. Otra simplificaciôn posible ocurre cuando la salida de cualquier môdulo 
ai el nivel j  de la estructura arborescente, puede ser compartida por mâs de una
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entrada de datos de modules en el nivel /-/, tal como se indica en la Figura 2.12.
Definiciôn 2.9.- Un implicante -MLUM(1) generalizado de una funciôn ^ es un tér- 
mino producto cuyo residuo no es una fundion trivial.
En lo que sigue, lo representaraos por = (p,g| donde p es el termi­
ne producto y g la funciôn residuo que dicho têrmino implica.
Definiciôn 2.10.- El conjunto V = {I } représenta un conjunto de Impli-
î ■ Q
cantes -MLUM(1) generalizados con residuo comun si y sôlo si:
~ ^2 ~ ’ -  Sq
b) todos los termines productos contienen el mismo numéro de literales 
(es decir pertenecen al mismo nivel j )
Representemos por q el cardinal del conjunto V, es decir el numéro de 
elementos que posee dicho conjunto.
Teorema 2.6.- El numéro de môdulos MLUM(1) que se eliminan en la estructura ar­
borescente al considerar un conjunto de implicantes -MLUM(1) generalizados con 
residuo comun es 6^ = f| (2^  f| donde £ corresponde al numéro mâximo de
niveles en la estructura {£ = n - 1 ) .
Demostraciôn.- La existencia de un conjunto de implicantes -MLUM(1) generaliza­
dos con residuo comun de nivel j  implica que no hay que considerar (q^-7) sub- 
ârboles.
El numéro de niveles del subârbol es £-/. Por lo tanto, el numéro de 
môdulos que se eliminan serâ:
= [q^ -1] [; + 2 +...+ 2^"^"^ = iq^ -1) 12^'^-1) C.q.d.
( S . 11)
-103-
f t / / i e /O f ^ B S  f tS S tD U ù S  
T /ttv /x k L  e s  , --
fi/Afc/»A/£S Aestot/os /esA/r/CAs
Figura 2.12.- Simplificaciôn en el numéro de môdulos necesitados en la estruc­
tura arborescente cuando existen funciones residuos multivaria- 
bles idénticas.
_  104-
Hay quo determinar, pues,el conjunto V de implicantes -MLUM(1) genera­
lizados con residuo comun en el caso de que existan.
En este caso, el metodo tabular de Voith es poco apropiado para cfec- 
tuar el calculo de dichos conjuntos, sin embargo, el metodo de las cartas de des- 
composiciôn résulta directe pues unicamente se trata de determinar sobre las dis­
tintas cartas de descomposicion si existen o no, filas o columnas idénticas.
Ejemplo 2.10.- Sea la funciôn de 4 variables
= 117,11,12,13,14,15)
En las cartas de descomposicion de la figura 2.13 se observan los dos conjuntos 
de implicantes MLUM(I) generalizados con residuos comunes siguientes:
1 Xg) , { x ^ X 2 , X jXq ) }
172 ~ t(xjX^, x^x^ ) , (xjX^ÿX^x^) , IXjX^jXjX^)}
sin embargo, el Pg al tener 3 elementos, da lugar a que todos los sub­
con juntos que contengan dos elementos deban ser considerados también. Es decir.
Pj {lxjX0,x^X2i , (X J X^,XgXg)}
^4 ~ 1 IX;Xg,XgXg) , (XjXg,XgXg)}
Pg " {(XjX^,XjXg) , [x ^Xq ,XgXg)}
Si el numéro de funciones residuos Idénticas es m, entonces existiran
r . \  = 2"* - Im + I)
conjuntos de implicantes MLUM(1) generalizados con residuos comunes. En nuestro
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ejemplo, los 4 con juntos Pg, P^ , P^ y Pj estân relacionados con la misma funciôn 
residuo, pues m = 3.
No obstante, ûnicamente uno de estos 2^-|m+/) conjuntos puede contri- 
buir activamente en el procedimiento de minimizacion.
El procedimiento de sîntesis optima de estructuras arborescentes formu- 
lado en la secciôn anterior se puede generalizar facilmente al caso en que se pre- 
sentan funciones residuos idénticas. Unicamente habrâ que tomar en cuenta las p o ­
sibles ligaduras adicionales debidas al hecho de que P^ pueda contener (subsumir) 
a ly o a Py.
M N
mtn r  - I a . y . t Y 6. Z . (2.Î2)
1 - 1  ^  ^  1 -1  ^  ^
sujeto a las siguientes ligaduras:
V :  y j * y k > ’ " l y & ' k
y V j C h
hj * 4 - I '12.(3)
P. ,...,Py estân relacionadas con la misma funciôn residuo.
C % y Zy = 0} es un conjunto compatible
* 0,1 y Zy = 0, 1 {1=1,...,M y j=1,...,N)
donde es la variable booleana asociada al implicante -MLUM ( 1 ) y Zy es la 
variable booleana asociada al conjunto de implicantes -MLUM(1) generalizado con 
residuo comGn Py.
Para determinar la soluciôn ôptima de las ecuaciones (2.12) y (2.13),
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CARTAS DE DESCOMPOSICION PARA 4 VARIABLES •
000 001 010 oil 100 101 110 111
0 0 1 2 3 4 5 6 ®
1 8 9 10 ® ® 0 ©
^3^^0
000 001 010 Oil 100 101 110 111
Xj 0 0 1 2 3 8 9 10
1 4 5 6 ® © @ ©
000 001 010 Oil 100 101 110 111
X, 0 0 1 4 5 8 9 ® ®
1 2
""3^1
3 6 @ 10 0 0 ©
000 001 010 Oil 100 101 110 111
Xq 0 0 2 4 6 8 10 @
1 1 3 5 0 9 0 ® ®
‘3^ 1
00 01 10 11
00 0 1 2 3
01 4 5 6
10 8 9 10 0+-
11 ® © ® ®
L d, *0'*jXj), (XiXo-
00 01 10 11
00 0 1 4 5
01 2 3 6 @
10 8 9 0 ®
11 10 © 0 ®
3 0
00 01 10 11
00 0 2 4 6
01 1 3 5 0
10 8 10 @ 0
11 9 © 0©
Figura 2.13.- Generalizacion del metodo de enumeracion implîcita mediante el uso 
de funciones residuos idénticas = ^ { 7 , 11, J2, 1 3 , 1 4 , 1 5 ]
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se puede apllcar directamente el metodo de enumeracion implîcita visto en la sec­
ciôn anterior, simplemente reemplazando KM+/
Ejemplo 2.11.- si se lleva a cabo el procedimiento resenado con la funciôn de con- 




Figura 2.14.- Estructura arborescente ôptima de la funciôn
= ^ 1 7 , 1 1 , 1 2 , 1 3 , 1 4 , 1 5 ) obtenida mediante el empleo de funcio­
nes residuos idénticas por el metodo de enumeraciôn implîcita.
C -
donde {0), = X ^ X ^ f l ) y V j estâ ya definido.
Al conjunto C le corresponde la estructura arborescente ôptima de la 
Figura 2.14.
Se observa que el môdulo numéro 4 que implementa al conjunto de impli­
cantes -MLUM(1) generalizado con residuo ccxnôn V j , tiene su salida conectada a 
entradas de datos de los môdulos numéros 2 y 3.
2.7.- SINTESIS DE ESTRUCTURAS ARBORESCENTES CUASI0PTIMA5 POR UN PROCEDIMIENTO DE 
MINIMIZACION POR NIVEL
La filosofla del procedimiento de minimizaciôn por nivel se basa en ele- 
gir las variables de expansiôn de forma secuencial nivel por nivel, y no de forma
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global, tal como se hacia en los mêtodos de sintesis optima. El criterio que se 
fija para la cleccion de las variables de expansion, es el de escoger aguelias 
que dan un mayor numéro de funciones residuos triviales, en el nivel que estemos 
considerando. Esto lleva consigo que los subarboles que emànarlan de dichas en­
tradas de datos no tienen que considerarse y habrla un ahorro en los môdulos ne­
cesarios para implementar la funciôn. Asl pues, las p variables de control de 
los MLUM(p), se seleccionan por niveles comenzando por el primer nivel y, una vez 
escogidas, se consideran ya fijas y no aparecen en la eleccion de los niveles sub- 
siguientes.
Ejemplo 2.12.- Sea la funciôn ( { X^,Xj,x^ ) = ^ { 7 , $ , 1 0 , 1 2 , 1 3 , 1 4 )  que se desea 
sintetizar con MLUM(I).
En primer lugar hay que determinar las funciones residuos que se pro- 
ducen cuando la variable del primer nivel es X^(t = 0 , 1 , 2 , 3 ) ,  ver Figura 2.15a.
Se observa que escogiendo Xq como variable del primer nivel existe una funciôn 
residuo trivial
i i X y X ^ , X i , X Q )  = X q  g j i X y X ^ , X j )  + Xg(x^)
^Ï ^ *3'Xg,x^) - *2(*3*7  ^XgXJ )
Asl pues, la sintesis queda tal como refleja la Figura 2.15b.
Para estructuras arborescentes de dos niveles, el procedimiento es ex­
haustive y garantira la soluciôn ôptima, pero cuando la estructura tiene mâs ni­
veles, aunque el mêtodo no garantira la minimizaciôn del numéro de môdulos (en 
general) la soluciôn que se obtiene es cuasi-ôptima. Su principal ventaja estri- 
ba en que se reducen considerablemente los tiempos de câlculo si se compara con 
un mêtodo exhaustive de enumeraciôn compléta en el cual se tengan en cuenta todas 
las posibles permutaciones de las variables de control.
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CARTAS DE DESC0I4P0SICI0N PARA 4 VARIABLES
000 001 010 011 100 101 110 111
X3 0 0 1 2 3 4 5 6 ©
1 ®
’'3*1*0
9 @ 11 @ © 0 15
000 001 010 011 100 101 110 111
^2 ° 0 1 2 3 ® 9 0 11
1 4
*3*2*0
5 6 © ® 0 15






000 001 010 011 100 101 110 111
0 0 2 4 6 © 0 0
1 1 3 5 © 9 11 0 15
funciôn residuo trivial (se escoge 
como variable del primer nivel)
b)
Figura 2.15.- Sintesis de la funciôn = J^{7,S,10,12,13,14) por el
procedimiento de minimizaciôn,por nivel.
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Para deinostrar la reduccion en los calcules, sea Q = n-1 e l numéro to­
tal de variables de control en una estructura arborescente que implementa una 
funciôn arbitraria de n variables.
Despreciando las permutaciones de variables de control dentro de un 
nivel dado (ya que no tienen ningun efecto sobre la complejidad de ese nivel) el 
nvimero de permutaciones utilizando enumeracion complota, viene dado por:
W  q -^ P
’’e ■ " H  I p > -  " " ’r ..........’’t-j’
donde Py es el numéro de permutaciones necesarias en el nivel j .
Si el numéro de variables de control es el mismo en todos los niveles, 
se puede ver facilmente que;
Utilizando la tecnica de minimizacion por nivel que se propone, el nu­
méro raînimo de permutaciones viene dado por:
’’i ’’t-i
Esto représenta el caso cuando es posible hacer una eleccion definida de las va­
riables de control en cada nivel. En el caso de que exista mas de una eleccion 
posible, se puede seguir uno de los dos criterios siguientes.
a) Llevarlas en paralelo hasta que en un nivel posterior podamos distin- 
guir cuâl es la que garantiza una mayor reduceiôn.
b) Escoger aquella que da lugar a un numéro mayor de funciones residuos 
que sean constantes lôgicas (lo cual minimiza los problemas de fan-in que se pue­
dan presentar).
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Si por el contrario no se consigne ningûn ahorro en el primer nivol, 
no podemos fijar las variables de control de esta etapa. Asi, el proximo conjun­
to de permutaciones se tomara simultaneamcnte sobre ol primer y segundo niveles. 
Esto auraentarS el numéro de permutaciones a:
P = n P j  + M P , 2  + Pg
donde:
p A -SJ  (Z.fg)
{ q - Z p ) l 2 p l
Eâte procedimiento se adopta en todos los niveles subsiguientes. El ca- 
so mâs desfavorable ocurre si no es posible ninguna minimizacion (existencia de 
funciones residues triviales) o unicamente es posible en el nivel t - 1 , lo que 
résulta en el numéro mâximo de permutaciones siguientes:
’max “ " * P)2 *  ^123 ’ * ^ 1 2 .  . . 1-1^
donde:
P,2 , = --------^ --------  (2.20)
(qfep)î(fep);
La tabla 2-7 muestra para el caso de utilizer MLUM(2) (p=2)que incluso, 
este numéro mâximo de permutaciones es mucho menor que el requerido por una bus- 
queda exhaustive.
Es precisamente esta reduccion tan drâstica que se observa, la que per­
mits una reduccion considerable en los tiempos de câlculo frente a los que se ob- 
tienen en el método exhaustive de enumeraciôn compléta que tiene en cuenta todas 
las posibles permutaciones de las variables de control.
BIGLIOTECA
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5 30 30 30
7 630 210 111
9 22600 1134 273
11 1247400 5610 544
13 97297200 26598 952
TABLA 2-7,- numéro de permutaciones de las variables de control 
utilizando MLUM(2)
En el caso de funciones de 4 variables sintetizadas con MLUM(1), el si- 
guiente teorema demuestra que la minimizacion por nivel es optima.
Teorcma 2-7.- Para n=4, la sintesis de estructuras arborescentes con MLUM(1) por 
el método de minimizacion por nivel es optima.
Demos tracion
El unico caso que en principio puede plantear problema es el de la fi­
gura 2.16, es dccir, que existe otro orden de expansion de las variables que dis- 
minuye el numéro de modules necesitados.
Ch)
S S m u e r u R A  of'T'/AtA
Figura 2.16.- Unico caso en que la minimizacion por nivel no darra 
lugar a la estructura optima.
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Vamos a ver que tal posibilidad no se puede presenter nunca. Sin perdi- 
da de generalidad, supongamos que en la minimizacion por nivel, la variable Xj se 
utiliza en el primer nivel
^ ( X j , ,Xj,Xp) - Xg gj(x2«Xj,x^) + Xj ^2 (x2,Xj,x^)
donde 9;(%2»X;,Xg) es una funciôn residue trivial < / = 0 ,1 , 2
92^^2'^J'XoI una funciôn de très variables que requiere para su sînte- 
sis 3MLUM(1) (es decir, no admite simplificaciôn'en la estructura canônica) .
Hay que considerar 4 casos segûn sea el valor de la funciôn residue tri­
vial g j
Caso a.- 9j(x2,Xj,X^) = 0 ^  élx^,X2.Xj,x^) = Xg g ^ ( K2, X j , x ^ }
Con el fin de intentar reducir el numéro de modules expandimos con respecte a 
cualquier variable que no sea Xg (por ejemplo, X2)
   -A
 ^ X11 X^ ) = X2 [Xj^ j (x j , X^ r] + Xg CXj^ lg (Xj , X^ )] = Xg/tj (x^ , X| ^ X^ ) + Xg gfXg'Xj'Xg)
donde y 2^ no son funciones triviales, porque si no §2 no requerirïa 3MLUM(1)
para su sintesis, en contra de la hipôtesis, de aquî se deduce que rtj y (I2 nece- 
sitan al menos 2MLUM(1) cada una para su sintesis y, por lo tante, el coste se 
hace asi superior al obtenido en la minimizaciôn por nivel.
Caso b.— dj(x2,Xj,x^) - 1 sÿ ^(x^,X2,Xj,x^) - Xg 9 2 ^ ^ 2 * ^ 1 *^0^ ^ ^3
Este caso se puede redùcir fâcilmente al caso anterior. Segun sabemos ya,conoci-
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da la estructura optima arborescente de una funciôn, se conoce la de su funciôn 
complementaria sin mâs que complementar sus entradas de dates.
Xj, X j , Xjj 1 = Xg
que corresponde al caso a.
Caso c.- 9 j  (X2, X j , Xq )  = Xg (se toma Xg sin pérdida de generalidad) j (x^,X^, X^ , X^ ] 
= Xj x^  + Xg
Se supone que la minimizaciôn por nivel tomando como primera variable 
de expansion Xg da una estructura similar (en caso de que el coste fuese menor 
corresponderîa a la estructura optima).
Efectuemos la expansiôn de  ^en el primer nivel respecte a Xj.
éix:j,x2,xj,x^ }=xjj^ x^ x2+x^ hj(x2,xg)] [^ 3X2+X3fig (xg,x^ )] -Hjhj Ix^ x^^ pXg) +
/k
+ XjA2(Xg,Xg,Xj)
donde, como antes, h j  y ftg no son funciones triviales. Por un razonamiento anâlo- 
go al anterior hj y rig requieren como mînimo 2MLUM(1) cada una para su sintesis 
y se obtiens asï un coste superior al obtenido por la minimizaciôn por nivel.
Caso d.- g,(x2,x,,Xg) * Tg d(x3,Xg,X;,Xg) = x^Xg + X3g2(xg,Xj,x^|
Bajo las mismas condiciones del caso c), se puede reducir a ôl sin mas que com­
plementar la funciôn tomando como variable de expansiôn en el primer nivel Xg.
f(Xj, Xg,Xj,X^ ) - XgXg t Xj^g(Xg,Xj,x^ j
2.8.- ALGUNAS CONSIDERACIONES SOBRE LA SINTESIS DE ESTRUCTURAS GENERALIZADAS;
“115—
IMPOm'ANCIA DE LA DESCOT1POSICION FUNCIONAL
Supongamos que se dcsea sintetizar la funciôn siguiente:
® *M-Z ^  ^0 (2.21)
con MLüM(p) en una estructura arborescente. Si se aplica cualquicra de los pro- 
cedimientos dados previamente, se observa que la estructura arborescente optima 
requiere exactamente = fe^ -I/fe-I con k - 2 ^ , es decir, no existe posibilidad
de eliminar ningûn MLUM(p) en la estructura. Parece, pues, natural preguntarse 
si no existirla una estructura generalizada (ya definida en el capitule ante­
rior) que nos mejore la sintesis.
Para fijar ideas, estudiemos el caso particular siguiente n=^ 7 y p - 1 .
La funciôn (( se puede définir en este caso iterativamente mediante las siguientes 
expresiones!
Z  ^ 5.4,5,2,1 ,0 {2.22)
que se pueden sintetizar como indica la estructura generalizada de la Figura 
2.17.
En este caso, frente a los 127 MLUM(I) de la estructura arborescente, 
ûnicamente son necesaribs 6MLUM(1) en la estructura generalizada. En general, 
la sintesis de (2.22) en una estructura generalizada del tipo descrito con MLUM(p) 
solamente necesita MLUM(p) ,
Desgraciadamente, y a pesar de nuestros esfuerzos hasta la fecha, no 
hemos conseguido obtener un procedimiento sistemâtico de sintesis ôptima de estruc­
turas generalizadas. Sin embargo, hemos detectado que la descomposiciôn funcional 
booleana se puede utilizer como ayuda para-mejorar la sintesis producida por las
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Figura 2.17.- Sintesis de ... ,x^ ) “=




Ilustremos este punto con un ejemplo.
Ejemplo 2.13.- Se desea sintetizar la siguiente funciôn de conmutaciôn con MLUM(1) 
= XgXglg + XgXjXg + x^XjX^ + ^ 4 V o  '
= U n , 12, 14, 15, 16,17, 18,21,24,25,26,27,28,29,50,51)
La estructura arborescente ôptima se observa en la Figura 2.18 a). Se 
necesitan, pues, 3 MLUM(1).
Sin embargo,. (X) tiene una descomposiciôn simple disjunta (d.s.d.):
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6(X) = nXp'f (X^ )) donde X = Xj,x^,Xj,x^ } ; Xj = {x^,x^) ; Xg ={Xg,x^,Xg} 
tal como se observa en la carta de descomposicion adj unta :
V l ^ O
000 001 010 011 100 101 110 111
00 0 1 2 3 4 5 6 7
01 8 9 10 © @ 13 0 © -
10 @ ® @ 19 20 0 22 23
11 0 0 @ @ 0 0 0 ©
f
Como v=2 (v = multiplicidad de columna = numéro de vectores columnas distinto en 
la carta de descomposiciôn) admite d.s.d.
x,Xo
00 01 11 10
*  *2*0 ^ Y
Por su parte F de la carta de descomposiciôn se puede expresar como:
F = F ( x ^ , X g , f  ) = X * X g  Y  + x ^ X g Y  + x^Xg = Ÿ  X^ ^ Y  Xg
->F
Asî pues, la estructura résultante es la de la figura 2-18b) que uni­
camente requiere 2 MLUM(1).




( è )  Estructura generalizada
Figura 2.18,- Sintesis del ejemplo 2.13
-119-
tancla de la descomposiciôn funcional en la sintesis de estructuras generalizadas, 
hemos procedido a un anâlisis minucioso y exhaustivo de su incidencia en el caso 
de funciones de 3 y 4 variables implementadas con MLUM(1).
Como ya sabemos, ônicamente nos tendremos que centrer en las clases de 
equivalencia n-p-n (14 para las funciones de 3 variables y 222 para las de 4) . En 
el caso de 3 variables, los resultados conseguidos permiten asegurar que el catâ- 
logo que se présenta es el ôptimo para todas las clases de equivalencia n-p-n y 
en el caso de 4 variables se demuestra otro hecho verdaderamente interesante y 
es que nunca son necesarios utilizer el numéro mâximo de MLUM(1) de la estructu­
ra canônica (7 para 4 variables)
2.9.- SINTESIS OPTIMA MEDIANTE MLUM(I) DE LAS CLASES DE EQUIVALENCIA n-p-n DE 
FUNCIONES DE 3 VARIABLES
En el capitule anterior, en la tabla 1-1 , se daban las clases de equi­
valencia n-p-n para funciones de 3 variables, as! como la funciôn representativa 
de la clase de equivalencia.
La estructura canônica arborescente de cualquier funciôn de 3 variables 
realizada con MLUM(1) es la de la Figura 2,19.
Figura 2,19.- Estructura canônica arborescente de una funciôn de 3 variables
Si se empleasen los procediraientos de sintesis ôptima de estructuras 
arborescentes discutidos previamente, se obtendrîan para las distintas clases de 
equivalencia uno de los 5 tipos siguientes (ver Figura 2.20).
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Funcioiics triviales 















Figura 2.20.- Tipos de estructuras arborescentes en la sintesis de funciones de 3 
variables
Es fâcil darse cuenta que las estructuras a), b), c) y d) son ôptimas 
de forma absolute, puesto que no podremos formar ninguna estructura generalizada 
con menor coste. Sin embargo, no sucede lo mismo con la estructura del tipo e), 
ya que puede existir una estructura generalizada (ver Figura 2.21) que realice 
la funciôn y requiere unicamente 2 MLUM(1).
Figura 2.21.- Estructura generalizada con dos MLUM(1)
El problema se queda reducido a analizar aquellas clases de equivalen­
cia n-p-n para las cuales la sintesis ôptima de estructuras arborescentes no da 
lugar a ningûn ahorro en el numéro de môdulos.
Desde el punto de vista de la teoria de descomposiciôn funcional boo­
leana, la estructura generalizada de la Figura 2.21 se puede representar por;
(JIX) - F(x^,Y(x,)); XgU X; . X
con la condiciôn de que la sintesis de las funciones’f’(Xj) y F(X^ , ) requieran
unicamente 1 MLUM(1) cada una.
En principio, son posibles dos situacioncs:
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a) Xg/1 Xj = 0 y co/ttflXj) « Z => d.A.d.
b) X^OXj  / 0 y ca'id(Xj) » 3 =4> d,4.n..d.(descomposiciôn simple no
disjunta)
Se trata, pues, de determiner en aquellos casos en que la estructura 
arborescente es del tipo de la Figura 2.20e) si la funciôn representativa de la 
clase de equivalencia admite una d.s.d. o una d.s.n.d. que den lugar a la estruc­
tura generalizada de la Figura 2.21.
Despues de aplicar el procedimiento de sintesis ôptima de estructuras 
arborescentes a las 14 clases de equivalencia n-p-n, se observa que las clases
de equivalencia numéros 7,8,9 y 14 no admiten simplificaciôn.
De estas 4 clases de equivalencies n-p-n en dos de ellas (las numéros 
8 y 14) su funciôn representativa admite, o bien una d.s.n.d. o una d.s.d. del 
tipo descrito.
Asi, la funciôn representativa de la clase de equivalencia n-p-n numé­
ro 8 es:
Despues de una serie de manipulaciones podemos expresar en la forma
siguiente:
ig = {Z.Z3)
con f  = X^X^ + x ^Xj
A las que corresponden las siguientes implementaciones con MLUM(1) (Ver Figura 
2.22a).






f  = V 2  + V i  ^8 ='f*2
Figura 2.22.- Sintesis de la funciôn (x^,Xj,X^ l " J(3,5,6,7)
En este caso, (2.23) corresponde a una d.s.n.d. En el caso de la clase 
de equivalencia n-p-n numéro 14, su funciôn representativa résulta ser:
( 2 . 2 5 )
Esta funciôn es del tipo que analizamos en la introduceiôn del apartado anterior
é j 4 ' F(Xg,f(x^,Xg)| (2.2Ô)
con ^ Xj ê Xp
F = Xg f Y  (2.27)
A las que corresponden la realizaciôn siguiente con MLUM(1) (ver Figura 2.23a).










£,4 - T Cb)
Figura 2.23.- Sintesis de la funciôn |( (Xg, Xj, X^ ) = ^ i l  , 2 , 4 , 7 )
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En este caso, (2.26) corresponde a una d.s.d.
En la Figura 2.24 estan representadas la sintesis optima mediante MLUM(1) 
de las funciones representatives de las 14 clases de equivalencia n-p-n. El numé­
ro medio de MLUM(1) utilizados para sintetizar cualquier funciôn de 3 variables 
résulta ser n = T.^ 2.
Ejemplo 2.14.- En el Ejemplo 1.6 del capitulo anterior se habia obtenido la sin­
tesis de la Figura 1.15e, con un coste de 7 MLUM(1). Ahora estâmes en condiciones 
de efectuar una realizaciôn mâs econômica, teniendo en cuenta que las subfuncio- 
nes ( X'), h j { K " ) y kg(X*') son funciones de 3 variables.
6(xl ' 9;(X') kg{X'"l + p,(X’) fiylX")
Sjlx') ' ^5 ^ 2  ^ (XgXg + XgXg) Xg e 02} cuyo coste es de 2 MLUM(1) 
kj(X") .= X^ XgiT^  + X^XjXj + x^ Xj 6 (&} cuyo coste es de 2 MLUM(I) 
kglX"') * Xjlt^  + Xj X^ e {//} cuyo coste es de 1 MLUM(1)
Todavia es posible un ahorro adicional, puesto que la sintesis defig{X") 
se puede extraer de la» funciôn #ij{X”), tal como se observa en la Figura 2.25c).
2.10.- SINTESIS CUASI-OPTIMA MEDIANTE MLUM(1) DE LAS CLASES DE EQUIVALENCIA N-P-N 
DE FUNCIONES DE 4 VARIABLES
El numéro de clases de equivalencia n-p-n para funciones de 4 variables
es 222 y la estructura canônica arborescente de cualquier funciôn de 4 variables,
realieada con MLUM(1), es la de la Figura 2.26.
Un anâlisis, en este caso, siguiendo una llnea de razonamiento identi- 
ca a la empleada con funciones de 3 variables resultaria muy problemâtica y, en
FUNCION 
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Figura 2.25.- SÎntesis de la funciôn (J(X) = gj(X') kg (X"' | + (X' ) fi^fX") del
Ejenplo 2.14.
principio, poco viable. En efecto, supongaunos que la estructura arborescente op­
tima de la funciôn representativa de una clase de equivalencia requiere 6 môdu­
los MLUM(1). Para conseguir una estructura ôptima tendremos que analizar todas 
las estructuras con 5 môdulos o menos, que se puedan tener (numéro que se deter- 
minô en el capîtulo anterior) y para cada una de ellas intentar combinatoriamen- 
te asignar las variables y constantes lôgicas a las entradas libres de la estruc­
tura, con el fin de obtener la funciôn representativa que se desea implementar.
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Figura 2.26.- Estructura canônica arborescente de una funciôn de 4 varia­
bles.
Aun en el supuesto de poderlo conseguir, tendrîamos que ser bastante 
cautelosos en este caso de decir que la estructura es ôptima puesto que las es­
tructuras que, en principio, estamos considerando no toman en cuenta la posibili­
dad de que determinadas funciones residues multivariables puedan ser compartidas 
como entradas de mas de un môdulo (anâlogamente a como sucedfa con las estructu­
ras arborescentes).
En este sentido, parece mâs lôgica la siguiente lïnea de acciôn: Dada 
una estructura cualesquiera dcuântas clases de equivalencia se pueden asignar de 
forma que no exista ninguna otra estructura con menor numéro de môdulos que la 
implemente?. Este planteamiento présenta la ventaja de que el procedimiento cons- 
tructivo se realiza a partir de las estructuras mas sencillas. Por ejemplo, una 
funciôn propia de 4 variables requerirâ como mînimo 2 MLUM(1) para su inç>lementa- 
ciôn. Parece, pues, natural preguntarse a cuântas clases de equivalencia les co­
rresponde una estructura determinada. En la Figura 2.27 estân representadas todas 
las clases de equivalencia n-p-n de una estructura arborescente con dos MLUM(t). 
Para estas clases de equivalencia n-p-n al menos, sî podemos garantizar que la 
estructura es ôptima. Otra cuestiôn que conviens tener en cuenta es que determi­
nadas clases de equivalencia n-p-n pueden ser representadas con el mismo coste
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por diferentes estructuras (ver Figura 2.28). Dlremos que una clase de equivalen­
cia n-p-n es propia de una estructura si unicamente se puede implementar de forma
X, -
e ST A UCT t /A A
Xj / - 0 3  f>J>
/  * 0 €  F 6
X,
Figura 2.27,- clases de equivalencia n-p-n que corresponden a una determinada es­
tructura, (La funciôn representativa se représenta por la notacion 
hexadecimal introducida en el capitulo anterior).
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ôptima con di.cha estructura. Ar.x, la clase cle equivalencia h-p-n que corresponde 
a la funciôn representativa 03DD es propia do la estructura de la Figura 2.27.
X.
i ' - O O  t  8 / • OÛ i B
Figura 2.28.- Representacion de una misma clase de equivalencia n-p-n por dos 
estructuras diferentes con el mismo coste.
Hasta la fecha no hemos podido automatizar este proceso de forma satis- 
factoria. Nuestros intentos se han movido a lo largo de los siguientes puntos:
a) Se ha demostrado que ninguna clase de equivalencia n-p-n de una fun- 
cion de 4 variables requiere los 7 modules de la estructura canôni­
ca.
b) Explotacion de la descomposicion simple disjunta (d.s.d.) para redu­
cir el numéro de môdulos frente a la estructura arborescente ôptima.
c) Explotacion de la descomposiciôn simple no disjunta (d.s.n.d.) para 
reducir el numéro de môdulos frente a la estructura arborescente ôp­
tima .
Analicêmoslas, pues, con cierto detenimiento.
2.10.1.- Sintesis de las clases de equivalencia n-p-n que no admiten simplifica- 
ciôn en su estructura arborescente
Una vez aplicado el método de sintesis ôptima de estructuras arborescent-
-129-
tes a todas las clases de equivalencia n-p-n de una funcion de 4 variables, se 
detectaron 6 clases de equivalencia n-p-n cuyas funciones representativas no ad- 
mitîan simplificaciôn posible y, por lo tanto, en principio, requerîan los 7 mo­
dules de las estructura canônica arborescente.
Estas funciones représentativas eran las siguientes:
Representacion
hexadecimal
166S  K é ^ U y X ^ , K ^ , X o ) = 1{3,5,6,9,10,1Î)
5737  K it^iXyX^.Xj.Xg) = 113,5,6,9,10,12,15]
U 6 B  ---^ é J X y X ^ , X j , x ^ )  * 113,5,6,9,10,12,14,15)
U B 1  ---► * 113,5,6,S , 15)
,77E---.► é ^U^,x^,Xj,x^) * 1(3,5,6,7,9,10,11,12,13,14)
6996 ---  ^i;^lx3,X2,Xj,x^ ) - 1(1,2,4,7,S , 11,13,14)
El método de sintesis en^leado para ver si es posible reducir el numé­
ro de modules es el siguiente: Teniendo en cuenta el Teorema 2.7, se efectua la 
expansiôn en el primer nivel respecto a x^ (t ® 3,2,1,0) y se analizan las funcio­
nes residues de 3 variables résultantes, determinandose su sintesis optima de 
acuerdo con la Figura 2.24 del apartado anterior. Si alguna de las funciones re­
sidues pertenecen a las clases de equivalencia n-p-n numéro 8 6 14, se habra ob­
tenido un ahorro en el numéro de môdulos necesitados.
SÎntesis de
Independientemente de cuâl es la variable que se ternie en el primer ni­
vel de expansiôn, las funciones residues que resultan son siempre del mismo tipo 
(esto se puede ver sobre las cartas de descomposiciôn de 4 variables) .
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Tomemos pues X3 como variable del primer nivel (ver Figura 2.29a).
Las funciones residues normalizadas que resultan son:
9|(X2»Xj,X^)=Jj{3,5,6) ^
92(x2,x ,^X(j) - 1(7,2,4)
Como son funciones de 3 variables, su sintesis optima ya la conocemos 
y requieren:
9j e {7} ---► 3 MLUM(7); gj = Xg Xj Xg + Xg Xj Xg + Xg Xj Xq
92 6 {7} ---»- 3 MLUM(7) : = Xg Xj Xq * Xg Xj Xq + Xg Xj Xg
Con {7} se indica que pertenecen a la clase de equivalencia n-p-n numéro 7 de la 
Figura 2.24. La estructura résultante es la de la Figura 2.29b). Tal como se ob­
serva en dicha figura, es posible una simplificaciôn adicional (ver Figura 2.29c). 
En este caso se necesitan pues 6 MLUM(1), y la reduccion ha venido posibilitada 
por la existencia de dos funciones residues idénticas. Debe observarse que la es­
tructura résultante sigue siendo arborescente.
SÎntesis de
Anâlogamente al caso de también ahora, independientemente de cuâl 
es la variable que se tome en el primer nivel de expansiôn, las funciones residues 
que resultan son siempre del mismo tipo. Tomemos pues X3 como variable del primer 
nivel (ver Figura 2.30a). Las funciones residuos normalizadas que resultan son:
g, (Xg,Xj,Xj,) = 1(3,5,61 
(X2»XJ,Xjj) - 5^(7,2,4,7)
Como son funciones de 3 variables su sîntesis ôptima ya la conocemos y requieren:
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Figura 2.30.- sinteuia da lij, lx,,x^, *,, x„) . \\i .i ,i ,1 ,l 0 , U . '51
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9j 6 {7}  k 3 MÜIM(J): gj = Xg Xj Xg + Xg X, Xg + Xg Xj Xg
flg e  { M }   k g M LU M( 7 ) :  gg = Xg #  Xy f  Xg
La estructura résultante es la de la Figura 2.30b). Tal como se obser­
va en dicha figura/ es posible una simplificaciôn adicional (ver Figura 2.30c).
En este caso, se necesitan 5 MLUM(I) y la reduccion ha venido posibilitada,de una 
parte, porque en las funciones residuos de 3 variables ha sido factible el ahorro 
de un modulo y, de otra, por la existencia de dos funciones residuos idênticas.
La estructura résultante es del tipo generalizado.
Sintesis de
Si la variable que se toma en el primer nivel es x^  6 Xg ô x ^, las fun­
ciones residuos normalizadas que resultan son:
g j e {7}   ^3 MIUMIH; g, - 1 ( 3 , 5 , 6 )
9g e {7}  k 3 MLUMlî): gg = 111,2,4,6,7)
Sin embargo, si la variable que se toma en el primer nivel es Xg, las 
funciones residuos normalizadas que resultan son:
9j e {«}  k Z MIUM(Î); gj = J(3.5,6,7) 
9g e {74}  k Z MLUM(I): 9g =% (7,Z,4,7)
La estructura résultante en este caso es la de la Figura 2.31, necesi- 
tândose 5 MLUM(1) en su implementaciôn.
Sintesis de
Si la variable que se toma en el primer nivel es Xg ô Xj 6 Xg, las fun-
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>/c
Figura 2.31.- Sîntesis de ,Xq ) = li3,5,6,9,10,12, 14,15)
(6)
Figura 2.32.- Sîntesis de é^i^yX^',x.j,Xg) = 113,5,6,3,15}
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clones residuos normalizadas que resultan son:
9, C {9}  . 3 MLUM(J): X J(3,4)
92 e  { 7 }  --------  3 M L U M I / ) :  gg = 1(1,2,7)
Si la variable que se toma es las funciones residuos normalizadas
que resultan son:
9 j e {7}   ^ 3 MLUMd} : g, = 1(3,5,6}
9g e {9}   ^3 MLUMIH: 9g - 1(0,7)
Tomemos Xg en el primer nivel lo que nos da la estructura résultante 
de la Figura 2.32a. Se observa en dicha figura que es posible una simplificaciôn 
debido a la existencia de dos funciones residuos idênticas (ver Figura 2.32b).
Se necesitan, pues, 6 MLUM(1). El caso de esta funciôn es anâlogo al de la sînte­
sis de y da como resultado una estructura arborescente.
Sîntesis de
También en este caso, independientemente de cuâl es la variable que se 
toma en el primer nivel de expansiôn, las funciones residuos que resultan son siem­
pre las mismas. Tomemos pues Xj como variable del primer nivel. Las funciones re­
siduos normalizadas que se obtienen son:
9 j e {«}  K 2 MLUMd) :  g j = ^(3,5,6,7)
9g e {9} ---3 MLUMd) : gg = I d , 2 , 3 , 4 , S , 6]
La estructura résultante es la de la Figura 2.33, necesitândose 6 MLUM(1) 
en su implementaciôn.
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Figura 2.33.- sîntesis de 4g(x,,*,,*,,*.! - %(3,5,6,7,9,70,ff,;Z, 
13,14)
Figura 2.34.- SÎntesis de 4^ , x^) = l U  ,2,4,7,8,11,13,14)
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Sîntesis de
La funciôn (^se puede exprèsar de la forma slguiente:
4^  tXj, * Xj , fi X2 f  Xj  f  Xq
Corresponde, pues, al tlpo descrito en el apartado 2.8, al hablar de estructuras 
generalizadas y su sîntesis, como ya se sabe requiere 3 MLUM(I). {Ver Figura 2.34) 
La sïntesis de estas seis funciones, nos permi­
ts enunciar el slguiente Teorema de carâcter general.
Teorema 2.8.- La sïntesis de cualquier funciôn de conmutaciôn de n variables, con 
n ^ 4, mediante HLUM(I), nunca requerirâ el numéro môximo de modules dado por la 
estructura canônica correspondiente.
Demostraciôn
Hemos visto anteriormente que cualquier funciôn de 4 variables nunca 
necesitarâ los 7 MLUM(1) de la estructura canônica, ya que las funciones 4^  a 4^ » 
que en principle parecïa que no admitïan ningun ahorro, después de un estudio ex­
haustive de cada una de ellas se ha demostrado que se pueden implementar con 6 
MLüM(l) o menos.
Por tante, cualquier funciôn de n variables con n > 4, tampoco necesi­
tarâ el nûmero de modules maximos dados por su estructura canônica, pues, al me­
nos, en las funciones residues de 4 variables que resultan en la expansiôn res­
pecte a n-4 variables cualesquiera, siempre podemos garantizar el ahorro de algûn 
môdulo.
2.10.2.- Aplicaciôn de la d.s.d. a la sïntesis de estructuras generalizadas de
-138-
funcioncfi de 4 variables con un costa manor guc la estructura arbores­
cente optima correspondiente
La Importancia de que la funciôn représentâtiva de una clase de equiva- 
lencia n-p-n admita una d.s.d. viene dada por el slguiente Lema.
Lcma 2.1.- Si una funciôn de conmutaciôn de 4 variables admite una d.s.d., su 
implcmentaciôn con MLUM(1) requiere como mâximo 4 môdulos.
Demostraciôn.- Las dos Gnicas posibilidades de que una funciôn de conmutaciôn de
4 variables admite una d.s.d. son:
4(X) = F i X j , f(Xgl) a) COÆd Xj = Z y COAcf Xg = Z
X - Xj KJ b) coAd X j = 1 y ccuid Xg = 3
, En ambos casos, el coste mâximo de jj (cota superior en el numéro de mô­
dulos necesitados) es la suma del coste de una funciôn de 2 variables (= 1 môdu­
lo) y de una funciôn de 3 variables (= 3 môdulos). De manera que la cota superior 
en cuanto al numéro de môdulos necesitados para implementar 4 es de 4 môdulos,
Como es bien sabido, no toda funciôn de conmutaciôn admite una d.s.d.
Se ha llevado a cabo un estudio exhaustive de las funciones representatives de 
todas las clases de equiValencia n-p-n de 4 variables y se ha determinado que 60
de ellas admitïan algun tlpo de d.s.d. En 25 de dichas funciones, la sïntesis
efectuada majora a la obtenida empleando la estructura arborescente minima. La 
clasificaciôn de estas 25 funciones, segun el numéro de môdulos utilizados, se 
da en la Tabla 2.8.
En las 35 funciones representatives restantes, la sïntesis mediante 
d.s.d. da un coste igual que la estructura arborescente optima y su clasifica- 
ciôn, segdn el numéro de môdulos utilizados, se da on la Tabla 2,9.-
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TABLA 2.8.- Modules que utllizan las funciones representatives de las clases de 
equivalencia n-p-n con d.s.d., que majora la sïntesis de la estructu­
ra arborescente optima.














TABLA 2.9.- Môdulos que utllizan las funciones representatives de las clases de
equivalencia n-p-n con d.s.d. que igualan la sïntesis de la estructu­
ra arborescente ôptima.
A la vista de las Tablas 2.8 y 2.9, podemos asegurar que de las 60 cla­
ses de equivalencia n-p-n que admiten d.s.d. en 48 de ellas, el procedimiento de 
sïntesis basado en la descomposiciôn funcional nos asegura una estructura ôptima. 
En el caso de las funciones representatives cuya sïntesis requiere 4 môdulos, se 
debe ser mas cauto en tal afimaciôn, pues puede existir algun tipo de descomposi­
ciôn mas compleja que dé lugar a una estructura generalizada que unicamente uti­
lisa 3 môdulos. Sin embargo, la probabilidad de que tal cosa suceda no es muy ele- 
vada.
En la Figura 2.35 se ban representado, en la columna derecha, la sïnte-
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sis de las 25 funciones representativas de las clases de equivalencia n-p-n que 
admitiendo d.s.d. mejoran a su estructura arborescente optima correspondiente (que 
se representan en la columna izquierda).
2.10.3.- Aplicaciôn do la d.s.n.d. a la sïntesis de estructuras generalizadas de 
4 variables con un coste menor que la estructura arborescente optima co­
rrespondiente
En la sïntesis optima mediante MLUM(1) de las clases de equivalencia 
n-p-n de funciones de 3 variables, hemos visto cômo para la clase de equivalencia 
numéro 8, la estructura résultante provenia de una descomposiciôn simple no dis- 
junta (d.s.n.d.) de su funciôn representative.
AnSlogamente a con» se hizo en el apartado anterior con la d.s.d., se 
ha efectuado tambien un estudio exhaustive de las funciones representatives de 
todas las clases de equivalencia n-p-n de 4 variables que no admitieron d.s.d.
(160 en total) y se ha determinado que 69 de ellas admitïan algun tipo de d.s.n.d. 
En 32 de dichas funciones, la sïntesis efectuada mejora a la obtenida empleando 
la estructura arborescente optima. La clasificaciôn de estas 32 funciones, segun 
el numéro de môdulos utilizados se da en la Tabla 2.10.








TABLA 2.10.- Môdulos que utilizan las funciones representativas de las clases de
equivalencia n-p-n con d.s.n.d. que mejoran la sïntesis de la estruc­
tura arborescente ôptima.
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Figura 2.35.- Catalogo de las funciones representativas, de las clases do equiva­
lencia n-p-n, con d.s.d. que mejoran la sïntesis de la estructura arborescente 6p-
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En las 37 funciones representativas restantes, la sfntesis mediante 
d.s.n.d., da un coste igual qua la estructura arborescente ôptima, y su clasifi- 
caciôn, segdn el numéro de môdulos utilizados, se da en la Tabla 2.11.








TABLA 2.11.- Môdulos que utilizan las funciones representativas de las clases de 
equivalencia n-p-n con d.s.n.d. que igualan la sïntesis de la estruc­
tura arborescente ôptima.
Para funciones de 4 variables, la d.s.n.d. corresponde al siguiente es- 
quema de descomposiciôn:
con X^ W  Xg = X
CJUid Xj = Z, 
coAd (XjAx^) * ;
aoAd X g = 3
El metodo utilizado para determinar las d.s.n.d. ha sîdo el de las car- 
tas de descomposiciôn no disjuntas de Curtis (^ ) (en el momento présente no se 
conoce un mëtodo analîtico como el de Deschamps para d.s.d., que se vâlido para 
d.s.n.d.).
Veamos en un ejemplo concreto su aplicaciôn.
Ejemplo 2.15.- Sintetizar con MLUM(1) la siguiente funciôn de 4 variables:
“148—
dlXg'Xg.Xy.Xp) = l i 7 , 1 0 , 12 , 1 3 , 1 4 , 1 5 ]
Esta funciôn que no admite d.s.d, sin embargo sî tienen d.s.n.d. como se observa 
en las cartas de descomposiciôn simples no disjuntas de 4 variables que se da en 
la Tabla (2.12). En dichas cartas Be enlazan con un cîrculo los minterme de la 
funciôn. Para que la funciôn admita una d.s.n.d deberâ existir al menos una car­
ta tal que en las dos subcartas que le corresponde, la multiplicidad de columnas 
P en cada una de ellas sea como mâximo de dos.
En nuestro caso, las cartas marcadas con (x) corresponden a d.s.n.d.
del tipo
a) , { x^ , X j , X q ] ]
b) 6(X) = F(X2,Xg,y,(%2,X;,Xo))
Tomemos la segunda carta marcada con asterisco a la que corresponde una
descomposiciôn del tipo b)
V, %» X, X,
ûfOO
O
i 0 0 0 ©
La sïntesis parcial de cada subtabla sera:
7^(Xj,Xp) = x^  Xq - Xy Xg
Xg Fyrf j fXgl  = Y; Xg + Xg
De donde résulta para F y Y  las siguientes expresioness
F = F ( x 3 , X 2 ,Y )  = F* x  ^ + Fj x^Xg + Y j ^ ?  * XjXg
”149—
Haciendo'^^ = obtiens
F * FlXg.Xg,^^) = f  XgTg +'f^3<2 + XgXg =Y%2 + Y % 3
= % X g  +'f,X2 = x,r^?2  ^X;Xo%2 = X;Xg + X;%2
(z.za)
(Z.Z9I
La implementacion con MLUM(1) de (2.28) y (2.29) se dan en la Figura 
2-36a y 2-36b, que al combinarse dan la estructura generalizada de la Figura 2-36 
c, que requiere dnicamente 2 MLÜM(1), sin embargo, la estructura arborescente mi­









Figura 2,36.- SÎntesis de la funciôn ,Xq]  = ^ ( 7 , 1 0 , 1 2 ,  J 3,  Î 4 , 15] median­
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TABLA 2.12.- Cartas de desconposiciones simples no disjuntas de 4 variables 
funcion (5(x^,x^,Xj,x^ ) » 1 ( 7 , 1 0 , 1 2 , 1 3 ,  Î 4 , 15}
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Conviens advertir que en la sïntesis de se ha escogido a pro-
pésito la funcion compleincntaria pues esto nos daba lugar a una sïntesis mas
economica. En efecto, si se hubiese escogido %^ ) - XpXg las expresiones ré­
sultantes para F y y  hubiesen sido;
F * F(Xg,%g,y)) = XgXg + T  (X3 + Xg)
y  ' Y(xg,x,,Xg) = Xj (x^TlÇ)
(2.30)
(2.37)
Como funciones de 3 variables, la funciôn F pertenece a la clase de equi­
valencia numéro 8 y su coste es de 2 MLÜM(1), y la funciôn pertenece a la clase 
de equivalencia numéro 4 cuyo coste es tambiôn de 2 MLÜM(1). Asï pues, en este 
caso, la sïntesis de la funciôn ^ tendrïa un coste total de 4 MLUM(I) (ver Figu­
ra 2.37).
Figura 2.37.- Sïntesis de la funciôn ({(Xj, X j, X^ ) =^^{7,10,12 ,î 3,14,15] cuando 
en la sïntesis de las funciones parciales se toma y)^ en lugar de
'fo-
Este ejemplo pone de manifiesto que, para determinar la sïntesis mas 
économies con d.s.n.d. hay que examinar cuidadosamente todas las posibilidades 
de elecciôn de las funciones parciales y (4 en total (
l-fo-Ÿ,’-
En este caso en concreto, la sïntesis ôptima (ademas en sentido abso­
lute) se obtiene con la pareja ( -
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Siguiendo un procedimiento anSlogo al indicado en el ejemplo, se ha efec­
tuado un catâlogo de las 32 funciones representativas de las clases de equivalen­
cia n-p-n que admitiendo d.s.n.d. mejoran a su estructura arborescente correspon­
diente. En la Figura 2.38, vienen representadas en la columna de la derecha la 
estructura generalizada y en la de la izquierda la arborescente optima.
Hay que hacer notar que en la sïntesis de la funcion representative
= ^(7,8,72,14,75) (hexadecimal 018B) la estructura que résulta es 
arborescente aunque con funciones residues multivariables idêntica como entradas 
de datos a MLUM(1) en distintos niveles. Hemos creïdo conveniente incluirla en 
la figura, pues dicha mejora se detectô estudiando las d.s.n.d. de la funciôn.
2.11.- LA DESCOMPOSICION COMPLEifA DE FUNCIONES BOOLEANAS EN LA SINTESIS DE ES- 
TRUCTURAS GENERALIZADAS
Dada una funciôn booleana ((X), la determinaciôn de todas sus posibles 
d.s.d. résulta un problems interesante, pues estas se pueden componer entre sï 
para dar lugar a un nuevo tipo de descomposiciôn funcional que Curtis (^ ) denomi- 
nô descomposiciôn compleja.
Recientementè Deschamp (^ )^ ha algebrizado el problema al demostrar 
que el conjunto de los conjuntos ligados (es decir, de las particiones disjuntas 
XpjXg del conjunto X que dan lugar a d.s.d.) tiene estructura de retïculo. Esta 
propiedad se explota por (eschamp para desarrollar un metodo analîtico de tipo 
no exhaustive que permite encontrar todos los conjuntos ligados.
Definiciôn 2.11.- Sea X un conjunto de n variables {x^_j, . . . , entradas de una 
funciôn y sean X^,X^,...,X^ subconjuntos propios de X que verificans
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Figura 2.30.- Catalogo de las funciones representativas de las clases de equivalen­
cia n-p-n con d.s.n.d. que mejoran la sïntesis de la estructura ar­
borescente optima.
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a) r i\J Xy - X
b) X. A  X. = 0 V i, j e \j M  ; ^ /-C J
Diremos que |((X) tiene una descomposicion multiple disjunta (ver Figura 2.39 a) 
cuando se verifique:
<(X| = FLf,ix,i, YglXgl %,IX^I]
<(xi - FCYjiXii.YgiXgl I. x^
12,32)




Figura 2.39.- Estructura de la descomposicion multiple disjunta (Fig. a) y de la 
descomposicion iterativa disjunta (Fig. b).
Finalmente, se denomina descomposicion compleja disjunta a cualquier 
forma hibrida de los dos tipos anteriores de descomposiciones.
— 1G1 —
So svipone siempro quo los svibconjuntos do variables tionen mas de 
un clomento (card X^ > I), pues de lo contrario, las funciones simples que apa- 
recen en la definicion son triviales.
Dcfinicion 2.12.- Consideremos el reticulo de los conjuntos ligados de una fun- 
cion de conmutaclon )J(X) dada. Los conjuntos ligados maximos para ^(X) son los 
elementos del reticulo que estan cubiertos por X.
El conjunto de los conjuntos ligados maximos goza de algunas propieda- 
des Importantes que se enuncian a continuacion en forma de teorema, aunque sin 
demostrarlos.(Ver Davio-Deschamp y Thayse(^^)).
Se représenta por el complemento de X^ con respecte a X{X^ = X - X^).
Teorema 2.9.- Sea (^X| una funcion de conmutacion que depende de todas sus varia­
bles y [Xg,...,X^^p) el conjunto de sus conjuntos ligados maximos. Una de las dos 
propiedades siguientes se verifica;
a) x^nxy = 0 y i , j  e I  ^ j
b) x^/^Xy / 0, x ^ v  X. = x - ^x^nxy = 0 V e [o,J,...,m-î] 14  i
El Teorema 2.9 permite una clasificacion de las funciones de conmuta­
cion en funciones tipo 1 y tipo 2, segun que verifiquen la propiedad a) o b). Es­
tas funciones vienen caracterizadas por los Teoremas siguientes;
Teorema 2.10.- Sea ({(X) una funcion de conmutacion de tipo 1, que depende de to­
das sus variables y {Xg,X^,...,X^p} el conjunto de sus conjuntos ligados maximos. 
Entonces (J admite una descomposicion multiple dis junta del tipo;
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Teorcma 2.11.- Sea (5(X) una funcion de conmutacion del tipo 2 , que depende de to­
das sus variables y el conjunto de sus conjuntos ligados maximos.
Entonces  ^admite una descomposicion disjunta del- tipo;
<(X| .
donde T represents uno de los tres operadores + y ..
Ejemplo 2.16.- Se desea sintetizar con MLOM(I) la siguiente funcion de 6 varia­
bles:
*4^)*0 * *5*7*0 * *5*2  ^*5*3 * *5*4
Esta funcion esta tomada del libro "Discrete and Switching Functions", 
de Davie-Deschamp y Thayse, McGraw-Hill, 1978.
El diagrams de Hasse del reticulo correspondiente a los conjuntos liga­
dos de la funcion (2.34) se da en la figura 2.40.
(Xf, 3^, X., X,, X. )
(*•)
Figura 2.40.- Reticulo de los conjuntos ligados de la funcion del Ejemplo 2.16.
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(^X} = Fg (Xj, ,x^ , x^ , 2 fXjjXjj))
Los conjuntos ligados mâximos de (^X) son: Xg = (Xp,Xg), Xj = (x^fX^.Xg) y Xg =
- (Xj)
Xg, Xj y Xg satisfacen la condiciôn a) del Teorema 2 .9  y, por lo tanto, 
{((X) es una funciôn tipo 1. Aplicando el Teorema 2 .1 0 ,  |((X) admite la descomposi­
cion multiple disjunta (Ver Figura 2 .41 )
dfX) = F ( X g , i p y ( X j , X 2 , X g ) , i f g ( X ; , X g W
Figura 2.41,- Descomposicion multiple disjunta de la funciôn del ejemplo 2.16.
La determinaciôn de las funciones , '^ g y F se presentan en las car- 
tas de descomposicion de la Tabla 2.13.
Las ecuaciones de la descomposicion son;
Yjfx^,x^,Xg) = x^  + x^  + Xg ; Yg (XpX^I = X| x^
HYr f, *s ' Y; Y, «s ‘ Y; "s
—1 G4*“
X, X,
^  B t z  n  ZO zf ZB
1 S 9 /3 /r Z/ ZS 29
2 6 to /tf IB 2Z 26 Jo
0
J 2 @ 0 © 0 0 @  0
33t ^  0  ^
J<jr 0  0  0  ^
@  O  0  M
+ Xji +• Xj
Xf X<, X j X j
X ,  Xo  
o / Z 3
4 jr 6 0
0 9 /Û Q
tZ /■? /» ©
/? /<y 0  
20 2/ 2Z O
2^  ZS 26 O  
2f 29 JO ©  
3Z 33 J4 0
0  ©  0  O  
o  ©  o  ©  
o  o  o  o
o  o  o  o  
0 _ ^ 0  0
f, -
X4 Xj X^
0 @ © @ @ @ @ @  
@ © @ © @ 0 @ © @  @  ©  @
F  -- f, f, X 5  +  %  f, X 5 i- X ,
TABLA 2.13.- Cartas de descomposicion para la determinaciôn de las funciones 
'^1' T  2 y ^ del Ejemplo 2.16.
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Las funciones y F de 3 variables pertenocen a las clases de equiva- 
lencia n-p-n numéros 2 y 0 respectivamente. Su sxntesis con MLUM(1) se dan en la 
Figura 2.42 a,b, yc). La estructura generalizada résultante al combinar las fun­
ciones bpj, Y 2 y F es la de la Figura 2.42d).
A toda descomposicion se le puede asociar una cota superior en el numé­
ro de modules necesitados para su implementaciôn que sera la suma de las cotas 
superiores de las subfunciones que intervienen en la descomposicion. Sin embargo, 
hay una descomposicion (si existe) que hace minima dicha cota superior.
Veamos esto en el caso de la descomposicion iterative disjunta.
Teniendo en cuenta la Figura 2.39b, Seat
CaJidiX^) = f i j
CoAd(X^) = - I ^
' si la sintesis se va a efectuar con MLUM(p), y en el caso general de
que p no divida exactamente a serâ necesario utilizer para cada subfuncion




donde k = 2^
Px"! es el mener entero mayor o igual a X 
Pjx ' P 1 -6 Pj^4 P
P j ^ es el niîmero de entradas de control utilizadas en el modulo del primer nivel 
de la funcion











Sujeto a la siguiente ligadura:
(2.38)
l'{np...,n^)= i  n ^ - m - n + I = £ >  
<.= 1
12.39}




Como av/an^ = 1 V -i derivando J con respecto a n^ y Kj e igualando da:
y y 12.40]
Si Pj^ = P j J ' (2.40) se deduce que ny = n^ 1/ -t,/. Sea N ~ n.j -
= llg =n^ , sustituyendo en la ligadura (2.39) se deduce:
N = J L J L  f 7 (2.47:
que nos fijan los tamanos optimos de las particiones disjuntas del conjunto X.
Ejemplo 2.17.- Se desea sintetizar la funcion de 5 variables siguiente (Ver Torrent 
(12))
Hx.^,XyX^,Xj,x^} =^(7,3,9,70, 77, 79, 24,27) = +
(2.421
(2.42) admite una descomposicion iterative disjunta del tipo:
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En este caso n=5 y ni=4, de (2.41) se signe que W=2 y la descomposicion tiene una 
cota superior optima (J=4) en el numéro de môdulos necesarios para implementar 






Y ,  ■ •‘4 0 X ,
Y; ' *3 x^ = {Xj>
Ys ■ “o {Xjj}
'f4 ' 4 {Xg}
Figura 2,,43.- Sîntesis de la
En el caso de que en la Definicion (2,11) no se cumpla la condiciôn b), 
.es decir, que se verifique X-^X-, / 0 para algun par ( -c , / )  , entonces las descom- 
posiciones multiples e iterativas dadas por las expresiones (2.32) y (2.33) pasan 
a ser de tipo no disjunto.
Un estudio sistematico de este tipo de descomposiciones no ha sido aûn 
efectuado, sin embargo, vamos a poner de manifiesto en un ejemplo côrao una fun­
ciôn de 4 variables que no présenta d.s.d. ni d.s.n.d., si tiene una descomposi­
cion multiple no disjunta que requiere para su sîntesis 3 môdulos MLUM(1), mien- 
tras que la estructura arborescente ôptima requiere 4 MLUM(1).
Ejemplo 2.18.- Se desea sintetizar la funciôn de 4 variables
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^(Xj, Xg, X|, ,  S , 1 0 , 1 2 , 1 3 , 1 5 ]
((Xg,Xg,X^,Xg) = XgX^Xg + XgXgXg + XjXgX'j = IXgXg + XgXg) (XgX, + XgXg + X,Xg) +
Llamandot
' *3 (X2*o * «2*,)
Y) I'O'*21 ' V o  ' ’‘2*0
“ V l  * 2^^ 0 * 1^^ 0
Se puede expresar ^ de la forma siguiente:
 ^fXj, Xg, Xj , X^ ) - *^ j^fx^ ,Xg) *^ g (x ,^ Xj , Xg I + Xg g ( ( j , X J , Xg ) "
® F(\pj(Xg,Xg|,y?g(Xg,Xj,Xg), Xg I
A esta descomposicion multiple no disjunta le corresponde la sîntesis de la Figu­
ra 2.44b) que, en este caso, podemos afirmar que es optima.
(2.43)
o
b) Descomposicion multiple no disjun­
ta.
a) Estructura arborescente optima 
Figura 2.44.- Sîntesis de la funcion ( (Xg,Xg, Xj, X^ ) = ^(7,5,10,12, î 3, f 5)
Este ejemplo pone de manifiesto cômo el tipo de descomposicion compleja 
no disjunta juega un papel importante en la sîntesis de estructuras generalizadas 
ôptimas
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2.12.- SINTESIS DE FUNCIONES MULTIPLES CON MLUM(1): EMPLEO DE TA DESCOMPOSICION 
FUNCIONAL
La extension de los metodos de descomposicion funcional a la sîntesis 
de funciones multiples es un problems que no ha sido tratado al menos en nuestro 
conocimiento. En esta secciôn se indica una posible lînea de enfoque para el pro­
blems y se define el concepto de descomposicion simple disjunta multiple (d.s.d. 
m.) que permite en determinados casos efectuar la sîntesis de funciones multiples.
Sin embargo, esta lînea de accion deberâ, en un futuro proximo, ser ob- 
jeto de una mayor investigaciôn.
Definicion 2.12.- Dada una funcion de conmutacion multiple, ^(X) : 8^ -*■ B^ , com- 
pletamente especificada, X = ( x ^ _ j , . . .  , X ^ ) ,  = BxBx,  B = ( ( ? , ? ) .
Sea { X j | X g }  una particiôn disjunta del conjunto X .  Diremos que £{X) ad­
mite una descomposicion simple disjunta multiple (Ver Figura 2.45) si se puede 
expresar como:
_i(x) =
: 8^ - B(ctytdlXg) = t), 8^ (coAdlXj) - 6}, i * t - n
Figura 2.45.- Descomposicion simple disjunta multiple (d.s.d.m.)
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Algoritwo para la determinaciôn de descomposiciones disjuntas multiples
El algoritrao para determinar d.s.d.m. es una extension del algoritmo 
de Deschamp para d.s.d. Como se sabe, el conjunto de los conjuntos ligados
(es declr, de las particiones disjuntas Xj|Xg del conjunto X que dan lugar a d. 
B.d.) tiene estructura de reticulo. Esta propiedad se explota por Deschamp para 
desarrollar un mêtodo analltico de tipo no exhaustivo que permite encontrar todos 
los conjuntos ligados.
En el procedimiento de determinaciôn de d.s.d.m. se van determinando 
sucesivamente las listas ^  de conjuntos ligados, con i . variables en el conjunto 
Xg, de las funciones simples {((y) que componen la funcion multiple desde X
En cada paso se van almacenando informaciones de aquellos conjuntos li­
gados, que son idênticos, y a los que corresponde la misma funciôn ^  El proceso 
termina cuando, o bien no existe una lista de conjuntos ligados o no hay ninguna 
funciôn 'P comun, al menos, en las listas correspondientes a dos funciones.
Ejemplo 2.19.- Se desea sintetizar la siguiente funciôn multiple de 4 variables
X - (Xg, Xg, X j, Xjj J
(îj{X) = 1{1,2,4,7,S,11,13,14] 
g^(X) = l u , 2,4,7,S,9,10,11,12,13,14,15] 
i5g(X) - 1(9,10,12,15]
El diagrama de Hasse del reticulo correspondiente a los conjuntos liga­
dos de cada funciôn se da en la Figura 2.46.
Se observa que el conjunto ligado Xg = (Xg,X^,Xg) da lugar a la misma 
funciôn'f^lXg) en la d.s.d. de cada una de las funciones. As! pues, en este caso.
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^  X-j ®  X, © Xo
Xj (x.,x.) (x. x.) fx.,x.) (X, X,)
\| _ 
(^s)
= > | i f C î '
(X.) (X.) (X.)
(x.'x.)
/  ! \  J X 1
y T;
Figura 2.46.- Diagrama de Hasse de la funcion multiple del Ejemplo.
la funcion multiple j^ (x) admite d.s.d.m. En la Figura 2.47 esta representada su 




Figura 2.47.- Desarrollo con MLUM(I) de la funcion multiple del Ejemplo
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SINTESIS DE CONTADORES PARALELOS GENERALIZAIDS
3.1.- INTRODUCCIOM
Con la aparicion de los circuitos integrados de una e.evada escala de 
integracion VLSI (very large scale integration), se ha hecho mu' notorio que los 
metodos de sîntesis de circuitos aritmêticos necesitaban un traiamiento diferen- 
te al empleado hasta ahora.
En el presente capîtulo se aborda ol estudio de contidores paralelos 
generalizados como bloque fundamental en la sîntesis de circuitos aritmêticos.
Este tipo de unidad tiene, entre otras, como aplicaci>nes inmediatas, 
la sîntesis de sumadores de entrada multiple ( ) ( ) ( ) , de multiplicadores tipo 
paralelo (^ ) (cuestion que abordaremos en el proximo capîtulo), de procesadores 
asociativos (^), etc.
El camino que se va a seguir es el siguiente : en priner lugar, se defi­
ne formalmente que entendemos por un circuito aritmêtico, para lo cual seguimos, 
en cierta medida, la lînea de pensamiento desarrollada por Meo (®). Dentro de 
esta categorîa de circuitos nos centramos sobre una clase especial que Dadda (^ ) 
denomina contadores paralelos y que posteriormente han sido dearrollados por 
Poster y Stockton ( ^), Swartzlander ( ®), Kobayashi y Ohara (* ) y Current y 
Mow (10). A partir de estos trabajos se define un nuevo tipo de contador parale­
lo que denominamos generalizado que incluye y amplîa todos los cesultados obte- 
nidos hasta el momento présente.
Se desarrolla un algoritmo de reduccion que permite efectuar la sînte­
sis de cualquier contador paralelo generalizado que se desee, vtilizando ûnica- 
mente un solo tipo de modulo en la misma; Este hecho os de iidudable intercs 
en la sîntesis de circuitos aritmêticos VLS).
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En determinados casos se demuestra quo el procedimiento de sintesis es 
optimo en cuanto a que minimiza el numéro de môdulos basicos (primitives) utili­
zados. En el caso general se da una cota inferior del numéro de môdulos que se 
necegitan. Pruebas extensivas del algoritmo en un ordenador digital muestran que 
el procedimiento présenta resultados muy satisfactorios en todos los casos. Asi- 
mismo, se han determinado dos cotas (superior e inferior) para el numéro de ni­
velés necesarios para efectuar la sintesis, y que posibilitan el evaluar rapida- 
mente el retarde que se produce.
Conviene indicar que este tipo de unidad esta bien adecuada para pro- 
cesos tipo "pipeline", que aumentarian grandemente su velocidad operativa.
3.2.- CIRCUITOS ARITMETICOS: CONTADORES PARALELOS
Definicion 3.1.- Un circuito de conmutaciôn combinacional se denomina aritmêtico 
si es posible encontrar una particiôn del conjunto {E} de sus variables de entra­
da en los subconjuntos
J , . .., C.^1 - t =  0 , 1 , , , , , p
y una particiôn del conjunto {S} de variables de salida en tantos subconjuntos co­
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1 Salidas de orden Salidas de order
relative p , Irelativo 1 relative 0
11 12 1m. I ol o2
I j- -J.’ I I  -j°
S , S _ S Ipi p2 pm^ , 11 12 1m. *o1 ®o2 ®om1 —  o
Figura 3.1,- Representacion general de un circuito aritmêtico
En otras palabras, un circuito aritmêtico es un circuito combinacional 
que procesa un conjunto de digitos binaries de entrada (en general de pesos dife- 
rentes) para dar un conjunto de dîgitos binaries de salida cuya suma es igual a 
la suma de los dîgitos de entrada.
Ejemplos clasicos de circuitos aritmêticos son los sumadores binaries 
convencionales y los circuitos utilizados en los multiplicadores tipo paralelo 
para procesar la matriz de productos elementales.
El primero de los dos subindices de una variable o 4^y se denomina 
el orden relative de C . • o 4 . - en el circuito dado; el valor es el peso rela- 
tivo correspondiente y el producto yZ o 4^yZ corresponde al valor relative 
de la variable. El lado izquierdo de (3.1) sera pues el valor relative total de 
la entrada y el lado derecho el valor relative total de la salida.
En general, se considerarân sistemas compuestos de circuitos aritmêti­
cos conectados de tal forma que los pesos de las sefiales de orden menor (&^ y o 
4^ y) de un circuito particular scran diferentes de las de otro circuito en el mis-
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ino sistema.
En un circuito como en el de la Figura 3.1, las sefiales aplicadas a las
entradas de orden relative 0, tendrân un peso de 2 la constante C|^ asociada
con dicho circuito dentro del sistema es un entero que se denomina orden del cir-
Cl+Z
cuito. De esta forma Ct, + -t sera el orden absolute de la variable e..; o 4 ... 2
c , ^ U ïpj
el peso absolute y 2 o 4^y 2 el valor absoluto de la variable en cues- 
tiôn.
De (3.1) se sigue que;
p C.+t p M-t C.
1  T, ' - I  T, -  '
El lado izquierdo de (3.2) sera el valor absoluto total de la entrada ‘ 
y el lado derecho el valor absoluto total de la salida.
Definlciôn 3.2.- Un circuito aritmêtico se denomina triangular si cada uno de los 
conjuntos de salida 4^ contienen unicamente un elemento 4^j.
Esta clase de circuitos aritmêticos son importantes desde el punto de 
vista de las aplicaciones. La salida de taies circuitos es un numéro binario cu- 
yo valor es igual al valor total de las entradas.
Definicion 3.3.-La interconexiôn de circuitos aritmêticos forma un sistema regu­
lar si se verifican las dos condiciones siguientes:
a) ninguna salida se puede conectar a mas de una entrada y viceversa.
b) las entradas y salidas que se conecton entre si deben tener cl mis-
mo peso absoluto.
Uni problema importante que surge inmediatamente asociado con la defi­
nicion de sistema regular de circuitos aritmêticos es el de su estabilidad. Dichos
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cistemas pucden ser inestables en el sentido usual de que no existe un estatdo de 
equilibrio (para toda posible combinacion de entradas) que se alcance en tiœmpo
finito desde el instante en que se aplica la entrada.
En la Figura 3.2 esta representado el caso de un sumador completo












l  1 =01
1
Figura 3.2.- Sistema regular inestable
Sea L t el retardo del circuito. Se puede observer una condiciôn de ines- 
tabilidad si comenzando desde un estado inicial astable con ~ = 6q j =
= A j j  = 0, se aplican en las sefiales e02 0 , e03
^0 tp+At t^+2At tg+3At
=01 0 1 0 1
= 11 0 0 1 0
Este caso es un ejemplo de una condiciôn general que puede ocurrir cuan­
do se introduce realimentaciôn.
Conocido un sistema, el conjunto de conexiones para un peso dado puede des- 
cribirse por un grafo orientado, en el cual los nodos correspondent a los circui­
tos componentes y las aristas ropresentan la existencia de una conexiôn entre los 
dos circuitos asociados por dicha arista. Un grafo de este tipo se denomina grafo
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particular de orden p. Se denomina grafo total del sistema, al grafo que se obtjc-
ne superponiendo los grafos particulares de todos los ordenes del sistema.
Un grafo se dice cerrado si existe, al menos, una secuencia dirigida
de nodos de la forma A. -*■ A, A , ->• A = A- si no, se dira abierto.
V I M- 1  n  V " " " “ ■ -
si el grafo total es abierto se llamarâ complctamente abierto y cuasi- 
abierto en el caso de que todos los grafos particulares sean abiertos pero no el 
grafo total.
Dos condiciones de estabilidad para sistemas abiertos y cuasiabiertos 
son las siguientes:
Proposicion 3.1.- Un sistema abierto es siempre estable.
Proposiciôn 3.2.- En un sistema cuasiabierto, tal que cualquier circuito componen- 
te verifica la condiciôn de que las salidas de cualquier peso son independicntes 
de las variables de los pesos de orden superior es siempre estable. Esto permite 
establccer la siguiente proposiciôn.
Proposiciôn 3.3.- Una condiciôn suficiente para que un sistema triangular sea es­
table es que sea cuasiabierto.
En lo que sigue, los sistemas que se consideran cumplen alguna de las 
proposa clones anteriores y, por tanto, se puede garantizar a priori su estabili­
dad.
Los contadores paralelos introducidos por Dadda (^ ) como una unidad 
basica en la realizaciôn de multiplicadores paralelos correspondes a un tipo par­
ticular de circuitos aritmêticos triangulares.
Definicion 3.4.- Un contador paralelo (p;W) es un circuito combinacional con d 
salidas y P ^ 2^ - 1 entradas, donde ol numéro binario representado por las d 
salidas es el numéro de "unor." présentes on las entradas (ver Figura 3.3).
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De la Definicion 3.5 se sigue quo el numéro de salidas d debe verificar
que:
é  -  1 2^  > 2 ^ ' ^ - I (3.3)
Un contador paralelo présenta utilizacion compléta si se cumple la condiciôn;
J  n - 1
2‘^ -/;=T p .  2 ^ (3.4)
<=0 r
En este caso, el contador paralelo generalizado se dirâ que esta satu-
rado.
En un contador saturado, todas las combinaciones de salida son signifi­
catives, mientras que en un contador no saturado, algunas combinaciones de sali­
da nunca estarân présentés.
Un contador paralelo generalizado puede ser realizado con una ROM de
n-1
X d
bits, que se utiliza como una tabla de consulta a la que se accede dando como di- 
recciôn la con f igurac iôn correspondiente de sus entradas. En la Figura 3.5 esta 
representada la implementaciôn de un contador paralelo (5,5;4) con una ROM de 
1024 X 4 bits.
En la Tabla 3.1(pag.208) estSn representados aquellos contadores que con la tec- 
nologîa actual pueden ser implementados en un solo chip. Uniceimente se consideran 
aquellos contadores en los que el numéro de bits por columnas es idéntico, es de­
cir, Pg = Pj= ... = P f i -1’ problems que surge es que cuando d > S, e l  tamano 
de la memoria se hace excesivamente grande y no se puede realizar en un ûnico cir­
cuito integrado, lo que se debe en parte al elevado grado de redundancia que exis-
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2^ 2^ 2' 2° Dirccciôn 1^4 ^^ 13 ®12 = 11 =04 =03 =02 =01
0 0 0 0 0 0 0 0 0 0 0 0 0
0 D 0 1 1 0 0 0 0 0 0 0 1
0 0 1 0 2 0 0 0 0 0 0 1 0
0 1 1 0 534 1 0 0 1 0 1 1 0
0 -1
1 1 1 0 1022 1 1 1 1 1 1 1 0
1 1 1 1 1023 1 1 1 1 1 1 1 1




ten en las configuraciones de entrada. Esto nos lleva al problema de como conec­
tar contadores paralelos generalizados de una determinada capacidad para formar 
uno mayor. Este problema se conoce como el problema de reduccion que pasamos a 
tratar seguidamente.
3.3.- PROBLEMA DE REDUCCION
Un problema general para sistemas regulares de circuitos aritmêticos 
se puede formular como sigue;
Dados :
1) Un conjuntb de senalcs binaries de entrada, cada una con un peso asig-
nado.
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La matriz de productos elementales que se obtiene al efectuar la
multiplicacion de dos numéros X = ( ^, . . . , | e / = j , . . . ,  IJ^} por puertas
y y la suma de w ndmeros de It bits cada uno son ejemplos de tales conjuntos.
2) Uno o mas tipos de circuitos aritmêticos elementales que se van a uti- 
lizar como componentes primitives del sistema regular.
3) Un conjunto de salidas, a cada una de las cuales se le asigna un pe­
so. Por ejemplo, en el caso mas simple, este es el conjunto de los bits de un nu­
méro binario.
Construir un sistema general de suerte tal que se minimice una cierta 
funcion de coste asignada a priori. Posibles funciones de coste que se pueden asig- 
nar son, por ejemplo, el numéro de componentes primitives utilizadas para cons­
truir el sistema o el retardo que se produce para obtener el resultado final.
El problema as! planteado tiene una gran generalidad, es, pues, conve- 
niente hacer algunas restricciones al mismo.
- Para un sistema dado, unicamente se utilizara un unico tipo de cir­
cuito primitivo. Estos sistemas se llaman uniformes.
- Las componentes primitives seran triangulares.
- Sobre el conjunto de entradas no se impone ligaduras, sin embargo, 
el conjunto de salidas puede pertenecer a uno de los dos tipos si­
guientes !
a) Existe como maximo una salida para cualquier peso que se considé­
ré. Este problema se denomina de reducciôn a uno.
b) Existe conK> maximo dos salidas para cualquier peso que se considé­
ré. Este problema se denomina de reduccion a dos.
En este capîtulo, unicamente se va a considerar el problema de reduccion 
a uno. En e] problema de reduccion a dos se suele emulear como ultima etapa del
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proceso de reduccion un sumador con prevision do arrastre para acclcrar la obtcn- 
cion del resultado.
Se considéra una clase particular de contadores paralelos generalizados de tipo 
saturado que verifican las siguientes ligaduras:
(3.1
Po = P) -- ••• = Pn-t =• W 
d = A , n
A 2 y  n son enteros.
La condiciôn de saturaciôn impiica que:
" T T ' T
Contadores de este tipo se representarân por (»t X M; A . m) y correspon- 
den al caso de que todas las columnas (rt) tienen igual altura (W) y, por lo tan­
to, consumes una matriz rectangular de N filas por n columnas,
El problema de reduceiôn se puede formuler entonces en los siguientes 
termines; dado (itj X Aj . Wj), construir (»g X 4g . Mg| donde = a Mj, 
siendo A un numéro entero mayor que 1.
Por lo tanto, el problema es reducir (n^  X 4g . Mg) a un nümero bi­
nario igual al valor total de sus entradas, utilizando unicamente un tipo de com- 
ponente primitive (hj X N y  A j . t t j ) .
En la Figura 3.6 se représenta grâficamente el esquema de reducciôn pa­
ra generar el contador paralelo (6 x 65; 12) con môdulos del tipo (2 % 5; 4).
3.4.- algoritmo de REDUCCION
El algoritmo do reducciôn détermina para cada nivel el numéro de bits
en la columna de peso 2^  j  ■' 0, 1, 2, . . .  y cl numéro do contadores que doben utili-
— 106—
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N i v U  7
Figura 3.6.- Generacion de (6 x 65; 12) con (2 x 5; 4)
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Caso a.-
Aj  -  = 2
En este caso particular, como se vera, el numéro de contadores elcmen- 
tales que se utilize es minime y se obtiens una expresion exacta que calcula di- 
cho numéro,
Sea el numéro de bits de peso 2^ en el nivel >c. De la simetrîa del 
circuito primitive que se utilize se sigue que:
Hj.y n,/+ï Kjiy+D-I
= ... = y Â, y
Este haco posible el que unicamente se consideren las columnas de peso
«j.y
2 (y = 0 , î , Considerando estos numéros como las componentes de un vec­
tor, el problema sera reducir un vector inicial, Zq definido por
• • • . con dUm = a
a un vector final
Z^ = con dZm Z^ = 2a
Sea la componente j  del vector verificandose ~ y
el numéro de contadores que se utilizan en el nivel i-ésimo en la columna de pe- 
n y j
so 2 . Podemos considerar estos numéros como las componentes de un vector C^ .
El emplazamiento de los contadores elcmentales en un nivel de reduccion 
dado Z se détermina recorriendo el vector Z^ de derecha a izquierda, e insertan- 
do tantos contadores como sea preciso para reducir al mâximo posible las alturas 
de las columnas.




~7J ill] mod Ny
1 3 . g)
donde [xj es el mayor entero mener que o Igual a X.
Un ejemplo de una reduccion para este caso se observa en la Figura 3.7, 
para generar un contador (2 x 5; 4) con contadores elementales (1 x 3; 2) (full- 
adders).
Sea el numéro total de contadores en la columna de peso 2
El problema de minimizar el numéro de contadores elementales (ttj X N ÿ  
2Mj) en la sintesis de X se puede formular en los termines siguien-
tes.
fe /
Minimizar J =  ^ C
1=0
donde k = 2(a -  1}
Sujeto a las ligaduras siguientes;
13.9)
(My - n  c" > M^ - r
-c' + (Mj - /) > M^ - /
tt-2 . -
-  I  + (M, - I) c*"' >M, -) 
Z=0 '
a- / . _
-  I  (M, - f) > -J









.4 v < /,/.<;
Figura 3.7.- Genoracion de ( 2 x 5 ;  4) con (1 x 3; 2) (Full-adders)
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k~ 1 . .
I  + (My - /) ^ -Î (3.}0]
Z=k+l-a
La resolucion de (3-9) y (3-10) corresponde a un problema de programa- 
ciôn lineal entera. En el caso particular que estâmes considerando se obtienen 
tomando el signo de igualdad en las ligaduras y resolviendo para las Después
de una serie de calcules se obtiene;
"j + ... + 2 (3.n)
2n, (a-/)n,
2 ' + . . . +  2 '
(a-l}n.




c' = 2 '
Ejemplo 3.1.- Consideremos la sîntesis de un contador paralelo generalizado (6 x 65j 
12) a partir de modules 6 x 5 ;  4) que esta representada en la Figura 3-6. En este 
caso, las expresiones (3.9) y (3.10) se reducen a:
4 .
minimizar J =  ^ c (3.Ï2)
Z=0
sujeto a las ligaduras
4 c* > 64













~c + 4 c > 64
+ 4 > -I
-c^ + 4 ^ - 7
-c'^  % -7
(3.73)
que dan como resultado
c* = 2^ = 76
c» = 2^ + 2< = 20
c'- 2" + 2* + 2^
c.^ = 2" + 2^  = 5
2%' 7
Estos valores coinciden con los que se deducen de la Figura 3.6.
Una caracterîstica notable de este caso particular es que en el proce- 
dimiento de sîntesis, los contadores elementales se ajustan perfectamente para 
conformât un contador paralelo de mayor dimension.
Caso b.-
Aj  /  2 y/6 4g / 2 
La unica restriccion obvia que se pone en este caso es de que 
4^  > n, 4y = d,
es decir, que la capacidad del contador que se va a generar (dg), sea mayor que 
la de sus componentes elementales (dj).
La complicaciôn adicional que surge en el algoritmo de reduccion es de 
que ya no es posible, en principle, un ajuste exacto de los contadores elementa­
les para formar cl contador que se desea.
Es decir, en el proceso de reduccion se puède llegar a un punto en que 
la introducciôn de un contador elemental no utilice todas sus entradas. Esto re-
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presenta un mal uso de dicho contador, pues no se esta utilizando con su capaci­
dad plena. I.a mènera de eliminar este inconveniente viene dictada por la siguien- 
te consideracions Toda entrada a un contador elemental colocado en la columna de
«;/ Eïïj
peso 2 es équivalente a utilizar esa entrada 2 veces en un contador que es-
  ;  —
te disponible en la columna de peso 2_____  . De be observarse que el proceso in­
verso no es posible.
Asî por ejemplo, un contador (2x5; 4) se puede realizar con un con­
tador (1 X 15; 4). Basta para ello que las entradas de peso 2^  del contador 














(1 X 15; 4)
Figura 3.O.- Realizaciôn de un contador (2 x 5; 4) con un contador (1 x 15; 4)
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Gin embargo, el proceso en seiitido contrario no os fnctible.
Esto nos lleva a définir cl grado de reduccion de un contador paralelo
en comparacion con otro de su misma capacidad (mismo valor de rf).
Definicion 3.6.- Dados dos contadores paralelos de igual capacidad (11^  X d) 
y {Wjj  ^ d] direraos quo el primer contador présenta un grado de reduccion mayor
que el segundo si
Asi pues, ei grado de reduccion va asociado al numéro de columnas del 
contador paralelo generalizado, de manera que, dado un contador paralelo, podremos 
realizar con el todos aquellos contadores que, teniendo igual capacidad (o menor 
evidentemente) que el, presentan un mayor grado de reduccion.
Esto lleva consigo una mayor complejidad a la bora de implementar conta- 
dorcs con un grado de reduccion pequeno.
El menor grado de reduccion posible corresponde a = 1. Asî, en una 
realizacion con ROMS, el contador (1 x 15; 4) requiere una memoria de 2^^ x 4 
bits, mientras que el contador (2 x 5; 4) unicamente necesita 2^^ x 4 bits.
Este hecho nos sera de utilidad posteriormente cuando se vaya a deter­
miner cotas sobre el numéro de niveles para efectuar la sîntesis.
En este caso, para desarrollar el algoritmo de reduccion, definimos:
{/ > n  inicialmente j ' j  = 0
> 0} " /g = a - ?
y j'2 son, pues, dos punteros que en el proceso de reduccion nos van a indicar 
en cualquier nivel donde se deben comenzar a insertar contadores elementales Ijj) 
y hasta donde dcbemos do continuer (j^)•
En coda nivel t se tiene que cumplir la siguiente ligadura
(3.74)
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Las reglas para calcular y son:
L^T
^1+1 f c”? + {tl)mod N, y °" / j , • • • -1
(3.75)
(3.76)
con el convenio de que cT = 0 si m # [j j, • • • i ig] Y = O s i y > y g .
(3-16) se puede calcular de forma recursive como sigue:
h U  ' 4 '  * <4'' “i
4*1 ' 4»! * 4 ■ 4 ' * '4' "i ■ '4"'i "i
y '  y ; + f , ' ' ' , y g + 4 ) - i
si se verifies que = 0 (es decir 7 < < Wj) se esta violando la
ligadura (3.14) y esto impiica que el contador elemental dispuesto mas a la dere­
cha, tiene algunas entradas vaclas que pueden llenarse con entradas de peso supe­
rior, de acuerdo con la consideraciôn ya apuntada.
Es, entonces, necesario modificar las componentes del vector en el 
algoritmo. Asî, si la componente j  del vector t -  se cambia de a el proce-
/-fe  ^r-tso de reduccion no se modifies si la componente se cambia a Z ^  * 2
Teniendo esto en cuenta podemos ya dar el siguiente algoritmo general 
de reducciôn:
Algoritmo
Entrada: hj, a, 4^, 4g
1) Fase de inicializaciôn
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rfj = Mg - a Mj/' rfg = 4gMg
2 -7
t = 0 ; j j  = 0 fa = a - 7■^2
= Mg para / = /j + 7,...,jg
2) 4 4
i,si = 0 entonces ir al paso 4), si no ir al paso 2a)
a) ) mod Mj
li . = fÿ ! + cl - c . * t mod 77, - ' ) mod 77,1 I 4^ 4^ 4 . I 4 . I
j  = /;+),' .,jg+&;-f 
b) y g = mdx {/, / G [/g,...,yg +Aj-7] /. 0}
3) Si = 7 entonces /  ^ = '/^  + 7
Si = 4g a-7 entonces Parar
si no ir al paso 3) 
si no Z = i .  * 7 irai paso 2)
J-4 7-1
4) m = 7, 4. =
."I
i,
4  ■ ",
=• 4 ’'"’ - 4 ’'"'■ "
y,*ni
si t  . ^  0 entonces ir al paso 2)
_/V»»
2  ^ -tsi no A. = -------
'7
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m = m + 1 
ir al paso 5).
Ejemplo 3.2.- Se da a continuacion un ejemplo paso a paso del algoritmo de reduc­
cion presentado, para la sîntesis de un contador (8 x 257; 16) con contadores ele­
mentales (2 X 05; 8).
Entrada: Mj = 2, a  = 4, 4^=4, 4g = 2
1) dj = S; Mg = S; dg = 16; Nj = 85; Wg = 257
-t = 0; jj = 0; y g = 3 
Zg = (257, 257, 257, 257)
2) En las sucesivas iteraciones, los vectores y toman los siguiente valo­
res;
= (0,0,0,3,3, 3,3) Zj = {5,6,9,14,11,8,5) raodificado a * {3,6,9,14,8,0,85] 
Cj = (0,0,0,0,0,0,1) £g = [3,6,9,15,9,1,1,] " ^  = {3,6,8,0,85,1,1}
Çg = (0,0,0,0,7) £3 - (3,7,9, J,1,1,7,1 " £, = (25,7,7,7,7)
Ç3 -  ( 0 , 0 , 7 , )  = ( 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 )
Las modificaciones en el vector £• tienen lugar en los pasos 4) y 5)
J j
(cuando =0) para poder insertar un contador en la posicion mas a la derecha 
que viene determinada por el apuntador j j .  De esta forma, para utilizar todas las 
entradas del contador se utilizan entradas de un peso superior, tal como se ha in- 
dicado.
En la Figura 3.9 se représenta grâficamente la sîntesis de un contador 









1 /r -yV ? ^  ‘•/.^J -‘■(f, •?, 4  2, V
—  NZvct  2
f $  - A  ^  ^ O  A  >- O
-  W£vê£ 3
—  N Z v c l  4
-  Mi.ve.1 5
Ù  - ( i J . K  i . l . O
Figura 3.9.- Sintcsis do un contndor (3 x 9; 6 ) con (1 x 7; 3)
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3.5.- NUMERO DR COMTADORKS F,L1JM1:NTALES UTILIZADOS EN EL ALEQEITMO'Dr. REDUCCION
El numéro total C do modulos elementales (llj K Ity dj) utilizados en la
sîntesis de (Mg X dg) puede aproximarse mediante el siguiente razonamiento:
a) El contador paralelo generalizado (ng X Wgl dg) es un circuito combi- 
nacional que, desde el punto de vista de numéro de entradas numéro de salidas, re­
duce Mg . Mg lîneas de entrada a dg = 4g . Mg lîneas de salida.
b) Asimismo, los contadores paralelos generalizados elementales X U y  
dj) reducen un conjunto de Mj . Nj lîneas de entrada a dj ~ lîneas de sa­
lida.
Estas consideraciones nos llevan a la siguiente cota inferior para el 
numéro C de modulos elementales
c >,— L i  ----£----L- (3.7 7)
njNj - nj&j W, - 4;
En el caso particular de4j = 4g = 2, la cota inferior corresponde al
numéro C de elementos utilizados.
Este resultado se puede obtener tomando en cuenta la expresion (3.11).
Zd-2 . n. (a-7)Mj &(NL - 2)
C = y = a(7 + 2 ' +...+ 2 ')=     (3.7g)
£=0 (N, - 2)
Esta concordancia cabîa esperarla si tenemos en cuenta que, para este caso parti­
cular, tal como se hizo notar, el proceso de reduccion garantira la minimizacion 
del numéro de modulos elementales utilizados.
En el algoritmo general esto se corresponde con el hecho de que no es 
necesario modificar las componentes del vector en ningun nivel (esto os, no se 
liace ninguna entrada en los pasos 4 y 5 del algoritmo). En esta circunstancia, las 
entradas de los contadores elementales correspondcn a los pesos de las columnas 
en donde se insorta dicho contador.
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En la Tabla- 3.2a) se représenta el numéro de contadores elementales que 
se utilizan cuando = 6^ = 2, en la sîntesis de determinados contadores. Asimis- 
no, en la Tabla 3.2b) estân representados la cota inferior y el numéro real de 
contadores que se necesitan en el caso particular 6^ = 3 y 6g = Z.




(1 X  3; 2) (2 X  5; 4) 3 X  9; 6)
(2 X  5; 4) 6 X X
(3 X  9; 6) 21 X %
(4 X  17; 8) 60 10 X
(5 X  33; 10) 155 X X
(6 X  65; 12) 378 63 18
(7 X  129; 14) 889 X X
TABLA 3.2a) Caso 6j = 6g = 2. Numéro de contadores elementales 
utilizados en la sîntesis de determinados contado­
res. Las X  correspondent a que el valor de "a" no es 
un numéro entero mayor que 1 y, por tanto, la sînte- 
sis no esta permitida.
Contador que se desea sintetizar
tipo de 
contador
(2x5;4) (3x9;6) (4x17;8) (5x33;10) (6x65;12) (7x129; 14)
(1x7;3)
(2x21;6) 1 2 X X
(3x73;9 )
TABLA 3.2b) Caso 6j = 3 y 6g = Z
cota inferior
numéro real de 
contadores
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3.6.- NUMERO DE NIVELES UTILIZADOS EN EL ALGORITMO DE URDUCCION
Sea q el numéro de niveles necesarios para reducir a un numéro binario 
el contador paralelo generalizado (n^  % ) usando modulos elementales
(Kj X Ujj dji, Teniendo en cuenta la dcfiniciôn 3.6 relativa al grado de reduc­
cion de un contador paralelo, vamos a ser capaces de determiner una cota infe­
rior (q^ ) y una cota superior de q.
La Figura 3.10 ilustra grâficamente la linea de razonamiento que se si­
gue.
Contadores 







Figura 3.10.- Câlculo de las cotas superior e inferior para el numéro de nive­
les en el proceso de reduccion
Sean q^ , q y q^ el numéro de niveles necesarios para efectuar la sîn­
tesis de los contadores generalizados de la Figura 3.10 usando los contadores 
elementales que se muestran. Se observa que el numéro de salidas (d^  y dj) de 
aml)OS modulos es idcntico y lo ûnico que se modifica es el grado de reduccion 
de los contadores. si se toma en considoracion cl grade de reduccion, se veri-
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fica quo:
4b > 4 %  C{^ (3.79)
Lo quo vamos a determiner son una cota superior a y una cota
inferior (q )^ a que, teniendo en cuenta la relacion (3.19), seran a su vcz, 
respectivamcnte, cota superior e inferior de q.
Como es facil deducir estas cotas serân tanto mejores cuanto menos ha- 
ya que modificar la estructura original de la Figura 3.10b) para pasar a la de 
las Figuras 3.10a) y 3.10c).
3.6.1.- Determinacion de la cota superior q^
El câlculo de q ^, a partir de la sîntesis de la Figura 3.10c), se basa 
en una generalizacion del procedimiento desarrollado por Swartzlander {^ ) en el 
caso de que los modulos elementales fueran sumadores completes (contadores tipo 
(3; 2)).
La determinacion de q^ se fundamenta en los dos Teoromas siguientes; 
Teorema 3.1.-
La sîntesis de (NgJ dg I con modulos elementales (Mg,* dg- J) requiere 
unicamente 3 niveles.
En efecto, suponiendo los contadores saturados se tiene la siguiente 
relaciôn entre Wg y Wg:
nI .
J dg
W' = 2  ^- I
W g = 2 W g + )  (3.20)
La situacion de forma general es la que se inucstra en la Figura 3.11. 
En e), ultimo nivel, tal como se observa, se hace necesario utilizar un sumador 










Figura 3.11.- Sîntesis de (W^ ; rf^) con modules elementales dg-f)
En la Figura 3.12 se represents la sîntesis de un contador paralelo 













Segundo Nivel Tercer Nivel
* # # #
Figura 3.12.- Sîntesis del contador (15; 4) con modulos elementales (7; 3).
Teorema 3.2.-
Si la sîntesis de (Vg," dg-f) con modulos elementales d j ) se hace
en M niveles, entonces la sîntesis de (Wg,* dg ) requiere a lo mas M+2 niveles.
De forma esquemâtj.ca, el proceso de reduccion que garantiza esta cota 
superior se da en la Figura 3.13. El objetivo es utilizar, tan pronto como se ge- 
nercn, las salidas que se vayan produciendo en la sîntesis de (Hg; dg-î) con mo­
dules elementales (W^ ; dj). De esta forma cada dg-f niveles podemos completar un 
nuevo mcîdnlo elemental y reducir a uno d j - 1 bits de la salida.
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Por hipotor.i! Construccion de (N^ ; d^) a partir do d^-l)
-4. (N^ f dg-l) 
-y (N,; d^ )
d^ -1
n ^ ' ÎÎ  -r
M M ......
indica el nivel en que 
se producen las salidas
Proceso de reduccion 
<--------------- dg-l
M n-1 ■ — " —M— (d^ —d^—1 )




(Ng! dg) a 






Figura 3.13.- Representacion grâfica del Teorema 3.2.
En el caso mas 
désfavorable
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Teniondo on cuont.a los Tcorcinas 3.1 y 3.2 se puede detcrno’nai: facil;ten­
te la cota superior
( f j j j  d f ) —  ^(wj; c/, + I) — + (W^ ; d,+2| — ^ — y (Ng? d^)  b (W^ ; d^}
3 nXv&lc^ 3+2 nZvele^ 3+2 (d^-dj-lj niv^lcA
Es decir
^6 " ^*^2 ■ (3.27)
En la Figura 3.14 se da un caso concreto de sîntesis de un contador 
paralelo (31; 5) con modules elementales (7,3). Se hace uso para ello de la sîn­
tesis de contadores paralelos(15; 4) con modules(7; 3). (Ver Figura 3.12).
Convieno indicar que este proceso de construcciôn unicamente ha sido 
ideado con el fin de determinar una cota superior en el numéro de niveles y que, 
por lo tanto, no es ôptimo. En la Figura 3.15 se représenta la sîntesis optima 
que unicamente necesita 4 niveles y 7 modulos «lementales en lugar de los 4 nive­
les y 10 modulos requeridos en la Figura 3.14, en los cuales estân dos de elles 
infrautilizados (se usan como contadores (3; 2)).
3.6.2.- Determinacion de la cota inferior Q^
El câlculo de se fundamenta en sust.j.tuir el modulo elemental (Hj X 
Wjl d j I  por uno de igual capacidad (mismo valor de (dj)jnoro con el numéro de 
columnas (hj) igual al del contador que se desea sintetizar. Es decir, de acuer­
do con la Definicion 3.6, se pasa a un contador équivalente que présenta un mayor 
grado de reduccion y que por consideraciones de simetrîa pcrmite tratar cl pro­
blema como si de contadores paralelos no generalizados r.e tratace.
Se transforma, pues, el contador païalelo (Hj x W^ ; r/jj rn un contador 
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I®*' nivelnivel 2 * nivel 4® nivel
(7,3)




Para que (3.22) tenga sentido se supone que d j > Mg.
Se trata asx de determinar una cota inferior para la sîntesis de 
(Mg X Wg; rfg) con modulos elementales (Mg X WJ; r f j) que es équivalente al de la 
sîntesis de (Wg; rfg) con modulos (W|; dj].
De los resultadoB de Kobayashi y Ohara (^ ) se sigue que:
Wg] + (dg - d j }  ■’ t S . t S )
Donde: q j ^  = Wg] représenta el numéro de niveles necesarios para reducir
la columna de peso 2® de Wg bits a un bit. A partir del nivel la transiciôn
de £ . . a deja inalteradas las x componentes de menor peso (cuyo va-
lor es 1) y reduce la componente -c + 1 al; salvo en el ùltimo nivel, donde el 
contador que se inserta détermina los d j bits finales de dg.
En la Tabla 3.3 se représenta para los casos dados en las Tablas 3.2, 
el numéro de niveles realmente necesitado en la sîntesis (calculado por programs) 
y las cotas superior e inferior que le corresponden de acuerdo con las relacio- 
nes (3.21) y (3.23).






TABLA3.1.-Contadores elementales realizados en un solo circuito integrado.
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Tipo do contador elemental
Contador 
quo se desea 
sintetizar
( 1 x 3 ; 2 ) ( 2 x 5 ; 4 ) ( 3 x 9 ; 6 )
( 2 x 5 ; 4 ) 2 4 5 X X
( 3 x 9 ; 6 ) 3 6 9 % X
( 4 x 1 7 ; 8 ) 5 9 1 3 3 4 9 X
( 5 x 3 3 ; 1 0 ) 7 12 17 X X
( 6 x 6 5 ; 1 2 ) 8 15 21 6 7 17 4 4 13
( 7 x 1 2 9 ; 1 4 ) 10 10 25 X X
a) Caso = 4g = 2
Tipo de contador elemental
Contador 
que se desea 
sintetizar
( 1 x 7 ; 3 ) (2x21 ; 6) ( 3 x 7 3 ; 9 )
( 2 x 5 ; 4 0 2 3 X X
( 3 x 9 ; 6 ) 2 5 7 X X
( 4 x 1 7 ; 8 ) 3 7 11 0 2 5 X
( 5 x 3 3 ; 1 0 ) 4 10 15 X X
( 6 x 6 5 ; 1 2 ) 6 10 19 3 5 13 0 2 7
( 7 x 1 2 9 ; 1 4 ) 7 13 23 X X






TABLA 3.3.- Numéro de niveles utilizados en la sîntesis de determinados contado­
res . Las X corresponden a cjuo cl valor de "a" no es un numéro entero 
mayor que 1 y, por tanto, la sîntesis no esta permitida.
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CAPITULO IV 
SINTESIS DE MULTIPLICADORES BINARIOS
4.1.- INTRODUCCION
En calculos de tipo cientifico, el tienpo que se invierte en la multi- 
plicacion es un paramétré fundamental a la hora dé evaluar la potencia de calcu­
le del sistema. Este tiempo es generalmente muche mayor que el necesitado para 
otras eperacienes, cerne per ejemplo la suma, y su influencia puede llegar a ser 
dominante en pregramas que requieran un elevade numéro de ellas. Se estima que en 
este tipe de calcules- , el numéro de multiplicacienes puede alcanzar el 30% del 
numéro total de eperacienes aritmêticas.
Estas censideracienes demuestran la impertancia del estudio de multipli-
cadores de alta velocidad. Cerne en tedo problema de sîntesis existirâ un compro­
mise de velocidad-coste y la elecciôn optima estarâ obviamente en funcion de la 
aplicaciôn en concrete a la que se destine el multiplicador.
Con el fin de simplificar la estructura del capitule consideraremos 
Gnicamente la multiplicaciôn de numéros binaries sin signe. Este ne supene res- 
tricciôn a les mëtodos que se prepengan que pueden extenderse cen facilidad al 
case de numéros binaries cen signe y cen cualquier tipo de representaciôn que se 
adopte.
La manera mas obvia de multiplicar des numéros binaries positives es 
la de inspeccienar secuencialmente les bits del multiplicador desde el menos sig­
nificative al mas significative. Si un bit dade es un "1", el multiplicande se 
suma a la mitad mas significativa de un acumulader de lengitud doble; si es un
"0" no se efectua dicha suma. El centenide del acumulader se desplaza un bit a
la derecha cuande se inspecciena cada bit del multiplicador. Cuande tedos les
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bits del multiplicador ban side considerados, el acumulador contiene el producto. 
Esta es una forma basica del conocido esquema de multiplicaciôn de suma y despla- 
zamiento. La Figura 4.1 ilustra una implementacion con componentes tipo MSI de 
un multiplicador secuencial construido con un sumador y un registre de desplaza- 
miento. Para claridad, unicamente se representan las Irneas de datos. Este meto- 
do secuencial es adecuado para multiplicacienes de baja velocidad. Cuando la ve­
locidad se hace un paramétré crîtico se esta forzado ineludiblemente a utilizer 
un punto de vista combinacional a la hora de efectuar la sîntesis del multiplica­
dor.












Suma acumulada Opérande y
Figura 4.1.- Multiplicador secuencial construido con componentes MSI. Algoritmo 
de suma y desplazamiento.
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En este capîtulo vamos a considorar las siyuicntes cuestiones:
En primer lugar, se efectua una clasificaciôn de los multiplicadores 
digitales atendicndo a la forma en que se van presentando los bits de los opéran­
des al multiplicador (serie o paralelo). A partir de esta clasificacion, analiza- 
mos con especial atenciôn los multiplicadores tipo paralelo y sus formas de rea- 
lizacion. Basicamente existen dos categorias de multiplicadores paralelos que son:
a) de tipo iterative y b) basados en esquemas de reducciôn de la matriz de pro- 
ductos parciales. Dentro del primer tipo se propone un nuevo tipo de multiplica­
dor iterative basado en una modificaciôn del esquema de Guild (^ ). Para los del 
tipo b) se generalize el algoritmo de Stenzel y col. (^ ) y se utiliza de forma 
extensive la sîntesis de contadores generalizados vista en el capitule anterior. 
Cuando la longitud de los opérandes es elevada (n > 3 2 ) , una combinaciôn de ara­
bes tipos de multiplicadores (utilizando los de tipo iterative como modules ele- 
mentales de multiplicaciôn) parece aconsejable. Asimismo se generalize el multi­
plicador tipo cuasi-serie de Swartzlander(l) desarrollândolo de forma serie-para- 
lelo, le que acelera el proceso de calcule en funcion del grade de paralelismo 
que se desee.
Finalmente, se propone un multiplicador tipo paralelo para numéros frac- 
cionarios de muy bajo coste, que ha side implementado como elemento potenciomé- 
trico en las unidades de integraciôn digital que se verân en el proximo capîtulo.
4.2.- CLASIFICACION DE LOS MULTIPLICADORES DIGITALES
Un multiplicador digital es un circuito cuyas entradas son los bits de 
los dos factores y cuyas salidas son los bits del producto. En este apartado, va­
mos a efectuar una clasificaciôn de los multiplicadores basados en las distintas 
formas en que los bits constitutives de los factores se pueden presenter a las
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entradas del multiplicador y en cômo se pueden generar los bits del producto a 
su salida.
En cuanto a los factores, cada uno de ellos pueden ser o serie o para­
lelo (no consideramos una presentacion tipo serie-paralelo). En el primer caso, 
los bits de los factores se transmiten secuencialmente a las entradas, empezando 
por los menos significativos. En el caso paralelo, los bits de los factores se 
presentan simultâneamente en las n entradas. Por tanto, se pueden considerar 3 
casos para la presentacion de los dos factores: paralelo-paralelo (ambos facto­
res paralelos), serie-paralelo y serie-serie. Las relaciones temporales entre 
los factores son las siguientes:
a) En el caso paralelo-paralelo, los factores se presentan simultânea­
mente y, por tanto, el multiplicador es un circuito con 2M entradas.
b) En el caso serie-paralelo, el factor paralelo se présenta simultâ­
neamente junto con el bit menos significative (BMS) del factor serie; entonces, 
el multiplicador tendra M+J entradas.
c) En el caso serie-serie, los bits correspondientes de los dos facto­
res se presentan simultâneamente en las dos entradas, comenzando con el par me­
nos significative.
En el caso a), se podria considerar tambien la posibilidad de que los 
dos factores no sean simultâneos. Este caso no tiene interés desde un punto de 
vista logico, ya que, evidentemente, ningûn bit del producto se puede generar si 
solamente se conoce uno de los factores. No obstante, una presentacion no simul- 
tânea puede ser util en el diseno, si el factor que se présenta primero puede 
"preparar" al circuito para que reciba al segundo, de forma que el retarde ré­
sultante sea menor que en el caso de que exista simultaneidad.
En los casos b) y c) se observa que el primer bit del producto se pue-
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de generar unicamente después de que esten disponibles los BMS de los factores; 
el segundo bit requière el conocimiento de los segundos bits de los factores, 
etc. Despues de la presentacion del ultimo par de bits de los factores, ninguna 
informaciôn nueva entrarâ al multiplicador, aunque la mitad mas significative 
(y posiblemente algunos bits de la mitad menos significative) del producto tie- 
nen todavîa que generarse. Por tanto, estos tipos de multiplicadores contienen 
necesariamente una cierta capacidad de merooria.
Un paramétré mas a considerar en esta clasificaciôn es las diferentes 
formas de generar los bits del producto. En el caso a), incluse aunque la gene- 
raciôn del producto puede, en principle, ser o serie o paralelo, unicamente se 
considerarâ el ultimo caso. De esta forma, se puede pensar en el multiplicador 
como un circuito estrictamente combinacional. Mas aûn, si los productos tienen 
que generarse en forma secuencial, deberâ dotarse al multiplicador con un proce- 
dimiento de serializaciôn y, de esta forma, el multiplicador estaria en los ca­
sos b) y c).
En el caso b) cada bit de la mitad menos significativa del producto, 
como ya se ha argumentado, no estarâ nunca disponible antes que el bit corres- 
pondiente del factor serie. La mitad mas significative no se puede generar has- 
ta que se suministre el ultimo bit del factor serie al multiplicador; su presen­
tacion puede ser tipo serie como la primera mitad o paralelo. Una observaciôn si­
milar se puede hacer para el caso c).
La Tabla 4.1 resume la clasificaciôn descrita.
4.3.- MULTIPLICADORES TIPO PARALEIiO
Un multiplicador paralelo es un circuito combinacional que tiene como 
entrada los bits de los dos factores y como salida los bits del producto. Teôri- 




multiplicador Multiplicande Multiplicador Mitad menos significativa
Mitad mas 
significative









Serie Serie Serie Serie Paralelo - 
Serie
T
TABLA 4.1,- Clasificaciôn de multiplicadores digitales.
multiple en dos niveles, pero su coste séria prohibitive.
Una segunda posibilidad es utilizer una ROM de tamano adecuadio que se 
programa como una tabla de consulta en la que los bits de los factores nos deter- 
minan la direcciôn de la memoria que tiene como contenido el producto correspon- 
diente de forma anâlOga a como se hizo con los contadores paralelo (^  ) (5).
Si m y M representan, respectivamente, las longitudes en bits del mul­
tiplicande y multiplicador, la ROM que se necesita debe tener una capacidad de 
^ palabras x{m+n) bits (Ver Figura 4,2).
La utilizaciôn de una ROM no es factible incluse para valores de m y 
n moderados (m y n > 5).
Basicamente hay dos esquemas para multiplicadores paralelos;
- de generaciôn de una matriz de productos parciales y reducciôn poste­
rior.
- de tipo iterative.
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m Multiply










Figura 4.2.- Sîntesis de un multiplicador paralelo mediante una ROM
4.3.1.- Tipo de generaciôn y reducciôn
En esta clasè de multiplicadores paralelos, el proceso de multiplica­
ciôn se efectua en très pasos bâsicos, aun cuando no existe ninguna separaciôn 
entre las correspondientes très partes del circuito (Ver Figura 4.3)
a^ ) Generaciôn de la matriz Mq de los productos de cada bit (o grupo 
de bits) del multiplicande por cada bit (o grupo de bits) del multiplicador.
3g) Reducciôn del numéro de filas en esta matriz a una de dos filas 
cuya suma es igual al resultado.
a^ ) Suma de estas dos filas para obtener el producto final.
En el proceso de reducciôn se hace uso extensive de los contadores pa­
ralelos discutidos ya previamente. Normalmente se suele efectuar una reducciôn 
a dos (de acuerdo con la Definiciôn 3.4), aunque se podrîa efectuar una reducciôn 
a uno, en cuyo caso sobrarîa el paso a^). En este ultimo paso, la suma se efec­
tua por un sumador rapide dotado con previsiôn de arrastre (® ).
En la Figura.4.4 se représenta esquemâticamente un ejemplo de este ti­
po de multiplicador cuando los factores son de 4 bits cada uno.
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Multiplicando Multiplicador
Fase 1 : 
Generaciôn de
Fase 3 :
Suma de las 2 filas 
de M,
Fase 2;
Reducciôn de a M. 
(2 filas)
Producto
Figura 4.3.- Fases de un multiplicador paralelo del tipo de generaciôn y reduc­
ciôn.
* e # #
• • • •
X (multiplicande) 
y (multiplicador)
Figura 4.4.- Esquema de un multipl
Producto
cador paralelo de 4 x 4 bits, utilizando
contadores paralelos tipo (3; 2).
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El ejemplo do la Figura 4.4 muestra que el problema planteado en los 
multiplicadores paralelos es uno de reducciôn, tal como se definiô en la secciôn
3.3 del capitule anterior.
Para acelerar al maxime la obtenciôn del resultado caben dos acciones:
1) Reducir el numéro de filas en la matriz inicial utilizando como com­
ponentes primitives modules eleraentales de multiplicaciôn m X p en lugar de las 
puertas S (multiplicadores (1x1)).
En efecto, el uso de multiplicadores I x i d a  para la matriz las si­
guientes alturas!
= X. + 1 para X = 0,
= 2n-1-X X = M,....2n-2
[4.1]
donde es la altura de la columna de peso 2 y n es la longitud de palabra del 
multiplicande y multiplicador.
Sin embargo, si la generaciôn de la matriz inicial se efectua con mul- 
tiplicadores elementales de capacidad m X p, la altura de las distintas columnas 






X = n, n + 1 .,2n~1
tiene el mismo significado anterior, y [xj représenta el mayor numéro entero 
menor o igual a X. Si el multiplicador elemental X p se efectua con una ROM, 
su capacidad deberâ ser de 2^ ^  X (m+p| bits. (Asi una ROM de 256 x 8 puede pro- 
gramarse para ser utilizada como un multiplicador elemental 4x4).
2) Usar contadores paralelos generalizados de la mayor capacidad posi-
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ble para reducir al maximo el numéro de niveles en el proceso de reducciôn.
Conviens advertir en este punto que si lo que se pretende es reducir 
el numéro de niveles, los algoritmos desarrollados en el capîtulo anterior no 
son los mas adecuados, puesto que aquellos estaban orientados fundamentalmente 
a miniroizar el numéro de componentes primitivas utilizadas, dando en este senti- 
do soluciones ôptimas o cuasiôptimas. Asî, por ejemplo, en el caso de la Figura
4.4, la sîntesis quedarîa tal como indica la Figura 4.5.
 ^ X(multiplicando)
, y(multiplicador)
Figura 4.5.- Esquema alternative de un multiplicador paralelo de 4 x 4  bits, uti­
lizando contadores paralelos tipo (3; 2).
Coraparando ambas figuras se observa que el numéro de môdulos elementa­
les (contador (3; 2)) ha sido reducido de 8 a 6 pero a expensas de aumentar en 
1 nivel el proceso de reducciôn.
Una buena heurîstica cuando el criterio es minimizar el numéro de ni­
veles fue inicialmente propuesta por Dadda (^ ) utilizando como ccanponentes pri-
2
mitivas contadores tipo (3; 2) y posteriormente Stenzel y col. ( ) generalizaron 
el procedimiento.
Su idea es la siguiente;
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Se parte, como datos iniciales, con los siguientes paramètres:
1) Longitud de palabra del multiplicando y multiplicador.
2) Modulo elemental de multiplicaciôn para la generaciôn do M^ .
3) Contador paralelo generalizado utilizado en el proceso de reducciôn.
4) Problema de reducciôn a 2.
Del conocimiento de 1) y 2), teniendo en cuenta (4.1) ô (4.2), se tie­
ne determinada la matriz inicial M^ .
Los contadores paralelos generalizados pertenecen a la categorîa de 





k juega el papel de n en el capîtulo anterior, asî como A e l  de N (el cambio obe- 
dece a evitar confusion con la longitud de palabra del multiplicador que tradicio- 
nalmente se dénota por n),
Ademâs, se impone la ligadura de que el numéro de columnas de entrada 
(rf =4 . fe) para que la expresiôn (4.3) corresponds a un numéro entero.
El problema queda reducido a cômo ir insertando contadores para pasar 
de la matriz inicial a una équivalente con solamente 2 filas.
Dadda y Stenzel invierten el razonamiento y lo formulan en los siguien­
tes tôrminos: Dado un tipo de contador, existirâ una altura maxima para cada nivel
de reducciôn, de forma que si la matriz sobrepasa dicha altura se hace necesario
un nivel adicional para la reducciôn. Se trata pues de determinar esta secuencia 
de alturas mâximas para cada nivel, lo que nos permitirâ, conocida la altura 
maxima de la matriz el calculer el numéro de niveles necesarios on la reduc­
ciôn, Esto permitirâ posteriormente da.r un algoritmo do inserciôn de contadores
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elementales de forma que se vaya recorriendo la secuencia determinada en orden 
inverso.
El efecto de una cadena de contadores adyâcentes del tipo |fe X A.; d)  
es la de producir d bits de salida en intervalo de k bits. Las salidas de los 
contadores se alinean de forma tal que no mâs de i  salidas contribuyen a una co­
lumna dada. En la Figura 4.6 se muestra el caso de contadores (3 x 9; 6).
(3 X 9; 6) (3 X 9; 6) (3 X 9; 6) (3 X 9; 6)
• • • # • # # # » * * »
• • • # # • r ®= 6 
s *= 2
Figura 4.6.- Efecto de una serie de contadores adyacentes tipo (3x9; 6)
, La Figura 4.6 nos muestra que una matriz de A bits de altura se puede
reducir a una de & bits mediante el uso de un nivel de contadores.
Esta consideraciôn permits calculer el numéro de niveles de contadores 
necesitados para reducir una matriz inicial de mâs de A bits a una de 6 bits.
Sea L - la altura mâxima de la matriz que puede reducirse a & bits usando j  nive­
les. Con esta notaciôn = 6 y  t j  = A, conocida t j  se puede determinar si
se tiene en cuenta que los £.j bits representan la salida de una fila de [^yAj 
contadores en el nivel /+/ mâs un residuo de { t j ] m o d  A bits que no fueron redu- 
cidos por los contadores.
Cada uno de los [/y/^J contadores utilizados consumen A bits de salida,
por tanto
h . + [tj] mod & 14.4)
-223-
Esta oxpresion, con las condiciones iniciales, dadas, permite determi­
nar las secuencias que dan las alturas de reducciôn maxima para un tipo de conta­
dor dado.
En la Tabla 4.2 se dan estas secuencias para algunos contadores trpicos.
Tipo de contador Secuencia de Jreduccion
(3; 2) 2 3 6 9 13 . ■ . .
(7; 3) 3 7 15 35 79 ....
(2 X 5; 4) 2 5 11 26 65 . ■ • •
TABLA 4.2.- Secuencias de alturas de reducciôn maxima de determinados contadores,
, Mediante el uso de esta tabla y de las expresiones (4.1) 6 (4.2), se-
gûu sea el caso, se tiene determinado el numéro de niveles necesarios para la 
reducciôn.
Asî, por ejemplo, en la sîntesis de un multiplicador de 32 x 32 bits 
con modulo de multiplicaciôn elemental tipo 4 x 4 y contadores tipo (2x5; 4) 
se necesitan 3 niveles, ya que la altura maxima de la matriz inicial séria de 
15 y la secuencia de reducciôn corresponderîa as 15  y 11  *■ 5 — ► 2
Convienc advertir que determinados tipos de contadores no dan una re- 
duccion a dos, como por ejemplo el (7; 3), en este caso se necesitaria un nivel 
adicional de contadores (3; 2) para efectuar la reducciôn final.
Esto nos lleva al siguiente algoritmo de Stenzel y col., modificado al 
permitir môdulos de multiplicaciôn elemental del tipo ni X p.
Algoritmo de Stenzel y col, modificado 
Entrada: M, W, p, k,  H., d
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n ->■ longitud del multiplicando y del multiplicador 
m X p + multiplicador elemental 
(k  X A.; d) -y contador utilizado
1) Fase de inicializacion:
a) Si m = p = 1
= X + f Â,  ^0,J,. i. ffl-1
= Zn-1-Â, X. - n,.., ,2n-Z
b) si m /  t 6 p /  Î
• itl * LfJ ' ’ .... .
&  .2"-'
H = max Ih^ } X = 0,.,.,2n-î
a va a almacenar siempre la altura maxima de la matriz en un nivel de reducciôn 
dado. Inicialmente corresponde a la altura de la matriz inicial M^.
2) Generaciôn de la secuencia t j ,  hasta un J tal que
I :y < H y > H, T = I j
T va a almacenar siempre la altura maxima de la matriz que résulta despuês de 
efectuada la reducciôn en curso. Inicialmente corresponde al mayor termine de la 
secuencia menor que H.
3) H=6 entonces. Parar ai no hacer 3.1) para X = 0 , 1 , 2n-1
3.1) Si ( T no hacer nada, si no insertar un contador en este punto, 
ajuster las alturas de las columnas y repotir 3.1).
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Las reglas para ajustar las alturas de las columnas son:
(T, para j - 0 , 1 , . . . , k -1
" ^ X + j  *   ^ j = k , . . . , d - 1
4) H = T
T - proximo término en la serie de reducciôn 
ira 3)
En la Tabla 4.3 se da un listado de la sîntesis de un multiplicador de 
32 X 32 bits utilizando como môdulos elementales, multiplicadores de 2 x 2 bits 
y contadores paralelos (2x5; 4). Ix>s resultados se presentan de la forma si­
guiente: en cada etapa o nivel del algoritmo de reducciôn, el primer grupo de nu­
méros indica la inserciôn de contadores (su numéro y el lugar donde se ubican) y 
el segundo grupo refleja cômo queda la matriz despues de la reducciôn.
4.3.2.- Tipo iterative
Hennie ( define un circuito iterative como aquel que esta compues- 
to de un numéro de sub-circuitos o celdas idênticas conectadas de forma regular. 
La idea de utilizar taies tipos de estructuras iterativas es particularmente 
atractiva en la actualidad, ya que conducen sus disenos de forma natural a cir- 
cuitos con elevada escala de integraciôn (LSI). Se ban propuesto ya diverses ti­
pos de estructuras iterativas para la multiplicaciôn de numéros binaries. La mul­
tiplicaciôn se efectua o usando un algoritmo convencional de suma y desplazamien- 
to (^ )( *^^  , o una realizaciôn directa de los productos parciales y de su suma 
(1 ). El multiplicador iterative que hemos disenado (^ )^ pertenece a esta ultima 
categorîa.
Sean X e ^ dos numéros de 2n bits cada uno
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; i A T l U Z  I N I C I A L
1 1 3 3 5 5 7 7 9 9 11 11 13 13 15 15 17 17 19 1921 21 2 3 2 3 25 25 27 27 29 29 31 31 31 31 29 2 9 27 27 25 25
23 23 21 21 19 19 17 17 15 15 13 13 11 11 9 9 7 7 5 5
ALÜOlUr.lO DE REDUCCION 
STARA NU1ER0 1
0 0 0. 0 0 0 0 0 0 0 0 0 0 0 0 Ü 0 0 0 Gü 0 0 0 0 0 1 u 1 u 2 u 2 0 2 0 1 0 0 0
U 0 G 0 0 0 0 ü ü 0 0 G 0 0 0 ü Ü G 0 G
0 0 0 0
1 1 3 3 5 5 7 7 9 9 II II 13 13 15 15 17 17 19 19
21 21 23 23 25 25 26 26 26 26 26 25 26 25 25 25 26 26 26 25
23 23 21 21 19 19 17 17 15 15 13 13 11 11 9 9 7 7 5 5
3 3 1 1
ETAPA NUMERO 2
0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 2 G 3 0
4 0 4 0 5 G 5 0 5 0 5 0 5 G 5 Ü 5 0 5 0
5 0 4 0 3 0 3 ü 2 0 1 0 1 G ü 0 0 0 0 u
G 0 0 0
1 1 3 3 5 5 7 ? 9 9 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 11 11 11 11 11 10 10 7 7 5 5
3 3 1 1
ETAPA NUMERO 3
0 Ü 0 0 0 0 1 0 2 0 2 0 2 0 2 0 2 0 2 0
2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 G 2 0 2 0
2 0 2 ü 2 0 2 0 2 0 2 0 2 0 2 G 1 0 1 0
G 0 0 0
1 1 3 3 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
4 4 1 1
ETAPA NUMERO 4
0 0 1 0 1 0 1 Ü 1 0 1 0 1 0 1 0 1 0 1 0
1 0 1 0 1 0 1 Ü 1 0 1 0 1 0 1 0 1 0 1 0
1 0. 1 G 1 0 1 G 1 0 1 0 1 0 1 G 1 0 1 G
1 0 0 0
1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
Tabla 4-3.- Sîntesis de un multiplicador de 32x32 bits utilizando multipli- 
cadores elementales de 2x2 bits y contadores paralelos (2x5,4)
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" '^2n-r 0^'
Su producto viene dado por:
2^7 . 2»^ 7 . 2n-7 2n-7
X.y - k  x.2^ ^  t/.2^ .-- %  ( %  X.2V )  2^  (4.5)
 ^ y=o j y=o x=o -)
La ecuacion (4.5) es la base para el algoritmo de suma y desplazamiento.
Alternativamente se puede ver cl producto en termines de la suma de las 
columnas de la matriz de productos de bits inicial. Es decir,
2(2m-7) l
X.y - ^  ( Z  (4-6)
l - O  k - 0 ^
con X^ , (/^ = 0 para X  < 0 ô  X  > 2li-7 
Definamos:




2^fe " 2^fe+7 • k=0, X, ..., n-7 (4.7)
Z ( ^ )  .y
x,y = ^  6.. 2^ '^  (4.S]
fe=0
• X
^2X " ^  *2b 2^(x-fe) (4.9)
k=0
con ■ 0 para k  < 0 ô k  > n-1
En la Fig. 4.7 se muestra una celda utilizada en el multiplicador iterative que 
se describe. Esta celda puede efectuar la funcion aritmética p= ab+c+d, donde a,
b,c. y d tienen la misma longitud de palabra de dos bits.
La suma de dos termines taies como C y d no aumenta la longitud de pala­
bra del producto, ya que: (2^-7)(2^-7)+2(2^-7) = 2^t 7.
Esta celda'-basica se puede implementar facilmenté sobre una ROM de 256x4 
bits utilizada como tabla de consulta.
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h
. f i a..l> *  c ^ d  
Fig. 4.7.- Celda basica del multiplicador iterative
Para 2n= 8, en la Fig. 4.8, se da una realizacion practica del multiplica­
dor iterative. Cuando se utilizan todas las entradas primarias del multiplicador ite­
rative (es decir, las entradas libres) se puede realizar una funcion mâs compleja 
Xy,* U + V, donde U y U tienen la misma longitud de palabra que X e V . En la figura 
se muestra, asimismo, un ejemplo especîfico; las entradas en forma binaria de X, V, 
y V son;
X = 11 0 1 1 0 1 1 1}
y  ^ (1 0 1 0 0 1 0 1)
u  ^ [0 1 1 0 1 1 0 0)
V - [1 0 0 0 0 î 1 1)
Para un multiplicador de 2nx2n bits, el tiempo de câlculo del propuesto 
por Guild es (4h -/)t y en los de Chung-Bfedrosian (^ )^, son 6 n j para el tipo 1
y 4nr para el tipo 2, mientras que para el que hemos presentado es de ( 2 h - 1 ) t donde 
T es el retardo producido por una ûnica celda. En cuanto a la memoria necesitada, el 
multiplicador desarrollado necesita n^celdas, mientras que para los tipos T y 2 de 
Chung y Bedrosian, unicamente son necesarias 4n y 2n celdas respectivamente. Sin 
embargo, la regularidad de la estructura del multiplicador propuesto lo hace muy 
atractivo para su fabricacion LSI.
Este multiplicador puede generalizarse fâcilmente a uno de pnxpn bits con
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P  -
o /  I— y ~'^\— s, J ' " '
' x a > Y X i i L > x î
V  ' y. /




Fig. 4.8.- Esquema del multiplicador iterative de 8x8 bits
p > 2; en este caso, la celda bâsica deberâ tener una capacidad de 2^ .^ 2p bits 
(la suma de dos termines de longitud de palabra p bits no aumenta la longitud de 
palabra del producto, ya que (2^-/}^+2(2^-J) = 2 ^ ^ - I j .
Sin embargo, como se ve, el tamano de la RDM se hace excesivo incluse 
para p no muy elevados. Una posible solucion a esté problema séria adoptar un es­











Fig. 4.9.- Celda bâsica para el caso p=4 ,
En la Fig. 4.9 se présenta un esquema para el caso p=4 . Se utiliza una 
ROM de 256x8 para realizar un multiplicador 4x4 y a la salida se suman los dos nu­
méros de 4 bits utilizando un esquema de reducciôn. Esta interrelaciôn entre multi- 
plicadores tipo generaciôn y reducciôn e itératives que aqux se ha llevado del pri­
mero al segundo, para construir la celda bâsica del multiplicador iterative, se pue 
de tambien invertir utilizando a estos como môdulos de multiplicaciôn elemental en 
la generaciôn de la matriz inicial M
4.3.3.- Consideraciones tecnolôglcas
Entre los parâraetros mâs crîticos y que caracterizan a un multiplicador 
cabe considerar los siguientes:
- Viocidad de multiplicaciôn
- Disipaciôn de potencia
- Longitud de palabra de los opérandes
- Capacidad de expansion
- Forma de representaciôn de los datos.
Por lo que respecta al range de velocidades en multiplicadores integrados en un sol
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chip oscilan entre 40 nanosegundos del multiplicador de 2x4 bits AMD25S05 ha.sl a
los 800 nanosegundos del multiplicador do 16x16 bits MMI67516 (^^). El primero es 
de tipo iterative y realiza la funcion x i j * k , el segundo pertencce a la categorîa de 
generaciôn y rcducciônl De forma general podemos decir que para los multiplicadores 
itératives el retardo aumenta linealmente con la longitud de los operandos (n), micn^  
tras que,en los de generaciôn y reducciôn, dicho retardo unicamente varia con el lo- 
garitmo de n.
La disipaciôn de potencia de estos multiplicadores oscila entre los 300 
miliwatios del AMD25505 y los 5 watios del IRW-MPY16 que requiere un elemento
de refrigeraciôn para no sobrepasar los limites de temperature que puede tolerar.
La capacidad de expansion se refiere a la posibilidad de construir multi- 
plicadores de mayor longitud de palabra, utilizando el menor numéro posible de cir- 
cuitos integrados que no sean de este tipo.
La forma de representaciôn de los datos es o sin signo o con signo (nor­
malmente en complemento a 2). El segundo tipo de representaciôn es el mâs utilizado 
en los multiplicadores monolîticos (integrados en un solo chip), aunque requieren 
un hardware adicional para acomodar el bit de extensiôn correspondiente al signo 
y el tener que efectuar la complementaciôn durante el proceso de expansiôn. Algunos, 
como cl MMI (^ )^ (multiplicador de 8x8 bits) pueden acomodar ambos tipos de repre­
sentaciôn.
La tabla 4.4 tomada de S. Waser (^ )^ da las caracterîsticas fondamentales 
de los multiplicadores monolîticos mâs comunes.
La tendencia actual para el future parece que va en la lînea de extender
f
la capacidad de los multiplicadores monolîticos haciéndolos verdaderos procesadores 
aritméticos programables. Esto se ejemplifica por dos unidades recientes: la primera 
es el MMI67516, que ademâs de la multiplicaciôn efectua la divisiôn y la suma de
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de IRW que realiza suma, resta y multiplicaciôn en forma paralela, cambios de 
escala y multiplexing en registres paralelos (^ ®).
4.4 DEL MUT, HM, ICADO R CUASI-SERIE AL MULTIPLICADOR PARALELO
El multiplicador cuasi-serie (^ ) obtiene los bits del producto de forma 
serie, desde el menos significativo al mâs significative. El procedimiento es con­
ta r (con un contador paralelo) el numéro de unos en la columna correspondiente de 
la matriz de productos parciales con la adiciôn de los arrastres previos. Nuestro 
objetivo en esta secciôn es demostrar que, utilizando el concepto de contadores
paralelos generalizados, es posible ir del multiplicador cuasi-serie al multipli­
cador paralelo. La consecuencia es, entonces, la posibilidad de una elecciôn mâs 
flexible en cuanto a la estructura del multiplicador se refiere, teniendo en cuer^  
ta el compromise velocidad-coste.
Sean X e % el multiplicande y el multiplicador respectivamente de longi­
tud de palabra n. Se utiliza un modulo de multiplicaciôn elemental de t x Z  bits, de 
forma tal que n = k x t .
Entonces, el producto P se puede expresar como:
jC . 2Hz!
p = XV = %  ( X  X. M . .12^ = X  p. 2^ (4.10)
l - Q  k=0 ^ 1 = 0  ^








con X^, y ^  = 0 para m < 0 ô m > k~ 1 .
Para formar P se utiliza el siguiente mécanisme recursives
\ '
K i  ■ c » " '
Pit = '<it ' "i-i'
' 'V ' VrPifi /
i- l,Z,...,tfe-I 14.131
De (4.13) es fâcil ver que:
Pit - Z
" % " ' "
El algoritmo definido por (4.11), (4.12) y (4.13) puede ser realizado con los 
siguientes elementos:
- Un registre de desplazamiento de (2n-1) bits.
- Un registre de memoria de n bits.
■ - Un contador paralelo generalizado tipo (2Zxk;A.) donde
4. = j lo g ^ {fe|2 -^ + !}“| [ 4 . 1 4 ]
- k modules de multiplicaciôn elemental de txt bits cada uno.
- Un registre de A bits con posibilidad de sumar y desplazar la infor­
maciôn que denominamos registre de rebose.
La Fig. 4.10 es un diagrams de bloques del multiplicador.
Para comenzar el proceso, el multiplicando se almacena en la parte izquie 
da del registre de desplazamiento de (2n-1) bits y el multiplicador se introduce 
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Fig. 4 . 1 0 . - Diagrams de bloques del multiplicador cuasi-serie-paralelo
La ejecucion del ciclo i-esimo de la multiplicaciôn da 4 ^  de (4.12), 
como la salida del contador paralelo generalizado y de (4.13) como el contenido 
del registre de rebose cuyos £ bits menos significatives son sacados como £ bits 
del producto.El multiplicando se desplaza a la derecha £ bits y comienza un nuevo 
ciclo. Cuando un total de (2kr1) de estos ciclos sc ban completado, el resultado 
ha sido obtenido con grupos de £ bits en cada ciclo, salvo en el ultimo, en el que 
son Z£ bits.




f l o t f f U  o o o o o o o  
c y c ie j  f o l  11 f  o  t  o
O00//0//Pff0000 
cycle 2 t o / u f o f o











Aprefi A AO APrefit s/itpr
pAoeoer st
o o f (ÔO
(2)
(S)
o o o O O O  
o o o o o o




fOf Of a 
o o o  o o o
f/f O O O f f i o o f f f f o o f
(f) o o f f o o
(2)
a)
O f f f  f o 
f f o o o  f
f Off Off f f O O O f O f f o o O  f o
in o o o o o o
(2)
(3)
f o / o f o
f O O O f f
f o o f  f o f fOf foof f O f f O  O  f
(/) o o o o o o
IZ)
13)
OOO o o o  
O f f f f o
O f f f f O f O f O O f f o f o o f
P^ooacr ps fofoo-foofoiooof foo
4-4^6 X 378 = /46saa
Fig. 4.11.- Pasos en el calculo de 446x378 con el multiplicador cuasi-serie-paralelo
descrito.El problema que se resuelve con este algoritmo es 446x378.En este caso, 
n = 9l
7 — ». fe e 3 — *■ Ae {4.14] n. ‘ S
l . 3 l
El grado de paralelismo viene dado por el paramètre fe ; asx, cuando fe=H se tiene 
un multiplicador cuasi-serie y en el otro extreme, cuando fe=J , el multiplicador 
résulta une de tipo paralelo, en el que unicamente es necesario un modulo de mul- 
tiplicaciôn.
Debe observarse que, tanto en 'la sxntesis de les multiplicadores clemeii
tales Como en la del contador paralelo gcneralizado, podemos utilizar las tccnicas 
desarrolladas previamente. Eso hace que esta estructura tenga una gran flexibilitlad 
en cuanto al compromise de volocidad-coste que vonga impuesto cotno ligadura de di- 
seno.
4.5 DISEflO PE UN MUL TTPLICADOR PARALELO PE MUY BAJ) œ S T E  PARA NUMEROS FRACCJONARIOS
En esta seccion se présenta el diseno de un multiplicador paralelo de 
muy bajo coste, aunque de precision limitada, que ha sido incorporado como escala­
der en las unidades de integraciôn digital que se discuten en el proximo capitule.
Dado un numéro nuestro objetivo es multiplicarlo por un numéro P que 
esta normalizado (0 P ^  I) (ver Fig. 4.12a). Con el fin de mantener el coste 
en unos limites razonables, el valor de P se redondea unicamente a 4 bits, utili-
zando para ello un registre adicional P' (ver Fig. 4.12). Antes de que el câlculo
-4comience, P' se presetea a 2 , de forma que los 4 bits mas significatives de P
se redendean al cuanto mas cercano a 2
As£, para formar, por ejemplo, una fracciôn de 23/32 de un numéro V 
con una precision de 4 bits (tn) (es decir, m=k/8 donde 0 k  ) , requiere que
tn tome la siguicnte secuencia de valores;
„  = 3 3 5 3 3 3 5
tal como se deduce de la Tabla 4.5.
m+P* 1/16 25/32 24/32 23/32 26/32 etc. . . . .
m=P redondeado 
a 4 bits
0 6/8 6/8 5/8 6/8 etc. . . . .
P’ (N-4)bits 1/16 1/32 0 3/32 1/16 etc. . . . .
t 0 1 2 ■ 3 4 5 . . . .
Tabla 4.5.- Redendeo del registro P a 4 bits
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2^ 2~/ 2-3 2'^
Registro P (N bits)
a) Formato del registro P
P redondeado 




Fig. 4.12.- Estructura del registro P
Los nueve valores quo puede tomar m[m= 0, ...,&/&] pueden obtenerse
como suma de dos sumandos de la forma *2 tal como indica la O&bla 4.6.
m 0 1/8 2/8 3/8 4/8 5/8 6/8 7/8 8/8
1®*^  su 
mando 0 0 1/2 1/2 1/2 1/2 1 1 1
2 » su­
mando
0 1/8 -1/4 -1/8 0 1/8 -1/4 -1/8 0
labla 4.6 Obtencion de m como suma de dos sumandos de la forma -2 ^
Si m= ifn ,m ,,m  , m , ] , las funciones logicas ^ l a -  0 ,2  ^ , 2 ^ , 2  ^ , - 2  ^ , - 2
“
2® g-igZg") 
que se obtienen sons
(1®^ sumando)
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2^-1 = ^6 ^ '"c 
in = m rrii (2® sumando)"c "’d
<2-3 ' "c "d 
< . 2 - 3 - ”'<.
<- ■ <-z-Z " <-2-S ■ "c
La seleccion del valor que corresponde a cada uno de los sumandos se rea- 
liza mcdiante un conjunto de multiplexores con una entrada de control (SN74157 para 
el primer sumando) y dos entradas de control (SN74153 para el 2 " sumando) (V. Fig. 
4.13a y b)
j— bit mas slgnificativo
Registro V
Strobe ^0 ^0 ^1 do d j do rfj
Select
SN74157(4HLUM(1))
( 0 X. V 
1^  ^sumando ) Y / 2
Pig. 4.13-a.- Srntesis con MLUM(1) j^SN74157j del 1^^ sumando
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Registro V
strobe m m , — c n_





Fig- 4.13-b Sintesis con MLUM(2)[ SN74153] del 2* sumando
•feniendo esto en cuenta, el coste en componentes MSI del multiplicador 
desarrollado es el siguiente: (41 es la longitud del registro Y)
- Multiplexores de dos entradas de datos (SN74157) -*■ 1
- Multiplexores de cuatro entradas de datos (SN74153) -*■ 21
- Sumadores de cuatro bits (7483) -*■ 21
- Registro auxiliar P' (7495) ->• 1-1
- Generacion de las senales de control para los multiplexores 1
As! pues, si representamos por Cj el coste de un circuîto integrado de 16 patillas, 
el coste C sera;
C , 61
Si no se utilizase la capacidad de retenci6n de residuo del registro P y
este simplemente se truncase a los 4 bits mas significatives, el coste total se re-
duciria a:
C - 4t f 1
- 2 4 1 -
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CAPITULO V 
INTEGRADORES DIGITALES DE RESOLUCION EXTEND IDA (IDRE) 
CON TRANSMIS ION DE LAS DIFERENCIAS DE SEGUNDO ORDEN
5.1 BREVE REVISION HIS TP RICA PE LAS MAOUINAS DISEflADAS PARA RESOLVER ECUACI0NE5 
DIFERENCIALE5 (ANALI gAEORES DIFERENCIAT,ES) .
El desarrollo de la regia de calculo por OUGHTRED, en 1630, marca el comienzo
del calculo analogico (^ ). Un Analizador Diferenclal (AD) es el nombre generico asig-
nado a una clase de dispositivos de calculo, con la tarea especifica de resolver ecua-
ciones diferenciales (ED). El concepto de una maquina con la cual resolver ED no es una
innovacion reciente. Esta idea se atribuye normaImente al gran matematico LEIBNITZ 
2 ^
(1675) ( ), quien concibio un dispositivo que utilizaba complejas interrelaciones
mecanicas como sustituto a los procesos de calculo. Para la solucion do ED, estos 
procesos se pueden dividir en dos clases:
a) Procesos aritmëticos
b) Procesos infinitésimales de calculo.
Debido a problemas tecnologicos propios de la época, los conceptos de Leibnitz 
no fueron plasmados en realizaciones practicas, exccpto para maquinas aritmeticas 
simples, tales como la maquina de sumar de PASCAT,.
J, SANG, en 1850, describxa un dispositivo conocido como "planinietro" , que, 
esencinlmente, era un integrador mecanico del tipo de rueda y disco (^ ) y que tuvo 
gran popularidad en la cpoca, pues hacia 1880 se habian ya construido unas 12.000 
unidades (^).pespues de ver el planimetro de SANG, en una demostracion en 1850, J. 
MAXWELL propuso una me]ora al incorporer el uso de dos esteras (^).
Durante el periodo 1875-78, E UDMSON (posteriormente Lord KELVIN) en una serie 
de trabajos (^), (^ )(^ ) descrihia los siguientcs resultados:
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- Un integrador mecanico del tipo do disco (inventado por su hermano J. Thom­
son (^ ) ) .
- El concepto importante de resolver ED por integraciones mecanicas sucesivas 
(lazo cerrado).
- Diverses aplicaciones a ED con coeficientes variables, ecuaciones intégrales 
que llevaban consigo el producto de dos funciones y un analizador armônico.
En realidad, la primera maquina que se construyo y se utilize para integrar 
una funciôn se hizo en 1925, en el M.I.T. por V. BUSH, F.D. GAGE y H.R. STEWART (^^). 
Es interesante destacar que estos investigadores norteamericanos, en el momento de 
construir su maquina, lo hicieron desconociendo el trabajo de los hermanos Thomson, 
ya resenado. El integrador de rueda y disco y la maquina que lo incorpora los describe 
Bush en .
A partir del analizador diferencial mecanico de Bush, se fueron realizando 
muchas mejoras en el periodo 1930-50. El desarrollo de esta actividad se puede encon- 
trar en la referenda (
Con la apariciôn de la vâlvula electronica (De Forest, 1906), C.A. LOVELL, 
de Bell Telephone Laboratories (^ )^ desarrollo un amplificador operacional, el cual 
con una realimentacion adecuada realizaba la integral,con respecto al tiempo, de cual- 
quier funcion continua rcpresentada como una tension variable aplicada a su entrada. 
Esto condujo a la apariciôn de los Analizadores Diferenciales Electrônicos, mas co- 
munmente conocidos como Calculadoras Analôgicas.
El alto coste y complejidad inicial de este tipo de calculadoras motivaron a
l4
F.G. STEELE, P.E. ECKDAHL y I.S. REED, en 1950 ( ) a desarrollar una version digital
del analizador diferencial mecénico de Bush (A.D.D.).Esta unidad denominada MADDIDA 
(Magnetic Drum Digital Differential Analyzer) fue construida por NDRTHROPMRCRAFT Co., 
resultando un sistema econômico y eficaz para la soluciôn de E.D. que/"durante un 
cierto periodo de tiempo,no tuvo rival para este tipo de tarea.
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Duranto la década de los 60, la tecnologîa se desarrôlla espoctacularmento 
y los campos del câlculo analogico y digital realizan un aumento muy sustancial en su 
capacidad, debido principalmonte mas a las mejoras de los dispositivos que a cambi.os 
profundos en la estructura de los mismos.
El unico concepto estructurâl nuevo que aparece, dosde cl punto de vista 
de los A.D., fue la configuracion hïbrida que combina en un sistema integral tanto ele- 
mentos analôgicos como digitales.
El A.D.D. pertehece a la clase de calculadoras digitales de pioposito especial, 
del tipo incremental. Es decir, frente a una calculadora digital de propôsito universal, 
présenta, desde el punto de vista de utilizacion como analizador diferencial, las dos 
caracteristicas distintivas siguientes:
1) Una maquina incremental tiene un algoritmo bâsico de câlculo que, en el caso 
del A.D.D., es el de integraciôn.
2) Una maquina incremental efectua la transferencia de informaciôn entres sus 
unidades operacionales sobre la base de transmitir no variables globales sino 
los cambios que se efectuan en dichas variables en el proceso de câlculo.
Esto impiica que los algoritmos de câlculo que desarrollan sus unidades 
se tengan que expresar, necesarieimente, en forma incremental. Como punto de partida 
analicemos muy sucintamente el diseno de MADDIDA, poniendo de manifiesto, tanto sus 
innovaciones como los puntos débiles que presentaba.
La unidad bâsica del ADD, y en particular del MADDIDA, es el integrador.
Este aceptaba como entrada dos trenes de impulsos, de velocidades d x / d t y d i j / d t y
daba a su salida un tren de impulsos d z /d t . , dado por la expresiôn (5.1).
= Cy (5.1)
donde C es una constante.
La integral definida de (5.1) da;
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zU) = z{t^] + C ^ y{j) dx (5.2)
^0
Como la evaluacion do esta integral se iba a efectuar sobre un dispositivo
digital, sc aproxima (5.2) por un proceso de suraacion, expresado en (5.3): 
n
z U ) ^ z { t ) + C  I y[t.) l^ xU.]- (5.3)
donde Ax(^^) X  ^ " %(^^)»
La primera innovacion de MADDIDA fue formular el algoritmo de integraciôn 
en forma incremental. Utilizando la integraciôn simple de Euler (aproximaciôn rectan­
gular) , la funciôn incremento résulta:
• ' V r  V  '
La generaciôn de cada incremento lleva consigo dos acciones:
a) La acumulaciôn de los incrementos ày para formar .
b) La mùltiplicaciôn de i j ^ por el incremento de Ax^ en la variable inde-
pendiente.
Si y ^  y Ax^ fueran variables globales almacenadas cada una de ellas en una 
palabra de memoria, como succderia en la implantacion de este algoritmo en una calcula­
dora digital de propôsito general, el producto necesitarîa una palabra de longitud 
doble a la de sus factores. Como el incremento que se transfiere se da en simple pre- 
cisiôn, el producto se redondea para producir el resultado con dicha precisiôn, lo que 
introduce inevitablcmente un error de redondeo. Debido a que los incrementos Az^ que 
se generan tendrân que acumularse en alguna parte, se observô que se podia conseguir
un aumento en la precisiôn, si en lugar de redondear el producto, la segunda parte
del mismo se retenia y se iba acumulando.
La segunda . innovacion que introduce MADDIDA fue elirainar la necesidad 
de efectuar la operaciôn aritmética de mùltiplicaciôn en el câlculo de y ^ à x ^ , al 
imponer que el valor de la entrada Ax podîa ser +1 ô -1. El uso de este esquema de
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codificacion resultaba en una codificacion de tipo binario entre intcgradores y la 
reduccion de la operacion de multiplicar a una simple suma o resta.
El desarrollo del Integrador se explica mejor haciendo rcferencia a la 
Figura 5.1. Este diagrama de bloques ilustra las caracteristicas salientes de como 
fue estructurado el integrador de MADDIDA. Los valores incrémentales del integrando 















Figura 5.1: a) Diagrama de bloques del integrador MADDIDA
b) Representacion csquematica.
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Esta operaciôn era seguida por la suma o resta del registro V, con el 
regjstro R dependiendo del valor de AX, El registro R contiene el residuo o parte 
menos significative del producto acumulado K.AX. Asi pues, el integrador elemental 
se présenta bajo la forma siguiente: un sistema formado por dos registres / y R, 
que reciben dos tipos de entradas incrémentales;
AX llamada entrada primaria
A/ llamada entrada secundaria, 
dando, como resultado, una salida incremental AZ.
Sobre la base de este integrador,MADDIDA estaba organizado de forma serie, 
con una unica unidad operacional de câlculo, Los registres / y R se registraban so­
bre dos pistas de una memoria tipo tambor magnëtico. Una tercera pista se utilizaba 
para registrar los valores de los incrementos AZ. Finalmente, sobre una cuarta pista 
se registraba la informaciôn relative a la interconexiôn de los integradores para 
resolver el problema,
Aunque MADDIDA représenta "per se" un sistema con una concepciôn nueva, 
sufrîa de grandes desventajas. La primera limitaciôn era la pêrdida de significancia 
del contenido del registro V debido, en parte, a la falta de un estado que detectase 
el cero en la entrada h V. A causa de la comunicaciôn binaria entre integradores, 
una entrada nula para A/ venîa representada por una serie consecutive de incrementos 
positives y negatives. La segunda limitaciôn provenîa de que, por user algoritmos 
de integraciôn extremadamente simples, la soluciôn numërica obtenida se iba dete- 
riorando râpidamente y acumulando un error muy slgnificativo frente a la soluciôn 
verdadera.
Las especificaciones de MADDIDA eran las siguientes:
- Algoritmo de integraciôn - Euler (rectangular)
- Aritmética - Hpo serie
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- Comunicaciôn entre integradores - Binaria
- Procesamiento - Secuencial
- Memoria - Tainlaor magnëtico
- Velocidad de iteraciôn - 60 iteracionos/seg./integrador
- Numéro de integradores - 44
- Ixjngitud de palabra - 28 bits + bit de signo.
Basicamente, pues, vemos que el ADD consiste, en esencia, en una colecciôn 
de intcgradores digitales que se pueden interconectar entre si para resolver proble­
mas dinâmicos. Intiraamente ligado con el M)D esta el problema de la programaciôn de 
los mismos que consta de très pasos:
1") Formulaeion de un diagrama de interconexionado que describe la interre^  
laciôn entre integradores para resolver un problema especifico.
2“) Cambio de escala, es decir, efectuar una transformaciôn lineal de las 
variables del problema en las variables maquina, de forma tal que estas pennanezcan 
dentro de los limites preestablecidos y no existiendo, por lo tanto, desbordamien-
tos (overflow) en los contenidos de los registres /. Este paso es necesario para
cualquier maquina que opere con aritmética en coma fija.
3®) Codificar el problema de manera que sea introducido en la maquina 
para su ejecuciôn. Este paso, obviamente, esta ligado a las caracteristicas particu^ 
lares de cada ADD.
Un estudio detallado de estos puntos puede encontrarse en (^^)(^^).
Una vez analizado, desde un punto de vista bâsico, en quë consiste un ADD, se pueden
17sistematizar las posibles estructuras de los mismos (V. Dormido ( )), atendiendo
a las caracteristicas que lo definen y que ban dado lugar a una evoluciôn hacia 
sistemas mas elaborados y coinplejos. Estas caracteristicas son:
a) Velocidad de la unidad aritmética
b) Forma en que son procesados los integradores
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c) Forma de generacion de los incrementos de salida.
d) Grado de resolucion de los incrementos de salida.
e) Mecanismos de interconexiôn de los integradores.
En nuestro trabajo, estamos fundamentsImente interesados en la caracte- 
rîstica d) .
Ya hemos visto que una de las limitaciones del MADDIDA era el sistema de
comunicaciôn binario entre sus integradores AZG(-1, +1), asx pues, la transiciôn a
un modo ternario de comunicaciôn AZG(-1, 0, +1) fue una extension lôgica y natural 
para aumentar la precisiôn del ADD. Como se necesitaban dos dxgitos binaries para 
un sistema de comunicaciôn temario, la cantidad de memoria AZ requerida era doble 
que en el caso previo.
Sin embargo, tanto un esquema como el otro presentaban basicamente el 
inconveniente de que la anchura de banda de los integradores era necesariamente 
muy baja. Si, por ejemplo, se desea. generar una onda sinusoidal con una resolucion 
de una parte en 10^ , enfonces, puesto que la velocidad maxima con que un integrador 
puede acumular es de 1 bit por ciclo de integraciôn, el tiempo requerido para gene­
rar un ciclo completo de la sinusoide est *
y  ^ 2 i t x  10^
m
donde m représenta la velocidad de iteraciôn. Asi pues, incluse si la velocidad 
de iteraciôn es igual a 10^ por segundo, la sinusoide de frecuencia mas elevada 
que con la maxima resolucion se puede generar posee un periodo de Zir . Esto es, 
por supuesto, muy inferior al ancho de banda de una calculadora analôgica y fue, 
en gran medida, una de las causas que motivaron que los ADD no ganasen mas adeptos 
como AD de uso general.
Con el fin de mejorar la respuesta en frecuencia de los integradores
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McGhee y Nilsen (^ ®) ban propuesto un ADD de resolucion extendida en el que la
longitud del incremento do salida, AZ, es un paramétré libre.
Recientemente, Elshoff y Hulina extienden el concepto de los inte-
gradores digitales de manera que trabajan en coma flotante evitando as] los pro­
blemas de cambio de escala que sus predecesores llevaban consigo.
Nuestra lînea de trabajo ha sido precisamcnte modificar cl mécanisme
de transmisiôn de incrementos, al transmitir no las AZ sino los cambios incrémen­
tales que se produces en dichos incrementos (A^Z). El punto do partida fue la obser- 
vaciôn de que en la resolucion de un problema, si la velocidad de muestree para los
integradores digitales es râpida,comparada con las velocidades de cambio de los con­
tenidos de los registros /, entonces, el cambio de AZ entre iteraciones es unicamente
de cero o una unidad. Expresado en forma de diferencias:A*Z . = AZ AZ - estaba limi-t X. -L- l ’
tado en valor a (- 1, 0) unidades.
Este aigumento se puede aplicar tanto si el sistema de transferencia entre 
integradores es del tipo ternario, como si es de resolucion extendida,aunque es évi­
dente que los pequenos cambios que puedan haber en el registro V, se reflejaran tan­
to mas pronto cuanto mayor sea la resolucion de AZ.
Una excepciôn a este argumente se puede producir durante las primeras ite­
raciones si se aplica por ejemplo, como entrada al sistema, un salto de posiciôn, lo 
cual puede resultar en grandes variaciones de AZ, que a su vez se reflejaran en va- 
riaciones, ya no tan pequenas, de A^ Z.
Con el fin de minimizar en lo posible este efecto adverso, se ha adoptado
como medida de comnromiso un sistema qûinario de transmisiôn ( A ^ Z G { - Z ,  - 1, (?) ). 
En cualquier caso,no obstante, se puede dotar al integrador de un sistema de interrug^  
ciôn de forma que cuando se superen estos mârgenes, se utilicen tantos ciclos de in­
tegraciôn como sean nocesarios, sin embargo, esto complicaria excesivamente la es­
tructura del integrador.
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5.2 PRINCTPIOS BASICOS PB INTEGRADORES DIGITAI.KS COW TI^NSMISION PB LAS DIFERENCIAS 
DE SEGUNDO ORDEN (A^ ).
Con el fin de mantener el compromiso de precision-coste en limites ra- 
zonables, se ha escogido el metodo de integraciôn de Adams-Bashfort de 2" orden, 
como el esquema bâsico de integraciôn, sin embargo, la metodologia que vamos a 
seguir tiene carâcter general y se puede aplicar igualmente a cualquier otro al­
goritmo de integraciôn.
Al mismo tiempo, el integrador bâsico tiene una estructura muy simpli- 
ficada y que no difiere en gran medida de las soluciones previamente adoptadas.
La originalidad de la soluciôn que se propone estriba en que la comunicaciôn en­
tre integradores no se realiza en base a transmitir los incrementos (à) de las
2
variables, sino las diferencias de 2® orden A de las mismas. En principio, es­
to implicarîa que cualquier variable (por ejemplo, / ) se tendrîa que generar pa­
ra cualquier elemento mâquina a dos nivales de acumulaciôn. Ver Figura 5.2.
AY  Acumula A y para formar A Y
Acumula, AX para formar Y
Figura.- 5.2 Integrador bâsico para diferencias de 2® orden
En forma de transferencia de registro esto es:
-"i ■ -"i-/ * " %
Xù ■ %L-, ' '"i ' Xc-i ""i-/ '
El proceso inverso, esto es, la generaciôn de diferencias de 2® orden 
de la informaciôn procesada en un elemento mâquina, es también simple. Por ejen-
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plo, un integrador que efectue el proceso de integraciôn con respecto al tiempo, 
en su forma mas simple ' consistirîa de la estructura de registres que se mues- 
tra en la Figura 5.3
Figura.- 5.3 Integrador temporal
Cuyas ecuaciones de transferencias de registros son:
' Xc-, *
A - AZ^ - AZ^ J
Obviamente, en el proceso de sumar a un cambio en AZ puede ocu-
rrir unicamente si el bit mas significative de transmite un arrastre a AZ^ en
orden a incrementar AZ en 1. No obstante puede también diferir de  ^en la
misma posiciôn que el bit menos significative de AZ a travês de la ecuaciôn:
''i -
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si esta diferencia queda restringida a +1.
Asi pues, si tomamos en cuenta ambos cambios, tanto en V como los arras- 
res de R, résulta que los cantoios en AZ estah limitados como maximo a j^ 2, es de­
cir, el sistema de transferencia de informaciôn entre integradores se reduce a
e ± 1, ± 2,0.
2
La lôgica para generar A Z tiene ciertas implicaciones que no se hacen 
obvias de la discusiôn anterior.
a) Como realmente la informaciôn que se va a comunicar entre distintos
elementos es A^ y no A, se ve que no es necesario que AZ este contenido en ningun
2
registro. Realmente, aunque AZ no exista de forma explicita, A Z se. puede obte- 
ner de cambios en otros registros y/o sumadores en la iteraciôn previa.
b) Teniendo en cuenta la observaciôn anterior, la parte del registro 
y que tiene el mismo peso que AZ, se hace por lo tanto innecesaria. Por lo tan­
to, el registro V se puede truncar a una longitud igual a la del registro R.
2
c) El procesamiento de A Z a partir de los arrastres (overflow) de los
registros se complice, ya que los contenidos de dichos registros representan nô-
meros con signo. En particular si se utiliza la representaciôn en complemento a
dos, el rebose de un sumador debido a un operando negative no darâ lugar a un 
2
cambio en A , mientras que la ausencia de arrastre un decremento de 1 en el 
resultado. Como se verâ, desde el punto de vista lôgico, la coraplîcacîôn extra 
que se anade es minima.
d) Los mêtodos basados en las diferencias de 2® orden presentan un 
considerable ahorro y simplificaciôn a la hora de efectuar înterconexiones entre 
diferentes unidades.
2
En efecto, en una mâquina tîpîca, como ya hemos visto A 6 {±2,±J,0}, 
lo cual se puede realizar mediante un sistema quinario de transferencia de infor­
maciôn que vendrîa soportado sobre très hilos nada mas. Esto se compara muy favo- 
rablemente con respecto a los integradores de resoluciôn extendida de McGhee y
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Nilson , en los que las transmisiones efoctuadas eran las AZ globalracnte.
e) Los integradores digitales de resolucion extendida con transmisiôn 
de las diferencias de 2” orden, evitan en principio las multiplicacioncs que se 
producen cuando lo que se transmite son las diferencias de primer orden (supues­
to que el ID es de resoluciôn extendida). Esto se debe a que los productos de una 
iteraciôn dada se pueden construir del valor de dicho producto en la iteraciôn 
previa mas una serie de incrementos deducidos a partir de las diferencias de 2° 
orden.
Por ejemplo, si se desea calculer K X serîa necesario un multiplica­
dor (supuesto que las longitudes de los registros K e V fueran mayores que 1,
^(K| > 1 y t l V )  > l). El punto de vista alternative, basado en las diferencias de 
2® orden nos daria;
K&y. = K i & y . j  + A^y.) = KAX. , + KA^y.
'V. I «t. I
K y. = K [ y * ky.]= K y * KAy.
«C I 'L  I X.
2
KA y ^ es un proceso de mùltiplicaciôn trivial, ya que uno de los factores es una 
diferencia de 2® orden, por lo tanto, KAX^ se puede generar mediante una simple 
suma y, por tanto, se obtiene, asimisrao, unicamente mediante suma.
Utilizando una tecnica analoga se puede formar y^AK^ al reducir ambos 
factores V* y AX a sus diferencias de 2® orden y construir el producto mediante 
la acumulaciôn de los dos conjuntos de variable
AK. = AK. . + A^X.A. A.-1 A.
de donde:
y .AX. = [y. , + AV. , f A^y.)(AX. , + a^x.) =
4.. 4. -C" I I ^  X,- / . 4.
' 1  ^ - J *
VCltoAOA pflCV^OA
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+ y . ,û^ x. + Ay. ,A^ x. + A^y.A^x. +ax. .t^y. {*)
A . - I  .A .  X - l  - t  A. A. A .-1  A
f) El sistema de diferencias de 2“ orden permite utilizar grandes va­
lores para las diferencias de primer orden (gran resoluciôn) sin tener que trans­
mitir estas entre los distintos elementos operacionales. Para poder efectuarlo, 
se coloca una restricciôn sobre las diferencias de 2® orden. Asx pues, aunque las 
pendientes de las variables pueden tomar valores grandes, no résulta lo mismo so­
bre la variaciôn de dichas pendientes.
g) Una cuestiôn que puede surgir es por que no utilizar en las transfe­
rencias entre integradores, diferencias de orden superior a dos. Es claro que es­
to implicarîa de principio mas acumulaciones para retornar a las variables origi­
nales, pero esto es relativamente poco importante, especialmente si se piensa en 
una fabricaciôn de estos elementos de câlculo mediante têcnicas LSI.
La razôn para parar en las diferencias de 2® orden se pueden comprendsr 
por el siguiente razonaraiento.
Consideremos que una variable estâ creciendo lentamente en magnitud, 
en estas condiciones si se represêutnn las distintas diferencias se obtiene el 
siguiente resultado (ver Figura 5.4).
Se puede ver que un salto de posiciôn unitario en la amplitud de y 
origina que las diferencias sucesivas de y cambien cada vez de manera mas acusa- 
da. Hasta las diferencias de 2® orden, las amplitudes de dichas diferencias se 
comportan de una manera regular, pero a partir de ellas las desviaciones se van. 
haciendo raâs grandes, de manera que los registros necesitados para almacenar ta­
ies variables se harian • cada vez mayores en lugar de menores, tal como era 
nuestro objetivo inicial.




+1 y- salto unitario= 1
y
+1
Area neta = 
Amplitud = 1
+1




Amplitud = +1, -2
-2 +3
+1
Area neta = 0 
Amplitud =- 3Y
-3
'I-“ Comportamiento de las diferencias de orden superior a un salto de
posiciôn de la variable Y.
Partiendo de estas ideas, en este capitule se van a desarrollar los si­
guientes puntos:
En primer lugar, las nocioncs de base de un integrador digital de reso­
luciôn extendida (IDRE) con el desarrollo detallado de su diseno lôgico. Las ca­
racteristicas de este integrador son totalmente originales^en cl conocimiento del 
autor. A continuaciôn y con el fin de dotarle de una mayor flexibilidad operati- 
va se estudia la inclusiôn en el mismo de un registro que se asimile a un coefi- 
ciente potenciomctrico. La estructura del multiplicador que se desarrôlla es de 
una gran sencillez y su precisiôn, aunque moderada, utiliza las ventajas de re- 
tenciôn de residuo, normalmente utilizada on los procesos de integraciôn pero
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nunca en los de mùltiplicaciôn. Esta innovacion no ccanplica excesivamente, como 
veremos, la estructura del integrador.
Los integradores dcsarrollados hasta este punto son validos si la integral 
se efectua con respecto al tiempo; as£ pues, con el fin de eliminar esta ligadura, 
se desarrôlla un integrador generalizado con respecto a cualquier variable, que in- 
cluye a los anteriores como casos particulares.
Finalmente y con el fin de poner de manifiesto los resultados obtenidos, 
se muestra verificaciôn experimental de los mismos en la resolucion de determinadas 
ecuaciones diferenciales.
5.3 ESTRUCTURA BASICA DEL INTEGRADOR DIGITAL PE RESOLUCION EXTENDIDA (IDRE)
QUE SE PROPONE.
Una estructura tipica de un integrador digital (ID), del tipo mas comun 
encontrado en un ADD, es el de la Figura 5.5.




Fig. 5.5; Integrador digital convencional
donde AZC {-1,0,1} , supuesta una transferencia ternaria entre integradores.
El ID efectua la operaciôn z = ^  t jdx incrementalmente, de acuerdo con 
un algoritmo de integraciôn previamente escogido. Asf, por ejemplo, como casos
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mâs usuales, so tienen:
AZ , = {y + Ml A/ }.AX (T/tapezo/cfaf.) n+ J n n n
AZ .. s {y ,, + J/2 Ay }.AX lAdm6-Baihofit) n+1 n+1 n -n
donde n(0,1,2,...) es el instante de tiempo discretizado.
Asi, si se escoge el mêtodo de integraciôn de Adams-Bashfort, las ecuacio
nés de transferencias de registros serîan:
"-° ”  V )  ■ '• ' ^n . l ' K . ,  ■
Paso 2, ♦ ü„„ ■ r;,, * iz;„ ' y „ , r ‘^ n
Es decir, el método de Adams-Bashfort (de 2® orden) suministra una 
correcciôn trapezoidal retrospective a una prediccion de integrando constante 
(V. Fig. 5.6). sea AX = AT.



















gistros Rg c V^.
La Fig. 5.8 muestra como ejemplo el diagrama do conexion de dos IDRE




Figura 5.8: Generacion 6P.nx y CO-4 X .
El ID de la Fig. 5.5 corresponde a uno cuya entrada AX toma unicamente 
los valores +1, 0 o -1. Sin embargo, en el caso general AX sera la salida AZ 
de otro integrador que, como sabemos, es un numéro do t» bits. En este caso, se ne- 
cesita una estructura mas comploja, tal como se esquematiza en la Fig. 5.9. Se 
compone de cuatro registres de 2m bits cada uno, R, àV-àX, V.AX c Y y cuatro regis^  
tros de m bits AV, A^V, AX y A^ X.
En cada période de iteracion, estos registres contienen los numéros
y» AX»-,' ''n' AV„-AV„_,. AX„_, y AX„-AX„_,, respectivement,.
Utilizando los contenidos de los registres que se representan, una ite- 
raciôn del algoritmo de integraciôn de Adams-Bashfort se puede roalizar efectuando, 
en el orden que se indica, las ocuacioncs siguientcs;
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A>'„-AX„-A V , . A X „ . , . A X „ . , W „ - A y „ . , )  '
* A V , - W „ - A X „ . , )  h A y „ - A y , ).(âx„-AX„.,) 
< V A V - A X / ^ * ' " - 0 | V . M |  - y„.AX„.,t V„-tAX„-AX„,,)>A>'„.AX^













entrada A* Y entrada
Figura 5.9; Estructura compléta del IDRE generalizado
Los terminos subrayados en las ecuaciones (5.5) a (5.7) estan todos 
contenidos en los registros de la Fig. 5.9. Entonces, realizar una iteracion 
(es decir, modificar los contenidos de los registros) se corresponde al miembro 
izquierdo de las ecuaciones anteriores y, por lo tanto, unicamente son necesarias 
suma y multiplicaciôn por dos (realizada por un desplazamiento de un bit a la
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izquierda). Kn estas expresiones 0[/.AX] y 0 [r] son respectivamente overflows do 
los registros /.AX y R y la suma do estos overflows es el incremento dc la salida 
AZ del integrador (o lo que es lo mismo A*Z) el cual se transmite a otros integra^ 
dores.
5.3.1 Estructura concreta del IDRE con respecte al tiempo 
En primer lugar vamos a considerar el caso de la integraciôn digital con 
respecto a la variable tiempo, pues en este, la estructura del IDRE se hace tan sim 
pie como la de los ID convencionales.
Consideramos la integral de una detenninada funcion del tiempo y{t} ■
rt
zU) = ItfUll <1 (5.g}
Como ya se ha dicho, se va a utilizer el algoritmo de integraciôn de 
Adams-Bashfort de segundo orden. En este caso;
(5-9)
donde àt = t - t . V n n n-1
La Fig. 5.10 da la estructura de un ID convencional que efcctua el algo­
ritmo de Adams-Bashfort de forma digital.




Figura 5.10; Integrador digital (Algoritmo de Adams-Bashfort de 2® orden)
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La operaciôn de integraciôn se efectua como sigue: Cuando el tiempo t  
aiunenta en una cantidad constante h t , que, en nuestro caso, es 2 el lado dere^  
cho de la ecuaciôn (5.9) se suma al registre R.asÎ pues, el lugar mas significatif 
vo del registre R tiene un peso de 2  ^^ . Debido a la suma, el registre R puede
presenter o no rebose (overflow). Es claro que el valor de este rebose sera -2 
0, ô +2 ^ y que représenta una aproximaciôn a AZ(-t^ ) que es el lado izquierdo de 
la ecuaciôn (5.9).
Definamos para el razonamiento que sigue un pulso unitario que tiene de 
peso 2 Resumiendo lo anterior, el ID tiene una salida 6Z{^^) que es el pulso 
de rebose del lugar mas significativo del registre R, una entrada AT que represen^ 
ta el incremento de tiempo y una entrada j) que, en general, sera la salida
de otro integrador. Asî pues, AZ(^^), AT y A/Lt^ j) son cantidades trivaluadas, 
to es su valor es de -I, 0, 6 +J pulso. Por tanto, una iteracion de la operaciôn 
de integraciôn se realiza de la forma siguiente: cuando llega un pulso eléctrico 
al terminal de entrada, AT, la entrada A/Lt^ j) se suma al registre / y produce
e + I/2A/|-C^_j) se suma al registre R para producir la salida AZ(t^).
Asi, si la entrada AT por ejemplo es de mil pulsos por segundo, se eje- 
cutarân mil iteraciones de integraciôn en un segundo, de manera que el tiempo t  
en la integraciôn procédé a una velocidad de lOOOx 2 ”por segundo.
No obstante debe observarse que los registros de longitud 2m, tal como 
se muestran on la Fig. 5.10 no son necesarios, ya que son suficientos registros 
 ^ de m bits. Pero la mitad de los registros R^ e se han anadido con vis^  
tas a poner de manifiesto las diferencias estructurales y funcionales entre los 
ID convencionales y el IDRE que se propone.
En el IDRE, la salida del integrador no es el pulso de rebose del re­
gistre Rj^ , sino que es el propio registre R^ , el cual es la siuna de y el rebose
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de la cifra mas significative da la mitad del registre . Asî la salida es un numéro 
de m bits que es una representacion mucho mas précisa de AZ(f^) en la ecuaciôn (5.9) . 
Como han demostrado Me Ghee y Nilson ( ), la introduction do una rcsoluciôn extendida
reduce considerablanente el errer de redondeo en la integraciôn digital.
Para resolver una ecuaciôn diferencial el numéro de Wi bits, que es la salida 
de un integrador digital, debe de trasmitirse a la entrada A/ de otro integrador.
Pero esta transmisiôn es costosa en tiempo, si m es grande, lo cual resultara, en de­
finitive, tanto en una estructura mas compleja del integrador digital, como en una 
disminuciôn de su velocidad de calcule. Esta desventaja se élimina en el IDRE de la 
manera siguiente:
La cantidad de cambio en cada iteraciôn de la integraciôn del numéro de Ml 
bits AZ que es la salida, es la suma del rebose del lugar mas significative del re­
gistre y el cambio del rebose del lugar mas significative del registre R^. Repre^  
sentamos esta cantidad por A^Z. Es claro que el valor de A^Z es, a lo nas, un numéro 
de dos bits que tiene de peso 2 esto es A^Z es -2x2 -1x2 0, +/x2 ô
+2x2 Por tanto, la transmisiôn del numéro de m  bits AZ se puede roalizar efoc- 
tivaraente mediante la t r ansmisiôn de A^Z a condiciôn de que el registro /^ se co1o- 
que como tercer registre del integrador digital (registre de entrada A/) al cual se 
transmitira la salida A^Z del integrador que tenga conectado.
Usando este hecho, résulta para el IDPE, con respecto al tiempo, la estru£ 
tura que se observa en la Fig. 5,11 y en la cual V représenta un elemento que retar­
da una iteraciôn o 2 (FF-D) .
Vamos a justificar matemâticamente la estructura de la Fig. 5.11.
Las ecuaciones algorîtmicas que rigen el proceso de integraciôn de Adams- 
Bashfort son:
''.e ' 15.101





Figura 5.11: IDRE con respecto al tiempo: Estructura concreta
supuesto que no consideramos los reboses que se producen debido a la longitud finite 
de los registros. Si se tienen estos en cuentan se tendrîan que modificar de la forma 
siguiente:
* ''Vi ' "I *
0|R „^I * * R! * y % ,  '  t / i  ARJ
De (5.12) se deduce:
''•m ' -'’1''^ *.’ * n  *
Sustituyendo (5.14) en (5.13), se obtiene:
I - OI'J * ' 'î* *'•* 3/Z M l
Asî pues, A^Z vendra expresado por:
A"z - O i n ^ ^ j )  - (?(R^ ) f 






5.3.1.1 Diseno lôgico del IDRE con respecto al tiempo
El diseno logico del IDRE con respecto al tiempo se ha efectuado utilizando 
circuitos integrados TTL de la serie 7,400 de media escala de integraciôn. Nuestro ob-
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jetivo ha sido, cimplemente, cl construir un prototipo quo pusicsc do manifiesto In 
simplicidad del diseno.
La representacion utilizada para los numéros negativos ha sido la de comply 
mento a dos. El IDRE opera bajo control de un reloj (y de detcrminadas senales quo, 
posteriormente, se explicitaran), de forma que,a cada impulse, los registros do quo 
consta almaccnan los resultados de la iteracion previa. Fundamentalmente se han utili^  
zado dos tipos de circuitos integrados: el sumador de 4 bits (7483) y un registre de 
4 bits (7495).
En el diseno logico del IDRE conviene distinguir très partes:
- Algoritmo de integraciôn propiamente dicho.
- Circuito generador de A^ Z.
- Introducciôn de condiciones inicialos.
El algoritmo de integraciôn se realiza de acuerdo con e) esquoma de la Fi - 
gura 5.12 al que corresponden las ecuaciones siguientes:
A/' = A/ + 
r  = V + A/'
(5. /71
R' - R + 1/2 A/' 
R" = R + y
los valores de Ay, y y R corresponden a los contenidos de los registros, 
como resultado de la iteraciôn previa. Por otra parte, Ay', y', R' y R'' son las sa^  
lidas de los sumadores que componen el integrador. Al finalizar la iteraciôn, se al- 
macenan Ay', V' y R'' en Ay^  y y R respectivamente.
Ay = Ay
y = y  (5.;g)
R = R"
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Las expresiones (5.10) estan maicadas en trazos discontinuos en la Pig. 
5.12. Para una longitud de palabra del integrador de 4L su coste sera:
Numéro de registros (de 4 bits cada uno) = 3t 
Numéro de sumadores (de 4 bits cada uno) = 4L
Asx pues, el numéro de circuitos integrados sera de 7Lt de forma que para 
una longitud de palabra de 8 bits (Z- 2) se necesitan 14 unidades. En lo que sigue, 








Figura 5.12s Diseno logico del IDRE
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El diagrams funcional del circuito generador de A^Z, teniendo en cuentn 





Figura 5.13: A*Z = j )
La expresion (5.16) pone de manifiesto que se hace necesario almacenar
el ()(K^ ) de la iteracion previa. Como 0(.)€ {-1,0,1} se precisan 
y D ) para guardar dicha informacion con el convenio siguiente:
O(R^) = -1 V* = 0 P“ = /
O(R^) - 0 V* = 0 V~ = 0
2FF-D (D
V~ - 0
De la Fig. 5.12, se sigue que on el IDRE los overflows se pueden producir 
a la salida de los sumadores V , R' y R ''. (Un overflow a la salida del sumador àV'  
nunca puede ocurrir si el problema tione bien ajustados los factores de escala). 
Designemos por 0 (,) y 0 |.) respectivamente la aparicion de un overflow positivo 
y negativo (nunca pueden ocurrir los dos simultaneamente) a la salida del registro 
(.). Las expresiones logicas para 0* y () de los registros V  , R' y R ' ' son:
0 { V ]  - !;(/).S(Ay').S(W| ; O ' O " )  = S|/).5(Ay’).5()/'j
O^(R') = sT?)..sTÂr ).5|R') ; P"(R') = 5|R) .S(AV" ) .sTF") [5.(91
0 {R''l - S { R ’1.S(V’) .S{R” 1; 0 (R” ) = s(R'l.s{y').^î(R")
De esta forma, el valor de A^Z se puede expresar como una suma algebraica:
A*Z - (O^(y') + O^'lR'j + 0 ^ ( R " )  + p ‘ ) - ((^'(V") + 0"(R'l M ) " | R ' ’) +v' ) 15.ZO)
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(5.20) ce puede calculer nnadiendo al primer sumando del miembro de la derecha el 
complemento a dos del segundo sumando. En la Fig. 5.14 esta representado cl esquema 
lôgico correspondiente y, como se ve, se hace uso extensive del concepto de contador 
paralelo desarrollado en el capitulo 3.
S(R') 
S(Y' )











( 2 , 2 f 3 ; 3 )  »
Figura 5.14; Diseno lôgico de A*Z
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Quedan por sintctizar lar. entzadas a los dos FF-D (D^  y P^ ) que corros- 
ponderan al valor de en la proxima iteracion.
Pp = (R'l, OlR'l, OMR"), 0"{R'’))
p' = <(g((/(R'i, o~(R'i, oU r" ) ,  0' (R") I
Es facil deducir las siquientes expresiones logicas:
Pg = 0 “ ( R M . 0 ^ ( R " )  + 0'"|R*).0"(R") 
Pg = P"(R’K P * ( R " )  + P^ (R’).P"|R")










Figura 5.15: Sîntesis de las entradas a los FF-D
El diseno logico de se puede realizar de forma compacta utilizando 
una memoria ROM de 256x8 bits. Las ocho entradas de la memoria corresponden a P , 
P , S( V* I, S(y), S(R), SjV"), S(R') y S(R''|, que nos determinant una direccion 
cuyo contenido almacona la siguiente informacion:
^2 Ol
A^ Z, K  7-
"e "b
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donde représenta el complemento a dos de A^Z, pues conviene tener como salida
ambos valores, ya que,en determinados casos, en la interconexion entre intcgradores, 
se hace necesario un cambio de signo.As!, por ejemplo, en el caso particular de que 
V * =  0, V ~ -  0 , S(AV") = / , S(V') = 0, SIR) = 1 , S(y') = 1 , S(R') = 0 y S(R") = 0 en la 
direccion
0 0 r 0 1 J 0 0 = 44io
i  f + h f +
V  v~ SIAV') s|y) 5(R) sivn SIR'} SIR")
se almacenarîa
/ î I 0 0 1 0 ;
que corresponde a A^Z = -1,A^ Zs = I , V y . Esta soluciôn parece mas atrac
tiva que la primera porque, aparte de ser mas compacta (utiliza un unico chip) y por 
tanto mas fiable, es mas economica y posibilita una mayor velocidad operative del 
IDRE, al requérir menor numéro de niveles logicos. Para finalizar el diseno logico 
del IDRE queda por resolver el problema de como introducir las condiciones iniciales 
en el mismo. La condiciôn inicial para el integrador es el valor AVo que se debe al­
macenar antes de comenzar a operar en el registro A/. Los registros y y R no necesitan 
ninguna condiciôn inicial de arranque, si bien, si se desea miniraizar los errores de 
redondeo, existen unos valores iniciales optimos (yer Zugasti (^ )^) que se pueden 
introducir por el mismo procedimiento que el que se indica para el registro àVi es­
to lleva consigo un encarecimiento del diseno.
Bn la Fig. 5.16, se indica un procedimiento de carga en paralelo de la 
condiciôn inicial, aue utiliza un multiplexor de dos entradas de datos (el 74157, 
que incorpora 4mIiUM (1))i la entrada de control al multiplexor fija los modos de 
operaciôn de toma de condiciones iniciales (reset) y de ejecuciôn (operate). Existe
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una spgunda scnal de control no indicada sobre ol esquema de la rig. 5.12 y que 
actüa sobre los registres R, A/ c V impidiendo su carga y que fija cl modo de rc^  
tencion (hold). Es decir, estando el IDRE en modo de ejecuciôn, si se activa ri 
modo de retcncion, los contenidos de los registres pormanecon fijos en el valor 










Figura 5.16: Introducciôn de condiciones iniciales en el registro AV.
En resumen, si représentâmes por Ci el oostc de un circuito integrado 
de 16 patillas y por C% el de uno de 24 patillas (se adopta, pues, el segundo pro 
cediraiento para generar el A^Z), el coste total C del IDRE con respecto al tiempo 
y con una longitud de palabra de 4 t , sera;
C = Ci(7t+ ?) f Cz = Ci(Sf + ;) » Cz (5.231
donde Ci7-fc-coste del diseno lôgico del IDRE
Cif . = coste de introducir condiciones iniciales en AV 
Cl - coste de los 2 FF-D necesarios para almacenar 0(R^ |
El numéro de'circuitos integrados utilizado es N  = SZ + 2.
Para una longitud de palabra de 8 bits (£= 2) se necesitan 18 circuitos 
integrados.
5.3.2 Introducciôn de un registro P como cooficiente potcnciometrico 
del IDRE.
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En una calculadora analogica tipica existen, nomalmente, el doble de 
potenciometros que de amplificadores operacionalos, ya que su uso se hace muy 
frecuente en la resolucion de problemas. En los ADD iniciales, el coste de cada ID 
permanecia muy bajo, ya que cada integrador se podia representar por dos o tres 
posiciones de un tam}x>r magnetico. La consecuencia inmediata do elle fue el uso 
de integradores como potenciometros. Asl, utilizandolos como indica la Fig. 5.17, 
la logica de control se simplificaba porque no se tenia que diferenciar entre in­
tegradores genuinos y potenciometros.
Az
Y =P
Figura 5.17: Uso de un integrador como un potenciometro
' Cuando la estructura del ID se va haciendo cada vez mas compleja, esta
soluciôn inicial présenta dos Claras desventajas:
a) Se estan infrautilizando los recursos de un integrador, y, si tene- 
mos en cuenta que el empleo de factores de escala diferente es muy normal, en ul­
timo têrmino, lo que estamos es degradando considerablemente la capacidad opera­
tive del ADD.
b) Como consecuencia de lo anterior, se provoca una retardacion de la 
soluciôn, al aumentar considerablemente el numéro de retardos lôgicos.
Parece, pues, natural intentar modificar la estructura del ID para que 
incorpore dentro del mismo un registro adicional P que pueda actuar como coeficien^ 
te potenciometrico.
Estas consideraciones nos han movido a modificar el IDRE desarrollado 
en la secciôn anterior, para dotarle de esta posibilidad de uso. En este caso, las 
ecuaciones algorîtmicas que describen el proceso de integraciôn de Adams-Bashfort
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de segundo ordcn son:
&y. = AY. , + E A'y.■t -c-J -t
yy = Vy , + PAV.
^ c-/ ^ 15 24)
= R^_, + p|y^ . + o,5Ay^i
A^Z . - 0(y.) + 0(Ry) - 0(R. ,1«C ^ >C" I
A primera vista, un examen de las Ecs. (5.24) nos revelan que, a la hora 
de realizar fîsicamente el IDRE, aparocen dos multiplicaciones por el factor P, lo 
cual encarece considerablemente el coste del IDRE.
Con el fin de minimiser en lo posible este aumento de coste, desarrolla- 
raos en el capitulo anterior (sec. 4.5) un multiplicador paralelo de muy bajo coste
para numéros fraccionarios que incorporamos ahora al IDRE. El algoritmo de integra^
cion (5.24) se realiza ahora de acuerdo con el esquema de la Fig. 5.18. Per lo que 
respecta al circuito generador de A^Z y a la introducciôn de condiciones iniciales, 
no sufren ninguna modificaciôn y no scran tratados de nuevo.
Comparando las Figs. (5.18) y (5.12) se observa que la incorporaciôn de 
un potenciometro en el IDRE lleva consigo la introducciôn de dos multiplicadores. 
Teniendo en cuenta el coste de estas unidades (desarrollado en 4.5), el coste to­
tal del IDRE con respecto al tiempo, con potenciômetro incorporado y con una lon­
gitud de palabra de 4£ sera:
C = C t d U  + 7) + C; (5.25)
Comparando (5.23) y (5.25), se Deduce que el coste se ha duplicado.
Esto se debe al hecho de que el registro P esta dotado de capacidad para retener 
el residuo que se va generando en la formaciôn del factor de escala. Si se élimi­
na esta posibilidad y se restringe cl registro P directamente a una longitud de 
4 bits, el coste total pasa a ser:




EA*YI 1 I------ 1
Figura 5.IB: Diseno logico del IDRE con coeficiente potenciometrico P
5.4 INTEGRADOR DIGITAL DE RESOLUCION EXTENDIDA GENERALIZADA (IDREG)
El IDRE desarrollado. en las dos ultimas secciones calcula la integral 
de cualquier funcion respecto a una variable independiente (normalrnente el tiempo). 
En el caso de una integraciôn de Stieltjes (como sucede si el problema no es lineal)
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el IDffUS no puede ser utilir.ado. Nuestro objetivo en esta secciôn es desarrollar 
un IDEîE generalizado (IDREG) deduciendo una formula de integraciôn numerica do 
Stieltjes.
Se desea calculer la integral
z = / i j ( t ) d K U ) (5.27)
donde t  es la variable independiente que, en esta formula,sera el tiempo.
Admitiendo que x(t) es derivable respecto a t ,  se obtiene:
Z = / y U ) k l t ) d t  (5.2S)
si empleamos la formula de integraciôn de Adams-Bashfort de segundo or­
den que hemos venido utilizando, se deduce:
' V *
El primer problema que se plantea es obtener un valor aproxiraado de 
Para ello, aproximamos la funcion x(^ ) por el polinoraio de interpolaciôn en dife­
rencias regresivas de Newton de grado t, L^{^) que toma valores X^ en n-K , ..
...» tn-1,  n) .
A




% U )  = n [ t - t A  J < k < A
y=n-fe+/ ^
v ‘ \ - v ‘ \ - ,  i ‘ 0. 1.1.....
El error e. { t ] en la aproximaciôn para t  se puede evaluar
n
n ,j
f(t) 5 x(f ) -  l*(f|=: L  x"^ '^ (ç) (5.31)
' (A t ni
-278-
dondo (^ç) représenta el valor de la derivada de orden (4.+if) de x(^)en un 
cierto instante de tiengpo . Entonces, x(^ ) se puede aproximar derivari
do la Ec. (5.30) . La formula de aproximaciôn de x(-t) en ;t= para A= 1,2 y 3 son 
re spec t ivamen te :
I/W(x„ - V jI I*''I
i„ - V?' '5-3?)
I / 6 W  ( 1 U „ -  >«x„. p 9 x „ _ 2 - ? * „ . 3 )  K - 3 1
Los errores para las aproximaciones (5.32) se pueden obtener de (5.31) 
derivando c{.t) y estos errores son;
e U J
Î/2 x ‘^ *(ç)M k = n
J/3 x ‘^ ’ |t=2) (5.33)
1/4 x ‘^ *(ç)A.C' (t=3)
(5.33) demuestra que el error de aproximaciôn de la formula de dlferenciaciôn nu­
merica es proporcional a A£^. La siguiente consideraciôn nos lleva a utilizer la 
formula de aproximaciôn correspondiente a /I = 2. Si x(/t) = t  entonces (5.29) se con 
vierte en la formula de ADAMS-BASHFORT de segundo orden que se ha estudiado previa^  
mente y el error de integraciôn es del orden . Al resolver ecuaciones diferencia 
les, el valor de en (5.29) sera, en general, la suma de las salidas de otros 
integradores. Por tanto, y^ tendra tambiôn un error de At* . Por otra parte, los 
ID tienen una estructura tal que producen en sus operaciones errores de redondeo
del orden de At*. De estos hechos es pues razonable aproximar x^ en (5.29) con un
errer en la aproximaciôn del mismo orden, de At*.
Sustituyendo la segunda formula de diferenciaciôn numerica de (5.32) 
para x^ en (5.29), obtenemos la siguiente expresiôn;
A?„- H *  !/„[3AV( -  V r  '5*V? -  ‘ 5 .3 4 1
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La ecuaciôn (5.34) se puede escribir como:
'5.351
De (5.35) se puede deducir la siguiente estructura del IDREG, que représenta el
diagrama de conexiôn entre registros (V. Fig. 5.19). Los pesos de los lugares mas
y mcnos significatives de cada registro se dan en la misma figura, donde tst= 2
Las entradas al IDREG son A*K -, A*X , y A*X „ (retardada de A*X ,)n-J n-i n-Z n-i
que son, a su vez, salidas de otros ID en la iteraciôn precedente de operaciôn.
En cl caso especial de A*X - = A*X „= 0 y AF .= 7 se efectua ]a integraciôn conn-J n-Z n-J
respecto al tiempo y el IDREG se transforma en un IDRE.
En cada una de las iteraciones, estas entradas producen en el registro
^n^^n-J parte menos significative en representacion binaria de la integral que
es menor que 2 La parte mas significative de este valor ha sido almacenada de
antemano como condiciôn inicial en los registros àV . dc los ID a los cuales sen-1
transmiten los A*Z del integrador actual.
Asimismo en cada iteraciôn , la salida A*Z^ del IDREG es la suma del 
overflow dellugar mas significativo del registro V^AF^ j y el overflow del regis­
tro de forma analoga a como sucedîa en el IDRE.
A pesar de la estructura un poco compleja que présenta el diagrama de 
bloques de la Fig. 5.19, todas las operaciones se realizan mediante sumadores y 
unos pocos multiplicadores (denotados por H) muy simples, porque, en cl pcor de 
los casos, uno de los factores es un numéro de dos o tres bits.
En la prôxima secciôn se presentan algunos resultados expérimentales 















Flgnra 5.19: Diagrama de bloques del IDEEG
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5.5 ALcuiJo:; mcsuLTADos i:xrKP.iMENTALi:;s.
El trabajo experimental llevndo a cabo sc puede dividir en dos partes 
perfectaraente diferenciadas: en la primera se efectua el desarrollo dc dos proto^  
tipos de ID, siondo cl primero un IDRE con respecto al tiempo, tal como se expuso 
en la seccion 5.3.1.1. Posteriormente se modifico su estructura para permitir la 
introducciôn de un registro P como coeficiente potenciometrico del IDRE. 5e tomo 
una longitud de palabra de 8 bits (£= Z) lo que hacia que el numéro de circuitos
integrados envueltos en el diseno fuese pequeno.
Los resultados expérimentales en la resolucion de una Ecuaciôn Difercn^  
cial lineal de coeficientes constantes de primer orden se dan on las Figs. 5.20,
en el caso del IDRE con respecto al tiempo, y en la 5.21, cuando se introduce el
registro P como coeficiente potenciometrico.
Como nuestro objetivo final no era la construccion de un ADD sino sim- 
plemente demostrar la posibilidad de realizacion experimental dc unos prototipos, 
no seguimos nuestro estudio por esta linea. En su lugar (y esta es la segunda par 
te ) se pasaron a efectuar comprobaciones por simulaciôn en una calculadora digi­
tal de propôsito general (cl sistema utilizado ha sido un IIP 1000). En el caso 
del IDREG, los ünicos resultados obtcnidos han sido por simulaciôn.
Las pruebas fueron extensivas y aqui solamento se presentan algunas de 
las mismas. Por lo que se refie re al IDRE con respecto al tiempo, en lo que sigue 




Fig. 5.22: Represcntaciôn diagramaticn de) IDRE con respecto al tiempo
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Fig. 5.20: y'= -y y(0)= y^
Soluciôn con un IDRE con respecto al tiempo 
X- .25 seg/cm 
y = 1 volt/cm 
o = 1000 hertz
- 203
|î/p
Figura 5.21: y'=-ky, y(0) = y . Solucion con un IDIüî con rospccto
al tiempo con cooficiente potenciometrico P 
X= .25 seg/cm ; Y= 1 volt/cm ; a = 2000 hertz
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Representamos los valores iniciales de los registros y !\V por
los numéros enteros contenidos en dichos registros.
Ejemplo 5.1; Funcion exponencial decreciente.
De la ecuacion: 
r t 15.36)i j i t )  = Ae con A =- cte. 
se deduce;
' ~ { y u ^ ) + i n  y u ^ _ j ) \ à t  (5.371
De (5.37) se obtiene el diagrama de interconexion que se muestra en la Fig. 5.23. 
Debe observarse que el valor actual de y H ^ )  viene dado por -M(Ay)2 ^ o de forma 
mas précisa por -{WjAy)? ^ + N (/^)2 donde -WlAV) y -N(y^) son respectivamente



























Figura 5.23: Diagrama de generacion de Ac.
El error de calculo
E = Ae"^ + N(Ay)2“"’ (5.3«|
se da para cada uno de los tres casos en la Tabla 5.1. Esta tabla muestra que 
el valor de E para cualquier es menor que un pulso, esto es, menor que 2 
Hay que hacer notar que estos resultados no dan una estimacion exacta de la 
precision de câlculo, ya que se ha despreciado el termine menos significativo
W(y^) 2 en (5.38). El error de calculo es exactamente: 
N(Ay)2"M + w(y^ ) } (5.39)
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5.75 0.2 0.7 0.8
0.56.00 0.9
6.25 0.70.9 0.3
6.50 0.5 0.0 0.0





Tnbla 5.1: Error de calculo para At
— 286 -
Ejemplo 5.2: Funcion exponencial crecicnte.
En la Fig. 5.24, SG dan los diagranas de interconexion para generar 
(100/2^^)e.^’ y ( lOOO/t^^Q.^. Tanto en la Fig. 5.23 como en la 5,24, el registre 
contiene inicialmonte un numéro proximo a 2^  ^con el fin de reducir al maximo 
los errores de redondeo en la operacion de integracion.














Figura 5.24; Diagrama de generacion de Ac,
El error de calcule
E = Ac^ - N(Ay).2'"' (5.40)
se da en la Tabla 5.2. De la tabla se deduce que este errer se mantiene mener que 
un puise (2 *^1 raientras Ac^ < î; cuando Ac^ ) 1 se produce overflow en el registre 
àV y no es posible per le tanto continuer el calcule .
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t
E X ( 2 " ^ ^ ’) E X (2-14)
























Tabla. 5.2: Error do calcule para Ac
(5.4/1
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Ejomplo 5.3; Funcion sinusoidal.
De las ecuaciones:
i j j  i t ]  = A t  
= K c.oi t
se deduce el siguiente par de ecuaciones en diferencias:
■ Ay,(f^) + //Z
A(/j
De (5.42) se obtiens el diagrama de interconexion que se muestra en la Fig.(5.25)
(5.421
El valor calculado de X&znt viene representado por:
N(AV,)Z"'” + N(y, )2 
' '-2
-2m (5.43)
donde àV^ es el registre àV del integrador l ^ e V ^  es el registre del inte- 
grador •
m =  10 m= 7














Figura 5.25s Diagrama de generacion de A 6g.n t.
El errer de câlculo para(1000/2^ *^ ) sen t se da en la tabla 5.3
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Ejcinplo 5.4: Aplicacion del IDREG
Se desea calculer la siguiente integral de Stieltjes; 
t
z(i) = / t d{co6 t] 
0
cuyo valor exacte es:
z{t] = (4en 2t/4] - til
(5.44)
(5.45)





x'dt = dx= d(sen t)
x.dt= -d(cos t)





Figura 5.26: Diagrama de conexion de ID para calculer z { t ]  =Jq 6C.n t  d i c oA  t )
En la fig. 5.26 los ID Tj e Ig correspondent a IDRE con respecte al tiempo, 
que resuelven la ecuacion armonica (generan i Z i t t y CO&t ) , el Zg corresponde a un ID 
y el se utilize simplemente como sumador para calculer la integral.




At= .01 At= .005
50 -25'12659 -0.8585 -0.2147
100 -50.21832 -1.7100 -0.4275
150 -75.24994 . -2.5493 -0.6374
200 -100.21273 -3.3749 -0.8449
250 -125.11694 -4.1888 -1.0474
300 -149.98895 -4.9965 -1.2493
350 -174.86401 -5.8049 -1.4514
400 -199.77651 -6-. 6209 -1.6554
450 -224.75055 -7.4493 -1.8624
500 -249.79328 -8.2915 -2.0729
550 -274.98293 -9.1449 -2,2863
600 -300.02207 -10.004 -2.5011
650 -325.14513 -10.862 -2.7156
700 -350.22822 -11.712 -2.9280
750 -375.24848 -12.549 -3.1373
800 -400.20031 -13.372 -3.3432
850 -412.65404 -14.184 -3.5463
900 -449.96695 -14.992 -3.7482
950 -474.84602 -15.801 -3.9505
1000 -499.76749 -16.619 -4.1549
Tabla 5.4: Error de calcule de z[t] = f Aett t dlcoA t}
0
Se observa que si el incremento At se reduce por el factor 1/2, el error de câlculo 
se reduce, aproxiraadamentc, por el factor 1/4. Esto signi'fica que el error de câlculo 
debido a la formula de integracion numérica (5.35) es del orden de At^
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Ejemplo 5.5
Se desea resolver la siguiente ecuacion diferencial: 
0; 9(0) = Cg, %'(0) = C,
La solucion analitica de (5.46) viene dada por:
6 T "  ^
De (5.46) se deduce facilmente dij' = tdy -  ijdLt
15 JI—  X












Fig. 5.27: Diagrama de conexion para la resolucion de y"-ty'*y=0; 9(0)=C^, ?/’(0)=Cj 
En la tabla 5.5 se da la solucion de (5.46) con condiciones iniciales













Tabla 5.5: Solucion de 9(0) = 1, y* [0] = 1
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PRINCIPALES APORTAC:tOMF.S Y COHCT.tlSIONES
Se pucclen resumir en los siguientes puntos:
1) En la sintesis de una funcion de conmutaciôn con MLUM(p), se define una nucva clase 
de estructuras que se denominan gcneralizadas. Se eskudian sus propiedados fundameii 
taies, y se comparant con las estructuras arborescentes demostrandose, que en general, 
son preferibles a estas. Para ambos tipos, unicainente son necesarias estudiar la futi 
ci6n representativa de las clases de equivalencia n-p-n, para tener definidas las es^  
tructuras 6ptimas.
2) Basado en una modification del mëtodo de Quine-Mc Cluskey, se obtienen condiciones 
necesarias y suficientes para la sintesis de una funcion de conmutaciôn de n varia­
bles, mediante un unico MLUM(p), (n>p+ 1).
3) Se efectua una generalization del mêtodo de Voith, de manera que puedan tomarse en 
cuenta la existencia de termines inopérantes en la funcion a sintetizar. Asimismo, 
se plantea,de manera formai, la sintesis optima de estructuras arborescentes con 
MLUM(p), como un problems de programaciôn lineal entera 0-1. Para su resolution so 
emplea una variante del mêtodo de enumeration implicite de Glover, permitiendose 
la existencia de funciones residuos idënticas.
4) Partiendo del concepto de descomposiciôn funcîonal de una funcion booleana, se de- 
sarrolla un procedimiento muy directo y de naturaleza cuasioptima, para la sintesis 
con MLUM(p). Sus caracteristicas mas sobresalientes son las siguientes;
4a) Permitc la obtention tanto de estructuras arborescentes como generalize^ 
das. En el caso de las segundas, puede dar lugar a una disminucion en el nu^  
mero dcMLUM(p) necesitados, cuando se la compara con la cstructura arbores­
cente optima.
4b) Cuando se implementan los algoritmos a que da lugar, la aplicacion del 
mêtodo es muy râpida en tiempo do câlculo. De hecho, el mêtodo lo que liace 
es una optimization por nivales, eligiendo como variables del primer nivel 
aquellas que dan lugar a una réduction maxima en el numéro do HLtlM(p) nec£
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sitados on ese nivel, e iterando cl procedimiento a los niveles sucesivos.
5) Utilizando el procedimiento dcscrito en el punto anterior, se han conseguido los si^  
guientes resultados:
5a) Dar las estructuras optiraas (arborescentes o generalizadas) para todas 
las clases de equivalencia n-p-n, de una funcion de conmutaciôn de très va 
riables sintetizada con MLUM(I).
5b) La sintesis de cualquier funcion de cuatro variables con MLUM(1), no re^  
quiere nunca utilizar la cota maxima de 7 môdulos que séria imprescindible, 
si unicamente se tomase en cuenta las estructuras arborescentes.
5c) Determinar todas las estructuras generalizadas con MLUM(1) que adniten 
d.s.d. y d.s.n.d. para funciones de cuatro variables. En todos los casos, 
el coste es inferior o igual al de la estructura arborescente optima corre^ 
pondiente.
6) Se aborda el estudio de contadores paralelos generalizados como bloque fundanental 
en la sintesis de circuitos aritmêticos, desarrollandoga un algoritmo de réduction 
que permite generar cualquier contador utilizando unicamente un solo tipo de môdiulo. 
En determinados casos, se demuestra que el procedimiento es ôptimo en cuanto a que 
minimize el numéro de môdulos bâsicos que se utilizan.
7) Dentro de los multiplicadores paralelos de tipo iterative, se ha desarrollado uno 
basado en una modificaciôn del esquema de Guild. En el caso de los multiplicadores 
paralelos basados en esquemas de réduction, se generalize el algoritmo de Stenzel.
8) Se ha desarrollado un integrador digital de resolution extendida con transmisiôm de 
las diferencias de segundo orden (A*) (IDRE) con respecto al tiempo, que incorpora 
un coeficiente potenciomêtrico, El algoritmo de intégration utilizado ha sido el de 
Adams-Bashfort de segundo orden. Se construye un prototipo experimental con cirouitos 
integrados MSI.
9) Se propone un integrador digital de resolution extendida con transmisiôn de 2as dife-
!97
rnnciar: do sogundo orden (A^ ) (IDREG) con respecto a cualquier variable quo ineluyi 
al anterior como caso particular.
Las posibilidades que de la présente memoria puoden emanar ]iara abordar nue-
vos problemas, se pueden resumir on los puntos siguientes:
a) Procedimiento sistematico de sintesis optima de estructuras generalizadas con MI.UH(p)
b) Sintesis de contadores paralelos generalizados utilizando mas de un tipo de modulo 
en su construction, y con minimization de determinadas funciones de coste.
c) Aplicacion de la teoria de descomposiciôn funcional a la sintesis de multiplicadores 
tipo paralelo.
d) Generalization de los integradores digitales de resolucion extendida con transmisiôn
de las diferencias de segundo orden (A*) cuando se utilizan mëtodos de integraciôn
de varios pasos lineales.
B IB L IO T E C A
