We develop a fast algorithm for Kalman Filter applied to the random walk forecast model. The key idea is an efficient representation of the estimate covariance matrix at each time-step as a weighted sum of two contributions -the process noise covariance matrix and a low rank term computed from a generalized eigenvalue problem, which combines information from the noise covariance matrix and the data. We describe an efficient algorithm to update the weights of the above terms and the computation of eigenmodes of the generalized eigenvalue problem (GEP). The resulting algorithm for the Kalman filter with Random walk forecast model scales as O(N ) or O(N log N ), both in memory and computational cost, where N is the number of grid points. We show how to efficiently compute measures of uncertainty and conditional realizations from the state distribution at each time step. An extension to the case with nonlinear measurement operators is also discussed. Numerical experiments demonstrate the performance of our algorithms, which are applied to a synthetic example from monitoring CO2 in the subsurface using travel time tomography.
Introduction
Kalman filtering is a fundamental tool in statistical time series analysis used to estimate the states of large-scale dynamical systems for which noisy observations are available. In several geophysical and biomedical applications we wish to estimate high-dimensional system parameters. Standard implementations of the Kalman filter are prohibitive because they require O(N 2 ) in memory and O(N 3 ) in computational cost, where N is the dimension of the state variable. For large problem sizes, this cost is prohibitively expensive. The main bottleneck for scalable implementation of the Kalman filter is the computation and representation of the state covariance matrix. In this work, we focus our attention on the random walk forecast model. This model is useful in practical applications in which data is acquired at a rapid rate and when changes in states between times when data is obtained are small that they can approximated by a random walk process. Previous work has considered this model for filtering in the context of time-lapse electrical impedance tomography [35, 19, 34] , electrical resistivity tomography [21] and CO 2 monitoring using seismic travel time tomography [20] .
Several alternatives have been proposed to deal with the computational cost associated with the Kalman filter. One such approach is to represent the state covariance matrices Σ k|k by a sparse matrix, banded or a strongly tapered structure and update it using sparse matrix techniques. While this approach is effective in certain cases [15] , there is no reason to assume a priori that the matrices Σ k|k will continue to inherit a sparsity structure, and therefore this idea cannot be applied generally. A second popular approach is to construct a low-rank approximation to the state covariance matrices using ensemble averages composed of several realizations. This Monte Carlo based approach is known as the Ensemble Kalman filter and is widely used in several areas, in particular, numerical weather prediction [12, 8] . Although the ensemble methods provide a cheaper alternative, to get accurate results a large sample size is required which greatly increases the computational costs [13, 20] .
Contributions: In our approach, we consider an efficient representation of the posterior covariance matrix as a low-rank perturbation of the system noise covariance matrix and can be written as
sys W k = I and D k is a diagonal matrix. The system noise covariance matrix Γ sys arising out of Matérn covariance kernels can be efficiently represented using the Hierarchical matrix approach [30, 27, 2] and updates to α k , D k and W k are calculated efficiently by solving a generalized eigenvalue problem and repeated application of the Sherman-Morrison-Woodbury update. From this representation, we will show how to compute several measures of uncertainty based on the state covariance matrix. The resulting algorithm for the Kalman filter with Random walk forecast model scales as O(N ) or O(N log N ), both in memory and computational cost. For a small number of measurements, this procedure can be made numerically exact. However, as the number of measurements increase, for several choices of measurement operators and noise covariance matrices, the spectrum of the generalized Hermitian eigenvalue problem decays rapidly and we are justified in only retaining the dominant eigenmodes. We discuss tradeoffs between accuracy and computational cost. The resulting algorithms are applied to a synthetic application to continuously track CO 2 plume in the subsurface from seismic travel times measurements.
An important contribution of this paper is the development of computationally efficient methods for quantification of uncertainty using optimality measures that have been previously been developed in the context of experimental design, in order to determine the best possible measurements or measurement types, numbers, locations and experimental conditions. Optimal experimental design involves computing measures of conditional uncertainty and minimizes these measures for an optimal design [1] . Following the approach developed in [29] for inverse problems, we extend the computational techniques to computing measures of uncertainty for the data assimilation problem. A related approach has been used to quantify uncertainty in the context of the 4D-Var data assimilation problem [33] . Conditional realizations from the posterior distribution are also frequently used to understand the uncertainty associated with the state estimation and their computation can be achieved at a cost similar to the "best estimate". We will demonstrate that conditional realizations computed from the system noise covariance matrix (the most expensive part, which can be computed offline) can be propagated through the time history with only a little additional cost.
For these reasons, the scalability of our algorithm opens up the possibility of real-time adaptive experimental design and optimal control in systems of much larger dimension than was previously feasible.
Related work: In particular, [20] also consider efficient updates to the Kalman filter using Hierarchical matrices. In order to reduce the memory and computational costs involved with the posterior covariance matrices, they cleverly show how to rewrite the updates of the Kalman filter by only storing and updating the cross-covariance matrices. Further, they show how to compute uncertainty measures such as the variance by computing the diagonals of the posterior covariance matrices. However, their approach cannot be easily extended to compute other measures of uncertainty and non-constant measurement operators.
Our approach is most similar to the work described in [23, 24] , in which the authors represent the posterior covariance matrix as a low-rank perturbation of an equilibrium covariance matrix which is obtained by the solution of a discrete Lyapunov equation. However, a major limitation of their work is that an explicit solution to the equilibrium covariance matrix is only available under special circumstances. In fact, they make the assumption that the system dynamic matrix F is normal and commutes with the system noise covariance matrix Γ sys and the long term dynamics of covariance matrix (in the absence of observations) converges to an equilibrium covariance matrix. These requirements taken together are very restrictive. Practical applications of interest do not fully satisfy these criteria. It should be noted that the random walk assumption satisfies the first two requirements (normal and commutes with system noise covariance matrix) but does not have an equilibrium point 1 . As a result we cannot directly apply follow their approach. The article is organized as follows. In section 2 we review the standard computational implementation of the Kalman filter and discuss the computational tools that we will need to derive a fast Kalman filter. Then we derive the fast Kalman filter treating the case of time-invariant measurement operator and then extending our approach to the time-varying measurement operator. In section 3, we show how to compute several measures of uncertainty based on the a posteriori state covariance matrix. Furthermore, we show how to compute conditional realizations that can be propagated efficiently in time. Finally, in section 4 we describe the synthetic travel time tomography data assimilation problem and show the performance of our algorithm in comparison to the standard Kalman filter and the Ensemble Kalman Filter. We will demonstrate that the performance of our algorithm has a comparable accuracy to the standard Kalman filter but has a significantly superior computational performance.
Fast Kalman filter

Problem statement
Let us begin by reviewing the standard implementation of the Kalman filter [18] . We denote by s k and y k the state variable and observations at step k. We assume that s k and y k satisfy the following dynamical system
The system noise w k is modeled as a Gaussian process with zero mean and covariance Γ sys . H k is the observation matrix, also called the measurement operator. The measurements y k are assumed to be corrupted by noise, which we model as a Gaussian with zero mean and covariance Γ noise .
The Kalman filter [18] is often written out in two stages: 1) prediction stage, in which the state estimate at the previous time step is used to produce an estimate of the state at the current time step, and 2) update stage, in which the prediction is combined with the observation to refine the state estimate. Letŝ k2|k1 and Σ k2|k1 denote the estimate and covariance (respectively) at step k 2 given information till step k 1 . The equations for the Kalman filter can be summarized as,
Algorithm 1 Standard implementation of Kalman Filter Predictŝ
Here, in step (3), S k is known as the residual covariance and in step (4), K k is known as the Kalman gain matrix. We also define the dimension of the state variables n s and the number of measurements per time step as n m . We also summarize the computational costs of each step of the Kalman filter, which retains only the leading order terms of n s with the assumption that the number of measurements per time step n m is much smaller than the dimension of the state variables n s , i.e. n m n s . This is typically the case in under-determined inverse problems. Assumptions: We now state the assumptions that we make in our fast algorithm. The state transition matrix F k is assumed to be the identity matrix, i.e. F k = I. This assumption is known in the literature as the random walk forecast model. This model is useful in practical applications in which data is acquired at a rapid ratewhen changes in states between times when data is obtained are small that they can approximated by a random walk process, denoted by w k . An immediate consequence of this assumption is that it lowers the computational cost in equation for prediction (2) from O(n 3 s ) to O(n 2 s ). Furthermore, we assume that the system noise w k follows the same distribution w k ∼ N (0, Γ sys ) at each step.
Our method will be sufficiently general that we can handle time-varying measurement operator H k . In particular, even the dimensions of y k will be allowed to vary at each step. However, to describe the general approach it will be convenient to let H k = H. We will relax this assumption later in section. As stated earlier, we also assume that the number of measurements, i.e., the dimension of y k is small compared to the dimension of the state variable which is assumed to be O(10 6 ) or higher [20] .
Computational tools
Efficient representation of covariance matrices
The system noise covariance matrix Γ sys is usually specified in terms of a covariance kernel κ(·, ·) with entries Γ sys (i, j) = κ(x i , x j ). A popular choice for κ(·, ·) is from the Matérn family of covariance kernels.
where, r = x − y 2 , Γ is the Gamma function, K ν (·) is the modified Bessel function of the second kind of order ν. Equation (7) takes special forms for certain parameters ν. For example, when ν = 1/2, C α,ν corresponds to the exponential covariance function, ν = 1/2 + n where n is an integer, C α,ν is the product of an exponential covariance and a polynomial of order n. In the limit as ν → ∞, and for appropriate scaling of α, C α,ν converges to the Gaussian covariance kernel. For stationary or translational invariant covariance kernels with points located on a regular equispaced grid, the computational cost for matrix-vector products (henceforth referred to as MVPs) involving the prior covariance matrices can be reduced from O(n 2 s ) using the naive approach, to O(n s log n s ) by exploiting the connection between Toeplitz structure in 1D or Block-Toeplitz structure in 2D etc, and the Fast Fourier Transform (FFT) [22] . For irregular grids, it can be shown that the cost for approximate matrix-vector products (MVPs) involving the prior covariance matrix Γ sys can be reduced to O(n s log n s ) using Hierarchical matrices [30] or O(n s ) using H 2 -matrices or the Fast Multipole Method (FMM) [2] . In this work, we will use the Hierarchical matrix approach originally developed by Hackbusch and co-authors [4, 16] and applied to dense covariance matrices in [30, 27, 29, 26] .
For forming MVPs Γ −1 sys x, we use an iterative solver such as GMRES with a preconditioner that employs approximate cardinal functions based on local centers and special points [3] . The cost of constructing the preconditioner is O(n s ) or O(n s log n s ). Assuming that the number of iterations is independent of the size of the system, the cost of inverting the prior covariance matrix, i.e. forming Γ −1 sys x is also O(n iter n s ) or O(n iter n s log n s ), where n iter is the number of iterations required to converge to the desired tolerance. In conclusion, the cost for forming Γ sys x and Γ −1 sys x is O(n s log γ n s ), where γ ∈ {0, 1} is a constant depending on the method chosen.
Low rank representation
We consider the generalized eigenvalue problem (also see figure 1 )
Since both matrices H red
noise H and Γ sys are symmetric and Γ sys is symmetric positive definite, we have the following generalized eigendecomposition
Further properties of this decomposition have also been considered in [10, 29] . In general, the rank of this eigendecomposition is min{n m , n s }. By the assumption that we have made, the number of measurements n m is much smaller than the number of state variables n s , i.e., n m n s . This implies that the eigenvalue problem H red x = λΓ −1 sys x has a low numerical rank and be efficiently computed. An efficient algorithm for computing the generalized Hermitian eigendecomposition has been proposed in [28] , that avoids forming expensive matrix-vector Figure 1 : Visual representation of the generalized eigenvalue problem described in equation (8) .
The matrix Γ sys is assumed to be approximated by a H-matrix.
products with Γ 1/2 sys or its inverse Γ −1/2 sys (this is also summarized in the appendix B. However, we have chosen to use [28, algorithms 3,4] . For further details, the reader is referred to [28] .
For many ill-posed inverse problems, the approximate numerical rank r of the eigenvalue problem, H red x = λΓ −1 sys x, is small and independent of the problem size, i.e., the number of state variables. The generalized eigendecomposition combines information from the prior and the reduced Hessian and takes advantage of the eigenvalue decay in one (or both) matriceswhen the reduced Hessian has rapidly decaying eigenvalues, or the prior is of smoothing type. Analytical evidence for the eigenvalue decay of the reduced Hessian H red is provided in [14] in the context of advection-diffusion based inverse problems and in [5, 6] for inverse scattering problems. For the case of system noise covariance matrices Γ sys , the eigenvalue spectrum is known to decay rapidly when the covariance kernels are smooth [32] . The r retained eigenvectors are the modes along which the parameter field is informed by a combination of the data and the prior. Typically the data and prior are informative about the low-frequency modes and as a result local information and fine scale information is hard to recover from the data. In such cases, the rank of the eigendecomposition r satisfies the following inequality r ≤ min{n m , n s }.
Fast Kalman Filter for measurement operators H k = H
In this section, we describe an efficient algorithm for the Kalman filter based on an efficient representation and update of the state covariance matrix Σ k|k . We make the assumption that the measurement operator H k does not change. In the situation with small number of measurements, we demonstrate that the updates for the Kalman filter can be computed efficiently in O(n s ) or O(n s log n s ). Our approach is as follows: we first construct an educated guess for the form that Σ k|k should take at each time step, and then demonstrate by an inductive argument that the form is preserved at the next time step and can be efficiently calculated. We will consider the constant H case separately since the main idea is easier to explain and this special case is important because the resulting update is numerically exact.
Algorithm 2 Fast Kalman Filter for random walk forecast model
Require: Measurement operator H and measurements y k for k = 1, . . . , N t , system noise covariance Γ sys and measurement noise Γ noise a 1: Compute the generalized eigendecomposition
We start with the following ansatz for an efficient representation of the a posteriori estimate covariance matrix Σ k|k
Visual representation of the efficient representation of the state covariance matrix Σ k|k as the weighted sum of the system noise covariance matrix Γ sys and a low-rank perturbation term
In this section the matrices W k are chosen to be the eigenmodes of the generalized eigenvalue problem described in equation (8), i.e. W k = U . This representation (also see figure 2 ) assumes that the a posteriori estimate covariance matrix Σ k|k can be written as a weighted combination of two terms -the system noise covariance matrix and a low-rank term term that contains eigenvectors of the generalized eigenvectors of the eigenvalue problem described in (9) . We will show that with this ansatz, the a priori estimate covariance matrix Σ k+1|k and a posteriori estimate covariance matrix Σ k+1|k+1 can be written in a similar form as equation (10) with updated weights α k+1 and D k+1 . The advantage with this is representation is two-fold -first, it provides an efficient representation of Σ k|k since Γ sys can be efficiently using, for example, the H-matrix approach in N s log β N s or O(n s ) [30, 27, 2] and secondly, as we will show, the weights α k+1 and D k+1 can be efficiently updated in a cost O(r), where r is the rank of the low-rank representation.
Plugging the ansatz of equation (10), into the prediction equation (2), we obtain the following representation
Recall that the above relation holds because F k = I, which corresponds to the random walk forecast model. Further, observe that the covariance matrix Σ k+1|k is of the same form as our assumption for Σ k|k . Now, consider the filtering equation in (2) . Plugging in the representation for Σ k+1|k , we have
Next, we plug in the eigendecomposition in (9) into the above expression to yield
We have used the identity that
is the updated coefficient. Note that despite the complicated expression for D k+1 , it is still a diagonal matrix. The inductive proof is completed by making the assumption that Σ 0|0 = α 0 Γ sys which is trivially of the form in equation (10) .
The algorithm for computing the updatesŝ k|k and Σ k|k is summarized in algorithm 2 and the relevant computational costs at each time step are discussed in algorithm 3.
Algorithm 3 Fast Kalman Filter for Random Walk Forecast Model Predictŝ
Update
2.4 The case where
In this section, we will relax the assumption that the measurement operator is constant at each step. Essentially, we now need to compute a new low-rank decomposition H
sys at each iteration. This can be efficiently computed using the randomized algorithm for Generalized Hermitian Eigenvalue problem described in section 2.2.2 and in the reference [28] . The measurement operator changes at each iteration; consequently, the eigenmodes along which information propagates change from iteration to iteration. As a result we expect the rank of the low-rank perturbation to grow.
Let us begin by making the ansatz that
sys W k = I and as before α k is a scalar and D k is a diagonal matrix. W k are no longer simply the generalized eigenvectors but are now updated at each step. Since the measurements do not enter into the prediction, the expression for Σ k+1|k is similar to equation (10) and is given by 
We seek an efficient representation for the matrix Σ k+1|k+1 , which we write as
The last line in the above equation is the sum of two low-rank matrices. In general, with the addition of two low-rank matrices, the rank of their sum is bounded by the sum of their ranks. In order to make the low-rank terms orthogonal with respect to the matrix Γ −1 sys , we apply algorithm 5 (described in the appendix A) as
where, for convenience we defineD k
Finally, we can express apply the Sherman-Morrison-Woodbury identity to the matrix Σ k+1|k+1 as
where, W k+1
We have therefore shown that every subsequent iterate using the Kalman update can be written in the form of the ansatz
One possibility is that the number of measurements per time step is small as well as the number of time steps over which the Kalman filter is applied. Another practical situation is that the spectrum of the GHEP defined in equation (8) (that combines the spectral decay in the measurement operator and system noise covariance matrix) decays rapidly. Furthermore, with each iteration the eigenmodes of the GHEP may be aligned; as a result, the effective rank of the low-rank perturbation grows at a slower rate than the number of measurements up to a given time. This is resulted by the results in section 4.2. In summary, the computational cost of updating a step is O(n s log n s + r 2 n s ), where r is the rank of the perturbation.
Uncertainty quantification
We have demonstrated that a low-rank perturbative approach for the state covariance matrix Σ k|k leads to an efficient representation as well as an efficient algorithm for updating the state estimate. We further demonstrate that this efficient representation is further useful in computing measures of uncertainty of the distribution. In this section, we will assume that 
Variance computation
The variance of the distribution s k ∼ N (ŝ k|k , Σ k|k ) is obtained by computing the diagonals of the matrix Σ k|k . This can be efficiently done by considering the representation of Σ k|k by the formula (10). Therefore,
The resulting computations for the variance scales as O(rn s ). A related measure of uncertainty is the A-optimality criterion, which takes the form φ A def = 1 ns Trace(AΣ k|k ). For A = I, the expression for the A-optimality criterion simplifies to
For A = I, the A-optimality criterion can be approximated using the Hutchinson trace estimate. For further details, the reader is referred to [29] .
Entropy and Relative entropy
The entropy of a random variable X with probability density function p(X) is defined as 
where, in the penultimate step we have use Sylvester's determinant lemma and used the orthogonality of U from equation (9) 
. It can be readily seen that
3.3 Sampling from the distribution s k ∼ N (ŝ k|k , Σ k|k )
By the modeling assumptions that we have made thus far, the system state vector is normally distributed at each iteration k with the distribution completely specified by the meanŝ k|k and covariance Σ k|k . However, it is difficult to visualize this large matrix. We have shown previously that the statistics of this distribution can be summarized using a few notions of uncertainty. An alternative way to make sense of this distribution, to study and visualize the uncertainty, is to draw samples from the distribution corresponding to the current estimate of the state, namely N (ŝ k|k , Σ k|k ). Drawing conditional samples is extremely beneficial in analyzing different possible scenarios which are equally "likely". In general, in the absence of an efficient representation for Σ k|k , sampling from this distribution requires the computation of the Cholesky factorization of a dense matrix. This is computationally expensive as the computational cost scales as O(n 3 s ). However, in this section we propose an efficient sampling technique based on the efficient representation of the state covariance matrix Σ k|k . We follow the approach described in [7] .
Suppose there exists a factorization of Σ k|k = LL T , then the samples can be computed as
It remains to be shown how to construct such a factorization. We can factorize Σ k|k as
sys U k and with the observation that the columns of W are orthonormal, we consider the matrix I − W D k W T which is a low-rank perturbation of the identity matrix
A straightforward calculation shows that the above identity holds true when Σ satisfies the matrix quadratic equation
With Σ computed as above, define L as
It can be readily verified that L satisfies Σ k|k = LL T , and is therefore an approximate square-root of Σ k|k .
As can be readily seen, sampling from N (ŝ k|k , Σ k|k ) requires products with Γ [9, 11] or rational approximations and contour integrals [17] . However, the convergence of polynomial approximations is only algebraic when the smallest eigenvalue is close to zero. Rational approximations and contour integral based methods do not suffer from the same problem, however they require solutions of a number of shifted systems totaling O(log κ(Γ sys )), where κ(·) is the condition number. Although the number of systems to be solved is often small, even for ill-conditioned problems, solving each system can be expensive in practice.
If we restrict ourselves to understanding how uncertainty propagates by studying how the conditional sample corresponding to the same realization change over time, then we need to compute MVPs Γ 1/2 sys ε and Γ −1/2 sys ε only once per realization. As a result, it can be treated as a pre-computation. The ability to efficiently propagate realizations makes it similar to the Ensemble Kalman Filter, in which an ensemble of realizations are propagated at each iteration. In this sense, we claim that our approach combines the optimality (in terms of accuracy) of the original Kalman Filter with the computational advantages of the ensemble based approach.
4 Numerical Experiments 4.1 Application: CO 2 monitoring
Problem setup
In this application, we consider a synthetic setup of cross-well tomography. The goal is to the image the slowness in the medium -slowness is defined as the reciprocal of seismic velocity. A detailed reservoir model was built for the Frio-II brine pilot CO 2 injection experiment using TOUGH2 [25] . CO 2 was injected into a brine aquifer and the simulation predicted the spatial distributions of CO 2 and pressure over 5 days. CO 2 can be monitored seismically by mapping the time-varying CO 2 -induced velocity reductions from measurements of travel-time delays. Each source-receiver pair generates one measurement and therefore, there are n y = n rec n sou measurements. Here n rec is the number of receivers and n sou are the number of sources. In this application, we pick n sou = 6 and n rec = 48 and synthetic travel-time delay measurements are obtained every 3 hours. The domain is discretized into a sequence of grids of sizes 59×55, 117×109 and 234 × 219. Within each cell, the slowness is assumed to be constant. Therefore, the time taken from the source to the receiver is a weighted sum of the slowness in the cell, weighted by the length of the ray within the cell. The acquisition geometry is the same as in [20] and remains fixed during the monitoring experiment.
The travel times are obtained by integrating the slowness along the ray path on which the seismic waves propagate. As a first order approximation, the seismic wave is modeled as traveling along a straight line from the sources to the receivers without reflections or refractions. the measurement takes the following form
where, y t are the observed (synthetic) travel times, s is the slowness that we are interested in imaging and H is the measurement operator, whose rows correspond to each source-receiver pair and are constructed such that their inner product with the slowness would result in the travel time. It is represented as a sparse matrix with O(n m √ n s ) non-zero entries -each row has O( √ n s ) entries and there are n m measurements. CO 2 -induced low velocity zone is imaged from travel-time delays ∆y t relative to the baseline travel-time, which can be obtained by subtracting the baseline travel-time from the measurement equation 19. That is, ∆y t = H∆s t . The variable of interest ∆s t is the perturbation of the background slowness at time step t. The differential tomography approach applies spatial and temporal regularizations directly on the slowness perturbations instead of slowness itself. Further details about the synthetic setup can be found in the following references [2, 20] and will not be described here.
Other parameters chosen for the reconstruction are as follows. The covariance kernel is chosen to be κ(r) = θ exp − r p l p , with p = 1/2 and θ = 10 −4 . We also assume that Γ noise = σ 2 I with σ 2 = 2 × 10 −4 . The same noise is added to the measurements. We assume that no CO 2 is present before the injection, and as a result we assume that s 0 = Σ 0|0 = 0. was used in the construction of the H-matrix-matrix. See [27] for further details.
Assimilation results
We now discuss the computational costs associated with performing the assimilation for each measurement time step for various problem sizes for grids varying from 59 × 55, 117 × 109 and 234 × 219. The Fast Kalman Filter that we propose has computational costs which include an offline stage and an online stage. In the offline stage, the computational costs consist of the time spent in constructing the Hierarchical matrix and the time spent in computing the eigenmodes of the generalized eigenvalue problem
noise Hx = λΓ −1 sys x. The cost for constructing the Hmatrix scales as O(k 2 n s ) where k is the block-wise rank chosen such that the relative Frobenius norm is ε. Further, since computing matrix-vector products with Γ sys and Γ −1 sys scale as O(kn s ) and H is a sparse matrix, the resulting cost of computing the dominant eigenmodes also scale as O(n s ). This is confirmed by the plots in figure 4 . The online computational costs of the fast Kalman filter is also O(n s ) and is summarized in algorithm 3.
Comparisons are performed against the standard Kalman filter (KF), Ensemble Kalman Filter (EnKF) 2 and the fast Kalman Filter proposed in [20] (CEKF) and the fast Kalman Filter proposed in this paper (FKF). The errors are displayed in figure 6 and the computational costs are displayed in figure 7 . As mentioned earlier, the storage and computational costs of the standard implementation of the Kalman Filter scales as O(n 2 s ). At the finest scale, the cost for a single assimilation step using the standard Kalman Filter requires over 4 hours, whereas using our fast algorithm it requires only a few seconds. The computational and storage cost of EnKF also scale linearly with the number of unknowns, as it propagates errors using an ensemble consists of N realizations of state vectors of size n s instead of a large covariance matrix. However, the number of realizations required to provide reasonable solutions is very high and this results in higher storage and computational costs. In CEKF, the cross-covariance Σ k|k H T is propagated between iterations and as a result, both the storage and computational costs for CEKF scale as O(n m n s ). The Fast Kalman Filter proposed in this paper also enjoys the same storage and computational costs as CEKF proposed in [20] . Figure 6 compares the error between the proposed fast Kalman filter (FKF) against the It can be seen that the error of the FKF is comparable with the error of the KF. If all the eigenvalues were computed accurately this error would be close to machine precision. However, the randomized algorithm trades computational efficiency for accuracy (a further description is available in appendix B. On the other hand, the Ensemble Kalman filter has low accuracy compared to the KF and the FKF even with 1000 ensembles. This is because the matrix Γ sys does not have rapidly decaying eigenvalues and therefore a large number of ensembles are necessary to produce an accurate representation. The results are only compared on the coarsest grid because computing the ensembles can be expensive 3 . This is another shortcoming of the Ensemble based approach.
We now address the issue of uncertainty quantification using the Kalman filter. In figure 8 , the estimated variance is plotted as a function of position, 30 hours after injection. The variance is computed as the diagonals of the covariance matrix Σ k|k . The variance is higher in regions that are not under the ray coverage. Another way to visualize the posterior covariance matrix Σ k|k to understand the uncertainty and variability, is to visualize realizations from the distribution. In figure 9 , we plot samples from the distribution at 3, 30 and 60 hours. The MVPs Γ 
Extended Kalman Filter
In the previous subsection, we assumed that the measurement operator is time-invariant, i.e. H k = H for all time steps k = 1, . . . , N t . In terms of the application discussed, this is a consequence of the fact that the sources and receiver locations do not change with time. In order to demonstrate that our algorithm can be extended to the more general setting, i.e. H k changes with time, we consider a nonlinear transformation with repeated linearizations of the state, resulting in different measurement operators at each time step. We consider the following class of nonlinear transformations, where, α is a positive parameter that controls the degree of nonlinearity of the transformation. The above transformation is known as Box-Cox transformation and is a useful mathematical tool for enforcing the non-negativity constraint. Another frequently used transformation iŝ s = log(s). In fact, in the limit α → ∞, we have that α(s 1/α − 1) → log(s). The logarithm transformation encounters difficulties when the parameter s is zero. As a result we prefer the power transformation with high values of α since s is constrained to be non-negative and the mapping between s andŝ is one-to-one. In the context of our application, since we are estimating the concentration of CO 2 , this nonlinear transformation ensures that the reconstruction of the concentration remains positive leading to a more physically "realistic" situation.
We assume that the CO 2 concentration s k and the seismic travel time measurements y k satisfy the following dynamical system
As before, we make the random-walk assumption i.e., F k = I. Since the operator is nonlinear whenever α = 1, the Kalman Filter approach cannot be used directly and we need to adopt an Extended Kalman Filter approach. Essentially, the nonlinear measurement operator is linearized about the current estimate using Taylor series expansion. We have
As a result, we make the following modification in the update of the state vectorŝ k+1|k+1 and the posterior covariance matrix Σ k+1|k+1 . The final algorithm is summarized in algorithm 4.
The results of the algorithm 4 on the same application described in section 4.1.1 is presented in figure 10 . The nonlinear transformation described in equation (20) 
Compute the Jacobian H k = ∂h ∂s s k = Hdiag ∂s ∂ŝ ŝ k|k
4:
Compute the generalized eigendecomposition
Compute previous section) and we expect the eigenvalues of the generalized eigenvalue problem (8) to decay more rapidly, resulting in a more efficient representation of the state covariance matrix Σ k|k . A relative tolerance of 10 −5 was used to truncate the effective rank of W k . The full rank of the perturbative term grows linearly as n m × t, where t is the number of time-steps elapsed and n m = 288 is the number of measurements per time-step. As can be seen the effective rank of the low-rank perturbation increases steadily and then reaches a plateau because no additional information in terms of eigenmodes comes through the combination of the measurement operator H k and the system noise covariance Γ sys . Further, the error in the first few linearization steps is high because the linearization about the initial field (assumed to be zero everywhere) is erroneous and the error decrease when additional information enters the assimilation algorithm. Furthermore, the error is comparable to the Kalman Filter which has already been reported in figure 6 .
We conclude this section with a discussion on the computational cost of the proposed fast algorithm for the Extended Kalman filter. Several components are necessary for efficient application of algorithm 4 -1) the computational cost of the generalized eigenvalue problem at every iteration in equation (8) needs to be scalable, 2) the rank of the low-rank perturbative matrix needs to be bounded and 3) the efficient truncation of the low-rank addition described in 5. We have already demonstrated the scalability of the eigenvalue calculations and the bounded effective rank of the low-rank perturbation. In summary, the computational cost of updating a step is O(n s log n s + r 2 n s ), where r is the rank of the perturbation. However, the algorithm 5 requires repeated application involving the inverse of Γ sys . This computation is also scalable as O(n s log n s ) because of the arguments made in section 2.2.1; however, the pre-factor in front of the computation is extremely high. Further research is necessary to develop an implementation with a lower pre-factor making it competitive. This issue will be further explored in a forthcoming paper [31] and will not be discussed further here.
Conclusions
We have presented a fast algorithm for updating the estimate of system state and the associated uncertainty for an application arising from monitoring CO 2 plumes in the subsurface using time-lapse seismic signals. The key step was an efficient representation of the state covariance matrix as a low-rank perturbation of the system noise covariance matrix which is appropriately weighted. The low-rank perturbation combines information about the measurement operator and the system noise covariance matrix by solving a generalized eigenvalue problem that takes advantage of the eigenvalue decay in one or both matrices. When the measurement operator is time-invariant, the weights associated with the representation can be efficiently updated at negligible cost since additional information only propagates through the dominant eigenmodes of the generalized eigenvalue problem, which have been precomputed. When the measurement operator changes in time, the additional information can be incorporated by computing the generalized eigendecomposition at each time step. Consequently, the rank of the low-rank perturbation grows linearly. In order to alleviate the computational burden we have proposed a method to truncate the rank of the perturbation. The resulting algorithm (although expensive) still scales almost linearly with the number of state variables. The additional advantage of this efficient representation of the state covariance matrix is the ability to efficiently compute various uncertainty measures which are scalar functions of the state covariance matrix. These have been discussed in section 3. We have demonstrated the scalability and accuracy of our algorithm by means of numerical examples.
In future work, we would like to consider an extension of our ideas to dynamical systems beyond the random walk assumption, that is situations in which the state transition matrices are not identity. However, we think this approach is promising for large scale data assimilation of more general dynamical systems. One possible avenue is the use of Hierarchical matrix arithmetic to approximate expensive matrix-matrix products such in the prediction step Σ k+1|k = F k Σ k|k F T k + Γ sys which can be done in almost linear time. This would be feasible when all the relevant matrices are in the H-matrix of H 2 -matrix format. The extension of these ideas to other data assimilation methods such as 4D-Var data assimilation would also be interesting to consider.
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A Adding low-rank matrices
In this appendix we derive an efficient algorithm for adding low rank matrices such that the resulting low rank representation is a generalized eigendecomposition. This will be useful in section 2.4. Consider two low rank matrices U D U U T and V D V V T where U and V satisfy U T BU = I and V T BV = I and D U and D V are diagonal matrices. We want to represent the result of adding two low rank matrices
In general, adding two low rank matrices will produce a low rank matrix whose rank is the sum of the ranks of low rank matrices. In order to make the representation more efficient, we consider truncating the singular values that are below a certain threshold. The algorithm is summarized in 5. 
Truncate eigenvalues below the tolerance. sys x in order to compute the dominant eigenmodes. This problem has been previously developed in the following references [28, 29, 26] . For the sake of completion, we reproduce the section on solving the GHEP from [26, chapter 6, section 6.5].
We briefly review the randomized algorithm described in [28] for computing dominant eigenmodes of the GHEP Ax = λBx. In the context of solving the problem (8), we have A sys . The key observation is that the matrix C def = B −1 A is symmetric with respect to the B-inner product < x, y > B = y T Bx. Suppose we wanted to compute the k largest generalized eigenpairs of Ax = λBx. We assume that B −1 x is easier to compute than Bx. This is certainly the case since B = Γ −1 sys . The randomized algorithm 6 calculates a matrix Q, which is B-orthonormal and approximately spans the column space of C, i.e. satisfies the following error bound (I − QQ * B)C B ≤ ε. Given such a matrix Q, it can be shown that A ≈ (BQ)(Q * AQ)(BQ) * B ≤ 2ε, i.e. A ≈ (BQ)(Q * AQ)(BQ) * . As a result, a symmetric rank-k approximation can be computed, from which the approximate eigendecomposition can be computed.
To produce a symmetric rank-k approximation, the algorithm proceeds as follows: first, we sample a matrix with entries randomly chosen from N (0, 1), Ω ∈ R n×r . We choose r = k + p, where p is an oversampling factor, which we choose to be 20. FormȲ = AΩ. Then, we compute the QR factorization ofȲ =QR such thatQ * B −1Q = I. This can be accomplished by modified
Gram-Schmidt algorithm with < ·, · > B −1 inner products. Then, compute Q def = B −1Q which is now B-orthonormal. Then, we form T def = Q * AQ and compute its eigenvalue decomposition T = SΛS * . We then have the approximate generalized eigendecomposition
Here, U is also B-orthonormal. The cost for computing the k-largest modes just involves 2r MVPs with A and 2r MVPs with B −1 and an additional cost that is O(r 2 n). The cost of a second round of MVPs with A while computing T can be avoided using the following observation:
Therefore, T can be computed as T ≈ (Ω * Q ) −1 (Ω * Ȳ )(Q * Ω) −1 . This is summarized in algorithm 6.
The efficiency and accuracy of this algorithm has been studied for several test problems and the reader is referred to [28] . Here we summarize the main conclusions. The error in the low-rank approximation is (I − QQ * B)B −1 A B ≤ c B where, c is a constant that depends on n, k and p and is independent of the spectrum of the matrices. σ B,k+1 is the (k + 1)-th generalized singular value of the matrix B −1 A. Since it is hard to compute the generalized singular values, an randomized estimator for the error in the low-rank Algorithm 6 Randomized algorithm for GHEP Require: matrices A, B and Ω ∈ R n×(k+p) is a Gaussian random matrix. Here A, B ∈ C n×n , k is the desired rank, p ∼ 20 is an oversampling factor. . This result states that the accuracy in the eigenvalue/eigenvector calculations depends not only on the accuracy of the low-rank representations but also on the spectral gap δ. When the eigenvalues are clustered, the spectral gap is small and the eigenvalue calculations are accurate as long as the error in the low-rank representation is small. However, in this case the resulting eigenvector calculations maybe inaccurate because the parameter δ appears in the denominator for the approximation of the angle between the true and approximate eigenvector.
