Abstract. Using previous results concerning the rank two and rank three cases, all connected simply connected Cartan schemes for which the real roots form a finite irreducible root system of arbitrary rank are determined. As a consequence one obtains the list of all crystallographic arrangements, a large subclass of the class of simplicial hyperplane arrangements. Supposing that the rank is at least three, the classification yields Cartan schemes of type A and B, an infinite family of series involving the types C and D, and 74 sporadic examples.
Introduction
In the 1970s, simplicial arrangements became a popular subject of study after Deligne [Del72] proved that the complement of a complexified finite simplicial real hyperplane arrangement is an EilenbergMacLane space of type K(π, 1) for some group π. It is known that the cohomology ring of such a space coincides with the group cohomology H * (π, Z). Previously, Brieskorn [Bri71] had identified the fundamental groups of complements of complexified Coxeter arrangements as pure Artin braid groups. In 1980, the result of Brieskorn was extended to all real simplicial arrangements by Orlik and Solomon [OS80] based on algebraic constructions of lattices which are related to Bac lawskis work on geometric lattices [Bac75] .
Simplicial arrangements in the real projective plane were introduced by Melchior [Mel41] in 1941. Their classification remained so far an open problem. Grünbaum [Grü09] provides a conjecturally complete list which contains three infinite series and a large number of exceptional examples. In higher dimensional spaces only a few examples of simplicial arrangements are known.
Let A be a simplicial arrangement of finitely many real hyperplanes in a Euclidean space V and let R be a set of nonzero covectors such that A = {α ⊥ | α ∈ R}. Assume that Rα ∩ R = {±α} for all α ∈ R. The pair (A, R) is called crystallographic, see [Cun10, Def. 2 .3], if for any chamber K the elements of R are integer linear combinations of the covectors defining the walls of K. For example, crystallographic Coxeter groups give rise to crystallographic arrangements in this sense, but there are many other. In this paper we solve the natural problem of classifying crystallographic arrangements by considering Cartan schemes, their root systems, and their Weyl groupoids.
Weyl groupoids have been introduced by the second author in [Hec06] to obtain finiteness properties of Nichols algebras of diagonal type. The Weyl groupoid provides simplification, generalization, and unification of related finiteness results by Rosso [Ros98] and Andruskiewitsch and Schneider [AS00] . A very general definition of the Weyl groupoid of a Nichols algebra and the necessary structural results have been obtained by Andruskiewitsch, Schneider, and the second author in [AHS10] . An axiomatic approach to Weyl groupoids via Cartan schemes and root systems was developed in a series of papers by Yamane and the authors [HY08, CH09c, CH09b, CH10] . For historical and practical reasons, the emphasis was put on connected simply connected Cartan schemes such that the real roots form a finite irreducible root system. Such Cartan schemes will be called coscorf Cartan schemes.
The connection to simplicial arrangements was established successively in [CH10, HW10, Cun10] . If the real roots of a connected Cartan scheme form a finite irreducible root system, then they define a simplicial arrangement similarly as in the construction in [Hum90, Sect. 1.15] for Coxeter groups. This was first observed in [CH10] in the case of rank three and then proved in full generality in [HW10] . The final step was achieved in [CH10] where it was shown that crystallographic arrangements can be described axiomatically as coscorf Cartan schemes. Therefore it is natural to try a classification of simplicial arrangements via Cartan schemes.
Coscorf Cartan schemes of rank at most three have been classified by the authors, see [CH09b] and [CH10] . The classification of rank two is surprisingly nice: There is a natural bijection between the set of coscorf Cartan schemes of rank two with 2n objects and the triangulations of a convex n-gon by non-intersecting diagonals [CH09a] . In contrast, up to equivalence there are only finitely many coscorf Cartan schemes of rank three. In the present paper we treat the general case. Our main result is the following. Theorem 1.1. There are exactly three families of connected simply connected Cartan schemes for which the real roots form a finite irreducible root system:
(1) The family of Cartan schemes of rank two parametrized by triangulations of a convex n-gon by non-intersecting diagonals. (2) For each rank r > 2, the standard Cartan schemes of type A r , B r , C r and D r , and a series of r − 1 further Cartan schemes described explicitly in Thm. 3.21. (3) A family consisting of 74 further "sporadic" Cartan schemes (including those of type F 4 , E 6 , E 7 and E 8 ).
Remark 1.2. We classify connected simply connected Cartan schemes C up to equivalence in the sense of [CH09c, Def. 2.1], such that R re (C) is a finite root system of type C. To obtain a classification of connected Cartan schemes such that R re (C) is a finite root system, one additionally has to classify quotients (inverse of coverings) of simply connected Cartan schemes, which amounts to classify all subgroups of the automorphism group of the minimal quotient of C, see Def. 2.9.
As mentioned above, the result is known for Cartan schemes of rank at most three. We split the proof of the remaining part of the theorem in two cases depending on the rank.
We obtain the classification in rank r, 3 < r ≤ 8 by an algorithm which enumerates all root systems of coscorf Cartan schemes. We use the knowledge of rank three as a starting point and then inductively classify coscorf Cartan schemes of rank r using the classification of coscorf Cartan schemes of rank r − 1. The structure of the algorithm is similar to the one given in [CH10] , but additional algorithmic ideas and further improvements of the computational techniques are needed to make the implementation practicable.
The classification in rank greater than eight mainly relies on the analysis of the Dynkin diagrams corresponding to the Cartan matrices of the Cartan schemes. The simplicity of the arguments suggests a similar approach for the Cartan schemes of lower rank. However, this is misleading, since in lower rank there are many sporadic examples making the argumentations much more difficult. In particular, single Cartan matrices of non-standard sporadic Cartan schemes contain only little information about the roots at the corresponding object.
This paper is organized as follows. In Section 2 we repeat the definitions of Cartan schemes, Weyl groupoids, root systems and crystallographic arrangements. Section 3 is divided into two subsections: In the first one we determine the Dynkin diagrams of finite Weyl groupoids of rank greater than eight. In the second subsection we give an explicit description of the root systems of all coscorf Cartan schemes of rank greater than eight which are not standard, i.e. which have at least two different Cartan matrices. In Section 4 we describe an algorithm which enumerates all coscorf Cartan schemes of rank at most eight. In the appendix we collect invariants of coscorf Cartan schemes. Finally we give a list of root systems that contains for each sporadic example the roots of precisely one object. We explain in which sense this object is canonical.
2. Weyl groupoids and crystallographic arrangements 2.1. Cartan schemes and root systems. We briefly recall the notions of Cartan schemes, Weyl groupoids and root systems, following [CH09c, CH09b] . The foundations of the general theory have been developed in [HY08] using a somewhat different terminology.
Definition 2.1. Let I be a non-empty finite set and {α i | i ∈ I} the standard basis of Z I . By [Kac90, §1.1] a generalized Cartan matrix C = (c ij ) i,j∈I is a matrix in Z I×I such that (M1) c ii = 2 and c jk ≤ 0 for all i, j, k ∈ I with j = k, (M2) if i, j ∈ I and c ij = 0, then c ji = 0. Definition 2.2. Let A be a non-empty set, ρ i : A → A a map for all i ∈ I, and C a = (c a jk ) j,k∈I a generalized Cartan matrix in Z I×I for all a ∈ A. The quadruple
for all a ∈ A and i, j ∈ I.
The Weyl groupoid of C is the category W(C) such that Ob(W(C)) = A and the morphisms are compositions of maps σ a i with i ∈ I and a ∈ A, where σ a i is considered as an element in Hom(a, ρ i (a)). The category W(C) is a groupoid in the sense that all morphisms are isomorphisms.
As above, for notational convenience we will often neglect upper indices referring to elements of A if they are uniquely determined by the context. For example, the morphism σ
The cardinality of I is termed the rank of W(C).
Definition 2.4. A Cartan scheme is called connected if its Weyl groupoid is connected, that is, if for all a, b ∈ A there exists w ∈ Hom(a, b). The Cartan scheme is called simply connected, if Hom(a, a) = {id a } for all a ∈ A.
Two Cartan schemes C = C(I, A, (ρ i ) i∈I , (C a ) a∈A ) and
for all i, j ∈ I and a ∈ A. We write then C ∼ = C ′ .
Let C be a Cartan scheme. For all a ∈ A let
The elements of the set (R re ) a are called real roots (at a). The pair
a , where a ∈ A, is called positive (resp. negative) if α ∈ N I 0 (resp. α ∈ −N I 0 ). In contrast to real roots associated to a single generalized Cartan matrix, (R re ) a may contain elements which are neither positive nor negative. A good general theory, which is relevant for example for the study of Nichols algebras, can be obtained if (R re ) a satisfies additional properties.
Definition 2.5. Let C = C(I, A, (ρ i ) i∈I , (C a ) a∈A ) be a Cartan scheme. For all a ∈ A let R a ⊆ Z I , and define m a i,j = |R a ∩ (N 0 α i + N 0 α j )| for all i, j ∈ I and a ∈ A. We say that
is a root system of type C, if it satisfies the following axioms.
The axioms (R2) and (R3) are always fulfilled for R re . The root system R is called finite if for all a ∈ A the set R a is finite. By [CH09c, Prop. 2.12], if R is a finite root system of type C, then R = R re , and hence R re is a root system of type C in that case. In [CH09c, Def. 4 .3] the concept of an irreducible root system of type C was defined. By [CH09c, Prop. 4 .6], if C is a Cartan scheme and R is a finite root system of type C, then R is irreducible if and only if for all a ∈ A the generalized Cartan matrix C a is indecomposable. If C is also connected, then it suffices to require that there exists a ∈ A such that C a is indecomposable.
2.2. Coscorf Cartan schemes and arrangements.
Definition 2.6. In this article, we will abbreviate a connected simply connected Cartan scheme for which the real roots form a finite root system by a coscorf Cartan scheme (connected simply connected, real roots, finite).
Although we will not need it, we reproduce the definition of a crystallographic arrangement [Cun10, Def. 2.3] because it demonstrates how large the class of arrangements which we classify actually is.
Definition 2.7. Let (A, V ) be a simplicial arrangement and R ⊆ V a finite set such that A = {α ⊥ | α ∈ R} and Rα ∩ R = {±α} for all α ∈ R. For a chamber K of A let B K denote the set of normal vectors in R of the walls of K pointing to the inside. We call (A, R) a crystallographic arrangement if (I) R ⊆ α∈B K Zα for all chambers K.
As mentioned in the introduction, by [Cun10, Thm. 1.1] all results on coscorf Cartan schemes directly apply to crystallographic arrangements:
Theorem 2.8. There is a one-to-one correspondence between crystallographic arrangements and coscorf Cartan schemes (up to equivalence on both sides).
Definition 2.9. Let C be a coscorf Cartan scheme and a ∈ A. Then we call
the automorphism group of C at a. This is a finite subgroup of Aut(Z r ) because the number of all morphisms is finite. Since C is connected, Aut(C, a) ∼ = Aut(C, b) for all a, b ∈ A. We will therefore write Aut(C) if we are only interested in the isomorphism class of the group.
Remark 2.10. If C is a coscorf Cartan scheme then it is simply connected. The automorphism group of C is the automorphism group of an object of the Cartan scheme obtained from C by identifying all objects with equal root systems (the "smallest" quotient, see [CH09b, Def. 3 .1] for the definition of coverings). If we have n objects in C and m different root systems, then m| Aut(C, a)| = n.
Diagrams.
Definition 2.11. Let r, s ∈ N with r ≤ s. We will say that a finite set Λ ⊆ Z s is a root set of rank r if there exists a Cartan scheme C of rank r and an injective linear map w : Z r → Z s such that w((R re ) a ) = Λ for some object a. We call the set {w(α 1 ), . . . , w(α r )} a base of Λ. If R(C) is irreducible, then we call Λ irreducible.
If U ≤ R r is a subspace and Lemma 2.12. Let C be a Cartan scheme and assume that R re (C) is a finite root system. Let a ∈ A, k ∈ Z, and i, j ∈ I such that i = j. Then α j + kα i ∈ (R re ) a if and only if 0 ≤ k ≤ −c a ij . Definition 2.13. To a finite set Λ ⊆ Z r we associate a matrix C Λ = (c ij ) 1≤i,j≤r given by
for 1 ≤ i, j ≤ r and i = j. The matrix C Λ is a generalized Cartan matrix and it defines linear maps σ i : Z r → Z r , i = 1, . . . , r via
Remark 2.14. For example, if C is a coscorf Cartan scheme and a ∈ A, then C a = C (R re ) a + and σ i = σ a i for i = 1, . . . , r by Lemma 2.12. Definition 2.15. As in [CH09c, Def. 3 .1], we call a coscorf Cartan scheme standard if all its Cartan matrices are equal. Note that up to coverings, W(C) is a Weyl group in this case. For an object a, we will write "a is of Dynkin type X" if its Dynkin diagram is of type X.
Finite coscorf Cartan schemes of rank > 8
In this section we use that all coscorf Cartan schemes of rank < 9 are as in Section 4, see Thm. 4.1. In particular, we have a complete list of all their Dynkin diagrams (p. 25, Figure 5 ).
3.1. The Dynkin diagrams. Recall [CH10, Cor. 2.5] which will be the key to Prop. 3.2 and Lemma 3.5:
Corollary 3.1. Let C be a Cartan scheme such that R re (C) is a finite root system. Let a ∈ A, k ∈ {1, . . . , |I|}, and let β 1 , . . . , β k ∈ R a + be linearly independent elements. Then R
and only if there exist b ∈ A, w ∈ Hom(a, b), and a permutation τ of I such that w(β i ) = α τ (i) for all i ∈ {1, . . . , k}.
Proposition 3.2. Let C be a Cartan scheme such that R re (C) is a finite root system. Let a ∈ A. Then the following are equivalent.
(
Proof. We proceed by induction on the rank r. The claim is true by [CH09a, Prop. 3 .7] for r = 2 and by [CH10, Lemma 3.12(2)] for r = 3 (alternatively one can verify this by inspecting the data in [CH10] ). Let r > 3. The implication (1) ⇒ (2) is [CH09c, Prop. 4.6]. Hence we have to show that (2) implies (1). Without loss of generality, for each i > 1 there exists j < i such that α i + α j is a root in (R re ) a . In particular α 1 + α 2 ∈ (R re ) a . Let
By Cor. 3.1 there exist b ∈ A, w ∈ Hom(a, b) such that w(β i ) ∈ {α 1 , . . . , α r } for all i = 1, . . . , r − 1. By the above assumption, if
a for some i > 2 then {α 1 , α 2 , α i } is the base of an irreducible root set and by induction α 1 +α 2 +α i ∈ (R re ) a . Thus for each i > 1 there exists j < i such that
In the sequel let C be an irreducible coscorf Cartan scheme of rank r > 8, a be an object of C and Γ the Dynkin diagram of C a . Definition 3.4. Let Γ be a Dynkin diagram and assume that it has vertices i, j such that:
(1) i and j are connected by an edge, (2) there is no vertex k / ∈ {i, j} such that (i, k) and (j, k) are edges. Let Γ ′ be the diagram obtained from Γ by removing the edge (i, j) and identifying the vertices i and j to a new vertex ℓ, i.e. the edges of
Then we call Γ ′ the contraction of Γ along (i, j).
The following lemma is a useful tool for the classification:
Lemma 3.5. Let C be an irreducible coscorf Cartan scheme of rank r > 8 and assume that there are pairwise different i 1 , . . . , i 7 ∈ I such that in Γ a , (i ν , i µ ) for ν < µ is connected if and only if µ − ν = 1, and such that (i ν , i ν+1 ) are edges (with labels 1) for all ν = 1, . . . , 6.
Then there exists an irreducible coscorf Cartan scheme
Proof. Notice first that by Lemma 3.3 there is an edge from k to i 3 if and only if k ∈ {i 2 , i 4 } and that by Fig. 5 there is an edge from k to i 4 if and only if k ∈ {i 3 , i 5 }.
By Cor. 3.1,
] for the precise definition of a parabolic subgroupoid of W(C)). For the vertices of Γ ′a ′ we use the same labels as for Γ a ; the new vertex ι −1 (α i 3 + α i 4 ) is labeled ℓ. We prove that the Dynkin diagram Γ ′a ′ is the contraction of Γ a along (i 3 , i 4 ). The subdiagram to i 1 , i 2 , ℓ, i 5 , i 6 , i 7 is of type A 6 : Let k / ∈ {i 2 , . . . , i 5 } and assume that there is a connection from For k / ∈ {i 2 , . . . , i 5 } the diagram
commutes because ι maps simple roots α m with m / ∈ {i 3 , i 4 } to simple roots and because there is no edge from k to i 3 or i 4 . By the same argument as above we obtain (3).
The following theorem classifies the possible Dynkin diagrams. If Γ has a subdiagram of type A r−1 , then using induction and Lemma 3.3, one checks that Γ is of type A r , B r , C r , D r , D ′ r orÃ r . If Γ is of typeÃ r then by Lemma 3.5, removing an edge in the middle yields an irreducible root set of rank r − 1 with a Dynkin diagram of typeÃ r−1 which is forbidden.
Similarly, if Γ has a subdiagram of type B r−1 or C r−1 , then Γ is of type B r resp. C r (notice that r − 1 > 7).
If Γ has a subdiagram of type Dynkin diagram of a coscorf Cartan scheme, thus by Lemma 3.5 this case is impossible (again, notice that r − 1 > 7). 2. The subdiagrams to the labels (r − 1, 2, . . . , r − 2, r) and (1, . . . , r − 2, r) are both of type B or C. But then by Lemma 3.5, removing an edge in the middle yields an irreducible root set of rank r − 1 with a forbidden Dynkin diagram.
Lemma 3.7. Let Γ be the Dynkin diagram of an object a in a coscorf Cartan scheme C and i ∈ I.
Let j, k ∈ I with |{i, j, k}| = 3.
(2) If i is not connected to j nor to k then the connection between j and k (including labels) is the same in Γ a and Γ ρ i (a) . (3) If i is connected to j and i is not connected to k then j is connected to k in Γ a if and only if they are connected in
Now Section 4 allows us to give more details about the Cartan schemes.
Proposition 3.8. Let Γ be the Dynkin diagram of an object a in a coscorf Cartan scheme C of rank r > 8.
(1) If Γ is of type B then C is a standard Cartan scheme. If C has an object a with diagram of type D resp. C and if there is a j ∈ I such that ρ j (a) is not of Dynkin type D resp. C, then j = r − 2 and ρ j (a) is of Dynkin type D ′ resp. A. The simple reflections σ r−1 and σ r always map an object of Dynkin type D ′ to an object of Dynkin type A and vice versa (as in Fig. 3 ).
Proof. We proceed by induction on r and prove (1)-(3) simultaneously. For r = 8 and Γ not of type E 8 all the above claims hold by inspecting the resulting data of Section 4. Now let r > 8.
If Γ is of type B then by induction hypothesis, Lemma 3.5 and Thm. 3.6, the maps σ 1 , . . . , σ r map to objects of Dynkin type B r , thus C is standard.
Assume that Γ is of type A, C or D and that C is not standard. Then there is an object in C with diagram Γ and j ∈ I such that applying σ j leads to an object of different Dynkin type. Choose the labels as in Fig.  3 . Then by Lemma 3.5, removing the edge (4, 5) yields a diagram Γ ′ of the same type belonging to a Cartan scheme C ′ of rank r − 1. If C ′ was standard, then the maps σ 1 , σ 2 , σ 7 , . . . , σ r would preserve the diagram Γ; but since this is also the case for σ 3 , . . . , σ 6 by Lemma 3.7, this would contradict the assumption that σ j maps to a different diagram. Hence C ′ is not standard. Now if Γ ′ is of type A, then by induction either σ r−1 or σ r maps (in C ′ ) to a diagram of type D ′ . But these maps are not affected by the deletion of (4, 5), so σ r−1 or σ r map Γ to a diagram of type D ′ in C. If Γ is of type D then an easy calculation shows that j ∈ {r − 2, r − 1, r}. But then using C ′ we get that j = r − 2 and that σ j maps to a diagram of type D ′ . If Γ is of type C, then by the same argument as for type D we get to an object of Dynkin type A. We just proved that in this case an object of Dynkin type D ′ also occurs in C. Thus we have proved (2): If Γ is of type A, C or D and C is not standard, then there exists an object b of Dynkin type D ′ . The morphisms needed to get from a to b are as explained in (3) by Lemma 3.5.
3.2. The root systems. Let r ∈ N. Recall that we denote {α 1 , . . . , α r } the standard basis of Z r . We use the following notation: For 1 ≤ i, j ≤ r, let
Definition 3.9. Let Z ⊆ {1, . . . , r − 1}. Let Φ r,Z denote the set of roots
Let Y ⊆ {1, . . . , r − 1}. Let Ψ r,Y denote the set of roots
Further, denote Ψ Recall that by Def. 2.13 we write C Λ for the generalized Cartan matrix given by a set Λ.
Proposition 3.11. Let Y, Z ⊆ {1, . . . , r − 1}.
Proof. This is clear by definition.
where in "σ i (Λ)" the map σ i is the map given by Λ as in Def. 2.13, (i i + 1) is the transposition and ±Λ = Λ ∪ −Λ.
Proof. Let β j := η j,r + η j,r−2 . Then one computes (at Φ r,Z ) Proposition 3.15.
Proof. By Prop. 3.12, σ 1 , . . . , σ r−2 act as transpositions on {1, . . . , r−1} and generate the group Sym({1, . . . , r − 1}). Thus for the given Z 1 , Z 2 there exists a product of σ i 's, i = 1, . . . , r − 2 mapping Φ r,Z 1 to Φ r,Z 2 . The proof for the other assertions is similar.
Remark 3.16. The coscorf Cartan scheme which has the root systems Φ r,{1} and Ψ r,∅ has no object with Cartan matrix of type C r . The coscorf Cartan scheme which has the root systems Φ r,{1,...,r−1} and Ψ r,{1,...,r−2} has no object with Cartan matrix of type D r . It remains to check that there are no more morphisms. We achieve this by counting all morphisms to a fixed object a, i.e. by determining n := | Hom(W(C), a)|. Since the Cartan scheme is connected and simply connected, n is the number of objects. Now |W ( (1) id
Hereby, the parabolic subgroupoids Our goal is now to prove that the above coscorf Cartan schemes are the only ones with an object of Dynkin type D ′ in rank ≥ 9.
Proposition 3.19. Let r ≥ 8 and let C be a coscorf Cartan scheme of rank r. Let a an object of C and assume that Γ a is of type
Proof. Choose the labels for the vertices of Γ a as in Fig. 3 . We proceed by induction on r. For r = 8 the claim is true by Section 4, so let r > 8. Since the subdiagram to the labels 2, . . . , r is of type D ′ , by induction we have M := Φ r,{r−1} ∩ α 2 , . . . , α r ⊆ (R re ) a + . Let β := η 1,r + η 2,r−2 . One computes 
Assume that ht(σ
· · · a r−2 − a r−3 + a r−4 ≥ a r−3 , (a r + a r−1 ) − a r−2 + a r−3 ≥ a r−2 .
This means that 
Then there are two possibilities:
(1) The Cartan scheme C is standard (|R + | = 1) of type A, B, C, D.
(2) Up to equivalence the root sets of C are given by
In particular, if C is not standard then it has r − 1 s − 1 + r s different root sets and 2 r−1 (m + r)(r − 1)! objects.
4.
Finite coscorf Cartan schemes of rank < 9
In this section we explain the classification of coscorf Cartan schemes of rank less or equal to 8. The proof is performed using computer calculations based on the knowledge of the case of rank two and three ( [CH09c] , [CH10] ). Our algorithm described below is sufficiently powerful: The implementation in C++ terminates within a few hours on a usual computer.
Theorem 4.1.
(1) Let C be a connected Cartan scheme of rank r, with 3 < r < 9 and I = {1, . . . , r}. Assume that R re (C) is a finite irreducible root system of type C. If C is not equivalent to a Cartan scheme as in Cor. 3.13, then there exists an object a ∈ A and a linear map τ ∈ Aut(Z I ) such that τ (α i ) ∈ {α 1 , . . . , α r } for all i ∈ I and τ (R a + ) is one of the sets listed in Appendix B. Moreover, τ (R a + ) with this property is uniquely determined.
(2) Let R be one of the 24 subsets of Z r , 3 < r < 9 appearing in Appendix B. There exists up to equivalence a unique coscorf Cartan scheme C such that R ∪ −R is the set of real roots R a in an object a ∈ A. Moreover R re (C) is a finite irreducible root system of type C. (3) Let C be a coscorf Cartan scheme of rank r and a ∈ A. Then the Dynkin diagram Γ a is one of the diagrams listed in Figure  5 , p. 25.
4.1. The idea. The classification of rank three has been achieved in [CH10] . Thus here we assume that the rank r is greater or equal to 4. Let < be the lexicographic ordering on Z r such that α r < α r−1 < . . . < α 1 . Then α > 0 for any α ∈ N r 0 \ {0}. The following theorem ([CH10, Thm. 2.10]) is crucial for the algorithm.
Theorem 4.2. Let C be a Cartan scheme. Assume that R re (C) is a finite root system of type C. Let a ∈ A and α ∈ R a + . Then either α is simple, or it is the sum of two positive roots. This is an overview of the algorithm without any details:
By Theorem 4.2 we may construct

Algorithm 4.3. EnumerateRootSetsOverview(R)
Enumerate all root systems containing the roots R. Input: a set of positive roots R. Output: all root sets containing R.
1. If R ∪ −R is a root set, output R ∪ −R and continue. 2. For all subspaces U generated by elements of R, check that R ∩ U could be extended to a root set.
But this first approach is completely impracticable. We will need many improvements to reach our goal.
4.2. Some technical remarks. In fact, depending on the rank it is not always useful to compute all root subsets of all ranks because for instance a coscorf Cartan scheme of rank 7 can have up to 139251 root subsets of rank 4, in which case we spend more time organizing the root subsets than we spare using the restrictions they give. Thus in the following, ρ < r will be the rank up to which we compute all root subsets.
Remark that to obtain a finite number of root systems as output, we have to ensure that we compute only irreducible systems since there are infinitely many inequivalent reducible root systems of rank two. Hence starting with {α r , α r−1 , . . . , α 1 } will not work. Instead, for each irreducible coscorf Cartan scheme we take a root system R ′ of rank r − 1 and start with the sets
Before starting the algorithm, we collect all irreducible root subsets of rank up to ρ of all irreducible coscorf Cartan schemes of rank r −1 in a list Ξ (including all root subsets with permuted coordinates). During the algorithm, if a fragment of a root subset is found to be irreducible, then it is part of an irreducible root subset of rank r − 1, and hence it lies in Ξ. We also store the list Υ of all roots for all ranks 2, . . . , ρ that appear in Ξ. This way we never need to fill the memory with coordinates but only with labels pointing to the root in Υ. 4.3. The rsf. In this section, we will call root system fragment (or rsf) the following set of data associated to a set of positive roots R in construction:
• An ordered set of positive vectors R.
• For each rank 2, . . . , ρ, the sequence of fragments of root subsets. Each such fragment consists of:
(1) A subspace U of Q r , a matrix used for a membership test for this subspace, and a matrix needed to compute the coordinates of a given element with respect to the basis. • For the fragments of root subsets of rank two: all entries of the Cartan matrices and flags indicating if the root subset is "finished".
• The Euler invariants of all fragments of rank three root subsets.
• Adjacency matrices of all fragments of parabolic subgroupoids.
• A flag "isvalid" telling if all the above data are consistent. These data are continuously updated during the algorithm.
More remarks.
Although the algorithm looks similar to the algorithm enumerating the root systems of rank three in [CH10] , this version is much more work to implement for several reasons: The main reason is that we need linear algebra for the subspaces generated by the roots of a root subset. This includes an implementation of small rational numbers, Gauß algorithm, a fast membership test and hashvalues for the subspaces. Further we need a good memory management for these subspaces to avoid duplicate versions of them. But there are even more functions needed, for example a test to decide if the Dynkin diagrams are connected.
Of course all these functions exist in computer algebra systems, but unfortunately they do not reach the desired performance mainly for two reasons: The first reason is that all these systems use arbitraryprecision arithmetic and in our situation the coefficients of the roots never get bigger than 14. The second reason is that these systems spend much time interpreting the code and dynamically determining the types of variables. For instance the computation of all root systems of rank 7 takes several weeks using a computer algebra prototype and takes only 12 minutes with the C++ version. Since the C++ version needs approximatively 3 hours for rank 8, we guess that a version on any computer algebra system would take little less than a year. Besides, the computer algebra prototype uses a huge amount of memory. In practice we use a global list Ω in which we note which R of an rsf has already been treated. The first step in "EnumerateRootSets" is to check if R is in Ω. The following proposition gives more details: Proposition 4.6. If R contains a root β = i a i α i with a 1 > 1, then we can include the images of R under σ 2 , . . . , σ r into Ω, and by the way we check if there is a contradiction (for example if these images contain roots with positive and negative coefficients).
Proof. Assume that R contains a root β = i a i α i with a 1 > 1 and that β is the greatest root in R. Then all roots of the form mα i + α j with m ∈ N and i, j > 1 are smaller than β. Hence if R is to become a root set R a + some day (after including roots which are greater than β), then its Cartan entries c ij with i, j > 1 are already known:
The same holds for the entries c i1 , i > 1. Therefore, the reflections σ 2 , . . . , σ r are known. Now let i > 1 and consider R ′ := σ i (R). If we include R ′ into Ω, then we have to ensure that all root sets constructed upon R ′ have or will be handled at some point. Thus assume R ′′ = R ′ ∪ E where E consists of roots greater than all roots of R ′ . The roots of σ i (E) which are greater than β do not pose a problem, because they will be considered in future. So let δ := kα 1 + γ ∈ E with γ ∈ α 2 , . . . , α r and σ i (δ) < β. But
is not a root from the starting set of roots. If σ i (δ) / ∈ R, then R ∪ {σ i (δ)} is a set of roots which has already been considered in an earlier stage of the algorithm. If U has rank 3, then update its Euler invariant. If α / ∈ U, then remember U. 5. For all root subsets U of rank e we have remembered, create a root subset U ′ of rank e + 1 by including α. Test if it is new by using its hash value. If e = 2, then initialize the Euler invariant of U ′ . 6. ReturnD with isvalid:=true.
Finally, we still need a function to check which of the rsf is indeed a root set (see [CH10, Algo. 4 
.5]):
Algorithm 4.9. RootSetsForAllObjects(R) Returns the roots for all objects if R = R a + determines a Cartan scheme C such that R re (C) is an irreducible root system. Input: R the set of positive roots at one object. Output: the set of roots at all objects, or ∅ if R does not yield a Cartan scheme as desired.
2. While |N| > 0, do steps 3 to 5. 3. Let F be the last element of N. Remove F from N and include it to M. 4. Compute the r simple reflections given by C F . 5. For each simple reflection s, do:
If an element of G has positive and negative coefficients, then return ∅. Otherwise multiply the negative roots of G by −1.
Appendix A. Sporadic coscorf Cartan schemes A.1. Summary. We will call sporadic the irreducible coscorf Cartan schemes of rank ≥ 3 not included in the series described in Section 3 because they do not seem to fit into a pattern. Among them are those of type F 4 , E 6 , E 7 , E 8 . In this section we summarize invariants of the sporadic coscorf Cartan schemes.
Rank
2 3 4 5 6 7 8 r > 8 Number ∞ 55 18 14 13 12 12 r + 3 On an i7 with 2, 8 GHz, our C++ implementation of the algorithm (including the final check whether the sets are root sets and the computation of "canonical" objects) needs 6 min., 2 min., 16 min., 12 min., 170 min. for the ranks 4, 5, 6, 7, 8 respectively. Remark that using Prop. 4.6 and the set Ω reduces the runtime in all cases except for the case of rank 8 where the runtime is increased by 12 minutes.
A.2. Dynkin diagrams. Remark A.1. We collect the following invariants in Table 1 . Let R + = {R a + | a ∈ A} denote the set of root sets in the objects of the Cartan scheme. By identifying objects with the same roots one obtains a quotient Cartan scheme of the simply connected Cartan scheme of the classification (see [CH09b, Def. 3 .1] for the definition of coverings). This quotient has the minimal number of objects with respect to all quotients of the Cartan scheme.
In the fifth column we give the automorphism group of one (equivalently, any) object of this quotient (this is Aut(C)).
The last column contains a list of all Dynkin diagrams appearing in the Cartan scheme: the number i stands for the diagram Γ i r of Fig. 5 if the root system is of rank r.
Remark that (except for the last column) the data for the Cartan schemes of rank three is also in [CH10, Table 1 ]. But notice that in [CH10] the standard Cartan schemes and the ones from the infinite series were not omitted, thus the scheme number n here corresponds to the one labeled n + 5 in [CH10] . Nr. 1 with 10 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 2 23, 1 3 23 Nr. 2 with 10 positive roots: 1, 2, 3, 12, 13, 23, 1 2 2, 123, 1 2 23, 1 2 2 2 3 Nr. 3 with 11 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 2 23, 1 3 23, 1 3 2 2 3 Nr. 4 with 12 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 3 23, 1 3 2 2 3, 1 4 2 2 3 Nr. 5 with 12 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 2 23, 1 3 23, 1 2 2 2 3, 1 3 2 2 3 Nr. 6 with 13 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 3 2 2 3, 1 4 2 2 3 Nr. 7 with 13 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 23, 1 4 23, 1 4 2 2 3 Nr. 8 with 13 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 2 23, 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3 Nr. 9 with 13 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 13 2 , 1 2 23, 123 2 , 1 2 23 2 , 1 3 23 2 , 1 3 2 2 3 2 Nr. 10 with 14 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3 Nr. 11 with 15 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3 Nr. 12 with 16 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3 Nr. 13 with 16 positive roots: 1, 2, 3, 12, 23, 1 2 2, 123, 1 3 2, 1 2 23, 12 2 3, 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3, 1 4 2 3 3, 1 4 2 3 3 2 Nr. 14 with 17 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 23, 1 4 23, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3 Nr. 15 with 17 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 5 2 2 3 2 Nr. 16 with 17 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 5 2 3 3, 1 5 2 3 3 2 , 1 6 2 3 3 2 Nr. 17 with 18 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 5 2 3 3, 1 6 2 3 3 Nr. 18 with 18 positive roots: 1, 2, 3, 12, 13, 23, 1 2 2, 123, 1 3 2, 1 2 23, 12 2 3, 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3, 1 3 2 3 3, 1 4 2 3 3, 1 4 2 3 3 2 Nr. 19 with 19 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 3 3 2 Nr. 20 with 19 positive roots: 1, 2, 3, 12, 23, 1 2 2, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 23, 1 2 2 2 3, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 6 2 3 3, 1 6 2 3 3 2 Nr. 21 with 19 positive roots: 1, 2, 3, 12, 13, 23, 1 2 2, 12 2 , 123, 1 3 2, 1 2 23, 12 2 3, 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3, 1 3 2 3 3, 1 4 2 3 3, 1 4 2 3 3 2 Nr. 22 with 19 positive roots: 1, 2, 3, 12, 13, 23, 1 2 2, 123, 1 3 2, 1 2 23, 12 2 3, 1 3 2 2 , 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3, 1 3 2 3 3, 1 4 2 3 3, 1 4 2 3 3 2 Nr. 23 with 19 positive roots: 1, 2, 3, 12, 23, 1 2 2, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 2 2 2 3, 1 3 2 2 3, 1 4 2 2 3, 1 3 2 3 3, 1 4 2 3 3, 1 5 2 3 3, 1 6 2 3 3, 1 6 2 4 3 Nr. 24 with 20 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 6 2 3 3, 1 7 2 3 3 Nr. 25 with 20 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 3 3 2 Nr. 26 with 20 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 2 2 2 3, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 4 2 3 3, 1 5 2 3 3, 1 6 2 3 3 2 Nr. 27 with 21 positive roots: 1, 2, 3, 12, 13, 1 2 2, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 3 3 2 Nr. 28 with 21 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 2 2 2 3, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 4 2 3 3, 1 5 2 3 3, 1 6 2 3 3, 1 6 2 3 3 2 Nr. 29 with 21 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 5 2 3 3, 1 5 2 2 3 2 , 1 6 2 3 3, 1 6 2 3 3 2 , 1 7 2 3 3 2 Nr. 30 with 22 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 2 2 2 3, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 4 2 3 3, 1 5 2 3 3, 1 5 2 2 3 2 , 1 5 2 3 3 2 , 1 6 2 3 3 2 Nr. 31 with 25 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 8 2 3 3 2 Nr. 32 with 25 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 33 with 25 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 12 2 , 123, 1 3 2, 1 2 23, 12 2 3, 1 3 23, 1 2 2 2 3, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 3 2 3 3, 1 3 2 2 3 2 , 1 4 2 3 3, 1 5 2 3 3, 1 4 2 3 3 2 , 1 5 2 3 3 2 , 1 6 2 3 3 2 , 1 7 2 4 3 2 Nr. 34 with 25 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 3 2 2 , 1 3 23, 1 2 2 2 3, 1 4 23, 1 3 2 2 3, 1 4 2 2 3, 1 5 2 2 3, 1 4 2 3 3, 1 5 2 3 3, 1 5 2 2 3 2 , 1 6 2 3 3, 1 5 2 3 3 2 , 1 6 2 3 3 2 , 1 7 2 3 3 2 , 1 7 2 4 3 2 Nr. 35 with 26 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 Nr. 36 with 26 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 37 with 27 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 38 with 27 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 39 with 27 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 2 3 2 , 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 40 with 28 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 41 with 28 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 , 1 9 2 4 3 2 Nr. 42 with 28 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 , 1 11 2 4 3 2 Nr. 43 with 29 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 2 3 2 , 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 Nr. 44 with 29 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 , 1 9 2 4 3 2 Nr. 45 with 29 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 , 1 11 2 4 3 2 Nr. 46 with 30 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 2 3 2 , 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 , 1 9 2 4 3 2 Nr. 47 with 31 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 23, 1 5 2, 1 4 23, 1 6 2, 1 5 23, 1 4 2 2 3, 1 6 23, 1 5 2 2 3, 1 7 23, 1 6 2 2 3, 1 7 2 2 3, 1 8 2 2 3, 1 9 2 2 3, 1 10 2 2 3, 1 9 2 3 3, 1 10 2 3 3, 1 11 2 3 3, 1 10 2 3 3 2 , 1 11 2 3 3 2 , 1 12 2 3 3 2 Nr. 48 with 31 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 2 3 2 , 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 7 2 2 3 2 , 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 3 3 2 , 1 9 2 3 3 2 , 1 9 2 4 3 2 , 1 11 2 4 3 2 Nr. 49 with 34 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 3 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 8 2 4 3, 1 8 2 3 3 2 , 1 9 2 4 3, 1 9 2 3 3 2 , 1 9 2 4 3 2 , 1 11 2 4 3 2 , 1 11 2 5 3 2 , 1 12 2 5 3 2 Nr. 50 with 37 positive roots: 1, 2, 3, 12, 13, 1 2 2, 1 2 3, 123, 1 3 2, 1 2 23, 1 4 2, 1 3 2 2 , 1 3 23, 1 4 23, 1 3 2 2 3, 1 5 2 2 , 1 5 23, 1 4 2 2 3, 1 5 2 2 3, 1 6 2 2 3, 1 5 2 3 3, 1 7 2 2 3, 1 6 2 3 3, 1 7 2 3 3, 1 8 2 3 3, 1 7 2 3 3 2 , 1 9 2 3 3, 1 8 2 4 3, 1 8 2 3 3 2 , 1 9 2 4 3, 1 9 2 3 3 2 , 1 10 2 4 3, 1 9 2 4 3 2 , 1 11 2 4 3 2 , 1 11 2 5 3 2 , 1 12 2 5 3 2 , 1 13 2 5 3 2 B.2. Rank 4. 4, 1 2 2 2 3 2 4, 1 3 2 2 3 2 4, 1 3 2 2 3 3 4, 1 3 2 2 3 3 4 2 Nr. 8 with 28 positive roots: 1, 2, 3, 4, 12, 13, 34, 1 2 2, 1 2 3, 123, 134, 1 2 23, 1 2 34, 1234, 1 3 23, 1 2 234, 1 2 3 2 4, 1 3 2 2 3, 1 3 234, 1 2 23 2 4, 1 3 2 2 34, 1 3 23 2 4, 1 4 23 2 4, 1 3 2 2 3 2 4, 1 4 2 2 3 2 4, 1 5 2 2 3 2 4, 1 5 2 2 3 3 4, 1 5 2 2 3 3 4 2 Nr. 9 with 30 positive roots: 1, 2, 3, 4, 12, 13, 34, 1 2 2, 123, 134, 1 3 2, 1 2 23, 1234, 1 3 2 2 , 1 3 23, 1 2 234, 1 3 2 2 3, 1 3 234, 1 2 23 2 4, 1 4 2 2 3, 1 3 2 2 34, 1 3 23 2 4, 1 4 2 2 34, 1 3 2 2 3 2 4, 1 4 2 2 3 2 4, 1 5 2 2 3 2 4, 1 5 2 3 3 2 4, 1 6 2 3 3 2 4, 1 6 2 3 3 3 4, 1 6 2 3 3 3 4 2 Nr. 10 with 32 positive roots: 1, 2, 3, 4, 12, 13, 34, 1 2 2, 1 2 3, 123, 134, 1 3 2, 1 2 23, 1 2 34, 1234, 1 3 23, 1 2 234, 1 2 3 2 4, 1 4 23, 1 3 234, 1 2 23 2 4, 1 4 2 2 3, 1 4 234, 1 3 23 2 4, 1 4 2 2 34, 1 4 23 2 4, 1 5 23 2 4, 1 4 2 2 3 2 4, 1 5 2 2 3 2 4, 1 6 2 2 3 2 4, 1 6 2 2 3 3 4, 1 6 2 2 3 3 4 2 Nr. 11 with 32 positive roots: 1, 2, 3, 4, 12, 13, 24, 1 2 2, 1 2 3, 123, 124, 1 2 23, 1 2 24, 1234, 1 3 23, 1 2 2 2 3, 1 2 2 2 4, 1 2 234, 1 3 2 2 3, 1 3 234, 1 2 2 2 34, 1 4 2 2 3, 1 3 2 2 34, 1 4 2 2 34, 1 3 2 3 34, 1 4 2 3 34, 1 4 2 2 3 2 4, 1 5 2 3 34, 1 4 2 3 3 2 4, 1 5 2 3 3 2 4, 1 6 2 3 3 2 4, 1 6 2 4 3 2 4 B.3. Rank 5. 34, 1 2 2 2 345, 1 2 2 2 4 2 5, 1 3 2 2 3 2 4, 1 3 2 2 345, 1 2 2 2 34 2 5, 1 3 2 2 3 2 45, 1 3 2 2 34 2 5, 1 3 2 3 34 2 5, 1 3 2 2 3 2 4 2 5, 1 4 2 3 34 2 5, 1 3 2 3 3 2 4 2 5, 1 4 2 3 3 2 4 2 5, 1 5 2 3 3 2 4 2 5, 1 5 2 4 3 2 4 2 5, 1 5 2 4 3 2 4 3 5, 1 5 2 4 3 2 4 3 5 2 Nr. 5 with 46 positive roots: 1, 2, 3, 4, 5, 12, 13, 14, 23, 45, 1 2 2, 123, 124, 134, 145, 1 2 23, 1 2 24, 1234 , 1245, 1345, 1 2 2 2 3, 1 2 234, 1 2 245, 12345, 1 3 234, 1 2 2 2 34, 1 2 2345, 1 2 24 2 5, 1 3 2 2 34, 1 3 2345, 1 2 2 2 345, 1 2 234 2 5, 1 3 2 2 3 2 4, 1 3 2 2 345, 1 3 234 2 5, 1 2 2 2 34 2 5, 1 3 2 2 3 2 45, 1 3 2 2 34 2 5, 1 4 2 2 34 2 5, 1 3 2 2 3 2 4 2 5, 1 4 2 3 34 2 5, 1 4 2 2 3 2 4 2 5, 1 4 2 3 3 2 4 2 5, 1 5 2 3 3 2 4 2 5, 1 5 2 3 3 2 4 3 5, 1 5 2 3 3 2 4 3 5 2 Nr. 6 with 49 positive roots: 1, 2, 3, 4, 5, 12, 13, 24, 45, 1 2 2, 1 2 3, 123, 124, 245, 1 2 23, 1 2 24, 1234, 1245, 1 3 23, 1 2 2 2 4, 1 2 234, 1 2 245, 12345, 1 3 234, 1 2 2 2 34, 1 2 2 2 45, 1 2 2345, 1 3 2 2 34, 1 3 2345, 1 2 2 2 345, 1 2 2 2 4 2 5, 1 4 2 2 34, 1 3 2 2 345, 1 2 2 2 34 2 5, 1 4 2 2 3 2 4, 1 4 2 2 345, 1 3 2 2 34 2 5, 1 4 2 2 3 2 45, 1 4 2 2 34 2 5, 1 3 2 3 34 2 5, 1 4 2 3 34 2 5, 1 4 2 2 3 2 4 2 5, 1 5 2 3 34 2 5, 1 4 2 3 3 2 4 2 5, 1 5 2 3 3 2 4 2 5, 1 6 2 3 3 2 4 2 5, 1 6 2 4 3 2 4 2 5, 1 6 2 4 3 2 4 3 5, 1 6 2 4 3 2 4 3 5 2 B.4. Rank 6. 6, 1 3 2 2 3 2 45, 1 2 2 2 3 2 456, 1 2 23 2 45 2 6, 1 3 2 2 3 2 4 2 5, 1 3 2 2 3 2 456, 1 2 2 2 3 2 45 2 6, 1 2 23 3 45 2 6, 1 3 2 2 3 2 4 2 56, 1 3 2 2 3 2 45 2 6, 1 2 2 2 3 3 45 2 6, 1 3 2 2 3 3 45 2 6, 1 3 2 2 3 2 4 2 5 2 6, 1 3 2 3 3 3 45 2 6, 1 3 2 2 3 3 4 2 5 2 6, 1 4 2 2 3 3 4 2 5 2 6, 1 3 2 3 3 3 4 2 5 2 6, 1 4 2 3 3 3 4 2 5 2 6, 1 4 2 3 3 4 4 2 5 2 6, 1 4 2 3 3 4 4 2 5 3 6, 1 4 2 3 3 4 4 2 5 3 6 2 Nr. 4 with 68 positive roots: 1, 2, 3, 4, 5, 6, 12, 13, 14, 35, 56, 1 2 2, 123, 124, 134, 135, 356, 1 2 23, 1 2 24, 1234, 1235, 1345, 1356, 1 2 234, 1 2 235, 12345, 12356, 13456, 1 3 234, 1 2 23 2 5, 1 2 2345, 1 2 2356, 123456, 1 3 2 2 34, 1 3 2345, 1 2 23 2 45, 1 2 23 2 56, 1 2 23456, 1 3 2 2 345, 1 3 23 2 45, 1 3 23456, 1 2 23 2 456, 1 2 23 2 5 2 6, 1 3 2 2 3 2 45, 1 3 2 2 3456, 1 3 23 2 456, 1 2 23 2 45 2 6, 1 4 2 2 3 2 45, 1 3 2 2 3 2 456, 1 3 23 2 45 2 6, 1 4 2 2 3 2 4 2 5, 1 4 2 2 3 2 456, 1 3 2 2 3 2 45 2 6, 1 3 23 3 45 2 6, 1 4 2 2 3 2 4 2 56, 1 4 2 2 3 2 45 2 6, 1 3 2 2 3 3 45 2 6, 1 4 2 2 3 3 45 2 6, 1 4 2 2 3 2 4 2 5 2 6, 1 5 2 2 3 3 45 2 6, 1 4 2 2 3 3 4 2 5 2 6, 1 5 2 3 3 3 45 2 6, 1 5 2 2 3 3 4 2 5 2 6, 1 5 2 3 3 3 4 2 5 2 6, 1 6 2 3 3 3 4 2 5 2 6, 1 6 2 3 3 4 4 2 5 2 6, 1 6 2 3 3 4 4 2 5 3 6, 1 6 2 3 3 4 4 2 5 3 6 2 B.5. Rank 7. 3 2 456, 1 2 2 2 345 2 7, 1 2 2 2 34567, 1 2 23 2 4567, 1 3 2 2 3 2 456, 1 2 2 2 3 2 4567, 1 2 2 2 345 2 67, 1 3 2 2 3 2 4 2 56, 1 3 2 2 3 2 4567, 1 2 2 2 3 2 45 2 67, 1 3 2 2 3 2 4 2 567, 1 3 2 2 3 2 45 2 67, 1 3 2 3 3 2 45 2 67, 1 3 2 2 3 2 4 2 5 2 67, 1 3 2 3 3 2 4 2 5 2 67, 1 4 2 3 3 2 4 2 5 2 67, 1 4 2 3 3 3 4 2 5 2 67, 1 4 2 3 3 3 4 2 5 2 6 2 7 Nr. 2 with 91 positive roots: 1, 2, 3, 4, 5, 6, 7, 12, 13, 14, 23, 25, 46, 67, 123, 124, 125, 134, 146, 235, 467, 1234, 1235, 1245, 1246, 1346, 1467, 1 2 234, 12 2 35, 12345, 12346, 12456, 12467, 13467, 1 2 2345, 1 2 2346, 12 2 345, 123456, 123467, 124567, 1 2 2 2 345, 1 2 234 2 6, 1 2 23456, 1 2 23467, 12 2 3456, 1234567, 1 2 2 2 3 2 45, 1 2 2 2 3456, 1 2 234 2 56, 1 2 234 2 67, 1 2 234567, 12 2 34567, 1 2 2 2 3 2 456, 1 2 2 2 34 2 56, 1 2 2 2 34567, 1 2 234 2 567, 1 2 234 2 6 2 7, 1 3 2 2 34 2 56, 1 2 2 2 3 2 4 2 56, 1 2 2 2 3 2 4567, 1 2 2 2 34 2 567, 1 2 234 2 56 2 7, 1 3 2 2 3 2 4 2 56, 1 3 2 2 34 2 567, 1 2 2 2 3 2 4 2 567, 1 2 2 2 34 2 56 2 7, 1 3 2 3 3 2 4 2 56, 1 3 2 2 3 2 4 2 567, 1 3 2 2 34 2 56 2 7, 1 2 2 2 3 2 4 2 56 2 7, 1 3 2 3 3 2 4 2 5 2 6, 1 3 2 3 3 2 4 2 567, 1 3 2 2 3 2 4 2 56 2 7, 1 3 2 2 34 3 56 2 7, 1 3 2 3 3 2 4 2 5 2 67, 1 3 2 3 3 2 4 2 56 2 7, 1 3 2 2 3 2 4 3 56 2 7, 1 4 2 2 3 2 4 3 56 2 7, 1 3 2 3 3 2 4 3 56 2 7,
