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Demonstrating Quantum Speed-Up with a
Two-Transmon Quantum Processor
The thesis work discusses the design, realization, characterization and operation of
a two-qubit processor implemented using capacitively coupled tunable superconducting
qubits of the Transmon type. Each qubit can be manipulated and read out individually
using a non-destructive single-shot readout. In addition, a universal-two qubit gate can
be implemented using the interaction between the qubits. The processor implements
therefore all basic building blocks of a universal two-qubit quantum processor. Using it,
we implement the universal
√
iSWAP two-qubit gate, characterizing the gate operation
by quantum process tomography and obtaining a gate fidelity of 90 %. We use this gate
to create entangled two-qubit Bell states and perform a test of the CHSH Bell inequality,
observing a violation of the classical boundary by 22 standard deviations after correcting
for readout errors.
Using the implemented two-qubit gate, we run the so-called Grover search algorithm:
For two-qubits, this algorithm finds among four elements x ∈ {00, 01, 10, 11} the one
element y that solves a search problem encoded by a function f for which f(y) = 1
and f(x 6= y) = 0. Our implementation retrieves the correct answer to the search
problem after a single evaluation of the search function f(x), with a success probability
between 52 % and 67 %, therefore outperforming classical algorithms that are bound
to a success probability of 25 %. This constitutes therefore a proof-of-concept of the
quantum speed-up for superconducting quantum processors.
Finally, we propose a scalable architecture for a superconducting quantum processor
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1.1 Quantum Computing with Superconducting Circuits
This thesis presents experiments performed with a superconducting two-qubit quantum
processor. The main goal of this work was to demonstrate a possible quantum com-
puting architecture based on superconducting qubits that follows the canonical blueprint
of a quantum processor as sketched in fig. 1.1, in accordance with the five criteria
formulated by DiVincenzo [41]. By this definition, a universal quantum computer is a
register of well-defined quantum bits (1) with long coherence times (2), on which one
can implement any unitary evolution using a universal set of quantum gates (3), fitted
with individual high-fidelity readouts of the qubits (4) and with the possibility to reset
them to their ground state (5). Implementing this allegedly simple list of requirements
in a system of superconducting qubits has been a major research challenge during the
last decade, and is part of more general line of research on superconducting quantum












Figure 1.1: Blueprint of a “canonical” two-qubit quantum processor. The two qubits can
be individually manipulated (U1) and a universal two-qubit gate U2 can be applied to them.
Each of the qubits can be read out individually.
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1.1. QUANTUM COMPUTING WITH SUPERCONDUCTING CIRCUITS
Figure 1.2: Schematic of the
simple Cooper pair box (CPB)
circuit, consisting of a ca-
pacitor C in parallel with a
pure Josephson element, ca-
pacitively coupled to a voltage





Context of this thesis work: 25 years of superconducting quantum circuits The
observation of quantum tunneling in a current-biased Josephson junction switching out
of its zero-voltage state by Devoret et. al. [37, 80] first demonstrated that a collective
electrical variable such as the superconducting phase difference across a Josephson
junction (or the conjugated variable, i.e. the number of Cooper pairs that crossed it)
can exhibit quantum properties. The observation of microwave-induced transitions be-
tween the quantum states of the junction by Martinis et. al. [80] further confirmed the
quantum nature of this degree of freedom (See also [80, 81, 28]). A somewhat simpler
quantum electrical circuit called the single Cooper Pair Box (CPB), made of a Joseph-
son junction in series with a gate capacitor and a voltage source as shown in fig. 1.2,
was later developed in the Quantronics group in the 1990s [18], and its ground state
was characterized. With this electrical circuit, Nakamura et. al. [89] performed the
first superconducting qubit experiment, demonstrating coherent oscillations between its
ground and first excited eigenstates. Although the achieved coherence time was quite
short, in the 5-10 ns range, this result generated huge interest and triggered the active
development of research on superconducting quantum bits.
In the years after, several types of superconducting qubits were proposed using
Josephson junctions in different configurations. Different regimes, in which the quantum
state of the junctions ranges from almost Cooper pair number states to phase states,
were realized. Let us cite here the flux qubit [87, 23] and the phase qubit [82], which
are very successful qubits in many aspects. Two-qubit gate operations were demon-
strated for the phase qubit [14], flux qubit [96] and charge qubit [123]. On the side of
Cooper Pair Boxes, the Quantronics group contributed to the progress by operating a
new circuit called the Quantronium (Vion et. al. [118]), fitted with a strategy for fighting
dephasing due to the noise of the electrical control parameters, and with a single-shot
readout (although with limited fidelity). The robustness of the quantronium arises from
its operation at a so-called sweet spot where the qubit frequency is stationary in respect
to variations in charge and phase control parameters. The improved coherence of the
quantronium allowed to perform all the basic manipulations possible on spins and more
14
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generally on two level systems [30]. Shortly after, another CPB circuit design, inspired
from cavity-QED, was developed at Yale by Wallraff et. al. [119]. In this so-called circuit-
QED (CQED) design, the CPB, embedded in a microwave resonator, can be thought of
as an artificial atom in a resonant cavity. The qubit readout is performed dispersively,
i.e. through the cavity pull of the resonator frequency controlled by the qubit state. This
small frequency change results in a small phase change of a resonant microwave pulse,
the measurement of which yields –after sufficient repetition– the probability of the two
qubit states [16].
Another great bonus of CQED is that the electromagnetic environment in which
the qubit relaxes its energy consists of a microwave resonator with a well-controlled
impedance. The modern version of the Cooper Pair Box called Transmon, follows this
design with an extra feature that makes it insensitive to the charge noise, that has always
plagued single electron and single Cooper Pair devices. This feature consists in placing
the Cooper Pair Box in the phase regime by adding an extra capacitance in parallel with
the junction: the qubit frequency is then totally insensitive to the gate charge, and hence
to the charge noise to all orders in charge. This new design, that still leaves sufficient
anharmonicity to operate the device as a qubit and drive it, yielded a sizable improve-
ment in coherence times, qubit robustness and usability. The CQED concept was thus
rapidly extended to flux and phase qubits [57].
In 2010, a new type of CQED architecture has been developed by Paik et. al. [94]
that combines Transmon qubits with 3D cavities instead of CPW resonators, resulting
again in an impressive increase of qubit coherence times by a large factor, with reported
qubit relaxation times approaching 100 µs and dephasing times of the same order. Very
recently, these drastically improved coherence times have made possible the realization
of elemental quantum feedback schemes with these systems [117].
The progress achieved during the last decade on the Cooper Pair Box and on the
phase qubits has benefited quantum processors. So far, superconducting CQED pro-
cessors with up to three qubits have been realized and two- and three-qubit quantum
gates [38, 46], multi-qubit entanglement [39, 3] and simple quantum algorithms [38, 78]
as well as quantum error correction [101] have recently been demonstrated.
This Thesis Work At the beginning of this thesis work, CQED processors having
demonstrated quantum algorithms did not comply with the rules established by DiVin-
cenzo [41]. In other words, they did not follow the canonical blueprint able to demon-
strate quantum speed-up: they were all fitted with a joint readout, which allows to mea-
sure the average value of a collective variable of the qubit register, but not each qubit
individually. By repeating a given sequence of gates a large number of times, one can
nevertheless determine the quantum state of the qubit register at different steps of the
15
1.2. REALIZING A TWO-QUBIT QUANTUM PROCESSOR
algorithm being run. Since the whole interest of quantum computing is precisely to
perform computational tasks more efficiently than with a classical processor, it was es-
sential, in our mind, to demonstrate the quantum speed-up expected from quantum
algorithms with a CQED quantum processor fitted with an individual single shot and
non-demolishing (QND) readout for each qubit. Such a high fidelity single-shot readout
had been developed for a single Transmon during a previous thesis in the Quantronics
group [77, 95], and it was natural to use it in the present work.
This thesis discusses therefore the realization of a superconducting two-qubit pro-
cessor based on Transmon qubits, fitted with individual single-shot readouts. In chapter
2, we present the theoretical building blocks of this work. Chapter 3 outlines the design
of the two-qubit processor, whereas chapter 4 presents the most relevant measurement
techniques used here. With the two-qubit processor, we implement elementary one-
and two-qubit quantum operations, as detailed in chapter 5. We use it to run a sim-
ple quantum algorithm that demonstrates probabilistic quantum speed-up: the Grover
search algorithm, as explained in chapter 6. Finally, we discuss in chapter 8 the design
of a four-qubit quantum processor using a more scalable approach that could possibly
be extended to an even larger number of qubits.
Note that during this thesis work, quantum speed-up was also demonstrated for the
Deutsch-Josza algorithm with a phase qubit processor using individual single-shot and
destructive readouts [122].
1.2 Realizing a Two-Qubit Quantum Processor
The quantum processor implemented in this work is shown in fig. 1.3. It consists of two
superconducting quantum bits of the Transmon type, each equipped with its own drive
and readout circuit. In order to obtain a high fidelity single-shot readout of the qubit
register, we use the Cavity Josephson Bifurcation Amplifier (CJBA) readout method,
which is based on the Josephson Bifurcation Amplifier (JBA) readout first developed in
the team of Michel Devoret at Yale for the quantronium qubit [109, 116, 108]. During
the thesis of A. Palacios-Laloy [95], this method had indeed already been successfully
adapted to the Transmon, and yielded a 93 % readout fidelity [77].
Each qubit can be manipulated by driving it with microwave pulses through its read-
out resonator, allowing robust and fast single-qubit operations. The qubit frequencies
can be tuned individually using fast flux lines, allowing us to change the frequency of
each qubit over a range of several GHz. The coupling between the two qubits is real-
ized through a fixed capacitance that connects the two top-electrodes of the Transmons
and implements a fixed σxx-type qubit-qubit coupling. This coupling allows us to gener-














00, 01, 10, or 11 
Figure 1.3: Circuit schematic of the two-qubit processor realized in this thesis work, showing
the two qubits (in green) coupled by a fixed capacitor (in purple), as well as the fast flux lines
(in red) used to tune the qubit frequencies and the qubit readouts (in blue). Each qubit
is embedded in its own nonlinear readout resonator and can be driven and read out by
microwave reflectometry through an individual microwave line.
processor to generate entangled two-qubit states, test the Bell inequality, implement
a universal two-qubit gate and perform a simple quantum algorithm that demonstrates
quantum speed-up, as discussed in the following sections.
1.3 Demonstrating Simultaneous Single-Shot Readout
For readout, each qubit is capacitively coupled to a coplanar waveguide resonator made
nonlinear by placing a Josephson junction in its central conductor. We exploit the fre-
quency pull of the bifurcation transition that occurs in this resonator when driven at a
suitable frequency and power to map the qubit states on the bifurcated and non bifur-
cated cavity states, which are then discriminated by reflectometry. Here, the hysteretic
character of the bifurcation transition allows to reduce the measuring power, to latch
the cavity state, and to measure it without being affected by subsequent qubit relax-
ation. The state of the resonator can thus be determined reliably without being limited
by qubit relaxation, thereby providing a high-fidelity single-shot qubit readout. Contrary
to previous CQED processors, our processor is fitted with individual readouts, and a
simultaneous readout of the full two-qubit register is possible, as requested by the Di-
Vincenzo criteria. For a single-qubit CJBA readout, fidelities up to 93 % have been
17










































Figure 1.4: a) Switching probabilities of the two readout resonators as a function of the read-
out drive power at a fixed driving frequency. The measurement is performed after preparing
the qubits either in the state |0〉, |1〉 or |2〉. The readout contrast is given as the maximum
difference in probability between the curves corresponding to the states |0〉 and |1〉 or |0〉
and |2〉, respectively (see vertical dotted lines). The highest contrasts of 88 and 89 % for the
two qubits are obtained when the qubit is shelved from state |1〉 to |2〉. b) Readout matrix of
the two-qubit system, giving the probabilities to obtain the different outcomes ij after having
prepared the register in the different computational basis states |kl〉.
achieved [77] by shelving the first excited state of the Transmon |1〉 to the higher excited
state |2〉. However, due to the higher complexity and design constraints of our system,
only 83-89 % fidelity has been achieved for the processor presented here. The full char-
acterization of the readout of our processor is shown in fig. 1.4. Panel a shows the
switching probabilities of each individual readout as a function of the drive amplitude,
measured at a fixed drive frequency. Individual curves correspond to the qubit being
prepared (or shelved) in different states |0〉, |1〉 or |2〉, the difference between either two
curves giving the readout contrast between those qubit states. Shelving the qubit from
state |1〉 to state |2〉 before readout can increase the readout fidelity by more than 10 %
and is therefore often used in the experiments presented in this thesis. Panel b shows
the full readout matrix of the two-qubit register that relates measured readout switch-
ing probabilities with real qubit state occupation probabilities and allows us to correct
readout errors when performing quantum state tomography. In chapter 5 we discuss all
relevant readout fidelities and errors in detail and analyze different error sources limiting
the readout performance in our experiments.
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1.4 Generating and Characterizing Entanglement
The capacitive coupling between the two qubits provides a σxx-type interaction that can
be used to generate entangled two-qubit states. Conveniently, this coupling is only
effective when the qubit frequencies are near-resonant and can therefore be effectively
switched on and off by tuning the qubit frequencies in and out of resonance. For the
processor realized in this work, the effective coupling constant gqq of the two qubits has
been measured as 2gqq/2pi = 8.3 MHz. When the two qubits are in resonance, the
effective evolution operator of the two-qubit system is:
U(t) =

1 0 0 0
0 cos tgqq −i sin tgqq 0
0 −i sin tgqq cos tgqq 0




in the two-qubit basis {|00〉 , |01〉 , |10〉 , |11〉}. By using fast flux pulses to non-adiabatically
tune the qubits in and out of resonance, we can switch on this interaction for a well-
defined time. We first characterize the effect of the coupling on the qubit register by
preparing the state |10〉, tuning the qubits in resonance for a given time and measuring
the qubit state afterward. The resulting curve is shown in fig. 1.5a and shows swapping
oscillations between the two qubits. Analyzing this curve allows us to extract the effec-
tive coupling strength between them. Leaving the interaction between the qubits on for
a well-defined time allows us to generate entangled Bell states that we characterize by
performing quantum state tomography. The experimental reconstruction of the density
matrix of such a Bell-state of the type |ψ〉 = (|01〉+ i |10〉)/√2 is shown in fig. 1.5c. The
measured fidelity of the prepared state of 91 % and the concurrence of 85 % confirm that
entanglement is present in the system. We also characterize the entanglement between
the two qubits by measuring the average value of the Clauser-Horne-Shimony-Holt op-
erator (CHSH) [29], which combines measurements of the state of the two qubits along
different axes on the Bloch sphere and provides a test that can distinguish between
classical correlations and quantum entanglement in a two-qubit system.
For classical states, the maximum value of the CHSH operator is bound by 2, but for
entangled states it can reach a maximum of 2
√
2. Figure 1.6 shows the result of such
a CHSH-type measurement performed on a state created by the method described
above, showing the value of 〈CHSH〉 as a function of the angle φ of the measurement
basis. We observe a violation of the classical boundary 2 of the operator by 22 standard
deviations when correcting the readout errors that are present in our system. The raw,
uncorrected data fails to exceed the classical threshold because of readout errors mainly
caused by qubit relaxation during the readout. Nevertheless, the observed violation in
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Figure 1.5: Coherent exchange of a single quantum of excitation (swapping oscillations)
between the two qubits initially prepared in the register state |10〉, obtained from the resonant
interaction between them. a) Register state probabilities as a function of the swapping time
∆t. The frequency of the oscillations corresponds to 2gqq/2pi = 8.3 MHz. b) Measured
average values of the Pauli operators products {I, σx, σy, σz}⊗{I, σx, σy, σz} (Pauli set) for
the register states obtained at times 0 ns and 31 ns. c) Corresponding reconstructed density
matrices. The area of each circle corresponds to the absolute value of each matrix element
and the color and direction of the arrow to the phase of the element. The black circles and


































Figure 1.6: Measured average value of the CHSH operator for a prepared Bell state. After
readout error corrections, the CHSH expectation value (red points) exceeds the classical
boundary of 2. The raw measurement data (blue points) lies below this critical threshold.
The inset shows the standard deviation σ at the highest point of the curve as a function
of the measurement sample size. For the highest sample count, the classical boundary is
exceeded by 22 standard deviations.
the calibrated data is a strong indication of entanglement in the system. A more detailed
overview of this experiment can be found in chapter 5.
1.5 Realizing a Universal Two-Qubit Quantum Gate
The swapping evolution given by eq. (1.1) allows not only to prepare entangled two-
qubit states but also to implement a universal two-qubit gate: When switching on the
interaction for a time tpi/2 = pi/4gqq one realizes the
√



















which forms together with single qubit gates a universal set of gates, on which any
algorithm can be decomposed. We characterize the operation and errors of our im-
plementation of this gate by performing quantum process tomography, obtaining a gate
fidelity of 90 % . The 10 % error in gate fidelity is caused mainly by qubit relaxation and
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0.73 
dephasing during the gate operation and only marginally by deterministic preparation
errors, as will be discussed in chapter 5. Figure 1.7 shows the measured χ matrix of
the gate, that describes its effect in the Pauli basis of two-qubit operators. The χ ma-
trix provides the full information on the unitary and non-unitary action of the gate. The
achieved fidelity of the gate operation is sufficient to allow the implementation of simple
quantum algorithms with our processor.
1.6 Running a Quantum Search Algorithm
Using a two-qubit quantum gate related to the one described above, we run a simple
quantum algorithm on our processor, the so-called Grover search algorithm [54]. The
version of this algorithm that we implement operates on the two-qubit basis xi ∈ {|00〉,
|01〉, |10〉 , |11〉} and can distinguish between four different Oracle functions Cj(x) with
x ∈ xi that give Cj(x = xj) = 1 and Cj(x 6= xj) = 0. In the two-qubit case, this algorithm
requires only one evaluation of the Oracle function Cj(x), implemented as a unitary
operator, to determine which state among the four possible ones it tags. This case thus
provides a simple benchmark of the operation of the quantum processor, and a simple
and illustrative example of quantum speed-up in comparison with classical algorithms,
as discussed in chapter 6. The diagram of the Grover search algorithm implemented
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in our processor is shown in fig. 1.8a and involves two iSWAP gate operations and six
single-qubit operations along with a single-shot qubit readout at the end of the algorithm.
We measure the success probability of the algorithm from the obtained outcomes, and
complete the analysis of its operation by performing the tomography of the quantum
state at different steps of the algorithm. We first discuss this evolution that sheds light
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Figure 1.8: a) Two-qubit version of the Grover search algorithm implemented on our quan-
tum processor. The algorithm consists in preparing a fully superposed state, applying a
given Oracle operator to it only once, and analyzing the resulting output to determine the
quantum state tagged by this Oracle operator. b) Measured density matrices when running
the Grover search algorithm with a search oracle marking the state |00〉. 1) shows the state
after the generalized Hadamard transform, 2) after applying the quantum oracle and 3) after
the final analysis step of the algorithm.
Fig. 1.8b shows the density matrices determined experimentally when running the
Grover search algorithm with the Oracle operator tagging the state |00〉. State tomog-
raphy is first shown after preparation with a generalized Hadamard transform applied
to the initial state |00〉. It clearly corresponds to a superposition of all the compu-
tational basis states. The quantum state after having applied the quantum Oracle is
− |00〉 + |01〉 + |10〉 + |11〉 and the information on the tagged state is encoded in the
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phase of the state |00〉. After extracting this phase information, the tomography displays
a large peak on state |00〉 at the end of the algorithm, just as expected. The fidelity
of the final quantum state of the algorithm is 68%, 61%, 64% and 65% for the four dif-
ferent Oracle operators, respectively. These fidelities, corrected for readout errors, do
not quantify the quantum speed-up achieved when running the algorithm. For this, it is
necessary to analyze the results obtained after a single run, which does not allow for
any corrections of the readout outcomes.
1.7 Demonstrating Quantum Speed-Up
Figure 1.9: Single-run outcomes when running the Grover search algorithm on our two-qubit
quantum processor. Shown are the directly (red) or indirectly (blue) measured probabilities
of finding the qubit register in state |i〉 at the end of the algorithm, for each Oracle function
Cj marking the state |j〉. In all four cases, the success probability of the algorithm is > 50%,
thus outperforming any classical “random query” or “query and guess” algorithm using a
single Oracle call.
The main interest of running a quantum algorithm is to obtain an advantage in the
run-time in comparison to a classical algorithm, the quantum speed-up. To character-
ize this speed-up as obtained with our processor, we run the Grover algorithm for all
four possible Oracle functions and directly read out the state of the qubit register af-
ter the last step of the algorithm instead of performing quantum state tomography, thus
not correcting any readout errors. By averaging the outcomes of many such individ-
ual runs with different Oracle functions we obtain the single-run fidelities, which –for
the four different Oracle functions– have been measured as 66%, 55%, 61% and 52%.
The full probability distributions for the four possible cases are shown in fig. 1.9. The
achieved success probability is always lower than the theoretically possible value of
100 %, mainly because of relaxation and decoherence of the qubit state during the run
time of the algorithm and –to a small degree– errors in the pulse sequence. The mea-
sured success probabilities are however larger than the 50% success probability of a
24
Andreas Dewes
classical query-and-guess algorithm using the outcome of a single query. The algorithm
thus demonstrates quantum speed-up, as explained in greater detail in chapter 6.
1.8 Towards a Scalable Multi-Qubit Architecture
qubit cell 1 
JBA 1→ 
Transmon 1↑ 
Figure 1.10: Schematic of the four-qubit chip real-
ized in this thesis work. Shown on top is the whole
chip with ports for the drive and readout transmis-
sion line and for the four fast flux lines. Shown
below is a single qubit cell with a Transmon qubit
coupled to the quantum bus, a flux line and a JBA
readout.
The approach to superconducting quan-
tum computing outlined in the previous
sections is well suited for the imple-
mentation of simple quantum proces-
sors with a few qubits. However, due
to several design limitations it is not
suitable for implementing a large scale
quantum computer. As an example, the
direct qubit-qubit coupling employed in
this thesis work is not suitable for cou-
pling a large number of qubits since it
becomes increasingly difficult to deter-
ministically switch on and off the cou-
pling between individual qubits as the
number of qubits increases, a prob-
lem sometimes referred to as “frequency
crowding”. Also, fitting each qubit of the
processor with individual drive and read-
out circuitry –as done in this work– is
usually not extensible to a large number
of qubits due to topological and space
constraints on the chip, as well as prac-
tical constraints for a cryogenic experi-
mental setup.
Recently, several research groups have started to address these issues by devis-
ing new architectures for superconducting quantum processors that can –in theory– be
scaled to a larger number of qubits. Here we will mention only the “Rez-Qu” architec-
ture [50] developed in the Martinis lab and the surface-code approach [42] pursued by
IBM. In this thesis work we discuss our own approach towards more scalable supercon-
ducting quantum processors, where we develop a revised version of our qubit chip that
provides a way to implement a system with a larger –albeit still small– number of qubits.
Key elements of this architecture are a quantum bus in form of a high-Q microwave
resonator that is used for coupling the qubits and a multiplexed drive and readout cir-
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cuit that allows us to measure and manipulate all qubits through one single microwave
transmission line.
Figure 1.10 shows the schematic of the first version of this architecture. Our chip
contains four Transmon qubits which are capacitively coupled to a distributed high-Q
resonator acting as a quantum bus. In addition, each qubit is coupled to a low-Q non-
linear lumped element resonator acting as a CJBA, which is used for reading out the
qubit state. Each of these resonators is in turn coupled capacitively to the input trans-
mission line. The resonance frequencies of the readout resonators are arranged in
ascending order with a frequency spacing of ≈ 50 MHz between adjacent resonators.
This frequency spacing allows us to address each resonator individually and to read
out the state of the full qubit register in parallel using only one single transmission line.
Figure 1.11 shows the measured |S12| matrix element of such a chip with four CJBA
resonators at frequencies between 6.78 GHz and 6.95 GHz, plotted as a function of the
incident microwave power. The “knee” in each of the four resonance curves appearing
between -45 and -40 dBm corresponds to the bifurcation point of the resonators.



























Figure 1.11: Measured |S12| transmission coefficient of
drive and readout line of our four-qubit chip, with the
four qubits far detuned from the resonators. Clearly visi-
ble are the resonances of the four CJBA resonators and
their bifurcation at nominal input powers between -42dB
and -40 dB.
Still, this approach suffers from
a relatively bad ON/OFF ratio in
the qubit-qubit coupling. To al-
leviate this problem, the Trans-
mon qubit used in the current ver-
sion of this architecture can be re-
placed by a qubit with a tunable
coupling [112]. Alternatively, it is
possible to use a fixed-frequency
coupling scheme for the qubits,
thereby altogether eliminating the
need for frequency tuning of indi-
vidual qubits and also reducing the
number of input transmission lines
from n+ 1 to 1, with n the number
of qubits.
A more detailed discussion of
the scalable architecture and the
first preliminary measurements
performed with a four-qubit chip






In this chapter we provide the reader with the conceptual background and theoretical
building blocks necessary to understand our thesis work. We begin our discussion with
a general overview of classical and quantum information processing with a Turing ma-
chine, followed by an introduction to superconducting quantum circuits. We summarize
the method to quantize electrical circuits and apply it to Cooper pair box devices, and in
particular to the Transmon that will be used to implement the qubit register of our quan-
tum processor. We then present coplanar waveguide resonators, and introduce circuit
quantum electrodynamics on the example of a Transmon coupled to a such a resonator.
Finally, we consider the case of a nonlinear resonator used as a Josephson bifurcation
amplifier since we use such a readout device in our processor architecture.
2.1 Classical & Quantum Information Processing
By definition, computing designates the activity of using computer hardware and soft-
ware to process information, or data. Classical information processing can be divided in
analog and digital information processing, the former being based on continuous phys-
ical variables whereas the latter is based on discrete variables. The fundamental unit
of digital information processing is the bit, which represents a Boolean (true/false) infor-
mation. The discipline of theoretical computer science has been created to investigate
the fundamental limits and properties of classical information processing. One of the
main foundational theorems of theoretical computer science is the Church-Turing thesis
which provides a universal computing model by saying (basically) that everything which
is computable can be efficiently computed using a Turing machine. Such a Turing ma-
chine, in turn, is a simple theoretical device which is able to run programs that operate
on a discrete set of data using a well-specified set of operations. The Turing machine
is universal in the sense that any other classical computing device can be efficiently
emulated using a Turing machine with the appropriate program and data.
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Figure 2.1: Bloch sphere representation of a
qubit state |ψ〉 = cos θ2 |0〉+eiφ sin θ2 |1〉. The
state is fully characterized by specifying its
“latitude” and “azimuth” angles θ and φ. Pure
quantum states always lie on the surface of
the Bloch sphere, whereas mixed quantum










In the early 1980s, Richard Feynman showed that a classical Turing machine as
described above would be unable to efficiently simulate a quantum-mechanical system
[47]. He introduced the concept of a quantum Turing machine that would be able to sim-
ulate quantum-mechanical systems in an efficient manner. Shortly afterwards, Paul Be-
nioff formulated a theoretical description of a quantum Turing machine [10]. Later, David
Deutsch developed the theoretical description of an universal information processing
framework based on quantum mechanics [35], coining the terms quantum computing
and quantum information processing. He showed that by making use of different prop-
erties of quantum mechanics, namely, the superposition principle and entanglement,
one could solve certain mathematical problems faster than possible with any classical
computer [35]. The work by Deutsch created a large interest in the physics community
and led to a huge theoretical and experimental effort aimed at realizing an operational
quantum computer and developing quantum algorithms for relevant real-world problems.
2.2 Principles of "Conventional" Quantum Computing
The first scheme imagined for quantum information processing is directly inspired from
the classical digital Turing machine: information is stored in a set of quantum two level
systems, the quantum bits or qubits, forming a quantum register, which is manipulated
by sequentially applying unitary (and possibly non-unitary) operators to subsets of qubits
in the register, typically one or two. As for a classical Turing machine, any arbitrary oper-
ation of this quantum processor can be decomposed as a sequence of gate operations
chosen from a surprisingly small set of gates, said universal. The power of such a ma-
chine comes from the gates operating on superposed states, which provides an intrinsic
parallelism in the processing. This quantum gate approach is the method relevant to
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the present thesis work, and we ignore other approaches introduced more recently such
as one-way quantum computing [100], adiabatic quantum computing [45] or topologi-
cal quantum computing [62]. In this section we introduce very briefly quantum bits and
quantum gates, as well as some examples of quantum algorithms that are relevant to
this work.
2.2.1 Quantum Bits and Registers
As in classical computing, one can define in quantum computing a fundamental unit of
information: the qubit. Such a qubit is a quantum-mechanical two-level system that can
be put in any superposition
|ψ〉 = cos θ2 |0〉+ e
iφ sin θ2 |1〉 (2.1)
of its two states |0〉 and |1〉. As can be seen, any state can be described by a pair of real
numbers θ and φ that characterize the amplitude of each of the two basis states and
the phase between them. A useful and intuitive representation of such a single-qubit
state is the Bloch sphere representation, shown in fig. 2.1. The north and south poles of
this sphere correspond by convention to the qubit states |0〉 and |1〉 (or vice versa). All
states lying on the sphere between those two correspond to pure superposition states,
which are characterized by their “latitude” and “azimuth” angles θ and φ.
Often it is necessary to describe the qubit not as being in one well-defined pure
state but rather being in one of several such states |ψi〉. Usually, we can then associate
a classical probability pi with finding the qubit in either of these states. In this case, we
can describe the qubit by a density matrix ρ = ∑
i
piρi, where ρi = |ψi〉 〈ψi| is the density
matrix of the pure state |ψi〉. All single-qubit density matrices ρ are Hermitian 2 × 2





in the |0〉 , |1〉 basis, with ρ00 and ρ11 being real numbers and ρ01 a complex number. For
any state, the matrix has a unity trace Tr(ρ) = 1; for pure states, ρ = ρ2 in addition.
The expectation value 〈A〉 of any operator A acting on the density matrix ρ is given as
Tr(ρA).
A mixed single-qubit state ρ can also be represented as a 3D vector lying in the
Bloch sphere. For this, we decompose the density matrix of the state as ρ = ciσI +
cxσx+ cyσy + czσz, where ci,x,y,z are real coefficients and the identity matrix σI and Pauli
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We can then plot the vector (cx, cy, cz) in a 3D space. The length of it decreases from 1
for a pure state down to 0 for a completely mixed state, hence it will always lie inside a
unity sphere.
Quantum states of n > 1 qubits cannot be described graphically in an easy way
but can be characterized by a density matrix of dimension 2n ⊗ 2n in the computational
basis |q1 . . . qn〉 = |q1〉⊗ |q2〉 . . .⊗|qn〉, where |qi〉 is the state vector of the i-th qubit. For
example, a two-qubit Bell state of the form |ψ+〉 = (|01〉+ |10〉)/
√
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Often it is necessary two compare two quantum states to each other. For this, it is
useful to define a quantum state fidelity, which is a measure of “closeness” between two
quantum states. In this work, we will often use the quantum fidelity F (ρ, σ) = F (σ, ρ)
defined as







which can also be written as




where ‖ρ‖tr = Tr(ρρ†) is the Trace norm of the matrix ρ. If we want to compare a density
matrix ρ to a pure quantum state |ψ〉, we can also use the Trace fidelity Ftr(ρ, |ψ〉)
defined as




Analogously to classical information processing based on logic gates, in quantum com-
puting one uses quantum gates that act on individual or multiple qubits and allow to
process information. Such a quantum gate can be described as a unitary operator act-
ing on the state of one or several qubits. Theoretically, there is an infinite number of
possible quantum gates, however in order to describe all possible quantum operations
that can be performed on a qubit register of arbitrary length, it is sufficient to define a uni-
versal set of quantum gates. Such a set contains a small number of quantum gates that
can, by concatenation, produce any arbitrary unitary quantum operator, as shown by the
Solovay-Kitaev theorem [91, 34]. A universal gate set that will be especially relevant to


































iSWAP operation twice we obtain the iSWAP quantum gate, which is,




1 0 0 0
0 0 i 0
0 i 0 0




This universal set it not minimal, since in principle two single-qubit gates with a fixed
rotation angle (e.g. Rx(pi/4) andRy(pi/4)) together with a universal two-qubit gate would
be sufficient to form a universal set of gates [34]. However, it is often advantageous if
one can use single-qubit rotations with arbitrary rotation angles around all three axes
of the Bloch sphere since it can significantly reduce the number of gates required to
implement a given unitary operation.
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2.2.3 Quantum Algorithms
The interest in quantum computing is mainly due to the fact that certain problems can be
solved faster on a quantum computer than on a classical one. By faster we mean here
that the orderO of the run time of the algorithm increases faster on a classical computer
than on a quantum computer as a function of the problem size, i.e. the number of bits
needed to encode the problem. Up to this day it has not been demonstrated that a
quantum computer can perform all tasks faster than a classical computer. However, a
small number of real-world problems have been found that can be solved exponentially
to polynomially faster on a quantum computer than with known classical algorithms on
a classical computer. Here we cite only the two most “famous” ones:
1. The Shor Factorization Algorithm Developed by Peter Shor in 1994 [106, 107].
This algorithm can factorize a binary number of length N into its prime factors in
O(logN)3 steps, therefore exponentially outperforming any known classical fac-
torization algorithm. There is large interest in this algorithm since the security of
many asymmetrical cryptographic key exchange protocols rely on the assumption
that it is difficult to factorize large numbers into their prime components. Hence,
realizing a polynomial-time method for number factorization would undermine the
security of these algorithms.
2. The Grover Search Algorithm: Discovered by Lov Grover in 1996 [53], this
search algorithm can find a single well-defined state in an unsorted database of
size N in O(√N) steps, being hence √N faster than a classical search algo-
rithm. Recently, similar algorithms using quantum random walks on graphs have
been found that provide similar speed-up [105].
2.2.4 Quantum Simulation
Another domain of interest for quantum computers is the so called quantum simulation
[72]. Here the goal is to simulate the behavior of an arbitrary quantum system using a
quantum computer by either engineering the quantum computer in direct analogy with
the system being modeled (so called analog quantum simulation) or by numerically sim-
ulating the Hamiltonian of the quantum system on a general-purpose quantum computer
(so-called digital quantum simulation). Since no classical computer can simulate a quan-
tum system efficiently, there is a large interest in quantum simulation, especially in the




2.2.5 Realization of a Quantum Computer
To realize a working quantum computer, it is necessary to implement highly coherent
qubits that can be manipulated, read out and coupled with high fidelity. So far, no fully
working quantum computer has been experimentally demonstrated. However, larger
progress towards its realization has been achieved in the last decade. Promising ap-
proaches for its realization include, among others, ions trapped in magnetic and electric
fields [86, 26], nuclear magnetic resonance of organic molecules [59, 114], cold atomic
gases [21], photonic circuits [63], semiconductor circuits [74] and, last but not least,
superconducting circuits, on which we focus our attention.
2.3 Superconducting Quantum Circuits
In this section we discuss several types of superconducting circuit elements that are
most relevant to this work. First, we introduce the reader to the Josephson junction,
which is the key device for realizing superconducting qubits and amplifiers. Then, we
present a general method for the quantization of arbitrary electrical circuits that we use
afterwards to perform canonical quantization of our circuits. We use this method to de-
rive the Hamiltonian of the Cooper pair box and treat the Transmon qubit as a special
case. Afterwards, we discuss the properties of transmission lines and transmission line
resonators that we use extensively for implementing readout and coupling elements in
our qubit design. Then we give a short overview of the field of circuit quantum electrody-
namics, which describes the interaction of a superconducting qubit capacitively coupled
to a resonator. Finally, we introduce the reader to the Josephson and cavity bifurcation
amplifiers that we use for our qubit readout.
2.3.1 The Josephson Junction
The core element used to construct superconducting quantum circuits is the Josephson
junction. A Josephson junction is based on the Josephson effect [60], which states that
between two superconductors connected through an insulating barrier, a supercurrent
I12 = Ic sinϕ (2.14)
will flow, depending on the difference ϕ = ϕ1 − ϕ2 between the gauge-invariant su-
perconducting phases ϕ1 and ϕ2 on each side of the link. Ic, the critical current of the
Josephson junction, is the maximum super-current that it can support. ϕ is related to
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where ϕ0 = h¯/2e ≈ 2.05/2pi × 10−15 Wb. These two simple equations yield a system
exhibiting a wealth of interesting physical phenomena which are used today in applica-
tions as varied as the detection of weak magnetic fields [27], voltage standards [70],
generation of Terahertz radiation [93] and quantum limited amplifiers [116]. The energy
associated with the phase difference across the Josephson junction is
E = EJ · (1− cosϕ) (2.16)
where EJ = Icϕ0 is the Josephson energy. In addition, the junction usually has an
electrostatic energy associated to the capacitance formed by its two electrodes given as
EC = Q2/2C, with ±|Q| being the charge accumulated on each of the electrodes of the
junction.













where LJ0 = ϕ0/Ic is the Josephson inductance.
Using the potential and capacitive energies of the Josephson junction alone, we can
formulate the quantum Hamiltonian of the junction, which is
Hˆ = 12C Qˆ
2
tr + EJ(1− cos ϕˆ), (2.18)
where Qˆtr is the charge transferred between the two electrodes of the junction and ϕˆ
and Qˆtr are conjugate quantum operators that, in analogy to a classical pendulum, play
the role of position and momentum for the Josephson junction. In the limit of small
angles ϕ, the Hamiltonian becomes that of a harmonic LC oscillator. The nonlinearity
present in the system is a key ingredient for realizing a Josephson qubit since it makes
it possible to drive transitions between the first two quantum states of the device without
also exciting higher quantum states, as would be the case when driving a harmonic
oscillator.
2.3.2 Quantization of Electrical Circuits
In this section we outline a general method to treat arbitrary electrical circuits as the
ones discussed before within the framework of quantum-mechanics, hence quantizing
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them. This introduction on circuit quantization is based on a seminal article by B. Yurke
[124] and an article by M. Devoret [36]. A more specific example of circuit quantization
can be found in [22].
An electrical circuit is fully characterized by the parameters of its elements and its
topology. The latter can be described as a set of nodes j connected by a number of
branches i that are formed by dipolar circuit elements. In classical circuit theory, each
branch is described by a voltage Vi between its ends and a current Ii flowing through
it. The Kirchhoff laws demand that the sum of the branch voltages Vi along any closed
path in the circuit must be zero and that the sum of currents flowing in and out of each
node must be zero. For quantization it is usually more convenient to replace voltages









where tref is an arbitrarily chosen reference time. The Kirchhoff laws now write
∑
i
Qi = Qc ,
∑
i
Φi = Φc (2.21)
with Qc and Φc constants, where the first sum is over charges Qi of all elements con-
nected to a certain node c and the second one is over all branches forming a closed loop
in the circuit. We can obtain a complete set of node and branch equations for any given
circuit by constructing a spanning tree of the circuit, which is a tree in which all nodes
are connected to an arbitrarily chosen ground node by one unique path [36]. From the
spanning tree we obtain a complete set of branches and the corresponding Kirchoff
equations for the fluxes Φi around them. Together with the set of Kirchhoff equations for
the charges at each node, we can use this system of equations to eliminate unnecessary
circuit variables and obtain a description of the circuit using a minimal set of degrees of
freedom. Now, to quantize a circuit made up of non-dissipative elements we can follow
the method given in [124], writing the Lagrangian (using the reduced set of variables) as







where the sum i runs over all circuit elements and Vi and Ti are the potential and kinetic
energies associated to the i-th element. Here, linear inductances contribute only to the
potential energy as VLi = Φ2i /2Li, whereas linear capacitances contribute only to the ki-
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netic energy as TCi = CiΦ˙2i /2. Resistors can be described within the Lagrangian formal-
ism by modeling them as semi-infinite transmission lines with a characteristic impedance
matching their resistance [124]. We can also include general nonlinear capacitances
and inductances that obey the relations Φ˙ = fC(Q) and Q˙ = gL(Φ) between their node









A Josephson junction, for example, can be described as a nonlinear inductance with












Transmission lines can be quantized by a similar approach, as shown e.g. in [124].
Externally imposed charges and fluxes can be modeled as “pre-charged” capacitors
and inductors with infinite charge or flux and infinite capacitance or inductance that get
renormalized at the end of the quantization process [36]. Externally imposed voltages
and currents can be treated like this as well by converting them to corresponding fluxes
or charges. From the Lagrangian as given by eq. (2.22) we can obtain the classical















where Φ˙i = dΦi/dt. Having obtained Φi and Qi, we can calculate the Hamiltonian H of
the system by applying the transformation
H(Φ1, . . . ,Φn, Q1, . . . , Qn) =
∑
j
Φ˙iQi − L(Φ1, . . . ,Φn, Φ˙1, . . . , Φ˙n). (2.28)
This Hamiltonian, written in generalized coordinates, yields the full set of equations of
motion of the electrical circuit and depends only on the canonically conjugate variables
Φ1, . . . ,Φn and Q1, . . . , Qn. First quantization of the circuit can then be done by simply
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replacing the classical variables by quantum observables such that Φi → Φˆi and Qi →










In the following sections we apply this quantization method to the Cooper pair box circuit
that we use to implement a superconducting qubit and to the simple LCR resonator
circuit that we use as a qubit readout and coupling bus.






Figure 2.2: An LCR resonator cou-
pled to a voltage source V with internal
impedance Z0 through an input capac-
itance Cin.
The LCR resonator is the circuit element that forms the basis of our qubit read-
out. The schematic of a LCR resonator coupled to a voltage source through an input





+ iωC − i
ωL
, (2.32)
yielding a resonance frequency ωr = 1/
√
LC and an internal quality factor Qint =
R/Zr with Zr =
√
L/C the characteristic impedance of the resonator. To probe the
resonator we couple it through a gate capacitance Cin to an input transmission line with
characteristic impedance Z0. We can model the resulting circuit as a modified LCR















2 + 1, (2.34)
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and a new capacitance
C ′(ω) = C + Cin1 + (CinωrZ0)2
, (2.35)
yielding a shifted resonance frequency ω′r = 1/
√
LC ′ and a modified quality factor
Q−1r = Q−1int +Q−1ext, (2.36)
where Qext = Rext/Zr. As can be seen, the external quality factor increases ∝ 1/C2in.
We can define a coupling or decay rate κ = ωr/Qr, which corresponds to the rate
at which energy leaks out of the resonator. For frequencies close to the resonance




where ∆ = ωr − ω and Zr =
√
L/C is the characteristic impedance of the resonator.
This approximation is useful when e.g. experimentally fitting resonance data to obtain
the quality factor of the resonator.
Before quantizing the LCR resonator, we will first show how we can map a transmis-
sion line resonator to the LCR model presented here.
Coplanar Waveguide Resonators
Due to practical reasons we use coplanar waveguide resonators instead of lumped el-
ements LCR resonators in our experiments. We will therefore briefly discuss them and
show how we can map them to the simple LCR resonator model. A coplanar waveguide
is a flat structure with a central conductor that is separated by a gap from a ground plane
on either side, as shown in fig. 2.3c. In general, it can be treated as a transmission line.
A detailed treatment of the physics of transmission lines can be found e.g. in [98]. If we
regard a transmission line of finite length l, the voltages and currents at both ends are
related through [98] V1
I1
 =
 cos γl iZr cos γl





where γ = α + iβ =
√
(R + iωL)(G+ iωC) is the propagation constant which de-
scribes the dispersion and damping of electromagnetic waves along the waveguide, ω is
the angular frequency of the electromagnetic wave, L, C, R and G are the characteristic
inductance, capacitance, resistance and conductance of the transmission line per unit
length (for a superconducting, lossless line G = R = 0), Zr =
√


















































Figure 2.3: Frequency re-
sponse of an open-terminated
λ/2 coplanar waveguide res-
onator. a) 3D schematic of the
resonator showing the electric
field E, the line charge q,
the magnetic field B, and the
current I configuration. b) Dis-
tributions of E or q (blue) and
of B or I along the resonator.c)
Circuit model of the resonator
capacitively coupled to a drive
circuit with voltage source V
and source impedance Z0.
The (lossless) resonator can
be modeled as a series of
infinitesimal sections of LC
elements (inset). The reflection
coefficient S11 = Vout/Vin has
a constant amplitude of 1 at
all frequencies if the resonator
is lossless d) Reflected phase
arg(S11) and absolute values
of the input impedance |Zin|
and resonator impedance
|Zres| (see text) as a function
of the reduced frequency
ωr = ω/ω0, for a λ/2 resonator
with ωr = Zr = Z0 = 1
(Cr = pi/2) and Cin = 0.1 (red
solid line). With the chosen
parameters, the first reso-
nance frequency of the loaded
resonator is shifted down to
ωloadedr ≈ 0.969 with respect to
that of the uncoupled one. For
this first resonance, arg(S11),
|Zin|, and |Zres| are very close
to those of a lumped element
LrCrRr resonator with the
same ωr, Zr and Cin (blue
dashed lines).
tic impedance of the waveguide and Yr = 1/Zr the corresponding admittance.
Let us now consider the open-ended λ/2 CPW resonator that we use in our exper-
iments to realize the qubit readout resonator, as shown in fig. 2.3b-c. To realize the
resonator, we terminate the transmission line at one end by an open gap and connect
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the other end to a drive line through an input capacitance Cin. We can then make use
of eq. (2.38) to calculate the end voltages and currents of the resonator,demanding that
I2 = 0 (since the resonator is open-ended). We obtain for the voltage V1 and current I2
the relation
V1 = cos γlV2, (2.39)
I1 = iYr sin γlV2. (2.40)
The impedance of the resonator is thus given as V1/I1 = −iZr cot γl. We can ap-
proximately model this distributed CPW resonator as a lumped element parallel LCR
resonator by equating their impedances close to their resonance frequency ωr. This













Using this mapping, we can calculate all relevant resonator properties using the theory
of the lumped element LCR resonator, disregarding however the internal multi-mode
structure of the resonator.
Quantization of the Resonator
We can quantize the LCR resonator by following the procedure outlined in the last sec-
tion. The circuit in fig. 2.2 contains two active nodes. If we disregard for now the input
voltage source V , the input capacitance Cin and the resistance R, we can directly obtain




where Q is the charge accumulated on the capacitor and Φ the flux in the inductance


























By inverting these relations we obtain the flux and charge operators Φˆ and Qˆ. Calculat-
ing their time derivatives gives us the voltage and current operators Vˆ = i[Hˆ, Φˆ]/h¯ and
























h¯ωr/2C is the root-mean-square voltage corresponding to one photon
in the resonator. Using the modified values given by eqs. (2.43), these equations also
give the maximum values of Vˆ , Φˆ, Iˆ and Qˆ of the fundamental mode in a transmission
line resonator.
2.3.4 The Cooper Pair Box
The LC resonator discussed in the last section is one of the key elements for building
quantum circuits. However, it is not possible to implement a superconducting qubit us-
ing such a linear resonator since the transition frequencies between all adjacent energy
levels are equal, which makes it impossible to drive e.g. the |0〉 → |1〉 transition of the
system without also exciting higher energy states. Therefore, to realize a qubit, we need
to introduce a non-linear element in the circuit. One way of doing this is to replace the
linear inductance of the LC resonator by a non-linear one. A Josephson junction con-
veniently provides such a non-linear inductance. The resulting circuit, called a Cooper
pair box (CPB) contains thus a Josephson junction in parallel with a capacitance and
is coupled to an input voltage source through a gate capacitance Cg, as shown in fig.
2.4a. Often one also uses two junctions in a loop instead of a single one, as shown
in fig. 2.4b, which allows one to tune the effective Josephson energy of the system by
changing the flux inside the junction loop. Finally, in our experimental setup, we can
separate the bottom electrode of the CPB capacitively from the ground, as shown in
fig. 2.4c. In this section we discuss only the circuit a), since b) can be mapped to the
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Figure 2.4: a) Circuit schematic of a Cooper Pair Box (CPB). The device consists of a
Josephson junction with Josephson energy EJ capacitively coupled to a voltage source Vg
through a gate capacitor Cg. The extra capacitance of the Josephson junction as well as
any added parallel capacitance is modeled by a capacitor CJ . Charges can accumulate on
the island 1 (the box). b) Split Cooper pair box, where two junctions with Josephson EJ/2
are arranged in a loop, to make the total Josephson energy EJ | cos(Φext/φ0)| tunable with
the external flux Φext applied to the loop. c) Schematic of a split CPB with Cg split in two
series capacitor 2Cg to decouple the bottom electrode of the box (3) from the ground. This
last geometry is the one used in this thesis work.
simpler version a) and the topology of c) is mathematically equivalent to that of b). The
simple CPB circuit 2.4a consists of three nodes (including ground) and two branches.
The flux Φ2 is not independent since it is set by the voltage source Vg, so we can directly
eliminate it from the equations. This leaves us with only one remaining active node Φ1.








)2 − EJ (1− cosφ1) , (2.52)




= CJΦ˙1 + Cg(Vg + Φ˙1). (2.53)
From this, we can directly calculate the Hamiltonian by using eq. (2.28) and substituting
Q1 as given by eq. (2.53) for Φ˙1, which yields






Quantization of the Hamiltonian is completed by replacing Qi → Qˆi and φ1 → φˆ1 and
imposing the commutation relations given by eqs. (2.31). If, in addition we introduce
reduced operators for the charge nˆ = Qˆ/2e and discard the energy stored in the volt-
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age source (which is irrelevant), we obtain the Hamiltonian of the Cooper pair box, as
formulated e.g. in the thesis of V. Bouchiat [18],
Hˆ = EC (nˆ− ng)2 − EJ cos θˆ, (2.55)
with θˆ = φˆ1, EC = (2e)2/(CJ + Cg) the charging energy of the Cooper pair box and
ng = CgVg/2e the reduced gate charge.
For the split Cooper pair box as shown in fig. 2.4b, the treatment is slightly modified
[31]. First of all, we write the Josephson energies of the two junctions as EJ1 = (1 +
d)EJ/2 and EJ2 = (1− d)EJ/2, where d ∈ [0, 1] is the energy asymmetry between the
junctions. When imposing an external phase φext = Φext/ϕ0 in the loop, the potential
energy of the two junctions can be written as










The remaining part of the quantization process proceeds as above, yielding a Hamilto-
nian of the split Cooper pair box of the form









This Hamiltonian can be recast in the form [31]
Hˆsplit = EC(nˆ− ng)2 − E ′J(d, φext) cos [φˆ1 + γ(φext)], (2.59)
with
E ′J(d, φext) = EJ
√
1 + d2 + (1− d2) cosφext
2 , (2.60)
tan γ(φext) = −d tan φext2 . (2.61)
It is therefore possible to map the Hamiltonian of the split CPB to that of the single-
junction one by defining θˆ → φˆ1 + γ(φext) and EJ → E ′J(d, φext).
Using the Hamiltonian (2.55), we can calculate the eigen wave functions of the sim-
ple Cooper pair box. The variables nˆ and θˆ are conjugate such that [θˆ, nˆ] = ih¯, the
corresponding wave function Ψk(θ) = 〈θ, k〉 will therefore satisfy a Schrödinger equa-
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Ψk(θ)− EJ cos (θ)Ψk(θ). (2.62)
Since the potential −EJ cos (θ) is 2pi periodic, the solution will be of the form
Ψk(θ) = Ψk(θ + 2pi), (2.63)
which allows us to map eq. (2.62) to the Mathieu equation
d2y
dx2
+ [a− 2q cos (2x)] y = 0. (2.64)
The Floquet theorem states that all solutions to this equation can be written in the form
F (a, q, x) = exp (iµx)P (a, q, x), (2.65)
and the most general solutions are [31]































Here,MC ,MS are the cosine and sine Mathieu functions andMA corresponds to the
Mathieu characteristic value of each solution. Following the convention in [31] we order




[int(ng + l/2)mod 2]
×
{
int(ng/2) + l(−1)k[(k + 1)div 2]
}
, (2.68)
where x div y denotes the integer part of x/y.
We denote the energy differences between individual energy levels i, j by Eij =
Ej−Ei. We also define the absolute and relative anharmonicities of the first two energy
levels as α ≡ E12 − E01 and αr ≡ α/E01. An in-depth treatment of the Cooper pair box





ωi |i〉 〈i| , (2.69)
































 EJ  / EC = 1/4 EJ  / EC = 1 EJ  / EC = 8
Figure 2.5: First four energy levels of the Cooper pair box as a function of the reduced
gate charge ng, for EJ/EC ratios equal to 1/4, 1, and 8 (left to right). As can be seen, for
EJ  EC , the charge-dispersion curve becomes almost completely flat.
we can also formulate an approximate qubit Hamiltonian of the CPB of the form
Hˆ = − h¯ω012 σˆz, (2.70)
where ω01 = ω1 − ω0 is the frequency of the transition |0〉 → |1〉.
The Transmon Qubit
The Transmon qubit as developed in R. Schoelkopf’s lab [64, 119] is a Cooper pair box
whose charging energy is strongly reduced by putting a large capacitance in parallel to
the Josephson junction, such that the device is in the regime EJ  EC . As shown in
fig. 2.5, in this regime the charge dispersion of the energy levels of the Cooper pair
box becomes extremely weak, thus rendering the transition frequency E01 practically
insensitive to the value of the gate charge ng. This reduced sensitivity to charge noise is
highly advantageous in experiments since it increases the coherence time of the qubit.
However, when increasing the ratio EJ/EC , one also reduces the anharmonicity αr of
the qubit, therefore limiting the speed of gate operations that can be realized with this
system (driving errors related to weak anharmonicity will be discussed more thoroughly
chapter 5). In the limit EJ  EC , the qubit anharmonicity is well approximated by
α ' −EC/4, αr ' −(2EJ/EC)−1/2. In this limit we can also approximate the transition
frequency of the Transmon as h¯ω01 ≈
√
2EJEC . αr decreases only geometrically with
EJ/EC , whereas the sensitivity of the qubit to charge noise decreases exponentially
with the ratio of Josephson and charging energy.
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Decoherence of the Transmon
An in-depth derivation of the decoherence of the CPB and the Transmon can be found
e.g. in [31, 64]. Here, we give the relevant expressions that we use to estimate the co-
herence of the qubits in our quantum processor. Fundamentally, relaxation and dephas-
ing are the relevant decoherence mechanisms of the qubit, each one characterized by
relaxation and dephasing rates Γ1 and Γφ and corresponding coherence times T1 = Γ−11
and Tφ = Γ−1φ . Following the treatment by Cottet et. al. [31], the perturbation of the CPB
Hamiltonian by fluctuations of the Hamiltonian can be written as δHˆλ = −h¯/2(Dˆλ ·σ)δλ,
where Dˆλ = 1/h¯ · ∂Hˆ/∂λ describes the sensitivity of the Hamiltonian to a noise source
λ. In the operator Dˆλ = ~Dλ ·~σ = Dλ,x ·σˆx+Dλ,y ·σˆy+Dλ,z ·σˆz we can distinguish between
transversal parts ~Dλ,⊥ (in the XY plane) that describe relaxation processes and longi-
tudinal parts ~Dλ,z that describe dephasing processes. For the relaxation processes,we
can calculate the relaxation rate from the sensitivity ~Dλ,⊥ and spectral density of the






Similarly, for the dephasing processes Dˆλ,z we can calculate the dephasing rates using
the corresponding sensitivities and spectral densities as
ΓφS,λ = piD2λ,zSλ(ω = 0). (2.72)
Here, the spectral density of the noise is to be evaluated at ω = 0 or at a natural cutoff
frequency defined by the experimental protocol if Sλ(ω = 0) diverges [31]. In the case
of fluctuations of a control parameter with a 1/f spectrum of amplitude A, dephasing is





In the Transmon, the parameters that modulate the Hamiltonian are the gate charge ng
and the flux φext through the junction loop. The relevant coupling terms are
Dng ,z = 2
EC
h¯




∣∣∣∣∣(〈0| cos θˆ |0〉 − 〈1| cos θˆ |1〉) sin φext2
∣∣∣∣∣ , (2.75)
Dng ,⊥ = 4
EC
h¯








where we have neglected matrix elements that nearly vanish due to wave-function parity
reasons. Using these sensitivities and the spectral density of the corresponding noise
parameter, we can calculate the relevant dephasing or relaxation rate.
Two decoherence channels involving two types of degrees of freedom Relax-
ation and dephasing arise from the coupling of the qubit to its environment through the
charge and flux channels. The environment degrees of freedom can be either macro-
scopic, such as those of an electromagnetic impedance, or microscopic, such as charge
fluctuators in insulators. Note that, although a given impedance in the environment can
couple to the qubit through both the charge or the flux channel, one of them is usually a
dominant. Whereas the contribution to decoherence of electromagnetic impedances is
amenable to calculation, the contribution of the microscopic degrees of freedom is not.
In particular, their contribution to relaxation is uncontrolled, which does not imply how-
ever it is negligible. For dephasing, previous measurements on single electron/single
Cooper pair devices and on SQUIDs provide estimates of the low frequency charge and
flux spectral densities which allows to estimate the induced dephasing.
Relaxation through the Charge Channel Relaxation through the charge channel in-
volves the electromagnetic impedance in the gate circuit, but also in the flux-tuning line
because of the residual capacitive coupling of the common mode of this line to the qubit.
This latter contribution can be made small by design, and can be treated if necessary
along the same lines as for the gate impedance. The spectral density of the charge












Re [Zg(ω)] . (2.78)
At low temperatures kBT  h¯ω, coth (h¯ω/2kBT ) ≈ 1, so the resulting relaxation rate




|〈0| nˆ |1〉|2 , (2.79)
where RK = h/e2, β = Cg/CΣ, CΣ = Cg + CJ and Zg is the impedance of the gate line
in series with Cg.
Relaxation through the Flux Channel Relaxation through the flux channel involves
the flux line impedance. The spectral density of magnetic flux fluctuations, as induced
by current fluctuations in the flux line coupled to the qubit by a mutual inductance M is
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where Zfl(ω) is the impedance of the flux line coupled to the qubit. As before, the



















Dephasing through the Charge Channel Noise in the gate charge ng randomly
changes the transition frequency of the CPB and induces dephasing. First, the low
frequency charge noise arising from the gate impedance is negligible because it is van-
ishingly small at low temperature as shown by eq. (2.78). We thus only consider here
the microscopic charge noise for which a 1/f spectrum has been observed in numerous
experiments. Even though dephasing is non gaussian for a a 1/f noise spectrum, one




where A ≈ 10−5 is a measured parameter that describes the amplitude of the micro-





|(1 − 0) sin (2piNg)| ≤ 3.7Api
h¯
|1|, (2.83)
where i is the energy modulation amplitude of the i-th CPB level, given as [64]




















This formula shows that the sensitivity to charge noise decreases exponentially with
the ratio EJ/EC for EJ  EC and can thus be very small, which is the rationale for this
regime.
Dephasing through the Flux Channel As for dephasing through the charge channel,
and for the same reason, dephasing through the flux channel is mainly due to micro-
scopic fluctuators with similarly a 1/f -type flux noise spectrum in the junction loop. The






where again A = 10−5 is a measured noise amplitude [64]. For the general, asymmetric













2ECEJ/h¯ is the maximum transition frequency of the qubit.















Figure 2.6: a) Schematic
of a typical CQED circuit,
consisting of a Transmon
qubit capacitively cou-
pled to a transmission
line resonator. b) Equiv-
alent lumped element cir-
cuit.
All experiments reported in this thesis rely on the coupling between a superconduct-
ing qubit and a resonator, where the latter serves either for reading out the qubit state
and/or for coupling several qubits. The corresponding research field is today referred to
as circuit quantum electrodynamics (CQED), a term coined in reference to cavity quan-
tum electrodynamics, a field that investigates the physics of atoms interacting with a
cavity (see e.g. [76, 120] for a review of cavity QED). In circuit QED, qubits that act as
“artificial atoms” interact with coplanar or lumped elements resonators on a chip, where
the qubit-resonator system can be represented as in fig. 2.6. There, a Transmon qubit
is capacitively coupled to a λ/2 resonator which itself is capacitively coupled to an in-
put transmission line. The Hamiltonian of the resonator and the qubit are given by eqs.
(2.45) and (2.70). Due to the capacitance between the qubit and the resonator, a cou-
pling energy between the two arises. The full Hamiltonian of the qubit-resonator system
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can therefore be written as
Hˆcqed = Hˆr + Hˆq + Hˆqr, (2.87)
where Hˆr and Hˆq are the Hamiltonians of the resonator and the qubit as given by eqs.
(2.45) and (2.55), respectively, and Hˆqr is the interaction Hamiltonian between them.
For small couplings Cg  Cin, Cr, CΣ , we can estimate the coupling energy between









Vrms(a† + a)− Vˆ
)2
, (2.88)
where Vˆqr is the voltage across the coupling capacitance Cg and Vˆ = 2e/CΣ · (ng − nˆ)
is the voltage across the Transmon electrodes. A rigorous treatment of the coupling
energy, which is necessary for large coupling capacitances Cqr ' Cr, CΣ, would require
a full quantization of the coupled qubit-resonator circuit, as performed e.g. in [90]. The









= 2eβVrmsnˆ(a† + a) + . . . (2.89)
in the limit β = Cg/CΣ  CΣ. The terms omitted in eq. (2.89) correspond to energy
shifts of the qubit and the resonator which are not directly relevant for the coupling
between them. In the limit where the resonator capacitance Cr  CΣ, we can write the
effective Hamiltonian of the qubit-resonator system using the uncoupled basis states |i〉




ωj |j〉 〈j|+ h¯ωraˆ†aˆ+ h¯
∑
i 6=j
gij |i〉 〈j| (aˆ+ aˆ†), (2.90)
where the coupling energies gij are given as
h¯gij = 2βeVrms 〈i| nˆ |j〉 . (2.91)
When the coupling between the resonator and the Transmon is such that gij  ωr, E01/h,
we can ignore the terms in eq. (2.90) that describe simultaneous excitation or de-
excitation of the Transmon and the resonator and obtain the rotating wave approxima-









|i〉 〈i+ 1| aˆ† + |i+ 1〉 〈i| aˆ
)
. (2.92)
The term |i〉 〈i+ 1| aˆ† describes the creation of a photon in the resonator accompanied
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by the de-excitation of the n-level system by one energy level and the term |i+ 1〉 〈i| aˆ
describes the opposite process.
2.4.1 Qubit Driving
When driving the qubit with a classical signal we can model the drive as a voltage Vd(t)
coupled to the qubit gate charge. The coupling Hamiltonian in this case is given as
Hˆd = 2βeVd(t)nˆ (2.93)





where n01 = 〈0| nˆ |1〉. Usually, we apply the drive voltage through the resonator coupled
to the qubit. The resonator filters then the voltage seen by the qubit. For an input drive
signal at a fixed frequency ωd, Vin(t) = Vin · cosωdt, the voltage Vd(t) seen by the qubit










1 + 4Q2r(ωd/ωr − 1)2
. (2.95)
2.4.2 Dispersive Limit & Qubit Readout
When the qubit frequency is far detuned from the resonator frequency such that ∆ij =
|ωij − ωr|  gij , direct energy exchange between the qubit and the resonator is com-
pletely suppressed, and only a dispersive shift of the transition frequency of both sys-
tems remains as an effect of the coupling between them. This effect has been discussed
e.g. in [16, 64] and yields the effective Hamiltonian
Hˆeff =
h¯ω′01
2 σˆz + (h¯ω
′
r + h¯χσˆz)aˆ†aˆ, (2.96)
where we have used the two-level qubit Hamiltonian as given by eq. (2.70). Here, the
resonance frequencies of the qubit and the resonator are shifted as ω′01 = ω01 + χ01
and ω′r = ωr − χ12/2 and the dispersive shift is given as χ = χ01 − χ12/2 [64], where
χij = g2ij/(ωij − ωr). As can be seen, for a state with n photons, the qubit transition
frequency ω01 is given as
ωn01 = ω′01 + 2χn. (2.97)
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Thus, there is a dispersive shift of the qubit transition frequency that is proportional to the
number of photons in the resonator. Likewise, the resonance frequency of the resonator
gets also shifted by±χ depending on the state of the qubit. This cavity pull is very useful
since it allows us to read out the state of the qubit by measuring the state-dependent
frequency displacement of the resonator, as we explain now.
2.4.3 The Josephson Bifurcation Amplifier
Figure 2.7: a) Circuit schematic
of a driven cavity Josephson bi-
furcation amplifier (CJBA), con-
sisting of two sections of trans-
mission line joined by a Joseph-
son junction, forming a non-
linear, open-end λ/2 resonator.
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In this section we discuss the physics of superconducting nonlinear bifurcation ampli-
fiers, which we use to realize a single-shot readout scheme for our qubits. Most notably,
we discuss the cavity Josephson bifurcation amplifier (CJBA), as shown in fig. 2.7a. A
detailed discussion of the CJBA can be found e.g. in [95]. The device consists of a
transmission line resonator with a Josephson junction embedded in its central conduc-
tor. We can model the whole circuit as a lumped elements resonator, as shown in fig.

























We can hence write Φ1 = g(Φ2). When we develop this equation to second order in Φ2
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where Lt = LJ+Le and p = LJ/Lt is the participation ratio. Quantizing this Hamiltonian








where ωr = 1/
√
LtCe, RK = h/e2 and
K = −pip3Ze/RK (2.102)
is the reduced Kerr constant. When subjecting the resonator to a classical drive signal
Hp/h¯ = pe−iωptaˆ† + h.c., (2.103)






+ κ2α = −ip, (2.104)
where Ω = 2Q (1− ωp/ωr). For certain drive parameters, this equation has one or two
stable solutions for α. Fig. 2.8a shows the current in the resonator as a function of Ω,
plotted for several values of the drive power Pp ∝ |p|2. Fig. 2.8b shows the different
regimes of the resonator as a function of the input power and the detuning Ω. For drive
frequencies with Ω > Ωc =
√
3, a bistable region exists in the phase diagram, in which
we typically operate the resonator when using it as a CJBA readout of our qubit. For
this, we make use of the dispersive shift of the resonance frequency ωr caused by the
qubit, which allows us to map the qubit state to one of the bistable resonator states.
Operation Principle
We can use the CJBA to read out the qubit state using the dispersive interaction between
the qubit and the resonator as given by eq. (2.96). Due to this interaction, the frequency
of the resonator gets shifted depending on the qubit state by ±χ. Fig. 2.9b shows again
the phase diagram of the CJBA, indicating the stability regions of the different solutions
L (low-amplitude) and H (high-amplitude) of the driven system for two different qubit
states. If we drive the resonator at a frequency ωm and ramp the drive power up to point
A as indicated in the diagram, the resonator will remain in the low-amplitude state L
if the qubit is in state |0〉, whereas it will switch to the high-amplitude state H if it is in
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Figure 2.8: a) Current in a driven non-
linear resonator as a function of the
reduced drive detuning Ω (see text),
plotted for various drive powers Pp.
For drive detunings Ω larger than a
threshold value Ωc, the resonator be-
comes bistable above a certain power
threshold Pp > Pc. b) Phase diagram
in the Ω − Pp plane, showing the re-
gion of low amplitude internal oscil-
lations (L), the region of high ampli-
tude internal oscillations (H), and the
bistable region (dashed) where both
L and H dynamical states can exist
and where the non-linear resonator
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|1〉. We can thus map the state of the qubit to one of the two states of the resonator,
and since these two states can be easily distinguished by measuring the phase of the
reflected resonator drive signal, we can obtain a single-shot readout of the qubit state.
The measurement of the phase of the reflected drive signal has to be carried out during a
long time interval (typically 1−2 µs) to distinguish between the two oscillator states with
certainty. To avoid further switching processes during the measurement of the phase, we
reduce the drive power of the resonator down to pointB in fig. 2.9b. There, the switching
probability of the resonator regardless of the qubit state is very small, thus virtually no
switching events will occur and we can hence measure the phase of the reflected drive
signal for an arbitrarily long time without being limited by spurious switching events. This
part of the readout is usually referred to as latching.
In theory, the CJBA readout method is able to achieve perfect readout fidelity. How-
ever, in reality several factors degrade its performance:
• Since the switching of the resonator is a stochastic process, the associated switch-
ing probability will exhibit a s-shaped dependence on the drive power, as shown in
fig. 2.9. Now, if the shift of this distribution along the power axis which is induced
by the shift of the resonator frequency that depends itself on the state of the qubit
is less than the width of the distribution, there cannot be perfect mapping between
the qubit and resonator states.
• If the qubit state changes during the measurement step at point A, e.g. due to qubit
relaxation or excitation, the resonator state will, with high probability, also fall to the




















Figure 2.9: a) Same CJBA
phase diagram as on Fig.
2.8 for a CJBA embedding
a qubit that shifts the dia-
gram by ±χ when being in
its |0〉 and |1〉 states, re-
spectively. b) Probability
of switching from L to H as
a function of the CJBA in-
put drive power Pd, shown
for an embedded qubit in
state |0〉 (blue) or |1〉 (red).
• The resonator state can switch back from H to L during the latching phase of the
readout (so-called retrapping), producing a wrong readout value.
With the CJBA, a single-shot readout contrast of 93 % has been achieved in past
experiments [77].
2.4.4 Qubit-Qubit Interaction
In this section we discuss possible qubit-qubit coupling schemes. We regard a direct
coupling scheme involving a capacitive coupling between two qubits and an indirect
scheme involving the coupling of multiple qubits to a resonator which acts as a quantum
bus.
Direct Capacitive Coupling



















nˆ1nˆ2 + . . . (2.106)
Again, this equation is valid in the limit where Cqq  CΣ1, CΣ2. For larger capacitances
Cqq the coupling gets renormalized by a factor α = 1/(1−C2qq/[CΣ1CΣ2]) [90]. Rewriting
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where σ+ = |1〉 〈0| and σ− = |0〉 〈1| and σ±1 = σ± ⊗ I, σ±2 = I ⊗ σ± and where we
have defined the effective qubit-qubit coupling as h¯gqq = 4e2Cqq/CΣ1CΣ2. Full energy
exchange between the qubits is achieved when the qubit frequencies are on resonance.
For the more general case of two coupled n-level Transmons, the coupling Hamiltonian
takes a slightly more complicated form, as discussed in section A.1. The time evolution
operator of the Hamiltonian (2.107) yields a swapping interaction of the form
iSWAP(t,∆) =

1 0 0 0






sin tge cos tge + i∆ge sin tge 0
0 0 0 1
 , (2.108)
where ∆ = ω201 − ω101 is the detuning between the qubits and ge =
√
4g2qq + ∆2 is the
effective swapping frequency. Using this interaction, it is straightforward to implement
e.g. an
√
iSWAP or iSWAP quantum gate by tuning the qubits non-adiabatically from an
off-resonant condition ∆ gqq to a resonance-condition ∆ = 0 and letting them interact
there for a well-defined time before re-establishing the large detuning, after t = pi/4ge
for the
√
iSWAP gate and t = pi/2ge for the iSWAP gate.
Coupling Bus
For this particular coupling scheme, which was first proposed by Zheng et. al. [126, 125,
92], we consider two (or more) Transmon qubits coupled to the same resonator. Blais
et. al. [15] showed that extending the single-qubit rotating-wave Hamiltonian as given in
eq. (2.92) to the case of two qubits coupled to a resonator yields an effective qubit-qubit




(σ+1 σ−2 + σ−1 σ+2 ). (2.109)
This approximation is valid in the limit of large qubit-resonator detuning ∆1  g1,∆2 
g2, with ∆1,2 = ω1,201 −ωr the detuning of the |0〉 → |1〉 transition frequency of each qubit.
Full energy-exchange between the qubits is achieved when the qubit frequencies are on
resonance. By detuning the qubits from the resonator, the effective coupling constant
can be varied, which is often advantageous. The time evolution operator resulting from








2.4.5 Qubit Decoherence in CQED
In this section we discuss relaxation and dephasing mechanisms specific to the CQED
architecture.
Relaxation In CQED, the qubit is coupled capacitively to a resonator, which itself is
coupled to a transmission line. The qubit can relax into this transmission line through
the gate circuit. The resulting relaxation rate is given by eq. (2.79). If we assume
that the Transmon sees only the impedance of the readout resonator through its gate
capacitance, as given by eq. (2.37), we can insert the impedance of the resonator in the





= κ · g
2
01
∆2 + κ2/4 . (2.111)
As can be seen, the rate is proportional to (∆2 + κ2/4)−1 (≈ ∆−2 for ∆  κ). The
relaxation (or emission) rate of the Transmon compared to the relaxation rate of a qubit
get thus modified by the presence of the resonator, which is the Purcell effect [99].
For our processor, this effect is advantageous since it shields the qubit from the low
impedance environment presented by the input transmission line and increases thus its
relaxation time compared to a direct gate coupling to the input line. For a real-world
qubit chip, we have to take into account further capacitive couplings of the qubit to e.g.
the fast flux line, which will also contribute to the relaxation rate.
Dephasing Besides the usual mechanisms discussed above, dephasing can also oc-
cur due to photon-number fluctuations that occur when the resonator is not in state |0〉,
e.g. due to thermal noise or during readout. These fluctuations affect the qubit frequency
through an induced AC-Stark shift (2.97) [12, 11, 102].
The sensitivity of the qubit to fluctuations of the photon number n can be derived in
the dispersive limit from the Hamiltonian (2.96) as
δHˆn¯ = h¯δn¯χσˆz = − h¯2 (Dn¯ · σˆz) · δn¯, (2.112)
where Dn¯ = −2χ. Photon number fluctuations δn will randomly change the transition
frequency of the qubit through the AC Stark effect and cause the qubit phase φ(t) to
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For a resonator driven to a coherent state |α〉, the correlator of the photon-number noise
δn(t) with intra-cavity mean photon number n¯ = |α|2 can be shown to be
〈δn(t1)δn(t2)〉 = n¯e−κ2 |t1−t2|. (2.115)





As expected, the dephasing rate depends on the dispersive shift χ and the resonator
photon loss-rate κ.
For thermal photon noise, the correlator given above in eq. (2.115) is slightly modi-
fied to
〈δn(t1)δn(t2)〉 = n¯th(n¯th + 1)e−κ|t1−t2|, (2.117)




n¯th(n¯th + 1). (2.118)
The dephasing induced through photon number shot-noise during the readout is rele-
vant when performing measurements of the qubit state. Thermal photon-noise induced
dephasing can be relevant when the thermal photon distribution in the resonator is not
negligible. We will take both dephasing mechanisms into account in the design of our
processor, as discussed in chapter 3.
2.5 Master Equation Formalism
As already explained, the qubits that we use in this work are subjected to decoherence.
This means that their quantum state will at least partially evolve in a non-unitary way,
making it impossible to model their evolution using a Schrödinger equation approach
alone. In this work we will therefore employ the master equation approach, which is a
more powerful formalism that can treat the qubit register as an open quantum system,
which interacts with its environment.
A detailed introduction to the master equation formalism can be found e.g. in [56].
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Here we give only a brief overview of the most relevant concepts and results. A quantum
system A, described by its density matrix ρA defined in a Hilbert space HA, interacts
with an environment E that induces a non-unitary evolution of the density operator ρA.
In general, any evolution of the quantum system ρA between two points in time can
be described by a quantum map. Such a quantum map transforms ρA into a new matrix
LA(ρA) and can be described as a linear super-operator acting in the space of operators
defined in HA. To be a valid quantum operator, LA must fulfill the following conditions:
• Linearity: The operator LA must be linear, i.e. LA(pρA + qρ′A) = pLA(ρA) +
qLA(ρ′A) with p+ q = 1.
• Preservation of Tr(ρA): The operator LA must preserve the unity trace of ρA, i.e.
Tr(LA(ρA)) = 1.
• Complete Positivity: LA(ρA) must be positive, i.e.
〈
φ(A)
∣∣∣LA(ρA) ∣∣∣φ(A)〉 ≥ 0 for all∣∣∣φ(A)〉 in HA. In addition, for any composite quantum system A⊗B, the quantum
map LA ⊗ 1B (where 1B is the identity super-operator acting in HB) must be
positive, i.e. 〈
φ(AB)
∣∣∣LA ⊗ 1B(ρAB) ∣∣∣φ(AB)〉 ≥ 0
for all
∣∣∣φ(AB)〉 in HAB.
Under these conditions it can be shown that any quantum map LA can be expressed







where Nk ≤ N2A with NA the dimension of the Hilbert space HA, and Ei the Kraus
operators of the quantum map. These operators satisfy the normalization condition
∑
i=0
E†iEi = 1. (2.120)
Now, we can also use a quantum map Lτ to describe the evolution of a density matrix




= Lτ [ρA(t)]− ρA(t)
τ
. (2.121)
This Markovian approximation is valid if τ is longer than the “memory time” of corre-
lations between the system A and its environment but smaller than the characteristic
evolution time of system A [56]. In general, since Lτ → 1 for τ → 0, the Kraus oper-
ators Ei of the process Lτ will depend on τ and can be usually written as Ei = √τLi,
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where the Li are the time-independent Lindblad operators. By developing eq. (2.121)






















This equation describes the evolution of quantum system under a Hamiltonian HA and
coupled to an environment that is simulated by the non-unitary action of the operators
Li. Often these operators can be guessed or derived from the relevant decoherence
mechanisms present in the quantum system. We will use eq. (2.122) in this work to
simulate the dynamics of the qubit register of our quantum processor and fit experimen-
tal data to a master equation model of our system.
The relevant case for this work is a qubit subjected to relaxation and dephasing. In
general, dephasing is not a Markovian process since it is often caused by slowly fluc-
tuating (e.g. 1/f ) noise, nevertheless it is often useful to describe it using a Markovian
process with a phenomenological dephasing rate. The Markovian dephasing and relax-
ation operators for a single qubit are given as Lr01 =
√
Γr01σˆ−01 and Lφ01 =
√
Γφ01/2σˆz01,
where Γr01 and Γ
φ
01 are the effective relaxation and dephasing rates, respectively, and








that describe a relaxation or dephasing process, respectively.
2.5.1 Simulation of the Two-Qubit Processor
To simulate our two qubit processor using the master equation formalism, we will nor-
mally use a model that takes into account only the levels |0〉 and |1〉 of each qubit. How-
ever, in order to e.g. quantify the effect of the finite qubit anharmonicity, we are forced
to take into account the state |2〉 of the Transmon as well, which leads to a slightly more
complicated Hamiltonian that we discuss in section A.1. For the simple two-level variant,
the Hamiltonian of the two-qubit system can be written as
Hˆ = Hˆd1 ⊗ I + I⊗ Hˆd2 + Hˆqq (2.124)
where Hˆd1 and Hˆ
d
2 are the drive Hamiltonians of the first and second qubit, respectively,
and are given as
Hˆd1,2 = α1,2(t)σˆx + β1,2(t)σˆy + γ1,2(t)σˆz, (2.125)
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where α1,2(t) and β1,2(t) are complex functions and γ1,2(t) are real-valued functions.
The interaction Hamiltonian in the frame rotating at the average qubit-frequency (ω101 +
ω201)/2 is given as
Hˆqq =

0 0 0 0
0 −∆(t)2 gqq 0
0 gqq +∆(t)2 0
0 0 0 0
 , (2.126)
where ∆(t) = ω201(t)−ω101(t) is the time-dependent frequency detuning between the two
qubits. Inserting the Hamiltonian in eq. (2.124) into eq. (2.122) we can simulate the op-
eration of the two qubit Hamiltonian. The relaxation and dephasing rates depend on the
qubit frequency and can be adapted in the simulation according to the chosen qubit fre-
quency working point. Since the master equation approach does not allow to accurately
simulate all relevant physical dephasing processes, we will often choose a phenomeno-
logical value for the dephasing rate of the qubit, as discussed above. Single-qubit gate
sequences are fully described by the three functions α1,2(t), β1,2(t) and γ1,2(t), a two-
qubit swap gate can be modeled by changing the parameter ∆(t).
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Realizing a Two-Qubit Processor
This chapter discusses the design and fabrication processes of the two-qubit processor
used in this thesis work. We start by introducing the general constraints faced when
designing our two-qubit processor, followed by a component-wise discussion of its ele-
ments and of the associated parameters we need to choose for them.
3.1 Introduction & Motivation
qubit I readout II qubit II readout I 












Figure 3.1: Circuit schematic of the two-qubit processor used in this work, together with all
the parameters to be chosen. Shown are the two Transmon qubits in green, the drive and
readout circuit in blue, the fast flux lines in red and the coupling capacitance in magenta.
As discussed in the introduction, the simplest imaginable quantum processor con-
sists of two qubits that can be manipulated and read out individually, and between which
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one can realize a universal two-qubit gate. We implement such a two-qubit processor
using two Transmon qubits that are coupled by a fixed capacitor and that can be read
out individually by a pair of cavity Josephson bifurcation amplifiers (CJBAs). Figure 3.1
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Figure 3.2: Operation principle of the two-qubit processor. a) Frequencies of qubits I and
II during the different operations: single-qubit manipulation or parking (index m), two-qubit
resonant coupling (index c), and qubit readout (index r). the readout resonator frequencies
f I,IIr are also indicated. The smaller the detuning between qubits (resp. between a qubit
and its readout), the larger the corresponding coupling 2g (resp. χI,IIr . b) Typical gate
sequence consisting of two single-qubit XY-gates, a two-qubit iSWAP(t) gate, two single-
qubit Z-gates, and qubit readout.
We want to perform three basic operations with the quantum processor:
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• Single-qubit gates: Manipulating a single qubit by rotating its Bloch vector around
the X, Y or Z axis of the Bloch sphere.
• Two-qubit gate: Performing two-qubit gates, in this work in particular the universal√
iSWAP and iSWAP gates.
• Qubit readout: Performing single-shot readout of the state of each qubit, possibly
simultaneously for both of them.
The parameter requirements for each of these operations are usually conflicting: For
single-qubit manipulation, no interaction between the qubits must be present, hence the
qubit frequencies need to be strongly detuned. However, to implement the two-qubit
gates, strong resonant interaction between the qubits is required, hence the two qubit
frequencies should be equal. Furthermore, during qubit manipulation the relaxation of
the qubit state through the readout resonator should be negligible, hence the frequency
detuning ∆ between each qubit and its readout resonator should be large, as shown by
eq. (2.111). On the other hand, to obtain a high state fidelity during the readout of the
qubit state, the interaction between the qubit and its readout resonator should be large,
which requires a small frequency detuning ∆ between the two.
We solve these conflicting requirements by dynamically changing the qubit frequen-
cies during the operation of the processor using fast on-chip flux lines. Fig. 3.2 illustrates
this basic operating principle of the two-qubit processor: For each of the three basic op-
erations (single-qubit manipulation, two-qubit gate and readout), we choose a different
set of qubit frequencies f I,II01 . For the single-qubit gates, the two frequencies f
m,I
01 and
fm,II01 are detuned by ∆fm = fm,II01 − fm,I01 . This tuning is chosen such that only neg-
ligible qubit-qubit interaction is present when performing single-qubit manipulations or
no operation. Furthermore, at this working point the detuning between each qubit and
its readout resonator is such that the qubit lifetime is not limited by relaxation through
the gate circuit. To realize a two qubit gate, the two qubits get tuned in resonance such
that f c,I01 = f c,II01 . At this point, the qubits experience a swapping interaction as given
by eq. (2.107) with an effective swapping frequency 2g. For the readout, we change
the qubit frequencies to f r,I01 , f
r,II
01 , reducing the qubit-resonator detuning such that the
corresponding dispersive shift χI(f r,I01 ) and χII(f r,II01 ) of the resonator during readout
assures an optimal readout fidelity. The displacement of the qubit frequency between
the different working points has to be performed on a time scale faster than all relevant
qubit manipulation and coupling frequencies but not as a fast as to induce transitions of
the qubit state.
We discuss now the parameters of each component of the processor in greater de-
tail, explaining each time the relevant design goals and possible conflicts and presenting




The main design goals for the qubits are large coherence times, good frequency tunabil-
ity and the possibility of fast single-qubit driving. Good frequency tunability is important
since we need to move the qubits to different frequency working points for single-qubit
and two-qubit manipulation as well as qubit readout. The maximum qubit drive fre-
quency should be large compared to the decoherence rate of the qubit, so that one is
able to perform a large number of gate operations on the qubit before its coherence is
destroyed, which is crucial when running quantum algorithms.
3.2.1 Qubit Frequency & Junction Asymmetry
The choice of the maximum qubit frequency is influenced by several requirements:
• The density of thermal photons at the qubit frequency should be sufficiently low at
the operating temperature of the circuit (typically 20-100 mK) such that the thermal
excitation of the qubit into higher energy levels is negligible.
• Robust equipment for signal generation and measurement in the frequency range
of the qubit should be available. This includes microwave sources needed to gen-
erate the charge drive pulses as well as room-temperate and cryogenic microwave
components such as mixers, splitters, circulators and amplifiers.
• The design of microwave circuits is all the more easy, the lower the required fre-
quency range.
In addition, the choice of the qubit frequency also influences the choice of the read-
out resonator frequency. For our qubits, we choose a minimum transition frequency of
ω1,201 /2pi = 4 GHz, which ideally yields a negligible excited state occupation probability
of p(|1〉) = 1/[1 + exp (h¯ω/kBT )] = 2.1% at T = 50 mK. In addition, in the frequency
range 2− 18 GHz, commercial microwave equipment and components are available for
both room-temperature as well as cryogenic applications. A qubit frequency tunability
bandwidth of 3 GHz being sufficient for the operation of the processor, we choose a
maximum qubit frequency ωmax01 /2pi = 7 GHz.
As described in chapter 2, we use a split Josephson junction geometry as shown
in fig. 2.4b to make the Josephson energy of the qubit tunable by an external flux
Φext. The modulation depth of EJ(Φext) is given by eq. (2.61): A finite asymmetry
reduces the manipulation depth of the Josephson energy and therefore diminishes the
sensitivity of the Transmon to flux-noise. Hence we chose an asymmetry d ≈ 0.35
so that the minimum qubit frequency coincides with our lower boundary frequency of




We distinguish between single-qubit rotations around the X and Y axes and around the
Z axis of the Bloch sphere. The latter are implemented by changing the qubit frequency
using a fast on-chip flux line, whereas the former are implemented by driving the qubit
with an oscillatory electrical drive signal at its resonance frequency. For the X/Y gates,
it is necessary to capacitively couple the qubit to an external charge driving circuit.
Charge Driving The maximum drive frequency of the qubit is limited by its anhar-
monicity: Since the Transmon qubit is only weakly anharmonic, when driving the qubit
at a frequency comparable to the qubit anharmonicity, transitions to higher Transmon
levels are induced: This yields a leakage of the qubit state out of the computational
basis, and hence unitary drive errors. This effect can be partially alleviated by increas-
ing the anharmonicity of the qubit. However, by increasing the anharmonicity, one also
increases the sensitivity of the qubit to charge noise. Hence it is necessary to find a
compromise for the value of the qubit anharmonicity which allows sufficiently fast qubit
driving but which does not incur too much dephasing.
To estimate quantitatively the drive error arising due to the finite anharmonicity of a
Transmon, we model its driving using a simple three-level Hamiltonian in the rotating-









2(t)/α 2δ/α + 1
 (3.1)
Here, (t) = x(t) + iy(t) is the complex drive IQ amplitude in the rotating qubit
frame, δ is the detuning of the microwave drive from the Transmon ω01 transition fre-
quency and α is the Transmon anharmonicity. Due to the presence of the third energy
level, the effective |0〉 → |1〉 transition frequency will get shifted with respect to the
bare frequency ω01 when driving the qubit. For δ = α = 0 (and δ/α → 1), the char-
acteristic polynomial of Hˆ is given as E(E2 − 3||2/4) = 0 with the two eigenvalues
E = ±||√3/2. Thus, for weak anharmonicities this frequency shift is given approx-
imately as ∆ac =
√
3||/2. To estimate the leakage to the Transmon level |2〉 when
driving the system, we calculate the eigenvalues and eigenvectors of the Hamiltonian
(3.1). We then decompose an initial state |0〉 in the eigenbasis of Hˆ, and calculate its
subsequent evolution under the operator Ud(t, δ, 0) with a constant drive amplitude 0.
By numerically maximizing the occupation probability of the state |1〉 as a function of
the evolution time t and the drive detuning δ we obtain the ideal gate time, gate er-
ror and frequency shift for a pi-pulse at a given drive frequency/anharmonicity ratio. In
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fig. 3.3 we show these quantities as a function of /α. As can be seen, the gate er-
ror due to leakage into the level |2〉 increases with the drive frequency. For very large
drive frequencies, the gate fidelity saturates at a value of F ≈ 0.86 (the numerically
obtained maximum pi-pulse fidelity for ultra-strong driving of the three-level system is
Fmax ≈ 0.895). We can make use of fig. 3.3 to estimate the minimum required qubit
anharmonicity given the desired gate fidelity and gate time. If we demand a maximum
Rabi frequency /2 = ΩmaxRabi = 2pi · 100 MHz, which corresponds to a gate time for a
single-qubit pi-pulse of Tpi = 5 ns small compared to the targeted relaxation and dephas-
ing times of the qubit of T1, Tφ ' 1 µs, and a maximum pi-gate error of 1 − Fpi = 0.04,
we need an absolute anharmonicity α > 250 MHz.
In our experiments, we use Gaussian-shaped drive pulses, which already reduce
the leakage to the state |2〉 compared to the continuous pulses that we analyze here.
Furthermore, it is possible to correct leakage errors using optimized DRAG drive pulses
[75, 24], thereby eliminating leakage to the third qubit level. In this work, we did not use
such techniques, and we will include possible errors arising due to leakage to higher























































Figure 3.3: Gate duration, gate fidelity, and shift in driving frequency of a pi single-qubit gate
applied to the three-level Transmon, as a function of the driving strength /α. As the drive
strength increases, the gate duration decreases as α/ whereas the gate fidelity decreases
non-monotonously.
Furthermore, charge driving of the qubit is done through the readout resonator on
the chip, as shown in fig. 3.1. The Rabi frequency of the qubit in eq. (2.94) is given as
ΩRabi = 2βeVd 〈0| nˆ |1〉, where the drive voltage Vd seen at the qubit gate capacitance
depends on the input voltage Vin at the input capacitance of the resonator as given by
eq. (2.95). Since the resonator acts as a band-pass filter for the input drive signal, the
more the drive frequency ωd is detuned from the resonator frequency ωr, the smaller the
gate voltage seen by the qubit is. A Rabi frequency of ΩmaxRabi/2pi = 100 MHz at ω01/2pi =
4 GHz corresponds to Vin = 0.4 mV for the resonator parameters that we will choose
below, ωr/2pi = 6.7 GHz, g01/2pi = 50 MHz and Q = 800. With 60 dB attenuation in
the cryostat input lines, this corresponds to an injected power of P ≈ 5 dBm at room
temperature, which is compatible with our microwave setup .
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Flux Driving To rapidly change the flux in the qubit loop, we couple each qubit in-
ductively to a fast flux line. The flux induced in the qubit loop by this line is given as
Φext = MIfl, where Ifl is the current in the line andM is the mutual inductance between
the flux line and the qubit loop, which can be estimated as M = µ0l ln [(df + w)/d]/2pi,
where l is the length of the qubit loop parallel to the flux line, df the distance of the loop
to the line and w the width of the qubit loop perpendicular to the flux line. In order to
avoid sample heating through the flux line, we demand a maximum current for inducing
one flux quantum Φ0 in the loop not in excess of ImaxΦ0 = 10 mA, corresponding to an
electrical input power of Pmaxin = 50 mW on a 50 Ω transmission line with 20 dB attenua-
tion and Pmaxout = 500 µW on the output transmission line, which can be easily dissipated
on the 1 K stage of the cryostat. This yields a minimal value of the mutual inductance
M ≥ 0.23 pH, which can easily be achieved with a qubit loop of l = w = 4 µm at
a distance df = 12 µm to the flux line. The coupling of the qubit to the flux line also
induces decoherence that we will take into account later when confirming our choice of
M .
When passing a current through the flux line, superconducting shielding currents
build up in the superconducting ground plane around the line. Therefore, we usually
remove the ground plane between the center pin of the flux line and the qubit loop, since
otherwise the induced shielding currents would modify the effective flux seen by the
qubit and lead to unwanted distortions in the shape of the applied flux signal. However,
removing this ground plane also leads to stronger capacitive coupling of the qubit to the
flux line, thereby increasing qubit relaxation, which we also have to take into account.
3.2.3 Qubit-Qubit Coupling
We use a direct capacitive coupling between our qubits to create an interaction between
them suitable to implement a two-qubit gate. The full interaction Hamiltonian is given by
eq. (2.108), and the coupling strength gqq between the two qubits can be calculated with
eq. (2.106). This coupling strength must be chosen such that the interaction between
the qubits is sufficiently strong to realize two-qubit gate operations with adequate fidelity,
but not too strong in order to still allow to suppress the coupling by detuning the qubit
frequencies, as needed. By diagonalizing the Hamiltonian (2.107) we find for the eigen-
energies E±qq, the swapping frequency fqq and the swap amplitude aqq of the two coupled
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Figure 3.4: a) Two-qubit eigen-energies E±
and swapping amplitude aqq given by eqs.
(3.2) as a function of detuning ∆ between
qubits. For ∆  g, the amplitude of the
swap decreases ∝ 1/∆ and the frequency
increases ∝ ∆. To effectively switch off the
swapping interaction to aqq = 0.1, a detun-
ing of ∆ = 20g is required. b) Illustration of
the swapping amplitude and frequency on a
"Bloch sphere" representing the (|01〉,|10〉)
register’s subspace: The rotation axis de-
pends on the ratio ∆/g; it coincides with the
x axis when ∆ = 0 and asymptotically ap-
proaches the z axis when for ∆ g. At the
same time, the rotation frequency around



















































Figure 3.4 shows the the eigen energies and qubit-qubit swapping amplitude as a func-
tion of the normalized qubit-qubit detuning ∆/g. As can be seen, for ∆  g the
swap amplitude decreases ∝ 1/∆ whereas the swap frequency increases ∝ ∆. For
our processor, we demand that the residual swapping amplitude a ≤ 0.1 when the
qubits are “parked” for single-qubit gates and readout, hence it is necessary to de-
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tune the qubits by ∆ ≈ 20g. At this detuning, the swapping frequency is given as
fqq(20g) ≈ 20g. For our processor, we choose 2g/2pi = 10 MHz, corresponding to a
qubit-qubit detuning of 200 MHz at aqq = 0.1 and an associated swapping frequency
fqq = 100 MHz = (10 ns)−1. The required frequency displacement is easily achievable
with the on-chip fast flux lines. On resonance, the swap frequency of 10 MHz allows us
to realize an
√
iSWAP gate in 25 ns and an iSWAP gate in 50 ns, which is sufficiently
fast compared to the estimated relaxation and dephasing times of the qubits. The resid-
ual swapping between the qubits at their parking position is usually small enough to be
irrelevant for most experiments performed in this work. However, when executing long
gate sequences, as required for certain algorithms, the induced error may be too large,
hence a larger detuning should be chosen for these cases.
To estimate the error due to finite rise times for the flux pulse before the iSWAP gate,
we numerically solve the Schrödinger equation of the 2-qubit system in the |01〉 , |10〉






























Figure 3.5: a) Numerically obtained maximum fidelity of a two-qubit iSWAP gate realized
by changing the detuning ∆ in eq. (3.3) from ∆ = 20gqq to ∆ = 0 using a Gaussian pulse
of width δt. b) Pulse shape used in the simulation.
To estimate the error, we go from a detuning ∆ = 20gqq at t = 0 to a detuning
∆ = 0 using a Gaussian waveform with a rise time δt. We then numerically determine
the maximum SWAP amplitude between the qubits and plot the resulting value against
δt. The result of this simulation is shown in fig. 3.5. As can be seen, the fidelity of the
gate decreases in a non-monotonous way as a function of the flux pulse rise time. In
order to obtain F > 0.99, a flux pulse rise time of δt ≤ 1.5 ns is required.
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3.2.4 Relaxation and Dephasing
In this section we discuss the relaxation and dephasing channels of the Transmon qubit
which are most relevant to our experiment. We analyze the relaxation and dephas-
ing rates as a function of the Transmon parameters and optimize these parameters to
achieve maximum qubit coherence times.
Figure 3.6: Model of the coupling
between the qubit (CJ , EJ ) and
the rest of the circuitry: Cg and
Zg represents the gate line whereas
Lfland Zfl represents the flux line,
both capacitively and inductively










Relaxation of the qubit can occur either through the charge channel or the flux channel.
The qubit has a capacitive coupling to both the flux line and the readout resonator,
hence charge relaxation through both of them is possible. On the other hand, the only
relevant relaxation channel through the flux channel is through the inductive coupling to
the external flux line.
Relaxation through the Gate Charge Channel Since the CPB is coupled to an ex-
ternal impedance (in this case the readout resonator that is coupled to a lossy input
transmission line) through a gate capacitance Cg, as shown in fig. 3.6, relaxation into
modes of the input impedance seen by the qubit can occur. The relaxation time of similar
Transmon qubits used in previous experiments was found to be limited to T int1 = 1−4 µs
independent of the circuit [110, 79]. Consequently, we require the relaxation time as-
sociated to charge relaxation through the gate circuit to be significantly longer than this
intrinsic relaxation time, i.e. ΓPurcell1  1 MHz. This requirement influences the choice
of the coupling of the qubit to the readout resonator g01, the quality factor and associ-
ated loss rate κ of this resonator and the qubit-resonator detuning ∆ for the different
processor operations. The relaxation rate due to the coupling of the qubit to the input
resonator is given by eq. (2.111). For the qubit parameters chosen above, a resonator
quality factor Q = 800 and a resonator-qubit coupling of g01/2pi = 50 MHz chosen be-
low, the relaxation rate is ΓPurcell1 ≈ 0.25 MHz at ∆/2pi = 2 GHz (for qubit manipulation)
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and ΓPurcell1 ≈ 1 MHz at ∆/2pi = 1 GHz (for qubit readout). This rate is comparable or
larger than the typical intrinsic relaxation rate of the qubit and thus compatible with our
design goals.
In addition to the capacitive coupling to the input impedance Zg, the qubit is also
coupled to its flux line by Cg,fl, which can lead to relaxation through the charge channel
of the flux line [58]. Assuming that the flux line is terminated by a 50 Ω load and that
Cg,fl ≤ 10 fF, one calculates a relaxation rate Γfl,ng1 ≤ 260 kHz for the qubit parameters
discussed above, which is well compatible with our design requirements.
Relaxation through the Flux Channel On the two-qubit chip, each Transmon is equipped
with a fast magnetic flux line. These flux lines are coupled to the qubits through a mutual
inductance M , as shown in fig. 3.6. The sensitivity of the qubit to relaxation through
the flux channel via the mutual inductance M is given by eq. (2.77). For the mutual
inductance discussed above, M ≈ 0.23 pH, a characteristic impedance of the flux line
of Zfl = 50 Ω, a qubit frequency ω01/2pi = 7 GHz and anharmonicity α = −250 MHz
and an asymmetry d = 0.35, we obtain a maximum relaxation rate of Γfl1 = 0.28 MHz,
which is small compared to all other relevant relaxation rates.
Qubit Dephasing
Dephasing of the qubit can occur due to coupling to external charge or flux noise. Here
we will calculate the associated rates for both cases for our designed qubit parameters.
Dephasing through the Flux Channel For the qubit parameters discussed in the last
paragraph, using eq. (2.85) we obtain a maximum dephasing rate Γδφextφ = 0.3 MHz
in the relevant frequency interval ω01/2pi = 4 − 7 GHz. This rate is thus smaller than
the relaxation-limited dephasing rate of the qubit at all relevant working frequencies of
our processor. Our choice of qubit parameters is thus compatible with the demanded
dephasing time.
Dephasing through the Charge Channel We can use eq. (2.84) to calculate the
charge-induced dephasing rate of our Transmon qubit. This rate depends exponentially
on the ratio EJ/EC . The highest dephasing rate occurs thus at the smallest qubit fre-
quency that we operate our qubit at, in our case ω01/2pi = 4 GHz. The chosen maximum
tolerable dephasing rate of
(
ΓδNgφ
)−1 ≈ 1 µs at ω01/2pi = 4 GHz is obtained for a qubit
anharmonicity of α ≈ −500 MHz, which is thus the upper bound for the anharmonicity.
However, for this work we choose α = −250 MHz, since it allows already for sufficiently
fast driving of the qubit, as discussed in section 3.2.2. For this parameter choice, we
obtain a negligible maximum dephasing rate
(
ΓδNgφ
)−1 ≈ 1 ms at ω01/2pi = 4 GHz.
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As mentioned in section 2.4.5, the coupling of the qubit to the readout resonator can
induce dephasing trough the AC-Stark shift of the qubit induced by photon-number fluc-
tuations in the resonator. The resulting relaxation rate is given by eq. (2.118). For the
qubit parameters discussed above and a qubit-resonator coupling g01/2pi = 50 MHz,
this dephasing rate is Γn¯φ = 0.95 · n¯ MHz at the minimum chosen qubit-resonator de-
tuning ∆ = 1 GHz. When choosing Tph = 100 mK as an upper bound for the photon
temperature at the 20 mK base stage of the cryostat, the average number of photons in a
resonator with ωr/2pi = 6.7 GHz is given as n¯ = [exp (h¯ωr/kBT )− 1]−1 ≈ 0.05, yielding
an effective dephasing rate Γn¯φ ≈ 38 kHz, which is small compared to the flux-induced
dephasing rate at all working points of the qubit.
3.3 Readout Design
As explained in section 2.4.3 of chapter 2, the readout fidelity is influenced by three
sources of errors: Finite overlap between the switching probability distributions for dif-
ferent qubit states, relaxation of the qubit during the measurement phase of the readout
and retrapping of the resonator state during the latching phase of the readout. In order to
minimize these errors, the following constraints should be met for the readout resonator:
1. The state-dependent dispersive shift of the resonator frequency should be large
enough that the switching probability distributions of the resonator corresponding
to the qubit states |0〉 and |1〉 do not overlap.
2. The measurement phase of the readout should be completed in a time Tmeas short
compared to the relaxation time of the qubit, i.e. Tmeas  T1.
3. There should be no retrapping of the resonator state during the latching period of
the readout.
In order to maximize the dispersive shift, we can either increase the coupling g01
between the resonator and the qubit or reduce the frequency detuning ∆ between them.
However, increasing g01 or decreasing ∆ will also increase the relaxation rate of the
qubit through the Purcell effect, thereby reducing the readout fidelity. There is thus
an optimum choice for g01 and ∆ [77]. To counteract the qubit relaxation through the
cavity, we can simply increase the quality factor of the resonator. However, usually the
maximum relaxation time of the Transmon qubit used in this work is limited to T1 ≈
1− 4 µs due to intrinsic relaxation processes. Therefore, increasing the quality factor of
the resonator does not necessarily increase the readout fidelity because a higher quality
factor also increases the time required to excite the readout resonator by the drive pulse
and hence the measurement time of the qubit state. Therefore, if the qubit relaxation
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time is intrinsically limited, a longer measurement time at a constant relaxation rate
implies a higher probability for the qubit to relax during the measurement, hence actually
reducing the readout fidelity. We therefore need to find a compromise for the values of
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Figure 3.7: Dispersive coupling
χ and Purcell relaxation time
TPurcell versus qubit-resonator
coupling strength g01 and detuning
∆ = ωr − ω01. The relaxation
time is normalized to the resonator
decay time 1/κ = Q/ωr).
To illustrate the effect of g01 and ∆ on the relaxation time T1 and the dispersive shift
χ, fig. 3.7 shows both quantities as a function of g01, plotted for several choices of ∆.
Now, criterion 1 above demands that the dispersive shift be large enough to completely
separate the switching probability distributions for different qubit states. The width of
these probability curves can be calculated theoretically, however for this discussion we
rely on experimentally measured values and assume that a dispersive shift of 2χ/2n¯ ≈
5 MHz suffices to fully separate the two distributions. This assumption limits the range
of possible values for g01 and ∆ to the region above the horizontal line in fig. 3.7a. On
the other hand, criterion 2 demands that the time required to map the qubit state to the
oscillator state should be small compared to the relaxation time of the qubit. For the
CJBA parameters relevant to this work, this time is given as Tmeas ≈ 50 − 100 ns. In
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order to have negligible qubit relaxation during the readout, we therefore demand that
T1 ≥ 1 µs, which corresponds to a 5 % relaxation probability during the measurement
interval. This again limits the choice of possible values of g01 and ∆.
Another important design parameter of the CJBA is the Kerr constant K. This con-
stant characterizes the non-linearity of the resonator and determines the power at which
the resonator becomes bistable. In particular, the number of photons in the low- and
high-amplitude solution of the resonator increases with increasing K. Since the disper-
sive shift of the qubit frequency caused by the resonator is proportional to the number
of these photons, choosing a too high K should be avoided since it can induce large
displacements of the qubit frequency, thereby recoupling the two qubits of the processor
during the readout operation.
Taking these constraints into account, for the final choice of parameter values we
rely on a set of optimized CJBA parameters that have been obtained in an earlier exper-
iment by Mallet et. al. [77]. For our processor we choose readout resonator frequencies
ω1r/2pi = 6.7 GHz and ω2r/2pi = 6.85 GHz, quality factors Q1,2 = 800, Kerr constants
2piK1,2/ω1,2r = −2.5 × 10−5 and qubit-resonator couplings g1,201 /2pi = 50 MHz. In ad-
dition, we choose a detuning ∆/2pi = 500 MHz for reading out the qubits, yielding a
relaxation rate ΓPurcell1 ≈ 0.5 MHZ during readout.
3.4 Summary: Qubit and Readout Parameters
Having discussed the relevant properties of all building blocks of our processor and
their dependence on the sample parameters, we choose a full set of these parameters,
summarized in table 3.1. The left column contains the processor parameters, the right
column the related sample parameters.
3.5 Processor Layout & Fabrication
After having chosen a set of sample parameters, it remains to find a physical imple-
mentation of the design that we can realize. In this section we discuss therefore the
layout design of the qubit processor. From the beginning, we restrict our discussion
to lithographically fabricated circuits on a chip, disregarding recent approaches to the
realization of superconducting qubits and resonators using 3D microwave cavities [94].
The readout resonator can be realized as a lumped-elements LC resonator or as a
transmission line resonator. In the original approach to CQED [119], a coplanar waveg-
uide (CPW) resonator was used. Distributed microwave resonators such as CPW res-
onators are often advantageous since they can be fabricated with a high intrinsic quality
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Parameter Value Related Parameters
EJ h · 28.4 GHz f01 = 7 GHz, α = −250 MHz
EC h · 0.92 GHz Cq = 42 fF, Ic = 57.4 nA
d 0.35
M1,2 0.25 pH
gqq/pi 10 MHz Cqq = 0.45 fF
g01/2pi 50 MHz Cqr ≈ 62.8 fF
ω1r/2pi 6.7 GHz L1r = 756 pH, C1r = 497 fF
ω2r/2pi 6.85 GHz L2r = 739 pH, C2r = 486 pF
Q1,2r 800 C
1,2
in ≈ 17 fF
K1,2r −2.5× 10−5 IJ,r ≈ 1.0 µA
Table 3.1: Sample parameters chosen for our two-qubit processor, see fig. 3.1. The left
column lists a set of all independent parameters whereas the right columns contains param-
eters derived from the first set.
factors [83, 32, 121, 5], although recently large progress has been made concerning the
quality factors of discrete LC resonators as well [61]. Also, the isolation between the
input port of the distributed resonator and the qubit electrode to which the open end of
the resonator is coupled is high, whereas for a discrete LC resonator a significant capac-
itive coupling between the input port of the resonator and the qubit can exist, which is
unwanted since it would cause additional relaxation. For this work, we therefore chose
a distributed design using a λ/2 CPW resonator. The open port of the resonator is ca-
pacitively coupled to one of the qubit electrodes to achieve the desired coupling factor
g01. Figure 3.8 summarizes the layout of the qubit chip.
The flux lines can be realized in several ways. For our processor, we choose a
simple 50 Ω CPW transmission line passing nearby the qubit SQUID at a distance of
d ≈ 12 µm. We eliminate the unwanted shielding currents in the ground planes by
removing the ground plane between the qubit and the central conductor of the flux line,
as shown in figs. 3.10b and 3.9a. By doing this, we also increase the capacitive coupling
between the line and the qubit electrodes, thereby increasing the charge relaxation rate
through the flux line. However, as discussed in section 3.2.4, this effect is negligible. The
flux line can be terminated either directly at the 20 mK stage by wire-bonding it to the
ground plane of the chip, or by connecting it to a matched impedance at the 4 K stage
of the cryostat. Alternatively, we can also feed back the flux signal to room temperature,
which is useful for e.g. measuring the response function of the line.
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Figure 3.8: CAD layout of the implemented two-qubit processor, showing (a) the two CPW
readout resonators and the two qubits with their adjacent fast flux lines, (b) the input capac-
itor of a resonator, (c) the two Transmon housings in the center of the chip and the active
section of the flux lines, (d) a Transmon pattern for e-beam lithography, and (e) a more
detailed view of the Transmon’s SQUID pattern.
For the Transmon qubit itself, we need to fabricate a large shunt capacitance CJ
in order to achieve the desired charging energy. We implement this capacitance as
an interdigitated planar capacitor that we pattern together with the qubit junctions us-
ing electron-beam lithography. The Josephson junctions of the qubit are realized in a
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Figure 3.9: a) Schematic of the simulated chip geometry, showing the two coupled Transmon
capacitances and the couplings to the readout resonators. b) Detailed view of the qubit
coupling capacitance. c) SONNET generated equivalent model of the simulated geometry.
d) Equivalent coupled Transmon circuit model. For the geometry shown, the obtained circuit
parameters are Cg1 = Cg2 = 13.8 fF, Cqq = 0.13 fF, CJ1 = CJ2 = 52.2 fF, LJ1 = LJ2 =
5.7 nH.
3.6 Electromagnetic Simulation of the Qubit Chip
We use a commercial software package for electromagnetic simulation (SONNET) to
simulate individual parts of the chip an obtain the transmission coefficients between
all relevant circuit components and an equivalent lumped-element model of the circuit.
Using this equivalent model we calculate all relevant capacitances and inductances. We
can then iteratively adapt the geometry of individual elements in order for them to match
the designed parameter values. Figure 3.9a/b shows an example of a circuit geometry
used in the simulation, fig. 3.9c shows the circuit model generated by this method and
fig. 3.9d the mapping of this model to a simplified circuit consisting of two capacitively
coupled Transmon qubits.
We can also simulate the Transmon qubits as harmonic oscillators by modeling their
Josephson junction as an inductance that matches the Josephson inductance of the
junction, as given by eq. (2.17). By simulating the resonance curve of this harmonic
resonator and calculating the corresponding quality factor Q, we can estimate the re-
laxation rate of the qubit through the gate circuit. We can also obtain an estimate of
79
3.7. FABRICATION
the coupling strength between the two qubits by simulating them as two coupled, linear
resonators. We can obtain the impedance seen by the qubit through the gate circuit by
this method as well, thereby being able to calculate the corresponding qubit relaxation
rate.
3.7 Fabrication
We fabricate the processor on a high-resistivity silicon substrate with a 50 nm ther-
mal oxide layer. First, we depose 150 nm of Niobium by magnetron sputtering. Af-
terwards, we spin a photo resist and define an etch mask through optical lithography.
Then we dry-etch in a SF6 plasma, defining the readout resonators, transmission lines
and qubit flux lines on the chip. This optical patterning is performed for the wafer as a
whole. Afterwards, we spin a bilayer of MAA/PMMA electron beam resist (with typically
1050 nm of MMA and 115 nm of PMMA thickness). Then the wafer gets diced and the
qubits and JBA junctions are patterned per chip using electron beam lithography, using
a double-angle shadow evaporation technique to define the Josephson junctions and
capacitances on the chip. The e-beam resist is then lifted off chemically in an Acetone
bath. We characterize the chip optically afterwards. In addition, we place “twin” struc-
tures of the Transmon qubits and the JBAs on each chip that we can use to measure
their normal state resistance at room temperature in order to obtain an estimate of the
corresponding resistance of the real structures. Giving the normal-state resistance of a






where EJ = φ0Ic. When measuring Rn at room temperature, a corrective factor of
≈ 17% has to be applied to the resulting value of EJ to account for variations in Rn with
temperature.
Following we discuss the detailed procedure followed for fabrication of the two-qubit
processor chip.
1. Niobium Sputtering: Deposit 150 nm Niobium at an argon pressure of 1.25 mbar
and a power of 0.66 W/cm2 with a 5 minute pre-deposition and ≈ 2 min 20 sec
deposition time.
2. Spinning of Photo-Resist: Spin S1813 + Shipley Primer at 6000 RPM for 60 sec,
bake at 115 ° C for 1 min 15 sec.
3. Photo Lithography of Resonators: Expose the wafer through a contact mask at









20 m 2 m 2 m 20 m 
Figure 3.10: Scanning electron micrographs of the fabricated two-qubit processor chip. a)
Stitched together micrograph of the whole chip, showing the two readout resonators coupled
to their transmission lines, the two capacitively coupled Transmons, and the fast magnetic
flux lines attached to each qubit. b-g) detailed views showing various parts of the chip: note
that the aluminum electrodes are barely visible compared to the niobium ones that benefit
from a much higher contrast. b) Flux line close to one of the qubits. The ground plane
between the line and the qubit has been removed to suppress spurious shielding currents
when sending fast flux pulses. c) Transmon qubit in its resonator housing. The left electrode
is the center line of the resonator whereas the right one belongs to the coupling capacitor d)
The two-qubit coupling capacitance. e) qubit SQUID loop with its two Josephson junctions.
f) The CJBA Josephson junction. g) The readout resonator input capacitance.
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4. Development: Develop in pure MF 319 for 50 s.
5. Reactive Ion Etching: Pump the RIE chamber to P ≤ 4× 10−5 mbar. Etch using
20 cc of SF6, 10 cc Ar and 2 cc O2 at a pressure of ≈ 0.013 mbar at a power of 50
W and a voltage of 150 V. The total etch time should be ≈ 60 sec + 10 sec for the
finish. Remove the resists in warm acetone (40 °C) for at least 10 min, possibly
clean further in an ultrasonic bath.
6. Niobium Surface Regeneration: Pump the RIE chamber to P ≤ 4× 10−5 mbar,
etch using 20 cc of SF6, 10 cc Ar at ≈ 0.0133 mbar, 50 W and 150 V for 8 sec.
7. Electron Resist Spinning: Spin twice an MAA EL 10 layer at 2000 RPM for 60
sec, 6000 RPM for 2 sec. Bake after each step at 170 °C for 60 sec. Spin PMMA
950k A3 at 4000 RPM for 60 sec, 6000 RPM for 2 sec. Bake at 170 °C for 20
min. This should yield ≈ 1050 nm of MAA and 110 nm of PMMA (verify using
interferometer).
8. Dicing: Dice the wafer using either a diamond cutter or wafer saw.
9. Electron Beam Lithography of Transmons and CJBA junctions: Clean the
chip in iso-propanol (possibly in ultrasound) for less than 2 minutes. Perform elec-
tron beam lithography at a dose of ≈ 250-320 µC/cm2. Develop the chip in a 1:3
acetone/iso-propanol solution for 50 sec.
10. Aluminum Deposition: Put the sample in the evaporation chamber and pump
to P < 10−6 mbar. Ion mill the sample at the two evaporation angles (typically
±22 deg) with 500 eV neutralized argon ions at the dose of 2 · 1015/cm2. Deposit
first aluminum layer at a rate of 1 nm/sec. Oxidize at an adequate oxygen pressure
(typically 15 - 25 mbar) for 10 min. Deposit the second aluminum layer at 1 nm/sec.
11. Lift-Off: Put the chip in a heated Acetone bath at 65 °C for at least 5 min. Rinse




Measurement Setup & Techniques
In this chapter we discuss the measurement setup and techniques used in our experi-
ments. Our setup consists of the qubit chip presented in chapter 3, held at the 20 mK
stage of a He3/He4 dilution refrigerator and connected to a signal generation and mea-
surement chain including cryogenic microwave components and room temperature elec-
tronics. We describe how the processor chip is mounted, as well as the individual parts
of the signal and measurement chain, putting emphasis on microwave pulse genera-
tion. Afterwards we discuss the calibration and compensation techniques that we use
to correct signal imperfections when generating qubit drive and flux signals. Finally we
introduce the different measurement protocols used for driving and reading the qubit, as
well as for determining all relevant qubit parameters such as frequency, anharmonicity,
and relaxation and dephasing times.
4.1 Chip Mounting
Chip mounting is illustrated in fig. 4.1. The chip is first attached to the lower part of
the sample holder using wax (melting temperature 80°C). It is placed in a groove whose
depth matches the height of the silicon chip, such that the top part of it is at the level
of the surface of the sample holder after mounting. We use six small microwave PCBs,
each equipped with a 50 Ω coplanar waveguide and a right-angle mini-SMP connector,
which are also placed in matched grooves on the sample holder, as shown in fig. 4.1c.
The PCBs are made of TMM10 with a dielectric constant of 10 close to that of the
silicon chip. They are metalized on both sides with gold-coated copper and have vias to
connect the metal layers on both sides. The three electrodes of each CPW line on the
chip are wire-bonded to their counterparts on the PCBs using aluminum wires of 50 µm
diameter. In addition, on-chip bond wires are used to reconnect separated parts of the
ground plane that are initially isolated from each other because of the circuit topology,
as shown in fig. 4.1d. This is important in order to avoid spurious on-chip resonances in
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Figure 4.1: Chip mounting. Com-
plete sample-holder (a), cover part
as seen form below (b), and bottom
part (c) with the mounted PCB car-
rying the qubit chip and the mini-
SMP connectors. (d) chip wire-
bonded to the PCB. Wire bonds to
four CPW lines can be seen on the
top and bottom of the picture, as well
as on-chip bond wires reconnecting
separated grounds inside the chip.
The whole sample holder is screwed
to the 20 mK stage of the dilution re-
frigerator.
a) b) c) 
d) 
the relevant frequency window, i.e. below 10 GHz [104].
The lower part of the sample holder with the chip and the small PCBs is then
mounted to the gold-coated top part as shown in fig. 4.1a/b, which thermally anchors
the chip to the mixing chamber of the refrigerator, shields it from electromagnetic noise
and encloses it in a conducting cavity that is small enough to suppress box resonances
in the relevant frequency window. Grooves in the top part of the sample holder, shown
in fig. 4.1b, provide the necessary open space above the qubit chip and the six coplanar
waveguides.
The whole sample-holder is mounted in the refrigerator by screwing it around a small
coil that sits inside the cover and produces a DC magnetic field perpendicular to the chip.
The distance between the chip and the lower end of the coil is less then 3 mm.
4.2 Signal Generation & Acquisition
Figure 4.2 shows the wiring of our experiment from room temperature down to the 20 mK
stage. Except for the small coil that is shared by both qubits, the rest of the circuitry is
duplicated for each of them and only one exemplary is shown on the figure. One can
see the bifilar dc flux line and a fast coaxial 50 Ω flux line on the left, as well as a set
of 50 Ω coaxial microwave drive and readout lines on the right. Lossy cables or wires
made from special alloys such as CuNi, CuBe, stainless steel (SS) and manganin are
used at intermediate temperatures, as needed for minimizing the heat transfer between
the different stages. Between 20 mK and 4 K, superconducting NbTi cables are used






















































































Figure 4.2: Measurement setup used for the two-qubit experiments. The very same drive
and readout setup is used for both qubits, so that only one exemplary is shown. The role
of each line is indicated on top, and the relevant parameters indicated beside each compo-
nent, including the wire and cable materials. Elements shown are attenuators, low pass or
bandpass filters, circulators and isolators, microwave amplifiers, IQ mixers, microwave and
arbitrary waveform generators,and an acquisition board and a spectrum analyzer.
low microwave attenuation. Semi-flexible Copper microwave coaxial cables are used at
20 mK.
4.2.1 Driving and Measurement of the Qubits
Each of the qubits together with its corresponding readout resonator is fitted with an
individual fast flux , drive, and measurement circuit. The microwave and arbitrary wave-
form generators used to control the experiment, as well as the acquisition systems,
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are all phase-locked using 10MHz external clocking. At room temperature we generate
qubit and readout resonator drive waveforms using phase-locked single-tone microwave
sources whose continuous output is mixed with control pulses generated by two arbitrary
waveform generators (more details in the next section). The qubit drive and readout
drive signals are then combined on a single line and sent to the chip through a series
of cryogenic attenuators and filters. A cryogenic circulator at 20 mK routes the incom-
ing pulses to the qubit chip, where they are sent to the qubit readout resonator and
finally reflected by it. The reflected signal passes again through the circulator and gets
routed through a double isolator and a band-pass filter to a cryogenic high electron mo-
bility amplifier (HEMT) with a gain of 40 dB. The amplified signal gets then transmitted
to the room temperature electronics, where it is filtered and amplified further by more
then 50 dB. Finally, the signal is demodulated using a two-quadrature mixer and a con-
tinuous microwave reference tone (local oscillator), the two resulting quadrature being
further amplified, filtered below 200MHz and fed to two channels of a 4-channel ADC
board. Flux pulses are generated using an arbitrary waveform generator at room tem-
perature. The signal is then sent to the qubit chip through a 20 dB attenuator, through a
Microtronics low-pass filter of the reflective type with a 1.35 GHz frequency cutoff, and
through a custom-made high-frequency powder filter that uses an absorptive material
(Eccosorb) to attenuate high-frequency noise. After passing through the transmission
line on the qubit chip, the outgoing flux signal is routed to room temperature electronics
using a transmission line identical to the input line. There, the signal can be measured,
which is useful for characterizing possible signal imperfections caused by the non-ideal
character of the line.
4.2.2 X-Y Pulse Generation by Microwave Single Sideband Mixing
As briefly mentioned above, a single-sideband mixing technique is used to generate the
qubit X and Y driving pulses. More precisely, each qubit has its own IQ mixer driven
with a continuous single-frequency microwave tone and two synchronized intermedi-
ate frequency control signals generated by an arbitrary waveform generator (Tektronix
AWG5014b). In general, when feeding a signal LO(t) = I0 cos (ωLOt) to the LO port of
an IQ mixer and two signals I(t), Q(t) to its I and Q ports, one obtains a signal
RF (t) = I(t) cos (ωLOt) +Q(t) sin (ωLOt) (4.1)
at the RF output port. (Since the IQ mixer that we use is a passive reciprocal device, one
can as well feed two input signals to the LO and RF ports and obtain the demodulated
signal quadratures at the I and Q ports after filtering, a technique that we make use of
in our qubit readout scheme). Typically we use heterodyne single sideband mixing to
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generate driving pulses that are tunable in frequency with respect to the local oscillator
(carrier frequency), over the mixer bandwidth (several hundreds of MHz): Ideally, the I
and Q signals should have the form I(t) = s(t) cos(ωIF t−φ) and Q(t) = s(t) sin(ωIF t−
φ) in order to obtain an output pulse RF (t) = s(t) cos[(ωLO − ωIF )t+ φ] that will induce
a rotation of the qubit around axis Xφ laying in the equatorial plane of the Bloch sphere
and making an angle φ with theX axis. The phase reference of the driving pulses is thus
defined by both the carrier phase and the common starting time of the I and Q waveforms
with respect to the carrier. Both quantities have to be kept constant over subsequent
sequences. In addition, when performing experiments on multiple qubits, the phase
differences between the reference phases of each qubit must also be conserved. We
explain below in the section devoted to synchronization how these phase references
are maintained. In the expression above s(t) is the envelope of the pulse, the area of
which defines the angle of rotation. For small rotation angle, we choose for s a Gaussian
shape of the form







with "rise time" σt = 3 ns and a cutoff at −3σt ≤ t − t0 ≤ 3σt. The advantage of using
such a Gaussian pulse [7] is that its Fourier transform is again a Gaussian, which, in
contrast to a rectangular pulse, does not exhibit side lobes in the frequency domain and
thus minimizes the leakage to higher Transmon levels discussed in section 3.2.2. To
increase the Rabi angle of such a pulse, we just change its amplitude as far as it does
not saturate the IQ mixer. For larger Rabi angles we simply add a flat plateau between
the Gaussian rise and fall.
Commercially available IQ mixers are not perfect, and deviate from the ideal behav-
ior given by eq. (4.1). Typical imperfections include large insertion losses –i.e. loss of
power between the different ports of the mixer–, RF signal leakage at zero IQ-input, and
frequency-dependent phase and amplitude errors of the mixed sideband signals. In or-
der to achieve reliable single-qubit operations we need to correct these errors, as shown
in Fig. 4.3. The signal leakage consists in a small part of the LO signal leaking through
to the RF port even when the IQ inputs are zeroed. This leakage can be compensated
by adding to the IQ ports DC offset voltages that depend on ωLO. The appropriate off-
sets can be determined by applying a continuous signal at a frequency ωLO to the LO
port and minimizing the measured signal power at the RF port. Using this method, the
leakage power can be reduced down to -80 dBm.
To correct the sideband amplitude and phase errors we apply another correction
procedure. We first introduce the notation
A(t) = I(t) + iQ(t) = a(t) exp [−iφ(t)] (4.3)
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Figure 4.3: Illustration of the method used to measure and correct the imperfect behavior of
the IQ mixers used for our heterodyne single-sideband generation of the qubit drives: the
leakage of the LO signal to the RF port is measured continuously with a spectrum analyzer
and is minimized by tuning the two offset voltages I0 and Q0 at the I and Q ports. To correct
phase and amplitude errors during heterodyne mixing, we then add two sideband signals to
the IF ports and minimize iteratively the measured RF power at ωLO + ωIF by tuning the
amplitude and phase of two correction waveforms added to the I and Q ports.
for any composite I and Q signal. We then consider such a signal at a single side-
band frequency ωIF and at a fixed complex amplitude a(t) = a = a0 exp (iφ0) such
that A(t) = a exp [−iωIF t]. The effect of the gain and phase imperfections are respon-
sible for a spurious additional output signal at the mirrored sideband frequency −ωIF
with respect to the carrier. This unwanted signal would be obtained in a perfect mixer
with an IQ signal ε(ωIF , ωLO)A∗(t). We can thus remove it by adding a small correc-
tion c(ωIF , ωLO)A∗(t) to our IQ input signal. The complex-valued correction coefficient
c(ωIF , ωLO) = |c| exp (i arg[c]) usually depends both on the LO frequency ωLO and the
sideband frequency ωIF . We thus determine it by generating a continuous single side-
band at frequency ωLO − ωIF and by finding iteratively the c(ωIF , ωLO) that minimizes
the amplitude of the unwanted sideband at ωLO + ωIF , measured with a spectrum an-
alyzer (see Figs. 4.2 and 4.3). Both the offset and the sideband-amplitude and -phase
corrections have been automated using our data acquisition software. By using this
optimization techniques we can lower the amplitudes of the ωLO and ωLO + ωIF peaks
down to 80 dB and 70 dB below the targeted sideband at ωLO − ωIF , respectively.
Finally, it is important to tolerate the maximum and minimum absolute ratings for the
signals applied to the I/Q as well as LO and RF ports of the mixer in order to avoid
saturation and nonlinear response. For the mixer that we use in our setup (Hitite HMC
525), the maximum input powers are given as 20 dBm for the RF and I/Q ports and 27
dBm for the LO port. In addition, the maximum tolerable DC current of the mixer at the
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I/Q ports is limited to 3 mA, which restricts the DC offset voltage that we can supply to
the mixer.
4.2.3 Fast Magnetic Flux Pulse Generation and Calibration
The fully symmetric coaxial line used for sending fast magnetic flux pulses to one of the
qubits has been described above and is shown on Fig. 4.2. The low-pass filtering of the
line is optimized to reduce high-frequency noise as much as possible while letting the
line pass pulses with 2-3 ns rise time. Consequently, the pulse distortion by the line is not
negligible. Another important imperfection in our pulse generation is the finite bandwidth
of the arbitrary waveform generator we use ( Tektronix AWG5014B). It is about 500 MHz
and some ringing is observed at a few percent level for square pulses with rise times
below 10 ns. For compensating all these imperfections, we measure the frequency
response of each part of the whole circuit with our 1 GHz bandwidth acquisition system.
A step function with 2 ns rise time and 1ns/sample is programmed on the AWG and
measured at the output of the flux line. This allows us to obtain the response function of
the generator (DAC) and of the input line. We then model the whole chain as shown on
Fig. 4.4a, using the same response function for the identical input and output lines. The
Fourier transform of the measured signal at the end of the output line is given as
χfl(ω) = χsignal · χDAC · χinput · χoutput · χADC , (4.4)
with χsignal the Fourier transform of the ideal input signal, χADC and χDAC the response
functions of the DAC and ADC (which we measure independently), and χinput = χoutput
the response function of the input and output transmission lines. By measuring χfl,
subtracting the ADC and DAC responses from it, we obtain the input line response
function χinput. To correct the signal distortion seen by the qubit, we can then simply
re-program the AWG with a corrected wave function with Fourier transform
χcorrsignal = χsignal · (χDAC · χinput)−1 ·G(ω, ωco). (4.5)
Here, G(ω, ωco) is a Gaussian filter function with a cutoff frequency ωco that we apply to
the inverse measured response function to eliminate the distortion at high frequencies
caused by the fact that we are not able to accurately measure the response function
of the flux line above the bandwidth of our digitizing board. Usually, we set this cutoff
frequency to ωco/2pi = 400 MHz, which allows us to correct most signal distortion in
the frequency window relevant to this work, i.e. up to half a GHz. Figure 4.4b shows
the measured response functions of the flux line and fig. 4.4c shows an exemplary
measurement, where we first program an ideal waveform (in red) in the AWG, send it
through the flux line, calculate the shape of the waveform at the sample (in magenta) by
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Figure 4.4: a) Schematic of the
flux line chain used in our setup.
The flux signal is generated by a
DAC, fed through the input line
to the sample, returned to room
temperature through the output
line and digitized by an ADC. b)
Measured response functions of
different parts of the flux line,
showing the response of the DAC
and ADC circuits and of the input
part and the full flux line. c) Il-
lustration of the signal correction
method. We generate a desired
waveform (in red) without apply-
ing any correction, measure the
arriving signal at the sample (in
magenta), calculate the response
function of the line and generate a
corrected signal (in green), which
we measure again at the sample
(in blue). The corrected signal
corresponds to a good degree to


















































measuring the waveform at the output of the line and subtracting the measured response
functions of the ADC and the output line, then program a corrected waveform (in green)
and finally measure the shape of this waveform at the sample again (in blue), which now
corresponds closely to the ideal waveform.
After having corrected the response of the flux line by this technique, we can further
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reduce signal distortion by directly probing the flux seen by the qubit at a given time.
For this, we apply a small test flux signal φflext(t) to the qubit, measure its frequency
ω01(t) and reconstruct the flux from the previously measured ω01(φext) curve. If the qubit
frequency is chosen well away from its maximum and minimum frequencies, i.e. where
γ = ∂ω01/∂φflext 6= 0, and if the flux signal is comparably small, the time-dependent
qubit frequency is ω01(t) = ω001 + γ.δφ
fl
ext(t). The frequency displacement of the qubit is
thus proportional to the applied flux signal. Now, if we drive the qubit with a calibrated
Xpi Rabi pulse at a given drive frequency ωd at time t0, the probability of finding it in
state |1〉 afterwards is maximum if ωd = ω01(t0). Thus, by maximizing this probability
as a function of ωd, we can reconstruct the flux φ
fl
ext(t0) seen by the qubit at any given
moment. Of course, the time resolution achieved with this method is limited to the pulse
duration of the Xpi pulse, which is typical 3 − 5 ns. After having reconstructed the flux
signal φflext(t) seen by the qubit, we can again calculate its Fourier transform and correct
imperfections by further changing the input signal.
4.2.4 Microwave and DC Pulse Synchronization
In our experiment, each qubit possesses two microwave sources that generate the con-
tinuous tones for drive and readout. The two fast pulse signals mixed with the two driving
tones of the two qubits are generated by a single 4-channel arbitrary waveform genera-
tor (Tektronix AWG5014B). A second AWG generates the flux pulses for the two qubits.
The measurement of the reflected and demodulated readout signal of both qubits is
done by a single ADC card. All these different signal generators and measurement de-
vices need to be synchronized in order to keep the relative phases and time differences
between them constant over successive individual runs of our experiment. For this,
we use a 10 MHz frequency reference chain, whose master clock is generated by the
AWG generating the qubit drive pulses. The reference signal is then passed on to all
microwave sources and signal generators as well as oscilloscopes, spectrum analyzers
and ADC cards in our setup. In addition, to avoid random phase-jitter between the sig-
nals of the two microwave sources that generate the drive pulses of the two qubits, their
drive frequencies are chosen such that they correspond to a multiple of the repetition
frequency of the master AWG, which is typically 50 kHz. When this condition is met,
the relative phases between the two microwave signals is conserved between individual
runs of an experiment, which is crucial when performing measurements sensitive to this
phase such as quantum state tomography two entangled qubits. In addition, a 1 GHz
phase synchronization chain is used to phase-lock the two microwave generators and




In this section, we discuss the techniques used to manipulate and characterize our


















































Figure 4.5: a) Microwave pulse envelope used for exciting the CJBA at readout.The pulse
consists of a measurement part with amplitude hm and a latching part with amplitude
hl = 0.8 − 0.9hm. To determine the state of the resonator during the latching interval,
the quadratures I and Q of the reflected signal are averaged over the time window tm. b)
Bimodal distribution of the time-averaged (I,Q) values obtained for a readout power close
to the bifurcation threshold . The red dotted line perpendicular to the principal axis joining
the two modes of the distribution and going through the mean quadratures (I0, Q0) pro-
vides an optimal separation between the two clusters corresponding to the L and H states.
c) Histograms of the signal projected on the principal axis (red line), revealing a switching
probability of 84% for the example shown.
The general principle of the CJBA readout used in this work is described in section
2.4.3. Here we explain how we choose its frequency fd and drive amplitude ad. To bring
up the readout, we first determine by reflectometry the resonance frequency fr of the
CJBA in its linear regime, with the qubit in state |0〉 and largely detuned from the res-
onator. We then choose a relative drive detuning Ω = 2Q(fd/fr − 1) >
√
3 (between 2
and 10 in practice, i.e. between 12 and 60 MHz ) at which the bistable regime is acces-
sible. The continuous drive tone at fd is then split on two lines, one of them being mixed
with the dc envelope coming from the AWG and sketched on fig. 4.5a. We then attenu-
ate the resulting drive signal using a tunable attenuator at room temperature and send it
to the CJBA. The reflected and amplified signal is then demodulated with the continuous
drive present on the second line after the splitter, using an IQ demodulator. The resulting
I/Q quadratures are further amplified, low-pass filtered at 200 MHz, and get digitized by
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the ADC card at a sampling rate of 1 GSample/s during the time window tm = 1 − 2µs
sketched in fig. 4.5a. The digitized I/Q signals are then averaged over the whole mea-
surement window to obtain a single measurement point in the IQ plane. This sequence
is repeated a large number of times (typically 104) to obtain a statistical distribution of IQ
points. We then repeat this procedure for various values of the input attenuation, each





(Qi−Q¯i)2)/n of the distri-
bution. When starting with a high attenuation and reducing it, the input power sent to the
CJBA will at some point be sufficient to make it switch from the L to the H state, thereby
changing the phase and consequently the I and Q average values of the distribution.
Since the switching is a stochastic process, we will observe two distinct sets of points
close to the transition power. At an input power where approximately 50 % of switching
occurs, the variance σ2IQ of the obtained IQ data points will be largest, as shown in fig.
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Figure 4.6: Exemplary S-curve mea-
sured for one of the qubit-readout.
Shown is the switching probability p of
the CJBA as a function of the readout
signal power, plotted for the different
qubit states |0〉,|1〉 and |2〉. The read-
out contrast between different states
is given as difference between the as-
sociated switching probability curves.
Light and dark red arrows indicate the
optimal working points where the c01
and c02 readout contrasts are maxi-
mum, respectively.
Using this transformation, we project the measured (I,Q) points on the axis ⊥ P join-
ing the two sub-distribution, as shown in fig. 4.5, and obtain a bivalued one-dimensional
probability distribution. Then, the obtained offsets I0, Q0 and principal axis rotation an-
gle αIQ gives us the discrimination criterion QL < Q0 + tanαIQ(I − I0) used to classify
new data points as belonging to the L or H state at the chosen working point. Normally, if
the measurement window tm is large enough and no retrapping occurs during the mea-
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surement, the distributions corresponding to the L and H states do not overlap, yielding
perfect discrimination between them, as shown on the figure.
After having determined the I0, Q0 and αIQ, we slightly tune the attenuation to obtain
≈ 20% of switching. At this working point, the readout contrast of the CJBA is usually
already sufficient to perform a simple qubit spectroscopy, as described in section 4.3.2
and calibrate a Xpi Rabi pulse, as described in section 4.3.3. After having done this, we
calibrate and optimize each qubit readout by measuring the switching probability as a
function of the input power while either leaving the qubit in state |0〉 or exciting it to the
state |1〉. Fig. 4.6 shows an example of such a measurement. Here, the difference c01
between the two curves corresponding to the |1〉 and |0〉 states defines the input-power
dependent readout contrast. The optimal input power chosen for reading the qubit out is
where the contrast is maximum. If desired, we use instead a X12pi ·X10pi pulse sequence
to bring the qubit into state |2〉 before readout. In this state, the dispersive shift of the
resonator frequency is larger then in the state |1〉, therefore resulting in a larger readout
contrast max(c02) > max(c01), as shown in fig. 4.6. This shelving of state |1〉 to state |2〉
is advantageous when performing e.g. single-run quantum algorithms on the processor,
as described in chapter 6.
4.3.2 Qubit Spectroscopy
Figure 4.7: a) Qubit drive and
readout pulse sequence used for
qubit spectroscopy. b) Example
of qubit spectrum showing the
switching probability of the qubit
readout when driving the qubit
with 1 µs-long pulse as a func-
tion of the drive frequency. Low
power spectroscopy (red points)
shows only the |0〉 → |1〉 tran-
sition of the qubit at frequency
f01, whereas the 2-photon |0〉 →
|2〉 transition at frequency f02/2
is also observed at higher power
(blue points). Lorentzian func-
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In order to characterize the transition frequency and anharmonicity of the qubit we
perform spectroscopic measurements. For this we drive the qubit with a long Rabi pulse
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(usually > 1 µs) at a frequency ωd. When the drive frequency ωd is close to the ω01
frequency of the qubit, the drive pulse will induce a Rabi oscillation of the quantum
state of the qubit. The induced rotation amplitude will be largest at ωd = ω01. Due
to decoherence during the driven evolution, the maximum probability for measuring the
qubit in the state |1〉 at the end of the pulse will be limited to 50 %. By repeating the pulse
sequence shown in fig. 4.7a for a range of drive frequencies ωd, a full spectroscopy
of the qubit can be obtained. Fig. 4.7b shows an example of this, for different drive
amplitudes. Here, the blue curve has been measured at 10 dB higher power then the
red curve, which is sufficient to observe the two-photon |0〉 → |2〉 transition of the qubit
at f02/2. By fitting the two resonance curves with a Lorentzian model we obtain the
qubit frequencies f01 and f02/2, and from the equations of section 2.3.4, the charging
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Figure 4.8: a) Qubit drive and
readout pulse sequence used for
measuring Rabi oscillations. b)
Example of a measured Rabi
oscillation showing the switch-
ing probability of the qubit read-
out when driving the qubit at
f01 with a Gaussian drive pulse
of increasing effective duration t
(points). The measurement re-
sults are not corrected for read-
out errors. The line is a fit by an
exponentially decaying sine func-
tion. The grey dashed line shows
the measurement data corrected
for readout errors.
After having obtained the proper qubit transition frequency f01, we calibrate Rabi
pulses. For this, we perform a Rabi oscillation experiment that consists in driving the
qubit at f01with pulses of increasing areas and in measuring its state immediately af-
terwards. Figure 4.8 shows the pulse sequence that we use and the resulting mea-
surement data, the readout switching probability being expressed as a function of an
equivalent pulse length at a nominal pulse height. As can be seen, the amplitude of
the Rabi oscillations gets damped as p(t) = p0 + ∆p cos (Ωt) exp (−ΓRt) due to relax-
95
4.3. MEASUREMENT TECHNIQUES
ation and dephasing during the driven evolution. Also, the maximum readout contrast
is limited due to readout errors characterized in details in the next chapter. From the
fit of the Rabi data we obtain the Rabi frequency Ω, which we use to program precise
single-qubit rotations in all our experimental sequences. Note that due to the finite an-
harmonicity of the qubit, there is always a finite leakage to the second excited state |2〉,
which we discuss later.
4.3.4 Relaxation Time Measurement
Figure 4.9: a) Qubit drive and
readout pulse sequence used for
relaxation time measurement. b)
Example of relaxation time mea-
surement showing the probability
of measuring the qubit in state |1〉
as a function of the delay time
between the preparation of the
state |1〉 and the actual measure-
ment of the qubit state (points).
The line is a fit by a decaying
exponential. The grey dashed
line shows the measurement data



























Having obtained the transition frequency f01 and calibrated the Rabi frequency Ω, we
measure the relaxation time of the qubit. For this, we put the qubit in state |1〉 by applying
a Xpi pulse and let it evolve freely afterwards for a given delay time before reading out
its state, as shown in fig. 4.9a. As can be seen on fig. 4.9b, the probability decreases
exponentially as a function of time. A fit of the function p(|1〉) = p0 + pa exp (−Γ1t) to
the data yields the qubit relaxation rate Γ1 at the given working point. In the following
chapter we measure in more detail the relaxation time of both qubits as a function of
their transition frequency and their detuning from the readout resonator.
4.3.5 Dephasing Time Measurement
We also characterize the dephasing of each qubit by performing a so-called Ramsey





























Figure 4.10: a) Qubit drive and
readout pulse sequence used in
a Ramsey experiment. (b) Exam-
ple of a measured qubit Ramsey
experiment showing the switch-
ing probability of the qubit read-
out (points) at the end of the
sequence. Fitting the resulting
curve with an attenuated sine-
wave model (line) yields the de-
phasing rate Γφ and the qubit fre-
quency f01 (see text). The grey
dashed line shows the measure-
ment data corrected for readout
errors.
a readout immediately afterwards, as illustrated on Fig. 4.10a. We either choose mi-
crowave pulses detuned from f01 by an amount ∆f , or use resonant microwave pulses
together with a flux pulse that shifts the qubit frequency by ∆f during the whole de-
lay. After the first pulse the qubit is in state 1/
√
2(|0〉 + |1〉) and acquires a phase
∆φ = 2pi∆f∆t during the delay. The final state of the qubit after applying the second










 − cos ∆φ/2
i sin ∆φ/2
 , (4.7)
and the probability p = cos2 ∆φ/2 to measure state |1〉 oscillates with frequency ∆f as
a function of the delay ∆t . Due to dephasing and relaxation during the free evolution,
the amplitude of these oscillations will decay. As explained in section 2.3.4, this decay
takes the form exp (−Γ2t) with Γ2 = Γ1/2 + Γφ if the noise responsible for dephasing
is white at low frequency, or the form exp (−Γ1t/2) exp (−Bt2) if the noise has a 1/f de-
pendance. Even if the main dephasing source is 1/f flux noise of microscopic origin, the
decay of the Ramsey oscillations is close to an exponential due to the relaxation contri-
bution. So in practice, we fit the Ramsey data by acos(∆f.t) exp (−Γ2t) and deduce an
effective dephasing rate Γφ. Furthermore, the fit provides an accurate measurement of









After having detailed the design of the processor and the measurement techniques em-
ployed in this work, we discuss in this chapter how we characterize the processor and
demonstrate the basic functionality that we need to run meaningful quantum algorithms.
In particular we show how we implement and characterize the universal
√
iSWAP two-
qubit quantum gate with 90% fidelity, similar to the gate used in the following chapter to
run the Grover search algorithm.
The chapter begins with the choice of the different working points during operation,
based on the measurement of the basic qubit coherence properties and readout fidelities
as a function of the qubit frequency. Then, single-qubit microwave gates are character-
ized. Afterwards, we discuss the generation and characterization of entanglement by
quantum state tomography, and perform a test of the so-called CHSH Bell inequality. Fi-
nally, we discuss in detail how we characterize our
√
iSWAP gate by quantum process
tomography: we explain how we estimate and/or fit the microwave pulse errors in order
to remove the tomographic errors and obtain a fidelity that characterizes the gate alone.
5.1 Individual Qubit and Readout Characterization
Choice of the Working Points
The first step in the characterization of the processor consists in obtaining all relevant
qubit and readout parameters, as described in chapter 4. For this, we perform a set
of measurements from which we obtain the qubit frequencies, anharmonicities, junction
asymmetries, inter-qubit coupling, coupling to the microwave drive lines, coupling of
each qubit to its readout, as well as qubit relaxation and dephasing times. Most of these
parameters are measured for a range of qubit frequencies in order to pick up the best
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CHOICE OF THE WORKING POINTS
working points for implementing the gate.
Qubit Frequency, Anharmonicity and Asymmetry
To obtain the Josephson and charging energies as well as the junction asymmetries of
the qubits, we perform spectroscopic measurements of the single-photon |0〉 → |1〉 and
two-photon |0〉 → |2〉 qubit transitions at different values of the external magnetic flux
Φext, as described in section 4.3.2. By fitting equations (2.67) and (2.61) to the resulting
values ω01(Φext) and ω02(Φext) (see fig. 5.1a) we obtain all relevant qubit parameters.
For our processor, these are EIJ/h = 36.2 GHz, EIc /h = 0.98 GHz and EIIJ /h =
43.1 GHz, EIIC /h = 0.87 GHz for the Josephson and charging energies of the two
qubits, yielding anharmonicities αI ≈ 245 MHz and αII ≈ 220 MHz. For the qubit
junction asymmetries, we obtain dI = 0.2, dII = 0.35.
Readout Parameters
To obtain the resonance frequencies and quality factors of the readout resonators we
perform a simple measurement of the S11 reflection coefficient. The resulting frequen-
cies are f IR = 6.84 GHz and f IIR = 6.70 GHz with quality factors QI ' QII = 730. We
measure the Kerr nonlinearity K of the resonators, as defined by eq. 2.102, by following
the procedure given in [95, p. 166] and obtain KI ' KII = −2.3± 0.5× 10−5.
Qubit/Readout Coupling
The coupling of each qubit to its readout resonators is determined by spectroscopically
measuring the avoided level crossing between them. For this, we perform a series of
spectroscopic measurements of the resonator while tuning the qubit frequency from be-
low the resonator frequency to above it. Performing such a measurement on a chip
identical to the one used in the main experiment reported here yields a coupling coeffi-
cients gI01 ' gII01 = 2pi · 50 MHz.
Qubit Parameter Survey
In order to determine the optimal working points for our processor, we characterize the
properties of the qubits in a large frequency window. For this, we perform an automated
measurement of the transition frequencies ω01 and ω02, of the readout contrasts c, and
of the relaxation rate Γ1 of each qubit at different values of the magnetic flux Φext. The
results are summarized in fig 5.1. The expected Purcell relaxation rates ΓI,IIPurcell as given
by eq. (2.111) are shown in magenta and are much lower than the actual observed rates



















































































Figure 5.1: Parameter survey of the two qubits. a) Experimental (dots) and fitted (lines) qubit
f I,II01 and f
I,II
12 frequencies. b) Experimental (red crosses) and expected (lines) relaxation
rates Γ1 of the qubits. The calculated contributions are those of the Purcell effect ΓPurcell
(magenta), the relaxation due to capacitive coupling to the flux line Γfl,c (green) and their
sum (blue). c) Rabi frequency ΩI,IIRabi at a fixed drive amplitude, measured (red crosses) and
modeled using eq. (2.95). d) Readout contrast c01 of the two qubits, for a range of qubit




01,c are also indicated
with purple disks.
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coupling of the qubit electrodes to the fluxline, which can be calculated using eq. (2.79).
In order to reach the lowest measured relaxation rate, we fit a capacitive coupling Cg,fl =
2 fF to the fluxline that we model as two parallel 50 Ω transmission lines equivalent to
an effective impedance Zfl = 25 Ω. However, this still cannot explain quantitatively the
observed data: hence there must be at least one additional relaxation channel in our
design that we have not captured. Since the observed Rabi frequencies of the qubits
are in agreement with the expected Purcell filtering of the readout resonator, we can
rule out additional relaxation through the readout gate circuit, leaving only microscopic
channels or the coupling of the qubit to an unknown external impedance as possible
causes of the observed relaxation.
The observed qubit Rabi frequencies ΩI,IIRabi at a fixed drive input voltage Vin agree
well with eq. (2.95). The best fit to this model, obtained with the measured resonator
frequencies and quality factors and with only the input voltage Vin as a fitting parameter,
is shown in blue and agrees well with the measurement data for both qubits, confirming
that the filtering through the readout resonator works.
As expected, the readout contrast increases when decreasing the qubit-resonator
detuning ∆, in accordance with an increase of the dispersive frequency shift given by
eq. (2.97).
The qubit dephasing rates ΓI,IIφ (which are not shown in the plot since they have
not been measured systematically) vary between 2 − 4 MHz and do not show a clear
dependence on the qubit frequencies.
Choice of Manipulation and Readout Working Points
Having characterized all parameters of the individual qubits as a function of ωI01 and
ωII01 , we can choose the frequency working points for qubit manipulation and readout,
and place them on fig. 5.1. For single-qubit manipulation and parking, we choose
ωI01,m/2pi = 5.247 GHz and ωII01,m/2pi = 5.125 GHz, where we have relaxation times
T I1 (ωI01,m) ≈ 440 ns and T II1 (ωII01,m) ≈ 520 ns. For qubit readout, we choose ωI01,r ≈ 6.2 GHz
and ωII01,r ≈ 6.0 GHz, where we have single-shot readout contrasts cI01(ωI01,r) ≈ 75% and
cII01(ωII01,r) ≈ 73%.
5.2 Two-Qubit Readout Characterization
The errors of an n-qubit readout are fully characterized by giving a complete set of
switching probabilities pm(x1x2 . . . xn| |y1y2 . . . yn〉), which correspond to the probability
of obtaining a readout outcome x1x2 . . . xn after preparing an input state |y1y2 . . . yn〉,







Figure 5.2: The measured readout matrix
of our two-qubit processor. Shown are
the conditional measurement probabilities
pm(x1x2| |y1y2〉), with x1, x2, y1, y2 ∈ {0, 1}.
The diagonal elements correspond to the
readout fidelities of the four basis states.
The single qubit readout fidelities as ob-
tained from the matrix are pIm(0 ∗ | |00〉) =
0.88, pIm(1 ∗ | |10〉) = 0.85, pIIm (∗0| |00〉) =
0.9 and pIIm (∗1| |01〉) = 0.85, the readout
crosstalks are pm(0 ∗ | |00〉)− pm(0 ∗ | |01〉) =
−0.01, pm(1 ∗ | |10〉) − pm(1 ∗ | |11〉) =
−0.02, pm(∗0| |00〉) − pm(∗0| |10〉) = 0 and
pm(∗1| |01〉)− pm(∗1| |11〉) = −0.01.
The single-qubit fidelities pm(0| |0〉) and pm(1| |1〉) can be simply obtained from an
s-curve measurement, as explained in section 4.3.1. In order to calibrate the two-
qubit readout errors, we perform an experiment at the readout working points indi-
cated above, where we measure the full set of conditional probabilities p(x| |y〉) with
{x, y} ∈ {00, 01, 10, 11}. For this purpose, the qubit register is initialized in each basis
state before performing a simultaneous readout of the two qubits. By repeating and av-
eraging the resulting outcomes we obtain the full set of conditional readout probabilities,
which we plot as a 4× 4 readout matrix R, shown in fig. 5.2. Here, we assume that the
state preparation errors of the input states, e.g. due to thermal excitation of the qubits
out of the |0〉 state, erroneous single-qubit pulses or leakage to the qubit state |2〉, are
sufficiently small so that they can be neglected. From the readout matrix, all conditional
and unconditional readout fidelities as well as the readout crosstalk can be calculated.
We can correct any measured set of probabilities pR = (p00, p01, p10, p11) for readout
errors by simply multiplying it with the inverse of R, such that pcorrR = pR ·R−1. For all
experiments discussed in the remainder of this chapter, we will always correct readout
errors by this method (unless indicated otherwise) and interpret pcorrR as the occupation
probabilities of the four computational basis states.
5.3 Single-Qubit Gate Characterization
To perform arbitrary single-qubit operations – as needed for implementing a quantum
algorithm, for characterizing a two-qubit gate by quantum process tomography, or more
simply for preparing a particular state and characterizing it by quantum state tomography–
we need to implement a complete set of rotations likeX, Y and Z. As already explained,
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Figure 5.3: Characterization of single-qubit XY control. a) Measured state |1〉 occupation
probability after preparing a qubit in one of the states |1〉, 1/√2(|0〉+|1〉) or 1/√2(|0〉+i |1〉)
and subjecting it to a microwave drive pulse of constant duration and variable phase: a(t) =
VI · cosωrf t + VQ · sinωrf t. b) Best fit to the data of the model given by eq. (5.1). c)
Difference between measured data and fit (magnified x8)
rotations in the XY -plane are implemented through microwave drive pulses, where the
phase of the drive pulse relative to an arbitrary reference determines the rotation axis
and the amplitude the effective Rabi frequency. To characterize these drive pulses, we
prepare a single qubit in the states |1〉, 1/√2(|0〉+ |1〉) or 1/√2(|0〉+ i |1〉), and subject
it afterward to a single microwave pulse of varying amplitude and phase: this pulse of
form V (t) = VIa(t) · cosωrf t+VQa(t) · sinωrf t, is obtained by I-Q mixing the microwave
carrier at ωrf to DC VIa(t) and VQa(t) pulse envelopes with the same constant duration,
with Gaussian rise and fall, and with increasing amplitudes VI and VQ. We then mea-
sure and plot (see fig. 5.3) the occupation probability of state |1〉 as a function VI , VQ.
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The qubit that was prepared in state |1〉 shows a rotational-invariant switching probabil-
ity pattern, which is indeed what one expects for a qubit prepared in either |0〉 or |1〉.
On the other hand, the switching probability distributions of the qubits prepared in the
states 1/
√
2(|0〉 + |1〉) and 1/√2(|0〉 + i |1〉) are almost symmetric with respect to the
axis along which the qubit has been prepared. Performing a fit of the model
|ψout〉 = exp
(
−iϕ2 [cos (α + α0)σˆx + sin (α + α0)σˆy]
)
|ψin〉 , (5.1)
with α = atan(cQQ/cII), to the measured occupation probability, we obtain the fitting
parameters cI , cQ, ϕ , and the overall gate phase error α0 ≤ 2.8◦. This measurements
demonstrate our ability to prepare and drive the qubit along arbitrary axes of the Bloch
sphere. Nevertheless, the phase error α0 depends on the rotation angle ϕ due to mixer
imperfections, as can be seen on figure 5.3 where the error is larger for pi/2 pulses.




















(dots) and fitted (line)
occupation probability
of state |1〉 at the ma-
nipulation working point
after subjecting the qubit
to a Xpi/2Φpi/2 pulse
sequence, as a function of
Φ. Red data corresponds
to an uncorrected drive
pulse, resulting in a phase
error Φ ≈ 7.66◦, whereas
blue data corresponds to
a corrected drive pulse,
resulting in ′Φ ≈ 0.09◦.
We calibrate the length of our pi/2 and pi pulses by performing a Rabi experiment,
as explained in section 4.3.3. We then correct errors in the direction Φ of the rota-
tion axis by performing a so-called amplified pulse error sequence [75]. This sequence
consists of a Xpi/2 pulse followed by a Φpi/2 pulse, where Φ gives the rotation axis of
the second pulse. Performing it for different values of Φ, measuring the state |1〉 oc-
cupation probability afterwards, and fitting the resulting curve to a model of the form
p(|1〉) = p0+pa cos (Φ− Φ) allows us then to extract both amplitude errors a = |pa−0.5|
and phase errors Φ. These can be further amplified by interposing a number of identity
operators Xpi/2X−pi/2 between the two drive pulses, which we do not do in this work,
however. The phase shift Φ of the minimum of the curve with respect to pi is due to both
the leakage to the Transmon state |2〉 and the drive-induced frequency shift discussed
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in section 3.2.2. The first source of error could be corrected by using special DRAG
drive pulses [75], which we don’t do in this work. We correct the second source of er-
rors by detuning the drive frequency as explained in section 3.2.2. Figure 5.4 shows
an exemplary APE measurement for qubit I, where the phase error for an uncorrected
qubit pulse is Φ ≈ 7.66◦, which gets reduced to ′Φ ≈ 0.09◦ by detuning the qubit drive
frequency by ∆fdr = −4 MHz. We are thus able to perform single-qubit pulses with an
angular precision ≤ 1◦, both in angle and in rotation direction, just after a calibration.
Nevertheless, the experiment tends to drift and the errors thus tend to be larger when
performing long measurements.
5.4 Demonstrating Two-Qubit Entanglement
We first choose the working point at which the two qubits will be resonantly coupled
to perform a
√
iSWAP gate. Because the coupling strength gqq defined by eq. 2.107
depends very weakly on this working point in the vicinity of the manipulation points
defined above, we choose for a sake of simplicity to shift the frequency of only one qubit.
So we will displace qubit I by −122 MHz = 30gqq/2pi (see below) from its manipulation
point at ωI01,m/2pi = 5.247 MHz to the manipulation point of qubit II at ωII01,m/2pi =
5.125 MHz.
5.4.1 Coupling Strength Between Qubits
We then measure the qubit-qubit coupling strength gqq at the coupling working point.
For that purpose, the frequency ωI01 of qubit I is tuned with the flux ΦIext across the fixed
frequency ωII01 of qubit II; at each frequency a spectroscopic pulse is applied to qubit
I, and qubit II is read out. Plotting the switching probability of readout II, one obtains
the anticrossing shown on fig. 5.5: close to resonance, the eigenstates of the two-
qubit system approach the two Bell states |Ψ±〉 = 1/
√
2(|10〉 ± |01〉), which are both
excited by the drive of qubit I and detected by measuring qubit II. Hence we observe
two spectroscopic lines corresponding to the two transitions |00〉 → 1/√2(|01〉 + |10〉)
and |00〉 → 1/√2(|01〉 − |10〉). Their maximum separation yields the coupling strength
2gqq/2pi = 8.3 MHz.
5.4.2 Creation of Entanglement
Knowing the qubit-qubit coupling strength, we then perform a coherent swapping oper-
ation between the qubits by preparing the register either in |01〉 or |10〉 by shifting non





























Figure 5.5: Measurement of the two-qubit anticrossing at the coupling working point. a)
Pulse sequence used. b - left) Switching probability of readout II as a function of flux ΦIext
and frequency fd of the spectroscopic pulse applied to qubit I . b - right) Cut at the middle of
the anticrossing (dotted line in the 2D plot) yielding 2gqq/2pi = 8.3 MHz.
and by measuring the two-qubit register directly afterward. The flux pulses used for






z + iθII σˆIIz
)

1 0 0 0
0 cos (tgqq) −i sin (tgqq) 0
0 −i sin (tgqq) cos (tgqq) 0
0 0 0 1
 , (5.2)
where θI,II are dynamical phases accumulated by each qubit due to their frequency
shift with respect to their manipulation and parking point during the operation. For qubit
I, this shift is directly applied on purpose and is large, whereas for qubit II, it is due to the
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Figure 5.6: a) Pulse sequence used to create an entangled two-qubit state using a non-
adiabatic pulse that brings the qubits in resonance for a well-defined time. b) State occupa-
tion probabilities for the two-qubit register during a coherent energy swap. b1) Shows the
raw state probabilities corresponding to the states |00〉, |01〉, |10〉 and |11〉, b2) shows the
same data corrected for the limited visibility of each qubit readout and b3) shows the fully




flux crosstalk and is small. As can be seen on eq. 5.2, the register state is expected to
oscillate between the |01〉 and |10〉 states with frequency gqq. The states |00〉 and |11〉
are not affected by the interaction except for a phase factor.
Figure 5.6 shows the experimental sequence used as well as the results obtained as
a function of the coupling duration. Shown are the raw readout outcomes (i.e. without
any corrections), the readout probabilities corrected for the individual readout visibilities,
and the qubit state probabilities p(|00〉), p(|01〉), p(|10〉) and p(|11〉) obtained after cor-
recting the outcomes for both readout visibilities and crosstalk using the readout matrix
R of fig. 5.2. The data shows the expected swap between states |01〉 and |10〉, as
well as the reduction of the swapping amplitude, caused by relaxation and dephasing.
The swapping frequency 2gqq/2pi = 8.3 MHz agrees with the value obtained from the
spectroscopic measurement. Figure 5.6c also shows a master equation simulation of
the experiment using the Hamiltonian and the Lindblad super-operators discussed in
section 2.5. This simulation involves the measured gqq and the measured relaxation
rates of the qubits at the coupling working point, whereas dephasing rates are left as
free fitting parameters. The reason for this is that the effective dephasing rate of the two-
qubit register in the {|01〉 , |10〉} sub-space is very different from the dephasing rates of
individual qubits. Indeed, the transition frequency between the two eigenstates |ψ±〉 =
1/
√
2(|01〉±|10〉) at resonance, i.e. ω±01 = ωI,II01 ±
√
4g2qq + ∆2/2 ≈ ωI,II01 ±gqq+∆2/8gqq,
is sensitive to variations of the frequency detuning ∆ to second order only. Hence, the
effective dephasing rate of the two-qubit system is much lower than the single-qubit
dephasing rates. The computation of the transversal relaxation super-operator in the
{|01〉 , |10〉} sub-space is made complicated by the 1/f nature of the ∆ noise as well as
by the non-Gaussian character of the noise in ∆2. Consequently, we have chosen to
reproduce the observed swapping using purely phenomenological and independent de-
phasing super-operators in the {|0〉 , |1〉} Hilbert spaces of each qubit. As can be seen,
this purely phenomenological model agrees very well with the experimental data with
ΓI,IIφ = 2µs, probably because dephasing has only a small effect.
5.4.3 Quantum State Tomography
The experiments that we describe in the following sections will require us to determine
experimentally the density matrix of the two-qubit register. The method that we use for
this is called quantum state tomography (QST) (see e.g. [91] for an overview), which we
explain now. We also discuss the relevant sources of errors involved in QST as well as
their effect on our results.
The 2n ⊗ 2n density matrix ρ of an n-qubit system can be written as a weighted sum
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cv1,v2...vnσˆv1 ⊗ σˆv2 . . . σˆvn
2n (5.3)
cv1,v2...vn = Tr {σˆv1 ⊗ σˆv2 . . .⊗ σˆvn ρ} , (5.4)
where vi ∈ {I,X, Y, Z} and the cv1,v2...vn are real-valued coefficients that describe the
given density matrix. To reconstruct experimentally ρ, it is thus sufficient to measure
the expectation values of n2 − 1 coefficients on an ensemble of identically prepared
states (the value of the I⊗n operator is always 1). For our two-qubit system, this
means measuring the average values of all 15 non-trivial combinations of the opera-
tors {I, σˆx, σˆy, σˆz} ⊗ {I, σˆx, σˆy, σˆz}. However, in our experiments, we can only measure
the σˆz operator of each qubit. Therefore, rather than measuring the σˆx and σˆy opera-
tors directly, we rotate the quantum state of each qubit such that the state vector along
the desired measurement axis coincides with the z-axis of the Bloch sphere, and then
measure σˆz instead. We can therefore replace the operators σˆx and σˆy with an effective
measurement of σˆz preceded by a rotation RX,Y given as
RX = exp (−iσˆypi/4), (5.5)
RY = exp (+iσˆxpi/4). (5.6)
Note that if phase and amplitude errors are present in the tomography pulses, the oper-
ators actually measured are
R′X = exp (−i [+σˆy cosα + σˆx sinα] [pi/4 + γ]), (5.7)
R′Y = exp (+i [−σˆy sin β + σˆx cos β] [pi/4 + δ]), (5.8)
where α and β represent phase errors, and γ and δ represent amplitude errors. A de-
tailed discussion of how we fit these error parameters to experimental data will be given
in section 5.5.2. For the simple tomography measurements presented in the next sec-
tion, we will generally neglect these small errors (as common in the quantum optics and
superconducting qubit communities), but we will take them into account when analyz-




When using the direct reconstruction method for the density matrix, statistical and
systematic measurement errors can produce a set of coefficients vi that corresponds to
a non-physical density matrix, i.e. a density matrix which violates either the positivity
〈ψ| ρ |ψ〉 > 0 (for all valid states |ψ〉) or the unity-trace condition Tr(ρ) = 1. To alle-
viate this problem, several techniques can be employed. We have used the so-called
maximum likelihood estimation technique which we present in the next section.
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Maximum Likelihood Estimation of Quantum States
Maximum likelihood estimation is a method that numerically or analytically maximizes
a likelihood function that depends on a number of measured outcomes and on a set of
parameters that need to be estimated. The set of parameters that corresponds to the
maximum of the probability function can then be interpreted as the one with the highest
probability of generating the measured outcomes. When estimating the parameters
of a density matrix with this method, the probability function to be maximized is the
joint probability of obtaining the measured values {cXX...X , cY X...X , . . . , cII...I} for a given
density matrix ρˆ.
The joint measurement operators Σˆj = σˆv1 ⊗ σˆv2 . . .⊗ σˆvn have the eigenvalues ±1
and can thus be written as
σˆv1 ⊗ σˆv2 . . .⊗ σˆvn = |+j〉 〈+j| − |−j〉 〈−j| , (5.9)
where |+j〉 and |−j〉 are the eigenstates corresponding to the eigenvalues ±1 of Σˆj .
When performing l consecutive measurements of the operator Σˆj on an ensemble of







where mi(Σˆ, ρ) denotes the outcome of the i-th measurement of the operator Σˆ on
the state described by the density matrix ρ. Since each outcome mi(Σˆj, ρ) is Bernoulli
distributed, the sum 〈Σˆj〉estρ of them is binomially distributed with an expectation value
E(〈Σˆj〉estρ ) = 〈Σˆj〉ρ and a variance σ2(〈Σˆj〉estρ ) = 1/l · (1 − 〈Σˆj〉2ρ). For large sample
sizes l, the binomial distribution can be well approximated by a normal distribution with
the same expectation value and variance. The joint probability of obtaining a set of
estimates {s1, . . . , sn2−1} for the set of operators {〈Σˆ1〉ρ, . . . , 〈Σˆn2−1〉ρ} of a proposed
density matrix ρ is thus given as
P
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To be able to perform numerical optimization of the chosen density matrix parameters,
we need to parametrize ρ using a set of unconstrained, real-valued parameters ci. For
this, we generate a matrix A from a list of n2 − 1 parameters {c1, . . . , cn2−1}, where
the diagonal elements of A are given as {|c1|, . . . , |cn−1|, 1−min(1,∑n−1i |ci|)} and the
complex-valued off-diagonal elements by pairs {. . . , ci + ici+1, . . .} of the remaining pa-
rameters. From this matrix we generate a physical density matrix ρ = AA†/Tr(AA†).
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In our experiment, we maximize this probability (or the logarithm of it) for a set of mea-
sured values si as a function of the parameters of a proposed density matrix ρ, obtaining
the ρ which has the highest probability of having produced the observed measurement
values.
5.4.4 Characterization of Two-Qubit States Using Quantum State
Tomography
a) b)























Figure 5.7: a/b) Measured Pauli sets of a prepared |01〉 input state and a corresponding
output state (b) measured after a swapping time t = 31 ns and a phase-compensation
z-pulse, showing the measured values of the single-qubit and multi-qubit Pauli operators.
c/d) Corresponding density matrices of the input and output states, reconstructed using
maximum likelihood estimation. The absolute value |ρij | of each element of the density
matrix is represented by the size of each circle, whereas the phase 6 ρij is represented both
by the color of the circle and the direction of the arrow. The state fidelities compared to the
ideal states
∣∣ψin〉 = |01〉 and ∣∣ψout〉 = 1/√2(|01〉+ i |10〉) are F intr = 94% and F outtr = 84%,
respectively. The density matrices of the ideal states are overlaid in black, for comparison.
Using the method described above, we reconstruct the density matrix of the two-
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qubit register at different swapping times of the experiment described in fig. 5.6. We
thus measure the full Pauli set on an ensemble of 10000 identical swap sequences by
inserting tomography pulses just before readout. Figure 5.7 shows an example of two
experimentally measured Pauli sets and their associated density matrices, measured at
swapping times ta = 0 ns and tb = 31 ns. Note that for the measurement at tb, a Z-pulse
was applied to qubit II after the swap to compensate the phase given by the first operator
in (5.2), as described in section 5.4.5. As can be seen, the obtained density matrix at ta
corresponds closely to a pure quantum state |01〉 with a fidelity Ftr = 94%, whereas the
density matrix at tb corresponds to an entangled two-qubit state 1/
√
2(|01〉 + |10〉) with
fidelity Ftr = 84%. These fidelities include the errors made when preparing the states,
as well as the errors in the tomographic pulses, which are not easily separable. The raw
density matrices obtained directly using eq. (5.3) (data not shown) possess negative
eigenvalues λ1a = −0.0063, λ2a = −0.0019 and λ1b = −0.0485, λ2b = −0.0002, which
are corrected using the ML estimation method. Nevertheless the difference between the
raw and corrected ρ’s are barely visible.
Figure 5.8: Measured Pauli operators σˆi ⊗ σˆj with i, j ∈ {I,X, Y, Z} as a function of the
interaction time. Shown are the 6 single-qubit operators as well as the 9 two-qubit correlation
operators. The dashed line represents a master-equation simulation of the experiment, not
modeling the dynamically acquired phase during the SWAP.
Measuring Pauli sets at different times, we then follow the evolution of the quantum
state during the course of the swap. Figure 5.8 shows the result of such an experiment,
where the measured averaged values of all Pauli operators are plotted as a function of
the swapping time. Red and green curves correspond to the single-qubit Pauli operators
σˆIX,Y,Z ⊗ I and I ⊗ σˆIIX,Y,Z , whereas the blue curves correspond to the two-qubit Pauli
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operators σˆIX,Y,Z ⊗ σˆIIX,Y,Z . The dashed line corresponds to the integration of the master
equation of system, in which the qubit coupling, the relaxation rate, and the dephasing
rate are chosen as discussed above. As can be seen, the simulation agrees well with
the experimental data, except for the oscillation of the XX and Y Y operators arising
from the first operator in eq. (5.2), which are not included in the simulation.
Figure 5.9: Movie of the reconstructed two-qubit register density matrices during the SWAP
operation.
Figure 5.9 shows the same information as in fig. 5.8 but in the form of a time depen-
dent reconstructed density matrices as in fig. 5.7. The readers of the electronic version
of this thesis book can run a movie of this evolution by clicking on the control panel of the
figure. For the readers of the paper book version, the frames of the movie (separated
by 2 ns) are shown in the upper right corner of each page: when flipping the pages
of the book, one can follow the coherent swapping between the qubits. The oscillation
of the |01〉 and |10〉 populations at frequency gqq, the oscillation of the corresponding
coherences at frequency 2gqq, as well as the effect of decoherence are clearly visible.
5.4.5 Preparation and Characterization of Bell States
After having observed the swapping interaction, we check that we are able to prepare the
four maximally entangled two-qubit states, known as the Bell states. The experimental
protocol that we use is shown in fig. 5.10: it consists in preparing first the |01〉 or |10〉
register state and then subjecting it to a
√
iSWAP gate; according to eq. 5.2, such a
gate is obtained by first bringing the qubit I in resonance with the qubit II during 1/4 of a
swap period, i.e. 30 ns, and then canceling the first operator of eq. 5.2 using opposite
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z rotations. The amplitude of this z pulse is determined by performing quantum state
tomography on the final state, comparing the realized phase to the desired one and
adjusting the height of the pulse accordingly. This protocol yields one of the two Bell
states
|Ψ+〉 = 1√2 (|01〉+ |10〉) , (5.12)
|Ψ−〉 = 1√2 (|01〉 − |10〉) . (5.13)
To create the two other Bell states, we apply in addition a Ypi pulse to qubit I or II at the
end of the sequence to transform states |Ψ+〉 and |Ψ−〉 into
|Φ+〉 = 1√2 (|00〉+ |11〉) , (5.14)






















Ftr = 87 % Ftr = 87 % Ftr = 83 % Ftr = 86 %
Figure 5.10: Generation and characterization of the four Bell states. a) Example of pulse
sequence used to prepare |Ψ+〉 or |Φ+〉 (see text). b) Measured density matrices of the
targeted states |Ψ+〉, |Ψ−〉, |Φ+〉, and |Φ−〉 (left to right). Each measured matrix element a
is represented by a colored disk with area proportional to|a| and an arrow that represents the
phase arg(a). The ideal targeted states are represented by empty disks and black arrows.
The fidelity Ftr with the ideal states is also indicated.
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respectively. Finally, we also perform a quantum state tomography on the final states.
Figure 5.10 shows the reconstructed density matrices ρ as well as the trace fidelity Ftr =
〈ψ| ρ |ψ〉 between them and the corresponding ideal states |ψ〉. This fidelity ranges
between 83% and 87%.
5.4.6 Violation of the Bell Inequality
Another way to illustrate our ability to generate entangled states is to perform a so called
Bell test [44, 9] on our two-qubit system.
We follow the experimental procedure proposed by Clauser et. al. [29, 49, 4] and







Then the expectation value of the operator
CHSH = XXϕ + XYϕ + YYϕ − YXϕ (5.17)
is measured, where the individual operators are given as
X = σˆIx Xϕ = σˆIIx · cosϕ+ σˆIIy · sinϕ,
Y = σˆIy Yϕ = σˆIIy · cosϕ− σˆIIx · sinϕ,
(5.18)
with ϕ the angle of rotation of the measurement basis of qubit II with respect to that of
qubit I. For a non-entangled state, | 〈CHSH〉 | is bound by 2, whereas for an entangled
state, its maximum value is 2
√
2.
The pulse sequence used for this experiment is slightly different from the previous
ones: qubit II is excited in state |1〉 with a pi pulse and qubit I is brought to resonance with
it for 1/4th of the swap period; then, single-qubit rotations are applied to align the qubit
state with the measurement axis and σˆIz · σˆIIz is measured. 〈CHSH〉 is finally obtained by
repeating this procedure on an ensemble of up to N=1000,000 identically prepared input
states |φ〉, for the four individual operators in the CHSH equation. Figure 5.11 shows
the protocol used as well as the results obtained. As can be seen, the expectation value
〈CHSH〉 varies sinusoidally as a function of the rotation angle ϕ. The maximum value of
〈CHSH〉 reaches ≈ 1.40 and ≈ 2.52, for uncorrected and corrected readout outcomes,
respectively. Thus, uncorrected data fail to violate the non-classical boundary whereas
corrected data does exceed the boundary by about 22 standard deviations. In other
words, a violation of the CHSH Bell inequality is observed in our two-qubit processor
although the detector efficiency loophole cannot be closed, unlike at other experiments

























































   XX + XY + YY - YX
Figure 5.11: CHSH Bell test experiment. a) Experimental pulse sequence used (see text).
b) Expectation value 〈CHSH〉 of the CHSH operator measured for an ensemble of identically
prepared Bell states 1/
√
2(|01〉+e−iφ |10〉), as a function of the rotation angle ϕ of the qubit
II measurement basis. Blue and red markers correspond to measured data uncorrected and
corrected for readout errors, respectively. The solid line is the best fit of the theory. The inset
shows the standard deviation σ of the maximum value of the 〈CHSH〉 as a function of the
sample size N . For large N , σ is limited by a temperature induced experimental drift of the
equipment (see text).
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to determine the state of each qubit and the close proximity of the two qubits, we are
obviously not able to close the communication or locality loophole either. However, when
accepting the general validity of quantum mechanics, the violation of the Bell inequality
in our processor can still serve as an entanglement witness and can be regarded as a
benchmark for entanglement generation.
Figure 5.12: Measured phase φ of an
experimentally prepared Bell state as
a function of time, over a full night.
The phase exhibits an “oscillatory”













Errors in the Bell test
Besides obvious readout errors that can be corrected, the main source of errors in our
Bell experiment is a temperature induced drift of the measuring equipment. Most impor-
tantly, the phase of the arbitrary waveform generator (AWG) that generates the sideband
pulses for driving the qubits, drifts with respect to the phase of the microwave sources,
thereby changing the phase φ of the prepared Bell state |φ〉 and the relative angle ϕ be-
tween the measurement bases of the two qubits. Figure 5.12 demonstrates this effect
by showing the evolution of the phase φ extracted from subsequent CHSH data set as
those of fig. 5.11, over a full night, and with the air conditioning system of the laboratory
on: Oscillations of≈ 40◦, correlated with the fan activity, are observed. They correspond
to a time shift of the AWG of the order of 200 ps, which has indeed been observed in-
dependently using a fast oscilloscope. Note that data of fig. 5.11 had to be taken at a
minimum of the temperature oscillation.
5.5 Realization and Characterization of the
√
iSWAPGate
The implementation of the
√
iSWAP gate has already been explained in section 5.4.5
and is recalled on fig. 5.13: Qubit I is brought in resonance with qubit II during a time
t√iSWAP = 1/8g, which, for our experimental value of 2gqq/2pi = 8.3 MHz corresponds to
t√iSWAP ≈ 30 ns; then single-qubit Z rotations are applied to both qubits to compensate
the dynamical phases θI and θII acquired during the swapping, as given by the first
part of the operator (5.2). Again, the angles of these Z rotations are pre-calibrated by
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applying the gate to the input state (|00〉+ |01〉)/√2, comparing the phases of the output
state to the desired ones and changing the Z pulse amplitudes accordingly. The goal
is now to quantify the fidelity of our gate and to analyze the error sources limiting this
fidelity. This analysis is more demanding than simply demonstrating a violation of a Bell
inequality, or than measuring by quantum state tomography particular entangled states
with a high fidelity. The goal is now to demonstrate that the targeted evolution operator
is implemented with a high fidelity whatever the chosen input state for the register. In
this section, we explain the so-called quantum process tomography method used to
reach that goal. In order to characterize the gate itself and not the protocol used to
characterize it, we are led to model the drive errors and to measure them in a pre-
calibration experiment. This allows us to remove the preparation and tomography errors
from the gate characterization and to obtain an intrinsic
√
iSWAP gate fidelity (contrary
to the state fidelities reported above that contained also tomographic errors).
0 20 
tomo. Z 















Figure 5.13: Experimental pulse sequence used for implementing the two-qubit
√
iSWAP
gate. The sequence shown for an exemplary input state |10〉 consists in exciting the first
qubit to the state |1〉, bringing the qubits in resonance for a time t = 1/8g, separating
them and compensating the acquired dynamical phases by using two single-qubit Z-pulses.
Finally, optional tomographic pulses are applied before reading out the qubit state at the
optimal readout frequencies of the qubits.
5.5.1 Principle of Quantum Process Tomography
Quantum process tomography [97] is an ensemble of methods allowing one to fully
characterize any experimental quantum process. The particular approach that we use
and present below is called standard quantum process tomography (SQPT), but there
exist other methods such as ancilla-assisted quantum process tomography [43, 33, 2]
that we will not discuss.
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Theoretical Description of a Quantum Process
As explained in section 2.5, any quantum process on an n-qubit system can be de-







Now, if we express these operators Ei in a fixed operator basis E˜j such that Ei =∑N


































ik. Equation (5.22) is the χ-matrix representation of
the quantum process in the basis {E˜j}, which contains all the information about the
process.
Implementation of Standard Quantum Process Tomography
The goal of SQPT is to obtain the N2 independent real coefficients of the χ-matrix –
or any other complete parametrization of the process – from a set of N experimentally
measured output matrices {E(ρi)}, given a set of N known and independent input ma-
trices {ρi}. Note that measuring also the N input matrices might be required to know
them with a sufficient accuracy, in particular when errors occur in their preparation. More
precisely, one implements SQPT for a n-qubit system by using the following procedure:
1. Choose a set of N operators E˜j that forms a full basis for the operators acting
on the n-qubit Hilbert space. One usually chooses E˜j1,j2...jn = σˆj1 ⊗ σˆj2 . . .⊗ σˆjn ,
where σˆj are the single-qubit Pauli operators, i.e. j ∈ {I,X, Y, Z}.
2. Choose N pure quantum states |φi〉 such that the basis {|φ1〉 〈φ1|, |φ1〉 〈φ2| . . .,
|φN〉 〈φN−1| , |φN〉 〈φN |} spans the whole Hilbert space of input density matrices
ρ. One usually chooses |φ〉 ∈ {|0〉 , |1〉 , (|0〉+ |1〉)/√2, (|0〉+ i |1〉)/√2}⊗n, where
⊗n denotes the n-dimensional Kronecker product of all possible permutations.
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3. Prepare each of the chosen input states ρi = |φi〉 〈φi|, apply the gate operation,
and determine the output states E(|φi〉 〈φi|) by quantum state tomography. Op-
tionally, perform quantum state tomography of the prepared state ρi as well to
determine experimental preparation and tomography errors.
4. After having determined the ρi and E(ρi), write E(ρi) = ∑j λij ρ˜j in a complete
basis {ρ˜1, . . . , ρ˜2n} for the 2nx2n matrices. Usually one chooses ρ˜j matrices with
only one element equal to one and all the others equal to zero. Calculate the





















ik χmn, which, by linear inversion,
gives χ.
Similar to quantum state tomography, experimental errors occurring during quantum
process tomography can produce a process matrix χ that is non-physical in the sense
that the resulting quantum process does not obey the three axioms stated in section
2.5. Therefore, we render the obtained χ matrix physical by numerically searching the
physical process matrix χph that has the smallest distance d = ‖χ− χph‖ to the original
one, using e.g. the Hilbert-Schmidt distance ‖A−B‖ = Tr(|A−B|)2.
Kraus Representation of the Process
To go back from the χ-matrix representation of the quantum process to the Kraus form
given by eq. (2.119), one writes each process-independent operator E˜i as a sum of all



























km = δml , or, written in matrix form AχA† = I,
which is fulfilled if A is the matrix of eigenvectors of χ, multiplied by the square root of
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the corresponding diagonal matrix of eigenvalues. It is thus easy to obtain the Kraus
representation of the quantum process by diagonalizing the Hermitian matrix χ.
The Kraus operator form of the quantum process can be useful since it shows in
a simple way the different operators acting on the density matrix ρ. By ordering them
as a function of their corresponding eigenvalues, one obtains the different unitary and
non-unitary processes acting together on the density matrix ρ, ordered by importance.
5.5.2 Modeling and Determination of Tomography Errors
As already briefly mentioned, quantum process tomography (resp. quantum state to-
mography) used for characterizing a two-qubit gate (resp. state) requires additional
manipulation steps that adds errors which should not be taken as gate errors (resp.
state errors). In our experiment, the systematic single-qubit pulse errors impact both the
prepared input states for process tomography, and the tomographic pulses themselves.
In the first case, it is not a problem because the input states can also be measured and
their discrepancy with respect to the targeted input states does not impact the process
description. On the contrary, tomographic errors are a problem and should be removed
from the gate description. Consequently, we pre-determine our pulse errors in the fol-
lowing way: We choose a model for the errors, which we discuss in the following two
sections, and fit it to a large set of measured data, as presented afterwards.





























Figure 5.14: Energy level diagram illustrating the possible swapping interactions of two
three-level Transmon qubits. Resonant transitions are a) the |01〉 ↔ |10〉 and |12〉 ↔ |21〉
transitions at ωI01 = ωII01 (with swapping frequencies gqq and 2gqq, respectively), b) the




An error source that we estimate here is the leakage to the higher Transmon level
|2〉, as discussed in section 3.2.2. This error can occur while driving the qubits or due to
the swapping interaction between the |11〉 ↔ |20〉 and |11〉 ↔ |02〉 states of the three-


























































 c)  e)
Figure 5.15: a1) Drive and flux waveforms for a simulated
√
iSWAP gate between two
three-level Transmons. a2/a3) State occupation probabilities during the simulation for the
input states |01〉 (a2) and |11〉 (a3). b1/b2) show a zoom-in on the two figures a2/a3).
In both cases, a small excitation of the higher Transmon level |2〉 can be observed in the
simulation. For the |11〉 input state, an oscillation between the states |11〉 and |02〉/|20〉 can
be observed, which is an unwanted effect.
this leakage, we perform a simulation of our
√
iSWAP gate between two three-level
Transmons, using the measured qubit parameters. We don’t include decoherence that
tends to lower the leakage and instead use the same Hamiltonian as in section A.1.
Just as in our experiment, we generate the 16 different input states listed above using
simulated Gaussian drive pulses with a rise time of δt = 4 ns while the qubits are
detuned by ∆qq/2pi = 150 MHz. We then reduce the detuning to ∆qq = 0 during
tSWAP ≈ 31 ns using a simulated flux pulse with a 2 ns rise time, as shown in fig. 5.15.
We compute numerically the fidelity of the output state with an output state obtained
from the ideal
√
iSWAP operation applied to the simulated input state. By examining
the output density matrices we can then give an upper bound for the leakage error into
the state |2〉, which in our case is ≈ 1.5 %. Figure 5.15 exemplarily shows the simulated
state occupation probabilities for the two input states |01〉 and |11〉. In both cases, a
small excitation of the |02〉 and |20〉 Transmon states can be observed at the end of the
sequence. The |11〉 input state, which should not be affected by the SWAP operation,
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shows a small oscillation due to the coupling to the |02〉 state.
Since the obtained overall error is small, we neglect the leakage to state |2〉 in the
error model that we present now. Please note that the results of this simulation should
be regarded as a rough estimate since the inclusion of higher Transmon levels would
certainly alter the obtained error boundaries.
Modeling and Determining Pulse Errors
The error model we use includes errors both in the preparation of the states (index prep)
and in the tomographic pulses (index tomo). The errors included are angular errors




I,II on the nominal pi/2












, and a possible rotation µI,II of the tomographic XY frame with respect
to the preparation one. The rotation operators used for preparing the states and doing
their tomography are thus given by
XprepI,II (pi) = e−i(pi+ε
prep
I,II )σˆI,IIx /2,
XprepI,II (−pi/2) = e+i(pi/2+η
prep
I,II )σˆI,IIx /2,
Y prepI,II (pi/2) = e−i(pi/2+δ
prep
I,II )[cos(ξI,II)σˆI,IIy −sin(ξI,II)σˆI,IIx ]/2,
XtomoI,II (pi/2) = e−i(pi/2+η
tomo
I,II )[sin(µI,II)σˆI,IIx +cos(µI,II)σˆI,IIy ]/2,
Y tomoI,II (−pi/2) = e+i(pi/2+δ
tomo
I,II )[cos(µI,II+ξI,II)σˆI,IIy −sin(µI,II+ξI,II)σˆI,IIx ]/2.
We determine these error parameters by fitting the model to a large set of measured
data. A natural choice is to use the sixteen input states that we use for the quantum
process tomography. These input states are given as {ρein = U |0〉 〈0|U †} with
{U} = {II, XprepI (pi), Y prepI (pi/2), XprepI (−pi/2)}⊗{III, XprepII (pi), Y prepII (pi/2), XprepII (−pi/2)},
(5.27)
and each input state yields a Pauli set {〈P ek 〉 = Tr (ρeinP ek )}with {P ek} = {II, XeI , Y eI , ZI}⊗
{III, XeII, Y eII, ZII},Xe = Y tomo(−pi/2)†σˆzY tomo(−pi/2), and Y e = Xtomo(pi/2)†σˆzXtomo(pi/2).
Figure 5.16 shows the 16 measured Pauli sets as well as the best fit to the data,
which yields εprepI = −1°, εprepII = −3°, ηprepI = 3°, ηprepII = 4°, δprepI = −6°, δprepII = −3°,
ηtomoI = −6°, ηtomoII = −4°, λtomoI = 12°, λtomoII = 5°, ξI = 1°, ξII = −2°, and µI = µII =
−11°.
5.5.3 Experimental Chi matrix and Gate Fidelity
We can now perform the standard process tomography of our two-qubit gate by following
the procedure outlined in the previous sections: the 16 input and 16 output Pauli sets
are measured by standard quantum state tomography. Knowing the tomographic errors
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Figure 5.16: Fitting of the pulse errors at state preparation and tomography. Measured (red)
and fitted (blue - see text) Pauli sets 〈P ek 〉 for the sixteen targeted input states {|0〉 , |1〉 , |0〉+
|1〉 , |0〉+ i |1〉}⊗2. The {II, IX, IY, IZ,XI, ...} operators indicated on the abscissa are the
targeted operators and not those actually measured (due to tomographic errors).
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Ftr = 97 % Ftr = 97 %
|01>
Ftr = 94 % Ftr = 85 %
|00>−i|01>
Ftr = 93 % Ftr = 91 %
|00>+|01>
Ftr = 93 % Ftr = 93 %
|10>
Ftr = 95 % Ftr = 87 %
|11>
Ftr = 92 % Ftr = 80 %
|10>−i|11>
Ftr = 90 % Ftr = 84 %
|10>+|11>
Ftr = 91 % Ftr = 81 %
Figure 5.17: Experimental input and output density matrices used for quantum process
tomography of our
√
iSWAP gate. Shown are the input/output pairs for the 16 different input
states indicated below each matrix and the corresponding output matrices with their state
fidelities. The corresponding ideal matrices are overlaid in black. (part I/II)
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Ftr = 98 % Ftr = 93 %
|01>−i|11>
Ftr = 96 % Ftr = 87 %
|00>−i|01>−i|10>−|11>
Ftr = 94 % Ftr = 92 %
|00>+|01>−i|10>−i|11>
Ftr = 95 % Ftr = 90 %
|00>+|10>
Ftr = 97 % Ftr = 93 %
|01>+|11>
Ftr = 96 % Ftr = 86 %
|00>−i|01>+|10>−i|11>
Ftr = 94 % Ftr = 90 %
|00>+|01>+|10>+|11>
Ftr = 94 % Ftr = 89 %
Figure 5.18
127












































Figure 5.19: Reconstructed χ process matrix of our implementation of the
√
iSWAP quan-
tum gate. a) Superposition of the ideal (empty thick bars) and experimental (color filled bars)
lower part of the Hermitian matrix χ (elements below 1% not shown). Each complex matrix
element is represented by a bar with height proportional to its modulus and a red phase
pointer at the top of the bar (as well as a filling color for experiment) giving its argument
(top left inset). Expected peaks are marked by a star. b) Error process matrix χ˜ = χ · χ−1id .
The colored arrows grouping different elements of χ˜ indicate unitary and non-unitary error
processes to which the corresponding matrix elements can be associated.
and thus {〈P ek 〉}, we then invert the linear relation {〈P ek 〉 = Tr (ρP ek )} to find the 16× 16
matrix B that links the vector
−−→〈P ek 〉 to the columnized density matrix−→ρ , i.e. −→ρ = B.
−−→〈P ek 〉.
The matrix B is finally applied to the measured 16 input and 16 output Pauli sets to find
the 16 (ρin,, ρout)k couples to be used for calculating the gate map. Figures 5.17 and
5.18 show the experimentally determined (ρin,, ρout)k pairs, with a comparison to the
ideal ones. The targeted input states are annotated below the corresponding ρin. The
128
Andreas Dewes
trace fidelity (2.8) between the experimental and ideal matrices is indicated above.
From these input/output matrices, we calculate the χ matrix of the quantum process
by the method described above. This χ matrix is shown in fig. 5.19, together with matrix
χid of an ideal
√
iSWAP process. The fidelity of the gate process is Fg = Tr(χχid) =
0.90.





λ= 0.017 λ= 0.029 λ= 0.045 λ= 0.909
Figure 5.20: Experimental Kraus operators of the implemented
√
iSWAP gate, as obtained
from the diagonalization of the χexp matrix in fig. 5.19. Shown are only the four operators
with the largest eigenvalues, which together account for > 99.9% of the operator weights
and therefore describe the process with very good accuracy.
From the experimental χ matrix, we then calculate the Kraus operators. In our case,
the 4 largest eigenvalues λi of χ (for which
∑
i
λi = 1) sum up to a value > 0.999
and therefore suffice to describe the process with high accuracy. The corresponding
4 Kraus operators with their eigenvalues are shown in fig. 5.20. As can be seen, the
operator associated to the largest eigenvalue λ = 0.909 corresponds closely to the
unitary
√
iSWAP operator. The other operators are largely non-unitary and describe
the decoherence in the quantum process. Since the Kraus operators contain the same
information on the quantum process as the χ-matrix, we can fit the observed operators
to a decoherence model of the quantum process to obtain an estimate of the relaxation
and dephasing rates. However, since we already performed the same operation above
using the χ-matrix, we will not repeat it here.
5.5.4 Gate Error Analysis
To better visualize the discrepancy between the experimental and ideal χ matrices, the
error process matrix χ˜ = χ ·χ−1id is also shown in fig. 5.19. This matrix that would simply
be the identity matrix if the gate was perfect, displays the errors in a rather cryptic way.
To understand the origin of the errors, we finally fit to χ˜ a master equation model of
the quantum process, which involves a frequency offset when performing the swapping
interaction, errors in the amplitude of the compensating Z pulses applied after the swap,
as well as individual relaxation and dephasing super-operators. The relaxation and
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dephasing rates employed in the simulation are the same as those discussed in section
5.4.2, whereas the unitary error parameters are fitted to maximize the fidelity between
the simulated and measured χ˜ matrices. Using this technique, we infer an error budget
of the quantum process that quantifies the contributions of individual error sources.
We find a total gate error of 10%, where we can attribute 8% of the errors to relaxation
and decoherence during the process and 2% to unitary gate errors. By plotting the
different χ˜ matrices that would correspond to each error source if it was alone, we see
which matrix element is produced in the matrix. This allows us to localize the different
error sources in the measured χ˜, as shown by the arrows in fig. 5.19.
5.6 Conclusion
In this chapter we demonstrated that we can implement a universal set of quantum gates
on our two-qubit processor. We created and characterized entangled two-qubit states,
performed quantum state tomography, implemented the
√
iSWAP quantum gate with a
fidelity of 90% and analyzed the most important error sources of the gate operation.
In the next chapter, we use the set of universal gates to run a simple quantum search
algorithm on our two-qubit processor, showing that we are able to demonstrate quantum




Running the Grover Search Algorithm
This chapter describes an experimental implementation of the so-called Grover search
algorithm with our two-qubit quantum processor. The first section provides a short intro-
duction of the algorithm and motivates the interest in realizing it. The following sections
then discuss the details of its experimental realization. We show the results that we
obtained and compare the algorithm fidelity and efficiency to that of an equivalent, clas-
sical algorithm. Finally, we analyze all relevant unitary and non-unitary error sources
relevant to our experiment and provide a quantitative error model of our implementation
of the algorithm.
6.1 Introduction & Motivation
Search algorithms are of great importance in many domains of mathematics and com-
puter science. One such search problem that often arises and which will be discussed
in the following sections can be formulated in simple terms as follows:
Assume that we have a search space S that consists of a finite number N of states
s ∈ S. The solution to our search problem corresponds to a subset of M states of
the search space T ⊂ S. We can then define a search function C(s) : S → {0, 1}
that discriminates between states that solve the search problem and states that don’t,
such that C(s) = 1 for s ∈ T and C(s) = 0 otherwise. In accordance with the general
convention in the literature on the Grover search algorithm, we will often refer to this
search function as the Oracle function or (in a quantum-mechanical context) as the
Oracle operator.
Using this definition of the search problem, the goal of a search algorithm is to find all
states t ∈ S for which C(t) = 1. In the following, for the sake of simplicity we assume that
the solution set T contains only one single state t. This special case can be generalized
to cases where more than one solution to the search problem exists (see e.g. [91, 84]
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for a detailed review)
The first step in order to solve a search problem of the kind described above using
classical or quantum computation is to map the problem to a form suitable for solution by
a digital (quantum) computer. For this, we first number and encode the N input states
i ∈ S in binary form as i = (bil, . . . , bi0)B, where l is the length of the binary register
able to hold all N input states. With this definition, it is then trivial to find a mathematical
representation of C that operates on a binary input register.
Using these assumptions and definitions, it can be shown that the most efficient
classical search algorithm for solving the search problem above will use O(N) calls of
the function C to find the solution of the search problem. If assuming that calling C is
much more “expensive” in time or resources than any other operation, O(N) will then
also correspond to the overall computational efficiency of the algorithm.
Amazingly, in 1997, Lov Grover found a quantum algorithm that could solve this
search problem with onlyO(√N) calls to the function C [54]. His algorithm achieves this
by repeatedly calling a quantum-mechanical implementation of the function C, starting
from a highly superposed qubit register
N∑
i
|i〉 and applying a special operator to the
resulting output state afterwards. The individual steps of his algorithm are given as
follows:
1. Initialize a qubit register to the state |ψ〉 = |0〉 (corresponding to a binary input
state |0000 . . . 0B〉)







3. Repeat the following sequence O(√N) times:
a) Apply the Oracle operator |i〉 → (−1)C(i) |i〉.





4. Measure the state of the quantum register in the computational basis |i〉.
Note that for the description above we have enumerated the states of the qubit reg-
ister from |0〉 to |N − 1〉. The Grover algorithm makes use of quantum parallelism to
solve the search problem O(√N) times faster than the most efficient classical algo-
rithm. To understand better the strategy it uses, the different steps of the algorithm can
be rephrased in the following, more general way:
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• First, the algorithm creates a fully superposed quantum state which contains all
possible solutions to the search problem at once. The amplitudes and phases of
each individual state are all equal in the beginning.
• Then, it applies the Oracle operator to this superposed state. The effect of the
Oracle is to turn the phase of the state t for which C(t) = 1 by an angle pi. As will
be shown later, such an Oracle operator can be implemented in a straightforward
way for any classical search function.
• In the next step, it applies a diffusion operator to the quantum state which transfers
a fraction of the amplitude from states with zero phase to the states with pi phase,
increasing thus the amplitude of the latter. In this process, the phases of all states
get also turned back to zero, allowing the algorithm to repeat the sequence above.
• Repeating these two operations increases each time the amplitude of the states
that correspond to a solution of the search problem until the amplitudes of all the
other states vanish. After that point, the process reverses and the amplitude is
transferred back to the original states. It is therefore crucial to stop the repetition
sequence given above after the right number of iterations.
By implementing the search function as a quantum operator acting on a superposi-
tion, the Grover algorithm is able to somehow evaluate it in one single call for all possible
input states. This so-called quantum parallelism provides the basis for the speed-up of
the search in comparison to a classical algorithm. However, being able to encode the
result of the search function in the phase of a multi-qubit state does not directly trans-
late to a speed advantage since it is usually very hard to extract this phase information
from the quantum state. Indeed, to extract the values of all phases from an N -qubit
state, it would be necessary to perform O(2N) measurements on an ensemble of such
identically prepared quantum states. However, extracting the amplitudes from such a
state takes only O(N) measurements, that in addition can usually be carried out in par-
allel. It is for this reason that the Grover algorithm uses an operator that transforms the
information encoded in the phases of the qubits to an information encoded in their am-
plitude. However, since the conversion between phase to amplitude information through
the application of an unitary operator is limited by certain physical constraints, the al-
gorithm needs to repeat the encode-and-transfer sequence described above O(√N)
times. [73, 85, 68, 1, 40, 71, 19]
To analyze further the constraints and principles of the algorithm, we will discuss a
more detailed derivation of it starting from the Schrödinger equation and we will also
explain what limits the efficiency of the phase-to-amplitude conversion in the algorithm.
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6.1.1 Deriving the Grover Algorithm from Schrödinger’s Equation
An interesting derivation of the Grover algorithm starting from Schrödinger’s equation
has been detailed by Grover himself in a seminal paper [55] and shall be briefly redis-
cussed here since it sheds light on the basic principles on which the algorithm is based.
The derivation begins by considering a quantum system governed by Schrödinger’s
equation, which can be written as (setting h¯ = 1 for better readability)
−i ∂
∂t
ψ(x, t) = ∂
2
∂x2
ψ(x, t)− V (x)ψ(x, t) (6.1)









Figure 6.1: Wave function ψ(x) and
potential V (x) defined on a grid of
points x1, . . . , xN . A minimum of the
potential can encode a search value
xi.
Here ψ(x, t) describes the wave-function and V
is a time-independent potential. Let us assume that
the potential V (x) is shaped as in fig. 6.1, i.e. pos-
sessing a global minimum of energy. When one
initializes the system to a state ψ0(x, t0) and lets
it evolve for a given time, ψ(x, t) will be attracted
by the minimum of potential energy and “fall into
it” much like a classical particle in such a potential
would1. We might thus ask if we can encode the
solution to a search problem as a point of minimum
energy x0 of a potential V (x), take an initial state
ψ0(x, t0) and let it evolve into a state that has a high
probability around x0, thereby solving the search
problem. To answer this question, it is first neces-
sary to discretize the wave function ψ(x, t) such that it can represent the search problem
stated in the last section, and which is defined over a finite number of states. In the most
simple case, we can use a regular grid of points xi with a spacing ∆x for this, as shown
in fig. 6.1b. Discretizing the time evolution of eq. 6.1 in steps ∆t as well and defining





ψti+1 + ψti−1 − 2ψtx
∆x2 − V (xi)ψ
t
i (6.2)
where we have written ψ(xi, t) = ψti . For a circular grid with N points we can write this
equation in matrix form as
~ψt+∆t = S∆t · ~ψt (6.3)
1Of course, since there is no dissipation, the state will not come to rest at the minimum point of energy
but rather oscillate around it conserving its total potential and kinetic energy.
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with S being a state transition matrix of the form
S∆t =

1− 2i− iV (x1)∆t i 0 . . . i
i 1− 2i− iV (x2)∆t i . . . 0
0 i . . . ...
... . . .
...
i 0 . . . i 1− 2i− iV (xN)∆t

(6.4)
For infinitesimal times ∆t we can separate the effect of the potential V (x) on the wave
function from the spatial dispersion ∝ i by writing S∆t ≈ D ·R with
D =

1− 2i i 0 0 . . . i
i 1− 2i i 0 . . . 0
. . .
. . . ...





e−iV (x1)∆t 0 . . . 0
0 e−iV (x2)∆t . . . 0
0 . . . 0 e−iV (xN )∆t
 (6.6)
This approximation is correct to order O() up to an irrelevant renormalization factor.
Now, we can repeatedly apply the matrix product D ·R to the wave function to obtain its





 · ~ψt (6.7)
This technique of splitting up the full evolution operator into a product of two or more
non-commuting operators that are applied repeatedly to the wave function to obtain its
state after a finite time is sometimes referred to as Trotterization – in reference to the so-
called Lie-Trotter formula on which it is based – and on which digital quantum simulation
relies[72, 69].
As can be seen in eq. (6.7), the evolution of the wave function at infinitesimal times is
governed by two processes: The interaction with the potential V and a diffusion process
that mixes different spatial parts of the wave function with each other. The operator D
resembles a Markov diffusion process since each row and column of the matrix sums
up to unity, whereas R changes the phase of each element of the wave function as a
function of the local potential seen by it. If we applyR to a fully superposed initial state of
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the form ψi = 1 (omitting the normalization factor for simplicity) and assume that Vi = 0
for i 6= j and Vj∆t = pi/2 (the potential thus encoding a search function with C(j) = 1
and C(i) = 0 for i 6= j), the element ψj will get turned according to ψj → iψj , whereas all
other elements ψi will remain unchanged. Applying the operator D to the resulting state
will transform ψj according to ψj → ψj(i + 2(1 + i)) with a corresponding amplitude√
1 + 4+O(2) and the adjacent states ψj±1 according to ψj±1 → ψj±1(1 − (1 + i))
with an amplitude
√
1− 2+O(2). Hence there is a transfer of amplitude between the
state whose phase has been turned and its neighboring states. If we reset the phases
of all the ψi to zero afterwards, we can iterate the application of D · R until all of the
amplitude has been transferred to the element ψj which corresponds to a solution to
the search problem. This is, in essence, exactly what the Grover algorithm does, the
only difference being that it replaces the matrix D with an unitary matrix that maximizes
the amplitude transfer to the states solving the search problem, thereby speeding up
the algorithm. As stated before, the efficiency with which the algorithm can transfer
amplitude between different states is limited by physical constraints. In the next section,
we will therefore discuss exactly what limits this efficiency and which unitary diffusion
matrix one should choose to maximize it.
Efficiency of Quantum Searching
As discussed by L. Grover [55], it is interesting to ask what is the maximum amount of
amplitude that can be transferred in a single step of the Grover search algorithm and
which matrix D should be chosen to maximize this transfer. To answer this question and
derive the ideal diffusion matrix, we will assume first that, without loss of generality, the
matrix R which encodes the value of the search function C in the quantum state of the
qubit register can be written as
R = I− 2
N−1∑
j=0
C(j) |j〉 〈j| . (6.8)
This operator will flip the sign of all states for which C(j) = 1. Now, the next step consists
in finding a diffusion or state transfer matrix which will maximize the amplitude transfer
to states tagged by the Oracle operator above and which will also reset the phases of
the quantum register to zero afterwards, such that we might apply the Oracle operator




b a a . . . a
a b a . . . a
... . . .
...




Here, we assume that all non-diagonal elements of the matrix are equal, which is well
justified since we have no knowledge of the structure of the search space of the prob-
lem and therefore want to treat all basis states equally during the phase-to-amplitude
conversion. Furthermore, since both the initial quantum state and the Oracle operator
as given by eq. (6.8) contain only real numbers and we demand that the quantum state
after applying Dc may contain only positive real numbers as well it is easy to show that
a, b must be real numbers. Finally, the unitarity of quantum operators demands that
D†cDc = I, which for the matrix above is equivalent to the two conditions
1 = b2 + (N − 1)a2, (6.10)
0 = 2ab+ (N − 2)a2. (6.11)
Solving these two equations for a, b yields the trivial solution b = ±1, a = 0 and the
more interesting one b = ±(1 − 2/N), a = ∓2/N . As can be checked easily, the
solution b = 1− 2/N , a = 2/N results in a maximum amplitude transfer from states |i〉
for which C(i) = 0 to states |j〉 for which C(j) = 1. Thus the ideal diffusion matrix to be
used in the Grover algorithm is given as
D =

−1 + 2/N 2/N 2/N . . . 2/N
2/N −1 + 2/N 2/N . . . 2/N
... . . .
...
2/N 2/N 2/N . . . −1 + 2/N
 . (6.12)
This matrix, together with an Oracle operator R as given by eq. (6.8) will yield the
maximum amplitude transfer from states not solving the search problem to states that
solve it. Repeating the application of D ·R on an initially fully superposed quantum state
for O(√N) times will transform the input state to a state containing only the solutions of
the search problem.




(−1)C(00) 0 0 0
0 (−1)C(01) 0 0
0 0 (−1)C(10) 0




−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
 . (6.14)
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Before discussing the experimental implementation of this algorithm, we will show how
we can compare its computational efficiency to that of an equivalent classical algorithm
in order to assess the achieved quantum speed-up.
6.1.2 Comparison to Classical Algorithms
To be able to compare the Grover algorithm as outlined here to a classical version solv-
ing the same search problem, we will now discuss another variant of the algorithm that
uses an ancilla qubit to encode the result of the search function. This implementation
will make it possible to devise a classical algorithm that can be directly compared to the
quantum algorithm.
6.1.3 Ancilla-based Implementation of the Algorithm
Oracle Oracle (00) 
? 
a) b) c) 
0 1 
1 0 
Figure 6.2: a) Definition of the NOT logic gate used in the following diagrams. b) Ancilla-
based implementations of the Oracle functions C for two qubits. The state of the third bit
get flipped if the search function C(i) = 1 for the given input state i. c) Example of an
ancilla-based search function returning a true value for the input state 00.
The implementation of the Grover search algorithm as outlined above encodes the
value of the search function C directly in the phase of the input state supplied to this
function. This makes it hard to compare the algorithm to a classical search algorithm
which operates on a binary input state and, in general, cannot encode the result of the
search function directly in this state. It is therefore useful to formulate a version of the
Grover algorithm where the Oracle function does not directly encode the tagged state
in the input qubit register but rather uses an ancilla qubit to store the result of calling
C. Such a representation of the algorithm, although of little practical relevance, is useful
since it allows us to directly compare the quantum algorithm to a classical counterpart
implemented using reversible logic gates, thus making it possible to benchmark the




Exemplary implementations of ancilla-based search functions C implemented using
reversible (quantum) gates are shown in fig. 6.2 for the two-qubit case. There, a three-
qubit Tofolli gate in combination with several single-qubit NOT gates (that can be easily
implemented as single-qubit Xpi rotations) are used to flip the state of an ancilla-qubit
conditionally on the input state of the gate. Using a similar approach, any arbitrary clas-
sical search function C that can be implemented with a set of universal reversible logic
gates (e.g. the Toffoli gate and the NOT gate) can be directly mapped to a correspond-
ing quantum operator that works on quantum-mechanical input states and implements
















Figure 6.3: Full version of an ancilla-based implementation of the two-qubit Grover search
algorithm. The algorithm flips the state of a (third) control qubit for one of the four possible
input states in accordance to an unknown Oracle function. It then applies a three-qubit
control-phase operation of that maps |xy1〉 → − |xy1〉, |xy0〉 → |xy0〉 to encode the state
of the control qubit directly in the two input qubits. Then, a diffusion operator is used to
determine the state which has been tagged by the Oracle function.
Now, to use the Grover algorithm with such an ancilla-based quantum Oracle, it is
necessary to re-encode the result of the Oracle in the qubit input state. Figure 6.3
shows a version of the two-qubit Grover algorithm that achieves exactly this by using a
three-qubit control-control-not (CCNOT) gate C of the form
C = I8⊗8 − 2∑
ij
|ij1〉 〈ij1| . (6.15)
After the re-encoding of the result, the ancilla qubit is not needed during the remainder
of the algorithm but must not be read out before the algorithm terminates. A discussion
of possible realizations of the ancilla-based Oracle operator can also be found in [84].
6.1.4 Comparison to a Classical Algorithm
In order to quantify the speed-up achieved by a quantum algorithm, it is necessary to






Oracle (00) Control-Add Readout 
State  
Prep. 
Figure 6.4: Classical reversible implementation of a query-and-guess search algorithm on a
two-bit input register. An exemplary Oracle function can be implemented using two single-bit
NOT operations and a Toffoli gate. R designates the generation of a random binary value at
the beginning of the algorithm. If the Oracle does not yield the correct answer, the test state
is incremented. The average success probability of the algorithm is 50 %.
versible, ancilla-based implementation of the search function that was introduced in the
last section, it is straightforward to formulate a classical algorithm that solves the same
problem as the Grover algorithm and then compare the number of evaluations of the
search function C of the two. In this work, we compare our quantum algorithm to two
particular classical algorithms that we refer to as “query” and “query-and-guess”. The
query algorithm evaluates C for n states, returning the searched state if it finds it among
them and returning no value at all otherwise. The query-and-guess algorithm also eval-
uates C for n states, but even if the searched state is not found, it returns a guess of
it by e.g. picking one of the remaining states at random. A possible two-bit implemen-
tation of a classical reversible query-and-guess algorithm that evaluates C only once is
shown in fig. 6.4, achieving a success probability of 50 % by evaluating C for a randomly
generated two-bit input value r and returning r if C(r) = 1 or r + 1(mod 4) otherwise.
Allowing two or three evaluations of C will increase the success probability to 75 % or
100 %, respectively. The success probability of an equivalent two-qubit query algorithm
would be 25 % for one evaluation of C, 50 % for two, 75 % for three and 100 % for
four. In general, for a search space with N states, the success probabilities of the query
and query-and-guess algorithms as a function of n are pqs(n) = n/N (for n ≤ N ) and
pqgs (n) = (n + 1)/N (for n ≤ N − 1), which become equivalent for N → ∞ but deviate
significantly for small N .
6.2 Experimental Implementation
The Grover algorithm has been implemented for two and three qubits using nuclear
magnetic resonance (NMR) [25, 115] as well as for two qubits using trapped ions [20]
and recently NV centers in diamond [103]. In 2009, L. DiCarlo et. al. implemented it

















 X π/2 
Xπ/2 
State Preparation Oracle Function (R) Diffusion Operator (D) Readout 
0 1 
0 1 
Figure 6.5: Schematic of our implementation of the Grover search algorithm. The algorithm
consists in generating a fully superposed input state, applying the Oracle function to it and
analyzing the resulting state by applying the Diffusion transform and reading out the value
of the qubit register afterwards.
albeit without using a sufficiently efficient readout scheme of the qubit register and there-
fore not being able to demonstrate quantum speed-up. The demonstration of quantum
speed-up for the Grover search algorithm using a superconducting two-qubit processor
with individual-qubit readouts is one of the main goals of this thesis work.
We implement the compiled version of the two-qubit Grover algorithm, which en-
codes the result of calling the Oracle function C(x) with an input state x directly in the
phase of x, as described above. The gate sequence of the algorithm is shown in fig. 6.5
and consists of two iSWAP gates and six single-qubit gates applied to an initial state
|00〉. Here, the first iSWAP gate (which includes a ZIθI ⊗ZIIθII gate sequence to compen-
sate the acquired phases of the qubits) together with the two single-qubit Z±pi/2 rotations
implements the Oracle function C(x) as given by eq. (6.13), where the signs of the ro-
tation operations determines the state which is tagged by the Oracle (−−, −+, +− and
++ for C00, C01, C10 and C11, respectively). This state can be either |00〉 (corresponding
to a ZI−pi/2 · ZII−pi/2 rotation), |01〉 (ZI−pi/2 · ZIIpi/2), |10〉 (ZIpi/2 · ZII−pi/2) or |11〉 (ZIpi/2 · ZIIpi/2).
After the encoding, the second iSWAP operation (which also includes Z compensation
pulses) together with the following XIpi/2 · XIIpi/2 single-qubit operations implements the
diffusion operator as given by eq. (6.14). The final step of the algorithm consists in
reading out the two-qubit register.
6.2.1 Pulse Sequence
We implement the gate sequence described above using microwave and fast flux pulses.
To minimize gate errors, we perform a series of calibration measurements before to tune-
up the individual single- and two-qubit gates needed for the algorithm, as explained in
chapter 5. In addition, we run individual parts of the algorithm successively and perform


































Figure 6.6: Pulse sequence used to realize the two-qubit Grover quantum search algorithm.
First, a Ypi/2 pulse is applied to each qubit to produce the fully superposed state 1/2(|00〉+
|01〉+ |10〉+ |11〉). Then, an iSWAP gate is applied, followed by a Z±pi/2 gate on each qubit,
which combined correspond to the application of the Oracle function. The resulting state is
then analyzed using another iSWAP gate and two Xpi/2 gates to extract the state tagged by
the Oracle. Optionally, a Y 12pi pulse is applied to each qubit to increase the readout fidelity.
step of the algorithm, optimizing the gate operations applied to the qubit in order to
maximize the fidelity of the measured states in respect to the ideal ones. However,
we optimize only the state preparation and Oracle operator itself on a per-state basis,
whereas the diffusion operator D is optimized only once for all possible Oracles, as
required for benchmarking a real quantum algorithm. cases do not optimize the Figure
6.6 shows an experimental pulse sequence for the Grover algorithm with an Oracle
operator C00. Shown are the frequencies of the two qubits during the run time of the
algorithm and the microwave drive and readout pulses applied to them.
6.3 Results
We now present the experimental results obtained with our implementation of the Grover
algorithm: Quantum state tomography is first used to determine the register density
matrices during the algorithm, and single-run results are then presented and discussed.
6.3.1 State Tomography of the Quantum Register
Figure 6.7b shows the experimentally measured density matrices of the two-qubit reg-
ister when running the Grover search algorithm for the four possible Oracle functions.
For each of those four cases, quantum state tomography was performed after each step
of the algorithm, as indicated in fig. 6.7a. The fidelity diminishes during the algorithm
due to dephasing and relaxation. The state fidelities for the final output states of the
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Figure 6.7: a) Schematic of the implemented algorithm, indicating the steps at which quan-
tum state tomography has been performed. b) Experimental (filled circles) and theoretical
(black outline) density matrices at different steps of the Grover search algorithm as indicated
by the dotted lines, shown for four individual runs of the algorithm corresponding to different
Oracle functions tagging the state |00〉, |01〉, |10〉 or |11〉. The trace fidelity (2.8) between
experimental and theoretical density matrices is indicated above each matrix.
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6.3.2 Single Run Results
Figure 6.8: Single-run success probabilities of our implementation of the Grover search al-
gorithm, for the four possible Oracle functions. Red bars correspond to measured values,
whereas blue ones are calculated using the measured density matrices after the final step
of the algorithm and the measured two-qubit readout matrix as shown in fig. 6.12. Dashed
lines indicate the average success probabilities of classical query and query-and-guess al-
gorithms, for comparison.
The experimental state tomographies presented above show that we can implement
the Grover search algorithm with average output state fidelity of 64 % using our two-qubit
processor. However, the analysis of the two-qubit register by quantum state tomography
at the end of the algorithm does not prove that we can achieve real quantum speed-up
with our processor. For this, it is necessary to directly read out the state of the qubit
register at the end of the algorithm without performing any kind of error correction af-
terwards. By looking at this “raw” outcome data and generating statistics over many
single runs of the processor, we quantify the success rate and the fidelity of the imple-
mented algorithm. The results of such measurements, performed for the four possible
Oracle functions, are shown in fig. 6.8. Besides the single-run probabilities for all four
Oracle functions, the diagram shows for comparison the expected outcome probabilities
calculated based on the quantum state tomographies discussed above and the readout
matrix of the two-qubit processor shown in fig. 6.12. As can be seen, the agreement
between the measured and calculated probabilities is fairly good. Deviations between
expected and measured outcome probabilities (such as for the |10〉 state when using
the C10 Oracle) might be explained by a drift of the experimental parameters between
the measurement of the state tomographies and the single-run data. The dashed lines
in the diagrams correspond to the success probabilities of classical single-evaluation
query and query-and-guess algorithms, which are 25 % and 50 %, respectively, and
which provide a benchmark against which we measure the quantum speed-up of our al-
gorithm. Our implementation of the Grover search algorithm outperforms such classical




ab/|uv〉 |00〉 |01〉 |10〉 |11〉 ∑ fab
00 0.666 0.192 0.188 0.122 1.168 57.0 %
01 0.127 0.554 0.071 0.122 0.874 63.4 %
10 0.128 0.106 0.615 0.239 1.088 56.5 %
11 0.079 0.148 0.126 0.517 0.870 59.4 %
Table 6.1: Conditional probabilities pab/|uv〉 and user fidelities fab for all possible outcomes
ab for our implementation of Grover’s algorithm.
We define the average fidelity fi of the algorithm in a single run as the conditional prob-
ability of finding the correct state |i〉 given a certain Oracle function Ci. We also define
user fidelities
fab = p(|ab〉 |ab) = p(ab| |ab〉)∑
uv
p(uv| |uv〉) , (6.16)
where p(ab| |ab〉) is the conditional probability of obtaining the search result ab given the
Oracle operator |ab〉. These user fidelities are complementary to the average fidelity and
correspond to the conditional probabilities of having found the correct state given a cer-
tain measured state, averaged over all possible Oracle functions. For all four Oracles,
both the single-run and user fidelities as shown in tab. 6.1 are > 50%, hence demon-
strating quantum speed-up in comparison with a classical query-and-guess algorithm.
6.5 Comparison to a Classical Search Algorithm
As discussed above, we compare our implementation of the Grover algorithm to the
classical query and query-and-guess algorithms in order to quantify the quantum speed-
up achieved. More precisely, we calculate the success probability of our algorithm to find





where p0s is the single-run success probability of the algorithm. Figure 6.9 shows ps(n)
for our implementation of the Grover algorithm as obtained for all four Oracle operators,
together with the success probabilities of the query and query-and-guess classical al-
gorithms. As can be seen, our implementation of the Grover algorithm beats the query
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Figure 6.9: Comparison between our measured success probability of our implementation
of the Grover algorithm and the calculated success probabilities of the query and query-and-
guess classical algorithms as a function of the number n of runs.
n ≤ 2. However, unlike the classical algorithms, it never converges to 100 % success
probability due to always-present unitary and non-unitary errors in our system.
6.6 Error Analysis
Three kind of errors arise in our implementation of the Grover algorithm:
1. Deterministic, unitary gate errors.
2. Stochastic errors introduced due to qubit decoherence.
3. Readout errors (due to qubit relaxation during readout, insufficient readout sensi-
tivity or retrapping of the readout resonator state).
6.6.1 Gate Errors & Decoherence
As far as gate errors and unitary errors are concerned, we quantify them by fitting an
error model described below to the experimental data. In contrast to chapter 5, where
we used a full master-equation model to simulate the implemented
√
iSWAP gate, we
use now an operator-based formalism to model the Grover algorithm with all relevant
unitary and non-unitary errors in a simple and intuitive way. Hence, rather than per-
forming a time-integration of an effective Hamiltonian, we start with an initial density
matrix ρ and apply a sequence of unitary gate operators Oi to it in order to simulate
the individual steps of the algorithm, including possible unitary gate errors. In addition,
we approximate decoherence by inserting after each operationOi non-unitary relaxation
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and dephasing operators with rates Γ1 or Γφ and duration ∆ti equal to the duration of Oi
(note that dephasing is treated here in a phenomenological way, as discussed in section
2.5).

























Both operators are applied to a quantum state ρ according to
ρ→ E∆t(ρ, E) = E1(∆t)ρE†1(∆t) + E2(∆t)ρE†2(∆t) (6.20)
and yield a trace-preserving, non-unitary evolution of the density matrix ρ. The decoher-
ence fractions γ used in the operators are given by
γΓ1(∆t) = 1− exp (−∆tΓ1), (6.21)
γΓφ(∆t) = 1− exp (−∆tΓφ/2), (6.22)
where ∆t is the time during which the state is exposed to the given decoherence pro-
cess. Normally, decoherence processes occur continuously during the run time of
the algorithm. However, in our simulation we apply the operators (6.19) and (6.18)
to the quantum state at discrete times {t1, . . . , ti, . . . , tn}, using effective decoherence
rates γΓ1(∆ti) and γΓφ(∆ti) with ∆ti = ti+1 − ti to model the decoherence between
times ti and ti+1. In order for this approximation to be valid, the integration time ∆ti
needs to be small compared to the relaxation and dephasing times of the qubits, i.e.
∆ti  1/Γ1, 1/Γφ. We assure this by splitting up long unitary operators Oi with duration
∆ti into an equivalent sequence of n operators O1/ni with durations ∆it/n, after each of
which we apply the decoherence process using an adapted integration time ∆ti/n, as
shown in fig. 6.10. If n is chosen sufficiently large, the condition formulated above will
always be fulfilled.
Using these definitions, we formulate a full error model taking into account the fol-
lowing error sources:
• Energy relaxation and dephasing: Energy relaxation and dephasing of the qubits
is modeled by applying the operators given by eqs. (6.18) and (6.19) with rates
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Figure 6.10: Finite difference model of a uni-
tary gate sequence O with a duration ∆t that
is subjected to a decoherence process with
rate γ(∆t): The evolution operator O is split
into a sequence of n operators O1/n, each of
which is subjected to a decoherence process







(6.21) and (6.22) to the quantum state after each unitary operator during the algo-
rithm. Operators with an experimental duration larger than ∆tmax = 5 ns are split
up into a sequence of sub-operators with durations ∆t ≤ ∆tmax, where we apply
the decoherence process after each of these sub-operators.
• Single-qubit gate errors: Rotation angle and axis errors of the single-qubit Xα
and Yα gates are modeled by replacing them with operators of the form Xα →
φα′ = cosφXα′ + sinφYα′ and Yα → ϕα′ = sinϕXα′ + cosϕYα′ . For Z-type
single-qubit operators, we have only rotation angle errors by replacing Zβ → Zβ′
• Two-qubit gate errors: Errors in the iSWAP operator are modeled using the
representation of the iSWAP gate given by eq. (2.108), replacing t and ∆ with
 = tge and δ = ∆/g. In addition, we model the errors in the Z compensation
pulses by including single-qubit rotations of the form ZIθI ⊗ ZIIθII .
The full algorithm with unitary and non-unitary errors and taking into account all gate
times can be written as
OGrover(ρ) = O7(O6(O5(O4(O3(O2(O1(ρ))))))) (6.23)










O3(ρ) = D5 ns
(
ZIθI ⊗ ZIIθII , ρ
)
O4(ρ) = D5 ns (ZβI ⊗ ZβII , ρ)




O6(ρ) = D5 ns
(
ZIλI ⊗ ZIIλII , ρ
)







where D∆t(M,ρ) = E∆t(E∆t(E∆t(E∆t(MρM †, EΓI1⊗ I), EΓIφ⊗ I), I⊗EΓII1 ), I⊗EΓIIφ ) and
D×n∆t (M,ρ) is the n-fold recursive application of D∆t(M, ·) to ρ. Figure 6.11a shows a
schematic of this sequence, indicating above each operator its duration. Numerical op-
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Figure 6.11: a) Schematic of the unitary error model given by eq. (6.23), which we use
to analyze our experimental implementation of the Grover search algorithm. Dotted lines
indicate the times at which the quantum state has been measured by state tomography.
The execution time of the experimental sequence implementing each operator is indicated
above it. b) Experimentally measured density matrices at different times during the algorithm
(black outlines) together with matrices corresponding to the best fit of the error model (filled
circles) to the data, plotted for four individual runs of the algorithm corresponding to different
Oracle operators. The state fidelity between the measured and simulated density matrices
is indicated above each panel.
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measured after each step of the algorithm, as obtained in four individual runs using dif-
ferent Oracle operators tagging the states |00〉, |01〉, |10〉 and |11〉. We fit the parameters
of the operators Oi that model each individual step i of the algorithm by maximizing the
fidelity between the experimentally obtained output density matrix ρexpi of the step and
the modeled one ρmodi , which is calculated based on the experimental input density ma-




i−1). For the first step, we set the input state to ρ
exp
0 = |00〉 〈00|.
The parameters of the operators Oi are not allowed to vary between the four different
runs, except for βI,II , which were adjusted independently for each Oracle operator. This
yields in total 24 parameters that are fitted to a data set containing 20 density matrices,
each corresponding to 15 measured real values. The density matrices corresponding to
the best fit together with the experimentally measured matrices are shown in fig. 6.11b.
The obtained error parameters are summarized in tab. 6.2. As before, the qubit relax-
ation and dephasing rates of ΓI1 = (436 ns)−1, ΓII1 = (520 ns)−1, ΓIφ = ΓIIφ = (600 ns)−1
were determined independently and are not part of the fit.
value αI(◦) αII(◦) ϕI(◦) ϕII(◦) I(◦) II(◦) θI(◦) θII(◦)
absolute 93.4 88.2 101.5 96.8 88.7 96.6 -19.8 -20.8
deviation (3.4) (-1.8) (11.5) (6.8) (-1.3) (6.6) (-19.8) (-20.8)
δI (MHz) δII (MHz) γI(◦) γII(◦) φI(◦) φII(◦) λI(◦) λII(◦)
absolute -0.128 0.181 87.2 91.2 -1.0 -5.0 8.7 4.6
deviation (-0.128) (0.181) (-2.8) (1.2) (-1.0) (-5.0) (8.7) (4.6)
run C00 C01 C10 C11
βI(◦) -92.4 (-2.4) 90.2 (0.2) -92.9 (-2.9) 87.3 (-2.7)
βII(◦) -98.1 (-8.1) -94.0 (-4.0) 81.4 (-8.6) 77.5 (-12.5)
Table 6.2: Shown are the absolute values and deviations (in parenthesis) of the parameters
of the error model given by eq. (6.23) for the measured density matrices.
Our error model is able to capture most of the observed experimental errors and can
reproduce to a large extent the observed density matrices. The state fidelities according
to eq. 2.6 between the measured density matrices and those of the fitted error model
are all ≥ 97%. The rotation angle and axis errors of the X/Y pulses vary between ±3◦
and ±12◦, respectively, which is comparable with the single-qubit gate errors estimated
in chapter 5. The errors in the Z rotations are considerably larger and vary between
±20◦, which can be explained by the reduced accuracy with which we calibrate these
gates and by a drift of our measurement equipment during the experiment, as described
in section 5.4.6.
Given the large number of fitting parameters and the phenomenological treatment of
dephasing, these results can suffer from large uncertainties and only show the order of




Fidelity of the Oracle and Diffusion Operators
It is interesting to analyze the individual output state fidelities of the Oracle and diffu-
sion operators. For this, we compare the action of the ideal operators D and R given by
eqs. (6.14) and (6.13) on a given input state with that of the experimentally implemented
ones. We do this by applying the ideal operators D and R to their experimentally mea-
sured two-qubit input density matrices ρexpin,D,R and calculating the fidelity of the resulting
matrices with the experimentally obtained output matrices ρexpout,D,R:
F (D) = F (Dρexpin,DD†, ρ
exp
out,D), (6.24)
F (R) = F (Rρexpin,RR†, ρ
exp
out,R), (6.25)
where we make use of the state fidelity F given by eq. 2.6. By this method, we obtain
the following experimental fidelities for the Oracle and diffusion operations:
Operator / State |00〉 |01〉 |10〉 |11〉 Average
D 92.3 93.4 94.3 91.7 92.9
R 94.5 93.6 88.5 87.7 91.1
Table 6.3: Measured fidelities (in %) of the quantum Oracle and diffusion operators used in
the Grover search algorithm according to eqs. (6.24) and (6.25).
As can be seen, we are able to implement both the diffusion operator and the quan-
tum Oracle with an average fidelity > 90%.
6.6.2 Readout Errors
Another direct source of errors affecting the single-run fidelities of the algorithm are
readout errors. As explained in chapter 4 qubit relaxation during the readout process
reduces the visibility of individual qubit states and introduces errors when reading out
the qubit register in the final step of the algorithm. We can easily quantify those readout
errors by using the readout matrix that was introduced in chapter 5. When running
the Grover algorithm, we use the |1〉 → |2〉 shelving method described in chapter 4 to
increase the readout contrast and thereby the algorithm fidelity. This technique reduces
single-qubit readout errors but increases inter-qubit readout crosstalk. The measured
readout matrix for the Grover experiment is shown in fig. 6.12. As can be seen, the
single-qubit readout fidelities range between 87 - 96 % and the combined two-qubit
readout fidelities between 75 - 88 %. Depending on the qubit state we also observe
between 3-5 % inter-qubit readout crosstalk.
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Figure 6.12: The measured readout matrix for
the Grover experiment. Shown are the con-
ditional probabilities pm(x|y) of obtaining a
readout value x after having prepared a qubit
state |y〉, where x, y ∈ {00, 01, 10, 11}. The
readout fidelities for the different qubit states
range between 75 - 88 %, the inter-qubit read-






We have shown that we can implement the Grover search algorithm with our quantum
processor and achieve a single-run fidelity that is sufficient to demonstrate simple proba-
bilistic quantum speed-up, as compared to a classical, reversible search algorithm. The
error model formulated in this chapter is able to account for most of the observed imper-
fections and can explain the data we observed. Unfortunately, the coherence times of
our qubits do not permit the realization of more complex algorithms with our processor,
but nevertheless it provides a proof-of-principle of our approach to build a superconduct-




Designing a Scalable Qubit
Architecture
In chapters 5 and 6 we discussed the characterization and use of an elementary two-
qubit quantum processor. With this processor, we demonstrated individual-qubit single-
shot readout with up to 89 % readout contrast. We also implemented and characterized
a universal
√
iSWAP two-qubit gate with 90 % gate fidelity and used it to run the Grover
search algorithm, for which we obtained a single-run fidelity between 52% and 67%,
therefore demonstrating probabilistic quantum speed-up.
However, as we explain in this chapter, the approach to quantum computing that we
presented cannot be scaled beyond a few qubits. Hence, in order to realize a larger-
scale quantum computer it will be necessary to devise a new kind of scalable qubit
architecture, where “scalable” means that the overhead for adding a qubit to a quan-
tum processor does not require an exponential amount of physical or computational
resources. In the literature, several proposals for scalable superconducting qubit archi-
tectures have been formulated, using e.g. a parametric coupling between qubits [13] or
relying on the storage of quantum information in a separate entity, such as a supercon-
ducting resonator [50, 78]. In the following sections, we propose a different architecture,
based on the recently introduced double-Transmon qubit [51, 112] and using a tun-
able qubit-qubit coupling scheme as well as a single-shot readout method for individual
qubits. After giving a short overview of our proposed architecture, we show how we can
implement a four-qubit processor with it. Furthermore, we discuss the possible limita-
tions and shortcomings of the architecture. Finally, we put our work in context with other





A scalable architecture for quantum computing should fulfill all of DiVincenzo’s criteria
as discussed in section 1.1 and in addition not require an exponential experimental over-
head in computational or physical resources for each qubit that is added to the quantum
computer [17]. Today, the two issues that are not addressed well by current qubit archi-
tectures (such as the quantum bus architecture used by many groups today [38, 119])
concern the qubit-qubit coupling and the readout of individual qubits. The quantum
bus architecture, for instance, has an “always-ON”-type coupling scheme between the
qubits, given by the Hamiltonian (2.109). This scheme makes it hard to precisely control
the coupling between individual qubits if a large number of them is present, since the
effective coupling amplitude between any two qubits decreases ∝ 1/∆ as a function of
their detuning ∆. Therefore, it becomes increasingly difficult and eventually impossible
to deterministically switch on and off the coupling between individual qubits due to the
limited available frequency space that can be allocated to each qubit (the so-called fre-
quency crowding). Also, keeping track of all the involved phases and frequencies of the
full coupled qubit register incurs a computational overhead that increases exponentially
with the qubit number [50]. Using a direct capacitive coupling between individual qubits
suffers from the same problem. Therefore, to be really scalable, a qubit architecture
needs to have at least the following properties:
1. Well-defined qubits with long coherence times.
2. A single-shot, high-fidelity readout method for individual qubits.
3. High-fidelity single-qubit control.
4. Tunable and robust coupling between any two qubits.
5. Sub-exponential (ideally even sub-linear) scaling of resources when adding more
qubits to the computer.
As already said, the current CQED architectures fulfill most of these properties (to
varying degrees) but fail to provide a tunable qubit-qubit coupling and a single-shot
individual-qubit readout. In the following sections we discuss a proposal for an architec-
ture that can potentially possess all of the above properties.
7.2 Architecture Proposal
Our proposed architecture follows the general CQED principles in that it uses Transmon
qubits coupled to each other via a resonator acting as a quantum bus. However, instead
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of using a single Transmon to represent each logical qubit, we could use two of them that
are capacitively coupled to each other and act therefore as a qubit “molecule”. As shown
by J. Gambetta et. al., if we couple the two Transmons of such a molecule to the quan-
tum bus with the same coupling constant, symmetry properties of the Hamiltonian of
the molecule make it possible to fully decouple one of its eigenstates from the quantum
bus [51]. This allows thus to remedy the problem of frequency crowding, since while the
qubit is in this state (or in the ground state |0〉) no spurious coupling to other qubits will
be present, regardless of the chosen qubit-qubit detuning. In the following section, we
discuss the properties of this approach and the proposed qubit-qubit coupling scheme.
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Figure 7.1: a) Schematic of the double Transmon qubit. b) Corresponding energy level
diagram as a function of EIIJ . For |∆|  gqq, the eigenstates are given as |00〉, |01〉, |10〉
and |11〉, whereas for ∆ = 0, they are |00〉, |ψ±〉 = (|01〉 ± |10〉)/
√
2 and |11〉, with eigen-
energies E00 = 0, E± = h¯ω± = h¯(ωI,II01 ± gqq) and E11 = h¯(ωI01 + ωII01), as shown in
c).
The Hamiltonian of the double Transmon (see fig. 7.1) can be written as [112, 51]
Hˆdt = Hˆq + Hˆqq (7.1)








Hˆdt consists of the individual qubit Hamiltonians and the coupling Hamiltonian as given
by eq. (2.106). As before, we can rewrite Hˆqq in the two-qubit eigen basis |00〉, |01〉,
|10〉, |11〉 of Hˆq as
Hˆqq/h¯ = gqq (|10〉 〈01|+ |01〉 〈10|) (7.4)
When the qubit frequencies are on resonance such that ∆ = ωI01 − ωII01 = 0, the eigen-
states of Hˆdt are given as |00〉,|11〉, |ψ+〉 = 1/
√
2(|01〉+ |10〉) and |ψ−〉 = 1/
√
2(|01〉 −
|10〉). Far off resonance, where ∆ gqq, the eigenstates will correspond to those of the
uncoupled Hamiltonian Hˆq. When coupling both Transmons to the cavity with the same
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coupling constant g01 as given by eq. (2.91) through the capacitance Cqb, we obtain a







σˆII+ aˆ+ σˆII− aˆ†
)
. (7.5)
Here, the Hamiltonian of the resonator is given by eq. (2.45). The coupling operator
between the two qubits and the resonator contains the sums σˆI+II+ = σˆI+ + σˆII+ and





(|11〉 〈ψ+|+ |ψ+〉 〈00|) aˆ+ (|ψ+〉 〈11|+ |00〉 〈ψ+|) aˆ†
]
. (7.6)
As can be seen, the qubit state |ψ−〉 does not couple at all to the resonator, whereas
the state |ψ+〉 couples to it with an enhanced rate
√
2g01. The states |01〉 = (|ψ+〉 +
|ψ−〉)/
√
2 and |10〉 = (|ψ+〉 − |ψ−〉)/
√
2 couple to the resonator with the bare rate g01.
Thus, if we operate the double Transmon at ∆ = 0 and “park” the qubit in the state |ψ−〉,
we can effectively switch off the coupling to the resonator. To switch the coupling on
again, we can perform an adiabatic transfer from the state |ψ−〉 to the state |10〉 or |01〉
[112]. Alternatively, we can induce the transition |ψ−〉 → |ψ+〉 by using two single qubit
pulses XIpiY
II
pi , which however requires the possibility to drive each of the Transmons
separately.
This coupling approach eliminates hence the frequency crowding problem and imple-
ments a fully controllable, on-demand qubit-qubit coupling scheme. In addition, parking
the qubit in the state |ψ−〉 reduces dephasing of the qubit state due to first-order flux
noise, as explained in chapter 5.
7.3 Designing and Realizing A Four-Qubit Architecture
The schematic of the proposed architecture is given in fig. 7.2, showing a double Trans-
mon capacitively coupled to a quantum bus (realized as a λ/2 transmission line res-
onator) and to a CJBA readout resonator, which is in turn capacitively coupled to an input
transmission line. Each of the Transmons I, II is realized as a split-CPB, thereby mak-
ing it frequency-tunable through an external flux ΦI,IIext . Since the coupling scheme as
discussed in section 7.2.1 requires only one of the two Transmons to be fast-frequency
tunable, the design requires only one fast flux line per double Transmon. The flux of the
other Transmon can be tuned to any desired bias point by using superconducting coils
mounted above the chip, a technique which can be extended to a few qubits [8]. The
capacitive coupling of each of the two Transmons to the quantum bus and the readout
resonator is identical, which is necessary in order to be able to cancel the interaction of


















Figure 7.2: Schematic of a
qubit/readout unit cell of the
proposed scalable architecture.
Shown is a harmonic resonator
capacitively coupled to an in-
put transmission line and to two
frequency-tunable Transmon qubits,
which are in turn coupled to a copla-
nar waveguide λ/2 resonator that
acts as a quantum bus to the other
qubits. One of the two Transmons is
equipped with a fast magnetic flux
line. For sake of clarity we have
omitted the capacitances of the LC
resonator and the Transmon qubits
to the ground node in the circuit
schematic.
As before, we can position the qubits at different, optimized frequencies for different
processor operations. For qubit readout and driving, we can use a multiplexed input
transmission line. In order to avoid crosstalk between individual readout resonators
when driving them, we separate their resonance frequencies from each other by a small
amount, typically 50 MHz. The frequency of the quantum bus is chosen in function of
the minimum qubit working frequencies such that the coupling of each qubit to the bus
can be made sufficiently large to realize a two-qubit gate on a time scale that is small
compared to the decoherence time of the qubits.
7.3.1 Processor Operation
Here we discuss the operation principles of the proposed quantum processor. In the fol-
lowing paragraphs, we refer to the individual qubit frequencies of the i-th double Trans-
mon as ωI,i01 and ω
II,i
01 and define ∆i = ωI,i01 − ωII,i01 as the detuning between them. In
addition, we denote the logical qubit states of the i-th double Transmon as |xi〉.
As before, four basic processor operations need to be realized:


































































Figure 7.3: Operating frequencies of the proposed four-qubit processor, showing the fre-
quencies of the quantum bus (ωr, red), the readout resonators (ωro, blue) and the four
double-Transmons qubits during parking (black), manipulation (red) or readout (blue). Grey
bars indicate the frequencies of the uncoupled Transmon states.
As for our two-qubit processor, for each of these operations we move the involved
qubits to different frequencies, defining hence frequency bands for parking, qubit manip-
ulation and qubit readout, as shown in fig. 7.3. In the following paragraphs, we explain
how we realize each of the operations mentioned above.
Qubit Parking
When not performing single-qubit or two-qubit operations, all qubits are “parked” by de-
fault. For this, each logical qubit i is positioned at a common frequency ωI,i01 = ωII,i01 =
ωpark01 , where its computational states are given as |00i〉 and
∣∣∣ψi−〉. The qubit is hence
fully decoupled from the quantum bus and its readout resonator, eliminating the relax-
ation through the Purcell effect and the spurious coupling to other parked qubits of the
processor. Qubit readout is also performed at the parking frequency (as explained be-
low), hence this frequency should be chosen to provide an optimal readout contrast.
Single-Qubit Gates
To realize single-qubit gates, we perform an adiabatic passage from ∆i = 0 to ∆i  giqq
by changing ωII,i01 , thereby performing a transfer
∣∣∣ψi−〉 → |01i〉. We can then drive the
|00i〉 → |01i〉 transition of the qubit through the readout resonator or coupling bus and
afterwards perform an adiabatic passage back to the parking position. Note that there
will be a spurious coupling of the driven qubit to the |00〉 states of all parked qubits, which
can be made small by choosing a sufficiently large detuning between the driving and
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parking frequencies, but which can nevertheless limit the scalability of this architecture
for large numbers of qubits.
Two-Qubit Gates
To realize a two-qubit gate between the qubits i and j, we adiabatically decrease the
frequencies ωII,i01 and ω
II,j
01 to the point ω
II,i
01 = ωII,j01 = ωcoupling01 , performing an adi-
abatic transfer
∣∣∣ψi−〉 → |01i〉 and ∣∣∣ψj−〉 → |01j〉. At this frequency, there will be a
resonant interaction between the logical qubits of the form h¯gijqq(|01i, 00j〉 〈00i, 01j| +
|00i, 01j〉 〈01i, 00j|) with a coupling rate gijqq(ωcoupling01 ) = gi01gj01(∆busi + ∆busj )/2∆busi ∆busj ,
where ∆busi = |ωbus− ωII,i01 | and gi,j01 are the qubit-resonator coupling constants of qubits
i and j. Please note that there will also be a spurious coupling of the same form to the
|00〉 state of all other qubits k. This residual coupling can be made small by choosing a
sufficiently large detuning ωpark − ωcoupling  gikqq, gjkqq , as explained in section 3.2.3.
Qubit Readout
To read out the state of qubit i, we perform an adiabatic passage to the state |10i〉
by displacing ωII,i01 . This state can be read out using the dispersive interaction with
the readout resonator. The parking frequency ωpark01 at which the readout is performed
should therefore be chosen such that the readout contrast is optimal.
7.3.2 Design Parameters
As before, we need to choose the maximum transition frequency fmax01 and anharmonic-
ity as well as the junction asymmetry for each qubit of the processor. The choice of
these parameters has already been discussed in detail in chapter 3 and will therefore
not be repeated here. In addition, we need to choose the qubit-qubit coupling gqq and
the qubit-resonator couplings gi01, for which we take into account the following criteria:
gqq should be large enough to be able to perform an adiabatic transition |ψ−〉 → |01〉
in a time which is small compared to the relaxation and dephasing times of the qubit.
We choose therefore a coupling 2gqq/2pi = 50 MHz, which is large enough to be able to
perform fast adiabatic transitions.
The qubit-resonator coupling gi01 should be sufficiently large to perform a two-qubit
gate in a time small compared to the qubit decoherence time, yet not too large in order
to avoid spurious coupling between the |01i〉 state of the active qubits and the |00〉 state
of the idling qubits during a gate operation. Taking the design of the two-qubit processor
for reference, we choose 2gijqq/2pi = 10 MHz as the desired two-qubit coupling. For a
qubit-resonator detuning ∆busi /2pi = 500 MHz, the effective qubit-qubit coupling rate as
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given by eq. (2.110) then yields a required qubit-resonator coupling gi01/2pi ≥ 71 MHz.
Assuming that we park the idling qubits at a detuning ∆busi /2pi = 1 GHz to the bus
while performing two-qubit gates, the chosen coupling corresponds to an acceptably
low residual coupling amplitude of 1.5 % between the active and idling qubits.
Finally, taking the design of the two-qubit processor as a reference, we choose a
qubit-readout coupling (as generated by Cqr) of gro01/2pi = 50 MHz and a qubit-readout
resonator detuning ∆roi = 1 GHz at the readout frequency. Using the same reference
frequency band from 4-8 GHz as for the two-qubit processor, we choose the frequency
of the quantum bus as ωbus/2pi = 4 GHz and the frequencies of the CJBA readouts
as ωiro/2pi = 7 GHz + i · 60 MHz, displacing the frequency between adjacent CJBAs
by 60 MHz, which is sufficient to avoid crosstalk when driving the readout resonators.
This yields a working frequency ωcoupling01 = 4.5 GHz for qubit-qubit coupling, a parking
frequency ωparking01 = 5.0 GHz and readout frequencies starting at ωro,I01 = 6.0 GHz.
7.3.3 Implementation
Here we present the implementation of a “predecessor” of a full double-Transmon four-
qubit architecture, where we use single Transmons instead to implement logical qubits,
thereby simplifying fabrication and making it possible to test the readout and coupling
elements of the proposed architecture without having to deal with the complexity of the
double Transmons.
For the fabrication of the four qubit architecture, we use the same techniques as
described in chapter 3. However, we change the design of the Transmon capacitance
from an interdigitated to a parallel plate geometry, aiming to decrease the electric field
strength inside the sample substrate, which was shown to be, to a large extent, respon-
sible for intrinsic qubit dephasing and relaxation [94]. Furthermore, instead of using
coplanar λ/2 resonators for the CJBA resonators, we implement them using lumped LC
circuit elements, thereby significantly reducing their size. Again, all circuit components
have been extensively modeled using microwave simulation software (SONNET) before
fabrication. Fig. 7.4 shows a series of SEM images of the realized single-Transmon four-
qubit chip. First measurements carried out with this chip have been performed to test the
qubit manipulation and readout, and will be discussed in the thesis of V. Schmitt. As an
example, fig. 7.5 shows a microwave transmission measurement of the four multiplexed
JBA readouts on the chip.
7.3.4 Scalability of the Proposed Architecture
The proposed qubit architecture solves the problem of individual-qubit single shot read-
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Figure 7.4: Photos of the realized four-qubit chip. a) A stitched together image of the whole
chip, showing the input transmission line, the readout resonators, qubit cells, fast flux lines
and quantum bus. b) A detailed view of a single readout resonator, showing the CJBA
realized in lumped elements and capacitively coupled to the input transmission line (above)
as well as the qubit cell (below). c) A detailed view of a single Transmon qubit, which is
capacitively coupled to its readout resonator and the quantum bus and inductively coupled
to a fast flux line. d) The bus coupling capacitance of a single qubit. e) A detailed view of
the qubit capacitance and SQUID as well as the adjacent fast flux line.
quantum bus. The architecture requires n + 1 fast signal lines and n DC bias lines for
n qubits, hence being scalable with a linear increase in resources. However, the size of
the qubit-resonator coupling capacitances limits the number of qubits that can be cou-
pled to a single quantum bus, since placing the capacitances too close to each other will
induce spurious qubit-qubit coupling. Furthermore, the spurious couplings of the form
|00i, 01j〉 |01i, 00j〉 + |01i, 00j〉 〈00i, 01j|, which are always present during single- and
two-qubit gates, can induce further unitary errors. Our proposed architecture is thus
not intrinsically scalable beyond a few tens of qubits. In order to scale further, it would
therefore be necessary to use several independent registers of qubits, each connected
to a separate quantum bus and coupled together by using “shuttle” qubits. These shut-
tle qubits would be coupled to two or more quantum buses and act solely as tunable
couplers between different registers, as proposed e.g. by [41, 95].
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Figure 7.5: Measured |S12| transmis-
sion coefficient of drive and readout
line of our four-qubit chip, with the four
qubits far detuned from the resonators.
Clearly visible are the resonances of
the four CJBA resonators and their bi-
furcation at nominal input powers be-
tween -42dB and -40 dB.




























I propose a four-qubit architecture based on double-Transmon qubits can potentially
alleviate current problems of superconducting qubit architectures such as frequency
crowding and could allow the scaling up of superconducting quantum processors to
a few tens of qubits. Viewing the recent experimental advances in Transmon relaxation
and dephasing times [94] that allow for a large number of quantum gates during the
qubit’s coherence time, the dominant roadblock on the way to scalable superconducting
quantum computing seems today to be the realization of a tunable coupling scheme for
a large number of qubits. Besides the possible approach presented here, different pro-
posals have been made for solving this issue by relying e.g. on isolating logical qubits
by storing their quantum information in resonators [50, 78] or quantum memories based





In this thesis work, we implemented a two-qubit processor using superconducting Trans-
mon qubits that are capacitively coupled to each other. Each of the qubit possesses its
own single-shot QND readout realized using a Josephson bifurcation amplifier. Using a
direct capacitive coupling between the qubits, we implemented the universal
√
iSWAP
quantum gate and used it to create entangled two-qubit states. In addition, we im-
plemented the Grover quantum search algorithm, demonstrating probabilistic quantum
speed-up beyond the classical boundary for a four-element search problem.
Despite our successful implementation of a simple two-qubit quantum processor, the
approach that we have chosen to realize it is not scalable beyond a few qubits: The fixed,
always-ON type of qubit-qubit coupling employed in our processor makes it impossible
to reliably switch on and off the coupling between individual qubits when increasing their
number. Furthermore, the qubit coherence times that we achieved in our experiments
would not be sufficient to run large-scale algorithms.
To overcome these problems, it would be necessary to increase the coherence times
of superconducting qubits by a large factor and to devise a quantum computing archi-
tecture that solves the coupling problem. In chapter 7 of this work, we propose a qubit
architecture that might provide a tunable coupling scheme and would therefore be scal-
able beyond a small number of qubits. This architecture is compatible with different
kinds of Transmon qubits and could thus be implemented using the recently developed
3D Transmons [94], which exhibit very large coherence times. Together, long coherence
times and a tunable qubit-qubit coupling could then possibly allow the realization of a
superconducting qubit processor with a few tens of qubits.
Overall, considering the recent progress that has been made on various issues re-
lated to superconducting qubits, the realization of a superconducting quantum computer





Modeling of Multi-Qubit Systems
Here we discuss the modeling and simulation of two coupled three-level Transmon
qubits, using analytical calculations to obtain the relevant qubit energies and explain-
ing the master equation simulation of the two-qubit system, which we use to quantify
the leakage errors associated to the qubit level |2〉 when realizing the√iSWAP gate, as
described in chapter 5.
A.1 Two-Qubit Three-Level Hamiltonian
The Hamiltonian of two uncoupled three-level Transmon qubits can be written in the












Without loss of generality, we assume eI0 = 0, eII0 = 0. We then define ωI01 = eI1,
ωII01 = eII1 , ∆01 = ωII01 − ωI01 and αI = eI2 − 2eI1 and αII = eII2 − 2eII1 . In this basis, the
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interaction Hamiltonian for a capacitive coupling of the form (2.106) is given as
Hˆi =

0 0 0 g 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0
√
2g 0 0 0 0
0 g 0 0 0 0 0 0 0
0 0
√
2g 0 0 0
√
2g 0 0
0 0 0 0 0 0 0 2g 0
0 0 0 0
√
2g 0 0 0 0
0 0 0 0 0 2g 0 0 0
0 0 0 0 0 0 0 0 0

. (A.2)
We then go to the interaction picture with Hˆ0 = Hˆ. There, the interaction Hamiltonian
Hˆi acquires some time-dependent terms and is given as
Hˆi =

0 . . .
0 0 . . .
0 0 0 . . .
0 ge−i∆t 0 0 . . .
0 0
√
2ge−i(∆−αII)t 0 0 . . .
0 0 0 0 0 0 . . .
0 0 0 0
√
2ge−i(∆+αI)t 0 0 . . .
0 0 0 0 0 2ge−i(∆+αI−αII)t 0 0 . . .





The qubit driving can be modeled by the Hamiltonian (3.1), which acquires some time-









2(t) exp (−iαt) 0
 . (A.4)
The two-qubit drive Hamiltonians are given as HˆId = Hˆd ⊗ I and HˆIId = I⊗ Hˆd.
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A.1.2 Relaxation and Dephasing
We model relaxation and dephasing of the three-level system using a set of six Lindblad







































Γr12σ−12 and Lr02 =
√









Γφ02/2σz02. From the single-qubit operators the
corresponding two-qubit operators can be obtained as LIi = Li ⊗ I and LIIi = Li ⊗ I.
A.2 Master Equation Simulation





where ~ρ is a column vector containing all elements of ρ and L is a “superoperator” that
contains all Lindblad operators and acts on the vectorized density matrix. For a density
matrix with dimensionN×N , the superoperator has a dimensionN2×N2, which makes
the numerical solution of eq. (A.7) computationally expensive for large N . However, for
two coupled three-level Transmons the resulting matrix has the dimension 81×81, which
still allows a reasonably fast simulation of the system.
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We report the characterization of a two-qubit processor implemented with two capacitively coupled
tunable superconducting qubits of the transmon type, each qubit having its own nondestructive single-shot




two-qubit gate for a suitable interaction time.
We reconstruct by state tomography the coherent dynamics of the two-bit register as a function of the
interaction time, observe a violation of the Bell inequality by 22 standard deviations after correcting
readout errors, and measure by quantum process tomography a gate fidelity of 90%.
DOI: 10.1103/PhysRevLett.108.057002 PACS numbers: 85.25.Cp, 03.67.Lx, 74.78.Na
Quantum-information processing is one of the most
appealing ideas for exploiting the resources of quantum
physics and performing tasks beyond the reach of classical
machines [1]. Ideally, a quantum processor consists of an
ensemble of highly coherent two-level systems, the qubits,
that can be efficiently reset, that can follow any unitary
evolution needed by an algorithm using a universal set of
single- and two-qubit gates, and that can be readout pro-
jectively. In the domain of electrical quantum circuits [2],
important progress [3–7] has been achieved recently with
the operation of elementary quantum processors based on
different superconducting qubits. Those based on transmon
qubits [3,4,8,9] are well protected against decoherence but
embed all the qubits in a single resonator used both for
coupling them and for joint readout. Consequently, indi-
vidual readout of the qubits is not possible and the results
of a calculation, as the Grover search algorithm demon-
strated on two qubits [3], cannot be obtained by running the
algorithm only once. Furthermore, the overhead for getting
a result from such a processor without single-shot readout
but with a larger number of qubits overcomes the speed-up
gain expected for any useful algorithm. The situation is
different for processors based on phase qubits [5,6,10],
where the qubits are more sensitive to decoherence but
can be read individually with high fidelity, although de-
structively. This significant departure from the wished
scheme can be circumvented, when needed, since a de-
structive readout can be transformed into a nondestructive
one at the cost of adding one ancilla qubit and one extra
two-qubit gate for each qubit to be read projectively.
Moreover, energy release during a destructive readout
can result in a sizable cross talk between the readout out-
comes, which can also be solved at the expense of a more
complex architecture [10,11].
In this work, we operate a new architecture that comes
closer to the ideal quantum processor design than the
above-mentioned ones. Our circuit is based on frequency
tunable transmons that are capacitively coupled. Although
the coupling is fixed, the interaction is effective only when




universal gate for an adequate coupling duration. Each
qubit is equipped with its own nondestructive single-shot
readout [12,13] and the two qubits can be read with low
cross talk. In order to characterize the circuit operation, we
reconstruct the time evolution of the two-qubit register
density matrix during the resonant and coherent exchange
of a single quantum of excitation between the qubits by
quantum state tomography. Then, we prepare a Bell state
with concurrence 0.85, measure the Clauser-Horne-
Shimony-Holt (CHSH) entanglement witness, and find a
violation of the corresponding Bell inequality by 22 stan-





sal gate operation by determining its process map with
quantum process tomography [1]. We find a gate fidelity
of 90% due to qubit decoherence and systematic unitary
errors.
The circuit implemented is schematized in Fig. 1(a): the
coupled qubits with their respective control and readout
subcircuits are fabricated on a Si chip [see Supplemental
Material (SM), Sec. I [14]]. The chip is cooled down to
20 mK in a dilution refrigerator and connected to room-
temperature sources and measurement devices by attenu-
ated and filtered control lines and by twomeasurement lines
equipped with cryogenic amplifiers. Each transmon j ¼
I; II is a capacitively shunted SQUID characterized by its
Coulomb energy EjC for a Cooper pair, the asymmetry dj
between its two Josephson junctions, and its total effective





with xj ¼ j=0, 0 the flux quantum, and j the mag-
netic flux through the SQUIDs induced by two local current







=h between the two lowest energy states j0ij
and j1ij can thus be tuned byj. The qubits are coupled by
a capacitor with nominal value Cc ’ 0:13 fF and form a
register with the Hamiltonian (see Sec. II of the SM [14])
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H ¼ hðIIz  IIIIz þ 2gIyIIy Þ=2. Here h is the





=ECc  I;II is the coupling frequency, and
ECc the Coulomb energy of a Cooper pair on the coupling
capacitor. The two-qubit gate is defined in the uncoupled
basis fjuvig  fj0iI; j1iIg  fj0iII; j1iIIg, at a working point
MI;II where the qubits are sufficiently detuned (II  I 
2g) to be negligibly coupled. Bringing them on resonance at
a frequency  in a time much shorter than 1=2g but much
longer than 1=, and keeping them on resonance during a
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gate to an adjustable power and of two single qubit phase
gates j ¼ expðijjz=2Þ accounting for the dynamical
phases j ¼
R





gate can thus be obtained
by choosing t ¼ 1=8g and by applying a compensation
rotation 1j to each qubit afterward.
For readout, each qubit is capacitively coupled to its own
=2 coplanar waveguide resonator with frequency jR and
quality factor Qj ’ 700. The frequency jR is shifted by
 depending on the measured qubit state, with  ’
g20=ðjR  jÞ and g0 the qubit-resonator coupling fre-
quency. Each resonator is made nonlinear with a
Josephson junction and is operated as a Josephson bifurca-
tion amplifier, as explained in detail in [13]: ideally, it
switches from a low to a high amplitude oscillating state
when qubit state j1i is measured. Consequently, the homo-
dyne measurement [see Fig. 1(a)] of two microwave pulses
simultaneously applied to and reflected from the two res-
onators yields a two-bit outcome uv that maps with a high
fidelity the state juvi on which the register is projected; the
probabilities puv of the four possible outcomes are deter-
mined by repeating the same experimental sequence a few
104 times. Single qubit rotations uðÞ by an angle  around
an axis ~u of the XY plane of the Bloch sphere are obtained
by applying Gaussian microwave pulses directly through
the readout resonators, with frequencies j, phases ’j ¼
ð ~X; ~uÞ, and calibrated areas Aj / ; a sufficiently high
power is used to compensate for the filtering effect of
each resonator, which depends on the detuning j  jR.
Rotations around Z are obtained by changing temporarily
I;II with dc pulses on the current lines.
The sample is first characterized by spectroscopy [see
Fig. 1(b)], and a fit of the transmon model to the data yields
the sample parameters (see Sec. III of the SM [14]). The
working points where the qubits are manipulated (MI;II),
resonantly coupled (C), and readout (RI;II) are chosen to
yield sufficiently long relaxation times 0:5 s [15] dur-
ing gates, negligible residual coupling during single qubit
rotations and readout, and best possible fidelities at read-
out. Figure 1(b) shows these points as well as the spectro-
scopic anticrossing of the two qubits at point C, where
2g ¼ 8:3 MHz in agreement with the design value of Cc.
Then, readout errors are characterized at RI;II (see Sec. IV
of the SM [14]): In a first approximation, the errors are
independent for the two readouts and are of about 10% and
20% when reading j0i and j1i, respectively. This limited
FIG. 1 (color). (a) Circuit schematics of the experiment show-
ing the qubits I and II in green, their readout devices in grayed
blue, and the homodyne detection circuits with their digitizer
(ACQ) in blue. (b) Left-hand panel: Spectroscopy of the sample
showing the resonator frequencies IR ¼ 6:84 GHz and IIR ¼
6:70 GHz (horizontal lines), and the measured (disks, triangles)
and fitted (lines) qubit frequencies I;II as a function of their flux
bias I;II when the other qubit is far detuned. Right-hand
panel: Spectroscopic anticrossing of the two qubits revealed by
the 2D plot of p01 þ p10 as a function of the probe frequency and
of I, at II ¼ 5:124 GHz. (c) Typical pulse sequence including




	 gate, Z rotations, and tomographic
and readout pulses. Microwave pulses aðtÞ for qubit (green)
and for readout (blue) are drawn on top of the I;IIðÞ dc pulses
(red lines).




fidelity results for a large part from energy relaxation of the
qubits at readout. In addition, we observe a small readout
cross talk, i.e., a variation of up to 2% in the probability of
an outcome of readout j depending on the state of the other
qubit. All these effects are calibrated by measuring the four
puv probabilities for each of the four juvi states, which
allows us to calculate a 4 4 readout matrixR linking the
puv’s to the juvi populations.
Repeating the pulse sequence shown in Fig. 1(c) atMI ¼
5:247 GHz, MII ¼ C ¼ 5:125 GHz, RI ¼ 5:80 GHz,
RII ¼ 5:75 GHz, and applying the readout correctionsR,
we observe the coherent exchange of a single excitation
initially stored in qubit I. We show in Fig. 2 the time
evolution of the measured juvi populations, in fair
agreement with a prediction obtained by integration of a
simple time independent Liouville master equation of the
system, involving the independently measured relaxation
times TI1 ¼ 0:44 s and TII1 ¼ 0:52 s, and two indepen-
dent effective pure dephasing times TI’ ¼ TII’ ¼ 2:0 s as
fitting parameters. Tomographic reconstruction of the
register density matrix 
 is obtained by measuring the
expectation values of the 15 two-qubit Pauli operators
fPkg ¼ fI; X; Y; ZgI  fI; X; Y; ZgII  fIIg, the Xj and Yj
measurements being obtained using tomographic pulses
~Yj ( 90	) or ~Xj (90	) just before readout. The 
 matrix
is calculated from the Pauli set by global minimization of
the Hilbert-Schmidt distance between the possibly non-
physical 
 and all physical (i.e., positive-semidefinite)

’s. This can be done at regular intervals of the coupling
time to produce a movie of 
ðtÞ (see the Supplemental
Material [14]) showing the swapping of the j10i and j01i
populations at frequency 2g, the corresponding oscillation
of the coherences, as well as the relaxation towards j00i.
Figure 2 shows fhPkig and 
 only at t ¼ 0 ns and after aﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
iSWAP
p
obtained att ¼ 31 nswith1j rotations of I ’
65	 and II ’ þ60	. The fidelity F ¼ hc idj
jc idi of 

with the ideal density matrices jc idihc idj is 95% and 91%,
respectively, and is limited by errors on the preparation
pulse, statistical noise, and relaxation.
To quantify in a different way our ability to entangle the
two qubits, we prepare a Bell state j10i þ eic j01i (with
c ¼ II  I) using the pulse sequence of Fig. 1(c) with
t ¼ 31 ns and no 1j rotations, and measure the CHSH
FIG. 2 (color). Coherent swapping of a single excitation be-
tween the qubits. (a) Experimental (solid lines) and fitted
(dashed lines) occupation probabilities of the four computational
states j00i . . . j11i as a function of the coupling duration. No Z or
tomographic pulses are applied here. (b),(c) State tomography of




gate (right). (b) Ideal (empty bars) and experimental (color
filling) expected values of the 15 Pauli operators IX; . . . ; ZZ.
(c) Corresponding ideal (color-filled black circles with black
arrow) and experimental (red circle and arrow) density matrices,
as well as fidelity F and concurrence C. Each complex matrix
element is represented by a circle with an area proportional to its
modulus (diameter equals cell size for unit modulus) and by an
arrow giving its argument. See Sec. VI of the SM [14] for a real
and imaginary part representation of the matrices.
FIG. 3 (color). Test of the CHSH-Bell inequality on a j10i þ
eic j01i state by measuring the qubits along XI or YI and XII’ or
YII’ (see top-left inset), respectively. Blue (red) error bars are the
experimental CHSH entanglement witness determined from the
raw (readout-error corrected) measurements as a function of
the angle ’ between the measuring basis, whereas solid line is
a fit using c as the only fitting parameter. Height of error bars is
1 standard deviation ðNÞ (see bottom-right inset), with N the
number of sequences per point. Note that averaging beyond N ¼
106 does not improve the violation because of a slow drift of ’.




entanglement witness hXX’i þ hXY’i þ hYY’i  hYX’i
as a function of the angle ’ between the orthogonal
measurement bases of qubits I and II. Figure 3 compares
the results obtained with and without correcting the
readout errors with what is theoretically expected from
the decoherence parameters indicated previously:
unlike in [11] and because of a readout contrast limited
to 70%–75%, the witness does not exceed the classical
bound of 2 without correcting the readout errors. After
correction, it reaches 2.43, in good agreement with the
theoretical prediction (see also [16]), and exceeds the
classical bound by up to 22 standard deviations when
averaged over 106 sequences.





gate by quantum process tomography [1].








n characterized by a 16 16 matrix 
expressed here in the modified Pauli operator basis fP0kg ¼fI; X; Y0 ¼ iY; Zg2, for which all matrices are real. For that
purpose, we apply the gate (using pulse sequences similar to
that of Fig. 1(c), witht ¼ 31 ns and1j rotations) to the
16 input states fj0i; j1i; j0i þ j1i; j0i þ ij1ig2 and charac-
terize both the input and output states by quantum state
tomography. By operating as described previously, we
would obtain apparent input and output density matrices
including errors made in the state tomography itself, which
we do not want to include in the gate map. Instead, we fit the
16 experimental input Pauli sets by a model (see Sec. Vof
the SM [14]) including amplitude and phase errors for theX
and Y preparation and tomographic pulses, in order to
determine which operator set fPekg is actually measured.
The input and output matrices 
in;out corrected from the
tomographic errors only are calculated by inverting
the linear relation fhPeki ¼ Trð
PekÞg and by applying it to
the experimental Pauli sets. We then calculate from the
f
in;outg set an Hermitian  matrix that is not necessarily
physical due to statistical errors, and which we render
physical by taking the nearest Hermitian positive matrix.
This final  matrix is shown and compared to the ideal
matrix id in Fig. 4, which yields a gate fidelity Fg ¼
TrðidÞ ¼ 0:9 [17] for a single run of the gate. To better
understand the imperfections, we also show the map ~ of
the actual process preceded by the inverse ideal process
[18]. The first diagonal element of ~ is equal to Fg by
construction. Then, main visible errors arise from unitary
operations and reduce fidelity by 1%–2% (a fit yields a too
long coupling time inducing a 95	 swap instead of 90	 and
I;II rotations too small by 3.5
	 and 7	, respectively). On the
other hand the known relaxation and dephasing times re-
duce fidelity by 8% but is barely visible in ~ due to a spread
over many matrix elements with modulus of the order of or
below the 1%–2% noise level.
In conclusion, we have demonstrated a high fidelityﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
iSWAP
p
gate in a two Josephson qubit circuit with individ-
ual nondestructive single-shot readouts, observed a
violation of the CHSH-Bell inequality, and followed the
register’s dynamics by tomography. Although quantum
coherence and readout fidelity are still limited in this circuit,
they are sufficient to test in the near future simple quantum
algorithms and get their result in a single run, which would
demonstrate the concept of quantum speed-up.





a fidelity Fg ¼ 90%. Superposition of the ideal (empty thick
bars) and experimental (color-filled bars) upper part of the
Hermitian process matrix  (a) and lower part of the
Hermitian error matrix ~ (b), in the two-qubit Pauli operators
basis fII; . . . ; ZZg. Expected elements are marked with a star,
and elements below 1% are not shown. Each complex matrix
element is represented by a bar with height proportional to its
modulus and by an arrow at the top of the bar (as well as a filling
color for the experiment—see top inset) giving its argument. See
also Sec. VI of the SM [14] for a real and imaginary part
representation of these matrices and for additional information.
Labeled arrows indicate the main visible contributions to errors,
i.e., a too long swapping time (S), too small rotations I;II (Z),
and relaxation (T1)—see text.
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I. SAMPLE PREPARATION AND EXPERIMENTAL SETUP
• Sample fabrication: the sample is fabricated on a silicon chip oxidized over 50 nm. A 150 nm thick niobium layer
is first deposited by magnetron sputtering and then dry-etched in a SF6 plasma to pattern the readout resonators,
the current lines for frequency tuning, and their ports. Finally, the transmon qubit, the coupling capacitance
and the Josephson junctions of the resonators are fabricated by double-angle evaporation of aluminum through
a shadow mask patterned by e-beam lithography. The first layer of aluminum is oxidized in a Ar−O2 mixture
to form the oxide barrier of the junctions. The chip is glued with wax on a printed circuit board (PCB) and wire
bonded to it. The PCB is then screwed in a copper box anchored to the cold plate of a dilution refrigerator.
• Qubit microwave pulses: The qubit drive pulses are generated by two phase-locked microwave generators whose
continuous wave outputs are fed to a pair of I/Q-mixers. The two IF inputs of each of these mixers are provided
by a 4-Channel 1 GS/s arbitrary waveform generator (AWG Tektronix AWG5014). Single-sideband mixing in
the frequency range of 50− 300 MHz is used to generate multi-tone drive pulses and to obtain a high ON/OFF
ratio (> 50 dB) of the signal at the output of the mixers. Phase and amplitude errors of the mixers are corrected
by measuring the signals at the output and applying sideband and carrier frequency dependent corrections in
amplitude and offset to the IF input channels.
• Flux Pulses: The flux control pulses are generated by a second AWG and sent to the chip through a transmission
line, equipped with 40 dB of attenuation distributed over different temperature stages and a pair of 1 GHz
absorptive low-pass filters at 4 K. The input signal of each flux line is fed back to room temperature through
an identical transmission line and is then measured to compensate the non-ideal frequency response of the line.
• Readout Pulses: The pulses for the Josephson bifurcation amplifier (JBA) readouts are generated by mixing
the continuous signals of a pair of microwave generators with IF pulses provided by a 1 GS/s arbitrary function
generator. Each readout pulse consists of a measurement part with a rise time of 30 ns and a hold time of 100 ns,
followed by a 2µs long latching part at 90 % of the pulse height.
• Drive and Measurement Lines: The drive and readout microwave signals of each qubit are combined and sent to
the sample through a pair of transmission lines that are attenuated by 70 dB over different temperature stages
and filtered at 4 K and 300 mK. A microwave circulator at 20 mK separates the input signals going to the chip
from the reflected signals coming from the chip. The latter are amplified by 36 dB at 4 K by two cryogenic
HEMT amplifiers (CIT Cryo 1) with noise temperature 5 K. The reflected readout pulses get further amplified
at room temperature and are then demodulated with the continuous signals of the readout microwave sources.
The IQ quadratures of the demodulated signals are sampled at 1 GS/s by a 4-channel Data Acquisition system
(Acqiris DC282).
II. TWO-QUBIT HAMILTONIAN
The Hamiltonian of a Cooper pair box j [s2, s1] with total Coulomb energy EjC (for a Cooper pair), with total
Josephson energy EjJ(φj), with island charge Nj (in Cooper pair units) and conjugated phase variable δj, biased










with tan (δj,0) = djtan (piφj/φ0). In the
limit EjJ  EjC [8] that corresponds to the transmon qubit and when restricting the Hilbert space to the two lowest











J(φj)/h. When coupling two such transmon qubits by
2a capacitance Cc much smaller than each total island capacitance, the total Hamiltonian is H = H1 + H2 + Hint
with Hint = 2EICE
II
C/ECcN̂1N̂2 and ECc the Coulomb energy of a Cooper pair on the coupling capacitor. Using the




CνIνII/(2ECc). This symmetric and purely transverse
coupling term σIyσIIy (exchange term) is not surprising since each charge on a transmon island varying at the frequency
of the other qubit plays the role of a resonant gate drive for this second qubit, and makes it rotate around an equatorial
axis of its Bloch sphere. The precise YY nature (rather than XX for instance) is on the other hand meaningless and
is a matter of initial convention for the global phases of the |0〉 and |1〉 states.
III. SAMPLE PARAMETERS
The sample is first characterized by spectroscopy (see Fig. 1.b of main text). The incident power used is high enough
to observe the resonator frequency νR, the qubit line ν01, and the two-photon transition at frequency ν02/2 between
the ground and second excited states of each transmon (data not shown). A fit of the transmon model to the data
yields the sample parameters EIJ/h = 36.2 GHz, E
I
C/h = 0.98 GHz, dI = 0.2, E
II
J /h = 43.1 GHz, E
II
C/h = 0.87 GHz,
dII = 0.35, νIR = 6.84 GHz, and ν
II
R = 6.70 GHz. The qubit-readout anti crossing at ν = νR yields the qubit-readout
couplings gI0 ' gII0 ' 50 MHz. Independent measurements of the resonator dynamics (data not shown) yield quality
factors QI = QII = 730 and Kerr non linearities [s3],[13] KI/νIR ' KII/νIIR ' −2.3± 0.5× 10−5.
IV. READOUT CHARACTERIZATION
Errors in our readout scheme are discussed in detail in [13] for a single qubit. First, incorrect mapping |0〉 → 1 or
|1〉 → 0 of the projected state of the qubit to the dynamical state of the resonator can occur, due to the stochastic
nature of the switching between the two dynamical states. As shown in Fig. IV.1, the probability p to obtain the
outcome 1 varies continuously from 0 to 1 over a certain range of drive power Pd applied to the readout. When the
shift in power between the two p|0〉,|1〉(Pd) curves is not much larger than this range, the two curves overlap and errors
are significant even at the optimal drive power where the difference in p is maximum. Second, even in the case of
non overlapping p|0〉,|1〉(Pd) curves, the qubit initially projected in state|1〉 can relax down to |0〉 before the end of
the measurement, yielding an outcome 0 instead of 1. The probability of these two types of errors vary in opposite
directions as a function of the frequency detuning ∆ = νR − ν > 0 between the resonator and the qubit, so that a




can be increased [13] by shelving state
|1〉 into state |2〉 with a microwave pi pulse at frequency ν12 just before the readout resonator pulse. The smallest
errors eI,II0 and e
I,II
1 when reading |0〉 and |1〉 are found for ∆I = 440 MHz and ∆II = 575 MHz and are shown by
arrows in the top panels of Fig. IV.1: eI0 = 5% and eI1 = 13% (contrast cI = 1 − eI0 − eI1 = 82%), and eII0 = 5.5%
and eII1 = 12% (cII = 82%). When using the |1〉 → |2〉 shelving before readout, eI0 = 2.5% and eI2 = 9.5% (contrast
cI = 1− eI0 − eI2 = 88%), and eII0 = 3% and eII2 = 8% (cII = 89%). These best results are very close to those obtained
in [12], but are unfortunately not relevant to this work.
Indeed, when the two qubits are measured simultaneously, one has also to take into account a possible readout
crosstalk, i.e. an influence of the projected state of each qubit on the outcome of the readout of the other qubit.
We do observe such an effect and have to minimize it by increasing ∆I,II up to ∼ 1 GHz (where the dispersive shift
χ ' 2.5 MHz is still large enough), and by not using the shelving technique. An immediate consequence shown in
Fig. IV.1(b) is a reduction of the cI,II contrasts. The errors when reading |0〉 and |1〉 are now eI0 = 19 % and eI1 = 7 %
(contrast cI = 74%) and eII0 = 19 % and eII1 = 12 % (contrast cII = 69%). Then to characterize the errors due to
crosstalk, we measure the 4×4 readout matrix R linking the probabilities puv of the four possible uv outcomes to the
population of the four |uv〉 states. As shown in Fig. IV.1(c-d), we then rewrite R = CCT. (CI ⊗ CII) as the product of







In the worst case, the readout crosstalk is 2.1%. We also illustrate on the figure the impact of the readout errors on
our swapping experiment by comparing the bare readout outcomes uv, the outcomes corrected from the independent
readout errors only, and the|uv〉 population calculated with the full correction including crosstalk.
We now explain briefly the cause of the readout crosstalk in our processor. Unlike what was observed for other
qubit readout schemes using switching detectors [5], the crosstalk we observe is not directly due to an electromagnetic
perturbation induced by the switching of one detector that would help or prevent the switching of the other one.
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Figure IV.1: Readout imperfections and their correction. (a) Switching probabilities of the readouts as a function of their
driving power, with the qubit prepared in state|0〉 (blue), |1〉 ( red), or |2〉 (brown), at the optimal readout points. The arrows
and dashed segments indicate the readout errors and contrast, at the power where the later is maximum. (b) Same as (a) but at
readout points RI,II used in this work. (c-d) Single readout matrices CI,II and pure readout crosstalk matrix CCT characterizing
the simultaneous readout of the two qubits. (e-g) bare readout outcomes uv, outcomes corrected from the independent readout
errors only, and|uv〉 population calculated with the full correction including crosstalk for the swapping experiment of Fig. 2.
4Indeed, when both qubits frequencies νI,II are moved far below ν
I,II
R , the readout crosstalk disappears: the switching
of a detector has no measurable effect on the switching of the other one. The crosstalk is actually due to the rather
strong ac-Stark shift ∼ 2 (nH − nL) g20/(R− νR) ∼ 500 MHz of the qubit frequency when a readout resonator switches
from its low to high amplitude dynamical state with nL ∼ 10 and nH ∼ 102 photons, respectively. The small residual
effective coupling between the qubits at readout can then slightly shift the frequency of the other resonator, yielding
a change of its switching probability by a few percent. Note that coupling the two qubits by a resonator rather than
by a fixed capacitor would solve this problem.
V. REMOVING ERRORS ON TOMOGRAPHIC PULSES BEFORE CALCULATING THE GATE
PROCESS MAP
Tomographic errors are removed from the process map of our
√
iSWAP gate using the following method. The
measured Pauli sets corresponding to the sixteen input states are first fitted by a model including errors both in the
preparation of the state (index prep) and in the tomographic pulses (index tomo). The errors included are angular




I,II on the nominal pi/2 rotations around












, and a possible rotation µI,II
of the tomographic XY frame with respect to the preparation one. The rotation operators used for preparing the
states and for doing their tomography are thus given by
XprepI,II (pi) = e
−i(pi+εprepI,II )σI,IIx /2,





Y prepI,II (pi/2) = e
−i(pi/2+δprepI,II )[cos(ξI,II)σI,IIy −sin(ξI,II)σI,IIx ]/2,
XtomoI,II (pi/2) = e
−i(pi/2+ηtomoI,II )[sin(µI,II)σI,IIx +cos(µI,II)σI,IIy ]/2,





The sixteen input states are then
{
ρein = U |0〉 〈0|U†
}
with {U} = {II, XprepI (pi), Y prepI (pi/2), XprepI (−pi/2)} ⊗{III, XprepII (pi), Y prepII (pi/2), XprepII (−pi/2)}, and each input state yields a Pauli set {〈P ek 〉 = Tr (ρeinP ek )} with {P ek} ={II, XeI , Y eI , ZI} ⊗ {III, XeII, Y eII, ZII}, Xe = Y tomo(−pi/2)†σzY tomo(−pi/2), and Y e = Xtomo(pi/2)†σzXtomo(pi/2). Fig-
ure V.1 shows the best fit of the modeled {〈P ek 〉} set to the measured input Pauli sets, yielding εprepI = −1°, εprepII = −3°,
ηprepI = 3°, η
prep
II = 4°, δ
prep
I = −6°, δprepII = −3°, ηtomoI = −6°, ηtomoII = −4°, λtomoI = 12°, λtomoII = 5°, ξI = 1°, ξII = −2°,
and µI = µII = −11°.
Knowing the tomographic errors and thus {〈P ek 〉}, we then invert the linear relation {〈P ek 〉 = Tr (ρP ek )} to find the
16× 16 matrix B that links the vector −−→〈P ek 〉 to the columnized density matrix −→ρ , i.e. −→ρ = B.
−−→〈P ek 〉. The matrix B is
finally applied to the measured sixteen input and sixteen output Pauli sets to find the sixteen (ρin,, ρout)k couples to
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Figure V.1: Fitting of the pulse errors at state preparation and tomography. Measured (red) and fitted (blue - see text) Pauli
sets 〈P ek 〉 for the sixteen targeted input states {|0〉 , |1〉 , |0〉+ |1〉 , |0〉+ i |1〉}⊗2. The {II, IX, IY, IZ,XI, ...} operators indicated
in abscissa are the targeted operators and not those actually measured (due to tomographic errors).
6VI. REAL AND IMAGINARY PART REPRESENTATION OF THE MATRICES OF MAIN FIGURES 2
AND 4.
The ρ , χ and χ˜ matrices of figures 2 and 4 of the main text are represented in an unconventional way that allows
to encode both the modulus and the argument of each matrix element in the same matrix cell. Figures VI.1 to VI.3
show the same matrices using the more conventional real and imaginary part representation.
In addition, we show in Fig. VI.4 the contributions of relaxation, of inaccurate swapping time and of inaccurate
rotations θI,II to the error matrix χ˜. Contribution of relaxation is directly calculated from the independently measured
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Figure VI.1: Same ideal and experimental density matrices as in Fig. 2, before and after one operation of the
√
iSWAP
gate. (a) Color-filled black circles with black arrow is the ideal matrix whereas red circles and arrows is the experimental one.
Each complex matrix element is represented by a circle with an area proportional to its modulus (diameter = cell size for
unit modulus) and by an arrow giving its argument (usual trigonometric convention). (b) Real (top) and imaginary (bottom)
parts of the same matrices, with positive and negative numbers being encoded along the vertical direction. The ideal matrix
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Figure VI.2: Same ideal and experimental process matrix χ as in Fig. 4(a). Expected elements are marked with a star and
elements below 1% are not shown. (a) Each complex matrix element is represented by a bar with height proportional to its
modulus and by an arrow at the top of the bar (as well as a filling color for the experiment - see top inset) giving its argument.
(b) Real (top) and imaginary (bottom) parts of the same matrix, with positive and negative numbers being encoded along
the vertical direction. The ideal matrix is represented by thick black empty bars, whereas experimental data are shown as
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Figure VI.3: Same ideal and experimental error matrix χ˜ as in Fig. 4(b). The IIII matrix element is the only expected
one; elements with modulus below 1% are not shown. (a) Each complex matrix element is represented by a bar with height
proportional to its modulus and by an arrow at the top of the bar (as well as a filling color for the experiment - see left inset)
giving its argument. (b) Real (top) and imaginary (bottom) parts of the same matrix, with positive and negative numbers
being encoded along the vertical direction. The ideal matrix is represented by thick black empty bars, whereas experimental
data are shown as blue-filled (positive) or red-filled (negative) thin bars. Labeled arrows indicate the main visible contributions
to errors, i.e. a too long swapping time (S), too small rotations θI,II (Z), and relaxation (T1).
[s1] D. Vion et al., Science 296, 886 (2002).
[s2] A. Cottet, Ph.D. thesis, Universite Paris VI, 2002.
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Figure VI.4: Experimental (empty bars) and calculated (color-filled thin bars) χ˜ matrix for the three error contributions S, Z,
and T1 mentionned in the text and indicated in Figs. 4(b) and VI.3. Note that the vertical scale is expanded by a factor 10
with respect to other figures, and that matrix element IIII as well as elements with modulus below the statistical error of 1%
(see error bar) are not shown. Contribution T1 is directly calculated from the independently measured values of the relaxation
time T1, whereas contributions S and Z result from a fit to the whole experimental χ˜ matrix (including the many small elements
below 1%).
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We operate a superconducting quantum processor consisting of two tunable transmon qubits coupled by
a swapping interaction, and equipped with nondestructive single-shot readout of the two qubits. With this
processor, we run the Grover search algorithm among four objects and find that the correct answer is retrieved
after a single run with a success probability between 0.52 and 0.67, which is significantly larger than the 0.25
achieved with a classical algorithm. This constitutes a proof of concept for the quantum speed-up of electrical
quantum processors.
DOI: 10.1103/PhysRevB.85.140503 PACS number(s): 85.25.Cp, 03.67.Lx, 74.78.Na
The proposition of quantum algorithms1–3 that perform
useful computational tasks more efficiently than classical
algorithms has motivated the realization of physical systems4
able to implement them and to demonstrate quantum speed-up.
The versatility and the potential scalability of electrical circuits
make them very appealing for implementing a quantum pro-
cessor built as sketched in Fig. 1. Ideally, a quantum processor
consists of a scalable set of quantum bits that can be efficiently
reset, that can follow any unitary evolution needed by an
algorithm using a universal set of single- and two-qubit gates,
and that can be read projectively.5 The nonunitary projective
readout operations can be performed at various stages of an
algorithm, and in any case at the end in order to get the
final outcome. Quantum processors based on superconducting
qubits have already been operated, but they fail to meet
the above criteria in different aspects. With the transmon
qubit6,7 derived from the Cooper pair box,8 simple quantum
algorithms, namely, the Deutsch-Jozsa algorithm,9 the Grover
search algorithm,1 and a three-qubit quantum error correction
code, were demonstrated in two- and three-qubit processors
with the coupling between the qubits mediated by a cavity
also used for readout.10,11 In this circuit, the qubits are not
read independently, but the value of a single collective variable
is determined from the cavity transmission measured over
a large number of repeated sequences. By applying suitable
qubit rotations prior to this measurement, the density matrix
of the two-qubit register was inferred at different steps of the
algorithm, and it was found to be in good agreement with the
predicted one. Demonstrating quantum speed-up is, however,
more demanding than measuring a collective qubit variable
since it requests to obtain an outcome after a single run, i.e.,
to perform the single-shot readout of the qubit register. Up
to now, single-shot readout in superconducting processors has
been achieved only for phase qubits.12,13 In a multiphase-qubit
processor equipped with single-shot but destructive readout of
each qubit, the Deutsch-Jozsa algorithm9 was demonstrated
in Ref. 12 with a success probability of order 0.7 in a single
run, to be compared to 0.5 for a classical algorithm. Very
recently a similar processor ran a compiled version of Shor’s
algorithm,2 yielding prime factors of 15 with a 48% success
rate.14
Since the Deutsch-Jozsa classification algorithm is not
directly related to any practical situation, demonstrating
quantum speed-up for more useful algorithms in an electrical
processor designed along the blueprint of Fig. 1 is an important
goal.14 In this Rapid Communication, we report the operation
of a two-transmon-qubit processor15 that comes closer to
the ideal scheme than those previously mentioned, and the
single-shot run of the Grover search algorithm among four
objects. Since, in this case, the algorithm ideally yields the
answer after one algorithm step, its success probability after
a single run provides a simple benchmark. We find that our
processor yields the correct answer at each run, with a success
probability that ranges between 0.52 and 0.67, whereas a
single-step classical algorithm using a random query would
yield the correct answer with probability 0.25.
The sample and the setup used for this experiment are
the very same as those described and characterized in detail
in Ref. 15. The sample fabrication and parameters are
summarized in Secs. I and II of the Supplemental Material,16
whereas the scheme of our processor and its mode of operation
are recalled in Fig. 2: Two tunable transmon qubits coupled
by a fixed capacitor are embedded in two identical control
and readout subcircuits. The Hamiltonian of the two qubits
{I,II} is H/h = (−νIσ Iz − νIIσ IIz + 2gσ Iyσ IIy )/2, where σx,y,z
are the Pauli operators, νI,II are the qubit frequencies controlled
by the flux applied to each transmon superconducting quan-
tum intereference device (SQUID) loop with fast (0.5-GHz
bandwidth) local current lines, and g = 4.6 MHz  νI,II is the
coupling frequency controlled by the coupling capacitance (see
Sec. II of the Supplemental Material and Ref. 17). The achieved
frequency control allows us to place the two transmons on
resonance during times precise enough for performing the
universal two-qubit gate
√
iSWAP (Ref. 15) and the exchange
gate iSWAP used in this work. The qubit frequencies are tuned
to different values for single-qubit manipulation, two-qubit
gate operation, and readout (see Sec. III of the Supplemental
Material16). The readout is independently and simultaneously
performed for each qubit using the single-shot method of
Ref. 18. It is based on the dynamical transition of a nonlinear
resonator19,20 that maps the quantum state of each transmon
to the bifurcated or nonbifurcated state of its resonator, which
140503-11098-0121/2012/85(14)/140503(4) ©2012 American Physical Society
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FIG. 1. (Color online) Schematic blueprint of a quantum pro-
cessor based on quantum gates, represented here in the two-qubit
case relevant for our experiment. A quantum processor consists of
a qubit register that can perform any unitary evolution needed by
an algorithm under the effect of a universal set of quantum gates
(single-qubit gate U1, two-qubit gate U2). Ideally, all the qubits may
be read projectively, and may be reset.
yields a binary outcome for each qubit. This readout method
is potentially nondestructive, but its nondestructive character
is presently limited by relaxation during the readout pulse. In
order to further improve the readout fidelity, we resort to a
shelving method that exploits the second excited state of the
transmon. For this purpose, a microwave pulse that induces
a transition from state |1〉 toward the second excited state
|2〉 of the transmon is applied just before the readout pulse,
as demonstrated in Ref. 18 (this variant does not alter the
nondestructive aspect of the readout method since an extra
pulse bringing state |2〉 back to state |1〉 could be applied after
readout). Although the readout contrast achieved with this
shelving method and with optimized microwave pulses reaches
0.88 and 0.89 for the two qubits, respectively, the values
achieved at working points suitable for processor operation
are lower and equal to 0.84 and 0.83. The sources of readout
errors are discussed in Sec. IV of the Supplemental Material16
and include a small readout crosstalk contribution. The overall
readout fidelity is thus characterized by a 4 × 4 matrix R,
giving the readout outcome probabilities for each of the input
states of the two-qubit register.
In order to characterize the evolution of this register
during the algorithm, we determine its density matrix by state
tomography. For this purpose, we measure the expectation
values of the extended Pauli set of operators {σxI, . . . ,σzσz}
by applying the suitable rotations just before readout and by
averaging typically 104 times. Note that the readout errors are
corrected by inverting the readout matrixRwhen determining
the expectation value of the Pauli set, and thus do not contribute
to tomography errors, as explained in Ref. 15. The density
matrix ρ is then taken as the acceptable positive-semidefinite
matrix that, according to the Hilbert-Schmidt distance, is
the closest to the possibly nonphysical one derived from the
measurement set. In order to characterize the fidelity of the
algorithm at all steps, we use the state fidelity F = 〈ψ |ρ|ψ〉,
with |ψ〉 the ideal quantum state at the step considered; F
is in this case the probability for the qubit register to be in
state |ψ〉.
The Grover search algorithm1 consists of retrieving a
particular basis state in a Hilbert space of size N using a
function able to discriminate it from the other ones. This
function is used to build an oracle operator that tags the
searched state. Starting from the superposition |φ〉 of all
register states, a unitary sequence that incorporates the oracle
operator is repeated about
√



































FIG. 2. (Color online) Electrical scheme of the two-qubit cir-
cuit operated and typical sequence during processor operation.
(a) Two capacitively coupled transmon qubits have tunable frequen-
cies controlled by the flux induced in their SQUID loop by a local
current line. The coupling capacitance (center) yields a swapping
evolution between the qubits when on resonance. Each transmon is
embedded in a nonlinear resonator used for single-shot readout. Each
reflected readout pulse is routed to a cryogenic amplifier through
circulators, homodyned at room temperature, and acquired digitally,
which yields a two-bit outcome. (b) Typical operation of the processor
showing the resonant microwave pulses a(t) applied to the qubits and
to the readouts, on top of the dc pulses (polylines) that vary the
transition frequencies of qubit I (solid) and II (dashed). With the
qubits tuned at a first working point for single-qubit gates, resonant
pulses are applied for performing X and Y rotations, as well as small
flux pulses for Z rotations; qubits are then moved to the interaction
point for two-qubit gate operations. Such sequences can be combined
as needed by the algorithm. Qubits are then moved to their initial
working points for applying tomography pulses as well as a |1〉 → |2〉
pulse X12(π ) to increase the fidelity of the forthcoming readout.
Finally, they are moved to better readout points and read.
searched state with a high probability. The implementation of
Grover’s algorithm in a two-qubit Hilbert space often proceeds
in a simpler way21–26 since the result is obtained with certainty
after a single algorithm step. The algorithm then consists
of an encoding sequence depending on the searched state,
followed by a universal decoding sequence that retrieves it.
Grover’s algorithm thus provides a simple benchmark for
two-qubit processors. Its implementation with our quantum
processor is shown in Fig. 3(a). First, the superposed state |φ〉
is obtained by applying π/2 rotations around the Y axis for
the two qubits. The oracle operator Ouv tagging the two-qubit
state |uv〉 ≡ |u〉I ⊗ |v〉II to be searched is then applied to
state |φ〉. Each Ouv consists of an iSWAP gate followed by
a Z(±π/2) rotation on each qubit, with the four possible sign
combinations (−,−), (+,−), (−,+), and (+,+) corresponding
to uv = 00, 01, 10, and 11, respectively. In the algorithm we
140503-2
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FIG. 3. (Color online) (a) Experimental sequence used for im-
plementing the Grover search algorithm on four objects. First,
Y (π/2) rotations are applied to produce the superposition |φ〉 =
(1/2)∑u,v |uv〉 of all basis states; then one of the four possible oracles
(corresponding to the four sign combinations of the Z rotations) is
applied. The tagged state is then decoded in all cases using an iSWAP
operation followed by X(π/2) rotations. (b) State tomography at two
steps of the algorithm (ρ matrices) and success probability after a
single run (histograms). The bright dots on the left-hand side mark
the basis state tagged by each oracle operator used. The amplitude
of each matrix element is represented by a disk [black for the ideal
density matrix, red (gray) for the measured one] and its phase by an
arrow (as well as a filling color for the ideal matrix). After applying
the oracle, the information on the tagged state is encoded in the phase
of six particular elements of ρ. After decoding, the tagged state should
be the only matrix element present in ρ. The fidelity Ffinal actually
obtained is indicated in this element. The probability distribution
of the single-run readout outcomes is shown on the right-hand side
(bright box for the correct answer, solid dark boxes for the wrong
ones).
use, the encoding is a phase encoding as in Ref. 10. When
applied to |φ〉, each oracle operator inverts the sign of the
component corresponding to the state it tags, respectively, to
the other ones. The density matrix, after applying the oracle,
ideally takes a simple form: The amplitude of all coefficients
is 1/4, and the phase of an element ρrs is ϕrs = π (δrt + δst ),
where t corresponds to the state tagged by the oracle operator.
The state tomography performed after applying the oracle,
shown in Fig. 3(b), is in good agreement with this prediction.
More quantitatively, we find that after having applied the
oracle operator, the intermediate fidelity is Fint = 0.87, 0.80,
0.84, and 0.82, respectively. The last part of the algorithm
consists in transforming the obtained state in the searched
state irrespectively of it, or equivalently to transform the phase
information distributed over the elements of the density matrix
in a weight information with the whole weight on the searched
state. This operation is readily performed by applying an iSWAP
gate followed by X(π/2) rotations for both qubits. We find that
the fidelity of the density matrix at the end of the algorithm
is Ffinal = 0.70, 0.62, 0.67, and 0.66, respectively. We explain
both Fint and Ffinal by gate errors at a 2% level, by errors in the
tomography pulses at a 2% level, as well as by decoherence
during the whole experimental sequence [at the coupling point,
relaxation times are T I1 	 450 ns and T II1 	 500 ns, and the
effective dephasing times T Iϕ 	 T IIϕ 	 2 μs (Ref. 15)].
We now consider the success probability obtained after a
single run (with no tomography pulses), which probes the
quantum speed-up actually achieved by the processor. We find
(see Fig. 3) that our processor does yield the correct answer
with a success probability PS = 0.67, 0.55, 0.62, and 0.52 for
the four basis states, which is smaller than the density matrix
fidelity Ffinal. One notices that the difference between Ffinal
and PS, mostly due to readout errors, slightly depends on the
searched state: The larger the energy of the searched state, the
larger is the difference. This dependence is well explained by
the effect of relaxation during the readout pulse, which is the
main error source at readout, the second one being readout
crosstalk. One also notices that the outcome errors are dis-
tributed over all the wrong answers. To summarize, the errors
of our implementation of Grover’s algorithm originate both
from small unitary errors accumulated during the algorithm,
and from decoherence during the whole sequence, in particular,
during the final readout.
We finally discuss the significance of the obtained results
in terms of quantum information processing. The achieved
success probability is smaller than the theoretically achievable
value 1, but nevertheless it is sizably larger than the value
of 0.25 obtained by running once the classical algorithm
that consists in making a random trial. From the point of
view of a user who has to find out which unknown oracle
has been given to him, the fidelity of the algorithm outcome
is fab = 0.57, 0.63, 0.57, and 0.59 for the 00, 01, 10, and
11 outcomes, respectively, as explained in Sec. V of the
Supplemental Material.16 Despite the presence of errors,
this result demonstrates the quantum speed-up for Grover’s
algorithm when searching in a Hilbert space with a small
size N = 4.
In conclusion, we have demonstrated the operation of
the Grover search algorithm in a superconducting two-qubit
processor with a single-shot nondestructive readout. This result
indicates that the quantum speed-up expected from quantum
algorithms is within reach of superconducting quantum bit
processors. Demonstrating the
√
N speed-up for Grover’s
algorithm in larger Hilbert spaces requires a qubit architecture
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more scalable than the present one, which presently is a major
challenge in the field.
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I. SAMPLE PREPARATION
The sample is fabricated on a silicon chip oxidized over 50 nm. A 150 nm thick niobium
layer is first deposited by magnetron sputtering and then dry-etched in a SF6 plasma to
pattern the readout resonators, the current lines for frequency tuning, and their ports.
Finally, the transmon qubit, the coupling capacitance and the Josephson junctions of the
resonators are fabricated by double-angle evaporation of aluminum through a shadow mask
patterned by e-beam lithography. The first layer of aluminum is oxidized in a Ar − O2
mixture to form the oxide barrier of the junctions. The chip is glued with wax on a printed
circuit board (PCB) and wire bonded to it. The PCB is then screwed in a copper box
anchored to the cold plate of a dilution refrigerator.
II. SAMPLE PARAMETERS
The sample is first characterized by spectroscopy [15]. The incident power used is high
enough to observe the resonator frequency νR, the qubit line ν01, and the two-photon tran-
sition at frequency ν02/2 between the ground and second excited states of each transmon.
A fit of the transmon model to the data yields the sample parameters, i.e. total Josephson
energies of the transmons in zero magnetic field EIJ/h = 36.2 GHz and EIIJ /h = 43.1 GHz,
total charging energies EIC/h = 0.98 GHz and EIIC/h = 0.87 GHz, assymetries between the
two junctions of a transmon dI = 0.2 and dII = 0.35. The measured resonance frequencies
of the readout resonators are νIR = 6.84 GHz, and νIIR = 6.70 GHz. The qubit-readout anti-
crossing at ν = νR yields the qubit-readout couplings gI0 ' gII0 ' (2pi) 50 MHz. Independent
measurements of the resonator dynamics yield quality factors QI = QII = 730 and Kerr non
linearities [15,17] KI/νIR ' KII/νIIR ' −2.3± 0.5× 10−5.
III. EXPERIMENTAL SETUP
• Qubit resonant microwave pulses: The qubit drive pulses are generated by two phase-
locked microwave generators feeding a pair of I/Q-mixers. The IF inputs are provided
by a 4-Channel1 GS/s arbitrary waveform generator (AWG Tektronix AWG5014).
Single-sideband mixing in the frequency range of 50-300 MHz is used to generate
2
multi-tone drive pulses and to obtain a high ON/OFF ratio (> 50 dB). Phase and
amplitude errors are corrected by applying suitable sideband and carrier frequency
dependent corrections to the amplitude and offset of the IF signals.
• Qubit frequency control: Flux control pulses are generated by a second AWG and sent
to the chip through a transmission line equipped with 40 dB total attenuation and a
pair of 1 GHz dissipative low-pass filters at 4 K. The input signal of each flux line is
returned to room temperature through an identical transmission line and measured,
which allows to compensate the non-ideal frequency response of the line.
• Readout pulses: The driving pulses for the Josephson bifurcation amplifier (JBA) read-
outs are generated by mixing the continuous signals of a pair of microwave generators
with IF pulses provided by a 1 GS/s arbitrary waveform generator (AWG Tektronix
AWG5014). Each readout pulse consists of a measurement part with a rise time of
30 ns and a hold time of 100 ns, followed by a 2µs long latching part at 90 % of the
pulse height.
• Drive and measurement lines: The drive and readout microwave signals of each qubit
are combined and sent to the sample through a pair of transmission lines with total
attenuation 70 dB and filtered at 4 K and 300 mK. A microwave circulator at 20 mK
protects the chip from the amplifier noise. The signals are amplified by 36 dB at 4 K
by two cryogenic HEMT amplifiers (CIT Cryo 1) with noise temperature 5 K. The
reflected readout pulses are amplified and demodulated at room temperature. The IQ
quadratures of the demodulated signals are sampled at 1 GS/s by a 4-channel data
acquisition system (Acqiris DC282).
IV. READOUT ERRORS
Errors in our readout scheme are discussed in detail in Ref. [15] for a single qubit. First,
incorrect mapping |0〉 → 1 or|1〉 → 0 of the projected state of the qubit to the dynamical
state of the resonator can occur, due to the stochastic nature of the switching between
the two dynamical states. As shown in Fig. 4.1, the probability p to obtain the outcome
1 varies continuously from 0 to 1 over a certain range of drive power Pd applied to the















































(a) Switching probability p of each readout as a function of its peak driving power, when its qubit
is prepared in state |0〉 (blue), |1〉 (red), or |2〉 (brown), with the other qubit being far detuned.
The arrows indicate the readout errors where the contrast is optimal with (brown) and without
(red) |1〉 → |2〉 shelving. (b) Readout matrix R giving the probabilities of the four ab outcomes,
for the four computational input states |uv〉, when using |1〉 → |2〉 shelving. Each matrix elements
is represented by a circle of area proportional to its value (a unit circle would touch the cell
borders).
this range, the two curves overlap and errors are significant even at the optimal drive power
where the difference in p is maximum. Second, even in the case of non overlapping p|0〉,|1〉(Pd)
curves, the qubit initially projected in state|1〉 can relax down to |0〉 before the end of the
measurement, yielding an outcome 0 instead of 1. The probability of these two types of
errors vary in opposite directions as a function of the frequency detuning ∆ = νR − ν > 0
between the resonator and the qubit, so that a compromise has to be found for ∆. As
explained in the main text, we use a shelving method to the second excited state in order to




, with a microwave pi pulse at frequency
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ν12 bringing state |1〉 into state |2〉 just before the readout pulse. The smallest errors eI,II0
and eI,II1 when reading |0〉 and |1〉 are found for ∆I = 440 MHz and ∆II = 575 MHz: eI0 = 5%
and eI1 = 13% (contrast cI = 1− eI0− eI1 = 82%), and eII0 = 5.5% and eII1 = 12% (cII = 82%).
When using the |1〉 → |2〉 shelving before readout, eI0 = 2.5% and eI2 = 9.5% (contrast
cI == 1 − eI0 − eI2 = 88%), and eII0 = 3% and eII2 = 8% (cII = 89%). These best results are
very close to those obtained in Ref. [15] of main text, but cannot however be exploited for
simultaneous readout of the two qubits.
Indeed, when the two qubits are measured simultaneously, we find an influence of the
projected state of each qubit on the outcome of the readout of the other one. In order to
to minimize this spurious effect, we increase the detuning ∆I,II up to ∼ 1 GHz with respect
to previous optimal values. An immediate consequence shown in Fig. S4.1(a) is a reduction
of the cI,II contrasts. The errors when reading |0〉 and |1〉 are then eI0 = 10 % and eI1 = 16 %
(contrast cI = 74%) and eII0 = 12 % and eII1 = 15 % (contrast cII = 73%). When shelving
the qubit in state |2〉 , the errors are eI0 = 5 %, eI2 = 11 % (contrast cI = 84%), eII0 = 5 %,
eII2 = 12 % (contrast cI = 83%). The readout errors are captured in the 4×4 readout matrix
R shown in Fig. S4.1(c), that gives the probabilities puv of the four possible outcomes for
the different input states using the |1〉 → |2〉 shelving technique. This matrix R is used to
correct the readout errors only when doing state tomography, and not when the running the
algorithm once. The cause of the readout crosstalk in our processor is discussed in Ref. [15].
V. ALGORITHM FIDELITY
From the point of view of a user that would search which unknown oracle has been
given to him, the fidelity fab of the algorithm for each possible outcome ab is fab =
pab/Oab/
(
pab/O00 + pab/O01 + pab/O10 + pab/O11
)
with pab/Ouv the probability of obtaining out-
come ab knowing that Ouv has been used. These probabilities are shown in table V.1,
yielding f00,01,10,11 = 0.57, 0.63, 0.57, and 0.59.
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ab/Ouv O00 O01 O10 O11
∑
fab
00 0.666 0.192 0.188 0.122 1.168 57.0 %
01 0.127 0.554 0.071 0.122 0.874 63.4 %
10 0.128 0.106 0.615 0.239 1.088 56.5 %
11 0.079 0.148 0.126 0.517 0.870 59.4 %
Table V.1: Conditional probabilities pab/Ouv and statistical fidelities fab for all possible outcomes
ab, measured for our version of Grover’s algorithm.
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