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1. Introduction
In this paper, we consider the 2-D liquid crystal ﬂow
⎧⎨
⎩
ut + u · ∇u − u + ∇p = −∇ · (∇d  ∇d),
∇ · u = 0,
dt + u · ∇d =
(
d + |∇d|2d). (1.1)
Here u(x, t) : R2 × (0,+∞) → R2 represents the velocity ﬁeld of the ﬂow, while d(x, t) : R2 ×
(0,+∞) → S2 is a unit-vector ﬁeld representing the macroscopic molecular orientation, and P (x, t) :
R
2 × (0,+∞) → R stands for the hydrostatic pressure. The notation ∇d∇d denotes a matrix whose
i j-th entry is 〈∂xi d, ∂x j d〉. Moreover, the associated initial condition is given by
(
u(x,0),d(x,0)
)= (u0(x),d0(x)). (1.2)
The above system is a simpliﬁed version of the Ericksen–Leslie model, which reduces to the Ossen
Frank model in the static case, for the hydrodynamics of nematic liquid crystals. It is a macroscopic
continuum description of the time evolution of the materials under the inﬂuence of both the ﬂow ﬁeld
* Corresponding author.
E-mail addresses: xu_x@math.psu.edu (X. Xu), zfzhang@math.pku.edu.cn (Z. Zhang).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.08.028
1170 X. Xu, Z. Zhang / J. Differential Equations 252 (2012) 1169–1181u(x, t), and the macroscopic description of the microscopic orientation conﬁgurations d(x, t) of rod-
like liquid crystals. Roughly speaking, the system (1.1) is a coupling between the non-homogeneous
Navier–Stokes equation and the transported heat ﬂow of harmonic maps.
The hydrodynamic theory for nematic liquid crystals was developed between 1958 and 1968 (cf.
[3–5,7,8]). Since then there has been a remarkable progress in liquid crystal research in both theo-
retical and experimental aspects. Much of the work concerns the material response to ﬂow, surface
alignment, and electric and magnetic ﬁelds, particularly with regard to liquid crystals of nematic type.
The interested readers can refer to the survey articles in [9]. On the other hand, the initial systematic
analytical work stemmed from a series of papers by Lin and Liu (cf. [11–13]). In their papers, to relax
the nonlinear constraint |d| = 1, one penalty term, namely (|d|2−1)2
ε2
, was added to the Ossen Frank
energy function. However, it remains an open and challenging problem to study the limiting case as
ε tends to zero.
In the recent papers [10] and [6], the authors proved the global existence of weak solutions to the
system (1.1)–(1.2), that are smooth away from at most ﬁnitely many singular times in 2-D smooth
bounded domains and the whole space R2, respectively. Furthermore, in [10] the authors established
the regularity theorem for the weak solution, in the sense that if the initial data (u0,d0) satisﬁes the
smallness condition ∫
Ω
|u0|2 + |∇d0|2 dx 8π, (1.3)
then the corresponding global weak solution is regular. Meanwhile, in the very recent paper [14], the
authors proved that the global weak solution (u,d) is unique in the class of all weak solutions to
(1.1)–(1.2) that enjoy the following properties: there exist K ∈ N and 0 < S1 < · · · < SK < +∞ such
that d ∈ L∞([0,+∞), H1(Ω)) and
d ∈
K−1⋂
i=0
⋂
ε>0
L2
([Si, Si+1 − ε], H2(Ω))∩ L2loc([Sk,+∞), H2(Ω)).
This paper is devoted to the discussion of regularity and uniqueness of global weak solutions to the
problem (1.1)–(1.2). We provide a new smallness condition for the regularity of the global solution.
Further, we give a new proof of the uniqueness of global solutions to (1.1)–(1.2). First let us turn to
some functional settings. For a given unit vector a ∈ S2, we denote
H1
(
R
2,R3
) def= {u: u − a ∈ H1(R2,R3), |u| = 1 a.e. in R2}.
Given two positive constants τ and T with τ < T , we denote
V (τ , T )
def=
{
d :R2 × [τ , T ] → S2: d(t) ∈ H1a
(
R
2, S2
)
for a.e. t ∈ [τ , T ] and satisﬁes
sup
t∈[τ ,T ]
∫
R2
∣∣∇d(x, t)∣∣2 dx+
T∫
τ
∫
R2
∣∣∇2d∣∣2 + |∂td|2 dxdt < ∞
}
,
and
H(τ , T )
def=
{
u :R2 × [τ , T ] →R2: v is measurable and satisﬁes
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t∈[τ ,T ]
∫
R2
∣∣v(x, t)∣∣2 dx+
T∫
τ
∫
R2
|∇v|2 dxdt < ∞
}
.
Our main results are stated as follows.
Theorem 1.1. Let (u0,d0) ∈ L2(R2,R2) × H1a (R2, S2) with divu0 = 0. If
exp
(
216
(
‖u0‖2L2 +
1
16
)2)
‖∇d0‖2L2 <
1
16
, (1.4)
then there exists a unique global week solution (u,d) ∈ H(0,+∞) × V (0,+∞) of (1.1)–(1.2). Moreover, it is
also smooth, namely (u,d) ∈ C∞(R2 × (0,∞)).
Remark 1.2. Given u0 ∈ L2(R2), the condition (1.4) holds if ‖∇d0‖2L2 is chosen suitably small. In par-
ticular, it indicates that one can generate global solutions that are smooth for t > 0 for the large initial
velocity.
Theorem 1.3. For any (u0,d0) ∈ L2(R2,R2)× H1a (R2, S2) with divu0 = 0, the global week solution (u,d) ∈
H(0,+∞) × V (0,+∞) of (1.1)–(1.2) is unique.
Remark 1.4. In the case of bounded domain, similar results should be true. In fact, the uniqueness
part has been proved in [14].
2. Existence and regularity of weak solution
This section is devoted to the proof of Theorem 1.1. Let us recall a local existence result given by
M.-C. Hong [6].
Theorem 2.1. Let (u0,d0) ∈ L2(R2,R2) × H1a (R2, S2) with divu0 = 0. There exists a local solution (u,d) ∈
H(0, T ) × V (0, T ) of (1.1)–(1.2) for some T > 0.
Remark 2.2. Since d ∈ V (0, T ), it is easy to see that ∇d is absolutely continuous on [0, T ].
Assume that (u,d) is a solution of (1.1)–(1.2) stated in Theorem 2.1. In the following, we present
the uniform estimates for the solution. First of all, (u,d) satisﬁes the following basic energy inequal-
ity [6]:
∫
R2
(∣∣u(x, t)∣∣2 + ∣∣∇d(x, t)∣∣2)dx+ 2
T∫
0
∫
R2
(∣∣d + |∇d|2d∣∣2 + |∇u|2)dxdt

∫
R2
(∣∣u0(x)∣∣2 + ∣∣∇d0(x)∣∣2)dx. (2.1)
Multiplying both sides of the second equation of (1.1) with −(d + |∇d|2d), then integrating the
resulting equation over R2, using the incompressibility condition and the fact that d is a unit-vector
ﬁeld, we obtain
1
2
d
dt
‖∇d‖2L2 +
∫
2
∣∣d + |∇d|2d∣∣2 dx = ∫
2
u · ∇dddx. (2.2)
R R
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∫
R2
|d|2 dx =
∫
R2
∣∣∇2d∣∣2 dx,
combined with Young’s inequality and (2.1), we have
∫
R2
u · ∇dddx ‖d‖L2‖∇d‖L4‖u‖L4

√
2‖d‖
3
2
L2
‖∇d‖
1
2
L2
‖u‖
1
2
L2
‖∇u‖
1
2
L2

‖d‖2
L2
8
+ 216‖u‖2L2‖∇u‖2L2‖∇d‖2L2

‖d‖2
L2
8
+ 216(‖u0‖2L2 + ‖∇d0‖2L2)‖∇u‖2L2‖∇d‖2L2 . (2.3)
On the other hand, since (a + b)2  a22 − b2, we get
∫
R2
∣∣d + |∇d|2d∣∣2 dx ‖d‖2L2
2
− ‖∇d‖4L4 
‖d‖2
L2
2
− 2‖∇d‖2L2‖d‖2L2 . (2.4)
If the initial data ‖∇d0‖2L2 < 116 , then there exists T1 > 0 such that for any t ∈ [0, T1],
∥∥∇d(t)∥∥2L2  18 . (2.5)
We denote by T ∗1 the maximal time such that (2.5) holds on [0, T ∗1 ]. Therefore by (2.2)–(2.4), it follows
that for any t ∈ [0, T ∗1 ],
d
dt
‖∇d‖2L2 +
‖d‖2
L2
4
 432
(
‖u0‖2L2 +
1
16
)
‖∇u‖2L2‖∇d‖2L2 . (2.6)
Using Gronwall’s inequality and (2.1), we deduce from (2.6) that
∥∥∇d(t)∥∥2L2 + 14
t∫
0
∥∥d(τ )∥∥2L2 dτ  e432(‖u0‖2L2+ 116 )
∫ T∗1
0 ‖∇u(τ )‖2L2 dτ ‖∇d0‖2L2
 e216(‖u0‖
2
L2
+ 116 )2‖∇d0‖2L2 ,
which implies that T ∗1 = T and
∥∥∇d(t)∥∥2L2 + 14
t∫ ∥∥d(τ )∥∥2L2 dτ  116 , (2.7)0
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e
216(‖u0‖2L2+
1
16 )
2‖∇d0‖2L2 
1
16
.
Let T ∗ be a maximal existence time for the solution (u,d). Then the uniform estimate (2.1) and
(2.7) ensure that T ∗ = +∞ by continuity argument and moreover the solution (u,d) is smooth on
R
2 × (0,+∞) by Theorem 1.2 in [10].
3. Uniqueness of weak solution
This section is devoted to the proof of the uniqueness of weak solution in the class H(0, T ) ×
V (0, T ). Let (u1,d1) and (u2,d2) be two weak solutions of (1.1) with the same initial data. We denote
δu = u2 − u1, δd = d2 − d1.
Then (δu, δd) satisﬁes the following equations:
⎧⎪⎪⎨
⎪⎪⎩
∂tδu − δu + ∇δp = δF,
∇ · δu = 0,
∂tδd − δd = δG,
δu(x,0) = 0, δd(x,0) = 0,
(3.1)
where (δF , δG) is given by
δF = −u2 · ∇δu − δu · ∇u1 − ∇ ·
(∇δd  ∇d2)− ∇ · (∇d1  ∇δd),
δG = −δu · ∇d2 − u1 · ∇δd +
∣∣∇d2∣∣2d2 − ∣∣∇d1∣∣2d1.
Before presenting the proof of the uniqueness, we explain why it cannot be directly deduced from
L2 energy estimate. Taking L2 energy estimate to (3.1), we get
1
2
d
dt
(‖δu‖2L2 + ‖∇δd‖2L2)+ (‖∇δu‖2L2 + ‖δd‖2L2)= 〈δF, δu〉 + 〈δG, δd〉.
The main diﬃculty arises from the estimate of the following term
〈∣∣∇d2∣∣2d2 − ∣∣∇d1∣∣2d1,δd〉= 〈(∣∣∇d2∣∣2 − ∣∣∇d1∣∣2)d2,δd〉+ 〈∣∣∇d1∣∣2δd,δd〉,
where the second term on the right hand side is bounded by
∥∥∇d1∥∥2L4‖δd‖L∞‖δd‖L2  C∥∥∇d1∥∥2L2∥∥d1∥∥2L2‖δd‖2L∞ + 110‖δd‖2L2 ,
while ‖δd‖L∞ cannot be bounded by ‖δd‖H1 in two dimensions. In this paper, we overcome this
diﬃculty by working in the Sobolev space with negative index and making the subtle Littlewood–
Paley analysis for the nonlinear terms.
Now let us turn to the details. Applying the operator  j to both sides of (3.1), we obtain
{
∂t jδu −  jδu + ∇ jδp =  jδF,
∂  δ −  δ =  δG.t j d j d j
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1
2
d
dt
‖ jδu‖2L2 + ca j22 j‖ jδu‖2L2  〈 jδF, jδu〉, (3.2)
1
2
d
dt
‖ jδd‖2L2 + ca j22 j‖ jδd‖2L2  〈 jδG, jδd〉. (3.3)
Here a j = 1 for j  0 and a j = 0 for j = −1. Given s ∈ (0, 12 ), we denote
U (t) = sup
j−1
2−2sj‖ jδu‖2L2 , D(t) = sup
j−1
22(1−s) j‖ jδd‖2L2 .
Step 1. Estimate of 〈 jδF , jδu〉
First of all, we consider 〈 j(δu · ∇u1), jδu〉. Using Bony’s decomposition (A.1), we write
 j
(
δu · ∇u1
)=  j(T(δu)i∂iu1)+  j(T∂i u1(δu)i)+  j R((δu)i, ∂iu1).
Noticing that
 j
(
T(δu)i∂iu
1)= ∑
| j′− j|4
 j
(
S j′−1δu · ∇ j′u1
)
,
it follows from Lemma A.1 that
∥∥ j(T(δu)i∂iu1)∥∥L2  ∑
| j′− j|4
‖S j′−1δu‖L∞
∥∥∇ j′u1∥∥L2
 C2 j(1+s)U (t) 12
∥∥∇u1∥∥L2 . (3.4)
Here we used the following estimate:
‖S j′−1δu‖L∞ 
∑
	 j′−2
‖	δu‖L∞  C
∑
	 j′−2
2	‖	δu‖L2  C2 j
′(1+s)U (t)
1
2 .
Similarly, we have
∥∥ j(T∂i u1(δu)i)∥∥L2  ∑
| j′− j|4
∥∥S j′−1∇u1∥∥L∞‖ j′δu‖L2
 C2 j(1+s)U (t) 12
∥∥∇u1∥∥L2 . (3.5)
Due to div δu = 0, we have
 j R
(
(δu)i, ∂iu
1)= ∑
j′, j′′ j−3; | j′− j′′|1
∇ ·  j
(
 j′δu ⊗  j′′u1
)
,
from which and Lemma A.1, it follows that
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j′, j′′ j−3; | j′− j′′|1
‖ j′δu‖L2
∥∥ j′′u1∥∥L2
 C2 j(1+s)U (t) 12
∥∥u1∥∥H1 . (3.6)
We infer from (3.4)–(3.6) that
〈
 j
(
δu · ∇u1
)
, jδu
〉
 C22 js
∥∥u1∥∥2H1U (t) + c822 j‖ jδu‖2L2 . (3.7)
Next, we consider
〈
 j
(
u2 · ∇δu
)
, jδu
〉= 〈 j(u2 · ∇δu)− u2 · ∇ jδu, jδu 〉.
Using Bony’s decomposition (A.1) again, we write
 j
(
u2 · ∇δu
)=  j(Tu2i ∂iδu) +  j(T∂iδu u2i )+  j R(u2i , ∂iδu),
u2 · ∇ jδu = Tu2i ∂i jδu + T
′
∂i jδu
u2i .
Then we have
 j
(
u2 · ∇δu
)− u2 · ∇ jδu = [ j, Tu2i ]∂iδu +  j(T∂iδu u2i )+  j R(u2i , ∂iδu)− T ′∂i jδu u2i .
Similarly to (3.4) and (3.6), we can obtain
∥∥ j(T∂iδu u2i )∥∥L2 + ∥∥ j R(u2i , ∂iδu)∥∥L2  C2 j(1+s)U (t) 12 ∥∥u2∥∥H1 . (3.8)
Noting that
T ′∂i jδu u
2
i =
∑
j′ j−2
S j′+2∂i jδu j′u2i ,
from which and Lemma A.1, it follows that
∥∥T ′∂i jδu u2i ∥∥L2  C ∑
j′ j−2
2 j‖ jδu‖L∞
∥∥ j′u2∥∥L2
 22 j+ jsU (t) 12
∑
j′ j−2
2− j′2 j′ ‖ j′u‖L2
 C2 j(1+s)U (t) 12
∥∥u2∥∥H1 . (3.9)
In view of the deﬁnition of  j , we write
[Tu2i , j]∂iδu =
∑
| j′− j|4
[
S j′−1u2i , j
]
∂i j′δu
=
∑
| j′− j|4
22 j
∫
2
h
(
2 j(x− y))(S j′−1u2i (x) − S j′−1u2i (y))∂i j′δu(y)dyR
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∑
| j′− j|4
23 j
∫
R2
1∫
0
y · ∇ S j′−1u2i (x− τ y)dτ∂ih
(
2 j y
)
 j′δu(x− y)dy,
from which and Young’s inequality, it follows that
∥∥[Tu2i , j]∂iδu∥∥L2  C
∑
| j′− j|4
∥∥∇ S j′−1u2∥∥L∞‖ j′δu‖L2
 C2 j(1+s)U (t) 12
∥∥u2∥∥H1 . (3.10)
Summing up (3.8)–(3.10), we obtain
〈
 j
(
u2 · ∇δu
)
, jδu
〉
 C22 js
∥∥u2∥∥2H1U (t) + c822 j‖ jδu‖2L2 . (3.11)
Finally, let us turn to 〈 j∇ · (∇δd ∇d2), jδu〉. Using Bony’s decomposition (A.1) again, we write
 j
(∇δd∇d2)=  j(T∇δd∇d2)+  j(T∇d2∇δd) +  j R(∇δd,∇d2).
As in the proofs of (3.4) and (3.6), we have
∥∥ j(T∇δd∇d2)∥∥L2 + ∥∥ j R(∇δd,∇d2)∥∥L2  C2 js∥∥∇d2∥∥H1D(t) 12 .
By Gagliardo–Nirenberg inequality and Lemma A.1, we have
∥∥ j(T∇d2∇δd)∥∥L2  ∑
| j− j′|4
∥∥∇d2∥∥L4‖ j′∇δd‖L4
 C
∥∥∇d2∥∥ 12
L2
∥∥d2∥∥ 12
L2
∑
| j− j′|4
2
3
2 j‖ j′δd‖L2
 C2
j
2 s
∥∥∇d2∥∥ 12
L2
∥∥d2∥∥ 12
L2
D(t)
1
4
∑
| j− j′|4
2 j‖ j′δd‖
1
2
L2
.
Thus we obtain
〈
 j∇ ·
(∇δd  ∇d2), jδu 〉 C22sj(1+ ∥∥∇d2∥∥2L2)∥∥∇d2∥∥2H1D(t)
+ c
100
∑
| j− j′|4
23 j
′ ‖ j′δd‖2L2 +
c
8
22 j‖ jδu‖2L2 . (3.12)
Then it follows from (3.7), (3.11) and (3.12) that
〈 jδF, jδu〉 C22sj
∥∥(u1,u2)∥∥2H1U (t) + C22sj(1+ ∥∥(∇d1,∇d2)∥∥2L2)∥∥(∇d1,∇d2)∥∥2H1D(t)
+ c
50
∑
23 j
′ ‖ j′δd‖2L2 +
3c
8
22 j‖ jδu‖2L2 . (3.13)| j− j′|4
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First of all, by a similar argument as in deriving (3.12), we have
〈
 j
(
δu · ∇d2
)
, jδd
〉
 C22(s−1) j
(
1+ ∥∥∇d2∥∥2L2)∥∥∇d2∥∥2H1U (t)
+ c
100
∑
| j− j′|4
2 j
′ ‖ j′δu‖2L2 +
c
8
22 j‖ jδd‖2L2 , (3.14)
and as in (3.11), we can show that
〈
 j
(
u1 · ∇δd
)
, jδd
〉
 C22 j(s−1)
∥∥u1∥∥2H1D(t) + c822 j‖ jδd‖2L2 . (3.15)
Next we consider the last part of δG and write
∣∣∇d2∣∣2d2 − ∣∣∇d1∣∣2d1 = ∇δd · (∇d1 + ∇d2)d2 + ∣∣∇d1∣∣2δd.
Given j  10, we have the following decomposition (see also [15]):
∇δd · ∇d1d2 =
∑
k1,k2,k3: max(k2,k3) j+10, |k2−k3|5
k1d
2k2∇δd · k3∇d1
+
∑
k1,k2,k3: max(k2,k3) j+10, |k2−k3|>5
k1d
2k2∇δd · k3∇d1
+
∑
k1,k2,k3: max(k2,k3)< j+10,k1> j−10
k1d
2k2∇δd · k3∇d1
+ S j−9d1S j−9∇δd · S j−9∇d1
+ S j−9d1
j+10∑
	= j−10
∇	δd ·
j+10∑
	= j−10
∇	d1
+ S j−9d1S j−9∇δd ·
j+10∑
	= j−10
∇	d1
+ S j−9d1
j+10∑
	= j−10
	∇δd · S j−9∇d1
def= I1 + · · · + I7.
In the following, we use Lemma A.1 to estimate I1 − I7. For I1, we have
‖ j I1‖L2  C2 j
∑
k2,k3 j+5
∥∥d2∥∥L∞‖k2∇δd‖L2∥∥k3∇d1∥∥L2
 C2 jsD(t) 12
∥∥∇d1∥∥H1 ,
and similarly for I5 and I6, we also have
‖ j I5‖L2 + ‖ j I6‖L2  C2 jsD(t)
1
2
∥∥∇d1∥∥ 1 ,H
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‖ j I3‖L2 
∑
k1,k2,k3: max(k2,k3)< j+10,k1> j−10
∥∥k1d2∥∥L2‖k2∇δd‖L∞∥∥k3∇d1∥∥L∞
 C2 jsD(t) 12
∥∥∇d2∥∥H1 .
For I7, we have
‖ j I7‖L2 
j+10∑
	= j−10
‖	∇δd‖L4
∥∥S j−9∇d1∥∥L4
 C2
j
2 s
∥∥∇d1∥∥ 12
L2
∥∥d1∥∥ 12
L2
D(t)
1
4
j+10∑
	= j−10
2	‖	δd‖
1
2
L2
.
Note that in the summation of  j I2, if k2  k3, then k1 > j or k3 > j. Thus we have
‖ j I2‖L2  C2 j
∑
k3> j,k2 j+10 or k2> j,k3 j+10
‖k2∇δd‖L2
∥∥k3∇d1∥∥L2
+ C2 j
∑
k1> j,k2 j+10
∥∥k1d2∥∥L2‖k2∇δd‖L2
+ C2 j
∑
k1> j,k3 j+10,k2 j
∥∥k1d2∥∥L2‖k2∇δd‖L∞∥∥k3∇d1∥∥L2
 C2 jsD(t) 12
(∥∥(∇d1,∇d2)∥∥H1 + ∥∥∇d1∥∥L2∥∥∇d2∥∥H1).
On the other hand, for j < 10,
∥∥ j(∇δd∇d1d2)∥∥L2  ∥∥ j∇(δd∇d1d2)∥∥L2 + ∥∥ j(δd∇(∇d1d2))∥∥L2
 C
(
1+ ∥∥(∇d1,∇d2)∥∥L2)∥∥(∇d1,∇d2)∥∥H1‖δd‖L2 .
This proves that
〈
 j
(∇δd · (∇d1 + ∇d2)d2), jδd〉 C22 j(s−1)(1+ ∥∥(∇d1,∇d2)∥∥2L2)∥∥(∇d1,∇d2)∥∥2H1D(t)
+ c
100
j+10∑
	= j−10
22 j‖	δd‖2L2 . (3.16)
Similarly, we decompose |∇d1|2δd as
∣∣∇d1∣∣2δd = ∑
k1,k2,k3: max(k2,k3) j+10, |k2−k3|5
k1δdk2∇d1 · k3∇d1
+
∑
k ,k ,k : max(k ,k ) j+10, |k −k |>5
k1δdk2∇d1 · k3∇d11 2 3 2 3 2 3
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∑
k1,k2,k3: max(k2,k3)< j+10,k1> j−10
k1δdk2∇d1 · k3∇d1
+ S j−9δd S j−9∇d1 · S j−9∇d1
+ S j−9δd
j+10∑
	= j−10
∇	d1 ·
j+10∑
	= j−10
∇	d1
+ 2S j−9δd S j−9∇d1 ·
j+10∑
	= j−10
∇	d1
def= II1 + · · · + II6.
First,  j II4 = 0. For II5 and II6, we have
‖ j II5‖L2 + ‖ j II6‖L2  C2 jsD(t)
1
2
∥∥∇d1∥∥L2∥∥∇d1∥∥H1 .
For II1, we have
‖ j II1‖L2  C2 j
∑
k1> j,k2,k3> j+5, |k2−k3|5
‖k1δd‖L4
∥∥k2∇d1∥∥L4∥∥k3∇d1∥∥L2
+ C2 j
∑
k1 j,k2,k3> j+5
‖k1δd‖L∞
∥∥k2∇d1∥∥L2∥∥k3∇d1∥∥L2
 C2 jsD(t) 12
∥∥∇d1∥∥L2∥∥∇d1∥∥H1 .
For II2, we have
‖ j II2‖L2  C2 j
∑
k1,k3> j,k2> j+10,k2k3
‖k1δd‖L4
∥∥k2∇d1∥∥L2∥∥k3∇d1∥∥L4
+ C2 j
∑
k1> j,k2> j+10,k3 j
‖k1δd‖L2
∥∥k2∇d1∥∥L2∥∥k3∇d1∥∥L∞
+ C2 j
∑
k1 j,k2> j+10,k3> j
‖k1δd‖L∞
∥∥k2∇d1∥∥L2∥∥k3∇d1∥∥L2
 C2 jsD(t) 12
∥∥∇d1∥∥L2∥∥∇d1∥∥H1 .
For II3, we have
‖ j II3‖L2  2 j
∑
k1> j−10
‖k1δd‖L2
∥∥∇d1∥∥2L4
 C2 jsD(t) 12
∥∥∇d1∥∥L2∥∥∇d1∥∥H1 .
Thus we obtain
〈
 j
(∣∣∇d1∣∣2δd), jδd〉 C22 j(s−1)D(t)∥∥∇d1∥∥2L2∥∥∇d1∥∥2H1 + c 22 j‖δd‖2L2 . (3.17)8
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〈 jG, jδd〉 C22(s−1) j
(
1+ ∥∥∇d2∥∥2L2)∥∥∇d2∥∥2H1U (t)
+ C22 j(s−1)[∥∥u1∥∥2H1 + (1+ ∥∥(∇d1,∇d2)∥∥2L2)∥∥(∇d1,∇d2)∥∥2H1]D(t)
+ c
100
∑
| j− j′|4
2 j
′ ‖ j′δu‖2L2 +
c
50
∑
| j− j′|10
22 j
′ ‖ j′δd‖2L2 . (3.18)
Since (u1,d1), (u2,d2) ∈ H(0, T ) × V (0, T ), we infer from (3.2), (3.3), (3.13) and (3.18) that
U (t) + D(t) C
t∫
0
h(τ )
(
U (τ ) + D(τ ))dτ
for some h(τ ) ∈ L1(0, T ). Then Gronwall’s inequality implies that
U (t) + D(t) = 0, t ∈ [0, T ].
Thus weak solution is unique.
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Appendix A
In this appendix, we recall some basic facts on the Littlewood–Paley theory, see [2] for more
details. Choose two nonnegative radial functions χ , ϕ ∈ S(Rn) supported respectively in B = {ξ ∈
R
n, |ξ | 43 } and C = {ξ ∈Rn, 34  |ξ | 83 } such that for any ξ ∈ Rn ,
χ(ξ) +
∑
j0
ϕ
(
2− jξ
)= 1.
The frequency localization operator  j and S j are deﬁned by
 j f = ϕ
(
2− j D
)
f = 2nj
∫
Rn
h
(
2 j y
)
f (x− y)dy, for j  0,
S j f = χ
(
2− j D
)
f =
∑
−1k j−1
k f = 2nj
∫
Rn
h˜
(
2 j y
)
f (x− y)dy, and
−1 f = S0 f ,  j f = 0 for j −2.
Here h = F−1ϕ and h˜ = F−1χ .
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 jk f = 0 if | j − k| 2 and
 j(Sk−1 fk f ) = 0 if | j − k| 5.
The Bony’s decomposition from [1] is given by
uv = Tuv + Tvu + R(u, v), (A.1)
with
Tuv =
∑
j
S j−1u j v, R(u, v) =
∑
| j′− j|1
 ju j′ v,
and we also denote
T ′u v = Tuv + R(u, v).
The following Berstein’s inequality will be constantly used.
Lemma A.1. (See [2].) Let 1 p  q∞. Assume that f ∈ Lp , then there hold
supp fˆ ⊂ {|ξ | C2 j} ⇒ ∥∥∂α f ∥∥Lq  C2 j|α|+nj( 1p − 1q )‖ f ‖Lp ,
supp fˆ ⊂
{
1
C
2 j  |ξ | C2 j
}
⇒ ‖ f ‖Lp  C2− j|α| sup
|β|=|α|
∥∥∂β f ∥∥Lp .
Here the constant C is independent of f and j.
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