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ABSTRACT
Techniques currently available to practicing engineers for estimating wind loads for
petrochemical structures have little theoretical or experimental basis.

This dissertation

research is an effort to expand the understanding of wind effects on petrochemical and other,
similar structures.
Petrochemical structures introduce geometric scales into wind tunnel model
simulations below what are common for enclosed structures. Wind tunnel experiments were
performed to help determine whether this will introduce problems in achieving dynamic
similarity between models and prototypes.

The experiments did not reveal any clear

indication that petrochemical structures cannot be modeled in wind tunnels at scales similar
to those used for enclosed buildings.
Aerodynamic coefficients were measured for models of open frame structures,
partially clad structures, and vertical vessels in the LSU Wind Tunnel Laboratory. When
possible, the values were compared with the literature or current analysis techniques. For
open frames, diagonal braces and solid flooring had significant effects on the wind loads
which are not reflected in current analysis methods. Shielding of equipment located within
open frames was found to be underestimated by current analysis methods. Wind loads for
partially clad structures exceeded those of enclosed structures with similar overall geometry
for some cladding configurations. Wind loads for vertical vessels in paired arrangements
were found to deviate significantly from wind load estimates for single vessels – a fact that is
not represented adequately in current analysis techniques.

When appropriate,

recommendations were made to address the shortcomings in wind load analysis for these
structures.

xiv

An analytical model was developed to describe the variation of the wind force
coefficient for higher-solidity open frame structures with respect to solidity ratio and plan
aspect ratio. The model reproduced trends in experimental data from previous researchers
and provided insight into the development of upper-bound wind loads for open frame
structures.
Experimental data was used to estimate the bias and variance of analytical estimates
of wind force coefficients for petrochemical structures. Applying recommendations from
this research reduced the variance in these estimates.

The structural reliability of a

petrochemical structure designed for wind loads according to current industry guidelines is
only slightly lower than an enclosed structure.

xv

CHAPTER 1: INTRODUCTION
1.1

A Brief Description of the Problem
In order to design safe, serviceable, and economical structures, engineers must be able to

estimate the loads that these structures are required to resist with sufficient accuracy. Among all
the various loads that may act on a structure, engineers’ understanding and ability to quantify
wind effects are amongst the poorest and least accurate.

The last few decades have yielded

many advances in the understanding of wind effects on buildings. Full scale experiments and
modern wind tunnel testing practices specifically suited for buildings and other structures have
provided a wealth of data describing the interaction of atmospheric winds on many engineered
and natural structures. This and much theoretical, experimental, and computational research on
general bluff body aerodynamics continue to provide contemporary engineers with new
analytical tools.
As the field of wind engineering continues to develop, more complicated problems are
undertaken. There has been much progress in describing the behavior of the wind around
enclosed buildings, both high rise and low rise. However, there is a general lack of focused
research and data pertaining to structures that have open framing or have unusual shapes and
various exterior and interior exposed appurtenances. These types of structures are commonly
found in petrochemical and other industrial process facilities. Figures 1.1 and 1.2 illustrate
typical petrochemical structures. The 2004 and 2005 hurricane season recently demonstrated the
vulnerability of petrochemical process structures. As hurricanes Ivan, Dennis, Katrina, Rita, and
Wilma struck the U.S. Gulf Coast, the world saw energy prices soar as oil and natural gas
production and processing facilities were shut down, evacuated, damaged, and under repair for
time periods as long as weeks and months. Furthermore, the possibility if harmful environmental
impact is also real in the event of structural damage.
1

Figure 1.1 Photograph of an open frame petrochemical structure

Figure 1.2 Photograph of partially clad structures in petrochemical facility

2

Wind effects on these structural forms are characterized by complex aerodynamic
shielding and interference effects and by the presence of a wide spectrum of dimensional scales.
In particular the following problems will be examined in this dissertation:
•

How do variations in the geometric configuration of open framed structures affect their
overall wind loading? In addition to variations in framing layout, other items include the
presence of partial cladding or the presence of flooring on some levels.

•

Are there better ways to estimate the shielding effects among the framing elements and
equipment and appurtenances that are commonly housed within process structures?

•

Are there ways to estimate wind loads on open framed structures that are so densely
occupied by equipment that they appear nearly solid? Currently available methods require
the designer to calculate loads and shielding effects on individual components and account
for the cumulative wind load effect of each of these parts. For dense structures this is an
onerous task, and likely not an accurate one, given our feeble understanding of aerodynamic
shielding and interference effects inside structures like these.

•

Are the currently available methods for estimating wind loads on tall, vertical vessels
accurate? How should the effects of exposed external elements such as platforms, ladders,
nozzles, piping, and railings be treated for these generally cylindrical structures? These
structures are commonly in close proximity to other similar structures.

Do these

configurations require special consideration?
•

Are there reasonable upper bound aerodynamic coefficients for petrochemical structures that
would enable designers to conservatively specify structural framing without advance
knowledge of all of the minute details of the geometry and process equipment configuration?

•

Wind tunnel testing will be engaged to answer the above questions. Do conventional wind
tunnel modeling practices have limitations particular to petrochemical structures?
3

•

How does the accuracy and precision (or lack thereof) of our wind load estimation for
petrochemical structures influence the reliability of the structures we design and construct?
Is there a level of precision beyond which our efforts to define these wind loads will yield
little gain in reliability?

1.2

Goals and Objectives
In order to make progress toward answering the questions listed in Section 1.1, the

following general goals and accompanying specific objectives have been established to organize
the effort:
Goal 1: Review the available literature relevant to wind loads on petrochemical structures to
investigate the possibility that some issues may be resolved by adapting the results from previous
published data and research.
Objective 1.1: Review wind loading codes, standards, and guides from various countries
and organizations.
Objective 1.2: Review published research relevant to wind loading of petrochemical
structures and other similar structures.
Objective 1.3: Review literature on fundamental bluff body aerodynamics research.
Goal 2: Determine whether or not current wind tunnel testing practices are appropriate for open
frame and other industrial process structures.
Objective 2.1: Measure the surface pressures on single and tandem square prisms in
smooth flow for Reynolds number ranges at and below the conventionally accepted level
for flow pattern insensitivity.
Objective 2.2: Analyze the data gathered while undertaking the previous objective to
determine if the pressure fields and drag coefficients over the range of Reynolds numbers
exhibit significant variation.
4

Goal 3: Evaluate the effectiveness of current analysis methods for estimating wind loads on
open frame petrochemical structures.
Objective 3.1: Measure the wind loads on modeled open frame process structures in
various configurations in a boundary layer flow field to compare the measured values
with values computed from current methods.
Objective 3.2: Study the effects of flooring on wind loads and recommend procedures to
account for these effects.
Objective 3.3: Study the effects of mutual aerodynamic interference between frame
elements and equipment elements and recommend procedures to account for these
effects.
Goal 4: Understand the aerodynamic behaviors of partially clad frames.
Objective 4.1: Measure the wind loads on models of partially clad frameworks in smooth
and turbulent flow fields with uniform velocity profiles and turbulent boundary layer
flow conditions. The measurements are for models of two different plan aspect ratios (1:1
and 3:1) and multiple cladding configurations.
Objective 4.2:

Study the variations in the force coefficient with the cladding

configurations with a view toward identifying possible upper bound load configurations.
Goal 5: Understand the overall wind loads on open frame process structures with high projected
solidities.
Objective 5.1:

Review the results from the present and also previous research to

determine what variables are most important in determining the overall wind loads.
Objective 5.2:

Determine an empirical relationship between the wind load and the

variables identified in the previous objective.

5

Objective 5.3: Examine the possibility of defining an upper bound wind load for highsolidity open frame structures.
Goal 6: Evaluate the effectiveness of current analysis methods for estimating wind loads on
vertical vessels.
Objective 6.1:

Measure the wind loads on modeled vertical vessels in various

configurations in a boundary layer flow field to compare the measured values with values
computed from current methods.
Objective 6.2: Study the effects of neighboring vessel proximity on wind loads and
recommend procedures to account for these effects.
Goal 7: Understand the effect of accuracy and precision in force coefficient estimations on
structural reliability.
Objective 7.1: Consider the force coefficient as a random variable, and establish mean
value, standard deviation, and probability distribution type for the aerodynamic force
coefficient for petrochemical structures.
Objective 7.2: Perform a numerical analysis of the effect on the reliability index to
variation in force coefficient for typical structural components.
1.3

The Organization of This Dissertation
This dissertation approaches the problem of wind effects on industrial process structures

in a broad manner. Several different topics are treated, providing results useful for immediate
application as well as groundwork for future research. The results of an extensive literature
review are presented in Chapter 2. Chapter 3 briefly describes the methods employed in carrying
out the experimental components of the work.

Chapter 4 describes research aimed at

determining if the conventional laboratory experimental practices developed for wind tunnel
testing of enclosed buildings are appropriate for petrochemical process structures. In Chapters 5
6

through 8, the results of wind tunnel experiments and analysis on four structural forms common
to industrial process facilities are presented. Chapter 5 examines an open frame tower containing
simulated process equipment under various configurations.

The results of wind tunnel

experiments on partially clad open frameworks for different aspect ratios and cladding
arrangements are described in Chapter 6. An analysis of the aerodynamic behaviors of openframed structures with dense framing and equipment configurations is presented in Chapter 7. A
vertical vessel with appurtenances such as stairs, platforms, and mix lines has been modeled in
the wind tunnel in various configurations. The results of these experiments and subsequent
analysis are presented in Chapter 8. Chapter 9 treats the research from the perspective of
structural reliability. Each of chapters 5 through 9 will describe how the results relate to current
structural engineering practice. Possible modifications to standard practice are recommended
when appropriate. Concluding remarks and recommendations for future research are found in
Chapter 10.
1.4

Background
This dissertation is supported by a conceptual framework consisting of elements from

various disciplines including fluid mechanics, applied structural engineering practice, and
meteorology. The following sections present this larger context for this work.
1.4.1 The Probabilistic Basis of Structural Engineering Practice
The fundamental concept in structural engineering is that the loads placed on a structure
must be exceeded by the capability of a structure to resist those demands. This concept can be
extended to the design or analysis of any engineered system; the demands on a facility must be
exceeded by the facilities ability to meet those demands. Structural engineers may apply this
rationale to specify the required bending capacity of a beam, while highway engineers may apply
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it to determine the required number of lanes on a freeway. This concept can be illustrated by the
following limit state equation:
R–Q>0

(1.1)

Where R is the resistance of a structural element, and Q is the load effect acting on that element,
and R and Q are expressed in the same units.
Much of modern structural engineering practice is implicitly based on a probabilistic
design approach. Although the formula in Equation 1.1 appears simple, the reality is much more
complex. R and Q are both random variables with probability distributions associated with their
values. As such, there is a finite probability that any given structural element will not satisfy
Equation 1.1. This concept is illustrated in Figure 1.3. Two curves are shown: one representing
the probability that the structural load effect (Q) will have a particular value, x, and the other
represents the probability that the resistance capacity (R) will have a value, x. The areas under
each of these probability distributions equal unity, indicating that these curves encompass all
possible values of load effect and resistance. The probability distribution function (PDF) for
resistance is narrower than the PDF for load effect. This is typical for real structures and
illustrates that an engineer’s ability to predict structural response is generally more precise than
his ability to predict the loads themselves. Another typical feature of this plot is that the PDF for
the resistance is generally to the right of the PDF for the load effect. This indicates that, on
average, the structure’s resistance capacity exceeds the load effect on the structure.

The

locations under the overlapping region for the two distributions correspond to all the possible
cases in which Equation 1.1 is not satisfied. The area under this region defines the probability of
failure for a structural element, where failure may be defined by considerations such as collapse,
material yield or rupture, excessive deflection, or unacceptable vibration.
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Resistance,
R(x)

PDF(x)

Load effect,
Q(x)

Failure

x
Figure 1.3 Probability distributions for structural load effects (Q) and resistance (R)
Complicating matters further, R and Q are both functions of many more random
variables, each with their own probability distributions. Among the variables contributing to the
resistance, R, are material properties, member dimensions, and analysis methods and
assumptions. Likewise there are many variables contributing to the load effect, Q. Among them
are the various design loads such as dead, live, and wind loads, but also the variables that
contribute to our estimation of those loads. Wind loads in particular, are a function of many
random variables, as we shall see in Section 2.6. Each of the variables contributing to R and Q
has its own nominal value, mean value, coefficient of variation, and associated probability
distribution. These elements conspire to determine the resulting location and shape of the R and
Q distributions for a particular structural element. Modern structural engineering codes and
standards aim to provide uniform probabilities of failure for all the different structural elements,
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materials, and load conditions. This is accomplished by multiplying the nominal loads and
resistances by load and resistance factors so that the R and Q distributions of the designed
element are sufficiently separated, and their intersecting areas are brought to an acceptable level.
More detailed discussions of this concept are found in Nowak and Collins (2000) and Holmes
(2001).
If our understanding of the variables contributing to structural loads and resistances are
crude and carry a great deal of uncertainty, then the R and Q distributions will be more spread
out, and larger safety factors are required in order to achieve an acceptably low probability of
failure. Simply stated, safety factors are related to the distance between the peaks of the R and Q
distributions.

Therefore, as uncertainty in our estimates of structural loads and responses

increases, so do the required safety factors, and with them the material expense required to
supply a structure robust enough to satisfy Equation 1.1. Wind load estimates, in particular,
carry a great deal of uncertainty, and improvements in engineer’s abilities to accurately describe
these effects can lead to considerable benefit in balancing safety and efficiency in structures.
1.4.2 Wind Load Formulation
In the United States, the standard for calculating structural loads is ASCE 7, Minimum
Design Loads for Buildings and Other Structures (ASCE, 2006). This standard is referenced by
many model building codes, and consequently its provisions are the law in many jurisdictions.
Chapter 6 of this standard contains provisions and commentary relating particularly to the
estimation of wind loads. Equation 1.2 below is provided in ASCE 7 to calculate wind loads on
“other structures” and has been adopted by ASCE’s guide, Wind Loads and Anchor Bolt Design
for Petrochemical Facilities (1997) for application to petrochemical structures.
W = qz·G·Cf·Af

(1.2)

where W has units of force (mass · length / time2) and,
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qz = velocity pressure at centroid of area ((mass · length / time2) / length2 ),
G = gust effect factor (dimensionless),
Cf = force coefficient (dimensionless), and
Af = projected area normal to wind (length2).
Each of the terms in Equation 1.2 depends on many other factors which are particular to each
structure and to the site on which it is located. These are discussed in the following sections.
1.4.3 Velocity Pressure
Strictly speaking velocity pressure is a function only of the density of the air and the wind
speed and can be expressed in consistent units as shown in Equation 1.3
q = ½ ·ρ ·V2

(1.3)

where q has units of pressure ((mass · length / time2)/ length2 ) and

ρ = density of air (mass / length3) and
V = wind speed (length / time).
The velocity pressure, qz, in Equation 1.2 depends on several factors including the elevation
above ground, the terrain exposure (or surface roughness) of the surrounding area, the
topography of the surrounding area, the likelihood of the wind direction corresponding to a
critical axis for the structure, and the importance of the structure in addition to the density of air
and the wind speed.

Equation 1.4 shows the expression used in ASCE 7 (2006) for the

computation of the velocity pressure. The units are not consistent in this expression, and
therefore a coefficient is required in order to yield a result in units of pound-force / feet2. Other
standards may use slightly different forms, but most will incorporate similar variables.
qz = 0.00256 · Kz · Kzt · Kd · V2 · I

(1.4)

where, qz has units of pressure in English units (pound-force / feet2 ) and
Kz = exposure factor (dimensionless),
11

Kzt = topographic factor (dimensionless),
Kd = directionality factor (dimensionless),
V = wind speed (miles / hour), and
I = importance factor.
The wind speed in Equation 1.4 is defined for open terrain at a standard elevation of 33 feet (10
m). The design wind speed is a function of geography. ASCE 7 (2006) provides a wind speed
map for the United States with isotachs of V for nominal return intervals of 50 years.
The exposure factor adjusts the velocity pressure for elevations, z, that differ from 33 feet
and terrain exposures other than open country. Friction generated from the presence buildings
and trees tends to impede the flow of wind near the ground surface, resulting in a variation of
wind speed with respect to height above the ground. For engineering purposes a simple power
law expression such as Equation 1.5 can be used to effectively describe these variations in wind
speed with height (Holmes, 2001).
 z 
V = V10  
 10 

α

(1.5)

where,
V = wind speed (length / time),
V10 = wind speed at elevation of 10 meters (length / time),
z = elevation (length, in meters here), and

α = factor varying with terrain roughness.
An illustration of how wind speed varies with height for three different types of terrain is shown
in Figure 1.4. The three profiles correspond to urban and suburban, open country, and flat
unobstructed terrain.
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The calculation of the exposure factor, Kz, in ASCE 7 is in a slightly different form than
Equation 1.5. Equation 1.6 shows the expression for Kz given by ASCE 7. The reference
elevation, zg, is the nominal height of the atmospheric boundary layer. The factor, α, in the
exponent is the inverse of the factor that appears in Equation 1.5. The expression is squared
because the correction is applied to the velocity pressure and not the velocity itself. Finally, Kz
does not vary below an elevation of 15 feet (4.6 meters) above the ground.
For 15 ft • z • zg

For z < 15 ft

Kz = 2.01 ( z / zg )2/α

Kz = 2.01 ( 15 / zg )2/α

(1.6)

where,
z = elevation above ground (length, in feet here),
zg = height of the atmospheric boundary layer (length, in feet here), and

α = factor varying with terrain roughness.
ASCE recognizes three distinct terrain exposures (analogous to the ones referred to in Figure
1.4) and values of the factor, α, for each of these are tabulated in ASCE 7.
The directionality factor reduces the velocity pressure to account for the low probability
that the design wind speed will have a direction corresponding to the most aerodynamically
and/or structurally vulnerable orientation of the facility. This factor will vary depending on the
shape of the structure. A structure with radial symmetry about the vertical axis (such as a
cylindrical chimney or stack) will not receive as much reduction as a rectangular building. The
importance factor effectively adjusts the return interval for the wind load to allow the user
flexibility when designing structures requiring different performance characteristics.

For

example, a light storage building with no human occupancy does not warrant design to the same
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mean recurrence interval wind speed as a hospital, which is expected to perform well in all but

Elevation

the most extreme events.

Urban/Suburban

Open country

Flat unobstructed terrain

Wind Speed

Figure 1.4 Variation of wind speed with elevation in different terrains

1.4.4 Gust Effect Factor
Design wind speeds are typically expressed as single values, but the speed of the natural
wind shows a great deal of variation. Our everyday experience of the turbulence or “gustiness”
of the wind bears witness to this phenomenon. Since the forces exerted by the wind on a
structure depend on the wind speed, it follows that these forces also vary in a way that is related
to the variations of velocity in the natural wind. The following discussion of gust effects is
largely based on important early work by A. G. Davenport (1961) and B. J. Vickery (1965).
It is convenient to describe fluctuating quantities such as wind speed and wind load in the
frequency domain rather than in the time domain.
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Three important parameters which are

relevant to the behavior of structures in natural, gusty winds are the nature of the turbulence (i.e.
scale and frequency content), the size of the structure relative to the turbulent features, and the
natural vibration frequency or frequencies of the structure. All three of these parameters can be
represented by continuous functions in the frequency domain. One such function is a spectrum,
which describes mathematically how the variation of a process is distributed with frequency.
Figure 1.5 illustrates a typical normalized spectrum of wind speed (Holmes, 2001). The area
under the curve in Figure 1.5 represents the total mean square variation of wind speed during a
time record. The shape of the curve indicates that the fluctuations in wind speed have varying
frequency content, and that certain frequencies contribute more to the overall variation in the
record.
Another frequency domain function, called a transfer function, describes how input
frequencies are transmitted by a system. A transfer function for a structural/mechanical system
with one degree of freedom and some damping is shown in Figure 1.6. This plot shows the
response of a single degree of freedom vibrating system to time-varying force inputs of
sinusoidal form with frequencies varying with respect to the natural frequency of the system.
This transfer function is called the mechanical admittance. When the input frequency is lower
than the natural frequency, the response of the system is essentially the same as the static
response and the amplification factor is unity. If the input frequency corresponds with the
natural frequency (frequency ratio near unity) there is significant amplification of the system
response.

If the input frequency is higher than the system’s natural frequency, there is

attenuation in the response, and the amplification factor is less than unity (Tedesco, et al., 1999).
Aerodynamic admittance can also be represented in the frequency domain by a transfer
function. Aerodynamic admittance relates the size of a structure to the spatial correlation and
frequency of the turbulent features in the approaching wind. If a structure is sufficiently large,
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fluctuations in wind velocity will not occur simultaneously over the entire structure. In this case,
the variations of wind speed will not produce comparable variations in overall wind loads on the
structure. In effect, small turbulent features (occurring at high frequencies) will be filtered by
the system and not fully represented in the resulting overall loads. Figure 1.7 illustrates a
transfer function for aerodynamic admittance.

Wind Speed Spectral Density

0.3

0.2

0.1

0
0.01

0.1
1
Reduced Frequency

10

Figure 1.5 Spectral density function for variations of wind speed. The frequency is reduced to
non-dimensional form by the length scale of turbulence and the mean wind speed.

The force generated on a structure in turbulent wind depends on a product function of the
wind speed spectrum, the mechanical admittance, and the aerodynamic admittance.

The

resulting function gives the spectral density of the force variations. The area under the resulting
curve corresponds to the mean square of the variations in wind force. Figure 1.8 illustrates the
response spectral density functions for four different structures – small/rigid, large/rigid,
small/flexible, and large/rigid.

Two components of the response are easily identified: the
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background and resonant components. The background component of the response corresponds
to the areas under the left sides of the curves.

amplification factor

100

10

1

0.1

0.01
0.01

0.1

1

10

frequency ratio

Figure 1.6 Transfer function for a single degree of freedom vibrating structural/mechanical
system with light damping.

Aerodynamic Admittance

10

1

0.1

0.01
0.01

0.1
1
Reduced Frequency

10

Figure 1.7 Aerodynamic admittance function. The frequency is reduced to non-dimensional form
by the square root of a body’s area and the mean wind speed. (Vickery, 1965).
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These result from low-frequency variations in wind speeds that do not excite the natural
vibration mode of the structure. The resonant response corresponds to the area under the spikes
in the curves on the right side. The resonant component of the response results from an
excitement of the natural vibration mode by wind speed variations that have frequency content at
or near the natural frequency of the structure. The spectral density of natural wind speed
variation is concentrated in the range 0.01 ~ 0.1 hz. Typically, only very flexible structures such
as long-span bridges and tall buildings will have natural frequencies at or near this range. Stiffer
structures will still experience some excitement of higher resonant modes, but this effect will
diminish as the natural frequency increases. These effects are evident in Figure 1.8. For flexible
structures, the resonant response component contributes more to the total response than for stiff
structures. The relative size of the structure also influences the total response. Large structures
demonstrate more attenuation in response with increasing frequency than small structures.

Response Spectral Density

Small/flexible

Large/flexible

Small/stiff

Large/stiff
frequency

Figure 1.8 Response spectral densities of four structures with varying size and natural frequency.
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Integrating the response spectral density yields the mean square of the response variation
of the structure. An estimate of the peak response can be formulated as shown in Equation 1.7.
∧

−

X = X + g ⋅σ x

(1.7)

In Equation 1.7 the “hat” symbol indicates a peak value, the “bar” symbol indicates a mean
value, σx is the square root of the mean square response (or standard deviation), and g is a “peak
factor”. The gust effect factor, G, for ASCE 7 (2006) in Equation 1.2 is a ratio of the peak
response to the response of the structure when ignoring effects of velocity correlation and
resonance (Solari and Kareem, 1998). The ASCE 7 formulation is somewhat more complicated
in order to take into account the fact that the standard specifies three-second gust wind speeds for
design. Special considerations for the gust effect factor as it relates to petrochemical structures
will be discussed in later chapters.
1.4.5 Force Coefficient and Projected Area
The force coefficient, Cf, is a non-dimensional parameter that relates the fluid force on a
structure in a particular direction to the dynamic pressure in the flow field and the structure’s
area as projected on a plane normal to the flow. Equation 1.8 defines the force coefficient.

Cf =

W
q⋅ A

(1.8)

The force coefficient for a body of a given geometric form will be a constant for all dynamically
similar flows. Dynamic similarity between two different flows is assured if there is geometric
similarity and kinematic similarity between them. Geometric similarity involves the proportions
of the boundary conditions of the two flows, and kinematic similarity involves the shape of the
flow streamlines. In the context of building aerodynamics, kinematic similarity depends on
Reynolds number equality between the two flows. The Reynolds number is a dimensionless
parameter comparing the inertial effects in a flow field to the viscous effects. The Reynolds
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number will be addressed in greater detail in following chapters. Establishing non-dimensional
parameters such as the force coefficient allows models to be tested in dynamically similar flows
with results applicable to prototype conditions. Force coefficients have been measured in wind
tunnels for a great number of shapes, many of which are relevant to describing wind loads on
petrochemical structures.
The reference area specified by ASCE 7 for use in Equation 1.2 is the projected area
normal to the flow direction.

For example, the projected area for a lattice frame would

correspond with the solid areas. The void areas between the lattice elements would not be
included in this formulation of reference area.

In the chapters that follow, it will be

advantageous to adjust the definition of the projected area in order to facilitate computational
procedures and simplify comparisons of various results and analyses.
1.5 Chapter Summary
This chapter presented the motivation and fundamental context of this research. It was
pointed out that our understanding of wind loads on geometrically complex petrochemical
structures is less developed than that of typical enclosed buildings, and that these types of
structures are densely distributed in regions of the United States and the world that are
particularly vulnerable to tropical cyclones and severe winds. Specific goals and objectives for
the completion of the research were outlined. The background for this research was described in
terms of probabilistic structural design and current wind load analysis formulations.
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CHAPTER 2: LITERATURE REVIEW
2.1

Introduction
There is little published research directly applicable to wind effects on the structures

common to industrial process facilities. There is, however, a wealth of literature dealing with
particular aspects of bluff body aerodynamics and wind tunnel testing procedures that is
applicable to these problems. Some of the content of the following review is compiled from
material I prepared for several conference papers and journal manuscripts.
Current practice in the United States and much of the world for estimating wind loads on
petrochemical structures is contained in ASCE’s guide publication Wind Loads and Anchor Bolt
Design for Petrochemical Facilities (1997).

This document is intended to be used as a

companion to ASCE 7, and as such, it provides recommended force coefficients and reference
areas for pipe racks, cable trays, open frames, vertical and horizontal vessels and spherical
vessels. Enclosed buildings and offshore structures are not covered. Some guidance is provided
to allow designers to account for the shielding of equipment elements housed inside open frame
structures.
2.2

Wind Profile
The terrain within and surrounding a petrochemical facility is one of the most important

factors affecting the wind loads on the structures within the plant. The components of the
terrain, such as buildings and vegetation affect how the velocity and turbulence intensity of the
approaching wind varies with elevation above the ground. The power law was introduced in
Chapter 1 as a method of describing wind speed as a function of height above the ground and a
parameter associated with the roughness of the terrain. The power law is adequate for most
engineering purposes, but another method, the logarithmic law, which is based on fluid
mechanics theory, is more accurate. The following derivation of the logarithmic law follows
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Holmes (2001). It is reasonable to assume that the rate of change of the wind speed, U, above
the ground is a function of three variables (z, the elevation; τ, the surface shear stress; and ρ, the
density of the air), and as such the following non-dimensional wind shear expression can be
formed:

dU
ρ
⋅z⋅
dz
τ
The term under the square root symbol has velocity units, that is (mass/length3 ÷ mass ·
length/time2)0.5. This term is therefore referred to as the friction velocity, and is assigned the
symbol u*. The friction velocity does not represent a physical velocity in the flow field. The
expression above can then be used to write the equation
dU z
1
⋅ * =
dz u
k

(2.1)

where k is a constant. This expression can be integrated to find an expression for the velocity as
a function of elevation. This operation yields:
u*
z
U ( z) =
⋅ ln( )
k
z0

(2.2)

where z0 appears as a constant of integration, having length units like z. This factor is called the
roughness length, and its value increases with increasing surface roughness. This roughness may
be in the form of buildings, vegetation, etc. The factor, k, is von Karman’s constant, and is equal
to approximately 0.4.
In engineering practice, a representative surface roughness is estimated (for each of the
different wind directions to be investigated if there is variation) on a discrete basis. For example,
ASCE 7 limits the choices on exposure category to one of three choices. Some researchers have
devised methods to estimate the roughness length of the upwind terrain as functions of the
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geometries of the buildings located there.

Employing these methods enables designers or

analysts to choose from a continuum of velocity profiles, rather than from just a few options.
Petersen (1997) evaluated the effectiveness of several of these methods in characterizing the
roughness of industrial facilities by comparing their predictions of roughness length (and the
accompanying velocity profile shapes) to velocity profiles measured in a wind tunnel for model
refineries. The context of these experiments was improving the analysis of the mixing and
dispersion of pollutants in the atmosphere. Interpretation of the wind tunnel measurements
showed that the roughness lengths, z0, for the refinery models varied from 0.33 m to 1.23 m.
These results varied with each refinery model, the wind direction tested, and the interpretation
method used to calculate the roughness length from the velocity profile. These roughness
lengths correspond to suburban to dense urban terrain. For comparison, the roughness length, z0,
for open terrain (corresponding to ASCE 7 exposure category C) would be in the range 0.01 –
0.05 m and in the range 0.1 – 0.5 m for suburban terrain (corresponding to ASCE 7 exposure
category B). One of the analytical methods for estimating roughness length was able to provide
a rather good estimate of the measured values, showing adequate sensitivity to the variables
mentioned previously. Using a method to estimate the roughness length of the upwind fetch is
tedious, and is likely only warranted where unusual circumstances warrant such a sophisticated
approach.
2.3

Gust Effect Factor
The gust effect factor was introduced generally in Chapter 1 in the context of outlining

the basis of modern wind load estimation. Only brief additional comments on this topic relevant
to petrochemical structures will be added here.

Vickery (1965) derived the aerodynamic

admittance function analytically for a square lattice plate consisting of elements much, much
smaller than the integral length scale of the turbulence in the approaching flow. Lattice plates
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are relevant to petrochemical structures in that they may generically represent open frame
structures commonly found in petrochemical plants.

Knowing the aerodynamic admittance

function for a structure is one critical step in determining the load spectrum and the resulting
dynamic response for that structure. Vickery showed that when the overall dimensions of the
lattice structure are much smaller than the length scale of the approaching turbulence, the
aerodynamic admittance function is similar to that of a solid structure. However, as the relative
size of the structure increases, the correlation of load over the body decreases, and the
aerodynamic admittance function decreases.

This indicates that using the aerodynamic

admittance function implicit in current methods for estimating gust effect factor is likely
conservative for open frame structures.
2.4

Reynolds Number Effects in Wind Tunnel Testing
The Reynolds number (Re) is a familiar non-dimensional parameter in fluid dynamics.

Equality of Re between two flows (such as for a prototype and model) is one of the most
important criteria for establishing dynamic similarity and ensuring the accuracy and utility of
fluid dynamics experiments. Informally, Re can be said to relate the relative magnitudes of the
inertial forces in a flow to the viscous forces. More formally, this ratio can be derived from a
proper non-dimensionalization of the equations of fluid motion. The following presentation is
after Batchelor (2000) and Aris (1989). The equations of motion for incompressible flow can be
written using the indicial notation as:

 ∂u
∂u
ρ ⋅ i + u j ⋅ i
 ∂t
∂x j


2

 = − ∂p + µ ⋅ ∂ u i

∂x i
∂x 2j


(2.3)

∂u i
=0
∂xi

(2.4)

where the (2.3) is the momentum equation and the (2.4) is the continuity equation, and
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ρ=

fluid density (mass/length3);

u=

velocity vector (length/time);

t=

time;

x=

position vector (length);

p=

fluid pressure (mass · length / time2 · length2); and

µ=

fluid dynamic viscosity ( [mass · length / time2 ] · time/length2 ).

The velocity, time, and space variables can be non-dimensionalized with the following variables
u' = u / U;

t' = t U / L;

and

x' = x / L.

where U is a characteristic velocity in the flow and L is a characteristic dimension, such as a
channel width or the width of a solid obstacle in the flow. The pressure can be handled nondimensionally by defining a representative pressure in the flow as p0:
p' = (p – p0) / ρ U2.

(2.5)

Substituting the non-dimensional variables into the momentum equation and rearranging yields
∂u 'i
∂u '
− ∂p ' 1 ∂ 2 u ' i
+ u' j ⋅ i =
+
⋅
∂t '
∂x j ' ∂x ' i
Re ∂x ' 2 j

(2.6)

where Re is the Reynolds number and
Re = ρ U L / µ .

(2.7)

Re appears before the viscous term in the non-dimensionalized momentum equation, and is
therefore a representation of the importance of the viscosity in determining the motion of the
fluid. As Re increases, viscous effects become less predominant, and in some analyses may be
neglected. The equations would therefore be simplified dramatically from second order partial
differential equations to first order equations. In these cases the inertial forces are balanced by
the pressure forces. On the other hand, if Re is very small, inertial forces become negligible, and
the pressure forces are balanced by viscous forces.
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Strict application of dynamic similarity criteria requires Re in a model flow to match Re
number in the prototype flow. The conventional wisdom in wind engineering is that, above a
certain threshold, the flow patterns around and resulting surface pressures for sharp-edged bodies
are insensitive to Re. Cermak (1971) explains:
When the structures, as in the usual case, are of a block form with sharp edges, a
relaxation of the Reynolds number requirement for similarity is possible. The equality of
Reynolds numbers is replaced by a minimum Reynolds number for the scaled down
model which insures invariance of the flow pattern or drag coefficient for a representative
structure.
Cermak (1977) also writes:
For most cases, the exact requirement of equal Reynolds numbers… for model and
prototype must be compromised. Geometrical scale ratios commonly range from 1:500 –
1:100; therefore, unless a compressed-air wind tunnel or a facility using a fluid such as
Freon is used, the laboratory Reynolds number will be smaller than for the prototype.
This compromise of Reynolds number equality is not a deterrent to modeling since the
flow over rough boundaries becomes invariant well below the range of Reynolds number
achieved in the wind tunnels to be described.
ASCE’s, Wind Tunnel Studies of Buildings and Structures (1999) explicitly states:
Distortion of the flow and the resulting variation in pressure distributions are considered
to be negligible for Reynolds numbers Reb [building Reynolds number] in excess of 104.

Recently, however, there has been some doubt cast on the assumption of Re insensitivity
for sharp-edged bodies. Hoxey, et al., (1998) demonstrated a statistically significant variation in
roof suction pressure coefficient with Reynolds number. The data in the statistical analysis were
taken from full-scale measurements, so questions regarding proper simulation of turbulence
effects were minimized. In the same paper, the authors provided a simple numerical study of a
system of vortex pairs in a uniform stream and their interaction with a boundary. Reattachment
lengths and separation bubble heights were shown to both be inversely proportional to Re. These
calculations were supported by smoke flow visualization observations in both full scale and wind
tunnel tests. The Re sensitivity observed by these researchers was most pronounced in the
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separation bubble and reattachment zones on the windward side of the roof. Other locations did
not show as much or any significant sensitivity.
Wind tunnel models of industrial process structures will often contain elements for which
local values of Re are below the 104 rule of thumb.

It is important to determine how

aerodynamic coefficients vary with Re for sharp-edged bodies below this level. Little data is
available, in part due to the difficulty of measuring the small forces and pressures that are
generated at such small scales. Early work by Lindsey (1937) shows that the drag coefficient for
a square rod increases from 1.6 to 2.0 as Re increases from 3.5 x 103 to 2 x 104. Norberg (1993)
reported results for rectangular prisms for 400 < Re < 3 x 104. Because pressure measurements
were difficult to obtain below Re = 3 x 103, only Strouhal number results span the entire range.
The Strouhal number (St) is another non-dimensional fluid flow parameter which relates the
frequency of vortex shedding to the flow velocity. St for rectangular prisms was observed to be
sensitive to Re, especially for height to width aspect ratios of 2 and 2.5. Multiple values of St
were observed for some ranges of Re, possibly indicating bi-stability of the flow.
It is not surprising that Re sensitivity is apparent for the separated shear layers associated
with sharp-edged bodies. Linear stability theory shows that the growth of small disturbances in a
shear layer depends only on the frequency or wavelength of the perturbations and the Re (Drazin
and Reid, 1981; Kundu and Cohen, 2004; and Wong, 2005). A sketch illustrating a parallel
shear flow with viscosity is shown in Figure 2.1. If the horizontal and vertical velocities u and v
in this flow field are perturbed by small, periodic fluctuations described by:
(u, v, ψ) = ( u', v', φ ) eik(x-ct)

(2.8)

where ψ is the stream function, k is a wave number, and c is a complex wave speed, then the
stability of the flow is determined by the Orr-Sommerfeld Equation,
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Solving for the complex wave speed, c, for each wave number, k, determines the stability of each
particular perturbation mode. If c is complex, then a growing mode exists, and the flow is
unstable. The growth rate of the unstable mode is cik. The parameters affecting the growth rate
of instability of a given shear layer profile are simply k and the Re.

y
u(y)
u

Figure 2.1. Parallel shear flow with viscosity

Betchov and Szewczyk (1963) solved the Orr-Sommerfeld numerically for a shear layer
profile described by a hyperbolic tangent function,
u(y) = U tanh(y/L)

(2.10)

Figure 2.2 below is a marginal stability curve developed from their calculations. This plot
illustrates that as Re increases, the range of unstable modes increases. For these calculations, Re
is based on a characteristic length in the shear layer. For low Re, only low wave number
disturbances produce instability. Small disturbances in the flow (i.e. those with high wave
numbers) decay, while larger ones grow. As Re increases, the relative size of perturbations
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capable of producing instability decreases.
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Figure 2.2. Marginal stability curve for hyperbolic tangent viscous shear layer (after Betchov and
Szewczyk, 1963)

In a review paper, Roshko (1993) discusses the variations of drag on bluff bodies with
particular emphasis on the importance of separated shear layers. The thickness of the free shear
layer was shown to vary with the square root of Re, and the wavelength of the initial KelvinHelmholtz waves in shear layers were shown to vary with the inverse of the square root of Re.
The development of instabilty in these separated shear layers, and the dependence on Re, was
related to drag coefficient.
Conversely, in discussing the transition of mixing layers to turbulence, Roshko (1976)
states that measurements of mean flow properties in turbulent mixing layers do not show
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significant dependence on Re. Although increasing Re provides a greater separation between the
energy-producing and energy-dissipating scales available in the flow, the large scale processes
associated with instabilities in the mean flow are affected very little by viscosity, even at very
small scales.
The behavior of separated shear layers and their sensitivity to Re may affect the
mechanics of bluff body shielding. Shielding is expected to be especially relevant to the wind
loading of open frame structures due to the multitude and proximity of the framing and
equipment elements. Understanding these effects will be crucial in properly modeling these
structures at smaller scales in wind tunnels.
Several authors have studied the flow fields associated with bluff body shielding. Morel
and Bohn (1980) and Koenig and Roshko (1985) studied shielding effects of coaxially placed
disks of varying diameters. Distinct flow regimes were identified for various spacing and
diameter configurations. Bistable arrangements were noted where an abrupt increase in the drag
of the downstream element occurred. Lesage and Gartshore (1987), Prasad and Wiliamson
(1997), Sakamoto, et. al. (1997), and Igarashi and Terachi (2002) studied similar effects in the
context of reducing fluid forces on a bluff body by placing small control elements upstream. All
observed distinct flow patterns, divided at critical spacings where jump phenomena occurred.
Both Morel and Bohn and Igarashi and Terachi noted that the critical spacing depended on Re.
Igarashi (1982) studied the flow around tandem cylinders of unequal diameter. For a Re
range of 1.9 x 104 to 5.1 x 104 Igarashi reported Re sensitivity of base pressure coefficients. This
effect was most prevalent for the largest spacings tested. It should be noted that although
circular cylinder drag is famously Re dependent, it is relatively constant in the range mentioned
above.

Igarashi also observed the dependence of critical spacing ratio on Re in these

experiments.
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Gharib and Roshko (1987) studied the behavior of a shear layer that forms as flow
separates over a gap in a boundary. Distinct flow regimes and abrupt drag changes similar to
those noted by Koenig and Roshko were observed. The shear layer exhibited self-sustained
oscillations which had frequencies dependent on the gap width.
oscillation frequency were noted at critical spacings.

Abrupt changes in the

This abrupt change in frequency is

accompanied by an abrupt change in the number of wavelengths of oscillation observed between
the forward and rear corners of the gap. Before and after this jump the number of wavelengths
present was constant. It appeared that as the gap width increased, the oscillations were stretched
to preserve a whole number of wavelengths between boundary corners.

Eventually the

wavelength increased to that of an unstable mode of oscillation in the shear layer, forcing the
shear layer to complete the next whole number of wavelengths between corners, reducing the
wavelength back to a stable level. The behavior observed for the shear layer over a gap was
different than for a free shear layer. Downstream corners were found to have a stabilizing effect.
Oscillations that would have been unstable in a free shear layer were found to be sustainable.
Roshko (1993) warns that there are several well-known factors that can cause one to
detect an apparent dependence of bluff body drag on Re. Among these are the spectral content of
the turbulence in the approaching flow, the aspect ratio of the prism or cylinder under study, and
the blockage ratio of the test facility.
2.5

Force Coefficients
This section will review the literature related specifically to force coefficient estimation

for petrochemical structures and other structures similar in form to petrochemical structures.
2.5.1 Open Frameworks
With few exceptions, published research relevant to open-frame petrochemical structures
is limited to work done on lattice frames and trusses. There is very little work on open frame
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structures housing elements of three-dimensional solidity.

Flachsbart and Winter (1934)

investigated the drag forces on single trusses composed of sharp-edged members. They reported
that net drag coefficients generally decreased with increasing solidity, leveled out, and then
began to increase again as the solidity approached unity. Whitbread (1980) developed empirical
models for shielding of parallel frames. Walshe (1965) tested a model of a boiler house in a wind
tunnel at various stages of construction. He observed that the maximum drag force on the
structure occurred when it was still partially clad. Georgiou (1979) and Georgiou and Vickery
(1979) conducted a detailed parametric study of wind forces on open frame structures in smooth
flow, using models constructed from a series of parallel lattice frames. This research investigated
the effects of wind direction, frame solidity, number of frames, frame spacing, and frame aspect
ratio. For the same experimental setup, Georgiou, et al. (1981) reported additional results with
consideration of turbulence and the presence of longitudinal edge beams. The effects of
turbulence were noted to be small. The longitudinal edge beams were observed to have little or
no effect on the total forces as well. Nadeem and Levitan (1997) developed a method to
efficiently calculate the wind loads on open frame structures. This method has been incorporated
into ASCE’s guide Wind Loads and Anchor Bolt Design for Petrochemical facilities (1997).
Levitan, et al. (2004) and Qiang (1998) reported results from wind tunnel tests on threedimensional models representing generic open-frame structures. The presence of solid floors was
found to reduce the force coefficients on open frame models, and the arrangement of nonuniform framework solidity along the direction of the wind appeared to be relevant as well.
To put the problem of understanding the wind effects on open frames housing various
bluff body elements in context, it is helpful to refer to some basic research studies on bluff body
shielding and interference. Prasad and Williamson (1997) reported that for certain placements of
small, upstream plates, the drag on a cylinder located downstream can be reduced dramatically.
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This reduction occurs because shear layers separating at the plate reattach on the surface of
cylinder. In this configuration, the flow is in a “cavity mode” in which the front face of the
cylinder is in a region of low pressure. In a series of water tunnel experiments, Ball and Cox
(1978) studied the lateral interference and longitudinal shielding on series of flat plates arranged
across the flow and along the flow, respectively. Additionally, the distributions of drag forces on
arrays of flat plates were also studied. Drag on plates arranged across the flow was found to
increase considerably for certain transverse spacings. These increases were due to the
acceleration of the flow between the plates in a transverse row. Considering the multitude of
framing and equipment arrangements that are possible in an industrial process structure, it is not
difficult to imagine situations causing either shielding or interference effects.
ESDU Data Item 81028 (1981) gives recommendations for estimating drag forces for
lattice towers with ancillaries housed both on the outside of a tower and within the framework of
a tower. The drag on the element included inside the lattice tower is reduced by a function of the
tower frame solidity, tower drag coefficient, and relative dimensions of the ancillary and the
tower. Holmes et al. (1993) reported the shielding and interference effects between microwave
dishes and their supporting towers. In this study, the load on a tower was found to increase for
wind directions along the diameter of the antenna dish. In this orientation the flow accelerated
along the curved back of the antenna, increasing the drag on the adjacent tower.
Although aerodynamic shielding and interference effects for generic bluff-bodies have
received attention by researchers, there is little work that is directly relevant to typical industrial
structures. A provision in ASCE’s Wind Loads and Anchor Bolt Design for Petrochemical
Structures (1997) addresses the shielding of equipment elements. This provision was based
partly on research and partly on the judgment of the committee responsible for the document.
Additionally, the provisions do not account for possible interference effects.
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2.5.2 Partially Clad Structures
Presently, structural designers are without many tools to evaluate the wind loads on
partially-clad structures. The coverage of this topic in current wind codes and guides is limited at
best. British Standard BS 6399 (1995) provides internal pressure coefficients for rectangular,
open-sided buildings of a few cladding configurations and for the four wind directions normal to
the walls. There is no guidance regarding the treatment of external pressure coefficients except
for the case when only two parallel walls are clad. Here a net pressure coefficient of 2.2 is
provided, divided equally between the two parallel walls. The Eurocode prestandard (1997)
covers this topic in nearly identical language. The exception is that the internal pressure
coefficients for open-sided buildings are given for wind directions in 30 degree increments.
ASCE 7-05, Minimum Design Loads for Buildings and Other Structures (2006), does not make
any provision for partially-clad buildings. Internal pressure coefficients are given for “partially
enclosed” buildings in ASCE 7, but this definition is limited to buildings with relatively small
open areas and does not satisfy the sense of the term “partially-clad” used here. ASCE 37-02,
Design Loads on Structures During Construction (2002), requires consideration of the presence
of partitions, walls, and temporary enclosures when calculating wind loads, however, there are
no methods specified for carrying out this analysis. The commentary of this document recognizes
that higher wind loads are possible on incomplete structures. ASCE’s Wind Loads and Anchor
Bolt Design for Petrochemical Facilities (1997) does not address partial cladding and only
requires that the loads on components for open-frame structures conform to the provisions in
ASCE 7. In general, the codes and guides used by structural designers do not recognize changes
in the overall aerodynamic behavior of partially-clad structures. Some include internal pressure
coefficients, but the lack of further guidance suggests that there would be no effect on the
external pressures or overall force coefficients due to these large changes in overall form.
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The provisions in BS 6399 (1995) and Eurocode (1997) are based on data provided by
Cook in The Designer’s Guide to Wind Loading of Building Structures (1990). Cook provides a
qualitative discussion of the effects of partial cladding configurations on internal pressures and
on the overall forces on buildings for the case with two parallel walls having cladding.
Walshe (1965) conducted wind tunnel tests on a model of a boiler house at eleven
different stages of construction, beginning with the erection of the structural frames and
proceeding to the completion of the building with full cladding. Only one wind direction was
considered in this experiment. It was found that the overall base shear was maximized when only
the leeward half of the model was clad. In this interim configuration, the cladding was “cupped”
into the wind.
Much of the research applicable to wind loads on either buildings under construction or
industrial structures is focused primarily on the lattice framework alone. Georgiou (1979),
Georgiou and Vickery (1979), and Gerogiou, et al. (1981) presented the results from an
extensive parametric wind tunnel investigation of the force coefficients on sets of parallel lattice
frames. An interesting limiting case concerning the presence of longitudinal edge beams was
tested. In this case, the edges of the parallel frames were connected by full-depth plates so that
the resulting model was effectively a partially-clad structure with two parallel walls clad. The
force coefficients normal to the lattice frames (parallel to the plates) were found to be
approximately 10% ~ 20% lower than for the plane frames alone. Coefficients normal to the
connecting plates were not reported, so a complete picture of the behavior was not available.
2.5.3 High-Solidity Open Frame Structures
The provisions that are available to designers for open frame structures housing industrial
process equipment (ASCE, 1997) are only appropriate for frame solidity ratios at or below 50%.
There is no specified limit on solidity ratio in the guide provisions for the application of
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shielding factors for the equipment, but it is reasonable that the accuracy of the provision
(already more or less a guess) diminishes as the solidity due to equipment elements increases.
Moreover, no reduction of the load applied to the frame is considered even though framing
elements positioned to the lee of equipment may be substantially shielded.

Due to the

complexity of these arrangements, it may be more appropriate to estimate the wind loads on open
frames with dense equipment arrangements using data for porous bluff bodies or by applying
global methods of analysis rather than accounting for shielding effects among framing and
equipment elements.
This sentiment is shared by Holmes (2001), who in his book recommends either using a
force estimation from the envelope geometry as a potential upper bound for open frame
industrial structures or data for porous bodies, which he states, “are readily available.” No
references are given supporting this statement and personal communications by this author with
Dr. Holmes (and others) have been fruitless in locating such references. Furthermore, wind
tunnel results from Georgiou (1979) and Walshe (1965) indicate that the enclosed geometry
often does not produce the upper bound wind force on an open framed structure.
Cook (1990) provides some information on the effects of porosity on sharp-edged, linelike structures. Cook uses the term “base bleed” to refer to the process by which momentum is
injected into the recirculating wakes of bluff bodies. While most research into this process has
been oriented toward vortex suppression, the magnitude of the pressure on the leeward wall (and
with it the drag) is also generally reduced by base bleed. Base bleed can be achieved passively
on building structures by connecting ductwork from higher pressure zones to lower pressure
zones. Isyumov (1995) discusses this technique in the context of suppressing vortex shedding
from tall buildings. Ultimately, Cook does not recommend reducing drag forces for ultimate
strength loadings because the holes producing the pressure bleed may be blocked (by ice, for
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example). In cases where this blockage is not a concern, Cook recommends reducing the force
coefficient on the sharp-edged shape in the same manner as for a two-dimensional, planar lattice
frame. This reduction would then be only a function of the projected solidity. It is not clear how
this recommendation stands in the case of a surface mounted three-dimensional body in a
turbulent shear flow.
2.5.4 Vertical Vessels
ASCE's Wind Loads and Anchor Bolt Design for Petrochemical Facilities (1997)
provides structural designers with wind load calculation guidelines applicable to vertical vessels.
A simplified method and a detailed method are available for the determination of force
coefficients and areas of application. The simplified method is appropriate for preliminary
design calculations or in cases where details of the vessel appurtenances are not available. The
simplified method consists of adding height and width to the projected area of the vessel to
account for attached equipment and appurtenances such as ladders, platforms, railing, and piping.
The force coefficients are then determined from the ASCE 7 standard (2006) for cylinders of
finite aspect ratio. The detailed method applies when more data about the layout of the various
components are available.

In this method, some components are treated separately,

accumulating their own wind load, while others are treated by increasing the diameter of the
vessel itself. No methods are provided for handling the effects of shielding and interference
between neighboring structures, even though vertical vessels are commonly arranged in close
groupings. The methods in this document were formulated by a consensus of practices through
an ASCE Task Committee. There is a lack of published research directly applicable to wind
loads on vertical vessels. This fact is punctuated in the final chapter of the ASCE guidelines.
Several research needs related to the estimation of wind loads on vertical vessels were identified.
Among these were questions about the interaction effects of a large vertical pipe next to a vessel,
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effects of platforms, and suitable treatment of ladders, nozzles, and small pipes.
There is a wealth of literature available related to flow around circular cylinders. Much
of this is relevant to understanding the wind loads on vertical vessels. Zdravkovich (2003) has
compiled an extensive review of the topic. Of particular relevance to wind loads on vertical
vessels is his chapter on the flow around two-cylinder arrangements. Detailed results for the
shielding effects of tandem arrangements and the interference effects of side-by side
arrangements are provided. ESDU Data Item 84015 (1984), referencing many of the same
sources as Zdravkovich, provides design data for aerodynamic force coefficients on cylinder
pairs in various arrangements.
Any wind tunnel testing program investigating structures with cylindrical forms such as
vertical vessels requires care in ensuring that Reynolds number (Re) effects are minimized. The
abrupt variations of cylinder drag coefficient with Re in the range 104 < Re < 107 are well known.
These effects are also known to vary with surface roughness and the turbulence characteristics of
the approaching flow. ESDU Data Item 80025 (1980b) provides methods for estimating the drag
coefficients for cylinders considering these various effects.

This procedure is useful for

determining the effective Re regime for model and prototype scales.
2.6

Wind Load Statistics and Structural Reliability
The application of statistical and probabilistic methods has been part of wind engineering

from the beginning of the development of this relatively new field. Prior to any applications to
structural reliability, meteorologists and engineers have attempted to describe the wind
environment statistically. Early on, engineers estimated extreme wind speeds using a Gaussian
probability distribution. Research conducted in the middle of the twentieth century advanced the
understanding of the occurrences of extreme wind events. Identification of three extreme value
distributions and the formulation of the generalized extreme value distribution advanced not only
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wind engineering, but other engineering fields attempting to incorporate probabilistic methods
into practice (Holmes, 2001).
Alan Davenport deserves much of the credit for advancing the use of probability and
statistics to describe wind effects on structures in the 1960’s. In a pioneering work, Davenport
(1961) illustrated how applying the concepts of stationary, random processes to wind speed time
histories could be used to estimate the dynamic behavior of simple structures. In the same paper,
he introduced the “gust factor” based on a statistical distribution of peak values of wind speed
over long periods of time.
With the advent of limit states design concepts in the 1970’s, statistical and probabilistic
treatment of wind engineering problems was incorporated into the larger, more general field of
structural reliability. The wind load formulation in ASCE 7 (2006), Minimum Design Loads for
Buildings and Other Structures, implicitly incorporates structural reliability considerations into
its provisions. ASCE 7 describes the wind pressure on a building or other structure by the
following equation:
p = q G Cp – qi (GCpi)

(2.11)

where,
q = the velocity pressure of the wind for the appropriate wall, roof, or interior application
as defined in Equation 1.4;
G = gust effect factor;
Cp = external pressure coefficient; and
(GCpi) = internal pressure coefficient.
With a few exceptions, which will be noted, the terms in the above equations can be treated as
random variables with associated nominal values, mean values, coefficients of variation, and
probability distributions.

The factor that ASCE 7 assigns to wind loads depends on the
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description of these statistical properties. These statistics were reviewed prior to the 1998
edition of ASCE 7, and the load factor was subsequently changed from 1.3 to 1.6. Ellingwood
and Tekie (1999) report how a Delphi questionnaire process was used to arrive at updated
statistical descriptions of the random variables. In a Delphi, a group of experts is polled
anonymously and iteratively to arrive at statistical descriptions of the responses to the questions.
In this Delphi, participants were asked to estimate most likely values, ranges, and general
distribution skews for variables related to wind climate, building aerodynamics, and wind
direction. The resulting statistical descriptions were incorporated into analysis supporting the
contention that the load factor should be increased. The following paragraphs will discuss the
uncertainties in the wind load variables, and the associated estimates of their statistical properties
will be presented as appropriate.
Of all of the variables, uncertainty in the estimate of the expected design wind speed has
the largest impact on the reliability of a structure resisting wind due to the squaring of the wind
speed term in the velocity pressure equation. Further complicating matters is the variability of
wind speed with geography. Not only does design wind speed vary spatially, but the properties
of the probability distributions vary from place to place as well.
It is generally agreed that maximum wind speeds are represented by an extreme value
distribution, but there is open discussion as to which type is most appropriate. Many researchers
believe that there is a physical upper bound on wind speed, indicating that a Weibull (Extreme
Value Type III) distribution may be the most appropriate probability distribution (Holmes,
2001). Participants in the Delphi (Ellingwood and Tekie, 1999) were split on whether or not to
incorporate the assumption of an upper bound into the wind load provisions. It seems that
engineers are comfortable with the conservatism implied by the Gumbel (Extreme Value Type I)
distribution, which is unbounded from above.
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The coefficients of variation (COV) for design wind speed depend greatly upon
geographic location. Ellingwood (1981) reports typical coefficients of variation for 50 year
maximum wind speeds between 9% and 22%. These are for locations that are for the most part
away from the hurricane coast. Wind speeds in hurricane prone locations have much greater
variability. For example, Ellingwood and Tekie (1999) note that the wind speed COV for St.
Louis, MO is 17%, while the wind speed COV at Charleston, SC is 63%.
The basic wind speed map in ASCE 7 contains 3-second gust wind speeds with nominal
return periods of 50 years. The exception is on the hurricane coast, where the return periods are
slightly higher. For the majority of the United States, the design wind speeds were estimated by
pooling the anemometer data from multiple sites within state-sized regions to form statistical
“superstations” (Peterka and Shahid, 1998).

This method allowed larger data sets to be

constructed for climatologically similar sites, thus reducing statistical error. Due to the poor
performance of meteorological instruments in hurricanes, and the relative infrequency of
occurrences, the superstation method was not feasible for representing design wind speeds on the
hurricane coast. The wind speed map for the hurricane coast was developed by using Monte
Carlo simulations of hurricane events with random variables including location on the coast,
storm track angle, translational speed, storm central pressure difference, and radius of maximum
winds (Peterka and Shahid, 1998).
A clear-cut code calibration and selection of wind load factor is not possible when
considering such variations in wind speed and geography.

Ellingwood and Tekie (1999)

considered multiple geographic locations and multiple structural applications in order to find a
load factor that would envelope an acceptable level of reliability. Choosing one load factor
according to this method does not yield a uniform reliability for structures in diverse locations.
To avoid these problems, Ellingwood and Tekie recommended in their concluding remarks that a
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much higher recurrence interval be used for the wind speed map, such as 500 – 1000 years, and
the load factor for wind be reduced to 1.0. Precedence for this approach is found in the seismic
community. This suggestion was discussed by the ASCE wind loads committee but not accepted
into the provisions (ASCE, 2003).
There are two main sources of uncertainty related to the exposure factor, Kz. The first is
that it is unlikely than any particular wind field will be described exactly by one of the discrete
exposure categories (open terrain, suburban or forest, etc.) provided in ASCE 7. The second
source of error, which was recognized by the Delphi participants, is that there is a significant
probability that the terrain exposure category will be classified incorrectly by the designer.
Ellingwood and Tekie (1999) reported that for three different exposure conditions, the Delphi
participants concluded that the bias (mean divided by nominal value) for Kz was slightly less
than 1, and the COV was between 12% and 19%. The probability distribution was concluded to
be normal.
The directionality factor, Kd, is used to reduce the calculated wind load based on the fact
that it is unlikely that the design wind speed direction will coincide with the most vulnerable
direction for the structural resistance or aerodynamic response. Prior to the 1998 version of
ASCE 7, this factor, with a value of 0.85, was implicit in the wind load formulation, and likely
was responsible in part for the lower load factor of 1.3. Now, however, the factor is variable for
structure type, and its use is apparent to the user of the provisions. It is possible to calculate
wind direction probabilities for particular sites from local meteorological data. Ellingwood and
Tekie (1999) deliberately left this factor out of their analysis, arguing that it is highly dependent
on building geometry and site conditions and may not be warranted at all for some structures.
They did report statistics on this factor from the Delphi. The mean value was reported to be 0.86
with a COV of 9.3% for main wind force resisting systems. In some theoretical work, Wen
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(1983) calculated wind direction reduction factors as a function of the sensitivity of the structure
to wind direction and the desired reliability level.

This work is useful for illustrating the

interplay of the different effects, but its application would be limited to individual structures at
best. In short, the directionality factor is quasi-probabilistic, and how it fits in a reliability
analysis is questionable.
In Ellingwood and Tekie’s analysis (1999), the topographic effect factor, Kzt, was
neglected for simplicity. Earlier work by Ellingwood (1981) does not provide any statistical
information regarding the topographic effect factor. Neglecting the uncertainty in the effects of
topography seems to inappropriately treat Kzt as a deterministic variable. This is clearly not the
case. Even if the work upon which the factor is based is uncertainty-free (which is not likely),
the application of the factor to particular sites by designers surely will introduce uncertainty. It
is unlikely that a site will exactly fit the conditions described in the ASCE 7 provisions, and it is
also unlikely that engineers will accurately recognize key topographic features in all cases.
The importance factor, I, is not a random variable. This factor allows the designer to
modify the return period for the design wind speed according to the function of the structure
under consideration.

In effect, this factor allows the designer to increase or decrease the

reliability of a structure from the targeted reliability implicit in the provisions of ASCE 7.
The gust effect factor, G, affects the wind load calculation by estimating the effects of the
turbulence characteristics of the approaching wind and how these affect the distribution of
pressures over the surface a structure, and also the dynamic response of flexible structures to the
time-varying characteristics of the wind speed. These effects are considered for the along-wind
direction only, and any cross-wind aerodynamic effects are to be considered separately. There
was a strong consensus among the Delphi participants that the nominal values specified by
ASCE 7 provisions are near to the mean values and that the probability distribution could be
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modeled as Gaussian. The COV for the gust effect factor for four terrain exposure categories
was reported by Ellingwood and Tekie (1999) to vary from 8% to 16%. The COV for flexible
structures can be higher than for rigid structures due to the introduction of other random
variables such as the natural frequency and damping of the structure. Gabbai and Simiu (2007)
demonstrated that these additional uncertainties can have a large effect of the reliability of
flexible structures like tall buildings
Peterka and Cermak (1976) showed that pressures on the surface of a building have
probability distributions that depend on whether the pressures are positive or negative. Positive
pressures appear to be normally distributed, while negative (or suction) pressures show
distributions having large numbers of data points beyond six standard deviations below the
mean. This negatively skewed distribution may be modeled more appropriately by an Extreme
Value distribution of Type I or III. Despite the availability of such results, Delphi participants
concluded that the probability distributions of all pressure coefficients are Gaussian. Bias factors
for pressure coefficients on various building configurations and locations ranged from 0.85 to
0.9, and the COV varied from 10% to 20% according to the Delphi survey results. Variations are
understood to be higher for small areas of pressure application, such as for components and
cladding, than for larger areas affecting the calculation of main wind force resisting system
loads. This is analogous to the reduction of live load intensity for influence area.
Delphi participants agreed that the frequency distributions for internal pressure
coefficients are symmetric. The bias factor was judged to range from 0.72 to 0.89 and the COV
ranges from 31% to 46%.
Ellingwood and Tekie (1999) used the gravity load combination of dead plus occupancy
live load as the benchmark for comparison in their analysis leading to the wind load factor
recommendation. The structural resistance used in the study was that of steel tension yielding.
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The rationale for these choices is that the statistical properties for dead and live loads have been
studied in depth for many years, and the tension yielding failure mode is one of the simplest and
best-understood phenomena in structural mechanics.

As all other load and resistance

mechanisms are more uncertain, this benchmark is the most appropriate. Using a first-order
reliability method, reliability indices (which will be defined later in Section 3.4) were found to
vary between 3.15 and 3.25 for varying live load to dead load ratios, indicating a target reliability
index in the neighborhood of 3.2.
To arrive at a recommendation for the wind load factor, Ellingwood and Tekie studied 19
different cases and observed the ranges of reliability index. The variables in the cases included
wind exposure, structural orientation, and roof slope. Twelve of the cases were for extratropical
locations (typified by St. Louis, MO), and the remainder were along the hurricane coast (typified
by Charleston, SC). The wind load to dead load ratio was assumed to be 3.0.
The study concluded that a wind load factor of 1.5 was required for structures outside of
the hurricane zone to provide reliability comparable to the gravity load benchmark.

For

hurricane-prone regions, additional calculations were performed to study the sensitivity of the
reliability analysis to the wind speed model. Two different models at three separate locations
were studied, and the required wind load factor varied from 1.2 to 1.7, representing a variation in
structural reliability of an order of magnitude. Thus, Ellingwood and Tekie concluded that, if a
single wind load factor is to be chosen for all regions, this factor should be around 1.6 – 1.7. The
same factor was chosen for components and cladding as for main wind force resisting systems.
Wind tunnel testing can be used to refine the estimates of some of the random variables
associated with wind loading. A properly designed and executed wind tunnel study may yield
smaller COV for variables such as the exposure factor and the external pressure coefficient. If
the goal is to maintain a consistent level of reliability with the code provisions, an analysis may
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be performed using the new random variable properties to arrive at a new load factor (Hart and
Ellingwood, 1982).
2.7

Chapter Summary
This chapter reviewed the literature relevant to estimating wind loads on petrochemical

structures. The main factors influencing the wind load formulation were all addressed: the wind
speed profile, the gust effect factor, and the force coefficient. In addition to these major
elements, a review of the effect on structural reliability due to the uncertainty of each of the wind
load variables was presented.
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CHAPTER 3: METHODOLOGY
3.1

Introduction
This chapter briefly and generally describes the experimental and analytical methods that

were used to accomplish the goals outlined in Chapter 1. The experimental component of the
work was accomplished through wind tunnel testing. The analytical components of the work
consist of applying statistical techniques to interpret experimental data; estimating wind load and
wind effects using national and international codes, standards, and guide publications; and
performing sensitivity analyses of the structural reliability of petrochemical facilities. These
approaches are described to a limited extent in the following sections. More detailed coverage,
with information particular to each component of the work, is provided in the chapters that
follow.
3.2

Wind Tunnel Testing
Wind tunnel testing was carried out at the Louisiana State University Wind Tunnel

Laboratory. When applicable, standard wind tunnel testing procedures and criteria such as those
provided in ASCE Manual 67 (1999) and ASCE 7 (2006) have been observed.

Various

instruments were used to measure and gather data, and common data reduction methods were
used.
ASCE 7 (2006) allows wind tunnel testing to be used for the determination of design
wind loads in lieu of the other methods detailed in Chapter 6 the same document. Section 6.6 of
ASCE 7-05 lists specific criteria that must be met when conducting wind tunnel tests. These
criteria help ensure that the results of a wind tunnel testing scheme are applicable to prototype
conditions. Among the requirements are (1) accurate modeling of the velocity profile; (2)
modeling of the turbulence macro and micro length scales in the approaching flow; (3) geometric
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similarity of the modeled structure and its surroundings; (4) limiting blockage ratios in the wind
tunnel cross section; (5) accounting for any longitudinal pressure gradient in the wind tunnel test
section; (6) minimization of Reynolds number effects (7) and using instrumentation with
response characteristics appropriate for the planned measurements. In the case of boundary layer
wind tunnel testing, these criteria have been followed.
3.2.1 LSU Wind Tunnel Laboratory
Two tests sections are available in the Wind Tunnel Laboratory, the aerodynamic and
boundary layer test sections. The aerodynamic test section is approximately 36 inches wide and
24 inches deep at its entrance. The walls diverge such that the width is 40 inches at its exit. This
divergence is intended to keep the static pressure in the wind tunnel uniform as boundary layers
develop on the walls. The length of the test section is approximately 10 feet. The aerodynamic
section is primarily used for smooth flow experiments. Flow conditioning is achieved by a series
of screens and a large contraction upstream of the test section. The velocity in this section is
continuously variable and has a maximum of approximately 30 m/s. One of the test section
walls is constructed of clear acrylic, allowing optical access to the test section. The roof of the
test section is completely removable, and this feature allows easy access during setup and
breakdown of experiments. There is also one removable window on one of the test section walls
for limited access to experimental setups.
The boundary layer test section is used to simulate the turbulent shear flow in the
atmosphere near the ground surface. While the aerodynamic test section is used for more
fundamental experiments, the boundary layer test section is used for measuring wind effects on
models representing particular building structures or classes of structures. The test section is 54
inches wide and 39 inches tall. An adjustable roof allows control of the pressure gradient. Flow
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conditioning is achieved by a flow-straightening honeycomb, screens, a contraction, spires, grids,
trips, carpet, and other surface roughness elements. The arrangements of the spires, trips, grids,
carpet, and surface roughness are varied to achieve shear flows with targeted velocity profiles,
turbulence intensity profiles, and longitudinal turbulence length scales. The flow in this test
section is generated by the same fan as for the aerodynamic test section. The velocity is
therefore also continuously variable, with a maximum of approximately 13 m/s. Removable
elbows allow the ductwork to be routed to the same fan for each of the two test sections. Two
small hinged doors on one of the test section walls and a small window on the other test section
wall provide access to the inside of the tunnel. Figure 3.1 shows an elevation view of the
boundary layer test section.
3.2.2 Instruments
The most common instrument used during wind tunnel testing is the pitot-static probe, or
Prandtl probe. This device is capable of measuring both the stagnation pressure and the static
pressure of the moving air in the wind tunnel.

Usually the difference between these two

pressures is desired, and this measurement is easily attained by connecting the two ports to the
high and low ports of a water manometer or a properly calibrated differential pressure
transducer. Data from the pitot-static probe was used to calculate wind tunnel flow velocities
and to gather reference pressures for model surface pressure measurements. This instrument was
used during every wind tunnel measurement.
A water manometer is a very basic instrument for measuring differential pressures. Two
ports connected to either side of a column of water (or any other liquid with known density)
allow the difference between a reference pressure and a subject pressure to be measured. For
example, if the dynamic pressure in the wind tunnel is being measured to calculate the velocity
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of the flow in the test section, the static pressure port on a pitot-static tube would be connected to
the reference pressure port on a water manometer, and the stagnation pressure port on the probe
would be connected to the dynamic pressure port on the manometer. The pressure difference
between the static and stagnation pressures in the wind tunnel causes the liquid column to be
displaced downward (away from the stagnation pressure port). The distance of this displacement
is measured and related to the pressure difference according to the following relationship from
fluid statics:

∆P = ρ · g · h

(3.1)

where

∆P = pressure difference (force / length2),
ρ = liquid density (mass / length3),
g = acceleration due to gravity (length / time2), and
h = vertical displacement of liquid column (length).
The difference between the stagnation and static pressures are related to the velocity in the wind
tunnel by the following relationship:
V =

2 ⋅ ∆P
ρa

(3.2)

Where
V = wind tunnel velocity (length / time),

∆P = pressure difference (force / length2), and
ρa = density of air (mass / length3).
Hot wire anemometry was used to carefully measure flow field velocities. The hot wire
anemometer operates according to heat transfer principles. A very thin wire is heated by passing
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an electric current through it. If the hot wire probe is placed in the wind tunnel, the flow of air
dissipates this heat. A relationship between the flow velocity and the voltage required to
maintain a constant wire temperature is obtained through calibration. The frequency response of
this measurement technique is high enough that very accurate measurements of fluctuating
velocities and velocity spectra can be obtained, provided appropriate sampling criteria are
enforced (Goldstein, 1996).

Because fluid flow patterns over bluff bodies depend on the

turbulence characteristics of the approaching flow, this instrument was used to characterize the
turbulence in the flow field for all proposed experiments.

Figure 3.1 Diagram of LSU Boundary Layer Wind Tunnel (Gregg, 2006)
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For enclosed buildings, surface pressure measurements are the most versatile means of
providing wind load data. Open frame structures and other petrochemical structures are not as
amenable to this manner of instrumentation. In order to measure base shears, overturning
moments, and vertical torsions for the models tested in the boundary layer test section, a sixcomponent force balance was used. This device employs a combination of strain gages and load
cells.

Resistors placed across deformable materials produce changes in voltage as the

underlying material is deformed. This analog voltage signal is calibrated to the force required to
induce the strain.

Due to the relatively high masses of the models and the relatively low

stiffness of the balance, the device had poor frequency response for the experiments in this study,
and therefore only mean force measurements were practical. The fluctuating components of the
force balance data were overshadowed by the natural frequency of the model-balance system.
Minor interaction effects were observed among the different components of this device. These
effects were corrected by employing the method recommended by Rae and Pope (1984) and
shown below in Equation 3.3.
{FB} = [Kij]-1{FR}

(3.3)

where
{FB} = the vector of actual forces or moments applied to the balance;
[Kij] = the 6 x 6 matrix of the ratio of changes in component readings to changes in actual
applied load, where a load on component i produces a reading on component j. For i = j
the value is the slope of the calibration curve for a given load on the instrument. For i • j
the value is an interaction effect between components;
{FR} = the vector of force or moment readings from the balance.
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An example [Kij] matrix is shown below:
0
− 0.04
0
0.01
0.02 
 0.99
 − 0.02 1.00 − 0.01 − 0.04 0.01
0.02 

 − 0.01
0
1.00
0
0
0.06 
K ij = 

− 0.03
0
1.00
0.01 − 0.09
 0
 0.08 − 0.08 − 0.01
0
1.03 − 0.01


0
− 0.02 0.95 
 0.01 − 0.01 0.03
The diagonal terms in the [Kij] matrix represent the normalized output of the device for directions
in which loads were applied during calibration. The diagonal terms represent the corresponding
normalized output for directions other than the direction of applied load. This example shows
off-diagonal responses usually less than 5%, with some exceptions. These levels were typical for
the instrument.

The axial and roll components generally showed the poorest relative

performance. These are represented by the fifth and sixth rows and columns in the [Kij] matrix.
These components correspond to vertical force and torsion about the vertical axis for the model
installations in this research.
Surface pressure measurements were performed on square cylinders in cross flow to
determine Reynolds number effects on drag and mean surface pressures fields.

Electronic

differential pressure transducers were used to measure these pressures. When using this method
of instrumentation, the difference between the surface pressures at model tap locations and the
static pressure in the free stream were recorded as voltage differences. Calibration of the
voltage-pressure relationship was accomplished using a pitot-static probe in the wind tunnel
which was simultaneously connected to a water manometer and a pressure transducer. As the
wind tunnel velocity was adjusted, a variety of pressure measurements were obtained for
calibration. This procedure was carried out each day that the pressure transducers were used for
measurement. Sometimes the procedure was repeated more than once per day if laboratory
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conditions changed such that another calibration seemed appropriate. The voltage output was
correlated to pressure differences using a linear least squares regression. An example pressure
transducer calibration curve is shown in Figure 3.2.
Measurements of fluctuating pressures are affected by the frequency response of the
tubing-transducer system (Holmes, 1984). Ideally a transducer would be flush-mounted at the
model tap location, but due to the sizes of the wind tunnel models this is not possible. Lengths
of small diameter plastic tubing are required to transmit pressures from the surface of the model
to the pressure transducer. This physical system introduces amplification and attenuation of the
pressure signal as the frequency of the signal changes. The tubing-transducer system will have a
fundamental frequency at which large amplifications of can occur. Due to the viscous damping
of the air in the narrow tubing, attenuation of high frequency components of the pressure signal
occurs. Holmes (1987) has described a method for dealing with this problem by using small
diameter restrictors placed at the end of the tubing leading into the transducer.
2
y = 10.354x - 8.2631
R2 = 0.9994

manometer reading (inches of water)

1.5
1
0.5
0
-0.5
-1
-1.5
-2
0.6

0.65

0.7

0.75

0.8

0.85

transducer output (volts)

Figure 3.2 Example pressure transducer calibration curve.
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0.9

0.95

1

This remedy generally flattens the resonant response. Measurement of the tubing frequency
response was achieved by tapping a chamber that was pressurized at prescribed frequencies by
means of an audio speaker. The audio speaker was driven by an analog signal from a function
generator that had been amplified by a common audio amplifier. An example of the frequency
response of a length of tubing both with and without a restrictor is shown in Figure 3.3. The
restrictor was 2 cm in length, had an inner diameter of 0.4 mm, and was placed immediately
adjacent to the connector port on the transducer.
4

540

3
360
2

Gain

0

0
0

100

200

300

400

500

-1

phase shift (deg)

180
1

-180
gain, no restrictor
-2
-3

gain, restrictor
-360

phase shift, no restrictor
phase shift, restrictor

-4

-540
frequency (hz)

Figure 3.3 Frequency response of Autotran pressure transducer with 25 cm of tubing and a 2 cm
long restrictor with an inner diameter of 0.4 mm.

For the experiments testing Reynolds number sensitivity of the pressures on square
cylinders, it was useful to visualize the different flow patterns. Subsequent measurements could
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be understood more easily and potential measurement problems or errors identified.
Visualization was achieved using the smoke wire method described by Corke, et. al. (1977) and
Goldstein (1996). These references explain techniques for introducing controlled streak lines
into wind tunnel flows. The idea is that a thin, oil coated wire placed across the flow is heated
by passing an electric current through it. The oil film beads up on the wire and burns, producing
fine streaks of smoke that are convected with the flow. Interestingly, the advent of digital
photography technology has simplified the procedures. The references stress the importance of
designing complex timing circuitry to synchronize the application of current, the lighting of the
strobe, and the opening of the camera shutter. Digital cameras allow for manual operation of this
process. Poorly timed pictures can simply be deleted, whereas in the past, valuable film and
developing time would have been wasted. A particularly good example photograph from the
LSU wind tunnel is shown in Figure 3.4. This photograph clearly shows the alternating vortices
formed in the wake of a pair of square prisms. The prisms in this photograph were separated at a
center-to-center spacing of 2 prism widths and Re was equal to 300.

Figure 3.4. Smoke wire visualization of flow around two rods separated by two widths, Re = 300.

The smoke wire method as applied in the LSU Wind Tunnel Laboratory is limited to
maximum flow velocities of approximately 6 m/s. At this speed, the smoke is dispersed quickly,
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and the quality of the photographs diminishes. Additionally, vortex shedding from the heated
wire begins to introduce turbulence into the flow and the streak lines become disturbed. Another
limitation to this procedure, not particular to our laboratory, is described by Cimbala, Nagib, and
Roshko (1988). In using smoke wire techniques to study the far wakes of bluff bodies, they
discovered that placing the wire upstream of the body presents a deceptive impression of the
wake structure. By moving the wire to various locations in the lee of the body, they showed that
wake flow structures that appeared to be preserved for long distances (based on observations
using upstream wire positioning) were actually dissipating. The vortex patterns “written” into
the smoke in the near wake were being convected more or less unmolested downstream.
Data acquisition was performed using National Instruments (NI) hardware and software.
Analog voltage signals from the instruments were conditioned at signal conditioning modules
installed on an NI SC2345 signal conditioning board.

The conditioned analog signal was

converted to a digital signal at an NI 6024E analog to digital (A/D) converter board. This digital
signal was acquired by a desktop PC running NI Labview software. Data were written to files
and easily read by other software such as Microsoft Excel and Matlab for post-processing. A
diagram of this setup is shown in Figure 3.5.
3.2.3 Experimental Data Analysis
Standard statistical procedures were used to establish sampling criteria limiting
uncertainty to tolerable limits (Wilson, 1952 and Goldstein, 1996). Whenever appropriate, the
measured values were compared to calculated values from codes, standards, and design guides or
measurements by other researchers. Generalizations in the context of other reported results and
theory have been attempted, perhaps extending the usefulness of the experiments. Wind tunnel
blockage is a phenomenon in which the flow streamlines in the wind tunnel are constrained by
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the presence of the tunnel walls. This constriction of the streamlines between the model and the
tunnel walls results in a relative increase in the flow velocity in the neighborhood of the model
compared to the prototype conditions. The increased velocities result in higher pressures and
thus higher loads. Some of the wind tunnel results in this dissertation have been corrected using
methods described in ESDU Data Item 80024 (1980a).

The following linear relationship

between blockage ratio (the projected area of the model divided by the cross sectional area of the
wind tunnel test section) was used for these corrections:
S
′
C f = C f ⋅ (1 − m ⋅ )
A

(3.4)

where
′
C f = blockage corrected force coefficient;
C f = measured force coefficient;

m=

empirical factor dependent on model geometry;

S=

model projected area; and

A=

wind tunnel cross sectional area.

The values of the constant, m, were 1.3 for lattice structures that were approximately 50% open,
and 2.84 for structures similar to surface-mounted plates or prisms. This method assumes that
the flow patterns are invariant under the constraint of the tunnel walls, and that forces will
increase with the general increase in velocity due to the constraint.
3.3

Analytical Wind Load Estimation

To complement the experimental data, wind load calculations using available approaches from
various codes, standards, guides, and other literature have been made to assess the quality of
standard engineering practice and to assist in proposing alternative methods in cases where
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current practice falls short. For example, methods from ASCE publications, Standards Australia,
Eurocode, and the Engineering Sciences Data Unit have been drawn upon to supply comparison
calculations. These comparison calculations have all been conducted in the context of the wind
load formulation outlined in Section 1.4.2 of Chapter 1.
3.4

Reliability Analysis
It is important to understand the effects that uncertainties in wind load parameters have

on the reliability of petrochemical structures. The probability of failure of a structure can be
described in terms of a reliability index, β (Nowak and Collins, 2000).

β=

µ R − µQ

(3.4)

σ R2 + σ Q2

where

µR = mean value of the structure’s resistance capacity,
µQ = mean value of the demand or load on the structure,
σR = standard deviation of the structure’s resistance capacity, and
σQ = standard deviation of the demand or load on the structure.
Equation 3.4 is valid when R and Q are uncorrelated. Furthermore, if R and Q are random
variables with normal probability distributions, the reliability index is related to the probability
of failure by the expression in Equation 3.5.
Pf = Φ(−β)

(3.5)

where Φ is the standard normal cumulative distribution function.
There are many ways to estimate the reliability index for a given limit state function (see
Equation 1.1). One of the most versatile is the first-order second-moment method using the
Rackwitz-Fiessler procedure (Nowak and Collins, 2000). This method can be used to calculate β

59

f(t)

f(n)

t

n

Measured Signal

Signal Conditioning

Analog to Digital Conversion

f(t)

t

Write Data to File
Software Acquisition

Figure 3.5. Data acquisition system block diagram
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for nonlinear limit state functions which include random variables with non-Gaussian probability
distributions. If limit state functions become overly complicated, first-order second-moment
methods may be extremely difficult or impossible. In these cases Monte Carlo simulation
provides a feasible approach to estimating the probability of failure for a structure with a limit
state function of many random variables (Nowak and Collins, 2000). Monte Carlo simulation
consists of randomly generating values for each of the random variables in the limit state
function based on the statistical parameters describing these variables. Each time values are
generated, the value of the limit state function is calculated. With a sufficient number of such
calculations, a reasonably accurate estimate of the probability distribution of the value of the
limit state function can be created. From this information, the probability of failure and the
reliability index can be calculated for the limit state function.
3.5

Chapter Summary
This chapter described the tools and techniques that have been used to answer the

questions and accomplish the goals established in Chapter 1.

The experimental facilities

available at the LSU Wind Tunnel Laboratory were described.

The instruments and

measurement techniques that have been applied to carry out the experiments were introduced.
The analytical methods for interpreting data, estimating wind effects, and performing reliability
analyses were also briefly mentioned.

Further development and details pertinent to each

component of this research will be provided in the subsequent chapters.
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CHAPTER 4: REYNOLDS NUMBER SENSITIVITY IN WIND TUNNEL TESTING
4.1

Introduction
This chapter describes wind tunnel experiments aimed at determining whether or not

current wind tunnel testing practices for civil engineering applications are appropriate for the
complex geometries commonly found in open frame structures.

Although the envelope

dimensions of petrochemical structures are similar in scale to other, more common buildings, the
projected areas of many such structures are comprised of an accumulation of smaller elements
such as framing elements and ancillaries such as ladders, handrails, and piping. The local flow
fields in the neighborhoods of these smaller elements may dominate the aerodynamic response of
the structure. Or in other words, the characteristic length scale for the structure may be much
smaller than the envelope dimensions. The question at hand is whether or not dynamic similarity
requirements for wind tunnel testing of such structures can be relaxed to an extent that
encompasses the much smaller scales presented by these structural forms. Specific experiments
were conducted to test the sensitivity to Reynolds number (Re) of the flow fields around sharpedged bluff bodies in single and tandem arrangements in ranges that may be expected for the
elements of petrochemical structures in a wind tunnel test. This Re regime is slightly below the
conventionally assumed limit for invariance of flow fields around sharp-edged bodies. Re has
been derived in Chapter 2, but briefly, it is a non-dimensional parameter comparing the relative
magnitudes of inertial and viscous forces in a fluid flow. Tandem arrangements were selected
for investigation in order to learn whether or not the shielding behaviors would be sensitive to
Re. The various elements comprising typical petrochemical structures exposed to wind will
generally shield one another to some extent, and this effect can have a significant influence on
the total wind load.
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4.2

Experimental Setup
All the experiments in this component of research were conducted in the aerodynamic

test section of the LSU Wind Tunnel Laboratory. A special test rig was constructed to house the
models. False walls were inserted in the tunnel to create a relatively tall and narrow region in
which the models were suspended. The reason for using this configuration was to limit the span
of the models. Models of the dimensions required for this study would have been too flexible if
they spanned the entire width of the test section. In order to facilitate flow visualization, one of
the false walls was constructed from thin plywood painted black, and the other was constructed
from clear acrylic of a similar thickness. The leading edges of the false walls were outfitted with
beveled balsa wood to minimize flow separation from the surface. The velocity field between
the false walls was measured with a hot wire anemometer prior to the testing. There was no
appreciable change in the mean velocity measurements along the depth of the section, and the
turbulence intensity in the test section was 0.2%. The turbulence intensity is a measure of the
variability of the wind speed. This metric is simply the coefficient of variation of the wind speed
(i.e. the standard deviation of the wind speed divided by the mean wind speed). A schematic of
the false wall setup is shown in Figure 4.1.
Flow visualization was performed for low wind tunnel speeds using the smoke wire
method that was described in Chapter 3. A wire coated with mineral oil was placed between the
false walls and upstream of the model. This wire was connected to a spring to keep it in tension.
One end of the wire and the end of the spring were each connected to the arms of an inexpensive
laboratory stand. Electrical leads were connected to each end of the wire. A surplus PC power
supply was used to generate an electrical current through the wire. A controller with a switch
and rheostat were constructed to energize the wire and adjust the voltage.
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False Wall
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Flow Direction

Figure 4.1 Schematic diagram of special test rig for aerodynamic test section of LSU Wind
Tunnel Laboratory

The electrical resistance of the thin wire to the current passing resulted in sufficient heat to burn
the film of oil. The voltage was adjusted so that the oil burned at an optimal rate. As the oil
burned, fine streaks of smoke were injected into the flow field. A digital camera was positioned
outside of the test section on a tripod. A strobe was positioned above the wind tunnel and over a
one-eighth inch slot in the roof of the tunnel. A mirror was placed on the floor of the wind
tunnel. The operation of the flash was synchronized with the digital camera, and the slot served
to limit the strobe’s effect in the wind tunnel to approximately a vertical plane of light. The
mirror on the floor of the wind tunnel reflected the strobe’s light back up toward the roof,
minimizing the shadow cast by the model. The setup is shown in Figure 4.2.
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Figure 4.2 Smoke wire flow visualization setup. The view is through the acrylic wall of the
aerodynamic test section of the LSU Wind Tunnel.

Surface pressures were measured on two different model sizes in order to gather data in
as large a range of Re as practical. The models were rectangular cylinders with square cross
sections. One set of models had a cross sectional dimension of 13 mm, and the other had a
dimension of 35.5 mm. Both set of models were 30 cm long. The wind tunnel models were
outfitted with surface pressure taps with thin tubing. Five taps were located on a single face of
each of the instrumented models. One tap was located at the center of the face, and the other
four were distributed approximately symmetrically about the centerline.

Surface pressure

measurements were conducted using a pitot-static probe and differential pressure transducers.

65

The pitot-static probe gathered reference pressure from the free stream that was used to calculate
the surface pressure coefficients. Equation 4.1 defines the pressure coefficient.
Cp = Ps / Pref

(4.1)

Where Ps is the surface pressure on the model and Pref is the pressure measured by the pitotstatic probe in the free stream of the wind tunnel.
Since mean values of the pressure coefficient were of interest, it was necessary to sample
the process at a frequency low enough to ensure that subsequent measurements were
uncorrelated. For this reason, pressure coefficient measurements were recorded at a frequency of
20 hz. Each sample record contained 200 samples. Numerous independent sample records were
acquired for each tap and configuration. This process was carried out until the resulting mean
value of the pressure coefficient converged.
There are several potential sources of error in the mean surface pressure measurements.
Among them are precision errors, uncertainty associated with the linear calibration of the
pressure transducers, flow field inconsistencies introduced by variability in wind tunnel blockage
and model aspect ratios, and the pressure gradient along the test section between the false walls.
Precision errors were reduced to tolerable levels by gathering enough samples such that the
uncertainty (or standard error) in the estimate of the mean value was reduced to an acceptable
level (±0.01 Cp). The error in the pressure transducer calibration curves was mainly caused by
the finite resolution of the water manometer. This effect results in a lower bound below which
surface pressure measurements are not useful with the instrumentation that was available for this
program. The bias introduced by wind tunnel blockage and length to depth aspect ratios has
been evaluated through benchmark testing in the higher Re range. The drag coefficient of a
nominally two-dimensional square prism is well-established for this case, and good agreement

66

with this data was found upon integrating the surface pressures to calculate the drag.
longitudinal pressure gradient was detected between the false walls.

A small

This effect has been

minimized through careful positioning of the reference pitot-static probe.
4.3

Results and Discussion
This section describes the results of the flow visualization and pressure measurements

that were performed in this study. These observations and measurements are interpreted in the
context of proper modeling of open frame and other similar structures in wind tunnel
laboratories.
4.3.1 Flow Visualization
Smoke flow visualization was carried out in smooth flow for single and tandem
arrangements of long, square prisms. Re ranged from approximately 870 to 5200 for these
experiments. This range of Re encompasses flow conditions at and below those likely to be
encountered locally near the small elements composing wind tunnel models of petrochemical and
other process industry structures.
The flow patterns visible in the smoke for single square prisms showed a separation of
the flow from the surface of the model at the upstream corners. This separated shear layer
remained detached from the model as the flow progressed past the side faces parallel to the flow,
never reattaching the surface of the model. In the lee of the model, a wake region was clearly
identifiable by the absence of smoke near the rear face of the model. At some distance beyond
the rear of the model, the pair of shear layers became unstable and a clear pattern of vortex
rolling emerged. The images of these vortices were preserved in the smoke and convected along
with the mean flow behind the model. These flow field features are typical for single bluff
bodies. As Re increased, the distance between the separated shear layer and the side faces of the
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model (top and bottom) narrowed. The wake region in the lee of the model also became
narrower in the transverse direction and shorter in the longitudinal direction.

The vortex

signature also degraded more rapidly with distance downstream for higher Re. These changes in
the flow patters with increasing Re can be explained by the increasing tendency of the separated
shear layers to become unstable and eventually turbulent with increasing Re. This observation is
consistent with the discussion of shear layer instability that was provided in section 2.4. These
observed variations were limited to low Re. Figure 4.3 illustrates these flow features.
The flow fields for square prism models in tandem arrangements were somewhat more
complicated than single model flow fields. For the upstream model, the features described in the
above paragraph were visible. The interaction of the wake flow field and the downstream model
were found to depend both on model spacing and Re. Increasing Re caused the two shear layers
to converge more rapidly and therefore impact the downstream model at higher spacing ratios.
Increasing the spacing ratio allowed more distance for the separated shear layers to become
entangled and mix. Therefore, as Re and/or the spacing ratio of the models increased, there came
a point at which the flow field switched between one in which the separated shear layers
bypassed the upstream face of the downstream model to one in which they curled sufficiently to
impact the front face of the downstream model. At such a point, the flow showed a bistable
pattern that alternated between these two scenarios. Figure 4.4 illustrates this phenomenon. The
small circles visible in the photographs in Figure 4.4 are the holes in the false wall that were used
for mounting the models.
The two photographs in Figure 4.4 were taken for the same spacing ratio (four) and the
same Re (1700). The only difference is the time at which the photographs were taken. Spacing
ratios less than four showed a cavity mode of flow (similar to 4.4 a) for which the downstream
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model was enveloped in the wake of the upstream model. For spacing ratios greater than four, a
wake impingement mode of flow (similar to Figure 4.4 b) was observed in which the separated
shear layers from the upstream model converged sufficiently to impact the upstream face of the
downstream model. For this Re (1700), the spacing ratio of four represents a critical value.
Similarly, for a constant spacing ratio of four, lower and higher values of Re resulted in the
presence of the cavity or wake impingement flow modes, respectively. This switching of flow
regime between a cavity mode and wake-impingement mode with increasing Re was also
observed by Igarashi and Terachi (2002), but for bluff bodies with small control elements placed
upstream. So, for this spacing ratio, Re = 1700 represents a critical value. For spacing ratios
greater than four and/or Re > 1700, the wake impingement mode of flow is expected to be
dominant. The conventionally assumed lower limit (among wind engineers) for invariance of the
flow fields near sharp-edged bodies is approximately Re = 104. Based on these observations, the
qualitative flow pattern for tandem square prisms is invariant for Re greater than approximately
1700 and spacing ratios greater than approximately four.
The bistable, or transitional, flow field shown in Figure 4.4 occurred at Re and element
spacing ratios that are both below what might be expected near framing elements of an open
frame structure modeled in a wind tunnel. For example, a typical framing element might be
approximately 0.3 m deep at prototype scale, which would correspond to 3 – 6 mm when
modeled at scales of 1:100 or 1:50 in a wind tunnel. The velocity in the wind tunnel would be
approximately 10-15 m/s resulting in Re for the modeled elements of 2,000 – 6,000. The spacing
ratios of framing elements such as structural beams and columns would generally be greater than
four for conventional structures. Since both Re and the spacing ratios for modeled framing
elements would be above the observed critical values for transition of the flow pattern, large Re
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induced variations in the flow fields in the neighborhoods of these modeled elements would not
be expected. Therefore these flow visualization experiments have not provided any evidence
suggesting that applying current wind tunnel testing practices to process structures would be
inappropriate.

(a)

(b)
Figure 4.3 Smoke flow visualization for single square prisms, Re = 870 (a), Re = 3500 (b). A
narrower and more turbulent wake for increased Re is identifiable when comparing the images in
(a) and (b).

70

(a)

(b)
Figure 4.4 Smoke flow visualization for two square prisms arranged in tandem with a center to
center separation of four times the depth and Re = 1700. A transitional, bistable flow pattern
which alternates between cavity and wake impingement modes can be observed by comparing
(a) and (b).

4.3.2 Single Square Prism Pressure Measurements
The surface pressure coefficients measured on various faces of single, long square prism
models of two different sizes (described in section 4.2) are shown in Figures 4.5 through 4.7. In
these figures, and in more that follow, the location of the pressure taps are denoted non-
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dimensionally with respect to their distance away from the centerline of the model (r/h). The
variable r is the distance from the centerline, and h is the width of the side of the model. The
coordinate system and sign convention for these locations are shown on each of the figures. Due
to fabrication variations between each of the two wind tunnel models, there is not exact
agreement in the placement locations of the pressure taps from one model to the other.
Figure 4.5 shows the variation of surface pressure coefficients on the upstream face of
each model with respect to Re. No apparent trend is detectable in the data with the exception of
the tap nearest the edge of the face on the smallest model. This variation may be due to slight
migration of the separation point near the model corner.

Figure 4.6 shows the pressure

coefficients on the downstream face of the models. Some variation with respect to Re appears
for the lowest portion of the Re range. However, the variations are not symmetric about the
centerline of the model, and therefore may be due to experimental error. The side face pressure
coefficients are shown in Figure 4.7. In general no trend is apparent over the range of Re. There
is a slight curvature of the data toward the low end of the Re range, but experience with the test
apparatus and instrumentation suggests that this may have been due to the fact that these very
low pressures were near the lower useful limits of the instrumentation system.
Figure 4.8 shows the measured pressure distribution over the front and rear faces of the
single square cylinder models for four different values of Re. The pressure coefficient near the
center of the model (at r/h = 0) is very nearly 1.0. The pressure coefficients decrease slightly to
approximately 0.75 by the time r/h = ±0.3. After this the pressure coefficients on the front face
of the model decrease rapidly. The pressures on the rear face of the model are relatively uniform
with slightly lower negative pressures near the center of the model. Figure 4.9 shows the
pressure distribution on the side face models for the same four values of Re as in Figure 4.8.
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Figure 4.5 Front face surface pressures for single square prisms
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Figure 4.6 Rear face surface pressures for single square prisms
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Figure 4.7 Side face surface pressures for single square prisms
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Figure 4.9 Side face pressure distributions for single square prisms at select values of Re
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0.2

0.3

0.4
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The pressure distribution over the side face is relatively uniform for all values of Re, with
slightly lower negative pressure coefficients appearing toward the center of the side face.
4.3.3 Tandem Square Prism Pressure Measurements
Figures 4.10 through 4.12 show the variation of the pressure coefficients for the
downstream model in a tandem model arrangement with a spacing ratio of eight times the width
of the model (8h). Spacing ratios of 8h and 10h were chosen for tandem arrangements because
they were considered to be representative of the typical closest spacing of structural elements
such as beams or columns in real open frame structures in a petrochemical facility.

No

significant trends are apparent in the pressure coefficient data with respect to Re for the front and
rear faces. On the side face, however, there is a clear tendency for the pressure to become more
negative with increasing Re for the tap nearest the upstream corner.
An important feature in these figures is the distinct change in pressure coefficients
between the two different model sizes.

The upstream face pressure coefficients are more

positive for the larger model, and likewise the downstream face pressures are more negative for
the larger model. The most obvious difference between the two models is the blockage ratio that
they represent with respect to the wind tunnel cross section. The blockage ratio for the 13 mm
model was 2.1 %, and the blockage ratio for the 35.5 mm model was 5.8 %. The effect of wind
tunnel blockage is to constrict the flow. Typically this yields higher local flow velocities and
distortions of the flow field that tend to increase the drag on models presenting greater wind
tunnel blockage. This conventional interpretation of wind tunnel blockage offers a reasonable
explanation for the increased suction pressure on the downstream face of the downstream model.
Consideration of the flow field in these experiments suggests that another effect of this increase
in flow constriction from the smaller model to the larger model is an artificial movement of the
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Figure 4.10 Front face surface pressures for the downstream square prism for a longitudinal spacing ratio of 8
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Figure 4.11 Rear face surface pressures for the downstream square prism for a longitudinal spacing ratio of 8
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Figure 4.12 Rear face surface pressures for the downstream square prism for a longitudinal spacing ratio of 8
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separated shear layers in the wake of the upstream model closer to the axis connecting the two
models. Intuitively, this would seem to cause more convergence of the flow field onto the
upstream face of the downstream model, perhaps explaining the higher positive pressures in this
region of the larger model. This observation has implications not only for wind tunnel testing of
petrochemical structures, but also in tests in which there are significant shielding and
interference effects among neighboring structures, such as would occur for a tall building in a
dense urban center.
The difference in the pressure distributions for the different model sizes is apparent in
Figure 4.13, which shows the measured pressure distributions on the front and rear faces of the
downstream models (spacing ratio = 8h) for four different values of Re. The shapes of the
distributions are similar for both models, but the 13 mm model shows smaller magnitudes of Cp
on both faces. The most interesting feature of this figure is the switch to negative pressure that
occurs near the edge of the upstream face of the 13 mm model. This shows that the difference
between the two models is a qualitative one, and not just a difference in scale. This illustrates a
limitation in applying any standard blockage correction to data such as this. The standard
blockage corrections will adjust the magnitudes of the pressure coefficients, but cannot account
for changes in the flow pattern that result in reversals in sign of pressure coefficients.
Figure 4.14 shows the measured pressure distributions on the side face of the downstream
model (spacing ratio = 8h) for four different values of Re. The pressure distributions are also
qualitatively different for the two different model sizes for this face. For the 13 mm model, the
most severe negative pressure was measured at the most upwind location. For the 35.5 mm
model, the pressure coefficient reached its most negative value a bit downstream from the
upwind edge. Blockage may have something to do with this behavior, but a tentative description
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Figure 4.13 Front and rear face pressure distributions on the downstream square prism for a
longitudinal spacing ratio of 8 at select values of Re
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Figure 4.14 Side face pressure distributions on the downstream square prism for a longitudinal spacing ratio of 8 at select values of Re
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of the mechanism is not as simple to form as it was in the case of the front and rear face pressure
distributions.

The velocity profile between the upstream and downstream prisms was not

measured, but a fair assumption is that the flow velocities closer to the center line connecting the
models are lower (or reversed) compared to the flow velocities farther away from this line. An
increase in wind tunnel blockage would likely compress this velocity profile that exists between
the two prisms. This compression would reduce the depth of the shear layer relative to the model
dimension. Holmes (2001) describes early work by Martin Jensen in Denmark that established
the relationship between the geometric scale of a turbulent boundary layer and the resulting
pressure distribution shapes on building walls and roofs. Perhaps a similar effect is occurring on
the side face of the downstream model due to the distortion of the shear layer between the two
models induced by wind tunnel blockage. If this were the mechanism responsible for the
qualitative differences in the pressure distributions for the 13 mm model and the 35.5 mm model,
then further emphasis would be added to the previous warning regarding the applicability of
blockage corrections.
Figures 4.15 through 4.17 show the pressure coefficients for the downstream model in a
tandem arrangement with a separation distance of ten model widths. The patterns that appear in
this data are not substantially different from those observed in the other tandem arrangement. An
exception is in the apparent Re sensitivity of the side face pressure coefficients.

In this

arrangement, the pressure tap on the side face located in the position r/h = -0.29 on the smaller
model shows the most variation.

Figures 4.18 and 4.19 show the pressure coefficient

distributions over each of the downstream model faces for the 10h separation. These figures
show behaviors similar to those noted for the 8h separation. The apparent sensitivity to Re that

85

1.5
1.3
1.1

35.5 mm: r/h = -0.19
35.5 mm: r/h = 0.04
35.5 mm: r/h = 0.22

0.9
35.5 mm: r/h = 0.43

Mean Cp

0.7
0.5
0.3

13 mm: r/h = 0.45
13 mm: r/h = 0.29
13 mm: r/h = 0
13 mm: r/h = -0.26

0.1
13 mm: r/h = -0.39

-0.1
-0.3
-0.5
1,000

10,000

Re
Figure 4.15 Front face surface pressures for the downstream square prism for a longitudinal spacing ratio of 10
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Figure 4.16 Rear face surface pressures for the downstream square prism for a longitudinal spacing ratio of 10
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Figure 4.17 Side face surface pressures for the downstream square prism for a longitudinal spacing ratio of 10
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was previously noted for the pressures measured on the side face at the tap located at r/h = -0.29
shows up in the side face pressure distribution in Figure 4.19 for the 13 mm model.
4.3.4 Net Pressure Coefficients
The pressures on each of the models (single prism, downstream at 8h separation, and
downstream at 10h separation) were integrated on the front and rear faces to obtain net pressure
coefficients. The values of these net pressure coefficients for each model and for each value of
Re is shown in Figure 4.20. It is clear from this figure that the overall along-wind forces on the
models are relatively insensitive to Re for the tested configurations. The single prism net Cp
results are in the approximate range of 1.9 – 2.0 and agree relatively well with values previously
reported in the literature for square prisms in this Re range. Bearman and Trueman (1972)
reported a drag coefficient (equivalent to the net pressure coefficient in this application) of
approximately 2.2 for square prisms for Re as low as 2 · 104. Lesage and Gartshore (1987)
reported a coefficient value of 2.04 for Re as low as 1 · 104.

Norberg (1993) measured drag

coefficients of 2.21 and 2.16 for square prisms with Re values of 5 · 103 and 1.3 · 104,
respectively.

Roberson and Crowe (1997) provide a reference value of 2.0 for the drag

coefficient for a square prism for 1 · 104 < Re < 1 · 106.
4.4

Chapter Summary and Conclusions
This chapter described wind tunnel experiments designed to detect Re sensitivity of

sharp-edged bluff bodies in single and tandem arrangements in Re ranges encompassing the
values that would appear for individual elements in wind tunnel models of petrochemical and
other process industry structures.
Flow visualization using the smoke wire method over the range 300 • Re • 5200 showed
sensitivity of the flow patterns to Re for single and tandem model arrangements, but only for Re
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Figure 4.18 Front and rear face pressure distributions on the downstream square prism for a
longitudinal spacing ratio of 10 at select values of Re
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Figure 4.20 Net pressure coefficients for single square prisms and downstream prisms in tandem arrangements

92

100,000

below what would be encountered in a petrochemical structure modeled in a wind tunnel. The
wakes of single prisms converged more rapidly for higher values of Re.

For tandem

arrangements, higher values of Re were associated with a switch in the flow pattern from a cavity
mode, in which the separated shear layers from the upstream model bypassed the downstream
model, to a wake impingement mode in which the shear layers from the upstream model
converged and impacted the upstream face of the downstream model.
The net pressure coefficients for single square prisms and the downstream prism in
selected tandem arrangements were insensitive to Re over the tested range (5300 < Re < 65,000).
The net pressure coefficients for the single prism were approximately in the range 1.9 – 2.0,
which is consistent with published values.
An important observation is that the shielding behavior for the tandem configurations was
strongly affected by wind tunnel blockage. Care must be taken by practitioners to understand the
potential influences that such effects may have on wind tunnel results, not only for petrochemical
structures, but also for many other civil engineering structures as well.
At the conclusion of this testing program, there was not compelling evidence to suggest
that current wind tunnel modeling practices are inappropriate for petrochemical structures.
Further weight can be added to this conclusion by reminding the reader that these experiments
were conducted in smooth flow. Wind tunnel modeling for civil engineering applications is
predominantly performed in flow fields simulating the turbulent atmospheric boundary layer.
The effects of incorporating turbulence into the flow field would likely cause any Re sensitivity
to be relegated to even lower Re ranges.
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CHAPTER 5: WIND LOADS FOR OPEN FRAME PETROCHEMICAL STRUCTURES
5.1

Introduction
Open frame structures are commonly encountered in refineries, chemical plants, and

other industrial process facilities. Estimation of wind loading for these structures is frustrated by
the complex geometry arising from the presence of exposed framing and the inclusion of a
variety of other solid elements, such as equipment, piping, stairs, handrails, etc. There is a
relatively small body of research devoted to structures of this type. Wind forces on lattice
frames have been studied in wind tunnels by Flachsbart and Winter (1934), Sykes (1981),
Georgiou and Vickery (1979), Whitbread (1980), and Georgiou, et al. (1981). Willford and
Allsop (1990) and Nadeem and Levitan (1997) developed procedures to estimate wind loads on
lattice arrays based on Georgiou’s experimental results. These two methods are included in
ASCE’s Wind Loads and Anchor Bolt Design for Petrochemical Facilities (ASCE, 1997). That
publication reviews the state of the practice and provides recommended guidelines for
determining wind loads on industrial structure types found in the process industries (herein after
referred to as the ASCE guidelines) in the main provisions and in the Appendix, respectively.
The ASCE Guidelines contain provisions for calculating wind loads on pipe racks, cable trays,
open frame structures with equipment and appurtenances, and vertical, horizontal, and spherical
vessels. When possible, the provisions were based on relevant research. In many cases where the
available, open literature offered no guidance, the provisions are a reflection of the collective
experience and judgment of the task committee responsible for the document, as indicated in the
commentary. The task committee was composed of representatives from industry and academia.
Since publication of the ASCE Guidelines, Qiang (1998) and Levitan, et al. (2004) have studied
wind loads on three dimensional frames housing simulated equipment elements.
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This chapter describes boundary layer wind tunnel test results on a model open frame
structure designed to closely resemble the structure used for comparison of industry practices
and example calculations in the ASCE Guidelines. Four different configurations were tested to
study the incremental contributions of different variables. The results were analyzed in the
context of the provisions of the ASCE Guidelines as well as other relevant sources.
Recommended improvements to the current practice for wind load estimation on open frame
structures are presented in the last section. This chapter is modified from a journal manuscript.
5.2

Experimental Setup
The experiments were conducted at the Louisiana State University Wind Tunnel

Laboratory. The tunnel used is an open circuit, suck-down type wind tunnel. The boundary
layer section is 132 cm wide by 99 cm high and is 7.3 m long. Flow entering the boundary layer
section was first conditioned with a honeycomb, a contraction, and wire mesh screens to attain
smooth, uniform flow.

Since the boundary layer section is short, the boundary layer was

simulated by adding spires and a saw-tooth trip downstream of the contraction. Carpet was
applied to the floor of the wind tunnel to provide surface roughness over the boundary layer
development length. Experiments in turbulent boundary layer flow were conducted at a location
6.1 m downstream from the entrance of the boundary layer section.
Flow characterization measurements were made using hot wire anemometry. Vertical
profiles of longitudinal velocity were measured at the model location. Turbulence intensities and
the longitudinal turbulence integral length scale were calculated from the velocity time histories.
Figure 5.1 shows the vertical velocity and turbulence intensity profiles for the boundary layer
flow. The mean velocity at roof height was approximately 12 m/s. The integral length scale of
the turbulence near the model height was approximately 40 cm. The characteristics of the best-
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fit power law curve shown on Figure 5.1 indicate that the variation of vertical velocity is typical
of ASCE 7 Exposure B (ASCE, 2006), which is reasonable for a structure inside a large
industrial facility.

The integral scale of the turbulence is smaller than that required for proper

geometric scaling of the flow. It has been shown however, that turbulence has little effect on
wind tunnel results for mean wind loads on lattice frames (Amoroso, et al., 2005 and 2006).
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Figure 5.1 Mean velocity and turbulence intensity profiles. A velocity profile corresponding to
terrain exposure B from ASCE 7 (2006) is also shown in the left panel.

The models tested were designed to closely resemble the structure used for an example
calculation in the ASCE Guidelines (ASCE, 1997) at a scale of approximately 1:50. Four
configurations were tested: the structural frame in isolation, the structural frame with the addition
of solid flooring at three levels, the frame with floors and internal equipment elements
(representing vessels and exchangers), and the frame with floors, equipment, and a stairwell
added to the exterior of the frame. The final configuration was identical to the example structure
with the exception that the model did not have handrails. The example in the ASCE Guidelines
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did not specify whether flooring was present (models were tested both with and without floors)
and did not specify support details for the vessels or exchangers (some means of support was
necessary in modeling). The frameworks of the models were constructed of plastic members that
represented wide flange and structural tee shapes. The floors were constructed from thin plastic
sheets and the equipment elements were constructed from plastic cylindrical tubes with either
domed or flat heads to match the equipment in the example. The four model configurations are
shown in Figure 5.2. The model in the final, most solid configuration produced a wind tunnel
blockage of 5.4%.
A six-component force balance manufactured by Aerolab was used to measure forces and
moments on the model. The measured forces and moments were converted to non-dimensional
coefficients using the velocity pressure at the model roof height and the gross (envelope) area of
the model. During the tests velocity pressure measurements were made using a pitot-static tube
positioned in the flow above and upstream of the model. The ratio of the velocity pressure
measured during the tests to the velocity pressure at roof height was determined by measuring
both locations prior to installing the model. During force measurements, a second pitot probe
was placed nearby for quality assurance.
A word of caution with respect to dynamic similarity is warranted. Typically, the results
of wind tunnel tests on buildings of this scale in turbulent boundary layer flows are considered to
be insensitive to Reynolds number. This conventional wisdom may be appropriate for enclosed
buildings which have a characteristic length related to the overall envelope geometry of the
structure. An open frame structure, as modeled in this study, introduces length scales (through
the exposed framing) of at least an order of magnitude smaller than the overall dimensions of the
structure suggest. For example, in the experiments described here, the Reynolds number for the
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flow in the neighborhood of a typical framing element is approximately 5·103, which is below
the perceived threshold for Reynolds number insensitivity of sharp-edged bodies. This issue was
addressed in the previous chapter, and it was concluded that there was not currently enough
evidence to warrant abandoning conventional wind tunnel testing practice for these types of
structures. The results presented here, and elsewhere for similar structures should be considered
with this caveat until this issue is more fully understood.

Figure 5.2 Model configurations: (a) frame only, (b) frame with solid floors, (c) frame with
floors and equipment, and (d) frame with floors, equipment, and stairwell
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A more familiar impediment to achieving dynamic similarity is the sensitivity of the drag
of circular cylinders to Reynolds number. The equipment elements housed in the modeled
structure are cylindrical and the operating Reynolds numbers for these elements are below the
transition range for circular cylinders, whereas the prototype equipment elements are in the
supercritical flow regime.

This mismatch in Reynolds number regime is mitigated by the

turbulence in the approaching flow and the turbulence caused by the nearby structural members.
Turbulence in the approaching flow and roughness on the cylinder surface promote the formation
of a turbulent boundary layer on the cylinder surface, and with it the lower drag regime, at lower
Reynolds numbers. A discussion of the effects of turbulence and surface roughness on circular
cylinder drag is found in ESDU Data Item 80025 (ESDU, 1980b).
5.3

Results
Figure 5.3 illustrates the coordinate and angle conventions that are used in the

presentation of data. Force and moment coefficients are measured along and about structural
axes, respectively.

Force, moment, and torsion coefficients are calculated according to

Equations 5.1 through 5.3.
Fx , y

C fx , y =

C Mx , y =

CT =

(5.1)

q h ⋅ Ag
M x, y

(5.2)

q h ⋅ Ag ⋅ h

T
q h ⋅ Ag ⋅ B

(5.3)

where
Ag

=

gross (i.e., envelope) area of a model;

B

=

model width;

99

Cf x,y

=

mean force coefficient for entire structure along x or y structural axis;

CM x,y =

mean moment coefficient for entire structure about x or y structural axis;

CT

=

mean torsion coefficient for entire structure about vertical structural axis;

Fx,y

=

mean wind force for entire structure along x or y structural axis;

h

=

model roof height;

Mx,y

=

mean overturning moment about x or y structural axis;

qh

=

mean dynamic pressure at roof height; and

T

=

mean torsion about vertical structural axis.

The areas in the force coefficient calculations are the gross (envelope) areas, Ag, of the model
faces normal to the axis of the force under consideration. All force coefficients have been
corrected for wind tunnel blockage using Cowdrey’s method described by ESDU (1980a), which
was briefly introduced in Chapter 3. Blockage corrections ranged from 0.98 for the y-axis
direction on the empty frame (the least solid configuration) to 0.93 for x-axis direction on the
model with the equipment and stairwell (the most solid configuration).

Cfy
CMy
CMx

CT

Cfx

α
d
win

Plan View
Figure 5.3 Coordinate and angle definitions
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B

5.3.1 Empty Frame
Figure 5.4 presents the measured force, moment, and torsion coefficients for the empty
frame (see Figure 5.2a) along the x and y-axes for angles ranging from 0º to 180º. These data
reflect an important feature of force coefficients for open frame structures; the maximum value
for each axis does not occur when the wind is normal to the plane of the frames. When the
planes of the frames are normal to the flow, leeward frames experience the greatest shielding.
As the wind direction moves away from normal, the leeward frames become exposed, and even
though the wind is no longer exactly aligned with the force component of interest, the decreased
shielding leads to increased force coefficients. For example, the y-axis force coefficient, Cfy,
clearly experiences a local minimum for winds normal to the y-face (wind angle of 90°). The
maximum values of Cfy occur for winds that are 15° or more away from normal.
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Figure 5.4 Measured force, moment, and torsion coefficients for frame-only configuration.
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Table 5.1 lists calculated maximum force coefficients for the model framework using the
procedures in both the main body and the appendix of the ASCE Guidelines. The calculated
force coefficients for the frame are a function of projected solidity, frame spacing to width ratio,
and the number of frames along a structural axis. Since the reference pressure for the measured
data was the velocity pressure at roof height, qh, and the force coefficients in the ASCE appendix
are for net areas, An, rather than the gross area, Ag, the calculated force coefficients have been
adjusted in the following manner:

Cf =

∑q

zi

⋅ C fi ⋅ Ani

i

(5.4)

q h ⋅ Ag

where
Ag

=

gross (i.e., envelope) area of a model;

An

=

net (i.e., projected) area of a model;

Cf

=

mean force coefficient;

qh

=

mean dynamic pressure at roof height; and

qz

=

mean dynamic pressure at height, z.

Table 5.1 Comparison of maximum force and moment coefficients among measurements and
analysis methods for the frame-only configuration.
Cfy
CMy
CMx
∆ (%)
∆ (%)
∆ (%)
Measured Value
0.68
0.50
0.37
0.29
Calc value (ASCE - Main)
0.54
-21
0.40
-21
0.33
-12
0.24
Calc value (ASCE - Appendix) 0.51
-25
0.38
-25
0.31
-15
0.23
Calc value (Modified method)
0.62
-9
0.47
-7
0.38
2
0.28
Modified method uses the main ASCE frame provisions and accounts for diagonal bracing.
Method

Cfx

∆ (%)
-18
-22
-3

It is apparent that the two ASCE Guidelines procedures, which are based on experiments by
Georgiou (1979), Georgiou and Vickery (1979), and Geogiou, et al. (1981) and analysis by
Willford and Allsop (1990) and Nadeem and Levitan (1997), underestimated the force
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coefficients on this particular frame.

There are two significant differences between the

experimental data on which the ASCE Guidelines are based and the current wind tunnel tests
which contribute to these underestimates. First, the experiments by Georgiou were conducted on
multiple, parallel, plane frames that were not interconnected, whereas the model in the present
study is a fully three-dimensional lattice with floor framing and diagonal bracing connecting the
planes of vertical frames. Second, Georgiou’s tests were conducted in smooth, uniform flow,
whereas the current experiments were modeled in turbulent boundary layer flow. The effects of
varying velocity with height were corrected using equation 5.4. Georgiou, et al. (1981) reported
a limited number of experiments in uniform, turbulent flow, and as did Amoroso et al. (2005 and
2006), found the effects of turbulence on lattice frame force coefficients to be modest.
Diagonal bracing contributes exposed area that is not accounted for in the ASCE
Guideline procedures. The following calculation was performed to approximately account for
the additional load gathered by the diagonal bracing. The projected areas in the vertical plane of
diagonal members connecting the first two parallel frames were assigned added to the projected
area calculated from thee procedures in the ASCE Guidelines. The force coefficients for both
axes were recalculated based on this adjusted area using the procedures in the main body of the
provisions. The calculated values resulting from this modification to the analysis procedure are
shown in Table 5.1. Applying this rational approximation appears to reduce the discrepancy
between the measured values and the calculated values.
Figure 5.4 also presents the overturning moment and torsion coefficients about the
vertical axis for the empty frame configuration.

Table 5.1 also includes comparisons of

measured and calculated values for the moment coefficients.
coefficients were adjusted in a manner similar to the force coefficients:
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The calculated moment

CM =

∑q

zi

⋅ C fi ⋅ Ani ⋅ zi

i

(5.5)

q h ⋅ Ag ⋅ h

where
Ag

=

gross (i.e., envelope) area of a model;

An

=

net (i.e., projected) area of a model;

Cf

=

mean force coefficient;

CM

=

mean moment coefficient;

qh

=

mean dynamic pressure at roof height;

qz

=

mean dynamic pressure at height, z; and

z

=

height above ground.

Discrepancies between the measured and calculated values are apparent for the overturning
moment coefficients just as they were for the force coefficients. The relative differences are
slightly smaller, however, for the moment coefficients. The distribution of model frame area in
the vertical direction was nearly uniform, and therefore, a center of force corresponding to the
centroid of the velocity pressure profile was expected. This assumption would lead to relative
discrepancies between the measured and calculated values similar to those for the force
coefficients. Since the relative differences changed, it follows that the centroid of force did not
correspond exactly to the centroid of the velocity pressure profile. Possible explanations of this
mismatch include changes in the aerodynamics of the framing elements resulting from the
variation of turbulence with height or even Reynolds number effects on the already small
framing elements due to the vertical variation of velocity.
The measured mean torsion coefficients were found to show only slight variation from
zero with wind angle. This was expected due to the nearly symmetric configuration of the empty
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frame model. No comparison calculations are provided for torsion coefficients. The ASCE
Guidelines specify that vertical torsion must be considered but do not include guidance for the
determination of torsional loads.
5.3.2 Empty Frame With Floors
Figure 5.5 presents the measured force, moment, and torsion coefficients for the frame
with solid flooring (see Figure 5.2b). The presence of solid flooring produces an obvious
reduction in the force and overturning moment coefficients. For example, Cfx and CMy were both
reduced by approximately 10% after the addition of floors. This load reduction effect has been
previously reported by Qiang (1998), and Levitan, et al. (2004).
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Figure 5.5 Measured force, moment, and torsion coefficients for frame with solid floors.
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This paragraph proposes a physical explanation of the load-reducing effect of solid
floors. It has been known for some time that splitter plates located in the near wakes of bluff
bodies cause a reduction in drag by increasing base pressure through a disruption of the
formation of alternating vortices (Roshko, 1954; Apelt et al., 1973; and Apelt and West, 1975).
We suggest that a similar mechanism is engaged when a solid floor plate is placed on floor
beams that are oriented across the flow. Rathakrishnan (1999) showed that splitter plates at
locations offset from the centerline of a two-dimensional rectangular prism were also effective in
drag reduction. Thus it follows that placing a floor plate on top of the beam (as opposed to a
splitter plate at a location near the center) should still disrupt the alternating vortex pattern and
produce a drag reduction. As such, an important parameter for characterizing these effects on an
open frame structure is the ratio of the frame area contributed by floor beams to the total
projected area, or, Afb/ An. For the model tested in this program, this ratio is 0.289 for the x-axis
and 0.216 for the y-axis.
Little generalization can be achieved from only two data points. Qiang (1998), however,
tested many models of open frames with and without floors. The flow conditions were quite
different for those tests (smooth, uniform flow), but the principle proposed above should apply
nonetheless. Figure 5.6 is a scatter plot of the ratio of the force coefficient for models with floors
to that of identical models without floors as a function of Afb/ An. The data from this study are
included with 46 data points from Qiang (1998). The models in Qiang’s study included two,
three, and four story structures with two to three frame lines. Qiang’s models had two different
plan aspect ratios (1 and 1.5) and two different elevation aspect ratios (1 and 2). Sixteen of the
data points correspond to the no-floor condition, and therefore lie on the point (0, 1). A linear
regression equation with the following equation was fitted to the data:
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Flooring Reduction Factor = - 0.262· (Afb/ An) + 1

(5.6)

The constant of 1 indicates that no reduction in force coefficient is expected if there are no
beams supporting solid floors. When the data points that lie on Afb/An = 0 are included, the R2
value for this regression is 0.713, indicating that although there are other factors at play (such as
model plan and elevation aspect ratio, projected solidity, and the presence and arrangement of
equipment), the linear model with Afb/An incorporates most of the variation in the load reduction.
Disregarding the data at Afb/An = 0 and constraining the regression line to pass through (0, 1),
however reduces the R2 value to 0.287. A test of the null hypothesis resulted in a very small
probability that there is in fact no correlation between force coefficient reduction and Afb/An. The
p-values for this hypothesis test were 7 · 10-13 when the analysis included the values at Afb/An = 0
and 2 · 10-3 when those values were disregarded. The 95% confidence limits on the slope of the
regression line are -0.21 and -0.32 when all data are included and -0.10 and -0.42 when the
values at Afb/An = 0 are disregarded.
A variable that is likely to influence the magnitude of drag reduction by solid floors is the
spacing to depth ratio of the beams themselves. Depending on the spacing of the floor beams,
flow patterns similar to the cavity-type and wake-impingement patterns described by Prasad and
Williamson (1997) may form. In these cases the floor plate’s effect on the flow pattern and
related drag may be disturbed. Willford and Allsop (1990) suggested a method for accounting
for the effects of “secondary” beams (those placed intermediate to the lines of primary framing)
on the wind loads on unclad framed buildings. Their empirical method accounted for the depthto-spacing ratio of the beams, but no literature reference or physical basis for the derivation of
the procedure was provided.
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Figure 5.6 Reduction in force coefficient with the ratio of floor beam area to total projected area
for frames with solid flooring.

Table 5.2 compares the maximum measured force and moment coefficients to values
calculated by various methods. Results from a modified analysis method by which the force
coefficient for the frame is reduced to account for the effects of floors are included in the table.
The following factor was applied to the frame force coefficients in this analysis:

η floor = 1 - 0.2· (Afb/ An)

(5.7)

This modified method also incorporates the method for adjusting the effective area of the frame
to account for out-of-plane diagonal bracing described in the previous section. The modified
analysis method matches the measured values much more closely than the original methods for
open frames from the ASCE Guidelines.
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Table 5.2 Comparison of maximum force and moment coefficients among measurements and
analysis methods for the frame with solid floors.
Method
Measured Value
Calc value (ASCE - Main)
Calc value (ASCE - Appendix)
Calc value (Modified method)

∆ (%)
-11
-15
-4

Cfx
0.61
0.54
0.51
0.59

∆ (%)
-12
-17
-1

Cfy
0.45
0.40
0.38
0.45

CMy
0.34
0.33
0.31
0.35

∆ (%)
-3
-7
5

∆ (%)
-12
-17
-1

CMx
0.27
0.24
0.23
0.27

Modified method uses the main ASCE frame provisions and accounts for diagonal bracing and the
effects of solid flooring.

Although it is clear that the mean force coefficients are lower after the addition of solid
floors to an open frame, it is important to know whether or not the fluctuating forces will be
similarly affected. In order to shed some light on this issue, some additional analysis of the
measured force time histories was required.

Specifically, the mean values, RMS values,

coefficients of variation (COV), peak values, and mean-plus-RMS values of the x-direction force
for α = 0°, 15°, and 30° were calculated.

These results are shown below in Table 5.3.

Qualitative assessments of the characteristics of the force time histories and spectra were also
conducted to aid this analysis.

Table 5.3 Selected x-direction fluctuating forces
α = 0°

α = 15°

α = 30°

Frame
Only

With
Floors

Frame
Only

With
Floors

Frame
Only

With
Floors

Mean (lb)

1.74

1.53

1.84

1.64

1.82

1.69

RMS (lb)

0.39

0.40

0.36

0.46

0.46

0.44

COV (%)

22

26

20

28

25

26

Mean + RMS (lb)

2.13

1.92

2.21

2.10

2.28

2.13

Peak (lb)

3.56

2.67

2.95

3.25

3.27

3.00
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The COV results in Table 5.3 show that the fluctuating forces for the frame along the xaxis with floors are relatively higher on average than for the bare frame. However, only for the
15 degree wind direction does the peak measured force for the configuration with floors exceed
the configuration without floors. For all three cases the value of the Mean + RMS is lower for
the configuration with floors.
Table 5.4 contains similar data for y-direction forces.

On average, the relative

magnitudes of the fluctuating forces (as measured by the COV) are the same or slightly smaller
for the configuration with floors. For all three of the selected y-direction cases the values of the
Mean + RMS and the peak measured force are all lower for the frame configuration with floors.
The y-direction fluctuating forces appear to follow the pattern of force reduction accompanying
the application of solid floors that was apparent in the mean horizontal forces. The result of this
analysis is somewhat equivocal, but it does illustrate the possibility that higher fluctuating forces
can occasionally occur for frame with solid floors, even though the mean forces were
consistently lower than the open frames without floors.

Table 5.4 Selected y-direction fluctuating forces
90 degrees

105 degrees

120 degrees

Frame
Only

With
Floors

Frame
Only

With
Floors

Frame
Only

With Floors

Mean (lb)

1.19

0.90

1.32

1.03

1.27

0.99

RMS (lb)

0.41

0.32

0.43

0.33

0.42

0.30

COV (%)

35

35

33

32

33

30

Mean + RMS (lb)

1.60

1.21

1.76

1.36

1.69

1.29

Peak (lb)

2.51

1.98

2.66

2.10

2.61

1.95

Examination of the time histories and spectra for these cases showed that the model and
force balance apparatus oscillated in a slightly lower frequency range for the configuration with
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floors than the configuration without floors. Typical time histories and spectra are shown in
Figures 5.7 through 5.9 for measured y-direction forces for α = 105°. The small spectral peak
that appears at 42 Hz for the frame with floors in Figure 5.9 is a feature that did not generally
appear with any identifiable pattern in data for other wind angles. The free-vibration natural
frequency of the model and force balance apparatus were measured to be approximately 10 hz in
a similar, but not identical configuration to the ones considered here. This is similar to the
dominant frequencies that appear in Figure 5.9. The addition of the floors did not change the
mass of the system appreciably and did not change the stiffness at all, so it is reasonable to
expect that the mechanical admittance of the apparatus was not much different from the
configuration without floors, in the absence of any significant aeroelastic effects (such as a large
change in aerodynamic damping). Therefore, it appears that the geometric changes associated
with adding floors somehow altered the frequency response of the model and force balance
apparatus. Explanations of how this occurred can only be speculative at this point. Some
possibilities include variations in the element wake structures between the configurations with
and without floors, variations in internal flow patterns between the two configurations, and
greater aerodynamic responsiveness to flow velocity fluctuations. The latter is another way of
saying that the aerodynamic admittance of the structure may have increased upon the addition of
the floors. A plausible physical explanation for this particular possibility is related to how the
structure presents itself to vertical velocity fluctuations.

When the flow temporarily has a

vertical velocity component, flow that would otherwise pass upward between horizontally
oriented beams is redirected toward a downstream beam by the floor surface, thus causing more
horizontal drag to be accumulated by the structure.
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The discussion above regarding the mechanisms associated with higher relative
fluctuating forces for the configuration with floors prompts a question about the presence and
magnitude of any upward-acting forces on this particular structure. The force balance was
capable of measuring uplift forces, and these data were recorded during the wind tunnel tests.
However, since the intent of the investigation was to study the horizontal forces and overturning
moments, the same degree of care was not taken in establishing baseline conditions for the
vertical force readings. The airflow over the surface of the mounting plate and any wind tunnel
leaks at the insertion of the force balance through the tunnel floor could have caused differential
pressures on the surfaces of the mounting plate, thus generating uplift forces on the force balance
independent of the model’s influence. Furthermore, unintentional pitch in the mounting plate
would lead to changes in the uplift force with angle of rotation. Efforts were taken to keep the
mounting plate level, but the sensitivity of the uplift force to variations in plate pitch was not
directly considered. It is appropriate to consider these measurements only in relative terms.
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Figure 5.7 Measured y-direction force time history for the frame without floors (α = 105° )
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Figure 5.8 Measured y-direction force time history for the frame with floors (α = 105° )
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Figure 5.9 Spectra of measured y-direction force time histories for α = 105°
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The geometry of the bare frame does not seem capable of generating significant uplift
forces. This is a somewhat subjective judgment, but it is necessary in order to infer anything
meaningful from relative measurements of the uplift forces. Proceeding from this assumption,
the difference in measured uplift forces for the frame with and without floors can be said to
represent the uplift force on the frame with floors. As such, an uplift force coefficient is defined
as follows:
C fz =

Fz
q ⋅ Aplan

(5.8)

where
Fz = difference in the mean uplift forces for configurations with and without floors;
q = velocity pressure; and
Aplan = the plan area of the model.
The uplift force coefficient, Cfz, for the frame with floors varied between 0.14 and 0.41.
The maximum value (0.41), and other comparable values, occurred when the wind was oriented
approximately 45° away from either the x or y-axis. The lower values occurred when the wind
was oriented along either of the plan axes. Cursory examination of the time histories and spectra
of the vertical force measurements showed that the model configuration with floors experienced
fluctuating uplift forces of lower frequency than the configuration without flooring. The RMS
values of the uplift forces were similar for both cases. Since the mean uplift forces measured
here were the total contributed by three floors, the uplift attributed to each floor would be much
smaller. However, designers should aware that a marginal uplift force can occur for open frame
structures upon the addition of solid floors.
In order to provide more insight into the possibility of a mechanism linking the
fluctuating uplift forces and the horizontal forces when the solid flooring is in place, cross-
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correlations between the uplift and horizontal force fluctuations as functions of time were
calculated. These calculations were performed on the time histories of the simultaneous uplift
and horizontal force measurements using the following formulation:
R12 (τ ) =

f 1 (t ) ⋅ f 2 (t + τ )
f1 ⋅
2

f2

(5.9)

2

where

τ = time lag (s);
t = time (s);
f1 = vertical force fluctuation (lb); and
f2 = horizontal force fluctuation (lb).
In order to isolate the effect that the vertical force fluctuations may have had on the horizontal
forces, the measured force time histories were modified by applying a notch filter to remove the
spectral component corresponding to the natural vibration frequency in the along-wind direction.
Without this filtering, the cross correlation results would have been dominated by the lowfrequency oscillations in the horizontal direction. The time histories were also filtered to remove
the contribution from 60 hz alternating current electrical noise and a higher harmonic (180 hz).
These latter spectral components were not at first thought to be significant based on qualitative
interpretation of the spectra and time histories, but initial calculations of the cross correlations
showed obvious effects at these frequencies. Figures 5.10 and 5.11 plot the values of these
correlations for two different model orientations. Figure 5.10 (for α = 15°) shows that the
addition of the floors measurably affects the cross-correlation values for small values of the time
lag. This was the configuration that showed the largest relative horizontal fluctuating forces
upon the addition of solid floors. The maximum value of the normalized cross correlation is 0.13
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which occurs at a time lag, τ = 0.008 seconds. The cross correlation values for the configuration
without floors are negative and have smaller magnitudes for similar time lag values. Both cross
correlation functions tend toward values which fluctuate about zero for higher values of time lag.
This result seems to indicate some small influence of the vertical force fluctuations on the
horizontal fluctuating forces. Figure 5.11 shows the calculated cross-correlations for α = 90°.
These results do not show the relatively higher correlations between vertical and horizontal
forces for small values of the time lag that appeared for the configuration with floors for α = 15°.
Similar to the earlier discussion of the statistics presented in Tables 5.3 and 5.4, these results do
not support either the occurrence of stronger horizontal force fluctuations or any relationship to
fluctuating vertical forces when solid floors are added to the open frame model. The results of
the cross correlation analysis are equivocal on this matter as well.
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Figure 5.10 Cross-correlation of vertical and x-direction horizontal fluctuating forces for α = 15°
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Figure 5.11 Cross-correlation of vertical and y-direction horizontal fluctuating forces for α = 90°
5.3.3 Frame With Floors and Equipment
Figure 5.12 presents the force, moment, and torsion coefficients for the model
configuration in which various cylindrical equipment elements are housed inside the frame (see
Figure 5.2c).

The coefficients have increased from the previous configuration, but not

proportionally to the increase in projected area. For instance, the solidity ratio in the x-direction
increased from 0.230 to 0.566 (146% increase) while the maximum Cfx increased from 0.608 to
0.705 (16% increase). There is clearly a great deal of shielding among the frame and equipment
elements. The torsion coefficient has changed from nearly zero to slightly negative, reflecting
changes from the previous configuration due to the asymmetric placement of the equipment in
the frame.
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The ASCE Guidelines recommend that the additional wind load from any equipment
housed within an open frame structure be added to the wind load calculated for the frame and its
appurtenances. To account for frame-equipment shielding, the application of the factor shown in
Equation 5.10 on equipment wind loads is allowed.

η = (1 − An / Ag)(0.3 + κ)

(5.10)

This shielding factor is a function of the ratio of projected solid area to envelope area of the
frame, An / Ag, and the volumetric solidity of the level of the structure containing the equipment
element, κ. κ is defined as the ratio of the sum of the volumes of all equipment on a level of the
structure to the gross volume of the structure at that level. The task committee responsible for
the ASCE Guidelines formulated the relationship above as an attempt to account for some of the
beneficial shielding effects. The formula is loosely modeled after the form of an empirical
equation developed by R. E. Whitbread (1980) for the shielding of parallel lattice frames.
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Figure 5.12 Measured force, moment, and torsion coefficients for frame with solid floors and
equipment.
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For a similar application, ESDU Data Item 81028 (ESDU, 1981) provides factors for
reducing the wind loads on ancillary elements located inside lattice towers with triangular and
square cross sections. Perhaps not so coincidentally, the data are a synthesis of unpublished
results provided to ESDU by Whitbread from the National Maritime Institute in the U. K. in
1977. The ESDU procedures have been incorporated in the Australian wind load standard,
AS/NZS 1170.2 (Standards Australia/Standards New Zealand, 2002). For a square-section tower
with cylindrical ancillary elements inside, AS/NZS 1170.2 provides the following shielding
factor (some variable names have been changed to maintain consistency within this chapter):

η = exp[-a·(Cf )1.5]

(5.11)

a = 2.7 – 1.3·exp[-3·(D/B)2]

(5.12)

where

The ESDU shielding factor is a function of the force coefficient of the lattice tower and the ratio
of the width of the equipment element to the width of the frame. The shielding factor is provided
graphically in the ESDU Data Item. A regeneration of these data is provided in Figure 5.13.
Because the ESDU – AS/NZS method for reducing wind loads on internal ancillary
elements was based on experimental work (although unpublished and not for circumstances
exactly similar to equipment in petrochemical structures) it was of interest to determine if this
method is superior to the method recommended in the ASCE Guidelines.

Comparison

calculations were performed for the modeled structure highlighted in this chapter as well as for
models from Qiang’s study (1998). In order to isolate the effect of the choice of equipment
shielding factor, the calculated equipment loads were added to measured frame loads. The
resulting total force coefficients for models using the different equipment shielding methods
were then compared to the measured force coefficients for the entire structure. Petrochemical
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structures will generally not be as simple as the structure for which the ESDU – AS/NZS
provisions were intended, making direct application of Equations 5.11 and 5.12 difficult. For
that reason, the factor a given by Equation 5.12 was conservatively taken as 1.4, which
corresponds to D/B = 0. This minor modification makes the method simpler to apply and more
general in application. After this adjustment, the factor is identical to that given by ESDU and
AS/NZS for reducing the wind loads on lattice-like ancillaries in square towers.
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Figure 5.13 Shielding factors for cylinders inside square lattice towers after EDSU (1981)

Figure 5.14 shows a scatter plot of the force coefficients calculated as described above
versus measured force coefficients for models from the current study and from Qiang (1998). A
line with a slope of unity and an intercept at (0, 0) is shown as a heavy line on this plot. Data
falling on this line represent a perfect match between calculated and measured force coefficients.
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Data falling above this line represent over-predictions of the measured force coefficient, and data
below the line represent under-predictions of the measured values. Regression lines are plotted
through the data for each of the two methods for calculating equipment shielding. In general, the
ASCE provisions result in conservative estimates of the force coefficient, while the modified
method (similar to ESDU and AS/NZS as described above) results are closer to a 1:1 correlation
with the measured data. It also appears that there is less scatter in the data from the modified
method.

1.4

1.3

Modified Method
ASCE

1.2

1:1 correlation

Calculated Cf

1.1

1

Regression (Mod. Method)
Regression (ASCE)

0.9

0.8

0.7

0.6

0.5
0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Measured C f

Figure 5.14 Comparison of calculated force coefficients and measured force coefficients for
frames with equipment elements from the present study and from Qiang (1998).
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In order to better quantify these observations, the ratio of the calculated force coefficient
to the measured force coefficient for each data point was determined for both methods. The
mean value and coefficient of variation for this ratio among all of the data associated with the
ASCE method were 1.12 and 12%, respectively. For the modified method, the mean value and
coefficient of variation were 0.99 and 7.8%, respectively. It should be emphasized that these
calculations are for the force coefficient on the entire structure and not for the marginal effect of
the equipment alone. Since the shielding among frames and equipment is mutual, it is not
possible to isolate their effects from a measurement of the force on the entire structure. To do
this, measurements of the forces on the equipment elements themselves would be required.
To further investigate the performance of the two methods, the variation of the ratio
described above with respect to overall force coefficient, frame force coefficient, volumetric
solidity, and projected solidity was checked. In each case, the modified method exhibited less
dependence on the chosen variable. This indicates that the functional form in Equation 5.11
captures the variation of the shielding factor better than the form currently recommended by
ASCE. Multiplying the force coefficient of the frame by the solidity ratio in Equation 5.11 only
changes the area to which this coefficient is referenced. Therefore, it appears that the force
coefficient of the frame is the primary variable in determining the shielding of equipment. This
is a physically reasonable result.

Forces are generated in fluid flows though changes in

momentum (or, external forces are required to change momentum).

A force or a force

coefficient for a structure in wind is a measure of how much momentum has been changed in the
flow field. It can be assumed that an object with a given envelope geometry is only capable of
generating finite momentum changes in a flow field. As such, if a frame produces larger
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momentum changes in a flow field, there is correspondingly less opportunity for the ancillary
elements located inside to produce momentum changes.
Table 5.5 summarizes maximum force and moment coefficients for the frame as shown in
Figure 5.2c. Two items show the effect of adding the calculated contribution of the equipment to
the measured value of the frame by both the ASCE and the Modified methods. Two more items
show the values calculated by applying each analysis method from the beginning. In these cases,
any errors along the way will accumulate. In general the modified methods produce results that
better match the measured wind tunnel results.
Table 5.5 Comparison of maximum force and moment coefficients among measurements and
analysis methods for the configuration with solid floors and equipment.
Method
Cfx
Cfy
CMy
CMx
∆ (%)
∆ (%)
∆ (%)
∆ (%)
Measured Value
0.71
0.59
0.38
0.34
Measured frame with floors
0.76
8
0.61
3
0.46
22
0.37
9
plus ASCE calculated equip.
Measured frame with floors
plus Modified method calc.
0.70
-1
0.58
-1
0.42
12
0.35
4
equip.
Calc. value (ASCE)
0.69
-2
0.55
-6
0.42
11
0.34
-1
Calc. value (Modified method)
0.68
-4
0.58
-2
0.41
9
0.35
4
Modified method uses the main ASCE frame provisions and accounts for diagonal bracing, solid
flooring, and uses a shielding factor for equipment similar to ESDU (1981) and AS/NZS 1170.2.
(2002)

5.3.4 Frame With Floors, Equipment, and Stairwell
The force, moment, and torsion coefficients for the configuration of the model with a
stairwell (see Figure 5.2d) are shown in Figure 5.15. Cfx and Cfy increased 9.9% and 12%,
respectively, due to the addition of the stairwell. The larger relative effect along the y-axis is
reasonable given that the orientation of the stairwell produces a greater change in the projection
of the structure along this axis. The stairwell framing does not contain diagonal bracing, so it
seems that the incremental increase in force coefficient would not be subject to the discrepancies
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noted in Section 5.3.1. In the example analysis in the ASCE Guidelines, the stairwell is handled
by calculating the solidity of the frame such that the area from the stairwell is represented in the
determination of the frame load. This procedure was followed here to estimate the additional
effect from the stairwell. Comparisons between measured and calculated values are presented in
Table 5.6. The marginal changes in calculated force coefficients are slightly low for forces in the
x-direction and considerably high for forces in the y-direction at this stage.

Part of the

conservatism in the prediction of forces in the y-direction may be attributed to the fact that the
increased area from the stairwell occurs in the lower portion of the velocity profile. In the
example problem in the ASCE Guidelines, which was followed here, a single force coefficient
for the frame is applied over the entire height of the structure. This analysis method absorbs the
additional area from the stairs into the overall frame solidity, effectively distributing a
disproportionate amount of projected area higher up the velocity profile. A more sophisticated
(and still valid) analysis technique would be to break up the frame level-by-level, calculating the
appropriate frame force coefficients and corresponding velocity pressures individually.
5.3.5 Load Cases
The ASCE Guidelines recommend the consideration of two minimum load cases for open
frame petrochemical structures. These consist of applying the load from framing, equipment,
piping, etc for one axis simultaneously with 50% of the frame load from the other axis, for each
of the two plan axes.

These provisions in the ASCE Guidelines reflect the fact that the

maximum force for an open frame structure does not typically occurs at 15° < α < 45°, and as
such, significant forces occur simultaneously along the other axis. Alternatively, the Appendix in
the Guidelines provide a means for determining the angle at which the worst frame wind load
occurs along each of the primary axes. If this approach is taken, this worst angle can be used to
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calculate the corresponding wind load for the frame in the direction of the secondary axis, which
is likely to be different than 50% of the maximum value for that direction. Analysis of load
cases in this chapter, however, will focus on the main provisions rather than the Appendix
method.
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Figure 5.15 Measured force, moment, and torsion coefficients for frame with solid floors,
equipment, and stairwell.

Table 5.6 Comparison of maximum force and moment coefficients among measurements and
analysis methods for the configuration with solid floors, equipment and stairwell.
Method

Cfx

∆ (%)

Cfy

∆ (%)

CMy

∆ (%)

CMx

∆ (%)

Measured Value
0.78
0.66
0.41
0.37
-6
-5
9
4
Calc. value (ASCE)
0.73
0.63
0.44
0.39
-7
8
7
18
Calc. value (Modified method)
0.72
0.71
0.44
0.44
Modified method uses the main ASCE frame provisions and accounts for diagonal bracing, solid
flooring, and uses a shielding factor for equipment similar to ESDU (1981) and AS/NZS 1170.2.
(2002)
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Table 5.7 summarizes the force coefficients for each load case for each model
configuration. Measured values and calculated values from the ASCE Guidelines and from
methods modified as described in this chapter are provided for each case. The calculated values
for the secondary axis in each load case represent 50% of the calculated frame force coefficient
for that axis. The measured, values, on the other hand, correspond to the minor axis force
coefficient that occurred simultaneously with the maximum force coefficient for the main axis.
Since the envelope areas of each of the sides are equal, and since force coefficients referenced to
the envelope areas are used, it is sufficient to represent load cases in terms of the nondimensional force coefficients. Furthermore, these conditions also allow resultant forces to be
represented by the square root of the sum of the squares of the non-dimensional force
coefficients.

This resultant is important for understanding the overall performance of the

analysis methods. For instance, the adequate design of a corner column will depend more on the
accuracy of the resultant than on the force coefficient in either of the two directions alone.
Resultant force coefficients are therefore also provided in Table 5.7.
In general, the calculations from both methods for the force coefficient for the minor
direction for each load case performed quite well. The modified method, in particular provided
slightly conservative results in every case, with the exception of Case 1 for the stage at which the
equipment was added. The resultant values for the modified method did a much better job of
representing the measured values than the unmodified ASCE provisions, but were sometimes
still somewhat unconservative for Case 1.
5.3.6

Discussion
Table 5.7 summarizes the coefficients for x and y-direction at each progressive

configuration. Here the accumulation of error for each method can be observed. The maximum
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measured values at each step are compared to maximum calculated values for the ASCE
Guidelines procedures and for the same procedures with modifications to account for diagonal
bracing, flooring effects, and by using the ESDU shielding factor for equipment elements. The
modified analysis method underestimates the x-direction force coefficient in a relatively
consistent range. The unaltered ASCE method significantly underestimates Cfx on the isolated
frame, overestimates the additional effects from equipment and (apparently by luck) ends up
underestimating the force coefficient on the complete model by an amount similar to the
modified procedure. Without the addition of solid floors, however, the ASCE method would
have been in error to a much greater degree.
Table 5.7 Comparison of load cases among measured and calculated force coefficients for all
four configurations.
Case 1
Configuration

Method

Case 2

Cfx
Cfy
Resultant
Cfx
Cfy
Measured Value
0.68
0.19
0.71
0.28
0.50
Frame Only
Calc. value (ASCE)
0.54
0.20
0.58
0.27
0.40
Calc. value (Modified method) 0.62
0.23
0.66
0.31
0.47
Measured Value
0.61
0.18
0.64
0.26
0.45
Frame with solid
Calc.
value
(ASCE)
0.54
0.20
0.58
0.27
0.40
floors
Calc. value (Modified method) 0.59
0.22
0.63
0.29
0.45
Measured Value
0.71
0.28
0.76
0.25
0.59
Frame with solid
floors and
Calc. value (ASCE)
0.69
0.20
0.72
0.27
0.55
equipment
Calc. value (Modified method) 0.68
0.22
0.72
0.29
0.58
Frame with solid
Measured Value
0.78
0.29
0.83
0.29
0.66
floors, equipment,
Calc. value (ASCE)
0.73
0.24
0.77
0.29
0.63
and stairs
Calc. value (Modified method) 0.72
0.30
0.78
0.32
0.71
Modified method uses the main ASCE frame provisions and accounts for diagonal bracing, solid
flooring, and uses a shielding factor for equipment similar to ESDU (1981) and AS/NZS 1170.2.
(2002).
Resultant is (Cfx2 + Cfy2)1/2

Resultant
0.57
0.48
0.56
0.52
0.48
0.53
0.64
0.61
0.65
0.72
0.69
0.78

The structure modeled for this study was relatively uncomplicated compared to many
petrochemical process structures encountered in the field. Many structures contain much more
area from equipment, piping, cable trays, and other appurtenances such as ladders, handrails, and
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stairs. The solidity ratio of the model in its final, most solid configuration was 0.58. This author
has observed many structures in operation that, although they are essentially porous, do not
provide a clear line of sight from one side of the structure to the other. It is the opinion of this
author that the empirical and approximate superposition-type analysis recommended by ASCE
may run afoul of the very high levels of complexity present in many real process structures. For
structures much more solid than the example in this chapter, it may be appropriate to devise a
global method of analysis for the loads on the main wind force resisting system. The key
variables for such an analysis are likely to be solidity (area or volumetric), the aspect ratios, and
the distribution of the solidity (such as whether the solidity comes primarily from exterior
cladding or from interior framing and equipment). This subject will be taken up in Chapter 7.
5.4

Chapter Summary and Conclusions
Wind tunnel tests on a model of an open frame petrochemical process structure were

conducted in the boundary layer test section of the LSU wind tunnel laboratory. The model was
similar to a structure appearing in the example calculations included in the ASCE recommended
guidelines for determining wind loads on petrochemical structures (ASCE, 1997). Force and
moment measurements were performed on the structure in four progressive configurations:
frame only, frame with solid flooring, frame with floors and equipment elements, and the frame
with floors, equipment, and an external stairwell. At each step, the measured results were
compared to the results from analysis using the ASCE Guidelines. Where the ASCE methods
did not perform well, data from other sources such as relevant wind tunnel studies and other
relevant wind loading standards and guides were used to augment the measurements, enabling
further generalization from the experimental results. Among the findings were:
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1.) The recommended methods in the ASCE Guidelines were found to underestimate the force
and overturning moment coefficients on the bare frame for the tested model. Modifying the
analysis method by accounting for the area of diagonal bracing elements reduced the
magnitude of the discrepancy between the measured and calculated results.
•

Force coefficients for the frame-only model were underestimated using existing
ASCE analysis procedures by 21-25%, and moment coefficients were 12-22% too
small.

•

The proposed modification to account for diagonal bracing produced force coefficient
within 7-9 % of measured values, and moment coefficients within 2-3%.

2.) The presence of solid floors reduces the mean horizontal force and overturning moment
coefficients on the frame. A tentative linear model for accounting for these effects was
developed from the data from these and other relevant experiments.
•

Measured force and moment coefficients all decreased approximately 10% with the
addition of solid floors to the bare frame model.

•

Using data from this study and a much more extensive dataset from Qiang (1998), a
model was developed relating the portion of the projected area contributed by floor
beams to a reduction factor for frame wind load.

•

A review of the measured fluctuating forces revealed that the configuration with
floors may show higher horizontal fluctuating forces. It is possible larger horizontal
force fluctuations may be related to vertical force fluctuations. An analysis of the
cross correlations of the fluctuating vertical and horizontal forces were equivocal on
this matter. Further experiments with more rigid models should be designed to
establish this effect more definitively.
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•

The reduction in mean horizontal forces that appears upon the addition of solid
flooring appears to be accompanied by a marginal uplift force, which should be
considered in the design of open frame structures.

3.) The recommended method in the ASCE Guidelines underestimates the beneficial shielding
effects between the frame and the equipment elements. Alternative analysis procedures
based on synthesis from the Engineering Sciences Data Unit (ESDU, 1981) for lattice towers
containing internal ancillaries yielded a more favorable comparison with the measurements.
4.) The method in ASCE’s example calculation of incorporating additional wind load gathered
from the stairwell into initial determinations of frame area yielded results that compared
reasonably well with the measurements.
5.) An analysis of the measured and calculated load cases yielded a generally favorable
comparison between the measured values and those calculated based on the modifications
described in this chapter.
6.) The modified method of analysis did not eliminate discrepancies between the measured and
calculated results, but a measure of consistency was added to the process. The original
analysis methods deviated from the measured force coefficients by as much as 25% and as
little as 2.8% over the four model configurations. On the other hand, the worst deviation of
the modified analysis method from the experimental results was under 9%.
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CHAPTER 6: WIND LOADS FOR FRAMEWORKS WITH PARTIAL CLADDING
6.1

Introduction
Partially-clad and open-sided buildings are not uncommon, but there is little treatment of

the wind effects on these types of structures in the literature and wind loading codes. Partially
clad structures are often found in industrial facilities, serving purposes such as manufacturing,
storage, or housing equipment. Variable geometry structures, such as large airplane hangars are
effectively partially clad when their doors are open. Many fully-enclosed buildings will also be
partially clad for a period of time during construction. It is important to understand the wind
effects on these structures when making decisions regarding how to stage construction. This
knowledge will also assist forensic engineers in understanding the chain of events that unfold
when a structure is damaged during a wind storm.
A parametric wind tunnel investigation was performed in order to study the wind loads
on such structures. The base shears were measured on models of two different plan aspect ratios
for a 10-story structure under many different cladding configurations. The bulk of the tests were
conducted in grid turbulent flow in order to minimize the number of variables. Selected models
were tested in smooth flow to allow comparisons with available data. A limited number of the
more interesting configurations from the grid turbulent flow experiments were selected for study
in boundary layer flow.
The goals for this initial study are to gain an understanding of the variation in loading due
to cladding arrangements and to identify configurations that lead to upper-bound wind loadings
for an overall geometry. Ultimately, results from this ongoing research will be important in the
further development of wind loading codes, standards, and guides such as ASCE 7, Minimum
Design Loads for Buildings and Other Structures (ASCE, 2006), ASCE 37, Design Loads on
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Structures During Construction (ASCE, 2002), and ASCE’s Wind Loads and Anchor Bolt
Design for Petrochemical Facilities (ASCE, 1997). The content of this chapter is adapted from a
manuscript recently submitted to the Journal of Wind Engineering and Industrial Aerodynamics.
6.2

Experimental Setup
The experimental program was carried out at the Louisiana State University Wind Tunnel

Laboratory. The tunnel used was an open circuit, suck-down type wind tunnel. A contraction,
honeycomb, and wire mesh screens were used to attain the desired flow conditions at the inlet of
the test section. The tunnel test section is 132 cm wide by 99 cm high, and remains prismatic
over a length of 7.3 m. Experiments in nominally smooth flow and grid turbulent flow were
conducted 1.85 m downstream from the entrance of the prismatic section, while experiments in
turbulent boundary layer flow were conducted at a location 6.1 m downstream from the entrance
of the prismatic section.
The experiments in both smooth and grid turbulent flows employed a raised deck
outfitted with a beveled leading edge in order to minimize boundary layer effects. In order to
generate the grid turbulence, a lattice of wood elements was positioned downstream of the
entrance of the test section. Figure 6.1 shows the wind tunnel setup with the raised deck and the
turbulence-generating grid. For the third flow condition, the atmospheric turbulent boundary
layer was simulated by adding spires, a grid, and a trip downstream of the contraction and by
adding roughness to the floor of the wind tunnel. For the boundary layer tests, the model
mounting plate was flush with the carpet on the floor of the wind tunnel. This configuration is
shown in Figure 6.2.
Building models were constructed of basswood and balsa or birch plywood at a scale that
approximated 1:100 of typical full scale dimensions for floor height, floor thickness, column
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size, and story heights. All models had 10 stories and were based on one of two plan aspect
ratios, 1:1 or 3:1. The fully enclosed models were simple boxes constructed of birch plywood.
The frame-only models were constructed of square balsa columns and plywood floors. There
were no interior columns on the 3:1 plan aspect ratio model. The solidity ratio, i.e., the ratio of
the projected solid area to the envelope area, of the 1:1 unclad model and the wide face of the 3:1
unclad model was 0.178. The solidity ratio of the narrow face of the unclad 3:1 model was
0.220. Figures 6.3 and 6.4 illustrate the model geometry.

Figure 6.1 Wind tunnel setup for grid turbulent flow. The model shown is the 1:1 plan aspect
ratio model in the 1110 cladding configuration.
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Figure 6.2 Wind tunnel setup for boundary layer flow. The model shown is the 1:1 plan aspect
ratio model in the 0110 cladding configuration.
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Figure 6.3 Model dimensions (cm)
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Figure 6.4 Photographs of the 1:1 and 3:1 plan aspect ratio models (left and right, respectively)

A six-component force balance manufactured by Aerolab was used to measure forces and
moments on the building models. Velocity pressure measurements were made using a pitot tube
positioned in the flow above and forward of the models. A second pitot probe was placed nearby
for quality assurance.

Three flow regimes were simulated for the experiments, nominally

smooth, grid turbulent, and boundary layer flow. In order to characterize the three flow regimes,
a hotwire anemometry system was used to measure velocity time histories along a vertical profile
in the center of the tunnel at each model location. This data permitted calculations of turbulence
intensity and turbulence length scales. The velocity profile for smooth flow was uniform above a
height of 2 cm, and the turbulence intensity profile had a uniform value of approximately onehalf of one percent above 3 cm. The mean velocity and turbulence intensity profiles for grid
turbulent flow were nearly constant above a height of 5 cm. The turbulence intensity varied
between 4.5% and 5.0% and the integral length scale of the turbulence was approximately 6 cm.
Figure 6.5 shows the vertical velocity and turbulence intensity profiles for the boundary layer
flow. Figure 6.5 also includes a best-fit power law approximation of the velocity profile and a
reference profile for the turbulence intensity. The reference for the turbulence intensity profile is
based on a function of the roughness length, z0, which is shown in Equation 6.1 (Holmes, 2001).
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The roughness length selected for this reference calculation was 0.001 m, which corresponds to
suburban terrain at a scale of 1:100. The integral length scale of the turbulence in boundary layer
flow near the model height was approximately 30 cm.

Iu =

1
ln( z / z 0 )

(6.1)

where
Iu = longitudinal turbulence intensity;
z = height above ground; and
z0 = roughness length.
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Figure 6.5 Boundary layer mean flow velocity and turbulence intensity profiles
6.3

Results and Discussion
Figure 6.6 illustrates the coordinate and angle conventions that are used in the

presentation of data. Force coefficients are measured along structural axes. Also shown in
Figure 6.6 is the four-digit, binary notation used throughout this chapter to designate the
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configurations of the cladding for the individual experiments. Each of four digits corresponds to
one wall of a model. A “1” indicates the presence of cladding, and a “0” indicates the absence of
cladding on a building face. The first digit corresponds to the windward wall at α = 0º. The
following three digits correspond to successive walls proceeding clockwise from the windward
wall. Results for 3:1 plan aspect ratio models are all presented such that the windward wall at α
= 0º is the wide face. Force coefficients are calculated according to Equation 6.2.
C fx , y =

Fx , y

(6.2)

q h ⋅ Ag

where
Ag = gross (i.e., envelope) area of a model;
Cf

x,y

= mean force coefficient for entire structure along x or y structural axis,
respectively;

Fx,y = mean wind force for entire structure along x or y structural axis, respectively; and
qh = mean dynamic pressure.

1:1 Plan Aspect Ratio

3:1 Plan Aspect Ratio

Cfy

Cfy

C fx

C fx

α

α
d
win

1111

1110

d
win

0110

1010

0010

0000

1111 1110 1101 1100 1010 0101 1000 0001 0000

Figure 6.6 Definition sketch for angle, coordinate, and cladding configuration conventions
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The areas in the force coefficient calculations are the gross (envelope) areas, Ag, of the model
faces normal to the axis of the force under consideration. All force coefficients have been
corrected for wind tunnel blockage using the method described in Chapter 3. The abbreviations
SM, GT, and BL for smooth flow, grid turbulent flow, and boundary layer flow, respectively,
will be used in figures comparing results from the different flow conditions.
6.3.1 Smooth Flow Results
Four models were tested in smooth flow: fully clad and unclad models of both 1:1 and
3:1 plan aspect ratios (Figure 6.7).

The smooth flow experiments yield data that can be

compared with previously reported results and therefore provide a means of validating the
experimental procedure. The fully-clad, 1:1 plan aspect ratio model in smooth flow is compared
with data from ESDU (1971) for surface-mounted, square plan-form prisms in smooth flow in
Figure 6.7. The elevation aspect ratio of the fully clad model was approximately two. The
ESDU data were interpolated between data for prisms with elevation aspect ratios of one and
five. The unclad, 1:1 plan aspect ratio model in smooth flow is compared with results from
Georgiou (1979) for multiple, parallel lattice frames in Figure 6.7. The LSU unclad model had
an elevation aspect ratio of two, four planes of frames in each direction, a frame spacing to frame
width ratio of 0.333, and the ratio of projected solidity was 0.178. The reference model from
Georgiou’s study had an elevation aspect ratio of two, four parallel frames spaced along only the
x-axis, a frame spacing to frame width ratio of 0.369, and a projected solidity ratio of 0.136.
These two models were very similar except for the three-dimensionality of the model framing
and the presence of solid floors on the model in the current study
The fully clad models experienced a force direction reversal at wind directions
approximately between 75º and 115º. This matches the behavior noted by ESDU and shown in
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Figure 6.7 for the surface mounted prism in smooth flow. The unclad models reach their
maximum x and y-direction forces at wind directions somewhat offset from 0º and 90º,
respectively. This occurs because the unclad frames shield each other when the wind direction is
normal to the frame planes and aligned with the column grid, but with some offset in wind
direction, downstream frame elements become exposed. This effect has been reported by several
authors (Georgiou, 1979; Georgiou and Vickery, 1979; Gerogiou, et al., 1981; Levitan, et al.,
2004).
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Figure 6.7 Comparison of force coefficients, Cfx, with published results for similar models for
fully-clad and unclad models in smooth flow

The y-axis force coefficients for the models tested in smooth flow are shown in Figure
6.8. For the unclad 3:1 plan aspect ratio model, the difference between the maximum force
coefficient and the force coefficient occurring when the wind is normal to the face is more
noticeable for the y-axis. In Figure 6.7 there is little change from 0º for Cfx, but the change in
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Figure 6.8 from 90º to the maximum for Cfy is much more apparent. This is because there are
fewer frame planes along the x-axis than along the y-axis on the 3:1 model. The y-axis force
coefficient, Cfy, increases relatively more because there are more exposed downstream frame
elements to gather wind load.
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Figure 6.8 Force coefficients, Cfy, in smooth flow for fully clad and unclad models and two plan
aspect ratios

6.3.2 Results From Tests in Grid Turbulent Flow
Figures 6.9 – 6.12 show the force coefficients for all of the tested configurations in grid
turbulent flow. It was expected that the open structures would be insensitive to the boundary
layer profile. The majority of the testing was conducted in this flow in order to investigate
general behaviors while limiting the number of variables (e.g., Jensen number). Some of the
models were symmetric, and therefore the angles tested were limited to 0º- 180º. Other models
required full rotation in order to capture the complete behavior.
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Figure 6.9 Force coefficients, Cfx, in grid turbulent flow for 1:1 plan aspect ratio models with six
cladding configurations
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Figure 6.10 Force coefficients, Cfy, in grid turbulent flow for 1:1 plan aspect ratio models with
six cladding configurations
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Figure 6.12 Force coefficients, Cfy, in grid turbulent flow for 3:1 plan aspect ratio models with
nine cladding configurations
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The Cfx data for the 1:1 model in Figure 6.9 shows wide variation for the different
cladding cases. Three of the configurations yield larger magnitude coefficients for greater ranges
of wind direction than the fully clad case. A reduction in Cfx only occurs for the completely
unclad case. The case with one wall unclad (1110) displays similar behavior to the fully clad
model. Arrangement 1010 is quite interesting. For small α, the force coefficients are similar to
the fully clad case. For this geometry, it is likely that the flow separation zone encompasses the
interior of the model. This would result in a nearly constant pressure in the interior of the model,
leading to almost zero net force contribution from the inside faces of the solid walls. However,
as the wind angle increases, the flow can pass through the structure, but on a path directed by the
parallel, solid walls. This is a change in momentum that must be balanced by forces normal to
the solid walls. Cook (1990) also recognized this effect and compared it to the mechanism
involved in flying a box kite. One of the most interesting results is for configuration 0110. This
case results in positive x-axis forces for wind angles well beyond α = 90º. This result illustrates
how the overall aerodynamic actions on the structure are significantly affected by the cladding
configuration. The mechanism is perhaps similar to the case with parallel walls described above
in that reaction forces normal to the solid faces are required to deflect the flow path along the
inside of the right angle formed by the solid walls.
The Cfy results for the 1:1 model are shown in Figure 6.10. Due to its asymmetry, model
configuration 0110 experiences a high cross-wind force at α = 0º as discussed in the previous
paragraph. All of the other models were symmetric with respect to the wind direction, and
therefore experienced no mean crosswind forces at α = 0º, as expected. A notable result is the
reduction in along-wind force for the case where walls parallel to the flow are clad compared to
the unclad configuration. At α • 90º, Cfy for arrangement 1010 is more than 10% less than the
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value for arrangement 0000. Configuration 0010 also experiences a similar reduction. This
confirms the result reported by Georgiou et al. (1981) and may also be related to the loadreducing effect of solid floors in open-frames reported by Levitan et al. (2004).

These

differences are even greater for the angles at which Cfy is maximized. This may be due to the
same flow redirection that was discussed earlier. The path of the flow inside the 1010 model is
constrained by the solid walls to be nearly parallel to the solid walls, and thus the interior
framing elements are once again shielding each other. Arrangement 1110 behaved very similarly
to the fully clad model when considering Cfx, but there are slight differences for Cfy. The y-axis
force acts normal to the unclad face in this case, and when this face is oriented approximately
into the wind, the coefficients are higher than for the fully clad case. This is similar to the result
reported by Walshe (1965). The differences are more pronounced when the unclad face is
rotated somewhat away from the direction normal to the wind. There does not appear to be a
corresponding effect when the unclad wall is located on the leeward side.
The x-axis force coefficients for the 3:1 plan aspect ratio models are shown in Figure
6.11. For the 3:1 models, x-axis forces are normal to the wide faces of the models. The data
generally follow the trends established by the fully clad and unclad models, depending on
whether or not one of the wide faces is clad. Exceptions to this generalization are similar to
effects discussed previously for the 1:1 models. Asymmetric arrangement 1100 experiences xaxis forces that have quite high magnitudes at α = 90º, whereas Cfx for all other models cross
zero near α = 90º. Arrangements 1010 and 1000 show the “box kite” lifting effect mentioned
earlier. It is notable that this effect is not as strong for the 3:1 configuration 1010. This could be
due to the fact that a smaller volume of flow is directed between the parallel walls, and thus less
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overall momentum change is produced. Configuration 1101 experiences higher forces and for
wider ranges of wind directions when the wide, open side is facing into the wind.
Y-axis forces for the 3:1 plan aspect ratio models, shown in Figure 6.12, exhibit more
variety. These forces act normal to the narrow face, and the narrow face is parallel to the flow at

α = 0º. Some notable effects correspond to arrangements in which only narrow faces are clad
(such as configurations 0101 and 0001) and arrangements in which only wide faces are clad
(such as 1010 and 1000). In the former case, the clad narrow faces may redirect the flow through
the interior of the model as mentioned previously. In the latter case, when the wide, solid faces
are approximately parallel to the flow, there is a reduction in load, as was also discussed earlier.
Again, the asymmetric 1100 has the most divergent force coefficient behavior.
6.3.3

Comparison of Results Obtained in Smooth and Turbulent Flow
Select results from smooth and grid turbulent flows are compared in Figures 6.13 and

6.14 for plan aspect ratios of 1:1 and 3:1 respectively. The addition of turbulence into the flow
does not appear to significantly affect the mean force coefficients along the x-axis. This seems
to confirm the observation made by Georgiou et al. (1981) for parallel lattice frames. In the case
of the unclad models, it is possible that the turbulence generated by the windward frame causes
there to be little effective difference between smooth and turbulent flow for the leeward frames
on these models. If this were so, it would explain the nearly identical behavior for the unclad
models in the two flow conditions. An exception to the similar behaviors is for the 3:1 fully clad
model. In this case, the force reversal that occurs near α = 90º in smooth flow disappears under
turbulent flow conditions.
Due to geometric symmetries, some measurements of the x and y–direction force
coefficients coincided for three particular 1:1 plan aspect ratio model s (fully enclosed, two
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Figure 6.13 Comparison of Cfx for 1:1 plan aspect ratio models for smooth and grid turbulent
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Figure 6.14 Comparison of Cfx for 3:1 plan aspect ratio models for smooth and grid turbulent
flows with two cladding configurations
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adjacent walls clad, and completely unclad).

It was possible to take advantage of these

symmetries to transform the angles and signs for the y–direction force coefficient measurements
such that they coincided with their x-direction counterparts. Performing these transformations
allows direct comparison of measurements that, according to geometry, should have equivalent
results. Further insight into the quality of the wind tunnel measurements is gained by comparing
these “equivalent” measurements. Figure 6.15 shows the force coefficient measurements for
these three models in grid generated turbulent flow after transforming the y–direction
measurements. Inspection of Figure 6.15 reveals that the x and y–direction force coefficient
measurements compare favorably. This favorable comparison of independent, but equivalent,
measurements increases one’s confidence in the quality of the data.
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Figure 6.15 Cfx and modified Cfy for the 1:1 plan aspect ratio model in grid turbulent flow
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6.3.4 Comparison of Partially Clad Model Results with Data for Similar Shapes
In order to validate the results for some of the partially clad configurations, comparative
data for similar geometries were sought.

ESDU Data Item 82007 (1982) provides force

coefficients for a wide variety of two-dimensional structural shapes. Correction factors are
provided to account for the effects of finite aspect ratio. Included are data for equal and unequalleg angles and channel shapes, which are similar in form to two of the cladding configurations
tested in this program, with the exception of the framing and flooring elements that are present
within the models. Arrangements with two adjacent walls clad are similar to angle sections, and
arrangements with only one face unclad are similar to channel sections.
Figure 6.16 repeats the force coefficient data for the 1:1 plan aspect ratio model with two
adjacent sides clad, comparing it with data for an equal-leg angle section from ESDU (1982) that
has been corrected for aspect ratio to match the height/width ratio of the wind tunnel model of
2:1. The ESDU data is for “low turbulence” flows. It is apparent that the trends for the two
compare quite well, although there are significant differences in the magnitudes of the force
coefficients. Large discrepancies occur when the unclad faces are oriented generally upstream.
This corresponds approximately to angles 0º ~ 100º and 330º ~ 360º. At these angles the interior
framing and the flooring are exposed and are likely the cause of the differences in the
magnitudes of the force coefficients. Two possible explanations are that (1) the exposed framing
is gathering additional wind load, and (2) the solid floors keep the flow path constricted in such a
way that the aspect ratio of the model is effectively infinite. This effective increase in aspect
ratio would not present itself when the clad walls are oriented upstream because the unclad faces
and exposed flooring would be in the recirculating wake behind the model. An additional line is
included on Figure 6.16 for angles 0º ~ 100º and 330º ~ 360º showing the ESDU data
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uncorrected for aspect ratio (i.e., two-dimensional). It seems that much of the difference in force
coefficient magnitudes can be attributed to this effect, although there are still variations in the
local behaviors of the curves.
Figure 6.17 compares the results for two models (one of each plan aspect ratio) having
only one unclad wall to data from ESDU for a channel section. The majority of the data
comprising the ESDU synthesis was from channel sections with flange to web length ratios of
one-half. If the 1:1 and 3:1 models are thought of as channel shapes, the flange to web ratios
would be one and one-third, respectively. Again, the results from this testing program agree well
with the ESDU data with the exception of differences in magnitude at angles corresponding to
the unclad side facing upstream.
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Figure 6.16 Comparison of Cfx for “equal leg angle” configurations: 1:1 plan aspect ratio model
with cladding configuration 0110 and ESDU angle data (1982)
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Figure 6.17 Comparison of Cfx for models with one wall unclad and ESDU channel (1982)

6.3.5 Results From Tests in Boundary Layer Flow
The force coefficient results of four select models for the x and y-axes are shown in
Figures 6.18 and 6.19, respectively. The arrangements tested in boundary layer flow were fullyclad, unclad, two parallel walls clad, and two adjacent walls clad. The first two of these
configurations were chosen because they permit broad comparisons with previous results. The
other two configurations were chosen because they were cases showing the most interesting
behavior for the grid turbulent flow experiments. Only 1:1 plan aspect ratio models were tested
in boundary layer flow. The force coefficients for boundary layer flow results are calculated
with reference to a velocity pressure measured at the roof height of the models (see Equation
6.2). The data follow trends that are familiar from the experiments in grid turbulent flow. One
exception is that the force reversals observed in the other flow conditions around α = 90º for the
fully clad and one side unclad configurations are no longer present. The reduction in force
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coefficient along the y-axis upon the addition to the unclad model of walls parallel to the flow is
again apparent in Figure 6.19. The 0110 and 1010 arrangements attain much higher force
coefficients than the fully clad case. While other arrangements typically show much lower force
coefficients along the y-axis when the force coefficients along the x-axis are maximized (or vice
versa), high force coefficients are measured simultaneously along both axes for the 0110 model
configuration. This effect is relevant to the calculation of load cases on a structure.
Due to the additional variables introduced into the problem by testing in boundary layer
flow (such as Jensen number, surface roughness, and the turbulence spectrum), it would be
beneficial to determine whether or not results from tests in grid turbulent flow could be applied
to boundary layer flow conditions.
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Figure 6.18 Force coefficients, Cfx, measured in boundary layer flow for 1:1 plan aspect ratio
models
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Figure 6.19 Force coefficients, Cfy, measured in boundary layer flow for 1:1 plan aspect ratio
models

Baines (1963) showed that the flow pattern and the distribution of pressures on the upstream face
of a solid prism in boundary layer flow are quite different from the same body in uniform flow.
Additionally, there are differences in the pressure distributions on the faces over which the flow
is separated between boundary layer flow and uniform velocity profiles. This observation
obviously applies to the fully enclosed models in this study, and it was expected that these
effects would not be relevant to the completely unclad models. It was of interest in this program
to determine to what degree these effects appear for partially clad configurations. Figures 6.20
and 6.21 plot the results of the boundary layer tests after the force coefficients have been
calculated based on a velocity pressure that has been averaged over the height of the model.
Figure 6.20 compares all three flow conditions for the fully clad and unclad models. Figure 6.21
compares the boundary layer and grid turbulent flow results for the models having two parallel
walls clad and two adjacent walls clad. It appears that the only configuration in which grid
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turbulent flow results could be adequately applied to boundary layer conditions is the completely
unclad configuration, which is shown in Figure 6.20. All other arrangements present significant
variations. The models with solid faces oriented normal to the flow would likely exhibit the
types of differences noted above to some extent, while the completely unclad model would not.
This is likely the reason that the unclad models compare well in the various flow conditions. The
other three models present variations not only in magnitude but also in pattern with respect to
wind angle that appear to prohibit application of grid turbulent flow results to buildings in
boundary layers.
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Figure 6.20 Boundary layer results compared to other flows for fully clad (1111) and unclad
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Figure 6.21 Boundary layer results compared to grid turbulent flow for models with two adjacent
walls clad (0110) and two parallel walls clad (1010)

6.4

Chapter Summary and Conclusions
A parametric wind tunnel testing program was carried out at the LSU Wind Tunnel

Laboratory to investigate the effects of wind on partially clad structures. Mean force coefficients
were measured at various wind angles for models of two different plan aspect ratios in nominally
smooth, grid turbulent, and boundary layer flow conditions. The models had plan aspect ratios
of 1:1 and 3:1.
Smooth and grid turbulent flow conditions were valuable for the validation of the results
against existing experimental data. The results from this study compared well to the limited
number of previous studies that were available. For example, the maximum force coefficient for
the completely unclad model with 1:1 plan aspect ratio was 0.69 in smooth flow. This result
compared favorably with a value of 0.60 measured by Georgiou (1979) for parallel lattice frames
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of similar, but not identical geometry and solidity. The maximum force coefficients for the fully
enclosed models of both plan aspect ratios in smooth flow were both approximately 1.3, which
compared favorably with a literature value of 1.25 for a 1:1 plan aspect ratio surface-mounted
prism. The maximum force coefficients for 1:1 plan aspect ratio models with two adjacent sides
clad and with only one side unclad in grid turbulent flow were 2.0 and 1.2, respectively. These
results compared well with values from the literature of 1.9 and 1.2 for angle sections and
channel sections, respectively.
It was found that significantly higher loads occur on partially clad configurations with
two adjacent walls clad and two parallel walls clad compared to fully clad prisms.

The

maximum Cf in the nominally along-wind direction on the fully enclosed 1:1 plan aspect ratio
model was 1.3, but Cf for the same model with two adjacent sides clad was 2.0 – an increase of
greater than 50%. Similarly, for the fully enclosed and the two parallel long walls were clad
cases for the 3:1 plan aspect ratio model, the maximum force coefficients were 1.4 and 2.8,
respectively – an increase of 100%.
Furthermore, the range of wind angles over which force coefficients remain high are
sometimes extended beyond the range for fully clad structures. For example, the 1:1 plan aspect
ratio model with two adjacent walls clad did not reach the maximum value of the x-direction
force coefficient until α = 90°. This result is important for the consideration of governing load
cases in structural analysis and design.
Grid turbulent flow results compared well in general with smooth flow results. Boundary
layer flow results did not compare well enough with the grid turbulent flow results to allow for
the application of grid turbulent experiments to boundary layer conditions. One exception was
the completely unclad frame, for which all three flow conditions compared favorably.
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Although many interesting behaviors have been measured in this study, the results so far
are not sufficient for immediate use by designers. Further tests in boundary layer flow including
more variables (such as elevation aspect ratio and cladding that has a configuration that varies
with height) are required before general estimates of overall building base shear forces are
possible. Pressure measurements on the exterior and interior faces of clad walls will also be
required in order to determine local cladding loads.
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CHAPTER 7: WIND LOADS FOR HIGHER-SOLIDITY OPEN FRAME STRUCTURES
7.1

Introduction
Chapter 5 of this dissertation was focused on evaluating analytical techniques for

estimating wind loads on three-dimensional open frame structures. These techniques included
methods of accounting for the effects of various individual elements such as diagonal braces,
solid flooring, and the shielding of elements housed within the frame. The basis of the method
was a summation of the contributions to the wind load of separate components of the system,
taking into account some interaction effects among the different components. This approach
works well for relatively open (i.e., low solidity) structures. However, as the overall solidity of
the structure and equipment increases, not only does the method become more cumbersome, but
its accuracy may be diminished as the simple, empirical understanding of the interaction effects
becomes insufficient.
This chapter examines the wind loads on more solid open frame structures from a
different perspective. Rather than accounting for the effects of the various components, the
approach here is to correlate the wind loads to variables which describe the overall geometry of
the frame/equipment system. The frame and equipment together are treated as a rectangular
solid body with some degree of porosity. As such, the presumption of an accurate understanding
of the flow field effects among the various individual system components is abandoned, and the
wind loads for the entire system are estimated as a whole. This chapter briefly reviews literature
relevant to the problem, derives an analytical basis for describing wind loads on threedimensional porous bodies, and examines the relationships between existing wind tunnel data
and relevant geometric variables. The possibility of estimating a reasonable upper bound force
coefficient is also investigated.
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7.2

Brief Literature Review
Darcy’s Law is a method of describing the resistance to flow through porous media. This

resistance is characterized by the pressure drop that occurs over the flow length. The pressure
drop is related to other physical characteristics of the flow in the following equation:

V =−

k ∆P
⋅
µ L

(7.1)

where
V = flow velocity (length/time),

µ = dynamic viscosity of fluid ([mass · length/time2 ] · time/length2 ),
∆P = pressure drop (mass · length/time2 · length2),
L = length of flow path (length), and
k = empirically derived permeability index.
Equation 7.1 is appropriate for flows in which inertial effects are negligible. This is generally
the case when the flow under consideration is occurring in a microscopically porous medium
such as soil or rock. The Forchheimer equation (Andrade, et al., 1999) accounts for inertial
effects in flows through porous media of more generic scales:
−

∆P
= α ⋅ µ ⋅V + β ⋅ ρ ⋅ V 2
L

(7.2)

where

α = the inverse of the permeability index, k,
β = empirically derived inertial parameter, and
all other variables are as defined for equation 7.1.
Using an approach such as the Darcy Law or its modification as the Forchheimer equation is of
limited utility in for estimating the wind loads on petrochemical structures for two reasons: (1)
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all of the flow is considered to pass through the porous medium, but for a three dimensional
structure, flow will increasingly be diverted around the body’s boundaries as the resistance to
through flow increases, and (2) equation 7.2 is really no different than the definition of an
empirical pressure coefficient for cases in which inertial effects are dominant.
Cook (1990) addresses the balance of flow through and around porous plates by
comparing the process to the principle of minimum strain energy from mechanics.

Cook

describes theoretical attempts to define the combination flows around and through a body but
concludes that it is necessary to resort to empiricism.
Richards and Robinson (1999) studied wind loads on porous structures, by which they
referred to single planes of screens or fences. By interpreting various theoretical consideration in
light of both full-scale and wind tunnel experiments, they concluded that loads on these
structures are directly proportional to the loads on their solid counterparts by the solidity ratio.
They also concluded that the loss coefficient (or drag coefficient) for these structures varied with
the angle of wind incidence at a cosine-squared rate.
In an application more closely related to the problem at hand, Cook (1990) offered an
empirical relationship describing the behavior of the force coefficient for a three-dimensional,
open frame structure as a function of the wind incidence angle and the length to width aspect
ratio of three-dimensional arrays or frames.

The approach was limited to relatively open

structures (solidity ratio < 0.3). The form of the equation reflects the fact that the maximum
force coefficient for a structural axis occurs for wind directions that are skewed to the structural
axes, and this effect increases as the relative along-wind length of the structure increases. The
rate at which the force coefficient increases with length/width ratio was given to be the plan
aspect ratio to the 0.8 power.
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7.3

Analytical Considerations
Prior to introducing any analytical considerations for the wind loads on dense open frame

structures it is necessary to establish sign conventions and other conventions for describing the
geometry of the system. Figure 7.1 is a schematic representation of the plan view of a generic
structure. The structure is shown to be rectangular in plan with coordinate axes oriented parallel
to the sides of the structure. The side of the structure parallel to the x-axis has length L, and the
side parallel to the y-axis has length B. The wind direction is measured with respect to the
negative x-axis and is designated α. Some other geometric constructions are also shown in
Figure 7.1. The angle θ is formed between the side of the structure parallel to the x-axis and the
hypotenuse of the right triangle with legs corresponding to the sides of the structure. The
projected width perpendicular to the wind direction is designated B’. The projected width varies
with wind angle such that B’ is equal to B when α = 0 radians, is equal to

B 2 + L2 when α =

(π / 2) - θ radians, and is equal to L when α = π / 2 radians.

Figure 7.1 Schematic plan view of a generic rectangular structure showing sign convention and
angle convention.
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Having defined the geometry of the system, it is possible to derive mathematical
representations for (1) the variation of the force coefficient with wind angle for a given plan
coordinate direction, (2) the angle at which the maximum force coefficient occurs, and (3) the
value of the maximum force coefficient. Some assumptions are required in order to develop the
model. These will be pointed out and explained during the derivation. The angle θ varies with
the plan dimensions B and L as follows:
B
θ = tan −1 ( )
L

(7.3)

The projected width normal to the wind direction is:

B' = B 2 + L2 ⋅ sin(α + θ )

(7.4)

A baseline force coefficient for the structure is defined as a linear function of the solidity ratio, φ:
C1 = C 0 ⋅ φ

(7.5)

where C0 is an empirical force coefficient representative of the solid body. A typical value for an
enclosed, rectangular structure would be 1.3, but some discretion or calibration is permitted by
treating this empirical constant as a variable. The solidity ratio is the ratio of projected area to
envelope area normal to the axis of interest. It is further assumed that the porosity of the
structure is homogeneous, and therefore equation 7.5 is approximated at other wind angles. The
linear form of equation 7.5 is a simple assumption which follows previous research by Richards
and Robinson (1999).

Richards and Robinson concluded that the following relationship

adequately described the drag coefficient, CD, on a porous planar structure:

C D = C D , Solid ⋅ (1 − β )

(7.6)
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where β is the porosity of the structure (the porosity is the complement of the solidity ratio).
Other functional forms could be easily substituted if justified. The resulting equation for the
variation of the force coefficient along the x-axis with respect to wind angle for a porous body is:
C fx = C1 ⋅

B'
⋅ cos(α )
B

(7.7)

Equation 7.7 represents the fact that the force coefficient for open frame structures almost always
increases as α deviates from 0 radians by using a new reference width – the width projected
normal to the flow direction. The cosine term reflects the assumption that the x-direction force
will diminish as α increases from 0 to π / 2 radians (0° to 90°).

From experience, this

assumption is true for homogenous porosity (i.e. the absence of any geometric singularities such
as partial cladding or asymmetric arrangement of framing or equipment). The behavior of
equations 7.4 and 7.7 are illustrated in Figure 7.2.
The angle at which the maximum force coefficient occurs can be calculated by evaluating
the first derivative of equation 7.7 with respect to α, setting the result equal to zero, and solving
for α.

α max = tan −1 (

− B ± B 2 + L2
)
L

(7.8)

Since equation 7.7 has been defined for forces acting along the positive x-direction and for
angles, α, between 0 and π / 2 radians, only the following solution for αmax is appropriate:

α max = tan −1 (

− B + B 2 + L2
)
L

(7.9)

The value of αmax varies between 0 and π / 4 (0° and 45°) as the plan aspect ratio, L/B, for the
structure increases from 0 to •. Figure 7.3 illustrates this variation.
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Figure 7.2 Variation of the force coefficient of a porous structure with wind angle for L/B = 2, φ
= 0.75, and C0 = 1.3 (equations 7.4 and 7.7).
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Figure 7.3 Variation of αmax with length, L, for a porous structure of unit width, B (equation 7.9).
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Substitution of equation 7.9 into equation 7.7 yields the following upon simplification:

C max =

C 0 ⋅ φ ⋅ B 2 + L2
 B2 B
2 ⋅ 1 + 2 − 2 ⋅ B 2 + L2
L
L


(7.10)





Figure 7.4 shows how the maximum force coefficient varies with plan aspect ratio, L/B, for
porous bodies of three different solidity ratios. It is apparent from the graph that the form of
equation 7.10 is hyperbolic, and that the function is basically linear for L/B > 2. This infinite
increase in force coefficient with length precludes the possibility of defining an upper bound
force coefficient for porous, open frame structures of arbitrary dimensions. The possibility of
determining an upper bound force coefficient still remains, but only for a given plan aspect ratio,
if the assumed linear form of equation 7.5 is incorrect and a local maxima for C1 exists between

φ = 0 and φ = 1.0.
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Figure 7.4 Variation of maximum force coefficient with length for porous bodies of unit width
and three different solidity ratios for C0 = 1.3 (equation 7.10).
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7.4

Empirical Considerations
This section will examine the measured force coefficients for model structures with

relatively high solidity ratios in light of the analytical derivation presented in the previous
section. The measured force coefficients will also be examined in a purely empirical manner by
investigating correlations between the trends in the measurements and combinations of variables
that describe the geometry of the structures.
7.4.1 Comparison of Measurements with Analytical Method
The data for these empirical comparisons are from the wind tunnel measurements
performed by Georgiou (1979) on multiple, parallel frames and wind tunnel measurements by
Qiang (1998) on three dimensional models representing open frame structures containing
equipment. Figures 7.5 and 7.6 illustrate typical models from these two studies.

Figure 7.5 Illustration of model and test rig from Georgiou’s research (Georgiou and Vickery,
1979)
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Figure 7.6 A wind tunnel model from Qiang’s research (photograph by Lu Qiang)

Since this chapter is concerned with higher-solidity structures, only high-solidity subsets of the
models that each of these researchers studied have been chosen for the analysis in this section.
The seventy-six models chosen from Georgiou’s study for this investigation had two different
solidity ratios: 0.46 and 0.77. The number of frames among these selected models varied from
two to ten, and the spacing to width ratio of the frames within the models varied from 0.095 to
2.045. Georgiou’s data were corrected for wind tunnel blockage effects. Thirty-three models
were chosen from Qiang’s research, which had solidity ratios varying from 0.46 to 0.77. Qiang’s
models had only two frame spacing to width ratios: 0.5 and 0.75. All of Qiang’s models had
exactly three frames. Qiang’s data were not originally corrected for wind tunnel blockage
effects, so these corrections have been applied for this study using the method described in
Chapter 3. The blockage corrections were between 0.83 and 0.92, with an average correction of
0.88.
Figure 7.7 shows the variation of the maximum measured force coefficient with respect
to the length to width aspect ratio, L/B, for all of the selected models from Georgiou and Qiang’s
experiments. For these calculations the base line force coefficient, C0 has been set to 1.4. This
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value was selected somewhat subjectively after a review of the range of Cf in Georgiou and
Qiang’s studies showed that this value was more or less representative of models with plan
aspect ratios of approximately 1:1. The figure also shows the variation of the maximum force
coefficient that is predicted according to equation 7.10 for three different solidity ratios. It is
apparent that the analytical method of section 7.3 represents the trends in the data quite well.
The magnitudes of the measured values for Georgiou’s models exceed the predictions to some
degree. Georgiou’s models with φ = 0.77 generally fall between the lines for φ = 0.75 and φ =
1.0 for the analytical model. Likewise, Georgiou’s models with φ = 0.46 generally fall above the
line for φ = 0.5 and at or above the line for φ = 0.75 from the analytical model. Qiang’s
measurements, which are for models with 0.46 • φ • 0.77, show somewhat better agreement with
the analytical model, falling generally between the lines for φ = 0.5 and φ = 0.75 generated by
equation 7.9. Qiang’s data do not cover a large enough range of aspect ratios to discern whether
or not the trend in the analytical model is captured by his measurements.
Figure 7.8 illustrates the quality of the correlation between the measured and predicted
values of the maximum force coefficient for the selected models. The linear regression through
the data has a slope of almost exactly one, indicating that the equation 7.10 does a good job of
capturing the general trend of the variation in the data. There is a definite bias in the model for
this data set. The positive offset of the regression equation shows that the model will generally
predict values that are lower than what is measured in the wind tunnel. This effect will have a
greater relative effect for lower values of Cf. There is scatter in the data, but the correlation
coefficient indicates that the model is capturing most of the variation.
It is also useful to examine a few descriptive statistics of the measured and modeled force
coefficient values. The predicted values have been divided by the measured values in order to
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normalize the data set. In this normalized data set, a value of 1.0 indicates that the model
perfectly predicted the measured force coefficient, whereas values above or below unity indicate
either overestimations or underestimations of the measured values, respectively. For Georgiou
and Qiang’s models combined, the average value of this parameter is 0.86, indicating that the
model systematically underestimates the measured force coefficients. This is no surprise, as it is
another way of expressing the bias that was discussed in the previous paragraph. The standard
deviation of the combined data set is 0.17, and the coefficient of variation is therefore 0.20.
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Figure 7.7 Variation of maximum force coefficient with length to width aspect ratio for wind
tunnel models and analytical estimates using equation 7.9 for C0 =1.4.
If these same statistics are examined for Georgiou and Qiang’s models in isolation, another story
develops. For Georgiou’s models, the mean, standard deviation, and coefficient of variation are
0.80, 0.15, and 0.19, respectively. For Qiang’s models, these same statistics are 0.99, 0.13, and
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0.13. It appears that the analytical model developed in the previous section is better suited for
Qiang’s models. There is a physical reason for this. The models in Qiang’s experiments were
fully three dimensional models with two orthogonal frame lines and models of equipment
contained inside the frame. Georgiou’s models, however, consisted of multiple, parallel plane
frames. The assumption regarding the homogeneity of the structure’s porosity is less valid for
Georgiou’s wind tunnel models, even though neither model set have strictly homogenous
porosity.
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Figure 7.8 Measured maximum force coefficients versus maximum force coefficients predicted
according to equation 7.9. C0 has been set to 1.4 for the calculation of the predicted Cf.
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7.4.2 Other Empirical Considerations
The development of the analytical model in section 7.3 identified the solidity ratio and
the length to width aspect ratio of a structure as key parameters driving the wind loading force
coefficient for relatively dense open frame structures.

The comparison of the model’s

predictions with previous wind tunnel results verifies the importance of these two parameters in
the wind loading process for these types of structures. The scatter in the data indicates that there
are still other important factors at work in determining the structures’ aerodynamic coefficients.
The previous work by Georgiou (1979), Georgiou and Vickery (1979), Georgiou, Vickery, and
Church (1981), Qiang (1998), and Levitan et al (2004) have identified a variety of other factors
that influence the force coefficient for open frame structures. Among these are the number of
frames, the spacing of the frames, the presence or absence of solid flooring, and whether the
frames have equal or unequal solidity. In the face of so many variables, it is advantageous to
identify a small number of key geometric parameters, each of which is able to encompass
multiple variables affecting the force coefficient. This is similar in concept to the process of
dimensional analysis in fluid mechanics. Since the assumption of homogeneous porosity in the
analytical model of section 7.3 seemed to be too restrictive in some cases, another useful variable
might be one that describes the distribution of solidity within the structure.
Intuitively it seems that for open frame structures with the same envelope geometry, the
aerodynamic behavior would differ for cases in which the solidity of the structure was
concentrated at the center, evenly distributed throughout, or concentrated at the edges of the
structure. This geometric variation can be described mathematically using the second moment of
area. This analytical tool is familiar to engineers when it is used to calculate moments of inertia.
Another more common application is in the calculation of statistical variance (or by extension,
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the standard deviation). The following formula is proposed as a parameter to describe the
distribution of solidity within an open frame structure:

x −x
4 ⋅ ∑ φi ⋅  i

L 

i =1
γx =
n
∑φi
n

2

(7.11)

i =1

where the centroid, xi, is defined as:
n

x=

∑φ
i =1

i

⋅ xi
(7.12)

n

∑φ
i =1

i

n = the number of elements along the x-axis.

Example elements are frames and

equipment elements.

φι = the solidity ratio of element, i, along the x-axis. The solidity of each element is the
solid area of the element divided by the product of the height and width of the structure in
the plane normal to the x-axis.
xi = the distance of element, i, from the centroid, xi.
The term bracketed term in the numerator of equation 7.10 is normalized by the length of the
structure (along the x-axis) in order to eliminate overlap of coverage between this parameter, γ,
and the parameter L/B. Equations 7.11 and 7.12 are divided by the cumulative solidity in order
to eliminate overlap of coverage between γ and the solidity ratio, φ. The lower and upper limits
of equation 7.11 are (0, 1). A value of zero corresponds to the case in which a structure of finite
length, L, along the x-axis has all of its solidity concentrated at the centroid. This case is not
possible and can only be approached, since a structure with such a concentration of solidity
would be a single, plane frame or plate of negligible thickness oriented normal to the x-axis.
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Such a structure would have zero length, and equation 7.11 would therefore be undefined. A
value of unity corresponds to the case of two plane frames or plates with negligible thickness
oriented perpendicular to the x-axis and separated by some distance, L, along the x-axis. A value
of 0.5 represents a structure with a completely uniform distribution of solidity along its length, L.
The variations of the maximum measured force coefficients, Cf, for the selected
structures from Georgiou (1979) and Qiang’s (1998) experiments were examined with respect to
the solidity ratio, φ, the length to width aspect ratio, L/B, and the new parameter, γ, which
describes the distribution of the structure’s solidity along its length. For Georgiou’s data set, Cf
was found to increase with φ (although only two values of φ are represented in the selected data),
increase with L/B, and decrease with γ. As such, a first order combination of these three
dimensionless variables, φ·(L/B)/γ, was calculated for each model, and the maximum values of Cf
were plotted against this parameter. Figure 7.9 shows the results of this analysis for Georgiou’s
selected data. The data have collapsed quite well for this combined parameter.
Conducting a similar exercise with Qiang’s data was not as straightforward. Qiang’s data
did not collapse at all with φ·(L/B)/γ. It was subsequently found that the accumulated solidity
(the denominator in equations 7.11 and 7.12) was more relevant than the projected solidity, φ.
Accumulated solidity will be referred to as φ’. Since there were only two L/B ratios present in
Qiang’s data, any trend with this parameter was not well-represented. Finally, the variation of
the measured maximum Cf with γ in Qiang’s data was weakly increasing. Figure 7.10 shows that
maximum measured Cf for Qiang’s selected data versus the combined parameter, φ’·(L/B)·γ .
The 200 series models correspond to models with elevation aspect ratios of 2:1, plan aspect
ratios of 1:1, and variable equipment and flooring configurations. The 1400 series models have
height to width elevation aspect ratios of 1.5, length to width plan aspect ratios of 1.5, and
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variable equipment and flooring configurations. The G series models have the same envelope
geometry as the 200 series, but with fixed equipment and variable front frame solidity. The 60
series models also have the same envelope dimensions as the 200 and G series models, but with
fixed frame solidity and variable equipment solidity. As was the case for the comparisons with
the analytical model, the differences in structure topology between Georgiou and Qiang’s studies
has resulted in quite different behaviors for the aerodynamic coefficients.
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Figure 7.9 Variation of maximum Cf with φ·(L/B)/γ for selected models from Georgiou (1979).
The term S/B corresponds to the spacing to width ratio of the parallel frames. The black and red
markers correspond to frames with φ = 0.77 and 0.46, respectively.
For the more three dimensional models in Qiang’s experiments, the distribution of the
solidity as measured by the parameter γ did not appear to be as important as it was in Georgiou’s
experiments on multiple, parallel plane frames. Despite the high level of empirical correlation
that was found for Georgiou’s selected data, there is limited practical application for the resulting
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relationships. Neither petrochemical structures nor unclad building frames would have such high
frame solidities. Furthermore, open frames in petrochemical applications exist to house process
equipment.
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Figure 7.10 Variation of maximum Cf with φ’·(L/B)·γ for selected models from Qiang (1998).
7.5

Upper Limit Force Coefficient
The analysis in the preceding sections has clearly illustrated that the maximum force

coefficient, Cf , for an open frame structure will increase continually with increasing L/B. This
fact precludes the establishment of any universal upper limit for Cf for this category of structure.
What remains, then, is only the possibility of defining an upper limit Cf as a function of L/B.
This possibility depends on the existence of an upper bound for the variable C0. It is reasonable
to expect that such an upper bound on C0 exists, since the alternative implies that an external
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flow in the neighborhood of a body with fixed L/B is capable of generating infinite force. For
rectangular bodies with homogeneous porosity, the upper bound for C0 is probably close to the
value for an enclosed structure. (This is not to say that the Cf for an enclosed structure of similar
dimensions is the upper bound force coefficient. Equation 7.10 indicates that Cf can increase
indefinitely with L/B, regardless of the specified value of C0. The measured values of Cf for the
models referenced in this chapter all fell below the values defined by Equation 7.10 with φ = 1.0
and C0 = 1.4.
How well the geometry of the model conforms to the assumption of homogenous
porosity will affect the quality of the model prediction.

For example, as the solidity of

Georgiou’s models increased, their geometry became more like parallel plates than a solid block.
In Chapter 6 it was shown that an open frame structure with two parallel walls clad can
experience much higher wind loads than an enclosed building with the same envelope geometry.
For Georgiou’s models, application of Equation 7.10 with C0 = 1.4 led to a systematic
underestimation of the maximum value of Cf (see Figure 7.8). This is due to the fact that these
models had a fundamentally different topology than either Qiang’s models or the ideal porous
block with homogeneous porosity. Any attempt to define an upper bound Cf must respect these
considerations.
7.6

Chapter Summary and Conclusions
This chapter was concerned with the wind loading force coefficients for relatively solid

open frame industrial process structures.

It is advantageous to work toward a general

understanding of the wind loads on these structures since accounting for the effects of all of the
individual components becomes tedious and, most likely, less accurate as the structures become
more densely occupied. Toward this end an analytical model of the force coefficient was derived
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for porous structures. The force coefficient in this model was found to depend strongly on the
length to width aspect ratio.
Comparisons of wind tunnel measurements for models consisting of multiple, parallel
lattice frames and fully three dimension frameworks with the analytical model showed good
agreement in the trends, a low bias, and some scatter. The experimental data displayed the
continual increase in force coefficient with increasing plan aspect ratio, L/B, which the analytical
model predicts. On average, the analytical model predicted force coefficient values equal to only
86% of the measured results.

When the results for the fully three dimensional models were

studied in isolation, however, the model predicted force coefficient values equal to 99% of the
measured results, on average. The coefficient of variation of this ratio was 0.20 when both
Georgiou and Qiang’s models are considered. The coefficient of variation dropped to 0.13 when
only Qiang’s models were considered. The construction of this subset of models more closely
matched the assumptions used to develop the model. Furthermore, these models more closely
represented actual petrochemical structures, bolstering the potential utility of this analytical
model. On the other hand, only a limited range of length to width aspect ratios was included in
Qiang’s experiments.
In order to address the issue of the scatter, another descriptive parameter was devised.
This additional parameter described the distribution of the solidity within the model in a manner
similar in concept to the second moment of area.

This parameter was very effective in

describing the variation of the force coefficients for multiple, parallel plane frame structures, but
much less useful for three dimensional structures more representative of a petrochemical
structure.
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The possibility of an upper bound force coefficient for open frame structures was
discussed.

For structures conforming to the geometric assumption of the analytical model

derived in this chapter, it is possible to describe the upper limit force coefficient only as a
function of the length to width ratio. So in the purest sense, no such upper bound force
coefficient exists for an open frame structure with arbitrary geometry. However, an upper bound
can be defined as a function of L/B. This requires a selection of the empirical parameter C0 (a
baseline solid body force coefficient) which ensures that the results from the analytical model
adequately envelope the force coefficient for porous structures. A selection of C0 = 1.4 met this
criteria for all of the experimental data examined in this study.
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CHAPTER 8: WIND LOADS FOR VERTICAL VESSELS
8.1

Introduction
One of the most common structural forms encountered in the petrochemical industry

is a vertically oriented, circular cylindrical vessel. These vessels are typically supported
either by a platform structure below the main body of the vessel or by a structural frame that
surrounds the vessel itself. The exterior of the vessel may have an assortment of ancillary
elements and other equipment attached to the surface including platforms, ladders, piping of
various diameters, and manways providing maintenance access to the interior of the vessel.
Many times these pieces of equipment are used for complex chemical processes which
require multiple vertical vessels to be arranged in close proximity to one another. Vertical
vessels are essentially cylindrical bodies, and the wind loadings for such shapes are wellknown. The presence of the various auxiliary elements and the frequent close proximity to
neighboring structures complicates the process of wind load estimation, however. ASCE
(1997) recommends procedures for estimating the reference areas and force coefficients for
vertical vessels. These recommended methods are based heavily on a consensus of industry
practices. It is important to establish a theoretical and experimental basis for engineering
practice. This study aims to provide that basis to some extent.
The Louisiana State University Hurricane Center was contracted by an engineering
consulting company to perform wind tunnel tests to evaluate the wind loads on a replacement
fluid catalytic cracking (FCC) reactor that was to be located at an oil refinery on the U.S.
Gulf Coast. The motivation for the wind tunnel study was the desire to retain an existing
support structure for use with the replacement reactor. Current wind codes and guides do not
adequately accommodate such structures. Desk analysis of the wind loads for the new
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reactor indicated that the existing structure would not have the capacity required by
applicable building codes. It was thought that a wind tunnel study may provide information
sufficient to save the time and expense associated with replacing the existing support
structure.
The wind tunnel experiments described in this chapter were designed to measure the
wind effects on the reactor with and without consideration of the large nearby catalyst
regenerator, the isolated reactor with and without the presence of its mix line, and the wind
effects on the neighboring catalyst regenerator itself. This final step of measuring the force
coefficients on the neighboring regenerator was for the purpose of investigating the
possibility of sharing loads between the support structures for the adjacent reactor and
regenerator.
The results of the wind tunnel experiments are presented in the context of current
engineering practice as described by the ASCE (1997). Particular attention is given to
validating engineering practice when possible and recommending improvements to
engineering practice as more thorough understanding of the wind loading processes emerge
from the study.
8.2

Experimental Procedure
Wind tunnel testing results can only replace standard wind load analysis techniques if

certain procedures are followed and specific criteria regarding the testing quality are
satisfied. These procedures and criteria are mentioned generally in ASCE 7 (2006) and in a
more detailed manner in ASCE’s Wind Tunnel Studies of Buildings and Structures (1999).
The follwing sections describe these procedures and how their requirements were satisfied
during these experiments.
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8.2.1 Velocity Profile
This wind tunnel testing program was carried out in the boundary layer test section of
the LSU Wind Tunnel Laboratory. The test section of this facility is 52 inches (1.32 m) wide
by 39 inches (0.99 m) deep, with a length of 24 feet (7.3 m). Wind speeds are varied by
controlling the fan motor frequency and have a maximum of approximately 29 mph (13 m/s).
Because the test section is relatively short, common flow conditioning devices including
spires, grids, floor-mounted fences, and carpet were required to achieve an acceptable
representation of the atmospheric boundary layer (ABL).
Wind tunnel tests for structural loads must appropriately model the variation of wind
speed with height. Velocity time histories were measured using hot wire anemometry along
a vertical profile extending upward from the wind tunnel floor. Figure 8.1 shows the velocity
profile measured in the wind tunnel test section at the location of the model for this
investigation. In this figure, z is the height above the ground at prototype scale, Uz is the
wind speed at height z, and U33 is the wind speed at a standard height of 10 m (33 feet) at
prototype scale. Design wind speeds are typically given for the standard meteorological
anemometer height of 10 m feet and then adjusted according to velocity profile relationships
for application to specific structures. Figure 8.1 also shows the velocity profile which is
defined for terrain exposure C from ASCE 7 (2006). Terrain exposure C corresponds to open
terrain or water surfaces in hurricane prone regions, which was applicable for this project.
Good agreement between the two profiles is apparent for heights less than the reactor height.
The power law exponent, α, for the simulated velocity profile is 0.18 if data within the
reactor height are considered and 0.25 if all data are considered. Equation 1.5 defined the
power law formulation for representing boundary layer velocity profiles. The power law
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exponent from ASCE 7 for terrain exposure C is 0.15.

The differences between the

theoretical and simulated velocity profiles lead to minor corrections of the force coefficients
obtained from the study. These corrections will be discussed in a subsequent section of this
chapter.
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Figure 8.1. Wind tunnel simulation of velocity profile

8.2.2 Longitudinal Turbulence Intensity and Length Scale
In addition to the variation of the velocity with height, proper flow simulations for
wind tunnel tests should also approximate the turbulence characteristics of the prototype
environment. Two key parameters in the flow simulation are the intensity of the turbulence
and the integral length scale of the turbulence.

Turbulence intensity is defined as the

standard deviation of the wind speeds in a measured time history divided by the mean wind
speed. Turbulence intensity is non-dimensional and should match the prototype magnitudes.
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The variation of the turbulence intensity should follow a vertical profile at model scale.
Figure 8.2 shows the profile of longitudinal turbulence intensity measured in the wind tunnel
at the model location for prototype scale. Also included in Figure 8.2 is a theoretical curve
of the turbulence intensity profile in the atmospheric wind over open terrain at prototype
scale (Holmes, 2001).

There is good agreement between the measured and theoretical

profiles.
Informally stated, the integral length scale of turbulence is a measure of the size of
the highest energy eddies in a turbulent flow.

This flow property can be calculated by

integrating the autocorrelation function of the velocity time series. The integral length scale
of the longitudinal turbulence measured in the wind tunnel at model scale was approximately
30 cm (or 30 m at prototype scale). The ideal length scale of the simulated turbulence is
approximately 240 cm (ASCE, 1999). Obviously, the condition of geometric similarity
between the prototype and model turbulence length scales was not satisfied. This is not
unusual as most wind tunnel simulations have longitudinal length scales that are too short,
unless active turbulence generation is used. Since only mean forces were measured in these
tests, and not other data such as fluctuating forces and pressures, achieving strict geometric
similarity for the length scale of the turbulence was not expected to be as important as it
would be otherwise.
8.2.3 Wind Tunnel Models
A general requirement for fluid dynamic model testing is geometric similarity
between the prototype and model (Kundu and Cohen, 2004). The models of the reactor and
the neighboring regenerator were constructed at a scale of 1:100 according to the design
drawings. Although no information was provided about the topography of the project site, it
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was reasonable to assume that coastal location had nominally flat terrain. It was not in the
scope of the project to model surrounding structures other than the regenerator. Design
values will be in error to some unknown extent because other nearby structures were omitted
in the wind tunnel modeling. Depending on their size, shape, and arrangement, the presence
of other neighboring structures may alter the wind loads on the reactor. These unknown
effects may cause the data presented here to be either overestimate or underestimate the force
coefficients for the prototype structure. This limitation will not affect the more general
analysis of the data that is presented in this chapter. Photographs of the wind tunnel models
are shown in Figure 8.3.
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Figure 8.3. Wind tunnel models of the reactor structure (left) and reactor with adjacent
regenerator structure (right)

8.2.4 Wind Tunnel Blockage
The presence of models in a closed-section wind tunnel constricts the flow through
the duct, altering the flow pattern to some extent. This flow constriction accelerates the flow
and generally results in force and pressure measurements with higher magnitudes than for
unconstricted (or less constricted) arrangements. In its requirements for wind tunnel testing,
ASCE 7 (2006) requires that the projected area of models occupy less than 8% of the wind
tunnel cross section unless blockage corrections are applied to the test results. The maximum
projected area for the models was less than 6% for this project; therefore no blockage
corrections were applied to the test results.
Due to the asymmetry of the models, any blockage correction would vary with wind
direction, complicating the application of such a correction. There is no data in the current
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literature providing a general method of correcting for blockage in boundary layer flows
around complex, three-dimensional, ground-mounted bodies. However, from general review
of blockage literature, it is anticipated that the effects of blockage in these experiments would
likely cause the measured force coefficients to be approximately 5% to 10% larger than those
measured in unblocked flows.
8.2.5 Wind Tunnel Pressure Gradient
A pressure gradient along the length of the wind tunnel test section can influence the
results of pressure wind tunnel measurements since the reference pressures are typically
measured somewhat upstream of the instrumented models.

ASCE 7 (2006) requires

consideration of the longitudinal pressure gradient in the wind tunnel. The ceiling height of
the LSU boundary wind tunnel is adjustable, allowing manipulation of the longitudinal
pressure gradient in the wind tunnel. The ceiling height was previously adjusted to achieve
zero pressure gradient for tests on models with similar blockage ratios.
8.2.6 Reynolds Number Effects
One of the key requirements for ensuring that wind tunnel model experiments are
representative of the prototype conditions is that the effects of Reynolds number (Re) on flow
patterns, pressures, and forces be minimized. The importance of dynamic similarity in wind
tunnel testing, and the relevance of Re was discussed in some detail in Chapter 2. Re is a
non-dimensional parameter describing a flow field, and was defined in Chapter 2 by equation
2.7.
Re = ρ U L / µ .

(2.7)

Designing wind tunnel experiments with equality of model and prototype flow
conditions is difficult as tunnel velocities and model sizes are usually limited such that exact
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Re similarity is not possible. For models with sharp edges, the flow patterns are relatively
insensitive to variations in Re over a wide enough range that although Re is not equal for the
model and prototype, the flow patterns are similar, and the wind tunnel tests adequately
represent prototype conditions. This general condition was investigated in Chapter 4 and
generally found to hold true even for very low Re flows needed in wind tunnel testing of
open frame structures.

For models with curved surfaces, this conventionally applied

relaxation of Re equality is not as straightforward.
It is well known that the drag coefficient for smooth circular cylinders in smooth flow
experiences a pronounced drop near Re = 2 x 105 and then sees a subsequent partial recovery.
Beyond this, the drag coefficient remains constant over the known range of Re (Roberson
and Crowe, 1997). In this study, Re for the prototype is beyond this critical region by two
orders of magnitude, and Re for the model flow is below the critical region by less than one
order of magnitude. It is also known that turbulence in the approaching flow and roughness
on the surface of a cylinder cause this critical behavior to occur at lower values of Re and
also reduce the magnitude of the drag coefficient drop in the critical regime (ESDU, 1980b).
This is illustrated in Figure 8.4.

Figure 8.4 Illustration of the effects of surface roughness (left) and flow turbulence (right)
on the drag coefficient with respect to Re for circular cylinders in cross flow (after ESDU,
1980b)
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The changes in drag coefficient with Re for cylinders are due to the onset of turbulence in the
boundary layer that forms on the surface of the cylinder. As the flow proceeds around the
surface of the cylinder, an adverse pressure gradient develops which promotes boundary
layer separation. The point at which separation occurs on the perimeter of the cylinder
determines the width of the wake, and the extent of negative pressure acting on the leeward
surface of the body. A laminar boundary layer will separate earlier than a turbulent boundary
layer, resulting in higher drag for flows with laminar boundary layers. Shear layers (such as
surface boundary layers) are less stable in high Re flows than in low Re flows. This
decreased stability leads to earlier onsets of turbulence for high Re flows. This process is
accelerated if the approaching flow is already somewhat turbulent, meaning that the onset of
boundary layer turbulence and the associated drop in cylinder wake width and drag occur at
lower values of Re. Roughness on the surface of the cylinder also promotes the onset of
turbulence in the surface boundary layer. However, surface roughness has the additional
effect of increasing the surface drag contribution to the overall drag on the cylinder.
Therefore, surface roughness tends to dampen the response of the drag versus Re relationship
in the critical regime.
Since the simulated boundary layer flow is indeed turbulent, and the railings, pipes,
platforms, and ladders attached to the reactor model can be thought of as “roughness,” it was
suspected that Re for the wind tunnel experiments tests may in fact be beyond the critical
region.

ESDU (1980b) provides step-by-step analysis procedures for determining the

“effective” Re for a cylinder given its surface roughness characteristics, the turbulence
intensity, and the integral length scale of the turbulence. If the effective Re for the model is
in a supercritical regime, then the flow patterns and resulting force coefficients from the
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model tests would be representative of the prototype conditions. This analysis was carried
out for the reactor structure with the assumption that the surface roughness parameter, ε/D,
was equal to 0.05, where ε is the dimension of the roughness and D is the diameter of the
reactor cylinder. The results of the analysis indicated, first of all, that the magnitude of the
response in the critical Re regime was relatively small due to surface roughness effects.
Secondly, the turbulence in the approaching flow raised the “effective” Re to a level beyond
the most severe region of the drag crisis. According to the analysis, the drag on the cylinder
would be approximately 97% of its equilibrium high Re value.
Since the actual contribution to surface roughness of the appurtenances on the reactor
was unknown, preliminary tests was performed to validate the analysis. The reactor model
was tested in various flow velocities (or Re), and the variation of the force coefficient with
Re was observed. The averaged results of these tests are shown below in Figure 8.5.
Although the resolution of the force measurement system was low for the velocities at the
lower end of the range tested, a clear pattern was observed in the data. The plot shows a drop
in force coefficient followed by a recovery and subsequent stabilization of force coefficient
as Re increases. This characteristic of the data is similar to what is shown in Figure 8.4.
Since the production testing was carried out at the maximum value of Re on this plot, effects
of mismatch of Re between model and prototype scales are minimal.
8.2.7 Instrumentation
The response characteristics of the instrumentation used in a wind tunnel testing
program testing program must be consistent with the required measurements (ASCE, 2006).
The forces on the reactor were measured with a sting-type force balance capable of
measuring six force and moment components.
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The analog output voltage signal was

recorded on a personal digital computer equipped with National Instruments Labview
software via an analog/digital converter. Minor interaction effects were observed among the
force components. These effects were corrected by employing the method recommended by
Rae and Pope (1984). These methods were discussed in Chapter 3. The frequency response
of the force balance was relatively low, and therefore it was not an appropriate tool for
measuring fluctuating or dynamic forces on the model. The response of the device was
suitable for mean force measurements.

1.75

Cf

1.50

1.25

1.00

0.75
10,000

100,000

Re

Figure 8.5. Measured force coefficient vs. Re during preliminary testing of reactor. The
dashed line was generated manually and represents the approximate trend through the data.

Mean velocity pressures were measured with two pitot-static probes connected to
differential pressure transducers, and the analog voltage signals were recorded by the data
acquisition system in the same manner as for the force balance readings. One pressure
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transducer was used to collect the data used for the calculation of the force coefficients and
the other was in operation for quality control purposes.

Prior to testing the model,

simultaneous pressure measurements were conducted at two locations: the top of the reactor
model (without the model in place) and the upstream position of the probe during production
testing. This procedure allows the upstream velocity pressure measurements to be related to
velocity pressures at the reference location on the model.
Analog signals from the force balance and pressure transducers were converted to
digital signals using a National Instruments PCI-DAS 6024E A/D board.

National

Instruments Labview software was used to control the data acquisition procedure and record
the raw data files. At each angle tested, 8000 samples were recorded at a frequency of 250
Hz. A Microsoft Excel spreadsheet was programmed to reduce the raw data to the force
coefficients reported in this document.
8.3

Test Results
The data presented in this document are force coefficients that have been calculated

in a manner particular to the testing procedure, and therefore require explanation for proper
application to the full scale structure. The force coefficients calculated according to the data
in this document are for ASCE 7 terrain exposure C (ASCE, 2006). Minor corrections have
been applied to account for the small variation between the simulated velocity profile and the
theoretical profile for exposure C. These corrections were calculated by comparing the
average velocity pressures from the two profiles. The basic relationships for determining the
force and moment coefficients from the force balance and pitot-static probe data are as
follows:

Cf = K f ⋅

F
q h ⋅ Aref

(8.1)

190

Ct = K f ⋅

T
q h ⋅ Aref ⋅ rm

(8.2)

where
Cf = Force coefficient (specified for each plan view axis);
Ct = Torsion coefficient (about the vertical axis);
KF = correction factor for forces due to the difference between the simulated and
theoretical velocity profiles (Kf = 1.057);
F = mean base shear force measured by force balance (specified for each plan view
axis) and corrected for balance component interaction effects;
T = mean torsional moment measured by the force balance about the vertical axis
(corrected for balance component interaction effects);
qh = mean velocity pressure measured at the top of the reactor model;
Aref = reference area corresponding to the cylindrical portion of the reactor or
regenerator model body below the hemispherical cap; and
rm = radius of cylindrical portion of the reactor or regenerator model.
Force and torsion coefficients are reported for wind directions on 10º intervals. Figure 8.6
illustrates the axis and angle convention used for reporting the results. Figure 8.7 shows the
four configurations that were tested. The dashed lines in Figure 8.7 indicate the model
elements that are not present for each configuration.
These results are also plotted in Figures 8.8 through 8.13. Figure 8.8 indicates that
the base shear effects for the isolated reactor corresponding to wind directions from the east
and west have greater magnitudes than loads generated by north or south winds. This result
is reasonable given the geometry of the reactor. The mix line on the north side and the
platforms on the south side present themselves unfavorably to east and west winds. The
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critical angle for base shear force along the x-axis is 30º (Cfx = 1.10), while the critical angle
along the y-axis is 260º (Cfy = -1.58). The signs of the torsion coefficients in Figure 8.8 for
the isolated reactor reveal that the railing and platforms on the south face of the reactor
contribute less wind load for east and west winds than the mix line on the north face. The
critical angle for torsion on the isolated reactor is 250º (Ct = 0.75).
Figures 8.9 and 8.10 show results for the reactor for the condition in which the
neighboring regenerator is in place. The critical angle for x-axis base shear force is 210º, and
the critical angle for y-axis force is 250º. The x-direction and y-direction force coefficients
for these angles are -1.47 and -1.52, respectively. The critical torsion coefficient for the
reactor including the effects of the regenerator is 0.72 and occurs at angle 240º.

(a)

(b)

Figure 8.6. Definition sketch for coordinate axes and wind angle for (a) Reactor and (b)
Regenerator.
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(a) Test 1 - Isolated Reactor

(b) Test 2 - Reactor with Regen.

(c) Test 3 - Isolated Reactor
without mix line present

(d) Test 4 - Regenerator with
complete Reactor in place

Figure 8.7. Tested configurations. The reactor model was instrumented for Tests 1-3, and the
regenerator model was instrumented for Test 4.

Since Figures 8.9 and 8.10 include the results from both Tests 1 and 2, these figures
allow comparisons of the coefficients for the cases with and without the regenerator present.
The presence of the regenerator significantly affects the wind loads on the reactor structure.
Figure 8.9 shows that the force coefficients for the reactor are affected by shielding and
interference mechanisms due to the presence of the regenerator. This means that the
magnitudes of the coefficients experience reductions or increases depending on the wind
angle. The x-axis force coefficient, for instance, has a slightly higher value at angle = 0º
when the regenerator model is in place. This is likely due to a local acceleration of the flow
between the reactor and the regenerator. As the angle increases to 90º, however, the reactor
is increasingly in the lee of the regenerator, and the magnitudes of the coefficients are
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somewhat reduced.

As the wind angle continues to increase, the interference effects

(increases in force coefficient) become manifest again near angles 210º and 360º. Comparing
the y-axis force coefficients in Figure 8.9 indicates that the regenerator shields the reactor for
east winds (tending to cause reductions in wind load). The presence of the regenerator
produces little effect on the y-axis reactor force coefficients for west winds. For north and
south wind directions, the regenerator appears to have disrupted the flow pattern such that
there are significant changes in the cross-wind forces (in this case, approximately along the
y-axis) between the configurations for Tests 1 and 2. Comparing y-axis force coefficients
near angles 0º and 180º shows that these differences are not only in magnitude, but also in
direction. Comparing the torsion coefficients in Figure 8.10 shows that the shielding of the
reactor by the regenerator reduces the torsion on the reactor for angles between 20º and 90º.
For other wind directions the behaviors were generally similar.
Figures 8.11 and 8.12 illustrate the effects that the presence of the mix line has on the
aerodynamic coefficients for the isolated reactor. For these figures, the data for the isolated
reactor with the mix line is the same as the data for the reactor without the regenerator
present in the previous figures. Without the mix line, the critical angle for x-axis base shear
force is 30º, and the critical angle for y-axis force is 280º. The force coefficients for these
angles are 1.02 and -1.10, respectively. The critical torsion coefficient occurs at angle 350º
and has a value of -0.19. Removing the mix line resulted in significant reductions in y-axis
force coefficients and torsion. These effects reduce force coefficient magnitudes by about
one-third. These reductions are greater than simply the ratio of the projected area removed
with the mix line (about one-sixth). This indicates that the proximity of the mix line to the
reactor may cause interference effects tending to increase the forces beyond the sum of the
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wind loads on the individual parts. This could be explained by local accelerations of the flow
between the two cylinders. On the other hand, it may not be possible to characterize the
behavior so simply. While Re number effects for the reactor appear to be accounted for, the
mix line has a much smaller diameter and has a smooth surface. It is possible that the
apparent interference effects are due to different Re regimes for the surfaces of the reactor
and the mix line. The torsion coefficient is reduced by several factors and the direction is
reversed upon removing the mix line. This is not unexpected and seems to confirm the
earlier conjecture that the mix line dominated the torsional effects for the reactor.
Figure 8.13 shows the coefficient results for the regenerator. It is important to note
that most of the regenerator mix line and supporting tower was isolated structurally (meaning
that wind forces on them are not reflected in this data) and that the regenerator model was not
constructed to the same level of detail as the reactor. The reactor model was in place during
testing on the regenerator. It is shown in these figures that the critical angle for x-axis base
shear force is 10º, and the critical angle for y-axis force is 310º. The force coefficients for
these angles are 1.54 and -0.63, respectively.

The critical torsion coefficient for the

regenerator (including the effects of the reactor) is -0.13, and this value occurs at angle 0º.
Figure 8.13 show that the reactor and the lattice tower housing the mix line shielded the
regenerator, reducing the force coefficients in the y-direction. As there was little unbalanced
area in the form of platforms, railings, ladders, etc. the torsion on the regenerator was low.
8.4

Application of Test Results to Wind Load Calculations
Base shear forces for the reactor and regenerator at prototype scale are calculated

using an equation similar to Equation 6-28 in ASCE 7 (2006) with some modifications
(Equations 6 and 7). The base shear forces are located at the interface of the reactor or the
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regenerator and the concrete table structure at project prototype elevation 163’ – 2” (reactor)
or 175’-1 ¼” (regenerator).
Fx = qh·G·Cfx·Af

(Force along x-axis)

(8.3)

Fy = qh ·G·Cfy·Af

(Force along y-axis)

(8.4)

where
qh = velocity pressure evaluated at the top of the hemispherical head of the reactor,
not at the centroid of the area as in ASCE 7 (2006);
G = gust effect factor as defined by ASCE 7 (2006);
Cf = force coefficient for structure axis and wind angle under investigation. Refer to
Figures 8.6 for the angle and axis definitions Figures 8.8 – 8.13 for the respective
force coefficients; and
Af = Area of reactor or regenerator only, excluding the hemispherical head. This area
is simply calculated as the diameter multiplied by the height of the cylindrical portion
of the reactor or regenerator. No railing, ladders, mix lines, or other appurtenances are
to be included in this area (the effects of these items are already included in the force
coefficient).
Torsion about the vertical axis at the reactor or regenerator base plate is calculated according
to equation 8.5. Clockwise torsion is positive, as indicated in Figure 8.6.
T = qh ·G·Ct·Af ·r

(Torsion about vertical z-axis)

where
r = radius of cylindrical portion of the reactor or regenerator;
Ct = torsion coefficient. The torsion coefficients are in Figures 8.8 – 8.13; and
all other definitions are as noted above.
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(8.5)
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Figure 8.8. Cf and Ct for the isolated reactor model (Test 1).
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Figure 8.9. Cf for reactor with and without the regenerator present (Test 2).
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Figure 8.10. Ct for reactor with and without the regenerator present (Test 2).
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Figure 8.11. Cf for the isolated reactor with and without mix line (Tests 1 and 3)
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Figure 8.12. Ct for the isolated reactor with and without mix line (Tests 1 and 3)
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Figure 8.13. Cf and Ct for regenerator model (Test 4).
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8.5

Comparison of Wind tunnel Test Results to Desk Methods
The results of the wind tunnel testing were compared with conventionally calculated

wind load estimates in order to gauge the effectiveness of currently established techniques
(ASCE, 1997). For expediency, the definitions for the projected area and the force coefficient
and the application of the velocity pressure were somewhat different for the wind tunnel testing
than those used in the ASCE analysis methods. For this reason it is not possible to directly
compare the force coefficients from the wind tunnel testing with calculated values. Therefore,
base shear forces were calculated using procedures appropriate for each method. The resulting
base shear forces are then useful for comparisons of the effectiveness of the ASCE analysis
methods. A basic wind speed of 120 mph was chosen to perform the wind load calculations.
This wind speed was chosen as a representative value for a petrochemical facility located along
the northern coast of the Gulf of Mexico

The wind tunnel results were also used to calculate

base shear forces using the results from the wind tunnel tests through Equations 8.3 and 8.4 with
the same 120 mph basic wind speed. The base shear forces resulting from analysis using wind
tunnel force coefficients could then be compared to base shear forces generated using force
coefficients and areas specified by ASCE (1997). It should be noted that other choices of the
basic wind speed would yield different values for the base shear force, but the percentage
differences between the experimental and analytical results would remain the same.
Section 4.3.1 of the ASCE guide (1997) provides two methods for calculating the wind
loads for vertical vessels. The first is a simplified method for use in situations in which the
supporting structures or foundations need to be designed before all of the details of the vessel are
completely specified. The simplified method increases the diameter and height of the vertical
vessel (effectively increasing Af) to account for the presence of ladders, platforms, railing, and
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piping. The detailed method is used when more of these components have been specified for the
vessel. Specific guidance is given for how to calculate the individual contributions of piping and
platforms toward the total wind load. These calculations have been carried out for the reactor in
each of its three configurations as well as for the regenerator, using both the simplified and
detailed methods from ASCE. Table 8.1 summarizes the results of the calculations. The percent
deviation from the experimental results is shown for each of the analysis methods.
For the configuration in which the reactor was isolated and did not have the mix line in
place, the ASCE methods both performed reasonably well for each of four nominal wind
directions. However, the simplified method appeared to systematically underestimate the wind
load. The spread of the error was smaller for the detailed method, and the central tendency of the
error was closer to zero than for the simplified method. The crux of the simplified method is the
addition of width and height to the vessel dimensions. Because of this, the additional area
contributes to the wind load at the same rate as the cylindrical vessel body itself. Many of the
items covered by this provision (i.e. ladders, railing, platform framing) have aerodynamic shape
coefficients very much larger than for a cylinder in high Re flow. The additional area due to the
presence of these items should consider the fact that the sharp-edged elements contribute wind
load at a much greater rate per unit area than the vessel body itself. It is telling that the only
direction for which the simplified method did not underestimate the wind load was for the
nominal north-south wind direction. It is for this direction that the effects of the platforms on
this model would be least apparent, since the platforms are more heavily concentrated on the
south side of the reactor body.
The wind load results for the isolated reactor with the mix line in place show similar
patterns as for the previous configuration, but the magnitudes of the deviations between the
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analytical and experimental results are larger. The simplified method produces the same wind
load estimate for each wind direction, and therefore the directionally dependent effect of the mix
line is not captured by this method. The detailed method does produce higher wind loads for the
east-west and west-east nominal wind directions, reflecting the broader projected area for these
orientations. However, the detailed method fails to adequately estimate the rate at which the mix
line contributes wind load when it is outside of the projected width of the reactor.

Table 8.1 Wind load results for experimental and analytical methods – base shear values.

Configuration

Reactor
without mix
line (no
regenerator)
Reactor with
mix line (no
regenerator)
Reactor with
mix line and
regenerator
Regenerator
(with reactor
model in
place)
*

Nominal
Wind
Direction*

Measured
Force
(kips)†

South-North
East-West
North-South
West-East
South-North
East-West
North-South
West-East
South-North
East-West
North-South
West-East
South-North
East-West
North-South
West-East

79.1
86.7
72.5
89.3
89.3
116.5
78.2
128.4
109.7
72.5
119.9
124.1
142.8
57.5
122.4
58.5

Analysis Results (ASCE, 1997)
Simplified
Method
(kips)

%∆

Detailed
Method
(kips)

%∆

75.4
75.4
75.4
75.4
85.0
85.0
85.0
85.0
85.0
85.0
85.0
85.0
113.1
113.1
113.1
113.1

-4.6
-13.0
4.0
-15.5
-4.8
-27.0
8.7
-33.8
-22.5
17.2
-29.1
-31.5
-20.8
96.5
-7.6
93.3

88.4
82.9
79.9
80.2
102.9
108.8
94.4
106.3
102.9
108.8
94.4
106.3
138.6
138.6
138.6
138.6

11.8
-4.4
10.2
-10.1
15.2
-6.6
20.7
-17.2
-6.2
50.1
-21.3
-14.4
-3.0
140.8
13.2
136.9

The nominal wind directions are as shown in Figure 8.6

†

These are the forces calculated using measured coefficients - forces were not measured in kips.
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The proximity of the mix line and the reactor may tend to accelerate the flow locally and thereby
amplify the wind loading on each of these elements. For the south-north and north-south
nominal wind directions, the detailed method overestimates the wind load to a greater extent than
for the previous configuration without the mix line. This is probably due to the fact that some
width is added to the vessel diameter to account for the presence of the mix line, but the mutual
shielding effects between the mix line and the reactor are not accounted for in the method.
For the reactor configuration which includes the neighboring regenerator, the patterns of
the deviations between the experimental and analytical results change considerably.

The

analytical results have not changed, but the experimentally derived wind loads have changed
significantly due to the shielding and interference effects between the reactor and the
regenerator. This was discussed in section 8.4. ASCE’s analytical procedures do not provide
any way of handling these effects. Industrial process facilities commonly have vertical vessels
or other cylindrical bodies arranged in close proximity. The American Society of Mechanical
Engineers publishes a standard for the design of steel stacks (ASME, 2001). In this document,
wind loads on a stack located within three diameters of a neighboring stack are required to be
increased by 20%. A similar provision may be appropriate for the ASCE method for vertical
vessels. Furthermore, a similar provision could be devised to handle the interference effects
between large diameter pipes and the nearby vessel, such as for the isolated vessel with the mix
line in place in this study. The limited data in this study seem to indicate that the 20% increase
specified by the ASME for closely spaced cylinders is not an unreasonable adjustment for this
application. There are five instances for which such a correction would be applicable. These
correspond to the East-West and West-East wind directions for the isolated reactor with the mix
line, the West-East wind direction for the reactor model with the regenerator in place (the effect
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of the nearby mix line is present in this case), and the South-North and North-South wind
directions for the reactor model with the regenerator in place. The current ASCE detailed
method underestimated the measured wind loads by 6.6%, 17.2%, 14.4, 6.2%, and 21.3% for
these cases, respectively. However, it should be noted that the increase in measured force
coefficient when the regenerator was added was as high as 50%.
The wind load results for the regenerator indicate that shielding from the latticesupported mix line and the regenerator, which are not represented in the analytical methods,
cause the analytical methods to significantly overestimate the wind loads for the east-west and
west-east nominal wind directions. Since the regenerator was not tested in the absence of the
reactor, it is not possible to determine the interference effects between the regenerator and the
reactor. For this reason, it may be that the decent agreement between the detailed analytical
method and the experimental method are merely coincidental.
Two major deficiencies in current analytical practice were highlighted in this section.
The failure of the analysis techniques to capture the amplification of wind load due to
interference effects between structures that are closely spaced across the flow can lead to unsafe
designs. Other standards (ASME, 2001) have provisions for handling such situations. ASME
does not provide any background for this provision through commentary or references. The
failure of the analysis techniques to represent the shielding effects between closely spaced
structures oriented along the flow direction will lead to uneconomical, but not unsafe designs. A
possible approach to alleviating the cost associated with overestimating the wind load in such
cases would be to give the designer the option to reduce the calculated wind load by 20% in
cases where significant shielding benefit is obvious. Such an allowance would be generally
compatible with the recommendation in the commentary of ASCE 7 (2006) that allows up to a
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20% shielding reduction in wind loading from calculated values as a result of wind tunnel testing
results. Care must be taken to craft such a provision or recommendation such that it is not used
inappropriately.
8.6

Chapter Summary and Conclusions
Wind tunnel testing was performed on a model reactor structure and a neighboring

regenerator structure in four different configurations.

These structures are large vertical

cylindrical vessels found at oil refineries and are representative of other structures common to
the petrochemical industry in general.

The wind tunnel testing was for the purpose of

determining design wind loads as an alternative to conventional analysis techniques. Preliminary
analysis and testing were performed to establish that dynamic similarity requirements between
the model and prototype scales had been approximated.
The effects of a large diameter mix line and the presence of the large neighboring
regenerator on the reactor wind loads were measured. It was found that the wind loads were
disproportionately high for cases in which the wind direction was oriented across the axis of the
reactor and the large diameter mix line. Adding the mix line increased the projected area for
these wind directions by approximately one-fifth, but the force coefficient was increased by onehalf.
Similarly, wind loads were amplified for cases in which the wind direction was oriented
across the axis of the reactor and regenerator. These interference effects were attributed to local
accelerations in the flow field which tend to increase the magnitudes of the surface pressures,
and therefore the wind loads. For example, the along-wind force coefficient for the reactor
model increased by approximately 50% for the north-south wind direction when the regenerator
was added.
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Significant reductions in wind load (shielding) were observed on the reactor and
regenerator when they were positioned behind the other with respect to the direction of the flow.
The along-wind force coefficient for the reactor model decreased from 1.43 to 0.89 for nominal
east-west wind directions.
A comparison of the wind tunnel test results with analytical load estimation techniques
(ASCE, 1997) showed that the complexities in the loading due to the shielding and interference
are not captured in current analysis techniques. The ASME provides a method of accounting for
the interference effects for closely spaced steel stacks. In this method, the wind loads are
increased by 20% when the stacks are closer than three stack diameters to each other. Due to
their limited extent, the experiments and subsequent analysis here did not necessarily validate the
use of the ASME provision for vertical vessels, but applying such a provision would bring the
analytical results into closer agreement with the experimental results. Until more definitive
results can be obtained, it is recommended that the ASME provision for steel stacks for
increasing wind loads due to interference effects be applied to vertical vessels also.
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CHAPTER 9: WIND LOAD ANALYSIS UNCERTAINTY FOR PETROCHEMICAL
STRUCTURES
9.1

Introduction
This dissertation was begun on the premise that there is a relatively poor understanding of

the wind loading of petrochemical facilities due to the shortage of research related specifically to
this class of structures. The relatively higher uncertainty in estimating and specifying wind loads
for these structures as compared to rectangular, enclosed buildings by definition decreases the
structural reliability of petrochemical facilities. Until now, however, it has not been possible to
assess the reliability of petrochemical structures under the action of wind loading due to the lack
of experimental data with which to compare existing analytical techniques.

This chapter

synthesizes the experimental data and the discussion of analysis methods that have been
presented in earlier chapters to do just that for petrochemical structures as a class.
9.2

Selected Data Set
A reliability analysis requires that the variables involved in the process under

investigation be defined either as deterministic or random variables. The deterministic variables
will have a single value, but the random variables will take on values that vary according to
probability distributions defined by distribution type, mean value, and standard deviation. Other
parameters may be required depending on the distribution type. The primary variable of interest
in the reliability analysis of this chapter is the force coefficient, Cf. This variable has been
measured in the wind tunnel for a variety models representing petrochemical structures not just
for this dissertation, but also by a previous researcher (Qiang, 1998). The first task in this
reliability analysis is to establish the statistical description of this random variable. The models
selected for this analysis include the open frame tower studied in Chapter 5 (4 configurations for
each of two wind directions totaling eight configurations), the vertical vessels studied in Chapter
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8 (14 configurations), and a set of the open frame structures modeled in the wind tunnel by
Qiang (1998). In order to keep the data set to a manageable size (hand calculations must be
conducted for each model included), a randomly generated selection of 26 cases from Qiang’s
study were included in the data set. These cases include a variety of plan and elevation aspect
ratios, framing conditions, and equipment types and configurations. A primary assumption of
the analysis in this chapter is that the wind tunnel testing results are representative of the
prototype conditions. This matter has been dealt with in detail in previous chapters, and it is
reasonable to continue under this assumption.
In order to form a single data set from the variety of structures required for this analysis,
the measured force coefficients were normalized by the calculated force coefficients using
different analysis techniques. Values greater than unity indicate that the analysis technique
underestimated the measured force coefficient, and vice versa. The statistical properties of the
normalized data set were used for the reliability analysis.

The mean value of all of the

normalized data represents the bias factor. The bias factor, which is often referred to by the
variable λ, is defined as the mean value divided by the nominal value. For the normalized data
in this chapter, the nominal value is 1.0 by definition. Bias factors less than unity indicate
overestimation of the design parameter (and vice versa).

Bias factors less than unity are

conservative for variables that contribute to structural resistance, whereas bias factors less than
unity are unconservative for variables that contribute to the load, or demand, on the structure.
Two different data sets were used in the reliability analysis. The first was generated by
calculating the force coefficients on the selected models using current analysis methods
recommended by the ASCE (1997). The second data set was generated by calculating the force
coefficients for the models by using analysis techniques which are similar to the ASCE methods,
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but modified by the suggestions that were presented in previous chapters of this dissertation.
These modifications include:
•

Accounting for diagonal bracing located in frame planes oriented nominally along the
wind direction for open frame structures (Section 5.3.1);

•

Accounting for the presence of solid floors for open frame structures by reducing the
force coefficient by the factor, ηfloor, according to Equation 5.7;

•

Using an alternative method of accounting for equipment shielding for open frame
structures (Equation 5.10 with a = 1.4); and

•

Increasing the force coefficients for vertical vessels by 20% to account for aerodynamic
interference due to cross-wind proximity when neighboring vessels are within three
diameters of one another (Section 8.5).

9.3

Characteristics of the Data Set
The reliability analysis requires definitions of the means and standard deviations for the

data sets as well as the form of the probability distribution function describing the variations in
the data sets. The resulting data were ordered and plotted on a normal probability plot to
facilitate this process. The normal probability plot has the value of the variable on the horizontal
axis and the standard normal variable on the vertical axis.

The standard normal variable

corresponding to each variable value was calculated using the inverse of the standard normal
probability distribution with the following input probability for each data item:
Pi =

i
N +1

(9.1)

where i is the position of each data item in an ascending ordered list of the data, and N is the total
number of data items (48 in this case). The resulting probability plot is shown in Figure 9.1. A
line of best fit has been generated for each of the two data sets. The inverse of the slope and the
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x-intercept of these lines provide estimates of the standard deviation and mean values of each of
the data sets (provided that a normal distribution describes the variation in the data). Using this
technique, the bias factors for the data generated from the original analysis techniques and the
modified techniques have been calculated to be 0.94 and 0.95, respectively. This shows that
both methods systematically overestimate force coefficients, and the original analysis methods
do this only very slightly more than the modified methods. The respective standard deviations
are 0.189 and 0.129.
The data sets contained force coefficient estimates for both open frame and vertical
vessel structures. The vertical vessel structures contributed approximately one-quarter of the
force coefficient estimates in the data sets. Without surveying actual petrochemical facilities in
the field to determine the relative distribution of open frame and vertical vessel structures, the
distribution implied by the composition of these data sets is a potential source of error in the
analysis of wind load analysis uncertainty and the resulting estimates of structural reliability.
Therefore, the biases and standard deviations have been calculated for the original and modified
analysis methods excluding the vertical vessel data (i.e. using only the open frame structure
data). The bias factors for data generated using the original and modified analysis methods were
0.92 and 0.95, respectively. The respective standard deviations were 0.197 and 0.116. The
changes in the statistical properties of the two data sets due to the exclusion of the vertical vessel
data appear to be minor. The actual effects of these differences on estimates of structural
reliability will be addressed in a later section.
The steepening of the slopes of the linear regression lines in Figure 9.1 between the
original and modified analysis methods provides a visual or qualitative representation of the fact
that the range of likely values for the normalized force coefficient has been reduced.
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This

means that uncertainty in a designer’s ability to predict the force coefficient has decreased as a
result of the modifications to analysis practice proposed in this dissertation. Furthermore, the
degree to which a linear model represents the variation of data on a plot such as Figure 9.1
provides some insight into the suitability of assuming a normal probability distribution. There
appears to be a good correlation between the data and the linear regressions, indicating that a
normal distribution is indeed appropriate for the force coefficient data. The scatter of the data
about the respective regression line is decreased for the modified analysis methods. This can be
detected visually in Figure 9.1, but this feature is also captured by the correlation coefficient for
the linear regression, which is slightly higher for this case. This indicates that the variation in the
force coefficient for the data generated using modified analysis methods is more closely
described by a normal distribution than the data generated using the original analysis methods.
The agreement of the data with a normal distribution can also be investigated
quantitatively using a “goodness-of-fit” analysis (Freund and Wilson, 2003). A chi-squared test
statistic is calculated for the data using the following formula:

n

χ2 = ∑
i =1

( f i − E ( f i )) 2
E( fi )

(9.2)

where
i = class interval number;
n = number of class intervals;
fi = frequency within class interval, I; and
E(fi) = expected frequency within class interval, i for a normal distribution with a
proposed mean value and standard deviation.
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Figure 9.1 Normal probability plot of force coefficient data for the reliability analysis.
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1.5

The test statistic is compared to the chi-squared distribution with the degrees of freedom
equal to n – 1 for the desired level of confidence. If the chi-squared test statistic exceeds the
value of the chi-squared distribution for a given level of confidence, then the null hypothesis that
the proposed normal distribution describes the variation in the data is rejected.
This analysis was carried out for both data sets with mean values and standard deviations
derived from the probability plots. The value of the chi-squared test statistic for the data derived
from original analysis methods was 15.5. For 16 degrees of freedom, the value of the chisquared distribution for the 90% confidence level is 23.5. It is therefore concluded that there is
not sufficient reason to reject the hypothesis that the normal distribution is suitable at this
confidence level. In fact, the confidence level would have to be reduced to 51% before the null
hypothesis is rejected (i.e. p = 0.49). The value of the chi-squared test statistic for the data
generated using modified analysis techniques was 8.2. This leads to a p-value of 0.94 for 16
degrees of freedom and a rejection of the null hypothesis at only the 6% confidence level.
Clearly there is not sufficient justification for rejecting the hypothesis that these data are
normally distributed in either case.
Just because the normal distribution appears to fit the data reasonably well does not
eliminate the possibility that another distribution would describe the variation in the data more
effectively. The shapes of the probability distribution functions can sometimes provide clues
about possible distribution functions. Histograms of the data did not display any appreciable
skew, but the bias factor has a reasonable lower bound value of zero. As such, a distribution
function that is bounded from below may also fit the data well. The lognormal distribution is an
example of such a function. A lognormal distribution is one in which the natural logarithms of
the variable values are normally distributed. The two data sets were examined using the chi-
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squared “goodness-of-fit” test to determine if a lognormal distribution provided a superior
description of the variation in the data. The resulting p-values from this test for the data from the
original analysis methods and the modified methods were 0.79 and 0.85, respectively. The
lognormal distribution performed slightly better for the original analysis methods but not as well
for the modified methods. The relatively small sizes of the data sets restrict the resolution of the
data on the low ends of the probability distributions. This may explain the equivocal results for
the “goodness-of-fit” tests for the lognormal distribution. Since the lognormal distribution was
not clearly superior to the normal distribution, the subsequent reliability analysis assumes that
the variations in the force coefficient data are normally distributed.
9.4

Reliability Analysis
A structural reliability analysis was conducted for a generic structure. A structural frame

was devised such that the reliability of an individual member could be checked for wind load in
the absence of other loads. The bracing member in a braced frame was designed for tension
loads that develop only under the action of wind for the assumed model. The structural model is
shown in Figure 9.2.

Figure 9.2 Generic structure used for the reliability analysis
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In this configuration, the arbitrary structure is assumed to have a nominal force
coefficient of 1.0. This allows for a reliability analysis encompassing the various structure types
represented in the data set using normalized variables. The wind load generated on the arbitrary
structure will have an associated base shear and overturning moment. However, in order to
simplify matters, it has been assumed that only the base shear is effective in transmitting force to
the lateral load resisting member (tension brace) in the frame. The nominal cross sectional area
of the tension member was specified according to the following equations:
0.9 · As ·Fy = 1.6 · Wn

(9.3)

Wn = 1.414 ⋅ (0.00256 ⋅ K z ⋅ K zt ⋅ K d ⋅ V 2 ⋅ I ) ⋅ C f ⋅ G ⋅ A

(9.4)

where
F y = 36,000 psi ;

Kz = 1.26, 0.90, or 0.62 - for three different exposures;
K d = 0.85 ;
V = 150, 115, 105, or 90 mph – for various locations in the United States;
I = 1.0;
C f = 1.0 ;

G = 0.85 – assuming the structure is rigid; and
A = 200 ft2.
The design space over which the reliability of this system was evaluated incorporated
variation in exposure (through the variable Kz) and design wind speed, V. Having specified the
structural system it is possible to estimate the reliability (or conversely the probability of failure)
of this system for each location in the design space. The Rackwitz-Fiessler Modified Matrix
Procedure was chosen for this analysis. This method is a first-order, second-moment reliability
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method. This particular method was selected for this analysis because it has the ability to
accommodate non-normal random variable distribution types.

The method is iterative and

consists of the following steps (after Nowak and Collins, 2000):

1.)

Establish a limit state function for the system and define all of the random variables in
terms of mean value, standard deviation, and probability distribution type. The limit state
function for this analysis is:
g ( R , K z , K zt , K d , V , I , C f , G ) = R − (1.414) ⋅ (0.00256 K z K zt K d V 2 I )C f G

(9.5)

where failure is defined for g < 0. The variables are described in tables 9.1 and 9.2.
With the exception of the force coefficient, the information in this table has been
synthesized from data available in Nowak and Collins (2000), Ellingwood and Tekie
(1999), Peterka and Shahid (1998), Vickery et al. (2000), and Levitan (2007). Table 9.1
describes the random variables that take on various nominal values (and their associated
statistical parameters) so that the reliability can be evaluated for multiple locations in the
design space. Table 9.2 describes the random variables for which the nominal values nd
statistical parameters have been held constant for each of the evaluations.
2.)

Assume that the variables for all but one of the random variables in the limit state
function take their mean values. Solve for the value of the remaining variable. This step
establishes the initial “design point” values, xi , for the limit state function.

3.)

For the variables not described by normal distributions (only the wind speed in this
analysis), calculate effective mean values and standard deviations for an equivalent
normal distribution in the neighborhood of the design point. Nowak and Collins (2000)
describe procedures for carrying out this step.
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Table 9.1 Variables for the limit state function that define the design space for the reliability
analysis (Equation 9.5)
Variable Description

Kz

V

4.)

Exposure
Factor

Design
wind speed
(mph)

Nominal
Value

µ

λ

σ/µ

Dist. Type

1.26

1.210

0.96

0.116

Normal

0.9

0.84

0.93

0.143

Normal

0.62

0.63

1.016

0.190

Normal

90

60.0

0.667

0.170

E.V. Type I

115

56.7

0.493

0.332

E.V. Type I

105

52.8

0.503

0.297

E.V. Type I

150

91.2

0.608

0.190

E.V. Type I

90

55.5

0.617

0.233

E.V. Type I

Comments
Exposure C with z =
100 ft (Ellingwood
and Tekie, 1999)
Exposure C with z =
20 ft (Ellingwood
and Tekie, 1999)
Exposure B with z =
20 ft (Ellingwood
and Tekie, 1999)
St. Louis, MO
(Peterka and Shahid,
1998 and Ellingwood
and Tekie, 1999)
Baytown, TX
(Vickery et al., 2000
and Levitan, 2007)
Baton Rouge, LA
(Vickery et al., 2000
and Levitan, 2007)
Pascagoula, MS
(Vickery et al., 2000
and Levitan, 2007)
Philadelphia, PA
(Vickery et al., 2000
and Levitan, 2007)

Calculate reduced variates for each of the variables, xi , at the design point with the
following expression:

zi =

xi − µ xi
σ xi

(9.6)

where µxi is the mean value (or effective mean value) of a random variable and σxi is the
standard deviation of the random variable.
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Table 9.2 Variables for the limit state function that do not define the design space for the
reliability analysis (Equation 9.5)
Variable

Nominal
Value

µ

λ

σ/µ

Dist.
Type

R

Tension
member
resistance =
As·Fy (lb)

Varies

Varies

1.05

0.11

Normal

Kzt

Topographic
Effect Factor

1

N/A

N/A

N/A

N/A

Kd

Directionality
Factor

0.85

0.86

1.012

N/A

N/A

I

Importance
factor

1

N/A

N/A

N/A

N/A

G

Gust Effect
Factor

0.85

0.82

0.965

0.098

Normal

Force
Coefficient

1

0.94

0.94

0.201

Normal

Cf

1

0.95

0.95

0.136

Normal

200

N/A

N/A

N/A

N/A

A

5.)

Description

Reference
Area (ft2)

Comments
The uncertainty
in As and Fy are
handled together
(Nowak and
Collins, 2000).
deterministic for
nominally flat terrain
deterministic except
for some bias
Ellingwood and
Tekie, 1999)
Deterministic - used
for adjusting MRI of
design wind speed
(Ellingwood and
Tekie, 1999)
Original analysis
(present work)
Modified analysis
(present work)
uncertainty handled
within estimate of Cf

Calculate a column vector, G:
G1 
 
G= M 
G 
 n

where Gi = −

∂g
σ xi
∂xi

and n is the number of random variables.
6.)

Estimate the reliability index, β:

β=

7.)

(9.7)

{G}T {z}
{G}T {G}

 z1 
 
where {z} =  M 
z 
 n

Calculate a column vector of sensitivity factors for each random variable:
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(9.8)

α=

8.)

{G}
{G}T {G}

(9.9)

Determine a new design point in reduced variates for all but one of the random variables:
zi = α i ⋅ β

9.)

(9.10)

Determine new design points, xi , for all but one of the random variables:
xi = µ xi + z i ⋅ σ xi

10.)

(9.11)

Solve for the design point of the remaining random variable, xi , by setting the limit state
equation equal to zero and substituting all of the design point values.

11.)

Repeat items 3 – 10 iteratively until the estimates of the design points and the reliability
index converge.

9.5

Results and Discussion
The above procedure was carried out for the structural configuration described in section

9.4 with input values for the means and standard deviations of the force coefficient which
corresponded to the data sets shown in Figure 9.1. Since the wind speed probability distribution
was based on the probability of experiencing an annual maximum wind speed, the resulting
reliability indices and associated probabilities of failure also represent results on an annual basis.
This is consistent with the methodology employed by Ellingwood and Tekie (1999).
The resulting reliability indices for the structure designed according to the original
methods are in Table 9.3. The reliability index, β, can be transformed into a corresponding
probability of failure, Pf, by changing its sign and using it as a standard normal variable.
Pf = Φ(−β)

(9.12)

where Φ is the standard normal cumulative probability distribution function. For example, the
probability of failure associated with a reliability index equal to 3.10 is the probability of
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sampling a value of -3.10 from a normally distributed population with a mean value of zero and a
standard deviation of one. This probability is equal to 9.68 x 10-4.

Table 9.3 Reliability indices for tension member designed according to original analysis
methods for various locations and exposures
St. Louis

Baytown

Baton Rouge

Pascagoula

Philadelphia

Kz = 1.26

3.54

3.37

3.54

3.74

3.26

Kz = 0.90

3.61

3.41

3.68

3.76

3.33

Kz = 0.62

3.33

3.20

3.39

3.51

3.10

The results of the reliability analysis using the modified analysis methods are shown in
Table 9.4. It is apparent that the reliability indices increased marginally compared to those
calculated for a member designed using the original analysis methods. The minimum reliability
index from the results for the original analysis methods was 3.10. The minimum reliability index
from the results for the modified analysis methods was 3.17. The average reliability indices
from the original and modified analysis methods were 3.45 and 3.52, respectively. These
average reliability indices represent respective probabilities of failure of 2.85 x 10-4 and 2.15 x
10-4. On the basis of the average reliability indices, applying the modifications to the analysis
methods resulted in a 25% reduction in the annual probability of failure for the tension member.
Ellingwood and Tekie (1999) mention that target reliability indices for probability-based
structural design methods such as Load and Resistance Factor Design (LRFD) are in the
neighborhood of 3.2. Only the lowest of the reliability indices for either of the analysis methods
are below this target level.
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When describing the data sets in a previous section, it was noted that eliminating the
vertical vessels from the data had a minor impact on the resulting bias factors and standard
deviations for the estimated force coefficients. The effects of these small differences on the
resulting structural reliabilities were also small.

For example, the reliability index for the

structure located in Philadelphia with nominal Kz = 0.62 was 3.13 when the vertical vessels were
excluded and the original analysis methods were used. Likewise, the reliability index for the
same location in the design space, but using the modified analysis methods, was 3.18.

Table 9.4 Reliability indices for tension member designed according to modified analysis
methods for various locations and exposures
St. Louis

Baytown

Baton Rouge

Pascagoula

Philadelphia

Kz = 1.26

3.65

3.42

3.60

3.85

3.33

Kz = 0.90

3.72

3.46

3.64

3.86

3.40

Kz = 0.62

3.43

3.25

3.45

3.60

3.17

The analysis was repeated in order to generate values that would be typical of an
enclosed building. Enclosed buildings have received much more research attention from a wind
loading perspective, and current structural design codes have been calibrated to achieve a target
reliability using enclosed buildings as reference structures. A comparison of the reliability
analysis results for the petrochemical structures to results for an enclosed building would identify
relative shortcomings in analysis practice for petrochemical structures.

The analysis was

repeated using equivalent force coefficient random variable parameters which were synthesized
from the nominal values, mean values, and standard deviations for windward and leeward wall
pressure coefficients documented by Ellingwood and Tekie (1999). The input mean value of the
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equivalent force coefficient was 0.889 and the input standard deviation of the equivalent
enclosed building force coefficient was 0.147. The resulting reliability indices for the enclosed
building are in Table 9.5. These results show that the reliability of the tension wind brace for an
equivalent enclosed structure is slightly higher than for the design resulting from either of the
analysis methods for the petrochemical structures. The difference is mainly attributed to the
lower bias factor for the force coefficient, since the standard deviation was between the standard
deviations for force coefficients derived from the original and modified analysis methods for
petrochemical structures.

Table 9.5 Reliability indices for tension member in an equivalent enclosed building for various
locations and exposures
St. Louis

Baytown

Baton Rouge

Pascagoula

Philadelphia

Kz = 1.26

3.74

3.51

3.68

3.94

3.42

Kz = 0.90

3.81

3.55

3.73

3.95

3.49

Kz = 0.62

3.52

3.33

3.53

3.69

3.25

Finally, the effects on the reliability index and the probability of failure with respect to
the standard deviation of the force coefficient and the mean value of the force coefficient relative
to its nominal value were investigated. This analysis was performed for a single location in the
design space (Baton Rouge with Kz = 0.9). The results of this analysis are summarized in
Figures 9.3 and 9.4. There is a nonlinear variation of the reliability index with the standard
deviation of the force coefficient, and there is a linear relationship of the reliability index with
the bias factor. These effects are not surprising given the formulation of the reliability index.
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Figure 9.3 Variation of the reliability index and the probability of failure with the standard
deviation of the force coefficient for λ = 0.95.
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Figure 9.4 Variation of the reliability index and the probability of failure with the bias factor of
the force coefficient for σ = 0.15.
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9.6

Chapter Summary and Conclusions
Measured force coefficients for model petrochemical structures were collected and

compared to analytical results to create a data set useful for conducting a reliability analysis for
petrochemical structures under the action of wind. These comparisons were carried out using
existing analysis techniques as well as with methods modified according to the recommendations
from other chapters in this dissertation. Both the original and modified methods overestimated
the measured force coefficients slightly. The mean values of the normalized data sets (measured
value divided by the nominal value) for the original and modified methods were 0.94 and 0.95,
respectively. The standard deviations for these two data sets were 0.189 and 0.129 for the
original and modified analysis methods, respectively. This difference in standard deviations
indicates significantly less uncertainty in the force coefficient estimates when using the modified
methods. Neither data set was found to deviate significantly from a normal distribution, but the
data generated from the modified analysis techniques performed more favorably than the data for
the original analysis methods when subjected to a chi-squared “goodness-of-fit” test.
The reliability of a tension member in the lateral load resisting system of a generic
petrochemical structure was analyzed using force coefficient probability distributions derived
from the experimental data. The reliability indices calculated for both data sets were near or
above the target reliability of 3.2 that has been established in the literature, with few exceptions.
The modified analysis methods performed marginally better. This comparison is for structures
designed for wind loads as determined from the 1997 ASCE guide. Many existing structures
were designed and constructed prior to the publication of the ASCE guide (1997). The guide
surveyed existing analysis practice at the time and showed that there was a great degree of
variation among practices. This would seem to lead to a much greater coefficient of variation
(and probably lower reliability) for the force coefficient estimate for older structures.
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The analysis was repeated for a force coefficient probability distribution representative of
enclosed buildings. The reliability indices of the enclosed building were calculated to be slightly
higher than that of a petrochemical structure analyzed using the modified methods.

This

occurred primarily as a result of the difference in the bias factor (0.889 for the enclosed building
and 0.95 for the petrochemical structures).

Force coefficients for enclosed buildings are

systematically overestimated to a greater degree than for petrochemical structures, resulting in
relatively lower probabilities of failure.
Based on the analysis in this chapter it is expected that the standard deviation for the
force coefficient estimate will generally be between 0.1 and 0.2. An analysis of the effect on the
reliability index to changes in the standard deviation of the force coefficient suggests that the
structural reliability will not deviate significantly from established target levels within this range
of variability in the force coefficient estimate.
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CHAPTER 10: CONCLUSIONS AND RECOMMENDATIONS
10.1

Introduction
This dissertation began by posing several questions related to the estimation of wind

loads on petrochemical structures. These questions were of three primary categories: (1) how
well current wind tunnel testing practices model wind effects on petrochemical structures; (2) the
effects that the complex geometries commonly encountered on these structures might have on
the wind loads; and (3) how does our uncertainty in estimating wind loads on petrochemical
structures affect their reliability? Several goals and objectives were outlined for this research to
serve as a framework within which to attempt to supply answers to these questions. The
concluding remarks in this chapter will summarize the main findings of this dissertation research
in the context of these goals and provide suggestions for future researchers in this area.
10.2

Literature Survey
The first goal of this research was to review the currently available literature to determine

if disparate sources of information such as wind loading codes, standards, and guides; previous
research on the wind loads for petrochemical structures; and general research on bluff body
aerodynamics may be synthesized such that any of the primary questions may be answered. The
review of the literature relevant to the wind loading of petrochemical structures addressed the
three main factors influencing the wind load: the wind speed profile, the gust effect factor, and
the force coefficient. In addition to these major elements, the effect on structural reliability due
to the uncertainty of each of the wind load variables was reviewed. Some interesting items from
the review included previous research related to analytical estimates of the roughness length in
petrochemical facilities and the possibility that the aerodynamic admittance of open frame
structures may be lower than that of enclosed structures. However, no definite conclusions could
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be drawn from this review that would obviate the need for further investigation into the original
questions motivating this research.
10.3

Reynolds Number Sensitivity in Wind tunnel Testing
The second goal of this research was to determine if current wind tunnel testing practices

are appropriate for modeling the flow fields around and fluid forces on the very small elements
that comprise typical petrochemical structures.

To accomplish this goal, wind tunnel

experiments were designed to detect Re sensitivity of sharp-edged bluff bodies in single and
tandem arrangements in Re ranges typical of individual framing elements in wind tunnel models
of petrochemical structures. Square prisms were chosen to represent generic elements such as
framing members in petrochemical structures.
Smoke flow visualization using the smoke wire method over the range 300 • Re • 5200
indicated that the flow patterns were sensitive to Re for single and tandem model arrangements.
The wakes of single prisms were observed to converge more rapidly for higher values of Re. For
tandem arrangements, higher values of Re were associated with a switch in the flow pattern from
a cavity mode to a wake impingement mode. However, these sensitivities were only detected for
Re below what would be encountered for the framing elements of a petrochemical structure
modeled in a wind tunnel at practical geometric scales.
Surface pressures were measured on single square prisms and on the downstream model
for tandem arrangements with spacing to width ratios of eight and ten for 5300 • Re • 65,000.
These spacing ratios were judged to be representative of the spacing of actual framing elements
in petrochemical structures. These measurements indicated that there is some sensitivity to Re in
the pressure coefficients, but only on the side faces of downstream models in lower portion of
the tested Re range. These side face pressure coefficient variations would not affect the overall
drag on the member.
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It was observed that the shielding behaviors of the tandem model configurations were
influenced by wind tunnel blockage. Practitioners must take care to understand the influences
that such effects may have on wind tunnel testing results. This admonition is applicable to many
other civil engineering structures as well as petrochemical structures.
The net pressure coefficients (or drag coefficients for this application) for single and the
downstream prisms in selected tandem arrangements were observed to be relatively insensitive to
Re over the tested range 5300 • Re • 65,000. The measured net pressure coefficients for the
single prism varied between 1.9 and 2.0, a range which is consistent with published values.
The results of this component of the research do not suggest that current wind tunnel
modeling practices are inappropriate for petrochemical structures. This conclusion is further
bolstered by the fact that these experiments were conducted in nominally smooth flow. Wind
tunnel modeling for civil engineering applications is usually conducted in turbulent flow fields
simulating the atmospheric boundary layer. It is likely that incorporating turbulence into the flow
field would cause any Re sensitivity to be shifted to even lower Re ranges, further reducing their
impact on wind tunnel test results.

A limited range of geometric configurations were

investigated in these experiments. It is suggested that future investigators model more complex
and arbitrary geometric arrangements of bodies to further test the hypothesis regarding the
applicability of conventional wind tunnel testing procedures.
10.4

Open Frame Structures
The third goal of the research was to evaluate the effectiveness of current wind load

analysis techniques in estimating the wind loads on open frame process structures. Particular
attention was given to the effects of solid flooring and the shielding of equipment housed within
open frameworks. In order to accomplish this goal, an open frame structure similar to the one
used as an example in the ASCE guide (1997) was modeled in the LSU boundary layer wind
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tunnel. Force coefficients were measured for four different configurations: (1) frame only, (2)
frame with solid flooring, (3) frame with floors and equipment elements, and (4) the frame with
floors, equipment, and an external stairwell. The measured results were compared to the results
from the desk analysis methods specified by ASCE (1997) at each stage.
It was found that the methods recommended by ASCE underestimate the wind loads on a
bare open framework. Force coefficients were underestimated by 21 – 25 % for the frame-only
configuration. Modifying the method to account for the additional area projected by diagonal
bracing members which lie in a plane parallel to the nominal wind direction reduced the
discrepancy between the experimental and analytical results to 7 – 9 %.
It was confirmed that solid floors reduce the wind loads on open frame structures. For
the models tested in these experiments, the reduction was approximately 10 %. Using additional
data from a larger study (Qiang, 1998), a linear model of the wind load reduction with respect to
the relative projected area of the frame corresponding to floor beams was proposed to account
for this effect.
Current recommended ASCE methods to account for the beneficial effects of shielding of
equipment elements within frames were found to underestimate the magnitude of the shielding
effects. An alternative method from the literature for lattice towers with ancillary elements was
found to yield more favorable comparisons with the experimental data.
For the complete structure, the results of analysis methods recommended by the ASCE
and by methods modified by the above recommendations yielded similar results. However, the
modified methods were more consistent in their variation from the measured results through the
progression of configurations. For example, The original analysis methods deviated from the
measured force coefficients by as much as 25% and as little as 2.8% over the four model

232

configurations. Conversely, the maximum deviation of the modified analysis method results
from the experimental results for any of the configurations was less than 9%.
Future researchers studying the wind loading of open frame industrial process structures
should consider measuring the forces on the individual elements housed within the open frames.
The analysis techniques discussed here assume that the frame load is unaffected by the presence
of the equipment, and the entire load reduction due to shielding is assigned to the equipment. In
reality, the upwind frame provides some shielding to the equipment, and the equipment provides
some shielding to downwind framing elements. Understanding the distribution of these mutual
shielding effects is important for designing the structural connection between the equipment and
the frame.
10.5

Partially Clad Structures
The fourth goal of this research was to understand the aerodynamic behavior of open

frame structures with partial cladding on the exterior walls. A series of parametric wind tunnel
tests were conducted in order to achieve this goal. Force coefficients were measured on simple
open frame models of two different plan aspect ratios in many different cladding configurations
at various wind angles in nominally smooth, grid turbulent, and boundary layer flow conditions.
One of the most important results from these experiments is that some partially clad
configurations experience much higher wind loads compared to fully clad prisms of the same
envelope geometry. The maximum force coefficient in the nominally along-wind direction on
the fully enclosed 1:1 plan aspect ratio model was 1.3, but the force coefficient for the same
model with two adjacent sides clad was 2.0 – an increase of greater than 50%. Similarly, for the
fully enclosed and the two parallel long walls clad cases for the 3:1 plan aspect ratio model, the
maximum force coefficients were 1.4 and 2.8, respectively – an increase of 100%. The range of
angles over which force coefficients remain high sometimes extended far beyond the range for
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fully clad structures or open frames without any cladding. This finding has implications for the
consideration of critical wind load cases for this category of structure.
Results from grid turbulent flow compared well with smooth flow results. Two of the
configurations (two adjacent sides clad and with only one side unclad) were geometrically
similar to structural steel angle and channel shapes. The measured force coefficients for these
two cladding configurations compared well with published force coefficient data for these types
of structural shapes, but with one key difference. The magnitudes of the measured coefficients
were higher when the unclad faces were facing approximately upstream. This effect may have
been related to the effects of the flooring that was located along the height of the structure.
Measurements in boundary layer flow conditions did not compare well enough with the
grid turbulent flow results to allow for the direct application of grid turbulent experiments to
boundary layer conditions, even when the effect of the velocity profile was accounted for. An
exception to this observation was the completely unclad frame, for which all three flow
conditions compared well.
The models tested during this component of the research were simple and idealized and
are judged to be a first step toward describing wind loads on partially clad frames. As such,
these models were not particularly representative of real structures in a petrochemical facility. A
great deal of practical benefit would be gained by further study into (1) the effects of internal
solid elements, (2) the effects of cladding covering only parts of each wall, and (3) the internal
and external pressure coefficients on the wall surfaces.
10.6

Higher-Solidity Open Frame Structures
Despite the fact that they are indeed porous, open frame structures in petrochemical

facilities are often so densely packed with equipment and piping that it is not possible to see
through them. The fifth goal of this dissertation was to learn more about the wind loads on open
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frame structures with high projected solidity ratios. There is a practical benefit to understanding
the wind loads on these structures since accounting for the aerodynamic effects of all of the
individual components of the structure becomes quite complicated and probably less accurate as
the structures become more densely filled with equipment.
An analytical model of the force coefficient was derived for porous structures. The
variables in this model were the solidity ratio, the wind angle, and the length to width aspect
ratio. This model was tested against wind tunnel measurements from previous researchers. The
models in these previous studies consisted of multiple, parallel lattice frames (Georgiou, 1979)
and three dimensional frameworks containing solid elements representing process equipment
(Qiang, 1998). The experimental data were somewhat scattered relative to the analytical model,
and the analytical model underestimated the force coefficients for the modeled structures on
average. The mean value of the ratio of the measured force coefficient to the predicted force
coefficient was 0.86. However, when only the models from Qiang’s study were considered, the
value of this metric changed to 0.99.

Qiang’s models conformed more closely to the

assumptions used to develop the model and were much more representative of real structures.
The coefficient of variation of this ratio was 0.20 when both Georgiou and Qiang’s models are
considered. The coefficient of variation dropped to 0.13 when only Qiang’s models were
considered. Mitigating the apparent success of the analytical model in describing Qiang’s
measurements is the fact that only a limited range of length to width aspect ratios was included
in his experiments.
In order to address the issue of the scatter, another descriptive parameter was devised
which described the distribution of the solidity within the model in a manner similar in concept
to the second moment of area. This parameter was effective in helping describe the variation of
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the force coefficients for multiple, parallel plane frame structures, but less so for three
dimensional structures more representative of actual petrochemical structures.
The possibility of an upper bound force coefficient for open frame structures was
discussed. For structures conforming to the geometric assumption of the analytical model, it is
possible to describe the upper limit force coefficient only as a function of the length to width
ratio, since load increases continually with this parameter. So, strictly speaking, no upper bound
force coefficient exists for an open frame structure with arbitrary envelope dimensions.
However, an upper bound can be defined as a function of the length to width aspect ratio. This
would require a selection of the empirical parameter C0 (a baseline solid body force coefficient)
which ensures that the results from the analytical model envelope the force coefficient for highsolidity, porous structures. When C0 was set to a value of 1.4, all of the experimental data
examined in this study were enveloped by the proposed analytical model.
A parametric wind tunnel investigation into the wind loads on these types of structures
should be undertaken by future researchers. The utility of the proposed analytical model should
be tested against three dimensional models (not just multiple, parallel frames) over a wide range
of length to width aspect ratios. Such a parametric study may also establish the envelope of the
force coefficient with respect to the key geometric variables.
10.7

Vertical Vessels
The sixth goal of this research was directed toward a better understanding of the wind

loads on vertical vessels. Of specific interest were how well available analysis methods compare
with wind tunnel measurements and how the proximity of a neighboring vessel affects the wind
load. The force coefficients for a model reactor structure and a neighboring regenerator structure
in four different configurations were measured in boundary layer flow in the wind tunnel.
Reactors and regenerators are process structures consisting of large vertical cylindrical vessels
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with various ancillary elements such as ladders, handrails, platforms, and piping situated on the
surface of the cylinder. These structures are ubiquitous at oil refineries and this structural form
is common to the petrochemical industry in general.
Since Reynolds number sensitivity for bodies with curved surfaces is a well-known issue
in wind tunnel testing, preliminary analysis and testing were performed to establish that dynamic
similarity requirements between the model and prototype scales had been approximated. The
preliminary analysis showed that the influence of surface roughness on the model and flow
turbulence were sufficient to cause the critical Re regime for cylinder drag to occur at values of
Re near the planned tested values. The preliminary test results indicated that the production
testing value of Re was on the post-critical, stabilizing portion of the curve defining the variation
of force coefficient with Re. It was therefore concluded that the model tests were representative
of prototype conditions.
Reactor force coefficients were measured with the reactor in isolation, the reactor with a
large diameter mix line attached, and for the reactor with the mix line and the neighboring
regenerator present. The wind loads were found to be disproportionately high for cases in which
the wind direction was oriented across the axis of the reactor and the large diameter mix line.
Adding the mix line increased the projected area by 20% (for wind directions across the reactormix line axis) but led to a 50% increase in the force coefficient. When the regenerator was
added, wind loads were similarly magnified for wind directions oriented across the axis
connecting the reactor and regenerator. For these directions the force coefficient on the reactor
increased by as much as 50%. These increases in the wind loading were attributed to local
accelerations in the flow field due to the constriction of the flow between the two elements. Not
surprisingly, significant reductions in the force coefficients were observed when the reactor (or
regenerator) was located leeward of the other.
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The complexities in the loading that were measured in the wind tunnel experiments are
not captured in current analysis techniques recommended by ASCE. The tendency of the current
methods to underestimate the wind loads for certain vessel arrangements could be alleviated by
adopting a provision similar one recommended by the ASME (2001) for use in designing steel
stacks. This provision requires the designer to augment the calculated wind load on steel stacks
by 20% when neighboring stacks are located within three diameters of one another.
Further advances in structural safety and economy could be gained if future researchers
conduct parametric wind tunnel studies of vertical vessel structures in paired arrangements. The
key variables in such research would be the relative vessel diameters and the relative proximity
of the vessels. Another target for future research should be the wind loads on vertical vessels in
arrays. This is another common form encountered in the petrochemical industry.
10.8

Wind Load Analysis Uncertainty
This dissertation research was undertaken with the understanding that wind loads on

petrochemical structures are perhaps poorly understood and specified due to a lack of focused
research. The logical extension of this notion is that petrochemical structures are less reliable
than other building structures due to the uncertainty associated with estimating the wind loads.
The numerous wind tunnel measurements from this and other related research at LSU have
facilitated a statistical description of the performance of wind load estimates for petrochemical
structures.
The bias and the standard deviation of the ratio of the measured force coefficient to the
nominal wind load were calculated for a set of 48 structural configurations using available
analysis methods from ASCE (1997) and methods modified by the recommendations made in the
various chapters of this dissertation.

Both the original analysis methods and the modified

analysis overestimated the force coefficient to a slight degree. The bias factor (mean value
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divided the nominal value) was equal to 0.94 for the original methods and 0.95 for the modified
analysis methods. The standard deviations of force coefficient for the original and modified
methods were calculated to be 0.189 and 0.129, respectively. The probability distributions for
each of the two data sets did not vary significantly from a normal distribution.

The

modifications to the analysis methods recommended in this dissertation have yielded a clear
reduction in the uncertainty of the aerodynamic force coefficient estimation for petrochemical
structures.
The nominal value, mean value, and standard deviation of the force coefficient for the
two analysis methods were used along with the other random variables associated with wind
loading to investigate the reliability of an idealized structure under the action of wind load. The
reliability of a tension member in the lateral load resisting system of a generic petrochemical
structure was analyzed using force coefficient probability distributions derived from the
experimental data. The reliability indices calculated for both data sets were near or above the
target reliability of 3.2 that has been established in the literature, with few exceptions. The
modified analysis methods performed slightly, but measurably better. These comparisons were
for structures designed to resist wind loads which were estimated using the 1997 ASCE guide.
Many existing structures were designed and constructed prior to the publication of the ASCE
guide (1997). The guide surveyed existing analysis practice at the time and showed that there
was wide variation among various industry practices. This would seem to lead to a much greater
coefficient of variation (and probably lower reliability) for the force coefficient estimate for
older structures.
The analysis was repeated for a force coefficient probability distribution representative of
enclosed buildings. The reliability indices of the enclosed building were calculated to be slightly
higher than that of a petrochemical structure analyzed using the modified methods.
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This

occurred primarily as a result of the difference in the bias factor (0.889 for the enclosed building
and 0.95 for the petrochemical structures).

Force coefficients for enclosed buildings are

systematically overestimated to a greater degree than for petrochemical structures, resulting in
relatively lower probabilities of failure.
Based on the analysis in this chapter it is expected that the standard deviation for the
force coefficient estimate will generally be between 0.1 and 0.2. An analysis of the effect on the
reliability index to changes in the standard deviation of the force coefficient suggests that the
structural reliability will not deviate significantly from established target levels within this range
of variability in the force coefficient estimate.
In summary, the modified methods for estimating wind loads on petrochemical structures
are, on average, both more accurate and precise than available methods for regular, enclosed
buildings. However, the fact that the bias factor for petrochemical structures is higher and closer
to unity has resulted in a higher probability of failure for petrochemical structures under the
action of wind loads compared to enclosed buildings.
10.9

Final Remarks
The original questions motivating this research were (1) Are conventional wind tunnel

testing practices adequate for modeling petrochemical structures; (2) how do the complex
geometric forms in petrochemical facilities affect the aerodynamics of petrochemical structures;
and (3) How does the uncertainty associated with estimating wind loads for petrochemical
facilities affect the reliability of these facilities? The preceding sections provided preliminary
answers to these questions and suggested further research avenues for more complete exploration
of these issues.
In addition to the numerous technical conclusions resulting from this research,
something larger has been accomplished. An empirical basis has been provided for the wind
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load estimation specifically for several types of petrochemical structures.

Prior to this

dissertation, there had not been targeted research directly applicable to wind loads for
petrochemical structures. Wind engineering research for related, but not directly applicable,
structures had been cobbled together along with consensus rules of thumb to define current
engineering practice. This research has put a number of these practices to the test for the first
time. In doing so, some light has been shed on the accuracy and precision these analysis
methods.
Even though this dissertation was undertaken on the premise of high levels of uncertainty
in wind load estimation for petrochemical structures, engineers and facility owners can take
comfort in knowing that structures designed according to recent industry practice do indeed have
a level of reliability similar to, if not quite as high as, conventional building structures. At the
time of this writing, an ASCE task committee is currently working to update the 1997 guide
document regarding wind loads for petrochemical facilities. Many of the recommended changes
to analysis practice that were offered throughout this dissertation are being considered for
inclusion into this updated guide publication. These updates will enable engineers to design
even safer and more economical structures.
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