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Abstract 
Consider a rectangular art gallery divided into II rectangular ooms, such that any two rooms 
sharing a wall in common have a door connecting them. How many guards need to be stationed 
in the gallery so as to protect all of the rooms in our gallery? Note that if a guard is stationed at 
a door, he will be able to guard two rooms. Our main aim in this paper is to show that [n/21 
guards are always sufficient to protect all rooms in a rectangular art gallery. Extensions of our 
result are obtained for non-rectangular galleries and for 3-dimensional art galleries. 
1. Introduction 
An area of recent interest in computational geometry is that of art gallery problems. 
A typical question of interest here is the following: suppose we have a set of art objects 
in an art gallery. How many guards are needed so that every art work is protected by 
at least one guard? In this paper we study the following problem. 
Suppose we have a rectangular art gallery, subdivided into n rectangular rooms. 
Assume that any two adjacent rooms have a door connecting them. (See Fig. 1.) How 
many guards need to be stationed in the gallery so as to protect all of the rooms in our 
gallery? Note that if a guard is stationed at a door, he will be able to guard two rooms. 
Our main aim in this paper is to show that rn/21 guards are always sufficient to 
protect all rooms in a rectangular art gallery. 
In fact, we will prove an even stronger result; we prove that in an arbitrary art 
gallery with v vertices and r rectangular rooms, which is not necessarily convex, 
possibly having h holes, r(2r + v - 2h - 4)/41 g uar d s are always sufficient to guard 
all the rooms in our gallery. 
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Fig. 1. An example of an art gallery with eight rooms for which four guards suffice, showing the positions of 
their chairs. 
2. Rectangular galleries 
An equivalent formulation to our first art gallery problem is the following. Suppose 
a rectangle T is decomposed into n subrectangles, having mutually disjoint interiors. 
How few points in Tare needed such that every subrectangle will contain at least one 
of the points? Trivially, n points will suffice. The example of n subrectangles in a row 
shows that as many as [(n/2)1 points might be needed. 
The purpose of this section is to show that [(n/2)1 points will always suffice, and to 
get a few extensions; more precisely, we prove the following theorem. 
Theorem 2.1. If a rectangle T is decomposed into n subrectangles, having mutually 
disjoint interiors, then there exists a set S consisting of at most [(n/2)1 points, such that 
every subrectangle meets S; moreover, all the points of S can be chosen so that each one of 
them belongs to at most two of the subrectangles. 
Some definitions will be needed before we proceed with the proof of our result. 
A polygonal region is called orthogonal [S], if all its edges are parallel to either the 
x-axis or to the y-axis. 
Given a decomposition of a rectangle Tinto n subrectangles, we can obtain the dual 
graph G(T) of the decomposition of T by representing each subrectangle of T by 
a node in G(T), two vertices being adjacent if their corresponding subrectangles share 
a line segment in their common boundary. See Fig. 2. 
Note that the union of the subrectangles corresponding to the nodes of any 
connected subgraph of G(T) form an orthogonal region. We are now ready to prove 
Theorem 2.1. 
Proof of Theorem 2.1. Our result is based on the following property of G(T): if G(T) 
has an even number of nodes, then G(T) has a perfect matching M. Our n/2 points can 
now be chosen as follows: for every pair of elements {Vi, ~j} in M choose a point in the 
.I. Czyzowicz et al. / Discrete Applied Mathematics 50 (1994) I 49 157 151 
“1 
v2 “3 
G(T) 
Fig. 2 
Each of these plane points corresponds totwo comer points 
Fig. 3. 
common boundary of Ri and Rj. Clearly these points will cover all of the subrec- 
tangles of T. For instance for the graph shown in Fig. 2, {ul, v5}, {uz, v3} and {vq, u6} 
form a perfect matching M for G(T). Three points can now be located one in the common 
boundaries of RI, R5 another in that of R2, R3 and the last one between Rq, R6. 
Let us now assume that G(T) has an even number of nodes. To prove that G(T) has 
a perfect matching, we proceed to prove that G(T) satisfies the conditions for the 
existence of a perfect matching stated in the well-known result of Tutte, namely, for 
any subset S of the nodes of G(T), the number of odd components of G(T) - S does 
not exceed 1 SI. Let k be the number of connected components of G(T) - S. Each 
connected component Ci of G(T) - S is represented by an orthogonal region Pi of T. 
Each such region has at least four corner points. By a corner point we mean a point at 
which two consecutive perpendicular sides of the boundary of Pi meet. The total 
number of corner points generated by the k components in G(T) - S is at least 4k. In 
other words, when we delete from T the subrectangles representing nodes in S, we 
obtain a family of k orthogonal regions contained in T with disjoint interiors, having 
a total number of at least 4k corner points. Observe here that two corner points may 
sometimes coincide with the same point in the plane. This is possible because some 
two connected components may share a point and because the boundary of some 
component might not be a simple polygon (see Fig. 3). 
Our next observation is essential to our proof: when a subrectangle represented by 
a point in S is now replaced, at most four corner points will disappear. (See Fig. 4.) 
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Indeed, only a vertex of a replaced rectangle may “kill” an existing corner point. Note 
that in the case presented in Fig. 3 a vertex of a replaced rectangle may kill at most one 
of the two corner points corresponding to the same point in the plane. 
Once all subrectangles in S are replaced, all the corner points generated by the 
components of G(T) - S will disappear, except for the four corner points of T; it 
follows that k < ISI + 1. The reader may verify that if k = ISI + 1, then at least one of 
the components of G(T) - S is even, otherwise the number of nodes of G(T) would be 
odd, which contradicts the assumption that the number of nodes of G(T) is even. 
For the case when n is odd, add an extra rectangle along one side of T and apply the 
previous arguments. 
This completes the proof of Theorem 1. 0 
Theorem 2.2. If a rectangle T is a decomposed into n subrectangles, having mutual 
disjoint interiors, then the dual graph of T has a Hamiltonian path. 
Proof. Let a rectangle T be arbitrarily decomposed into n subrectangles. Let T* be 
the rectangle, obtained from the rectangle T by surrounding it with four additional 
subrectangles, as shown in Fig. 5. 
Main claim 2.3. The dual graph of the decomposition of T*, in which the outer face is 
included, is 4-connected. 
Proof. It suffices to show that the deletion of any three or fewer nodes from the dual 
graph of T* yields a connected subgraph. Equivalently, it suffices to show that if three 
or fewer faces are to be avoided, then there is still a path from an interior point of any 
of the remaining subrectangles via the remaining subrectangles to the (remaining part 
of the) boundary of T*. If the three faces are all in the interior of T*, they cannot block 
all the four directions to the boundary of T*, available from any one of the remaining 
subrectangles; here a direction means up, down, left or right. Indeed, it is easy to see 
that the same face cannot be met when walking from the interior point along two 
different directions. Similar arguments are used in case some of the three faces touch 
the boundary of T*. Therefore the dual graph of T* is 4-connected. 
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Proof of Theorem 2.2 (conclusion). To complete our proof, let T# denote the 
decomposition of a rectangle into three copies of the decomposition T, joined by 
subrectangles, and surrounded by four subrectangles, as shown in Fig. 6. 
According to the previous part, the dual graph of T#, where the outer face is 
included, is planar and 4-connected, hence it is Hamiltonian, by a theorem of Tutte 
[7]. It follows easily that every Hamiltonian circuit of T# must visit one of the copies 
of T in T# exactly once; thus the dual graph of T has a Hamiltonian path. This 
completes the proof of Theorem 2.2. 0 
Our proof of Theorem 2.2 actually proves the following slightly stronger statement. 
Corollary 2.4. If a rectangle T is decomposed into subrectangles, then the dual graph of 
T has a Hamiltonian path which starts at any given side of Tand ends up at the opposite 
side. 
Theorem 2.2 implies Theorem 2.1, since every other edge on the Hamiltonian path 
yields a matching in the dual graph, having Ln/2] edges. Algorithmically, finding the 
Hamiltonian path in the dual of T can be done by finding a Hamiltonian circuit in the 
dual of T# ; this can be done in linear time, using [l]. 
3. Non-rectangular orthogonal galleries 
If our art gallery is not rectangular, our result is obviously false. In the worst case as 
many as n - 1 points might be needed to meet all the subregions, as shown in Fig. 7. 
Example in Fig. 8 shows a configuration in which about 2n/3 points are needed for 
the n subrectangles. 
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Theorem 3.1. Let F be a connected orthogonal region of v vertices, possibly having 
h holes, which may be decomposed into r disjoint subrectangles. There exists a set 
S consisting of r(2r + v - 2h - 4)/41 points, such that every subrectangle meets S; 
moreover, the points of S can be chosen so that each one of them meets at most two of the 
subrectangles. 
Proof. Take the smallest rectangle B which contains F. Divide B\F into subrectangles 
extending its vertical edges. Observe that you get at most (V - 2h - 4)/2 subrectangles 
of this partition. As B is thus partitioned into (2r + v - 2h - 4)/2 subrectangles the 
rest of the proof follows from Theorem 2.1. 0 
Recall that path number p(G) of a graph G is defined as the minimum number of 
disjoint simple paths needed to cover all the nodes of G; thus G has a Hamiltonian 
path iff p(G) = 1. We have the interesting extension of Theorem 2.2 showing that the 
path number of the dual graph of any decomposition into subrectangles of a given 
orthogonal region linearly depends on the number of vertices of this region but not on 
the number of subrectangles of the decomposition. 
Theorem 3.2. For every connected orthogonal region D of v vertices, possibly having 
h holes, the dual graph 9 of any decomposition of D into subrectangles has a path number 
p(9), such that p(9) < v/2 - h - 1. 
Proof. Take a smallest rectangle B containing D. As in Theorem 3 B\D may be 
decomposed into at most (v - 2h - 4)/2 subrectangles. Following Theorem 2.2, the 
dual graph of B contains a Hamiltonian path. When we remove from this dual graph 
the nodes corresponding to the subrectangles from B\D the Hamiltonian path splits 
into at most v/2 - h - 1 subpaths. 0 
4. General polygonal regions 
In the general case, where a polygonal region is decomposed into n convex 
subregions, it is known [3] that if the entire configuration is combinatorially equivalent 
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to the faces of a 3-dimensional convex polytope, about [(2/3)nl points might be 
required (see [2] for definitions). We have the following result. 
Theorem 4.1. If F is an arbitrary simply connected polygonal region in the plane having 
v vertices, and if F is decomposed into n convex subregions, then, for sufficiently large n, 
there exists a set S consisting of at most L(2(n + v) - 4)/3)] points such that every 
subregion meets S. Moreover, S can be so chosen that every point of S meets at most two 
of the subregions. 
Proof. Let F be an arbitrary polygonal region in the plane having v vertices, and let 
F be decomposed into n convex subregions. Wrap F with a layer of v quadrangles, as 
shown in Fig. 9, and call the new decomposition F *. 
Claim 4.2. The dual graph of F * is 3-connected. 
Proof. Let A, B and C be any three subregions of F *, and let x be any point in the 
interior of C. Not all the rays from x to the part of bd(F *) which is in F * - (A u B) 
can be blocked by A u J3, since the projection of A (and B) on a small circle inside C, 
centred at x, is an arc which is less than half the circle, since x$A. Thus, two such arcs 
add up to less than the full circle. Therefore the dual graph of F * - (A u I?) is 
connected. It follows that the dual graph of F * is 3-connected. 
Proof of Theorem 4.1 (conclusion). Clearly, the dual graph of F * is planar with (n + v) 
vertices such that its minimal vertex degree at least equals three. A theorem of 
Nishizeki [4] states that every planar 3-connected graph on m nodes (m d 14) with 
minimum degree of its vertices at least equal to three has a matching of size 
[(m + 4)/3)1 (in th e case when m > 14 such graph admits a perfect matching). 
Applying this theorem to the dual graph of F * it follows that there exist 
r(n + v + 4)/3)1 points, in correspondence with the edges of this matching, lying 
(in the dual setting) on twice as many subregions. For the remaining (n + v 
- 2 [(n + v + 4)/3)1) of the regions, take one point per region (on a proper boundary 
point of that subregion). This completes the proof of Theorem 4.1. 0 
Fig. 9. 
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To see that about (2/3)n points are needed for a convex domain, which is decom- 
posed into n subdomains, consider the dual graph of the mth iterated Kleetope over 
the bi-pyramid, for large values of m (for details, see [2]). 
Using the idea from the proof of Theorem 4.1, we get the following. 
Corollary 4.3. For every polygonal region F with v vertices, possibly having holes, such 
that F may be decomposed into n convex subregions, there exists a set S consisting of at 
most [(2/3)(n + v)l points such that every subregion meets S; moreover, S can be so 
chosen that every point of S meets at most two of the subregions. 
We remark that, unlike the existence of an upper bound for the path number of 
decompositions of orthogonal regions, as given in Theorem 3.2, there are no upper 
bounds to the corresponding path number for the decompositions of arbitrary 
polygonal region into convex subregions. 
Note that the bounds given in Theorems 3.1, 3.2 and 4.1 are not tight. Figs. 7 and 
8 show only that these bounds must be different from those in rectangular case. 
We conclude by showing that the situation in the 3-space is quite different from the 
one in the plane. Our example is based on the idea of Seidel [S, p. 256, Fig. 10.31. 
For every even integer n = 2k, consider the n x n x n box {(x, y, z) 1 n 2 x, y, z > 0}, 
and decompose it into 2k3 + 3k2 boxes as follows: let all the segments of the form 
[2i, 2i + l] be denoted by e, let all the segments of the form [2i + 1,2i] be denoted by 
o, and let the segment [0,2k] be denoted by K. The decomposition consists of the 2k3 
cubes of the form (e, e, e) and (0, o, o), and of the 3k2 long bricks of the form 
(e, o, K), (K, e, o) or (0, K, e). Fig. 10(i) shows the case k = 3 in the ith layer, i = odd, 
even; the clear squares are cross-sections of the bricks of the form (e, o, K). 
In the dual graph of this decomposition two nodes are adjacent when the intersec- 
tion of the corresponding boxes is a non-degenerated, two-dimensional polygon. It is 
clear that this dual graph has 2k3 + 3k2 nodes, and the deletion of 3k2 of them yields 
an independent set of 2k3 nodes. Thus, if a set S of points has to meet all of the 
sub-boxes, then ISI > 2k3, implying that 
lim (S(/(2k3 + 3k2) = 1. 
(4 (b) 
Fig. 10. 
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Therefore, there exists no constant c < 1, for which every decomposition of a box 
into n sub-boxes has a set of cn points which meets all of the sub-boxes. 
Moreover, since the deletion of 3k2 nodes from the dual graph in this example yields 
2k3 components, it follows that the path number of the dual graph is at least 
2k3 - 3k*; hence there exist no upper bounds to the path number of the dual graph of 
decompositions of boxes into sub-boxes in the 3-space. 
The last example led to a pessimistic conclusion in the case of the decomposition of 
3-dimensional boxes into sub-boxes. However, we think that the argument of count- 
ing corners from the proof of Theorem 2.1 may be useful for some type of decomposi- 
tions of a box into sub-boxes (i.e. such that no two of the sub-boxes meet at just one 
point). Thus in R3, there may exist an analogue of Theorem 2.1 for such type of 
decompositions of boxes into sub-boxes. 
Acknowledgement 
We wish to thank Tom Shermer [6] and an anonymous referee whose observations 
led to the actual form of Theorems 3.1 and 3.2. We also wish to thank both 
anonymous referees for many other valuable remarks leading to the improvement of 
our paper. 
References 
[l] N. Chiba and T. Nishizeki, The Hamiltonian cycle problem is linear-time solvable for 4-connected 
planar graphs, J. Algorithms 10 (2) (1989) 1877212. 
[2] B. Grunbaum, Convex Polytopes (Wiley, New York, 1967). 
[3] B. Grunbaum and J. O’Rourke, 1983 (see [S]). 
[4] T. Nishizeki and I. Baybars, Lower bounds on cardinality of maximum matchings of planar graphs, 
Discrete Math. 28 (1979) 255-267. 
[5] J. O’Rourke, Art Gallery Theorems and Algorithms (Oxford Univ. Press, Oxford, 1987). 
[6] T. Shermer, private communication. 
[7] W. Tutte, A theorem on planar graphs, Trans. Amer. Math. Sot. 82 (1956) 99-116. 
