Measures of core inflation convey critical information about an economy. They have a direct effect on the policy-making process, particularly in inflation-targeting countries, and are utilized in forecasting and modelling exercises. In South Africa the price indices on which inflation is based have been subject to important structural breaks following changes to the underlying basket of goods and the methodology for constructing price indices. This paper seeks to identify a consistent measure of core inflation for South Africa using trimmed-means estimates, measures that exclude changes in food and energy prices, dynamic factor models and wavelet decompositions. After considering the forecasting ability of these measures, which provide an indication of expected second-round inflationary effects, traditional in-sample criteria were used for further comparative purposes. The results suggest that wavelet decompositions provide a useful measure of this critical variable.
Introduction
The inflationary process influences future economic activity through a number of channels. It directly affects the real rate of return and the expected rate of future inflation, which influences the cost of living, increases in nominal wages, grants, agreements, and long-term contracts. In addition, inflationary pressure imposes adjustment costs on the economy, lowering the information content of price changes, while adversely affecting the distribution of income. Bernanke and Gertler (1999) have also noted that inflation contributes towards increased volatility in asset prices, which imposes a direct cost on the economy. Hence, measures of inflationary pressure play a critical role in policy-making, particularly for central banks in inflation-targeting countries that are explicitly responsible for anchoring price levels.
When formulating policy, decision-makers usually focus on the persistent sources of inflationary pressures that are not influenced by temporary short-run price deviations from the underlying trend. This is because changes to policy often have lasting effects that may result in significant transition costs (Blinder, 1997) . This measure of the underlying rate of inflation is often termed core inflation, and it is used by the South African Reserve Bank (SARB) to inform policy.
1 Furthermore, as core inflation should be less volatile than changes in the price level, by focusing on the trend in the process, the central bank would not need to make as many changes to interest rates. This would reduce the number of policy shocks, thus providing an environment that would facilitate stable economic growth.
It has also been suggested that measures of core inflation would assist in identifying the economic behaviour that is responsible for generating the underlying inflationary process, after excluding the noise in the process that is largely attributable to relative price shocks (Bryan and Cecchetti, 1994) . This would imply that when using core inflation to inform policy, the central bank would not respond to the type of price shocks that are not under its control. For example, relative shortages in the supply of a particular commodity may result in a sudden (relative) price increase of that commodity, which is beyond the control of the central bank. If the measure of core inflation were to exclude the relative increase in the short-term price of this commodity, then the central bank would not respond to it.
In this paper, we consider the relative merits of some of the methods that have been developed to measure core inflation. These include various trimmed means estimates that allow for different forms of asymmetry, which have been used by many central banks (Cecchetti, 2009 ). An example of such a measure that has been derived for the South African economy is described in Blignaut et al. (2009) . This measure was constructed from a subsample of the weighted disaggregated consumer prices, after the most volatile constituents have been removed. In addition, we also make use of measures that exclude food and energy prices, such as those discussed in Bryan and Cecchetti (1994) and Silver (2007) .
Various modelling techniques have also been employed to provide alternative measures of core inflation. These include the use of dynamic factor models to derive an index that describes the common variation in the disaggregated data. Examples of dynamic factor models that have been used for measures of core inflation include, Cristadoro et al. (2005) and Giannone and Matheson (2007) , among others. Finally, we also make use of the more recently developed wavelet transformations that are able to distinguish between the trend and short-term noise in the aggregated data. This computationally efficient method is able to preserve the informational content of time-series data despite the influence of nonstationary behaviour. Examples of measures of core inflation that have been derived by wavelet methods include Dowd et al. (2010) and Baqaee (2010) .
When making use of criteria for comparing these estimates of core inflation, there are largely two aspects of relevance. Firstly, Blinder (1997) emphasised the out-of-sample properties of these estimates, where core measures are evaluated on the basis of their ability to predict future inflation (which would imply that they should also provide an accurate measure of the second-round inflationary effects).
2 Since these measures of core inflation may also be used in various multivariate models for policy-making and forecasting purposes, this measure would need to provide insight into the evolution of the expected underlying inflationary process. To satisfy this criteria for the evaluation of measures of core inflation, we generate out-of-sample statistics for successive 1 to12 step ahead forecasts over the ten year period 2003M1-2012M12. These forecasts are generated with the aid of a Kalman filter in a state-space model that allows for time-varying parameters.
Then secondly, Bryan and Cecchetti (1994) and Cecchetti (2009) have noted that the in-sample statistics of core inflation measures are also of importance when evaluating their potential usefulness. In particular, these measures should provide an accurate estimate of the mean and a lower variance, when compared with the actual reported measure of aggregate inflation. In addition, they also note that the price indices, which may be generated from the measures of core inflation, should share a common stochastic trend with the reported aggregate consumer price index (CPI). To satisfy the aforesaid criteria, we also consider these in-sample statistics for the estimates that are derived from the respective models.
In addition to the computation and evaluation of various measures of core inflation, this paper also considers the properties of the South African price indices, and the effect of changes to the methodology that is used to compile these indices. While changes in the behaviour of economic agents necessitate changes to the way in which we measure economic activity, a change in the technique that is used to measure broad-based consumer prices may result in the imposition of a structural break in the data. When deriving estimates for South African core inflation we need to be cognisant of such an event, as it would affect the way in which certain methods may be applied, particularly when using disaggregated data or when applying these methods to year-on-year, as opposed to month-on-month, inflationary data.
The following section of this paper contains a discussion on the various methods that have been used to measure consumer price movements in South Africa. This section also considers the implications of changes to the methodology that is used to calculate price indices, when deriving various measures of core inflation. Section 3 contains a brief review of the existing measures that have been derived to measure core inflation in South Africa. Thereafter, in section 4 we provide an explanation of the trimmed means estimates, while section 5 contains a discussion relating to the measure that excludes food and energy prices. Section 6 describes the use of dynamic factor models that are used to measure core inflation and section 7 seeks to explain the use of wavelet methods for this purpose. Section 8 contains the comparative results of the out-of-sample and in-sample analyses, before section 9 concludes.
Constructing Price Indices for South Africa
Over the period January 1975 to December 2008, consumer price data was reported at a monthly frequency for 33 sub-categories.
3 The basket of goods remained consistent over this 2 The core inflation estimate that is able to outperform other inflation forecasts would provide a better estimate of expected second-round effects, which are of importance to central banks. A recent statement by the Governor of the SARB alludes to this feature of the data: "Whilst the current rate of inflation has increased above the target range, we have not increased interest rates, since we believe that the present rise is transitory and will have little second-round effects." (Marcus, 2011). period, but the weights were amended periodically to reflect changes in consumer preferences. Aron and Muellbauer (2004) suggest that the construction of South African price indices over this period was subject to several methodological inconsistencies and a general lack of transparency, where the construction of seasonally adjusted CPI involved the assimilation of various seasonally unadjusted weighted subcomponents. After attempting to recreate the index from the sub-categories, they suggested that this measure was constructed as a chained Laspeyres index, which compares the old basket of goods, q 0 , at the respective previous prices, P n, 0 , and current prices P n, t . This would imply that the aggregate price index, for the N different sub-categories, has been constructed from
where level factors are used to ensure that the data from different base years are comparable.
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This measure of consumer prices was complemented by a second measure that was termed CPIX, which was provided over the period 1997M1 to 2008M12 by government's official reporting agency, Statistics South Africa (StatsSA). It effectively sought to exclude the effects of mortgage costs from the consumer price index, in order to avoid the self-referential impact of changes due to the central bank interest rate, which would influence the interest rate on mortgages and inflation. This measure of prices was used to determine a rate of inflation, which provided the initial target in the SARB's inflationary target framework ( Van der Merwe, 2004) . In certain respects, this measure is similar to those estimates of core inflation that have been derived by other central banks, which often exclude the effects of energy and food (Silver, 2007) .
Following a review of the practices that were used to construct these indices by StatsSA, it was decided that a new methodology for calculating consumer inflation would be adopted from January 2008. This revision in methodology ensures that the current calculation is consistent with international practice, and a new basket has been used to reflect consumers' current preferences, which would have been influenced by changes in taste and technology over the last three decades. The new methodology is in accordance with the practice of the International Labour Organisation (ILO) through the application of the United Nations Statistical Division (UNSD) Classification of Individual Consumption by Purpose (COICOP).
This process was conducted in a highly transparent manner, and we now have a document that describes the methodology that is followed to construct this important index.
5 As a result, we can now confirm that the current practice for calculating inflation in South Africa enough data. 4 Note, that while Aron and Muellbauer (2004) suggests that the construction of the aggregate measure of total inflation prior to 2008 was derived from seasonally adjusted composite series, we found that when using a seasonal filter on the composites, the aggregate measure of total inflation was extremely close to that of the combined seasonally unadjusted weighted inflation rates, to the extent that there are no obvious gains from applying the seasonal filter. It is also worth noting that since the early 1990s, the new approach of using the weighted price indices approximates the reported measure of inflation more closely than the weighted inflation rates of the composites. Aron and Muellbauer (2004) also suggest that the use of a logged seasonally adjusted series may be appropriate; however, we found that the construction of such a series does not replicate that of reported inflation. This may in part be due to the different sample that we have used in this study. makes use of a Jevons Index for the prices of disaggregated goods and services,
where p k, t is the price of a particular good that may be found on the shelf of a particular store, at a particular point in time. The aggregate price of these goods across all stores and regions within a particular sub-category is then given as P n, t . 6 The price indices for the respective goods are then multiplied by the basket weights to compile a Lowe's index, which may be interpreted as a modified Laysperes Index, for the aggregate CPI,
where the weights of the basket items, q m n , are derived from information that is contained in the new Income and Expenditure Survey (IES).
7 This measure of consumer prices may be used to derive the month-on-month rate of headline inflation that is calculated as a simple growth rate,
For the purpose of this analysis, it is worth noting that it is possible to arrive at a similar result for reported headline inflation by calculating the rate of inflation for each of the underlying price indices and multiplying them by their respective basket weights,
When we compare the measures of aggregate consumer inflation, which are provided by equations (4) and (5), there is a slight difference which reaches a year-on-year maximum of 2.8% when comparing the old measure of inflation, while a maximum discrepancy of 1.9% is found for the new measure of inflation.
In addition to establishing a clear methodological framework, this measure of headline inflation makes use of a larger number of sub-categories price series that are reported by StatsSA. For example, there are 33 reported sub-categories for the older measure of inflation, while there are 44 reported sub-categories for the new measure over the sample that has been used in this paper. From January 2013, the number of sub-categories items increased to 45. The statistics agency is also no longer reliant on retailers to provide information on prices, as it currently employs field teams to collect this information.
Following the introduction of the new measure of consumer price indices, CPIX was no longer calculated and the more encompassing measure, which is termed headline inflation, has been used as the target for monetary policy. This may partially be attributed to the fact that interest rates are also no longer used as an indicator of housing costs, as this measure has been replaced by a measure of owners' equivalent rent.
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During the implementation phase of this project, data was collected according to both methodologies from January 2008 to December 2008.
10 This allows for twelve overlapping data points for the price indices, which enables one to smooth over the month-on-month inflation measures for eleven observations. To construct a combined measure of inflation over the structural break, we smooth the data over this period, usinĝ
whereπ t refers to the approximate measure of inflation in January 2008 and δ = 1, . . . , 11. In this case,π [New, t] refers to monthly inflation that makes use of the new methodology and π [Old, t] refers to monthly inflation that makes use of the old methodology.
To calculate year-on-year inflation from this measure, we can convert the month-onmonth series into an index of prices and recalculate the rate of inflation to allow for the maximum amount of smoothing. Of course, one could have combined the year-on-year estimates from the two price indices, but this would not allow for any overlap, as the last value for the old measure of year-on-year inflation is December 2008 and the first measure that uses actual data for the new measure is January 2009. The result of the smoothing that we implemented is shown in figure 1 , which depicts the respective year-on-year measures of inflation over the out-of-sample period, taking into account the period where there were two overlapping measures of inflation.
Measures of Core Inflation for South Africa
The recent literature on measures of core inflation for South Africa includes the work of Blignaut et al. (2009 ), Rangasamy (2009 and Ruch and Bester (2013) . The first of these derives an asymmetric trimmed means estimate, which seeks to provide an estimate of coreinflation that is similar to that of the Hodrick-Prescott filtered trend. Such a measure would be attractive, as in contrast with the Hodrick-Prescott filter, the trimmed means estimate would not be subject to an endpoint problem when estimated in real time. In addition, Rangasamy (2009) estimates the persistence in each of the sub-categories of the data with a univariate time-varying parameter model, such that larger weights are allocated to those sub-categories that exhibit greater persistence (where the weights may be attributed to the degree of persistence, or a combination of persistence and the original basket weight). The results in this paper suggest that these measures track headline inflation with relatively high precision and may provide reasonable estimates of future inflationary pressure. The paper by Ruch and Bester (2013) employs single spectrum analysis to derive a number of measures of core inflation that are unbiased, less volatile than headline inflation, and capable of providing sensible forecasts. This technique involves decomposing the periodicity of the data into various spectra that may be identified by different eigenvalues. The four measures that they report on make use of combinations of the underlying trend, and cyclical components for frequencies over 65, 40 and 24 months.
Trimmed Means Estimates of Core Inflation
A trimmed means estimate of core inflation would exclude extreme price movements in the disaggregated data items, as these may be attributed to short-term phenomena that may not influence the persistent rate of inflation. For example, if there is a temporary shortage in the supply of sugar products, we would expect that the relative price of sugar would increase sharply for a short period of time. However, this shortage may be quickly rectified, and as a result, we would not wish for this temporary disturbance to affect long-term monetary policy decisions.
To derive this statistic, we follow Blignaut et al. (2009) , who make use of an asymmetric trimmed mean estimate, which is calculated after arranging the disaggregated data in ascending order. Thereafter, a number of disaggregated indices may be excluded from the combined measure by setting to zero the corresponding weights for the items that find themselves at the upper and lower ends of the distribution. Hence, this statistic may be calculated asπ
where γ 1 and γ 2 refer to the amount that is trimmed from each side of the distribution and ω n,t would refer to the revised weights. In this case an asymmetric trimmed mean estimate would allow for γ 1 to differ from γ 2 .
While this statistic may be calculated for both month-on-month and year-on-year inflation, it is worth noting that when performing this calculation on month-on-month inflation, the variation in each disaggregate series is often zero. This may be problematic when one is looking to trim a single series from a number of zero rates of inflation. In this case the choice of which zero to trim would influence the result, depending on whether its respective weight is relatively large or small. There is also no intuition that could be used to guide this decision, and as a result the choice is largely arbitrary. In contrast, the use of year-onyear data has more variation, and as such, the resulting measure would appear to be more reasonable, although this would not allow for one to smooth over the structural break, since the first measure of year-on-year inflation for the new series is January 2009 and the last measure of year-on-year inflation that uses the old method is December 2008.
As an alternative to this trimmed means estimate, we derive an additional trimmed means estimate that excludes those items that experienced the largest deviation, irrespective of whether this change was positive or negative. To derive this measure, we take the absolute value of the respective disaggregated inflation rates to identify the subcategories that are to be trimmed, prior to sorting the observations. Thereafter, we construct the trimmed means estimate using the data that is available prior to taking the absolute value. Doing so allows us to provide more reliable estimates for month-on-month rates of core inflation that are substantially less volatile. However, while this method is intuitively appealing, it is noted that the mean of the process is much lower than the reported measure of aggregate inflation, as large positive price shocks are more common than large negative shocks.
It is also worth noting that the increase in the number of sub-categories complicates the calculation of measures of core inflation that are provided by trimmed means (and dynamic factor models) as the removal of a finite number of sub-categories may have a different impact when the number of underlying sub-categories is either relatively large or relatively small. When reporting on the results, we refer to the asymmetric trimmed mean estimate for the traditional trimmed mean estimate that was calculated according to the method employed in Blignaut et al. (2009) , while the absolute value trimmed mean estimate refers to the result from the alternative trimmed means method.
Exclusionary Estimates of Core Inflation
Exclusion-based methods seek to exclude sub-categories of CPI that are considered to be particularly volatile. Silver (2007) notes that these measures usually include variants that remove food and energy prices, as these categories may be susceptible to erratic behaviour over a relatively short period of time. While these exclusion-based measures have been used in South Africa as a measure of core inflation (Ruch and Bester, 2013) , they may be susceptible to a number of shortcomings, as it has been suggested that changes to food prices are relatively persistent and the contribution of food prices to headline inflation is relatively large (Rangasamy, 2011) . In addition, Cogley (2002) suggests that these methods have provided estimates of core inflation that are more volatile than the measures of reported aggregate consumer price inflation in many countries.
For the old measure for CPI, we excluded all the food category items, as well as the subcategories of fuel & power and running costs. Similarly, for the new measure, we exclude all the food category items as well as the subcategories of electricity & other fuels and petrol. These measures were then smoothed over the breakpoint in 2008 using the method that is described in section 2.
Dynamic Factor Model Estimates of Core Inflation
Dynamic factor models have been utilised by several researchers to construct measures for core inflation in a number of countries. Recent studies for estimating core inflation with dynamic factor models include: Amstad and Potter (2009) et al. (2005) for the European Union, Amstad and Fischer (2004) for Switzerland, and Giannone and Matheson (2007) for New Zealand. These models rely on the assumption that the underlying core inflation rate is driven by a small number of common factors, and that the noise in the inflation process is related to localised shocks that affect a limited number of the disaggregated price series. Therefore, the model may be specified as
where, F t = (f 1,t , . . . , f q,t ) represents the q common dynamic factors and λ n is the matrix of factor loadings that has dimensions n × q. The variable-specific shocks are then contained in the vector n,t . To give the model a dynamic characterisation, it is assumed that the factors have a vector autoregressive structure, where χ q (L)F t = υ t .
To estimate this model we make use of the procedure of Doz et al. (2011) , as it allows for the model to be estimated in the presence of missing data. This is of importance in the current setting, since we need to make use of the data that seeks to approximate the new method for calculating consumer prices for the in-sample period 2002M1-2007M12, to derive a consistent estimate for core inflation in 2009M1.
This procedure also facilitates the procedure for generating forecasts within the unified framework, using the Kalman filter with the measurement equation in the state-space representation of the model that treats the vector of factors as an unobserved process. In this case, the autoregressive state equation allows for time-varying parameters in all of the models that are used to generate forecasts.
The number of factors that are included in the optimal dynamic factor model is determined by out-of-sample statistics, allowing various combinations for a maximum of q = 10 and a first order lag operator. Note that the decision to utilise a single autoregressive element is due to the need to restrict the dimensionality of the comparative investigation, where all the forecasts for competing models make use of an equivalent state-space framework.
12

Wavelets Estimates of Core Inflation
Most of the commonly used decompositions in economics, such as those that were designed by Hodrick and Prescott (1997) , Baxter and King (1999) and Christiano and Fitzgerald (2003) , make use of expressions from the time domain. All of these techniques seek to approximate ideal filters, where one is able to identify the trend, cycle and noise components that are located at different periodicities.
Alternatively, these time domain decompositions may be represented in the frequency domain, where the components may be expressed as elements that arise at different Fourier frequencies. Shumway and Stoffer (2010) suggest that the use of the frequency domain is more appropriate for these decompositions of time-series variables. When applying these techniques one would effectively decompose a time series with a number of sine and cosine functions, which define the rate at which the time series oscillates. It is important to note, that this transformation results in the loss of all time-based information, where it is assumed that the periodicity of all the components are consistent throughout the entire sample.
To allow for changes in the periodicity of the respective components, Gabor (1946) developed the Short-Time Fourier Transform (STFT) technique, which involves applying a number of Fourier transforms to different subsamples of the data. Gencay et al. (2010) refer to the subsample as a data window, where the technique involves sliding the window across the time series and taking a Fourier transform of each subsample. Although this technique would provide potentially useful information on the timing of an event that may have arisen at a particular frequency, it is limited in that the precision of the analysis is affected by the size of the subsample. For instance, one would need a large subsample to identify changes that arise at a low frequency, and small subsamples to identify changes in the higher frequency components.
To overcome the limitations of the above frequency domain techniques, wavelet transformations were developed to capture features of time-series data across a wide range of frequencies that may arise at different points in time. This technique makes use of a number of wavelet functions that are stretched and shifted to describe features that are localised in frequency and time. For example, the wavelet function would be expanded over a relatively long period of time when identifying low-frequency events, and it would be relatively narrow when describing high frequency events.
13 After shifting all of these wavelet functions that have different amplitudes over the entire sample of data, one is able to associate the components with specific time horizons that occur at different locations in time.
Early work with wavelet functions dates back to Haar (1910) , who used a number of square-wave functions to decompose time-series data. Unfortunately, the properties of square-wave functions were found to be limited, and as such, a number of alternatives were developed, including those that are discussed in Grossmann and Morlet (1984) and Daubechies (1992) .
14 For the computation of these transformations, which make use of various wavelet functions at different scales, most studies currently employ the multiresolution decomposition of Mallat (1989) and Strang and Nguyen (1996) .
To describe the use of this technique, one could allow for the case where a variable is composed of a trend and a number of higher-frequency components. In this instance, the trend may be represented by a father wavelet, φ(t), while the mother wavelets, ψ(t), are used to describe information at lower scales (i.e. higher frequencies). Using an orthogonal wavelet transformation, one could then describe variable x t as
where J refers to the number of scales, and k refers to the location of the wavelet in time. The s 0,k coefficients are termed smooth coefficients, since they represent the trend, and the d j,k coefficients are termed the detailed coefficients, since they represent finer details in the data.
The mother wavelet functions, ψ 1,k (t), . . . , ψ J,k (t), are then generated by shifts in the location of the wavelet in time and scale, such that
where the shift parameter is represented by 2 j k and the scale parameter is 2 j . This choice of dyadic scaling factors is arbitrary but efficient (Daubechies, 1992) . As depicted in the daublet wavelet functions in figure 2 , smaller values of j (which produce a smaller scale parameter 2 j ), would provide the relatively tall and narrow wavelet function on the left. For larger values of j, the wavelet function is more spread out and of lower amplitude. In addition, after shifting this function by one period, we produce the function that is depicted on the right of figure 2. Early applications of wavelet methods in economics include the work of Ramsey and Zhang (1997) , which made use of a wavelet decomposition of exchange rate data to describe the distribution of this data at different frequencies. In addition, Ramsey and Lampart (1998b) made use of a decomposition of money and income data to describe the relationship between these variables at different frequencies, while Ramsey and Lampart (1998a) considered the relationship between income and expenditure (i.e. permanent income hypothesis) at different time scales.
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In this study we make use of a maximum overlap discrete wavelet transform (MODWT), which does not restrict the sample size to a multiple of 2 j . In addition, this technique is also able to preserve the phase properties of the data, where it can match the smoothed terms to the underlying price index. As we are primarily interested in removing the noise from the data, we make use of various smoothed wavelet functions that include daublets 2-6, coiflets 1-5, and symlets 2-6, where higher orders refer to functions that focus more intently on higher frequency information. We also make use of both two and three scales, where J is set at 2 and 3, respectively. 
Results
Out-of-sample results
To generate forecasts for each of the respective models we make use of a Kalman filter, after the model has been cast in the following state-space framework, with respective measurement and state equations,π t = µ + α tπt−1 + ε t (11)
where α t is the time-varying parameter. This would ensure that the framework that is used to generate the forecasts for all the models is equivalent to that which is employed by the dynamic factor model. For completeness, we have also included forecasts that were generated from the reported measure of aggregate consumer price inflation. This model is used to generate forecasts that extend from 1-12 steps ahead, over the ten-year period, 2003M1-2012M12. These forecasts are compared to the own forecast values of future inflation, by calculating the root-mean squared errors and the statistics of Diebold and Mariano (1995) , which are used to determine whether the differences in the root-mean squared errors of competing models are statistically significant. To calculate the own forecasts, we make use of the reported measure of headline inflation in the above state-space model to generate the respective forecast. During these periods, the dynamic factor model would appear to do relatively poorly (particularly after a change in the trend of the process), while it does particularly well when inflation is more stable and predicable. The asymmetric trimmed means estimate would appear to do relatively well after the process has remained stable for an extended period of time, but at other times its forecasting error is relatively large. The results are similar for those of the absolute value trimmed mean estimate, although at almost all points in time its forecasting error is larger than the asymmetric trimmed means estimate. The measure that excludes food and energy prices performs relatively poorly, during most periods of time.
The wavelets estimate would appear to provide relatively smaller errors when inflation is high (or trending either upwards or downwards), while its errors are often somewhat larger when inflation is low (where there is less of a positive or negative trend). These estimates would also appear to perform poorly when there is a change in the direction of the trend. These results for the wavelets estimates should not be surprising, since the technique is able to explicitly model any trend in the process, including those that may exhibit stochastic tendencies.
To determine whether the forecasting errors from the core inflation measures are significantly different from those that are provided by the own forecasts that make use of the reported measure of headline (aggregate) inflation, table 1 summarises the sum of the significant Diebold-Mariano statistics. These results suggest that on 46 occasions the dynamic factor model produced forecasts that were significantly superior to those that were generated by the equivalent models for the reported measure of headline inflation, while on 20 occasions it was significantly inferior. The wavelets estimates also generated a large number of forecasts that significantly outperformed those of the own-inflation forecasts, while both trimmed means estimates generated many more estimates that are significantly inferior. These results also suggest that the measure that excludes food and energy prices performs particularly poorly. We turn our attention to each of the individual step ahead forecasts, where we report on each 1-12 step ahead forecast, after taking the average of these measures for the entire out-of sample period. The results are shown in figure 4 , where we note that the wavelets measure of core inflation is consistently below that which is provided by the own inflation forecast at almost all horizons. At short to medium horizons, the dynamic factor model would appear to perform rather poorly; however, as the forecast horizon increases, so too does its relative forecasting potential. The trimmed mean estimates would appear to provide similar results, although the trimmed mean absolute value hardly manages to outperform the forecasts that use aggregated inflation data, while at longer horizons, the errors from the asymmetric trimmed mean estimate are equivalent to those of the dynamic factor model. Once again, the measure that excludes food and energy prices performs particularly poorly, supporting the findings of Rangasamy (2011) .
To investigate the statistical significance of these results, we have summarised the DieboldMariano statistics for the 1-12 step ahead forecasts in table 2. In this case there are four Bryan and Cecchetti (1994) suggest that estimates of core inflation should provide an accurate estimate of the first moment of actual inflation, while the second moment for core inflation should be lower than actual inflation. In addition, they also suggest that the measure of core inflation should be cointegrated with the actual measure of inflation. When we consider the in-sample statistics for the models that were generated over the full yearon-year sample of 1976M1-2012M12, we note in table 3 that the estimates that provide the most appropriate approximation of the mean and median of actual inflation are derived from the wavelets and dynamic factor models, while the greatest discrepancy is provided by the two trimmed means estimates. The standard deviation for most of the estimates are below actual inflation, with the exception of the measure that excludes food and energy prices.
In addition, we note that with the exception of the absolute-value trimmed mean estimate and the measure that excludes food and energy prices, all of the measures of core inflation Table 3 : In-Sample Descriptive Statistics (1976M1 -2012M12): Year-on-Year would appear to be cointegrated when using the Engle-Granger method.
18 The final optimal estimates are then illustrated in figure 5 for the entire sample period; and in figure 6 for the out-of-sample period. 
Conclusion
This paper considers the use of various methods that may be used to provide an estimate for core inflation in South Africa. It focuses on the application of trimmed mean, exclusion based estimates, dynamic factor models, and wavelet approaches, where we estimate a total We find that when comparing the out-of-sample estimates over the ten-year period, 2003M1-2012M12, the only measure of core inflation that is able to improve upon the actual inflation forecasts over all (or for most) horizons, is provided by wavelet estimates. This measure would also appear to provide suitable estimates of future inflation during most periods of time when compared with other proxies.
Hence, policy-makers may wish to include this measure to the range of indicators that are currently used for core inflation. However, they should be aware of the limitations of the wavelets measure, as the results indicate that it could fail to possibly provide superior estimates when there is a change in the trend of the underlying process (which may require a change in policy). Techniques that may be applied to address this concern are beyond the scope of this paper and are left as a potential area for future research.
It is also worth noting that over much longer forecasting horizons (i.e. one year), the dynamic factor model and the asymmetric trimmed means approach improve upon the out-of-sample results of the wavelets methods. In addition, the dynamic factor model also appears to perform reasonably well during the later part of the out-of-sample forecasting period. The results from these estimates would also appear to be most encouraging when the trend in the underlying process is relatively flat. Given these results, policy-makers may wish to incorporate the asymmetric trimmed means and dynamic factor model measures as additional potential indicators of core inflation.
The results from the absolute value trimmed mean estimate are rather poor and do not appear to provide any additional useful information, over that which is provided by the asymmetric trimmed mean estimate. In addition, the results from the measure that excludes food and energy prices are extremely poor, which suggests that the excluded items are important contributors to inflationary pressure. These findings would suggest that both of these measures may be of little use to policy makers as they could provide misleading indicators of core inflation. In addition, they are also of little use when seeking to forecast inflation.
In closing, it is also worth noting that the results suggest that the long-term forecasts of the superior measures of core inflation outperform equivalent long-term forecasts that make use of actual headline inflation (i.e. over a one-year horizon). This should encourage further research into measures of this key unobserved variable.
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