In his recent Proceedings of the AMS paper "Gossez's skew linear map and its pathological maximally monotone multifunctions", Stephen Simons proved that the closure of the range of the sum of the Gossez operator and a multiple of the duality map is nonconvex whenever the scalar is between 0 and 4. The problem of the convexity of that range when the scalar is equal to 4 was explicitly stated. In this paper, we answer this question in the negative for any scalar greater than or equal to 4. We derive this result from an abstract framework that allows us to also obtain a corresponding result for the Fitzpatrick-Phelps integral operator.
Introduction
Throughout, we assume that X is a real Banach space with dual pairing ·, · : X × X * → R,
where X * is the dual space of X. The duality mapping J of X is the subdifferential operator of the function 1 2 · 2 : X → R; it satisfies (∀(x,
Now let A : X → X * be a bounded linear monotone operator, i.e., (∀x ∈ X)(∀y ∈ X) x − y, Ax − Ay ≥ 0. Then both A and J are maximally monotone, and so is their sum A + J thanks to a result by Martin Heisler (see, e.g., [8, Theorem 40.4] ). If X is a Hilbert space, then J = Id and it is well known that the range ran (A + λ J) is X. In striking contrast, it was shown very recently by Simons that for the so-called Gossez operator G which acts on ℓ 1 , we have ran (G + λ J) is not convex for 0 < λ < 4 (see Section 4 below.) It is also known that for the so-called FitzpatrickPhelps operator F, which acts on L 1 [0, 1], the set ran (F + 1 J) is not convex.
In this paper, we unify these results by providing an abstract result that allows us to deduce that no matter how λ > 0 is chosen, neither ran (F + λ J) nor ran (G + λ J) is convex. This provides a negative answer to Simons's [7, Problem 3.6] .
Let us note here that neither F nor G is a subdifferential operator of a convex function; indeed, if f : X → ]−∞, +∞] is convex, lower semicontinuous, and proper, then f + λ 1 2 · 2 is supercoercive 1 and hence ran ∂(
The remainder of this note is organized as follows. In Section 2 we collect some auxiliary results for later use. Section 3 contains our main abstract results. Section 4 discusses the Gossez operator while Section 5 deals with the Fitzpatrick-Phelps operator.
Auxiliary results
In this section, we cover some technical results that will ease the proofs in subsequent sections.
Rugged Banach spaces
Definition 2.1. (See also [1] .) We say that X is rugged if 
Proposition 2.3. Let X be rugged, let A : X → X * be a linear operator, and let λ > 0. Then
Proof. We prove this by contradiction and thus assume that there exists x * ∈ X * (conv ran (A + λ J)). The separation theorem yields x * * ∈ X * * {0} such that x * , x * * > sup conv ran (A + λ J), x * * ≥ sup ran (A + λ J), x * * . Because ran (A + λ J) is a balanced cone (i.e., closed under scalar multiplication), we deduce that (∀x ∈ X) Ax + λ Jx, x * * = 0. Because A is single-valued and λ = 0, it follows that (∀x ∈ X) Jx − Jx, x * * = 0. Therefore, X * , x * * = span ran ( J − J), x * * = 0 and thus x * * = 0 which is absurd.
Corollary 2.4. Let X be rugged, let A : X → X * be a linear operator, and let λ > 0. Then the following are equivalent:
On the other hand, by Proposition 2.3, conv ran (A + λ J) = X * . Altogether, we deduce that
A simple constrained quadratic minimization problem Proposition 2.5. Let a < 0, b ∈ R, c ∈ R, l ∈ R, u ∈ R, and assume that l < u. Consider the constrained optimization problem
Setx = −b/(2a). Then exactly one of the following holds:
(i)x ≤ l, l is the unique maximizer of (4), and the optimal value is al 2 + bl + c.
(ii) l <x < u,x is the unique maximizer of (4), the optimal value is c − b 2 /(4a).
(iii) u ≤x, u is the unique maximizer of (4), and the optimal value is au 2 + bu + c.
Proof. Because f ′ (x) = 2ax + b and a < 0, it follows that f is strictly concave. Hence the unique global (unconstrained) maximizer of 
and 2 A is skew ⇒ λ x 2 = x, r * .
Proof. Let x * ∈ Jx satisfy r * = Ax + λx * . Combining (2) and the triangle inequality yields λ x = λ x * = r * − Ax ≥ r * − Ax ≥ r * − A x . Hence (λ + A ) x ≥ r * which implies the first inequality in (6) . On the other hand, from (2) and the monotonicity of A, we deduce that λ x 2 = λ x, x * ≤ x, λx * + Ax = x, r * ≤ x r * , which yields the remaining inequalities in (6) as well as (7). 
and
Proof. Set ϕ = f * and let r * ∈ (Ax + λ Jx) ∩ ball( f * ; ε). Combining this with (6), we obtain
Next, set ρ = r * , α = A , and ξ = x . Then (11) and (6) yield
Note that f * − f * − r * ≤ r * ≤ f * + r * − f * which implies
We now turn to the quadratic optimization problem that asks to
In view of Proposition 2.5, there are three conceivable cases concerning (14):
and the optimal value of (14) is
Case 2: (ϕ − ε)/(α + λ) < ε/(2λ) < (ϕ + ε)/λ and the optimal value of (14) is
Case 3: (ϕ + ε)/λ ≤ ε/(2λ) and the optimal value of (14) is
We notice that the inequality in Case 1 is equivalent to
, which is indeed true by assumption (9) . Hence Case 2 and Case 3 do not occur.
Altogether, combining (12), (13), (14), and the optimal value of (14) from Case 1, we deduce that
This inequality in turn is equivalent to the desired conclusion (10).
Definition 3.3 ((whs) condition).
Let A : X → X * be a bounded linear monotone operator, and let f * ∈ X * . We say that the (whs) condition 4 holds if A = 1, f * = 1, and for every λ > 0 and every ε > 0, the implication
is true.
Corollary 3.4.
Let A : X → X * be a bounded linear monotone operator with A = 1, let f * ∈ X * such that f * = 1, let λ > 0 and assume that there exist x ∈ X and ε > 0 such that ε ≤ 2λ/(1 + 3λ) and (Ax + λ Jx) ∩ ball( f * ; ε) = ∅. Finally, assume that the (whs) condition holds. Then
consequently,
Proof. The (whs) condition implies that x, f * ≤ 3ε. On the other hand, (10) yields x, f * ≥
In turn, (22) is equivalent to 
where the variable is ξ. The two roots of (23) are
and both roots are positive. 
Proof. Assume that the "either" alternative fails, i.e., d( f * , ran (A + λ J)) < 2λ/(1 + 3λ). Then there exist x n ∈ X and x * n ∈ Jx n such that
√ 9λ 2 + 36λ + 16 . Hence the "or" case follows by letting n → +∞. Finally, we claim that
Indeed, with the help of a computer algebra system or WolframAlpha, we verify
where
It remains to show that
We are now ready for our abstract main result.
Corollary 3.6 (main result).
Suppose that X is rugged, let A : X → X * be a bounded linear monotone operator with A = 1, let f * ∈ X * such that f * = 1, and assume that the (whs) condition holds. Let λ > 0, set R = ran (A + λ J), and let α ∈ R {0}. Then R is not convex, conv R = X * , and
Proof. Because A and J are homogeneous, it follows that αR = R. 
The Gossez operator revisited
In this section, we assume that
where the index set is N := {1, 2, 3, . . .}, and that
is the Gossez operator [5] and [6] . It is easy to see that G is a bounded linear operator with G = 1 and that G is skew, hence monotone.
We are now ready for the main result concerning the Gossez operator.
Theorem 4.1. The Gossez operator G satisfies the (whs) condition with f
Proof. Let λ > 0, and let ε > 0. Assume that (x, r * ) ∈ ℓ 1 × ℓ ∞ satisfies r * ∈ (Gx + λ Jx) ∩ ball( f * ; ε). First, there exists x * ∈ Jx such that r
Second, because r * ∈ ball( f * ; ε), we have
Altogether, for all n sufficiently large we have
Now note that with the help of (6) we obtain 
