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Abstract
Phylogenetic networks are a generalization of phylogenetic trees allowing for
the representation of non-treelike evolutionary events such as hybridization.
Typically, such networks have been analyzed based on their ‘level’, i.e. based
on the complexity of their 2-edgeconnected components. However, recently the
question of how ‘treelike’ a phylogenetic network is has become the center of
attention in various studies. This led to the introduction of treebased networks,
i.e. networks that can be constructed from a phylogenetic tree, called the base
tree, by adding additional edges. Here, we initially consider unrooted treebased
networks and first revisit some established results known for these networks in
case they are binary. We consider them from a more graph-theoretical point of
view, before we extend these results to treebased unrooted non-binary networks.
While it is known that up to level 4 all binary unrooted networks are treebased,
we show that in case of non-binary networks, this result only holds up to level 3.
Subsequently, we consider the notion of non-binary universal treebased networks,
i.e. networks on some taxon set which have every phylogenetic tree on the same
taxon set as a base tree. Again, our aim is to understand the unrooted case, but
here, we first present a construction for a rooted non-binary universal treebased
network, because this easily can be generalized to the unrooted case.
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1. Introduction
Traditionally, phylogenetic trees have been used in order to represent the
evolutionary history of sets of species. However, the evolution of species is
not always treelike, in particular if they are subject to reticulation events like
hybridization or horizontal gene transfer. In fact, hybridization and horizon-
tal gene transfer occur in a variety of species, ranging from mosquitos (cf.
Fontaine et al (2014)), over fish (cf. Cui et al (2013)) to marine mammals (cf.
Amaral et al (2014)). Thus, phylogenetic networks have come to the fore as a
mathematical generalization of phylogenetic trees, allowing for the representa-
tion of non-treelike evolutionary events.
Mathematically, phylogenetic networks are connected graphs that are not
necessarily acyclic, as reticulation events may lead to 2-edgeconnected compo-
nents in the graph. In this regard, Choya et al (2005) introduced the concept
of level-k networks, which are networks in which in each such component the
number of edges which need to be removed to turn them into trees is at most
k. In this sense, the level measures the complexity of a network. So the smaller
the level, the more ‘tree-like’ the network.
However, while a network can contain various trees, not all networks are
suitable to explain evolution of present-day species to the same extent. This is
due to the fact that some networks contain no support tree (Francis and Steel
(2015)). A support tree is a spanning tree that has the same leaf set as the
network, i.e. it represents the evolution of the same present-day species as the
given network. Biologically, these networks are most relevant, because the leaves
typically represent the species for which one has data (e.g. DNA sequences) and
on which the reconstruction of evolution is based.
So given a phylogenetic network, it is of high interest to study its “tree-
likeness”, and in terms of support trees, this reduces to the question whether
the network is merely a tree with additional edges. While Francis and Steel
(2015) introduced the concept of treebasedness for binary rooted phylogenetic
networks, recently Francis et al (2018) extended it to binary unrooted networks,
Jetten and van Iersel (2018) to non-binary rooted networks and Hendriksen
(2018) to non-binary unrooted networks.
In the present manuscript, we first focus on unrooted networks and consider
both the binary and non-binary case. In particular, we revisit Theorem 1 of
Francis et al (2018), which states that all binary unrooted level-k networks with
k ≤ 4 are treebased, and present an alternative proof for this theorem, based on
observations from classical graph theory. Moreover, we remark that the example
used in Francis et al (2018) to show that binary level-5 networks are not neces-
sarily treebased is unfortunately erroneous (in fact, the level-5 network depicted
in Figure 4 of Francis et al (2018) is treebased), and present a correct example –
i.e. we prove that the corresponding result stated in Francis et al (2018) is still
valid. We then generalize these results to unrooted non-binary networks and
show that in the non-binary case, level-4 networks are not necessarily treebased.
This provides the answer to Question 5.3 posed in Hendriksen (2018), asking
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whether there are networks of level less than 5 that are not treebased.1 How-
ever, we also show that up to level 3 all non-binary unrooted networks indeed
are treebased.
We then turn to the concept of so-called universal treebased networks, i.e.
networks on some taxon set for which every phylogenetic tree on the same
taxon set is a base tree (where a base tree can be obtained from a support tree
by suppressing potential degree 2 vertices; cf. Definition 1). Binary universal
treebased networks have been introduced and considered by several authors (cf.
Francis and Steel (2015); Hayamizu (2016); Zhang (2016); Bordewich and Semple
(2016)). However, we focus on the non-binary case, for which such networks
have so far not been known, and introduce constructions both for rooted and
unrooted non-binary universal treebased networks.
The remainder of this manuscript is organized as follows. In Section 2, we
introduce some basic phylogenetic and graph-theoretical concepts and termi-
nology and give an overview of various refinements of treebasedness existing
in the literature for unrooted networks. After presenting some general results
concerning unrooted networks, we consider treebased unrooted binary and tree-
based unrooted non-binary networks in more detail. In case of the former we
revisit some results obtained by Francis et al (2018) before generalizing these to
non-binary networks in Section 3.3. We then turn to the concept of universal
treebased networks and show that there exist rooted and unrooted non-binary
universal treebased networks on n leaves for all positive integers n. We con-
clude this manuscript with Section 4, where we discuss our results and indicate
possible directions of future research.
2. Preliminaries
2.1. Phylogenetic Concepts
Phylogenetic Networks
Throughout this manuscript we assume that X is a finite set (e.g. of taxa
or species) with |X | ≥ 1. An unrooted phylogenetic network Nu (on X) is a
connected, simple graph G = (V,E) with X ⊆ V and no vertices of degree
2, where the set of degree 1 vertices (referred to as the leaves or taxa of the
network) is bijectively labelled by and thus identified with X . Such an unrooted
network is called unrooted binary if every non-leaf vertex u ∈ V \X has degree
3. In the following, we denote by E˚ the set of inner edges of Nu, i.e. those
edges that are not incident to a leaf.
A rooted phylogenetic network N r on X is a directed, acyclic graph that
contains a single root node of indegree 0 and outdegree at least 1 as well as
vertices of indegree 1 and outdegree 0 (called leaves), which are bijectively
labeled by X , and may additionally contain the following types of vertices:
1Note that our definition of treebased networks corresponds to the definition of loosely
treebased networks in Hendriksen (2018) (see Section 2.1 in the present manuscript), so the
question is posed there in a slightly different way.
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• vertices of outdegree 1 and indegree 2 or more (called reticulations);
• vertices of indegree 1 and outdegree 2 or more (called tree-vertices).
For technical reasons, if |X | = 1, we allow N r to consist of a single leaf (which
is then at the same time considered to be the root). If the root has outdegree 2,
all reticulations are of indegree exactly 2 and additionally all tree-vertices have
outdegree exactly 2, the network is called rooted binary. When we refer to a
network Nu in the following, we always mean an unrooted network, and when
we refer to a network N r, we mean a rooted network. Whenever the rooting is
irrelevant for our considerations, we speak of a network N . Moreover, note that
an (un)rooted phylogenetic tree is an (un)rooted phylogenetic network whose
underlying graph structure is a tree.
Edge subdivision and vertex suppression
In order to summarize the various definitions of treebased networks used in
the literature later on, we now need to introduce the concepts of subdividing an
edge and suppressing a vertex. Therefore, let N be a phylogenetic network with
some edge e = {u, v} (note that if N is rooted, e will be directed away from
the root – in this case, the following operations all have to keep the direction
of the edges). Then, we say that we subdivide e by deleting e, adding a new
vertex w and adding the edges {u,w} and {w, v}. The new degree 2 vertex w
is sometimes also referred to as an attachment point. Note that we often also
refer to the vertex incident to a leaf x as the attachment point of x, even if this
vertex has degree higher than three.
In contrast to adding vertices to a network, given a degree 2 vertex w with
adjacent vertices u and v, by suppressing w we mean deleting w and its two
incident edges {u,w} and {w, v} and adding a new edge {u, v}. Note that the
resulting graph can be a multigraph (cf. Figure 1). If this is the case, we addi-
tionally delete all parallel edges (except for one), such that we obtain a simple
graph again and suppress the resulting degree 2 vertices (if any). The reason
why we define this is that we will later reduce networks to simpler networks with
fewer leaves. However, in doing so it might occur that the resulting graph is not
a simple graph anymore and thus not a network in the sense of our definition
as it might be a multigraph (cf. Figure 1). Thus, we prevent this scenario by
suppressing duplicate/parallel edges.
Treebased networks
Edge subdivisions and attachment points play a fundamental role in the con-
cept of treebased networks. When treebasedness was first introduced for binary
rooted phylogenetic networks by Francis and Steel (2015), treebased networks
were constructed from binary rooted phylogenetic trees by subdividing edges
and adding new edges between such pairs of attachment points. However, tree-
based networks (whether they are rooted or unrooted, binary or non-binary)
can be characterized as follows. For technical purposes (e.g. for Lemma 3 in
the Appendix), we first define treebasedness for (multi)graphs.
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Figure 1: Unrooted phylogenetic network Nu on three leaves. Deleting leaf 3 and suppressing
the resulting degree 2 vertex w, i.e. deleting w and its incident edges {u,w} and {w, v} and
adding a new edge {u, v} results in a multigraph, because u and v are already connected by
an edge. Thus, subsequently one copy of edge {u, v} is deleted and the resulting degree 2
vertices u and v are suppressed.
Definition 1. Let G = (V,E) be a connected (multi)graph without loops and
with leaf set V 1, i.e. V 1 = {v ∈ V : deg(v) ≤ 1}. G is called treebased if there
is a spanning tree T = (V,E′) in G (with E′ ⊆ E) whose leaf set is equal to
V 1. T is then called a support tree (for G). Moreover, the tree T ′ that can be
obtained from T by suppressing potential degree 2 vertices is called a base tree
(for G). If G is a phylogenetic network with leaf set X , i.e. G = N = (V,E) and
V 1 = X , and G is treebased, then we call N a treebased network with support
tree T (and base tree T ′).
Note that the existence of a support tree T ′ for G implies the existence of a
base tree T ′ for G.
Moreover, note that while we consider only one kind of treebasedness for
unrooted non-binary networks, one might want to distinguish between several
forms of treebased networks (cf. Hendriksen (2018)). This is due to the fact that
while binary treebased networks can only be constructed from a base tree by
subdividing edges and adding new edges between pairs of attachment points (in
order to keep the network binary), there are more possibilities to construct non-
binary treebased networks. We can additionally add edges between attachment
points and original vertices of the tree or between two vertices in the base tree.
Moreover, we may have more than one additional edge incident to an attachment
point.
Thus, different forms of treebased networks are defined in Hendriksen (2018),
namely loosely treebased networks, treebased networks and strictly treebased net-
works, where the notion of loosely treebased networks corresponds to our un-
derstanding of treebased networks. In particular, all other definitions of tree-
basedness given in that manuscript are special cases of our concept, which is
why in the present manuscript, we stick to the more general definition.
Cut edges/vertices, blobs, level-k and proper networks
We will see in subsequent sections that it is often useful to decompose a
phylogenetic network into simpler pieces, which can then be analyzed individu-
ally. Therefore, recall the following definitions from Gambette et al (2012). Let
Nu be an unrooted network. A cut edge, or bridge, of Nu is an edge e whose
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removal disconnects the graph, i.e. an edge e such that Nu − e is disconnected.
Similarly, we call a vertex v a cut vertex, if deleting v and all its incident edges
disconnects the graph.
A cut edge is called trivial if one of the connected components induced by
the removal of the cut edge is a single vertex (which must necessarily be a
leaf). We call Nu a simple network if all of its cut edges are trivial. A blob in a
network is a maximal connected subgraph that has no cut edge. If a blob consists
only of one vertex, we call the blob trivial. Note that this implies that we can
consider a network as a “tree” with blobs as vertices (cf. Figure 2). The idea of
“blobbed trees” has already been introduced for rooted phylogenetic networks
in Gusfield and Bansal (2005) and we use it for unrooted ones in the following.
Moreover, note that while in a binary network it can be easily seen that a blob
not only contains no cut edges, but it contains no cut vertices either (because
in binary networks, every cut vertex is incident to a cut edge, and these are
excluded from blobs, cf. Lemma 8 in the Appendix), in the non-binary setting,
a blob may contain cut vertices. An example for such a blob can be seen in
Figure 2.
Figure 2: Unrooted non-binary phylogenetic network Nu on taxon set X = {x, y, z}. The
gray areas correspond to the blobs of Nu. Note that Nu consists of three trivial blobs and one
non-trivial blob and this non-trivial blob contains a cut vertex (depicted as a square vertex).
Moreover, note that the cut edges and blobs in Nu induce a “tree structure”, i.e. Nu can be
considered as a tree with blobs as vertices.
Recall that a binary network is called proper if every cut edge induces a split
of X , that is a bipartition of X into two non-empty subsets. Here, we call a net-
work proper if the removal of any cut edge or cut vertex present in the network
leads to connected components containing at least one leaf each. Note that this
definition of proper networks generalizes the one given in (Francis et al, 2018)
to the non-binary case. There, only cut edges were considered for proper net-
works. However, the alteration of the definition in the non-binary case is needed
in order to exclude some networks which cannot be treebased. In particular, we
exclude networks where all leaves are attached to the same interior vertex.
Remark 1. A network with |V | > |X | ≥ 1 such that all leaves are attached
to the same interior vertex cannot be treebased. This is due to the fact that
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any spanning tree will induce additional leaves that are not part of X , i.e. no
spanning tree of the network is a support tree (cf. Figure 3). Moreover, note
that a network with |X | = 1 and |V | > |X | cannot be proper, because if |X | = 1
no cut edge or cut vertex can induce a partition of the taxon set.
Figure 3: Network Nu with |V | > |X| ≥ 1 such that all leaves, i.e. x1 and x2, are attached
to the same interior vertex u with deg(u) ≥ 4. Any support tree for Nu would have to cover
all vertices of GC , as well as u, x1 and x2. Here, GC is a connected graph without vertices of
degree 1 or 2 (in particular GC is not a tree). Thus, any spanning tree would induce at least
one additional leaf besides x1 and x2. In particular, it would not be a support tree and thus
Nu cannot be treebased.
Given a network Nu on X and an integer k ≥ 0, we call Nu a level-k network
if at most k edges have to be removed from each blob of Nu to obtain a tree.
Moreover, following Francis et al (2018), given a network Nu and a blob B
in Nu, we define a simple network BNu by taking the union of B and all cut
edges in Nu incident with vertices in B, where the leaf set of BNu is simply the
set of end vertices of these cut edges that are not already a vertex in B.
2.2. Graph-theoretical concepts
Besides the phylogenetic terminology, we need to introduce some basic con-
cepts from classical graph theory before we can proceed with analyzing binary
and non-binary treebased unrooted networks. In particular, we need the notion
of cubic graphs and Hamiltonian paths/cycles.
A cubic graph is a graph G = (V,E) such that all vertices have degree 3.
Applying the so-called handshaking lemma (Harris et al, 2000, Theorem 1.1),
which states that
∑
v∈V
deg(v) = 2|E|, we have that three times the number of ver-
tices equals two times the number of edges in any cubic graph, i.e. 3|V | = 2|E|.
In particular, this implies that a cubic graph always has an even number of ver-
tices. Similarly, the handshaking lemma also implies that a binary phylogenetic
network always has an even number of vertices. We will need these properties
later on (e.g. in the proof of Lemma 6).
Another well-known graph theoretical concept we wish to introduce here is
a Hamiltonian path. A Hamiltonian path is simply a path in a graph that visits
each vertex exactly once. If this path is a cycle, the Hamiltonian path is called
a Hamiltonian cycle. A graph that contains a Hamiltonian cycle is called a
Hamiltonian graph. As has been noted in Francis et al (2018) and as we will
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elaborate in the present manuscript, Hamiltonian paths play an important role
concerning the treebasedness of phylogenetic networks.
2.3. The leaf connecting procedure
Before we can present the main results of this manuscript, we need to recall
a concept which turns a phylogenetic network into a graph without leaves. This
concept is the so-called leaf connecting procedure, which was recently introduced
in Fischer et al (2018).
Suppose Nu is a phylogenetic network that is not a tree2 on taxon set X with
|X | ≥ 2, i.e. Nu contains at least two leaves. The aim of the leaf connecting
procedure is to turn Nu into a graph without leaves, i.e. without degree 1
vertices. This is achieved in the following way (cf. Fischer et al (2018)):
• Pre-processing: As long as there exists an internal vertex u of Nu such
that there is more than one leaf attached to u delete all of them but
one. Additionally, suppress potentially resulting degree 2 vertices. In the
following, we denote the resulting reduced taxon set of Nu by Xr.3
• Leaf connecting:
– Select two leaves x1 and x2 (if they exist) and denote their respective
attachment points by u1 and u2, respectively. Now, delete x1 and x2
as well as their incident edges (i.e. the edges {x1, u1} and {x2, u2})
and connect their attachment points by introducing a new edge e :=
{u1, u2}. If this edge is a parallel edge, i.e. if there is another edge
e˜ connecting u1 and u2, add two more nodes a and b and replace e
by two new edges, namely e1 := {u1, a} and e2 := {a, u2}. Similarly,
replace e˜ by two new edges, namely e˜1 := {u1, b} and e˜2 := {b, u2}.
Last, add a new edge {a, b}.
Repeat this procedure until no pair of leaves is left.
– If there is one more leaf x left in the end, remove x and, if its at-
tachment point u then has degree 2, suppress u. If this results in two
parallel edges, say e = {y, z} and e˜ = {y, z}, re-introduce u on edge
e and add a new vertex a to the graph, delete e˜ and introduce two
new edges e˜1 := {y, a} and e˜2 := {a, z}. Last, add an edge {u, a}.
Note that the order in which the leaves are connected may have an impact on
the resulting graph. In general, if |X | > 2, there might be more than one graph
that can be constructed from Nu by the leaf connecting procedure. We denote
the set of all these graphs by LCON (Nu). An illustration of this concept is
given in Figure 4.
2Note that for a tree, the pre-processing step would always result in a single edge.
3Note that this pre-processing step may have to be repeated several times, but does not
influence whether a network is treebased or not (cf. Fischer et al (2018)).
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Figure 4: Network Nu on taxon set X = {1, 2, 3, 4} and the graphs resulting from the leaf
connecting procedure. In the pre-processing step leaf 2 is removed and the resulting degree
2 vertex is suppressed. Then, first a pair of leaves is chosen and removed from the network,
their attachment points are connected and, if necessary, new vertices and edges are introduced.
Lastly, the remaining single leaf is removed, and again, if necessary new vertices and edges
are introduced. This results in three graphs: G1, G2 and G3. Note, however, that G1 and
G2 are isomorphic. Thus, LCON (Nu) consists only of G1 and G3. Moreover, note that even
though new vertices were introduced to obtain G3, the total number of vertices in the graph
did not increase, i.e. G3 contains only as many vertices as Nu after the pre-processing step.
3. Results
As a first result, we now present an alternative proof for Theorem 1 in
Francis et al (2018), stating that all unrooted binary proper level-4 networks are
treebased. We then provide a similar theorem for non-binary networks, stating
that all unrooted non-binary proper level-3 networks are treebased. Before we
can turn our attention to these extensions of previous results, we have to state
some preliminary results from the literature again and show that they also hold
for non-binary networks.
3.1. Basic results
In this section, we first state some basic results that will be needed through-
out this manuscript. Some of them are mere extensions of the results presented
in Francis et al (2018), but here we state them for non-binary networks. We
checked all proofs carefully to make sure that higher node degrees do not cause
them to fail.
We start by considering the following lemma by Francis et al (2018), which
states a close relationship for binary networks between the properties of being
treebased and being proper.
Lemma 1 (Francis et al (2018)). If Nu is a binary unrooted treebased network,
then every cut edge of Nu induces a split of X, i.e. Nu is proper.
Note that in the non-binary case, the absence of cut edges need not imply
that the network is proper, because it might still contain cut vertices. So we
now generalize this lemma to non-binary networks.
Lemma 2. If Nu is an unrooted treebased network (binary or not), then Nu is
proper.
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Note that this implies that a non-proper network cannot be treebased.
Proof. It can be easily seen (cf. Lemma 8 in the Appendix) that if Nu is binary
and has no cut edge, it also does not have a cut vertex. So for binary networks,
our assumptions are identical to those of Francis et al (2018). Anyway, assume
Nu is treebased and contains either a cut edge e or a cut vertex v that does
not subdivide the taxon set. As Nu is treebased, it contains a spanning tree
T whose leaf set coincides with X . As T is a spanning tree of Nu, its vertex
set contains any possible cut vertex v, and if e is a cut edge, it must also occur
in the spanning tree (otherwise T could not be connected). So removing v or
e, respectively, would separate T into at least two connected components, at
least one of which does not contain a taxon (as by assumption neither e nor v
subdivide the taxon set). So let us consider such a component Tc. Clearly, Tc
forms a subtree of T . Moreover, Tc must contain at least one edge. Otherwise,
Tc would consist only of one vertex, but this vertex is a leaf of T . As Tc does
not contain any leaf labelled by X and as T is a tree with only such leaves, this
would be a contradiction. So Tc contains at least one edge and thus at least two
vertices, only one of which is adjacent to v or incident to e in T , respectively.
This node is one leaf of Tc, but as Tc has an edge, it can be easily seen that
Tc must contain at least one more leaf. Again, this contradicts the fact that Tc
contains no element of X and all but one leaves of Tc are also leaves of T . This
completes the proof.
We next state some general results concerning the decomposition of unrooted
networks into simpler parts and the number of vertices in a blob.
Francis et al (2018) prove a decomposition theorem for treebased unrooted
binary networks based on the simple networks BNu associated with blobs intro-
duced above. This can directly be generalized to non-binary networks and we
have the following statement.
Proposition 1. Suppose Nu is an unrooted network. Then Nu is treebased if
and only if BNu is treebased for every blob B in N
u.
Our proof of this proposition is very similar to the proof of Proposition 1 in
Francis et al (2018) and Proposition 2.9 in Hendriksen (2018). However, as we
explicitly allow blobs to contain cut vertices, we shortly outline the proof in the
Appendix.
Roughly speaking, Proposition 1 states that it is sufficient to analyze all
blobs of an unrooted network individually in order to decide whether a network
Nu is treebased or not.
As we will show subsequently, it also often makes sense to consider (simple)
networks with only two leaves. Therefore, we first recall a useful observation of
Francis et al (2018) that is, again, also valid for non-binary networks.
Lemma 3. Let Nu be a network on X with |X | ≥ 2. For any x ∈ X let
Nu − x denote the network obtained from Nu by deleting x and its incident
edge, and suppressing the potentially resulting degree 2 vertex. Then, if Nu − x
is treebased, so is Nu.
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The proof of this lemma is very similar to the proof of Lemma 3 in Francis et al
(2018). However, as we are not only considering binary networks, but also non-
binary ones, and as we – unlike Francis et al (2018) – explicitly consider the
case of parallel edges, we give the proof again in the Appendix. In any case it
should be noted that Nu − x might not be a phylogenetic network as it might
contain parallel edges. This is why in Definition 1 treebasedness is also defined
for (multi)graphs.
Remark 2. Note that the converse does not necessarily hold, i.e. if Nu is
treebased, Nu − x does not necessarily have to be treebased, neither if Nu is
binary nor if Nu is non-binary. To see this, consider the network depicted in
Figure 5. Note that this example is extreme in the following sense: It shows
that even if a treebased network Nu is binary and contains only one blob and
even if Nu does not contain any cut vertices and no cut edges other than the
ones incident to leaves, it might not be possible to remove any leaf and suppress
the resulting degree 2 vertex without losing the treebasedness. In particular,
there exists no pair of two leaves in this network such that it is still treebased.
Note that this extreme example is based on the graph shown in Figure 6,
which we found in Zamfirescu (1976). There, it is proven that any longest path
in this graph of 12 vertices has length 10. This immediately implies that in
our example depicted in Figure 5, in order for all nodes in each of these two
components to be covered, all three ‘exits’ of each of them need to be used. One
of them is just the connection between both components, so this can easily be
covered by any tree, but as both of the triangular components need two more
exits, it is obvious that all four leaves are needed. If we only had less or equal
than three leaves, no spanning tree would have the same leaf set as the network,
so the network would not be treebased anymore.
We now present another observation that will be useful in the following,
namely that the number of vertices in a non-trivial blob incident with at most
two cut edges is bounded by 2k in a level-k network, where k ≥ 2.
Lemma 4. Let Nu be an unrooted level-k network (not necessarily binary) with
k ≥ 2 and let B be a non-trivial blob and assume that there are at most two cut
edges in Nu incident to B. Let n = |V (B)| denote the number of vertices in B.
Then,
3 < n ≤ 2k.
Proof. We first show that n > 3. Let m = |E(B)| denote the number of edges
in B. As we assumed that there are at most two cut edges in Nu incident to
B, B can have at most two degree 2 vertices. All other vertices are of degree at
least 3 (they can be higher, as we do not assume that the network is binary).
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x3
x4
x1
x2
Nu
Figure 5: Binary treebased unrooted phylogenetic network Nu on X = {x1, x2, x3, x4}. The
corresponding support tree is highlighted in bold. Nu − xi is not treebased for i = 1, . . . , 4,
because there is no spanning tree in Nu − xi whose leaf set is equal to X \ {xi}.
Figure 6: Graph from Zamfirescu (1976) on which our construction of the example in Figure
5 is based. There, it is proven that any longest path in this graph of 12 vertices has length 10.
However, if we consider this graph as a treebased phylogenetic network (the support tree is
highlighted in bold), removing a leaf vertex and suppressing the resulting degree 2 node turns
this again into a treebased phylogenetic network.
12
Thus, using the handshaking lemma, we have
m =
1
2
∑
v∈V (B)
deg(v)
≥ 1
2
(
2 · 2 + (n− 2) · 3)
≥ 1
2
(
3n− 2)
≥ 3
2
n− 1.
On the other hand, as we are considering simple graphs, B can have at most(
n
2
)
edges. Thus,
3
2
n− 1 ≤ m ≤
(
n
2
)
.
This implies in particular
3
2
n− 1 ≤ n(n− 1)
2
,
which leads to
n2 − 4n+ 2 ≥ 0.
This inequality is fulfilled if n ≥ 2 + √2 or if n ≤ 2 − √2. As n is a positive
integer, we conclude n > 3.
Now, we show that n ≤ 2k for k ≥ 2. Recall that an unrooted tree on n
vertices has n − 1 edges. As Nu is a level-k network, at most k edges have to
be removed from B to obtain a tree. Thus, m − (n − 1) ≤ k. In other words,
m ≤ k + n− 1. Using the lower bound for m from above, we derive
3
2
n− 1 ≤ m ≤ k + n− 1,
and thus in particular n ≤ 2k. In total, we have
3 < n ≤ 2k,
which completes the proof.
We end this section by establishing a relationship between cubic graphs and
Hamiltonian paths, which will be needed subsequently, e.g. in the proof of
Lemma 6.
Lemma 5. Let G = (V,E) be a cubic graph with |V | ≤ 8. Then, G contains
a Hamiltonian path from u to v for all edges e = {u, v} ∈ E. In other words,
G is Hamiltonian and for every edge e ∈ E, there is a Hamiltonian cycle of G
which contains e.
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Proof. As the number of nodes in a cubic graph is even by the handshaking
lemma and as the smallest cubic graph contains four vertices, we only need
to consider the one cubic graph with four vertices, the two cubic graphs with
six vertices and the five cubic graphs with eight vertices (all these graphs are
depicted in the Appendix in Figures III, IV and V). The fact that they are
all Hamiltonian can be found in the literature (cf. Bussemaker et al (1976)),
but can also easily be verified by considering all mentioned 8 graphs. We also
verified the fact that each edge is contained in at least one Hamiltonian cycle
exhaustively. This completes the proof.
3.2. Binary treebased unrooted networks
The main aim of this section is to provide an alternative proof of Theorem 1
of Francis et al (2018) stating that all proper binary unrooted level-4 networks
are treebased, while networks of level greater than 4 need not be treebased.
While the proof in Francis et al (2018) strongly depends on so-called binary
level-k generators of phylogenetic networks, our proof is more basic, as it only
uses elementary graph theory.
Theorem 1 (Francis et al (2018)). All proper binary unrooted level-k networks
with k ≤ 4 are treebased. Moreover, networks of level greater than 4 need not be
treebased.
Before we can proceed with the proof of the first part of Theorem 1, we
briefly outline our proof strategy: We first show that it is sufficient to consider
the non-trivial blobs of the binary unrooted network Nu and show that all such
networks with only two leaves have a close relationship with cubic graphs via
the LCON (Nu) construction, which in this case, where Nu has only two leaves,
contains a unique cubic graph which we will call G(Nu). Moreover, we show if
such a network is treebased, G(Nu) needs to have a Hamiltonian cycle and thus
Nu −X must contain a Hamiltonian path between the two attachment points
of its leaves.
Note that if such a network with two leaves is treebased, we can simply attach
more leaves by Lemma 3 without losing the treebasedness. So any network that
is not treebased can in particular not contain a subnetwork with two leaves which
are connected by a Hamiltonian path. We can thus investigate Hamiltonian
paths in cubic graphs a bit more in-depth and use a simple counting argument
based on Lemma 4 to show that the number of nodes necessary to avoid a
Hamiltonian path induces a level of k ≥ 5.
We begin with establishing the required relationship between unrooted bi-
nary phylogenetic networks with two leaves and cubic graphs:
Observation 1. Let Nu be an unrooted binary phylogenetic network on leaf
set X with |X | = 2 and with E˚ 6= ∅. Without loss of generality, let X =
{x, y} and denote the nodes adjacent to x and y by u and v, respectively.
Then, LCON (Nu) contains precisely one graph G(Nu), and this graph is cubic.
Moreover, by construction the number of vertices of G(Nu) is bounded by the
number of vertices of Nu, i.e. we have |V (G(Nu))| ≤ |V (Nu)|, as in each step,
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a leaf and its attachment point get deleted, and at most two new vertices get
introduced (if otherwise we would have a parallel edge).
Note that the construction of G(Nu) does not require the suppression or
deletion of nodes and so, as we require E˚ 6= ∅, Nu cannot simply be a tree
consisting of two nodes connected by a single edge. This implies that the re-
sulting graph G(Nu) is always cubic. Moreover, we state the following crucial
proposition.
Proposition 2. Let Nu and G(Nu) be as described in Observation 1. Then,
Nu is treebased if and only if G(Nu) contains a Hamiltonian cycle using at least
one edge of G(Nu) that is not contained in Nu.
Before we proceed with the proof of this proposition, note that if G(Nu)
contains a Hamiltonian cycle that uses at least one of the new edges (note
that there is only one new edge if the introduction of the edge connecting the
attachment points of both leaves did not lead to parallel edges), this implies that
we could delete these edges from the cycle and thus get a Hamiltonian path from
one attachment point to the other one. So in fact, if G(Nu) is Hamiltonian and
has a cycle which uses such a new edge, this implies that Nu has a path from
x to y visiting all inner nodes of Nu. This path would therefore be a support
tree of Nu.
Let us now formally prove the proposition.
Proof. Let Nu be an unrooted binary phylogenetic network on leaf set X =
{x, y} and with |E˚| 6= ∅. Let u and v denote the vertices adjacent to x and
y, respectively. Consider the graph G(Nu) obtained from the leaf connecting
procedure. Note that G(Nu) might contain two new vertices, a and b, if in
the construction of G(Nu) parallel edges occured (cf. description of the leaf
connecting procedure in Section 2.3). First, assume that G(Nu) contains a
Hamiltonian cycle using at least one edge of G(Nu) that is not contained in
Nu. We now distinguish between two cases:
• G(Nu) does not contain new vertices a and b:
As G(Nu) contains a Hamiltonian cycle using the edge {u, v} that is not
contained in Nu, this implies that there is a Hamiltonian path from u to
v in G(Nu). We extend this path to a support tree of Nu by adding x
and y as well as the edges {x, u} and {y, v}.
• G(Nu) contains new vertices a and b:
AsG(Nu) contains a Hamiltonian cycle using either the edges {u, a}, {a, b}, {b, v}
or {u, b}, {a, b}, {a, v}, deleting the edge {a, b} and suppressing a and b
as well as one copy of the parallel edges e = e˜ = {u, v} results in a Hamil-
tonian path from u to v in this modified network. As before, we can now
extend this path to a support tree of Nu by adding x and y as well as the
edges {x, u} and {y, v}. This completes the first direction of the proof.
On the other hand, if Nu is treebased, this implies that there is a spanning tree
whose leaf set is precisely X = {x, y}. Again, we distinguish between two cases:
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• If the construction of G(Nu) does not require adding a and b, it imme-
diately follows that the support tree of Nu leads to a Hamiltonian cycle
in G(Nu), as we can go from u to v both via the support tree, which
covers all vertices of G(Nu), or via the new edge {u, v}. Thus, we have a
Hamiltonian cycle which uses a new edge.
• If the procedure requires the introduction of a and b, we can obtain a
Hamiltonian cycle in G(Nu) by extending the support tree of Nu by the
edges {u, a}, {a, b} and {b, v} and removing the edges {x, u} and {v, y}
from the support tree. In particular, this cycle uses three new edges.
This completes the proof.
Proposition 2 together with Lemma 5 lead to the following statement, the
proof of which can be found in the Appendix.
Lemma 6. Any minimal proper binary unrooted non-treebased network has 12
vertices (10 internal vertices and 2 leaves), and this bound is tight, i.e. there
are proper binary unrooted non-treebased networks with precisely 12 vertices.
We are now in the position to prove Theorem 1. The first part of the proof
is identical to the proof presented in Francis et al (2018), but in the second
part we use a different argument, in particular, we do not use so-called level-k
generators.
Proof (Theorem 1). We have to show that all proper level-0,1,2,3 and 4 networks
are treebased. Note that if X contains only one leaf, either the underlying
network consists only of a single node (and is thus trivially treebased) or it is
not proper (see Remark 1). This is why we now consider only networks with
|X | ≥ 2. As in Francis et al (2018), we now use the fact that by Proposition 1
it suffices to prove that every simple, level-k network with k ≤ 4 and two leaves
is treebased. This is due to the fact that we can decompose Nu into a collection
of simple networks BNu associated with the non-trivial blobs in N
u each having
at least 2 leaves, and if each of these simple networks is treebased, then so is Nu
by Proposition 1 (note that trivial blobs are trivially treebased, which is why we
only consider non-trivial blobs and their associated networks BNu). Moreover,
if we remove all but 2 leaves for each of these simple networks BNu and obtain
a treebased network, then BNu must have been treebased due to Lemma 3.
Now, for k = 0, the statement trivially holds, as a level-0 network is a tree. In
particular, a tree is treebased. For k = 1, we know that at most one edge has to
be removed from each non-trivial blob of Nu to obtain a tree. Removing at most
one edge from each such non-trivial blob, however, cannot induce any new leaves
(if a former inner vertex of some blob became a leaf after removing one edge
from this blob, this would imply that the vertex was a former degree 2 vertex;
however, phylogenetic networks do not contain degree 2 vertices). Thus, the
tree that we obtain from removing at most one edge of each non-trivial blob in
a level-1 network can directly be considered a support tree of Nu. This implies
that level-1 networks are always treebased. Therefore, let us now consider the
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case k ≥ 2. Due to Lemma 6 we know that any minimal proper non-treebased
network has at least 12 vertices, 2 of which are leaves. This implies that any
BNu that is not treebased has at least 12 vertices.
4 Additionally, by Lemma 4
we know that the number of vertices in a non-trivial blob incident to two cut
edges (and thus corresponding to a simple network BNu with two leaves) in a
level-k network is bounded from above by 2k. Now, as we assume that all BNu
have exactly two leaves, any BNu that is not treebased has to correspond to a
non-trivial blob B with at least 10 nodes. Thus,
10 ≤ n ≤ 2k.
This immediately implies that k ≥ 5, thus there cannot be a binary non-
treebased unrooted level-k network with k ≤ 4.
To prove the last statement of the theorem, consider either one of the two
level-5 networks depicted in Figure 7. These networks can be seen to not be
treebased as follows. If they were treebased, then there would be a path from
x to y visiting every vertex exactly once. Any such path must begin with the
edge {x, a} and end with the edge {j, y}. Now, for the network at the top of
Figure 7, it is straightforward to see that every path visiting both the vertices
at the top (i.e. vertices b, c, d, e) and the vertices at the bottom (i.e. vertices
f, g, h, i) must visit either vertex a or j twice, which is a contradiction. A similar
argument shows that also the second network depicted in Figure 7 cannot be
treebased. This completes the proof.
Note that 12 vertices are minimal, as we already know by Lemma 6 that
12 vertices are required for a network to be non-treebased. Actually, the two
networks depicted in Figure 7 are the only non-treebased level-5 networks with
12 vertices. We verified this by an exhaustive search with Mathematica Inc.
(2017), which was conducted in the following way: First, we obtained a list of
all connected simple graphs with 10 vertices (11716571 in total) from the “House
of Graphs” database (cf. Brinkmann et al (2013)). These were then analyzed
for potential binary networks with 10 inner vertices and 2 leaves by checking
whether they contained exactly 8 vertices of degree 3 and 2 vertices of degree 2
(which we called u and v and to which we subsequently attached leaves) using
the Mathematica function VertexDegree[·]. The resulting 113 graphs were
analyzed for treebasedness in the following way:
• We attached one leaf to each of the two degree 2 vertices u and v.
• The two leaves were then connected according to the leaf connecting pro-
cedure described in Section 2.3 (note that as there are only 2 leaves,
LCON (Nu) contains only one graph).
4Note that by Lemma 8 from the Appendix, as blobs do not contain cut edges and as we
are in the binary case, there can also be no cut vertices (as these are always incident to cut
edges in this case). So BNu must be proper, which indeed justifies the usage of Lemma 6.
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• We then used the Mathematica function FindHamiltonianCycle[LCON(Nu),
All] to find all Hamiltonian cycles of LCON (Nu). We then checked
whether one of them used at least one edge in E(LCON (Nu)) \ E(Nu).
If so, this Hamiltonian cycle corresponds to a Hamiltonian path from u to
v in LCON (Nu), meaning that Nu is treebased (cf. Proposition 2).
This left us with 10 non-treebased networks, which were then filtered for proper
networks. It turned out that 8 of them were not proper, i.e. there are exactly 2
proper binary phylogenetic networks with 12 vertices, both of which are level-5
networks. They are the ones depicted in Figure 7.
Figure 7: The only two proper level-5 networks on X = {x, y} with 12 vertices that are not
treebased.
Remark 3. Note that the level-5 network on X = {x, y} depicted in Figure 8 is
used in Francis et al (2018) to show that level-5 networks need not be treebased.
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However, this network in fact is treebased as there exists a spanning tree in Nu
whose leaf set is equal to X . However, as our examples in Figure 7 show, the
result presented in Francis et al (2018) is nonetheless valid.
Figure 8: Level-5 network on {x, y} claimed to not be treebased in Francis et al (2018). How-
ever, this network is treebased, because there is a spanning tree in Nu whose leaf set is equal to
{x, y} (depicted in bold). This spanning tree is a path between x and y consisting of the fol-
lowing edges: {x, a}, {a, b}, {b, c}, {c, h}, {h, g}, {g, e}, {e, f}, {f, v1}, {v1, v2}, {v2, d} and
{d, y}.
3.3. Non-binary treebased unrooted networks
The main aim of this section is to generalize Theorem 1 to non-binary net-
works.
Theorem 2. All proper non-binary unrooted level-k networks with k ≤ 3 are
treebased. Moreover, non-binary unrooted networks of level greater than 3 need
not be treebased.
In order to prove Theorem 2, we need the following lemma.
Lemma 7. Any minimal proper non-binary unrooted non-treebased network has
6 internal vertices and 2 leaves, i.e. 8 vertices in total.
Proof. In order to show that any minimal proper non-binary unrooted non-
treebased network has 6 internal vertices and 2 leaves, i.e. 8 vertices in total,
we need to show that all proper non-binary unrooted networks on less than
8 vertices are treebased. To show this, we performed an exhaustive search
using Mathematica (Inc., 2017). In the following we explain the details of this
exhaustive search.
First of all, we generated all graphs with up to 7 vertices using the Math-
ematica function GraphData[·]. Note that in general, GraphData[n] does not
generate all graphs on n vertices, but only a subset of them. However, for
n = 1, . . . , 7 all graphs are generated. We verified this by comparing the
numbers of graphs generated by GraphData[n] with the number of all graphs
on n vertices (see for example https://oeis.org/A000088 for the number of
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graphs on n vertices). For n = 1, . . . , 7 the numbers of graphs generated by
GraphData[n] coincided with the numbers of all graphs on n vertices, respec-
tively. Thus, GraphData[n] was used to exhaustively generate all graphs with
up to 7 vertices.
We then filtered these graphs for networks and thus excluded the following
graphs:
• unconnected graphs
• graphs without leaves (i.e. vertices of degree ≤ 1)
• graphs with vertices of degree 2
We then further excluded all non-proper networks by checking whether the
removal of any cut edge or any cut vertex present in the network resulted in
connected components containing at least one leaf each.
This left us with 28 proper non-binary unrooted networks, which are all
treebased and are depicted in the Appendix (see Catalog of all proper treebased
networks with up to 7 vertices in Figures VI and VII).
This shows that all non-binary unrooted networks with up to 7 vertices are
treebased. However, for 8 vertices there exist non-binary unrooted networks
which are not treebased. One such example is depicted in Figure 9. This
network has 6 inner vertices and 2 leaves and it can be seen to not be treebased
as follows. If it were treebased, then there would be a path from x to y visiting
each vertex exactly once. Trivially, this path must start with edge {x, a} and
end with edge {f, y}. Now, the first three vertices of the path must either be
(x, a, b), (x, a, d) or (x, a, e). In all cases, the 4th vertex must be c, because
the only other vertex (except from a) that can be reached from b, d or e is f ;
however, f has to be visited second last. Thus, so far we either have a path
starting (x, a, b, c), (x, a, d, c) or (x, a, e, c). Consider the first case, i.e. (x, a, b, c).
From c we can either go to d or to e. If we go to d, i.e. if we have (x, a, b, c, d),
the only “free” vertex reachable from d is f . This leads to a contradiction as
vertex e has not been visited. If we instead go to e, i.e. if we have (x, a, b, c, e),
the only “free” vertex reachable from e again f , which causes a contradiction as
d has not been visited. Similar contradictions follow for all other cases. This
completes the proof.
We are now in the position to prove Theorem 2.
Proof (Theorem 2). The first part of the proof is analogous to the first part of
the proof of Theorem 1, i.e. we reduce the analysis to simple networks BNu
with two leaves and show that all proper non-binary level-0,1,2,3 networks are
treebased. As in the binary case, it is immediately clear that any level-k network
is treebased if k = 0 or k = 1. For k = 0 the network is a tree and is thus
treebased. For k = 1, at most one edge has to be removed from each non-trivial
blob to obtain a tree; this tree is a support tree, because removing at most one
edge from each non-trivial blob cannot induce any new leaves (same argument
as in the binary case). Thus, let us now consider k ≥ 2.
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By Lemma 7, we know that any simple network BNu that leads to a proper
non-binary non-treebased network has to have at least 6 internal vertices and 2
leaves, i.e. at least 8 vertices in total. Moreover, by Lemma 4 we know that for
k ≥ 2, the number of vertices in a non-trivial blob associated with a network
BNu is bounded from above by 2k. This implies that there cannot exist a level-2
network that is not treebased.
In order to prove that there also does not exist a non-treebased level-3 net-
work, we exhaustively generated all unrooted proper phylogenetic networks on
8 vertices, analyzed them for treebasedness and computed their level. This ex-
haustive search was conducted in the following way: We used the “House of
Graphs” database (cf. Brinkmann et al (2013)) to obtain a list of all graphs
with 8 vertices (12346 in total). These were then filtered for unrooted proper
phylogenetic networks in the same way as described in the proof of Lemma 7,
resulting in a total of 197 unrooted proper phylogenetic networks. These were
then analyzed for treebasedness and it turned out that there are only 8 proper
phylogenetic networks on 8 vertices that are not treebased (see Figure VIII).
However, none of them is a level-3 network, i.e. we can conclude that all proper
nonbinary level-3 networks are indeed treebased.
To prove the last statement of the theorem, consider the non-binary unrooted
level-4 network depicted in Figure 9. This network is not treebased as we have
already seen in the proof of Lemma 7. This completes the proof.
Remark 4. Note that the last part of the proof above answers a question
posed in Hendriksen (2018), asking whether there exist networks of level less
than 5 that are not loosely treebased. As the definition of loosely treebased
in Hendriksen (2018) precisely corresponds to our definition of treebased, the
level-4 network depicted in Figure 9 provides such an example.
Figure 9: Non-binary unrooted level-4 network that is not treebased (this network is adapted
from Jetten and van Iersel (2018), where it is used in a different context).
3.4. Universal treebased networks
The aim of this section is to show that for all positive integers n, there
exist both an unrooted and a rooted non-binary universal treebased network
on n leaves, i.e. an (un)rooted network that has every (un)rooted non-binary
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phylogenetic tree on X as a base tree. For rooted binary networks this has
independently been shown by Hayamizu (2016) and Zhang (2016) and has been
further refined by Bordewich and Semple (2016). In Francis et al (2018) it was
then shown that the existence of a rooted binary universal treebased network
generalizes to unrooted binary universal treebased networks for all positive in-
tegers n. In the following we will further generalize this to non-binary networks.
We will first consider non-binary rooted networks and show that there exists a
rooted non-binary universal treebased network for all positive integers n. We
will then show that this leads to the existence of an unrooted non-binary uni-
versal treebased network for all n.
3.4.1. Rooted universal treebased networks
In the following we will establish the following theorem.
Theorem 3. For all positive integers n, there exists a rooted non-binary uni-
versal treebased network on n leaves.
In the proof of Theorem 3 we will present a construction of a rooted tree-
based network for each n. Following the constructions in Hayamizu (2016),
Zhang (2016) and Bordewich and Semple (2016), this construction consists of
two parts: the upper part, which contains the root, is a network on n leaves
that has every non-binary tree shape on n leaves as a support tree; the lower
part, which contains the leaves, reorders the leaves of these tree shapes, in order
to enable any permutation of leaves and thus, to enable every binary or non-
binary phylogenetic tree on n leaves to be a base tree for this network (after
suppressing potential degree 2 vertices in the support tree). For the latter we
will use the same construction as Bordewich and Semple (2016), namely a so-
called Beneš network (cf. Beneš (1964a,b)). An example is depicted in Figure
10; for details on the construction of the corresponding phylogenetic network
see Bordewich and Semple (2016). Thus, in the following we will only show that
the upper part of the construction has every tree shape as a support tree. Anal-
ogously to Bordewich and Semple (2016) it then follows that the combination
of the upper part with a Beneš network is a universal treebased network.
Proof (Theorem 3). For all positive integers n, we now give a construction of
a rooted phylogenetic network Un on n leaves that has every tree shape on n
leaves as support tree. We begin by describing the construction of Un. First of
all, for n = 1, Un consists of a single vertex. Now, let n ≥ 2. Then, the basic
structure of Un is the rooted star tree on n leaves, whose edges are subdivided
and the resulting attachment points are connected by additional edges. To be
precise, we start with a rooted star tree T ∗ with root ρ on n leaves where a
rooted star tree is a rooted tree such that all leaves are adjacent to the root.
Assume that X = {1, . . . , n}. Then:
• Add attachment points to the edges of T ∗ as follows:
– For leaf 1 and n, add n− 2 attachment points on the edges (ρ, 1) and
(ρ, n), respectively, and label them t11, t
2
1, . . . , t
n−2
1 and t
1
n, t
2
n, . . . , t
n−2
n ,
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Figure 10: Beneš network of size four (Figure adapted from Bordewich and Semple (2016)).
respectively (starting the labeling at the attachment point closest to
the root; note that these vertices will be tree vertices in the final
network);
– For each leaf l = 2, 3, . . . , n− 2, add 2n− 4 attachment points on the
edge (ρ, l) and label them r1l , t
1
l , r
2
l , t
2
l , . . . , r
n−2
l , t
n−2
l (again, starting
the labeling at the attachment point closest to the root; note that
all vertices labeled with “r” will be reticulation vertices in the final
network and all vertices labeled with “t” will be tree vertices);
– For leaf n− 1, add 2n− 5 attachment points on edge (ρ, n− 1) and
label them r1n−1, t
1
n−1, r
2
n−1, t
2
n−1, . . . , t
n−3
n−1, r
n−2
n−1 (again, starting the
labeling at the attachment point closest to the root; note that there is
no attachment point tn−2n−1, however, all vertices labeled with “r” will
be reticulation vertices in the final network and all vertices labeled
with “t” will be tree vertices).
• Add the following edges between attachment points:
– (tki , r
k
i+1) for i = 2, . . . , n − 2 and k = 1, . . . , n − 2 (horizontal edges
between tree and reticulation vertices);
– (tki , r
k+1
j ) for i = 2, . . . , n−2, j = i+1, . . . , n−1 and k = 1, . . . , n−3
(diagonal edges between tree vertices and reticulation vertices from
left to right);
– (tki , r
k+1
j ) for i = 3, . . . , n − 1, j = 2, . . . , i − 1 and k = 1, . . . , n − 3
(diagonal edges between tree vertices and reticulation vertices from
right to left);
– (tki , r
k
j ) for i ∈ {1, n}, j = 2, . . . , n− 1 and k = 1, . . . , n− 2 (diagonal
edges between tree vertices on the paths from ρ to leaves 1 and n,
23
respectively, and reticulation vertices on the paths from ρ to leaves
2, . . . , n− 1).
Figure 11 shows the resulting construction for n = 4 and n = 5. We will now
Figure 11: The construction of U4 and U5. In U5 all horizontal edges, i.e. edges of type
(tk
i
, rk
i+1
) for i = 2, 3 and k = 1, 2, 3, are directed left to right; all other edges are directed
away from the root.
show that – ignoring the leaf labels – Un contains every tree shape on n leaves
as a support tree.
We use induction on n to show that every tree shape on n leaves is a support
tree of Un. Since there is exactly one tree shape for n = 1 (consisting of a single
vertex) and n = 2, the base case holds for all n ≤ 2. Now, suppose that the
claim holds for up to n−1 leaves and consider the network Un on n leaves (with
n ≥ 3).
Note that as the basic structure of Un is a star tree on n leaves, the star tree
on n trivially is a support tree of Un. Therefore, we will now show that any
other tree shape on n leaves is also a support tree of Un.
Let Tn be an arbitrary tree shape on n leaves. Let T
1
n , T
2
n , . . . , T
p
n denote the
subtrees of Tn pending at the children of the root ρ and let n1, n2, . . . , np denote
the number of leaves in these subtrees. We will now show that Tn is a support
tree of Un. We will construct an explicit embedding of Tn into Un, where we
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assume for technical reasons that leaves 1, . . . , n1 correspond to T
1
n and so forth
(note that this labeling is just used for technical reasons and is not meant in a
phylogenetic sense, i.e. the leaf numbers do not correspond to fixed species). As
n ≥ 3, we know that Tn contains at least one cherry [u, v], i.e. a pair of leaves
u and v who share a common parent (cf. Proposition 1.2.5 in Semple and Steel
(2003)). Let w denote the parent of u and v and suppose that w has k, k ≥ 2,
children in total (including u and v). Moreover, without loss of generality we
may assume that the children of w are labeled 1, . . . , k when enumerating all
leaves and are positioned at the outermost left of the tree when drawing it in
the plane. We now delete all children of w (which implies that w is now a leaf)
and retrieve a tree shape Tn−k+1 with n − k + 1 leaves. As n − k + 1 < n,
by induction Tn−k+1 with vertex set V (Tn−k+1) and edge set E(Tn−k+1) is a
support tree of Un−k+1 (see Figure 12 (a) – (c)). In the following, we will first
show that Tn−k+1 can also be embedded in Un; we will then re-introduce the
deleted children of w and show that this yields a support tree of Un.
Note that by construction Tn−k+1 contains leaves labeled with w, k + 1,
k + 2, . . . , n. Before we embed Tn−k+1 into Un, we relabel some vertices of
Un−k+1. To be precise, we rename vertices (if they exist) as follows (as an
example see Figure 12 (c)):
w →֒ 1
tln−k+1 →֒ tln for l = 1, . . . , n− k − 1
rlj →֒ rlj+k−1 and tlj →֒ tlj+k−1for j = 2, . . . , n− k and l = 1, . . . , n− k − 1.
We now sequentially extend the network Un−k+1 to Un by introducing ad-
ditional vertices and edges.
First of all, we add attachment points on existing edges (cf. Figure 12 (d)),
where for technical reasons t01 = t
0
n = ρ.
• edge (tn−k−11 , 1): k − 1 attachment points tn−k1 , tn−k+11 , . . . , tn−21 ;
• edge (tn−k−1n , n): k − 1 attachment points tn−kn , tn−k+1n , . . . , tn−2n ;
• edge (rn−k−1n−1 , n − 1) (if it exists): 2(k − 1) = 2k − 2 attachment points
tn−k−1n−1 , r
n−k
n−1 , t
n−k
n−1 , . . . , r
n−2
n−1 ;
• edge (tn−k−1j+k−1 , j+k−1) for j = 2, . . . , n−k−1 (if it exists): 2(k−1) = 2k−2
attachment points rn−kj+k−1, t
n−k
j+k−1, r
n−k+1
j+k−1 , t
n−k+1
j+k−1 , . . . r
n−2
j+k−1, t
n−2
j+k−1
We add all newly introduced edges to E(Tn−k+1), i.e. we extend Tn−k+1 to
cover all newly introduced attachment points (as an example see Figure 12 (d)).
We then add k − 1 edges connecting the root to leaves 2, . . . , k and on each
of these edges add 2n − 4 attachment points called r1i , t1i , . . . , rn−2i , tn−2i for
i = 2, . . . , k (as an example see Figure 12 (e)). If k = n − 1, we only add
2n− 5 attachment points on edge (ρ, n− 1). In particular, we do not add the
attachment point tn−2n−k.
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In order to complete the construction of Un, we add all required edges be-
tween newly introduced vertices, i.e. we complete the construction of Un ac-
cording to the construction principle presented at the beginning of the proof
(see page 23; as an example see Figure 12 (f)).
We now re-introduce the children of w to Tn−k+1 in order to obtain Tn,
i.e. the leaves 2, . . . , k (note that we do not re-introduce leaf 1, as this was
already re-introduced in a previous step). We do this in the following way (cf.
Algorithm 1):
Algorithm 1:
1 i = 1;
2 while i ≤ n− k do
3 if edge (ti1, r
i
k+1) is in E(Tn−k+1) then
4 remove edge (ti1, r
i
k+1) from E(Tn−k+1);
5 add edges (ti1, r
i
2), (r
i
2, t
i
2), (t
i
2, r
i
3), (r
i
3, t
i
3), . . . , (r
i
k, t
i
k), (t
i
k, r
i
k+1);
6 i = i+ 1;
7 else
8 add the following edges to E(Tn−k+1):
• (ti1, ri2), (ti1, ri3), . . . , (ti1, rik);
• (rlj , tlj), (tlj , rl+1j ), (rl+1j , tl+1j ), . . . , (rn−2j , tn−2j ), (tn−2j , j) for
j = 2, . . . , k − 1;
if k = n− 1 then
add the following edges to E(Tn−k+1):
• (rlk, tlk), (tlk, rl+1k ), (rl+1k , tl+1k ), . . . , (tn−3k , rn−2k ), (rn−2k , k);
else
add the following edges to E(Tn−k+1):
• (rlk, tlk), (tlk, rl+1k ), (rl+1k , tl+1k ), . . . , (rn−2k , tn−2k ), (tn−2k , k);
end
9 end
10 end
These operations transform Tn−k+1 back to Tn in such a way that all vertices
of Un are also vertices of Tn, thus Tn is a support tree of Un (as an example see
Figure 12 (g)). As Tn was an arbitrary tree shape on n leaves this completes
the proof.
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Figure 12: Illustration of the construction and concepts used in the proof of Theorem 3.
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T5 is a non-binary tree shape on 5 leaves (a). We consider vertex w and delete its children,
which yields tree shape T3 on 3 leaves (b). By the inductive hypothesis T3 is a support
tree of U3; it is depicted in bold (c). After relabeling vertices (c), 2 attachment points are
added on the edges (t11, 1) and (t
1
5, 5), respectively, and 4 attachment points are added on the
edge (r14 , 4) (d). All new edges created in this step, e.g. (t
1
1, t
2
1), are added to the support
tree T3. Then, 2 edges connecting the root to leaves 2 and 3 are added. These edges are
subdivided by introducing 6 attachment points on each edge (e). Then, the construction
of U5 is completed by introducing all missing edges between tree vertices and reticulation
vertices and between pairs of reticulation vertices (f). In the last step, T3 is transformed
back to T5 (g): Firstly, the edge (t11, r
1
4
) (depicted in bold in (f)) is replaced by the edges
(t1
1
, r1
2
), (r1
2
, t1
2
), (t1
2
, r1
3
), (r1
3
, t1
3
) and (t1
3
, r1
4
) (depicted in bold in (g)). In the last step the edges
(t21, r
2
2), (t
2
1, r
2
3), (r
2
2 , t
2
2), (t
2
2, r
3
2), (r
3
2 , t
3
2), (t
3
2, 2), (r
2
3 , t
2
3), (t
2
3, r
3
3), (r
3
3 , t
3
3) and (t
3
3, 3) are added
to the embedding of T5 into U5, which results in T5 being a support tree of U5 (depicted in
bold).
3.4.2. Unrooted universal treebased networks
By ignoring the designation of the vertex ρ as root of the network and the
orientation of edges, the same construction as in the rooted case can be used to
show that for all positive integers n ≥ 3, there exists an unrooted non-binary
universal treebased network with n leaves. For n = 1 and n = 2, an unrooted
universal treebased network trivially exists. For n = 1, the only unrooted tree
shape is a single vertex, which at the same time is the only treebased unrooted
network. For n = 2, the only unrooted tree shape is an edge between the two
leaves. Thus, any treebased unrooted network on 2 leaves can be considered an
unrooted universal treebased network for n = 2. Summarizing the above, we
have the following statement.
Theorem 4. For all positive integers n, there exists an unrooted non-binary
universal treebased network on n leaves.
4. Discussion
The main aim of this manuscript was to generalize some of the results pre-
sented in Francis et al (2018) for binary treebased unrooted networks to non-
binary ones. In particular, we showed that unlike in the binary case, level-4
networks need not necessarily be treebased in the non-binary case. This pro-
vides the answer to Question 5.3 in Hendriksen (2018), asking whether there
are non-binary networks of level less than 5 that are not treebased.
Additionally, we reproved Theorem 1 of Francis et al (2018), using a different
argument. Along the way, we gave a new example showing that binary level-5
networks are not always treebased, as the example given in Francis et al (2018)
was unfortunately erroneous.
We concluded our study with the explicit construction of universal non-
binary treebased networks both for the rooted and unrooted case. Such a con-
struction for binary networks has been proven useful in the past (cf. Hayamizu
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(2016); Zhang (2016); Bordewich and Semple (2016)), but so far has been un-
available for non-binary networks. Therefore, we are confident that our con-
structions will inspire further research. One question concerning universal tree-
based networks, for instance, is the minimal number of reticulations needed
to realize them. Possibly, our construction is more complex than necessary in
terms of the number of reticulations. Therefore, it would be interesting to see
if this number can be reduced.
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5. Appendix
5.1. Supplementary results
Lemma 8. Let Nu be a binary unrooted phylogenetic network. Then every cut
vertex is incident to a cut edge.
Proof. Let Nu be a binary unrooted phylogenetic network with cut vertex v.
Then, v has degree three, because leaves cannot be cut vertices. We call the
three edges incident to v e1, e2 and e3 as depicted in Figure I.
e1
e3
e2v
C1
C3
C2
Figure I: Binary unrooted phylogenetic network Nu with cut vertex v and edges e1, e2 and
e3 leading to components C1, C2 and C3.
It is possible that e1, e2 and e3 lead to three different components C1, C2
and C3 (in this case the dashed line in Figure I is excluded). Then, e1, e2 and
e3 are all cut edges and thus v is incident to three different cut edges.
Otherwise, two edges lead to the same component. Without loss of generality
e1 and e3 lead to the same component (dashed line in Figure I). Then e2 is a
cut edge. Therefore, v is incident to a cut edge.
Note that not all edges can lead to the same component, because if that was
the case v would not be a cut vertex. This completes the proof.
Proposition 1. Suppose Nu is an unrooted network. Then Nu is treebased if
and only if BNu is treebased for every blob B in N
u.
Proof. Suppose Nu is an unrooted treebased network on X . As Nu is treebased
there exists a support tree T for Nu, i.e. a spanning tree with leaf set X . As T is
a spanning tree, T in particular contains all cut vertices of Nu. Moreover, it has
to contain all cut edges of Nu, because otherwise T would not be connected.
Thus, any support tree for Nu induces a spanning tree of BNu and we can
conclude that BNu is treebased. Conversely, suppose that BNu is treebased for
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every blob B in Nu. Then by taking a support tree for BNu for each blob, we
can construct a support tree T for Nu by connecting the individual support
trees corresponding to the blobs of Nu via the cut-edges that connected the
blobs of Nu. Thus, Nu is treebased.
Lemma 3. Let Nu be a network on X with |X | ≥ 2. For any x ∈ X let
Nu − x denote the network obtained from Nu by deleting x and its incident
edge, and suppressing the potentially resulting degree 2 vertex. Then, if Nu − x
is treebased, so is Nu.
Proof. Let Nu be a network on X with |X | ≥ 2. Let Nu − x be obtained
from Nu by deleting leaf x and its incident edge. If this results in a degree
2 vertex v (which for example is the case if Nu is a binary network), v is
suppressed. Note that this might imply that Nu − x contains parallel edges
(cf. Figure 1) and thus, is not a phylogenetic network anymore. However, note
that deleting a leaf and suppressing a degree 2 vertex cannot result in loops.
Moreover, it cannot result in an unconnected (multi)graph. In particular,Nu−x
is a connected (multi)graph without loops. We will now show that if Nu − x
is treebased, so is Nu. At this point, it is important to notice that in this
manuscript treebasedness is not only defined for phylogenetic networks, but
more generally for (multi)graphs (cf. Definition 1). Let T be a support tree for
Nu − x. We now distinguish between three cases:
1. deg(v) = 1 in Nu:
If deg(v) = 1 in Nu, Nu must consist of a single edge, namely {v, x}. A
single edge is trivially treebased, so there is nothing to show.
2. deg(v) in Nu is strictly greater than 3:
If deg(v) in Nu is strictly greater than 3, it is strictly greater than 2 in
N − x. This implies that v is not suppressed in Nu − x. Then, we can
obtain a support tree for Nu from T by adding the edge {x, v} to T .
3. deg(v) = 3 in Nu, i.e. deg(v) = 2 in Nu − x:
Let v1, v2 6= x denote the other two vertices adjacent to v. Let {v1, v2}
denote the edge that results from suppressing v in Nu− x. Note that this
might be a parallel edge, if there already is an edge {v1, v2} in Nu − x.
Now, there are two cases:
• If {v1, v2} is an edge in T (if there are multiple edges between v1 and
v2, T will only contain one of them), then we can obtain a support tree
for Nu by subdividing this edge (i.e. re-introducing the attachment
point v) and adding the edge {x, v} to T .
• If {v1, v2} is not an edge in T , we note the following. As T is a
support tree for Nu − x, it must contain both v1 and v2. Thus, we
can obtain a support tree for Nu by re-introducing vertex v and the
edges {v1, v} and {v, x} (or {v2, v} and {v, x}) to T .
This completes the proof.
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Lemma 6. Any minimal proper binary unrooted non-treebased network has 12
vertices (10 internal vertices and 2 leaves), and this bound is tight, i.e. there
are proper binary unrooted non-treebased networks with precisely 12 vertices.
Proof. First recall that the number of nodes in a binary unrooted phylogenetic
network is always even unless if Nu simply consists of only one node. As ex-
plained in Section 2.2, this is due to the handshaking lemma.
Now assume that Nu is a proper binary unrooted non-treebased network.
As Nu is non-treebased, in particular Nu does not only consist of one node or
of two nodes connected by an edge. So as the number of nodes has to be even,
the total number of nodes has to be at least four.
Moreover, consider |X |. If |X | = 1, then Nu cannot be proper (see Remark
1), so we must have |X | ≥ 2.
In summary, we know so far that Nu has at least four nodes, at least two
of which are leaves. First, suppose Nu has exactly four nodes, two of which
are leaves. This implies that there are two internal nodes, each of them having
degree 2. This means that Nu is a path. In particular, Nu is not binary and
thus not a binary network. Now, suppose Nu has exactly four nodes, three of
which are leaves. Then Nu is a tree on 3 leaves. In particular, Nu is treebased,
which is a contradiction. Thus, as the number of nodes in a binary unrooted
phylogenetic network is even, we can conclude that |V | ≥ 6.
Now assume that Nu has strictly fewer than 12 vertices in total. As Nu is
binary and as we have already seen that binary networks have an even number
of nodes, this means that Nu has at most 10 nodes in total. We now distinguish
two main cases, which can both be subdivided into two subcases:
• First assume |X | = 2. Without loss of generality, let X = {x, y} and
let u and v denote the nodes adjacent to x and y, respectively. Now,
consider the leaf connecting procedure. As |X | = 2, LCON (Nu) consists
of precisely one element, which we denote by G(Nu). Note that G(Nu)
is a cubic graph as Nu is binary. Moreover, recall that the construction
of G(Nu) might have required the introduction of new nodes, say a and
b, to avoid parallel edges (see description of the leaf connecting procedure
in Section 2.3). We now distinguish between two cases.
– If in the construction of G(Nu) no nodes a and b had to be added,
then G(Nu) contains precisely |V | − 2 nodes. As Nu by assumption
contains fewer than 12 nodes, G(Nu) contains fewer than 10 nodes.
Thus, as G(Nu) is cubic and therefore contains an even number of
nodes, G(Nu) contains at most 8 nodes. However, by Lemma 5, we
know that up to 8 vertices there is a Hamiltonian path from u′ to
v′ for every edge {u′, v′} in a cubic graph. So in particular, G(Nu)
contains a Hamiltonian path from u to v, i.e. from the attachment
point of the first leaf to the attachment point of the second leaf.
Adding edge {u, v} to this path yields a Hamiltonian cycle using this
new edge, which was not contained in Nu, and thus, by Proposition
2, Nu is treebased, which is a contradiction.
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– If in the construction of G(Nu) nodes a and b had to be added, then
G(Nu) contains precisely |V | nodes (x and y have been deleted, but
a and b have been added). As Nu by assumption contains fewer
than 12 nodes, G(Nu) also contains fewer than 12 nodes. As the
number of nodes in any cubic graph is even, G(Nu) contains at most
10 nodes. As above, if G(Nu) contains at most 8 nodes, there is a
Hamiltonian path from u to a, which can be extended to a Hamil-
tonian cycle by adding edge {a, u}, and thus, by Proposition 2, Nu
is treebased, which is a contradiction. So let us consider the case
where G(Nu) contains precisely 10 nodes. Note that there are only
19 different cubic graphs with 10 nodes, and only two of them are
not Hamiltonian (cf. Bussemaker et al (1976)). Now if G(Nu) is one
of the Hamiltonian graphs, it contains a Hamiltonian cycle. We now
argue that each such cycle must use edge {a, b}. Note that by con-
struction of G(Nu) through leaf connection a is only adjacent to u,
v and b, and b only to u, v and a. Therefore, the Hamiltonian cycle
will connect u and v in two ways, namely with one path visiting all
nodes except for a and b, and additionally with a path only visiting a
and b. For instance, the path u, a, b, v or u, b, a, v would be possible.
In all such cases, edge {a, b} is necessarily contained in all Hamil-
tonian cycles. So deleting edge {a, b} leads to a Hamiltonian path
from a to b. Subsequently, suppressing a and deleting b as well the
edges {u, b} and {v, b}, leads to a Hamiltonian path from u to v. Us-
ing the same arguments as above, this implies that Nu is treebased,
which would be a contradiction. So G(Nu) has to be one of the two
non-Hamiltonian cubic graphs with 10 nodes. These two graphs are
depicted in Figure II.
Figure II: There are only two non-Hamiltonian cubic graphs with 10 nodes, where (a) is the
so-called Petersen graph.
Note that the first one, namely the Petersen graph, contains no pair
a and b of vertices such that a and b are adjacent to one another and
to the same two other nodes u and v. So as we assume that such
nodes a and b were added during the construction of G(Nu), G(Nu)
cannot be the Petersen graph. The other one of these two graphs,
which is depicted in Figure II (b), has two possible positions for the
pair a and b, but it also has a cut edge, and the positions for a and b
34
(one of which is depicted in Figure II (b)) are such that both a and b
would be at the same side of the cut edge. Thus, by the construction
procedure leading to G(Nu), also x and y must have been on the
same side of the cut edge, but then Nu cannot be proper. This is a
contradiction.
In summary, if |X | = 2, Nu must contain at least 12 nodes.
• Now assume |X | > 2. If necessary, we first perform the pre-processing
step of the leaf connecting procedure introduced in Section 2 and denote
the resulting reduced taxon set of Nu by Xr. Note that LCON (Nu)
possibly contains more than one graph. So let G(Nu) in the following be
an arbitrary element of LCON (Nu). We now distinguish two cases.
– Suppose |Xr| is even. Consider G(Nu) and N˜u, where N˜u is the
second to last graph in the construction of G(Nu) according to the
definition of LCON (Nu). In particular, N˜u is the graph which we
get when only two leaves are left, which we would have to connect in
order to receive the final graphG(Nu). Thus, by construction N˜u has
at most as many nodes as Nu, so by assumption fewer than 12, and
it has two leaves. But as Nu is not treebased by assumption, neither
is N˜u, because any support tree for N˜u would lead to a support tree
of Nu. To see this, we distinguish between two cases:
∗ If the support tree of N˜u only contains edges that are both
present in N˜u and in Nu, we can obtain a support tree for Nu
by re-attaching the leaves at their former positions.
∗ Otherwise, suppose that the support tree of N˜u contains at least
one edge that is not present in Nu. Note that there are two
potential types of edges that can be present in N˜u but not in
Nu:
· Edges that were introduced to avoid multiple edges between
two attachment points, say u and v, of leaves, i.e. the edges
{u, a}, {u, b}, {a, v}, {b, v} and {a, b}. If the support tree of
N˜u uses any of these edges, we can obtain a support tree
for Nu as follows: Delete these edges as well as nodes a
and b from the support tree. Additionally, add a new edge
e = {u, v} to the support tree of N˜u (note that this is allowed
as e = {u, v} must have been contained in Nu, which led to
the introduction of a and b) and re-attach the leaves incident
to u and v in Nu to u and v, respectively. We can repeat
this procedure for all edges of this type.
· Edges e = {u, v} between two attachment points (u and v)
of leaves. If the support tree of N˜u uses such an edge, we
can obtain a support tree for Nu as follows: First of all,
delete the edge {u, v} from the support tree of N˜u. Note
35
that this disconnects the support tree. Let T1 and T2 denote
its two connected components and assume that u is in T1
and v is in T2. Moreover, note that both u and v are of
degree 3 by construction, thus T1 and T2 cannot be single
nodes. As Nu is a connected graph, in particular there exists
a node u′ 6= u in T1 and a node v′ 6= v in T2 such that u′
and v′ are connected by an edge e′ = {u′, v′} in Nu (if T1
and T2 were only connected via {u, v}, Nu would not have
been connected, as {u, v} is only present in N˜u and not in
Nu). We now add e′ = {u′, v′} to the support tree of N˜u,
and re-attach the leaves incident to u and v in Nu to u and
v, respectively. Again, we can repeat this procedure for all
edges of this type.
In all cases, we can construct a support tree for Nu from a support
tree of N˜u. This is a contradiction as Nu is not treebased. Thus,
N˜u has to be non-treebased. However, then N˜u would be a non-
treebased network with two leaves and strictly fewer than 10 inner
nodes, which contradicts the first part of the proof.
– Suppose |Xr| is odd. By construction, as we assume Nu has at most
10 nodes, also G(Nu) can have at most 10 nodes. This is due to the
fact that in each step during the construction of G(Nu), either two
leaves are deleted or, in the last step, one leaf and its attachment
point are deleted. So in all steps, two nodes are deleted and at most
two new nodes are added (if parallel edges need to be avoided), so
the total number of nodes cannot increase.
Now, if the resulting graph G(Nu) has at most eight nodes, we al-
ready know by Lemma 5 that for each edge e = {u′, v′} it contains a
Hamiltonian cycle from u′ to v′. Thus, using the same arguments as
in the case where |X | = 2 combined with Lemma 3, Nu must have
been treebased, which is a contradiction5. If, on the other hand, G
has precisely 10 nodes, then again, as in the case where |X | = 2, we
only need to consider the two cubic graphs with 10 nodes which are
non-Hamiltonian depicted in Figure II. The Petersen graph as before
does not have any pair of nodes a and b that could be suppressed so
that we have parallel edges, which implies that no nodes have been
added during the deletion of leaves. This means that all 10 nodes
of the Petersen graph were already there in Nu, plus at least three
leaves. So in total, Nu would have at least 13 vertices, which is a
contradiction to the assumption that Nu has fewer than 12 nodes.
5For instance, we can apply these arguments to the case where, on the way to constructing
G(Nu), the resulting network has 3 leaves and the last pair gets connected, before we deal
with the last singleton leaf. At least one of the edges resulting from connecting this last pair
of leaves must be contained in any Hamiltonian cycle and thus leads to a Hamiltonian path
when we disregard it.
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The other non-Hamiltonian cubic graph with 10 nodes, however,
namely the one depicted in Figure II (b) has the property that wher-
ever we attach at least two leaves, the network is immediately tree-
based whenever it is proper: If the leaf set is such that it is distributed
at both sides of the cut edge, the network is treebased, and if all
leaves are on the same side of the cut edge, the network is not proper
(whether or not we delete the candidate nodes a and b as depicted in
Figure II (b), which may have been added during the deletion of the
leaves, does not matter). Both scenarios contradict the assumption
that the network is proper but not treebased.
So in all cases, the result is a contradiction, so every network with fewer
than 12 vertices is treebased. This completes the proof.
5.2. Supplementary figures
u
v
Figure III: Left: There exists exactly one cubic graph with 4 vertices. Right: For e = {u, v}
there exits a Hamiltonian path from u to v indicated by dashed lines.
Figure IV: All cubic graphs with 6 vertices.
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Figure V: All cubic graphs with 8 vertices.
5.2.1. Catalog of all proper treebased networks with up to 7 vertices
In the following all proper treebased networks with up to 7 vertices are
depicted. For each network, a support tree is shown in bold lines and the
additional network edges are given by dashed lines.
Figure VI: All proper treebased networks with up to 6 vertices.
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Figure VII: All proper treebased networks with 7 vertices.
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5.2.2. Catalog of all proper non-treebased networks with 6 inner vertices and 2
leaves
Figure VIII: All proper unrooted non-treebased networks on 8 vertices, 2 of which are leaves.
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