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[1] Data from two boundary arrays deployed along 34.5S are combined to produce the first
continuous in situ time series observations of the basin-wide meridional overturning
circulation (MOC) in the South Atlantic. Daily estimates of the MOC between March 2009
and December 2010 range between 3 Sv and 39 Sv (1 Sv5 106 m3 s21) after a 10 day low-
pass filter is applied. Much of the variability in this 20 month record occurs at periods
shorter than 100 days. Approximately two-thirds of the MOC variability is due to changes
in the geostrophic (baroclinic plus barotropic) volume transport, with the remainder
associated with the direct wind-forced Ekman transport. When low-pass filtered to match
previously published analyses in the North Atlantic, the observed temporal standard
deviation at 34.5S matches or somewhat exceeds that observed by time series observations
at 16N, 26.5N, and 41N. For periods shorter than 20 days the basin-wide MOC variations
are most strongly influenced by Ekman flows, while at periods between 20 and 90 days the
geostrophic flows tend to exert slightly more control over the total transport variability of
the MOC. The geostrophic shear variations are roughly equally controlled by density
variations on the western and eastern boundaries at all time scales captured in the record.
The observed time-mean MOC vertical structure and temporal variability agree well with
the limited independent observations available for confirmation.
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1. Introduction
[2] Variations in the meridional overturning circulation
(MOC) have been shown to be correlated to changes in
important climate signals including surface air tempera-
tures, precipitation, and hurricane intensity over much of
the northern hemisphere [e.g., Vellinga and Wood, 2002;
Stouffer et al., 2006; Zhang and Delworth, 2006]. Continu-
ous basin-wide, full-water-column time series measure-
ments of the MOC have been made for nearly a decade at
26.5N in the North Atlantic [e.g., Cunningham et al.,
2007; Kanzow et al., 2010; Johns et al., 2011], and less
complete but longer time series of the MOC have been esti-
mated near 41N and 16N [e.g.,Willis and Fu, 2008; Send
et al., 2011]. These measurements have revealed a much
more variable MOC than had previously been expected,
with strong variations at time scales ranging from a few
weeks to months [e.g., Cunningham et al., 2007] and sig-
nificant variability on seasonal to interannual timescales
[e.g., Kanzow et al., 2010; McCarthy et al., 2012]. One of
the first realizations that has come from the mooring data at
26.5N is that the significant low-frequency variability that
is observed cannot be adequately captured by a limited
number of snapshot sections collected across decades, as
such analyses will almost inevitably alias higher frequency
variations into artificial trends or longer-period variability
[e.g., Bryden et al., 2005; Kanzow et al., 2010].
[3] The successes of the trans-basin array at 26.5N and
the other North Atlantic MOC observing systems have pro-
vided many insights, but they have also raised several new
questions, such as the degree to which MOC fluctuations
are correlated meridionally as well as the mechanisms asso-
ciated with the complex phasing between atmospheric forc-
ing and intrinsic variability [e.g., Zhang, 2010; Zhang
et al., 2011]. Furthermore during the decade or so
when these observations have been collected, a wide range
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of theoretical and numerical modeling studies have demon-
strated that the variability in the subtropical North Atlantic
is only one facet of a complex circulation system, with sig-
nificant variability and forcing introduced in the South
Atlantic, for example [e.g., Garzoli and Matano, 2011, and
references therein]. Expanding the MOC observing system
has proven challenging, however key components of the
MOC are being measured by time series arrays deployed in
a variety of locations including at the Denmark Strait [e.g.,
Jochumsen et al., 2012], at 42N [e.g., Toole et al., 2011;
Pe~na-Molino et al., 2012] and at 16N [e.g., Kanzow et al.,
2008; Send et al., 2011]. Time series measurements have
also been obtained across Drake Passage and south of
South Africa where inter-ocean exchanges of mass, heat
and salt crucial to the global MOC occur [e.g., Chereskin
et al., 2009]. Furthermore, within the South Atlantic itself,
regular trans-basin hydrographic and expendable bathyther-
mograph (XBT) section observations have been collected
at selected latitudes such as 24S [e.g., Bryden et al., 2011;
McCarthy et al., 2011], 30S [McDonagh and King, 2005],
and 34.5S [e.g., Baringer and Garzoli, 2007; Garzoli and
Baringer, 2007; Dong et al., 2009; Garzoli et al., 2013].
Recent observing system design studies have suggested
that, of the South Atlantic latitudes, 34.5S would be ideal
for capturing MOC variability at the ‘‘mouth’’ of the Atlan-
tic basin [Perez et al., 2011]. This location is also well sup-
ported by theoretical analyses that suggest that crucial
MOC stability evaluations would be best applied as far
from the equator in the South Atlantic as possible [e.g.,
Dijkstra, 2007; Drijfhout et al., 2011].
[4] In the subtropical South Atlantic the character of the
MOC is somewhat different than at 26.5N in the North
Atlantic in that at 34.5S the northward flowing warm
upper limb of the MOC is primarily found near to the east-
ern boundary in the Benguela Current and Agulhas Rings,
while in the North Atlantic at 26.5N the upper limb of the
MOC is primarily found near to the western boundary. As
such, it is more critical in the South Atlantic to have
detailed, well resolved measurements near both boundaries.
Pilot arrays designed to measure the density structure and
the flows at the eastern and western boundaries of the basin
along 34.5S (Figure 1) were deployed in February 2008
and March 2009, respectively [e.g., Speich and Dehairs,
2008; Meinen et al., 2012]. The western array, known as
the Southwest Atlantic MOC array, has been making meas-
urements continuously from March 2009 to the present ; the
eastern array, deployed as part of the GoodHope program,
was in place from February 2008 to December 2010. The
two arrays overlapped in time for approximately 20 months
from 20 March 2009 to 2 December 2010. These records,
when analyzed together with wind and other observations,
provide the first opportunity to estimate the daily time
series of basin-wide MOC transport at 34.5S using in situ
observations. This article presents an initial analysis of the
variability of the MOC at 34.5S using data collected by
these pilot arrays. The results are compared to concurrent
snapshot estimates from basin-wide XBT sections as well
as estimates from other in situ data and numerical model
products.
2. Data
[5] Inverted echo sounders (IES) have been in use for
many years in a variety of regions [e.g., Rossby, 1969;
Watts and Rossby, 1977] including the western and eastern
boundaries of the South Atlantic [Garzoli, 1993; Garzoli
and Gordon, 1996]. The IES can be equipped with addi-
tional sensors including a pressure sensor (called a ‘‘PIES’’)
as well as a single depth current meter and pressure sensor
(called a ‘‘CPIES’’); both have been in routine use over the
past few decades [e.g., Watts et al., 1995; Meinen, 2001;
Chereskin et al., 2009; Donohue et al., 2010]. The present
day techniques involved in analyzing inverted echo sounder
data are well established [e.g., Meinen and Watts, 2000;
Watts et al., 2001], and will be reviewed here only inas-
much as they illustrate specifics associated with the applica-
tion in these regions and relate to the analysis of the two
arrays of PIES/CPIES discussed in this study (Figure 1)
[see also Speich and Dehairs, 2008; Meinen et al., 2012].
[6] The western array, which has collected about 4 years
of data to date, initially consisted of one CPIES and three
PIES (the CPIES has subsequently been replaced with a
PIES). The eastern array, which was recovered in Decem-
ber 2010, consisted of two CPIES (Figure 1). After initial
processing, described below, the PIES and CPIES produce
daily observations of round-trip acoustic travel time, bot-
tom pressure, and, for the CPIES, the velocity at 50 m
above the seafloor. For the present study, the focus will be
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Figure 1. Locations of the two boundary arrays. The names of each site are indicated by bold letters,
while the type of instrument is noted in the legend. Bottom topography from Smith and Sandwell [1997]
is denoted by gray shading with the 2000 and 4000 dbar isobaths highlighted as black contours.
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on the travel time and the bottom pressure measurements
from the two instruments near the top of the continental
slope: Site A located at approximately 1360 m depth on
the western slope, and Site Z located at approximately
1005 m depth on the eastern slope (Figure 1).
[7] The bottom pressure sensors in the PIES collect
hourly measurements, and the sensors are subject to expo-
nential and/or linear drifts that must be removed prior to
analysis [e.g., Watts and Kontoyiannis, 1997; Donohue
et al., 2010]. In addition to this drift removal, the pressure
sensor data were processed to remove strong tidal signals
using a response analysis technique and then were low-pass
filtered with a second-order Butterworth filter that has a 72
h cutoff period, passed both forward and backward to avoid
phase shifting. The resulting records were subsampled to
one value per day at noon UTC. The acoustic travel time
measurements were also collected hourly. There is no drift
or strong tidal signal in the travel time measurements, so
they were filtered with the same Butterworth filter and sub-
sampled to one value per day to focus on similar time
scales. Analysis of the bottom pressure measurements is
fairly straightforward, however the analysis of the travel
time measurements requires some additional explanation.
[8] The earliest uses of IES involved comparing the
travel time measurements to expendable bathythermograph
(XBT) data in order to ‘‘calibrate’’ the travel time records
into vertically integrated heat content [e.g., Rossby, 1969]
or main thermocline depth [e.g., Watts et al., 1995]. Later
research derived relationships between travel time and inte-
grated quantities such as dynamic height [e.g., Garzoli and
Gordon, 1996] using conductivity-temperature-depth
(CTD) profiles from the region. In these studies, the CTD
data were used to simulate travel times at a certain pressure
level by vertically integrating the sound speed profile deter-
mined from the CTD measurements using the empirical
sound speed equation [Del Grosso, 1974]. A key aspect of
these methods for interpreting the travel time is that the
relationships are determined purely from existing hydro-
graphic observations in the region (which need not be con-
temporaneous with the moored observations). These
integral quantity comparisons demonstrate the relationship
between the travel time measurements and the baroclinic
structure of the ocean.
[9] For the regions of the two pilot arrays used here, the
hydrographic profiles can be used to demonstrate the strong
relationship between the Fofonoff Potential [Fofonoff,
1962], which is also commonly referred to as the potential
energy anomaly or baroclinic transport stream-function,
and the simulated travel time (Figure 2). The Fofonoff
Potential is essentially the vertical integral of the dynamic
height anomaly. Differences in Fofonoff Potential between
neighboring sites are directly proportional to the baroclinic
component of the transport, relative to an assumed level of
no motion [e.g., Meinen and Watts, 2000]. The relationship
between Fofonoff Potential and travel time is used here
mainly for estimating some of the errors inherent in the
MOC calculations (see Appendix A). To analyze the PIES/
CPIES data collected by the pilot arrays, Argo float profiles
and CTD profiles spanning from the surface down to at
least 1000 dbar in the regions illustrated in Figure 2 were
collected from the Argo data centers, the World Ocean
Database, and from recent cruises; a total of 565 profiles
were available near the western array and 770 profiles were
available near the eastern array. In order to study the MOC,
the simple bulk transport integral over a particular depth
range (such as the surface-to-1250 dbar Fofonoff Potential
integration used for Figure 2) is not sufficient—and as such
a more detailed analysis technique is required for the travel
time data.
[10] Meinen and Watts [2000] developed a technique for
estimating the full-water-column profile of density, rather
than just the thermocline/pycnocline depth, integrated
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Figure 2. (top) Scatter plot illustrating the relationship between Fofonoff Potential (baroclinic stream-
function) between the surface and 1250 dbar and the round-trip acoustic travel time between the surface
and 1000 dbar. (bottom) The locations of the hydrographic (CTD and Argo) profiles used to make the
top plot.
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Fofonoff Potential, or heat content, from the combination
of IES travel time measurements and CTD data. Termed
the ‘‘Gravest Empirical Mode,’’ or ‘‘GEM,’’ method, the
analysis technique involves creating two-dimensional look-
up tables of temperature, salinity, and/or density as func-
tions of pressure and travel time. Figures 3 and 4 show the
GEM temperature and salinity fields, respectively, for the
western and eastern regions. The changes in vertical struc-
ture moving from the left side of the GEM fields to the
right (or vice versa) demonstrate that these profiles do not
represent a frozen-field simply shifting up and down, but
instead are guided by the vertical structure inherent in the
original hydrographic data and that they capture the water
mass variability of the regions. A key strength of this tech-
nique is that it provides accuracy estimates directly from
the scatter between the original hydrographic data and the
smoothed look-up table values (Figures 3 and 4, bottom).
While the profiles estimated via the GEM method do not
have the water property accuracy of an actual CTD cast or
dedicated temperature-salinity sensors on a tall mooring,
they do capture the major water masses and they have been
shown to be quite capable of accurately capturing volume
transport fluctuations [e.g., Meinen and Watts, 2000; Mei-
nen et al., 2004, 2013]. Combining the travel time measure-
ments from a PIES/CPIES with the GEM look-up tables
(e.g., Figures 3 and 4) produces daily full-water-column
profiles of temperature, salinity, and density (or specific
volume anomaly) at each PIES/CPIES site. In this paper,
these estimated profiles are used to compute geostrophic
velocity profiles that can be vertically integrated to help
determine volume transport in the upper limb of the MOC.
[11] The final major data set used for this study is the
Cross-Calibrated Multi-Platform (CCMP) wind product
[Atlas et al., 2011], which merges the existing satellite scat-
terometer and microwave radiometer observations in a
careful, internally consistent, manner and produces a
gridded 6 h wind speed data set. For this preliminary analy-
sis the 6 h CCMP wind speeds along 34.375S, the grid
line nearest to 34.5S, were averaged to one value each day
(Figure 5, top). Because the wind speeds in this region are
not particularly strong (Figure 5, top), they were converted
to wind stress using constant values of the drag coefficient,
1.43 3 1023, and air density, 1.225 kg m23 following
Weisberg and Wang [1997]. These wind stress values were
then converted into Ekman transports via the standard
method [e.g., Emery and Thomson, 1997] using the local
Coriolis parameter and a constant seawater density of 1030
kg m23. The transports were integrated between Sites A
and Z only, as the Ekman flows inshore of Sites A and Z
are included in the model values which will be discussed
shortly. The resulting mean Ekman transport integrated
between Sites A and Z is 11.5 Sv (1 Sv5 106 m3 s21),
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Figure 3. Gravest empirical mode (GEM) fields of temperature determined for the SAM and Good-
Hope regions (top left and right, respectively). Also shown are the root-mean-squared (rms) differences
between the original hydrographic measurements and the smoothed look-up table values. Note in the
lower plots the solid, dashed, and dotted contours represent progressively smaller contour intervals. The
GEM fields were determined using the hydrographic profiles indicated in Figure 2.
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Figure 5. (top) Time-mean (solid line) plus/minus the standard deviation (dashed lines) of the zonal
wind across 34.375S (the nearest grid line to 34.5S) determined from the CCMP wind product over the
same time period as the pilot arrays. Vertical dotted lines indicate the locations of Sites A and Z. (bot-
tom) Time varying meridional Ekman transports determined from the CCMP winds at the latitude of the
pilot arrays and integrated from Site A to Site Z.
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positive indicating northward, with daily values ranging
from a peak southward value of 211.3 Sv to a peak north-
ward value of 117.2 Sv (Figure 5, bottom); the range after
a 10 day low-pass filter (not shown) is from 210.5 Sv to
113.6 Sv. The standard deviation of the unfiltered daily
estimates over this time period is 4.3 Sv.
[12] These two pilot arrays were not initially designed to
capture the complete MOC, but rather the near-boundary
components of the MOC. In order to estimate the MOC
with these data, it is necessary to use ancillary information.
Clearly, the arrays miss the flows up on the relatively shal-
low continental shelves and the slope inshore of the shal-
lowest PIES/CPIES sites located near the 1000 m isobath.
Additionally, as will be discussed shortly, the array cannot
directly measure the basin-wide average time-mean bottom
velocity. To address these shortcomings for this analysis,
the outputs from two numerical models were consulted
(and the results are validated against other existing direct
observations where possible).
3. Models
[13] The first model used to evaluate and improve the
array estimates of the MOC is the Ocean general circula-
tion model For the Earth Simulator (OFES) [e.g., Sasaki
et al., 2008]. The OFES model is operated by the Japan
Agency for Marine-Earth Science and Technology (JAM-
STEC) and is a massively parallelized implementation of
the National Oceanic and Atmospheric Administration/
Geophysical Fluid Dynamics Laboratory (NOAA/GFDL)
Modular Ocean Model version 3 (MOM3). The model
equations have been discretized in a Mercator B-grid with
a horizontal resolution of 0.1 and 54 vertical z levels. For
the present analysis, model fields were provided by JAM-
STEC in 3 day snapshot intervals on a 0.2 horizontal grid
(i.e., every other grid point) from 1980 to 2006. The OFES
model was spun up for 50 years with a monthly climatol-
ogy derived from National Centers for Environmental
Prediction-National Center for Atmospheric Research
(NCEP/NCAR) reanalysis atmospheric fluxes [Masumoto
et al., 2004], and then was forced with daily mean NCEP/
NCAR reanalysis data from 1950 to 2006 [Sasaki et al.,
2008]. To avoid initial spin-up transients, only the data
from the final 27 years of the run were used for this analy-
sis. Note that this model has previously been successfully
validated against both other models and the limited avail-
able observations in the South Atlantic [e.g., Dong et al.,
2011; Perez et al., 2011].
[14] The second model selected for this analysis is a
global simulation based on the NEMO/OPA (Nucleus for
European Modelling of the Ocean/Ocean PArallelise)
numerical code [Madec, 2008]. The simulation was run and
provided by the Mercator Ocean project, the French center
for ocean forecasting (www.mercator-ocean.fr). It is a
global ocean/sea ice 1/12 horizontal resolution model con-
figuration (ORCA12) operating on a tripolar ORCA grid
type [Barnier et al., 2006]. This grid delivers a horizontal
resolution of 9.25 km at the equator, 7 km at the latitude of
the South Atlantic array (34.5S), and 1.8 km in the Ross
and Weddell Seas. The vertical grid is 50 z levels, with 22
levels stacked in the upper 100 m. The vertical resolution
begins with 1 m at the surface and decreases to 450 m at
the deepest levels. The ocean code is the NEMO version
3.2 [Madec, 2008], which resolves the primitive equations.
The simulation starts on 1 October 1999 from rest with
temperature and salinity climatological fields [Levitus
et al., 2005], and ends 26 February 2007. The model is
driven at the surface by the ERA-Interim reanalysis [Dee
et al., 2011] at 3 h sampling for turbulent quantities (2 m
surface air temperature and humidity and 10 m wind) and
with daily means for radiative and precipitative fluxes. The
bulk CORE formulation is used for turbulent exchanges
[Large and Yaeger, 2009]. Only the final 6 years of the
simulation are used to avoid initial transients.
4. Methods
[15] The strength of the MOC in the Atlantic Ocean is
most commonly defined as the net basin-wide northward
volume transport in the upper layer, i.e., integrated down-
ward from the ocean surface to the depth where the net
basin-wide flow transitions from northward to southward,
neglecting occasional anomalous transitions within the
Ekman layer [e.g., Kanzow et al., 2007; Rayner et al.,
2011]. In essence, to determine the MOC transport a mea-
sure of the basin-wide integrated transport as a function of
depth (or pressure) is required. For the 26.5N array in the
North Atlantic this is determined by summing the follow-
ing transport components : the Ekman flow; the horizon-
tally integrated geostrophic flow relative to an assumed
level of no motion near the bottom, determined from the
gradient between density profiles measured at the base of
the western continental slope and at a set of short moorings
that step up the eastern continental slope/shelf ; and the
flow on the western boundary, including the flow along the
continental slope and the flow in the Straits of Florida,
measured directly via current meters and a submarine
cable, respectively. This sum is then adjusted to produce
zero net volume transport across the section at time scales
of 10 days and longer by applying a barotropic correction
in the interior to address the assumed level of no motion
[e.g., Cunningham et al., 2007; Kanzow et al., 2007].
[16] For the present study, a similar approach is adopted,
with the basin interior flow being calculated geostrophi-
cally as the gradient between density profiles at Sites A and
Z (Figure 1), and the Ekman transports calculated using the
CCMP winds (Figure 5)—the same wind product used for
the 26.5N array analyses up through December 2011.
There are, however, a few important differences in how the
MOC is calculated here.
[17] First, due to the configuration of this pilot array,
there is a lack of observations near the boundaries, and
therefore the flows inshore of Site A in the west and of Site
Z in the east cannot be directly estimated (see Figure 1).
These flows are roughly an order of magnitude smaller than
what is observed by current meters and the submarine cable
at 26.5N, but nevertheless they are not negligible. There is
insufficient observational data available to determine the
daily transports in these small regions at 34.5S, however,
the time-mean and standard deviations of the transports in
these areas have been determined from three sources. The
two numerical models discussed previously (OFES and
NEMO) were used to estimate the transports inshore of
Sites A and Z (Figure 6). The western and eastern inshore
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transports were, respectively, 23.06 1.6 Sv and 12.26 2.2
Sv from the OFES run and 24.66 3.3 Sv and 14.16 4.7
Sv from the NEMO run (time-mean6 one standard devia-
tion). Additionally, repeated trans-basin XBT section data
collected on a nearby transect [e.g., Dong et al., 2009; Gar-
zoli et al., 2013] were used to estimate the inshore trans-
ports. Approximately 18 XBT sections were available along
the nearby transect, and the western and eastern transports
inshore of Sites A and Z were, respectively, 22.16 2.5 Sv
and 11.26 0.8 Sv (time-mean6 one standard deviation).
As is discussed in Appendix A, transport by the unresolved
eastern and western boundary flows largely cancel each
other in the mean and using any of these three pairs of val-
ues in generating an MOC estimate results in time-mean
MOC transports within approximately 60.2 Sv of one
another. The time-varying impacts (standard deviations) of
these inshore flows are, however, a more serious considera-
tion, as their time varying transports can be as large as 3–4
Sv. The circulation patterns associated with the flows not
captured on the western and eastern boundaries are quite dif-
ferent. In the west, the array misses a portion of the Brazil
Current core (Figure 6), inshore of which the flow on the rel-
atively wide and shallow continental shelf is generally very
weak. Previous high-resolution regional simulations have
indicated only small (<0.5 Sv), seasonally reversing flows
over the shelf [Palma et al., 2008], however the addition of
a portion of the variability associated with the Brazil Current
results in the higher variability inshore of Site A in the mod-
els and XBT data. By contrast, on the eastern boundary the
bulk of the flow associated with the broad Benguela Current
is offshore of Site Z; most of the flow not captured by the
existing array on the east side occurs on the relatively nar-
row continental shelf and its transport is not distinguishable
from zero (Figure 6). Because the actual daily time-varying
transports inshore of Sites A and Z cannot be estimated with
the existing data, the OFES mean inshore value is applied
for the basin-wide MOC calculation, and these estimates of
the standard deviations of the inshore transports will be con-
sidered as contributing to the accuracy estimates of the pre-
liminary MOC time series (see Appendix A).
[18] The most important distinction between how the
MOC is calculated in this study versus at 26.5N is that at
34.5S only the upper limb of the MOC is being directly
measured—not the full depth profile. In some ways, this
parallels the method applied in the MOVE array at 16N,
where only the lower limb of the MOC is directly
observed [Send et al., 2011]. However, horizontally, the
34.5S integration fully spans the basin aside from the
continental shelves and uppermost slopes, whereas at
16N the MOVE array only spans from the western
boundary to the Mid-Atlantic Ridge. Note also that the
34.5S arrays do have measurements in the deep layers
from the other sites—however one of the key locations,
Site B, had an electronics failure during a significant por-
tion of the overlapping period of the two arrays, prevent-
ing its use for this study and limiting the ability to
measure the basin-wide deep flows during this time
period. As will be discussed shortly, the PIES/CPIES bot-
tom pressure records at 34.5S are coupled with the time-
mean basin-wide averaged OFES velocity at 1350 dbar to
estimate an absolute velocity reference for the relative
geostrophic velocity profiles. As a result, the transport-
per-unit-depth profiles calculated here are absolute, not
relative to an assumed level of no motion. Therefore, this
method only needs to produce transport-per-unit-depth
profiles from the surface down to the depth where the
transport changes from northward to southward, and it has
the advantage of proceeding without the need for a zero-
net-volume-transport correction. It must be noted, how-
ever, that this method has its own limitations.
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Figure 6. Time-mean meridional velocity on the western and eastern continental shelves and upper
slopes at 34.5S from (top) the 27 year run of OFES described in the text and (bottom) the 7 year run of
NEMO described in the text. Gray shading indicates the ocean bottom. Vertical white dashed lines indi-
cate the longitudes of Sites A and Z in the pilot arrays in the real ocean.
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[19] The aforementioned PIES/CPIES-estimated density
profiles can be vertically integrated to yield profiles of
dynamic height anomaly (geopotential height anomaly).
Differencing dynamic height anomaly profiles between two
PIES/CPIES sites gives the component of the geostrophic
velocity orthogonal to the line between the sites, relative to
an assumed level of no motion. This geostrophic velocity is
a true integral of the motion between the two sites, and as
such, differencing the dynamic height anomaly profiles at
Sites A and Z (see Figure 1) yields the meridional geostro-
phic velocity, relative to an assumed level of no motion,
averaged across nearly the entire basin. For this study, the
level of no motion selected was 1350 dbar, which is close
to the nominal depth of Site A. The final results are not par-
ticularly sensitive to choices within 6200 dbar; see Appen-
dix A for an estimate of the small errors that are introduced
because Site Z is located at a slightly shallower depth than
Site A. The resulting velocity profiles can then be zonally
integrated (multiplied by the basin width between Sites A
and Z) to yield a profile of the basin-wide transport per unit
depth relative to an assumed level of no motion at 1350
dbar (Figure 7, top).
[20] While the PIES/CPIES travel time measurements
provide the geostrophic velocity profiles relative to an
assumed level of no motion, as mentioned above the bot-
tom pressure measurements can provide the reference
velocity needed to make those relative geostrophic veloc-
ities absolute. Differencing bottom pressure measurements
at the same geopotential surface from two different loca-
tions yields the absolute horizontal geostrophic velocity
orthogonal to the line between those two sites [e.g., Dono-
hue et al., 2010; Meinen et al., 2012]. Of course no two
moorings can ever be deployed at exactly the same depth—
particularly not relative to a constant geopotential surface.
As such, the time-mean velocity between the two instru-
ments cannot be ascertained from the bottom pressure
records alone; this is commonly known as the ‘‘leveling’’
problem [e.g., Watts and Kontoyiannis, 1990; Donohue
et al., 2010]. Note that the leveling problem applies only to
the record-length time-mean, not to the time variability.
The time-mean is not the focus of this study. Nevertheless,
three estimates of the time-mean basin-wide average veloc-
ity were tested for combining with the time-varying abso-
lute velocity reference at 1350 dbar. Two were based on
time-mean basin-wide averages from the OFES and NEMO
model runs discussed previously. The third mean velocity
was from a gridded three-dimensional velocity product
based on Argo float density profile measurements merged
with Argo float drift velocities and satellite altimetry meas-
urements (C. Schmid, personal communication, 2013).
Pr
es
su
re
 [ d
ba
r ]
Geostrophic transport per unit depth (relative to 1350 dbar) between Sites A and Z
 
 
Apr09 Jul09 Oct09 Jan10 Apr10 Jul10 Oct10 Jan11
0
500
1000
1500 Tr
an
sp
or
t p
er
 u
ni
t d
ep
th
 [ 1
03  
m
2  
s−
1  
]
−60
−40
−20
0
20
40
60
Apr09 Jul09 Oct09 Jan10 Apr10 Jul10 Oct10 Jan11
−20
−15
−10
−5
0
5
10
Tr
an
sp
or
t p
er
 u
ni
t d
ep
th
 [ 1
03  
m
2  
s−
1  
] Reference transport per unit depth at 1350 dbar between Sites A and Z
Figure 7. (top) Time/pressure plot of the geostrophic transport per unit depth, relative to 1350 dbar,
integrated between Sites A and Z. Zero transport is indicated by the white horizontal contour at 1350
dbar. Positive values indicate northward flow. (bottom) Absolute reference transport per unit depth deter-
mined from the pressure records at Sites A and Z. As noted in the text, the time-mean reference transport
is determined from the 27 year OFES run (magenta dashed line in the figure). Zero transport is shown by
the black dotted line.
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The OFES, NEMO, and Argo/altimeter time-mean basin-
wide average meridional velocities at 1350 dbar were
20.0007 m s21, 20.0009 m s21, and 20.0004 m s21,
respectively. As is discussed in more detail in Appendix A,
the differences between these three mean velocities are
quite small, and they translate to time-mean differences in
the MOC of less than 61.5 Sv. Once the time-mean is
added to the time-varying reference velocity from the bot-
tom pressure gauge differences, the result is a velocity that
can be integrated (multiplied by the basin width) to yield
the basin-wide averaged transport per unit depth at the ref-
erence level of 1350 dbar (Figure 7, bottom).
5. Results
[21] Combining the geostrophic transport per unit depth
relative to the level of no motion at 1350 dbar (Trelative
(p, t) ; see Figure 7, top) with the absolute transport per unit
depth at the reference level (Treference(t) ; see Figure 7, bot-
tom) yields profiles of the absolute transport per unit depth
integrated between Sites A and Z. Coupled with the Ekman
transport (TEkman(t) ; see Figure 5) and the time-mean
inshore transports (Tinshore(p) ; see Figure 6), the result is
the total transport per unit depth as a function of pressure
and time (Ttotal(p, t) ; see Figures 8 and 9). Mathematically
the basin-wide-integrated transport per unit depth can
therefore be written as
Ttotalðp; tÞ5Trelativeðp; tÞ1TreferenceðtÞ1TEkmanðtÞ1TinshoreðpÞ
where the terms are as defined above and the dependent
variables ‘‘p’’ and ‘‘t’’ refer to pressure and time,
respectively.
[22] The time-mean structure of Ttotal (p, t) is as expected
(Figure 8), with northward flow in the upper layer, particu-
larly intensified in the Ekman layer, and southward flow at
depth. The time-mean transition from positive (northward)
to negative (southward) flow occurs at roughly 1170 dbar,
which is slightly shallower than but very close to what was
found in an earlier published analysis of 27 snapshot XBT
sections at about the same latitude (1250 m) [Garzoli et al.,
2013] and to a previous inverse analysis estimate from a
trans-basin CTD section in the region (1200 m) [Saun-
ders and King, 1995]. The transition in the OFES model is
essentially the same (1155 dbar), while in the NEMO
model is it somewhat shallower (1080 dbar). In an Argo-
based MOC product presently being developed by some of
the authors, the transition is somewhat deeper (1400
dbar). Given the high degree of temporal variability
observed in this transition depth (white contour in Figure
9), these small differences are not statistically significant.
The observed time-mean transition depth from the PIES at
34.5S is slightly deeper than the transition observed at
26.5N (1100–1160 dbar) [see Cunningham et al., 2007;
Kanzow et al., 2007].
[23] Estimates of the time-mean transport per unit depth
have been made with several other data sets from previous
studies near 34.5S (Figure 8) that can be compared with
the results obtained from the PIES data. There are some
differences in the (arbitrary) depth layer into which the
Ekman layer is inserted (upper 20–60 dbar, depending on
the study; 60 dbar was used herein), however these differ-
ences are not important for the MOC volume transport cal-
culation. (Note that these differences are very important to
heat transport calculations, but that is beyond the scope of
the present study.) The overall structure of the profiles is
very similar. The XBT MOC estimate is an average of only
those sections that most closely followed the 34.5S track
[see Garzoli et al., 2013 for a discussion of the different
tracks taken by the XBT vessels]. The Argo MOC profile
shown in Figure 8 and discussed briefly in the previous
paragraph is from an estimate presently under development
by some of the authors using as its principal data set a cli-
matology of all Argo float data collected up through mid-
2012 in a band along 34S, together with wind estimates
and historical hydrographic climatology data near the shal-
low boundaries and below 2000 dbar. As noted above, the
OFES and NEMO mean profiles are also similar, although
they exhibit consistently weaker northward flow in the
pressure range from roughly 100 dbar to 600 dbar. Overall
though, the time-mean profiles from all five sources are
quite similar—which might be as expected because the
structure of the time-mean transport per unit depth profile
is essentially set by the time-mean density gradient across
the basin (aside from the Ekman layer). Because the mod-
els start up from a hydrography-based climatology, and
because to a lesser or greater extent the XBT, Argo and
PIES/CPIES methods all depend on historical temperature-
salinity data, the mean density gradient for all of them is
based mostly on the same historical data, so they should all
produce the same time-mean transport-per-unit-depth pro-
file. Note that if either of the models exhibited a significant
drift in their temperatures and/or salinities over time, or if
the climatology used to spin up either model had a signifi-
cantly different temperature/salinity structure than the
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Figure 8. Estimates of the basin-wide transport per unit
depth at 34.5S—with the primary data set used in each
estimate noted in the legend. Analysis methods for each
estimate are described in the text. Note the structure differ-
ences in the upper 60 m are primarily due to how the
Ekman transport is distributed over the Ekman layer in the
different calculations; these structural differences are arbi-
trary and are not important for the present volume transport
study.
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modern CTD and Argo data, then of course the resulting
mean from the models could be affected. The good agree-
ment between models and observations here suggests that
these two models have not drifted sufficiently from their
initial conditions to result in a major change in the time-
mean transport per unit depth profile, and that those initial
conditions must have been similar to that observed in the
modern CTD and Argo data.
[24] The transport-per-unit-depth profiles are quite vari-
able in time (Figure 9), with the strongest northward flows
typically found above about 500–600 dbar. The transition
from northward to southward flow (white contour in Figure
9) ranges between 650 dbar and 1660 dbar, with a standard
deviation of 150 dbar. There are sporadic short-lived weak-
transport events, where the northward-southward transition
shoals and the northward transports become lower,
throughout the record, with events occurring in September
2009, November 2009, January 2010, and September 2010,
for example. Evaluation of maps of AVISO gridded satel-
lite altimeter data during these events (not shown) indicates
that these low events are not simply associated with strong
flows missed inshore of Sites A and Z. Evaluating the struc-
ture of the time varying flows through an Empirical
Orthogonal Function analysis indicates that the transport
variations are dominated by fluctuations which have a ver-
tically sheared, surface intensified structure roughly similar
to the shape of the classical first baroclinic mode, albeit
with a nonzero vertical mean (not shown).
[25] Integrating these transport-per-unit-depth profiles
(Ttotal(p, t)) down from the surface to the reversal in flow
yields the time series of the MOC transport at 34.5S (Fig-
ure 10). Some of the apparent low transport events in the
profiles (Figure 9) appear clearly as net low MOC events
(Figure 10; e.g., November 2009, September 2010), while
others represent smaller overall decreases (e.g., September
2009). During the most extreme low events, the MOC
upper layer transport drops to essentially zero, whereas dur-
ing the largest high events the MOC daily transport reaches
nearly 50 Sv. After the application of a 10 day low-pass fil-
ter (not shown), the range in MOC transports spans from 3
Sv to 39 Sv. This total MOC variability is essentially the
sum of the geostrophic relative transport, the absolute refer-
ence transport, and the Ekman transport. Evaluating the
correlation coefficients between these various components
and the total MOC (respectively, r5 0.73, r5 0.33, and
r5 0.56) indicates that the geostrophic relative transport
dominates the total, explaining about 53% of the total var-
iance, while the Ekman (31%) and reference velocity
(11%) are lesser, but not trivial, contributors. The
observed integral time scales [e.g., Emery and Thomson,
1997] for the three terms are quite different, with the rela-
tive geostrophic transport, absolute reference transport, and
Ekman transport terms having integral time scales of 20
days, 12 days, and 8 days, respectively. This suggests that
the Ekman role is at the higher end of the frequency spec-
trum, while the relative geostrophic transport term varies
somewhat slower. The amplitudes (standard deviations) of
the terms are all comparable, ranging from 4.5 Sv for the
Ekman transport to 5.9 Sv for the relative geostrophic
transport term (the absolute reference transport term is 5.2
Sv). The total MOC has a standard deviation of 8.7 Sv,
which is likely a bit artificially high due in part to missed
variability on the upper continental slopes and shallow
shelves (e.g., eddies that are only partially observed within
the array, with the other compensating portion of the eddies
unobserved inshore of the array). There is no meaningful
correlation between the MOC observed at 34.5S and that
at 26.5N (correlation coefficient r5 0.06), and there are
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no obvious events that coexist during the 20 months of
overlap in the two records (not shown). This is consistent
with there being a lack of meridional coherence in observed
MOC time series at different latitudes, although the 20
month record at 34.5S is too short to make definite state-
ments regarding coherence at time scales longer than per-
haps 3–6 months or lagged correlations that may exist at
lags longer than can be evaluated with the short record.
[26] The spectrum of the total MOC at 34.5S (Figure
10, red line in bottom) indicates that there is energy at the
16–25, 60, and 110 day time scales, however the esti-
mated error bars on the spectra (Figure 10, red dotted lines
in bottom) grow quite wide at longer periods, illustrating
the limitations of studying time scales longer than 50–60
days with a 600 day long record. For comparison, the
spectra of the first 7 years from 26.5N (Figure 10, purple
line in bottom) is at roughly the same energy level through
the shorter periods but is generally below the 34.5S spec-
tra at periods greater than 50–60 days (but well within the
projected error bars for the 34.5S spectrum at those longer
periods). Also shown are spectra from the 26.5N array
using five different 623 day subsets of the full record (Fig-
ure 10, gray dashed lines in bottom). These spectra illus-
trate the widely different longer period variability that one
can observe from one segment of the record to the next,
and demonstrate the need for caution that must be used in
interpreting the longer period portion of the spectra.
[27] The only concurrent, independent, in situ data set
available for comparison to the daily time varying MOC at
34.5S comes from five XBT sections along what is called
the ‘‘AX18’’ line between Cape Town, South Africa, and
Buenos Aires, Argentina [e.g., Baringer and Garzoli,
2007; Garzoli and Baringer, 2007; Dong et al., 2009;
Garzoli et al., 2013]. Unfortunately, due to logistics prob-
lems with the volunteer deployment vessels, only one of
the five sections during 2009–2010 was along the proper
AX18 line (May–June 2010), while for the others the west
end of the transect was shifted significantly northward to
Santos, Brazil (24S, called ‘‘AX18’’). Previous analysis
using output from the OFES model has suggested that
while changing the western endpoint from Buenos Aires to
Santos has a significant impact on the meridional heat
transport across the transect, the impact on volume trans-
port is negligible [Garzoli et al., 2013]. Irrespective
of whether the XBT section was along AX18 or AX18,
the XBT-derived MOC values generally overlap the
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Figure 10. (top) Transport time series of the MOC at 34.5S (red line) with estimated daily error bars
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dotted lines). Thin gray dashed lines show spectra of the MOC at 26.5N for comparison using four 623
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7 year record at 26.5N.
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PIES/CPIES-derived MOC time series at some point during
the time period of the transect (Figure 10, blue bars in top;
see also Table 1). The variability exhibited in the PIES/
CPIES MOC time series during the time period when each
XBT section was collected is quite significant, with tempo-
ral standard deviations of 4.4–6.8 Sv over the roughly one
to 3 week period of each cruise (Table 1). Optimistically
one could argue that, aside from the earliest cruise, because
the PIES/CPIES MOC transport time series intersects the
XBT section MOC transport at least once during each
cruise that the sections and moored time series are in
almost perfect agreement. More realistically, the large tem-
poral variations observed during the sections illustrate the
asynopticity inherent in collecting trans-basin hydrographic
sections of any kind. It is impossible to ascertain with the
existing data precisely how much of the difference between
the XBT MOC estimates and the PIES/CPIES transports
averaged during the XBT sections can be explained due to
asynoptic errors in the section estimates. It is possible,
however, to estimate the accuracy of the PIES/CPIES
MOC estimates.
[28] Because the method for calculating the MOC pre-
sented in this study does not use a ‘‘residual’’ type correc-
tion for constraining zero-net-volume-transport across the
section, the transport accuracy can be determined simply by
evaluating the accuracies of the various measurement sys-
tems (and adding the errors associated with the estimated
inshore variability missed by the arrays). The details of the
‘‘error bar’’ derivations are left to Appendix A; based on a
careful evaluation of the potential sources of error, the daily
MOC transports presented herein are estimated to be accu-
rate to within 5.9 Sv (with no low-pass filtering applied),
while the various potential sources of time-mean bias error
in the calculations could yield time-mean offsets of up to
4.4 Sv. Because the XBT MOC estimates are made using a
residual-type method [e.g., Dong et al., 2009; Garzoli
et al., 2013], they do not have a similar type of formal mea-
surement accuracy. Nevertheless, adding the PIES/CPIES
estimated error bars to the observed MOC time series (gray
shading in the top of Figure 10) demonstrates that the XBT
observations are all within the expected window of the
PIES/CPIES error estimates alone in all cases.
[29] As an aside, it is possible to evaluate at least one
component of the error bars on the XBT MOC estimates
using the PIES/CPIES data. Under the assumption that the
PIES/CPIES MOC estimates are perfect, the time variabili-
ty of the PIES/CPIES estimates during the XBT transects
provides some estimate of the asynoptic errors in the XBT
sections. Averaging the observed standard deviations
(STD; Table 1) during each of the five XBT transects gives
an average temporal standard deviation of about 5.5 Sv.
If this value is taken to be a ‘‘worst case,’’ or very conserv-
ative, measurement accuracy for the XBT section MOC
estimates (basically assuming that all other sources of error
would be smaller than the asynopticity error), then the
observed differences between the XBT and PIES/CPIES
MOC estimates are well within the combined error bars of
the two types of estimates.
6. Discussion and Conclusions
[30] The lack of clear correspondence between the
34.5S spectrum and the 26.5N spectrum (Figure 10, bot-
tom) leads one to question whether the dynamics driving
MOC variations at relatively short periods (annual or less)
are different at the two latitudes. A detailed analysis of this
issue cannot be completed with the limited record to date at
34.5S, however some important information can be
gleaned from the existing 20 month time series.
[31] The variability of the observed MOC is, by nature
of the way it is calculated, due to variations in either the
Ekman transport, in the ‘‘barotropic’’ reference flow added
at 1350 dbar, or to the ‘‘baroclinic’’ relative velocity pro-
files determined from the density profiles on either side.
Perhaps the easiest way to determine the contribution that
these terms make is to calculate the difference between the
observed MOC and a ‘‘simplified MOC’’ which would be
determined if a term such as the Ekman transport was held
constant in time; the difference between these MOC esti-
mates will be the impact of a specific term on the total
MOC (Figure 11). The contributions of the Ekman, refer-
ence and relative terms (Figure 11—red, green, and blue
lines, respectively) are quite variable at a range of time
scales, with variations of 10 Sv or larger persisting at times
for 2–3 weeks and variations of 3–5 Sv sometimes lasting
for months. The story these time series tell is clearly quite
complicated, but some of the strongest MOC signals can be
ascribed to specific terms. The strong 2–3 week low MOC
event that occurs in November 2009, for example, is clearly
associated with a change in the relative transport, whereas
the abrupt low and then high MOC events that occur in
June 2010 are primarily due to changes in the Ekman trans-
port. Other events, such as the 5–10 Sv high MOC period
in April–May 2010, appear to be the superposition of posi-
tive contributions from more than one of the terms.
[32] One of the many interesting results that have come
from the 26.5N array is the fact that the annual variations
of the MOC at that latitude are driven by fluctuations in the
density profile at the eastern boundary [Chidichimo et al.,
2010]. These density fluctuations at 26.5N appear to be
Table 1. Comparison of PIES/CPIES and Concurrent XBT MOC Transportsa
Dates of XBT Cruise
XBT MOC
Estimate
Mean PIES MOC
Estimate During Cruise
STD PIES MOC
Estimate During Cruise
Peak-to-Peak Range of
MOC Estimates During Cruise
16–22 Jul. 2009 13.7 Sv 23.4 Sv 5.3 Sv 17.0–31.3 Sv
20 Oct. to 10 Nov. 2009 21.4 Sv 22.8 Sv 4.4 Sv 13.2–29.3 Sv
25 Jan. to 10 Feb. 2010 16.0 Sv 9.6 Sv 5.6 Sv 0.4–18.0 Sv
31 May to 9 Jun. 2010 15.2 Sv 16.3 Sv 5.5 Sv 9.3–25.6 Sv
9–16 Sep. 2010 22.7 Sv 15.1 Sv 6.8 Sv 6.0–27.2 Sv
aNote that the XBT sections take 1–3 weeks to complete, depending on the vessel and the weather. The cruise highlighted in bold (May/June 2010) is
the only cruise completed upon the ‘‘AX18’’ track that most closely approximates the latitude of the pilot mooring arrays—see the text.
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driven primarily by changes in the wind stress curl at the
eastern boundary [Kanzow et al., 2010]. With only 20
months of data collected to date, it is somewhat premature
to interpret the annual time scale at 34.5S, however a simi-
lar breakdown of the western and eastern contributions to
the relative transports at 34.5S can still be evaluated at the
range of shorter time scales available. A similar technique
to that described above, holding either the west side (Site
A) or east side (Site Z) density profiles constant when com-
puting the relative transport term and then determining the
difference between this ‘‘simplified’’ MOC estimate and
the actual MOC time series isolates the contribution of
each density profile. The east side density (Figure 11—
magenta line) appears to have a bit more high-frequency
variability in it (periods of 1 week), whereas the west
density variations appear strongest at slightly longer peri-
ods, perhaps 31 weeks. The variations induced by the east
density are also generally of larger magnitude, in some
cases exceeding 20 Sv peak-to-peak. The very low MOC
event in November 2009, which as noted earlier was pri-
marily associated with the relative transport term, is clearly
driven by the variation in the east side density (Figure 11—
magenta line), although interestingly the west side has a
weak sympathetic variation at the same time. A similar
event is observed in late September 2010. In general the
density contributions from the west and east side are uncor-
related (r520.07). Overall the west and east density var-
iations have a roughly equal impact on the variability of the
relative transport term (correlations of r5 0.66 and
r5 0.70, respectively).
[33] The coherence between these ‘‘simplified MOC’’
estimates and the complete MOC estimate provides a bit
more detail than the simple correlation. Because of the
time series length (20 months), statistically significant
coherences are only found at time scales shorter than about
90 days regardless of which of the time series are being
compared (Figure 12). Essentially, coherences that fall
below the gray solid and dashed lines in Figure 12 are not
statistically different from zero at the stated confidence lev-
els and should not be considered for interpretation. The
time scales where meaningful coherences are found,
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Figure 11. Time variability of various contributors to the
total MOC (determined as described in text), with the time-
means removed. Black bold line indicates the total MOC
(as in Figure 10), while the red, green, and blue lines each
represent, respectively, the contribution to the MOC made
by the Ekman transport, the 1350 dbar reference velocity
transport, and the geostrophic transports relative to zero
flow at 1350 dbar. The light blue and magenta lines, respec-
tively, indicate the contributions to the relative transport
when either the west side density profile at Site A (light
blue line) or east side density profile at Site Z (magenta
line) are held constant.
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Figure 12. Coherences between the observed MOC and
the MOC determined under various assumptions. (top)
Coherence between the observed MOC and the MOC deter-
mined when either the Ekman transport, the reference
velocity at 1350 dbar, or the geostrophic transport relative
to 1350 dbar are held constant. Low coherence indicates
that the term that was held constant plays a significant role
in the variability of the MOC at that time scale. (bottom)
Coherence between the observed MOC and the MOC deter-
mined when holding either the west side (Site A) density
profile constant or the east side (Site Z) density profile con-
stant. In both plots, the gray solid and gray dashed lines
indicate the 95% and 99% significance levels for the coher-
ences, respectively for the coherences, respectively, calcu-
lated following Thompson [1979].
MEINEN ET AL.: MOC VARIABILITY AT 34.5S
6473
periods <90 days, are also the time scales where most of
the energetic fluctuations are observed in the 20 month
record (Figure 10, bottom). The individual lines plotted in
Figure 12 are the coherence between the complete MOC
and a ‘‘simplified MOC’’ where one term has been held
constant in time; for example, an MOC calculated using a
constant Ekman transport equal to the time-mean Ekman
transport over the 20 month time series. A high coherence
at a particular period (or frequency) indicates that the term
being held constant is not particularly important to the
complete MOC at that period, because the simplified esti-
mate that neglects that term is still varying consistently
with the actual complete MOC. Lower coherences, by con-
trast, suggest that the term held constant plays a significant
role in the total MOC at that time scale, because the simpli-
fied MOC that neglects that term no longer varies consis-
tently with the complete MOC.
[34] The resulting coherences are fairly noisy, due to the
short time series length, however it is clear that at periods
of 10–20 days the Ekman contribution is much more
important to the total MOC variability than the relative or
reference terms (see the red line well below blue and green
lines in Figure 12, top). For most periods between 20 and
40 days the relative flow appears to be equally, or perhaps
slightly more, important to the total MOC than the Ekman
flow. At periods between about 40 and 60 days the relative
term clearly dominates the MOC variability with little input
from the other terms. And at periods greater than 60 days
all three terms appear to play a significant role, with the ref-
erence term possibly being the most influential at periods
exceeding 100 days (although due to the record length the
statistics are marginal at those periods).
[35] As far as the contributions of the two boundaries to
the relative flow, in general the simplified MOC estimates
holding alternately the western or eastern boundary density
profiles constant are quite similar, with arguably the west-
ern boundary perhaps playing a slightly larger role at peri-
ods under 20 days and beyond 100 days (light blue line
below magenta line in Figure 12, bottom). There are no
periods where the east side density variability clearly domi-
nates the relative term aside from right at 10 days and in a
narrow range of periods near 25–30 days.
[36] The time-mean MOC transport estimate from the
pilot arrays, 21.3 Sv, is less robust than the time variations
due to the dependence on the numerical model time-mean
as discussed previously. Nevertheless, it is reasonably close
to previous mean MOC estimates determined from repeated
XBT sections, e.g., 17.9 Sv [Dong et al., 2009] or 18.1 Sv
[Garzoli et al., 2013], and an inverse estimate of 20 Sv that
was made at 32S [Fu, 1981]. The MOC variability esti-
mates from these initial pilot arrays indicate that the MOC
is just as variable at 34.5S as has been observed in the
North Atlantic at 16N, 26.5N, and 41N. Comparing the
published temporal standard deviations of the MOC vol-
ume transport at the various latitudes is somewhat compli-
cated because the previous papers have all used different
low-pass filter periods for their data. To facilitate compari-
son, the MOC transport time series presented herein has
been low-pass filtered with cutoff periods of 10 days, 90
days, and 120 days and the standard deviation has been cal-
culated for each filtered version of the record (Table 2).
Comparing these standard deviations to those determined
at other latitudes, the longest period MOC variability (120
day low-pass) is essentially the same (3.6–3.9 Sv) at the
three latitudes where it is available (34.5S, 16N, and
26N; see Table 2). With a cutoff period of 90 days, the
standard deviation of the time series at 34.5S is noticeably
higher than at the other latitudes where it is available
(26N and 41N), which is also true when a cutoff period
of 10 days is used (only available at 26N). The length of
the records at the four different latitudes is very different
(20 months at 34.5S versus 71 years at the North Atlan-
tic locations), so some caution in comparing the variability
estimates is warranted. That having been said, as noted ear-
lier the higher standard deviation at 34.5S is most likely at
least partially due to the standard deviation at 34.5S being
artificially increased due to missed compensating variabili-
ty on the continental shelves (e.g., eddies only partially
captured between Sites A and Z, with their opposite-signed
counter-flow unobserved inshore). This phenomenon has
previously been observed at 26.5N [Kanzow et al., 2009];
the fact that the 120 day low-pass filtered records have a
similar standard deviation is consistent with part of the
higher frequency difference being due to eddy-like flows
that are partially missed inshore of Sites A and Z. The
accuracy of the estimates at 34.5S from the pilot arrays is
also not as good as that of the true full-depth trans-basin
array at 26.5N (see Appendix A). Nevertheless, the accu-
racy of the MOC estimates at 34.5S is definitely sufficient
to have demonstrated the crucial roles that the Ekman, ref-
erence, and relative contributions make to the total flow, as
well as the importance of measuring the density variability
on both boundaries (Figures 11 and 12).
[37] The results of these pilot arrays, coupled with previ-
ous modeling analyses [e.g., Perez et al., 2011] and XBT
section analyses [e.g., Baringer and Garzoli, 2007; Garzoli
and Baringer, 2007; Dong et al., 2009; Garzoli et al.,
2013] show that a more complete trans-basin array at
34.5S could accurately measure the MOC and will likely
yield interesting contrasts to the North Atlantic MOC time
series. Theoretical studies [e.g., Dijkstra, 2007; Drijfhout
et al., 2011] have demonstrated that measurements of the
MOC, and the associated salt fluxes, in this region will be
crucial for understanding of the stability of the Atlantic
MOC system. Planned further developments of the trans-
basin array will provide the ability to calculate these
Table 2. Standard Deviation of the MOC Volume Transport at
the Indicated Latitudes After Low-Pass Filtering at Various
Periodsa
Latitude of MOC
Observation
Low-Pass Filter Periods
No
Filter
10
Days
90
Days
120
Days
41N [Willis, 2010] 2.4 Sv
26N [Cunningham et al., 2007] 4.9 Sv 3.7 Sv 3.6 Sv
16N [Send et al., 2011] 3.8 Sv
34.5S [This study] 8.7 Sv 7.6 Sv 4.5 Sv 3.9 Sv
aBold standard deviation estimates were published in the listed papers—
the other estimates at 26N were determined using the 26N MOC time
series for 2004–2011 (available from www.noc.soton.ac.uk/rapidmoc/).
The final row shows the standard deviation results for the present study at
34.5S for comparison.
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‘‘higher-order’’ quantities like baroclinic salinity flux
through better resolved horizontal velocity information and
coupling with other existing data sets like the Argo profil-
ing float array. The western boundary observations have
already demonstrated significant variability in the Deep
Western Boundary Current, carrying part of the lower limb
of the MOC [Meinen et al., 2012], and the western array
was recently augmented with three additional CPIES
instruments to improve estimation of the flows near that
boundary. While the eastern boundary array was removed
in December 2010, eight CPIES were deployed in Septem-
ber 2013 as part of a new array that will be completed in
late 2013 involving both CPIES and tall moorings that will
stretch as far offshore as the Walvis Ridge. Thanks to these
existing and planned/future contributions, the developing
South Atlantic MOC array will soon produce more com-
plete, and accurate, measurements of the MOC at 34.5S.
Appendix A: Transport Calculation Accuracy
Estimate
[38] Assessment of the accuracy of a measurement is dif-
ficult when the methods involved include the use of a
‘‘residual’’ type term, because by its nature the residual
will include all of the errors in the other terms. In terms of
the MOC estimates for the 26.5N array, the ‘‘residual’’
type calculation is the determination of the unknown baro-
tropic contribution [Kanzow et al., 2007]. Based on the best
assumptions possible, the accuracy of the daily transports
at 26.5N was determined to be about 3 Sv. At 34.5S, the
MOC has been estimated via a method that does not require
a residual calculation (see text). As such, it is possible to
determine a more explicit transport accuracy estimate
involving fewer assumptions (see Table A1 for a brief
overview).
[39] The accuracy of the 34.5S MOC estimates made in
this study was derived as follows: first, the accuracy of the
geostrophic transports (both the relative to an assumed
level of no motion and the reference velocity components)
was determined; second, the Ekman transport accuracy
was estimated by comparison to an independent wind prod-
uct; and third, estimates of the unmeasured transport by
flows on the shallow continental shelves and upper slopes
were made using independent data sets and numerical mod-
els. In what follows, the accuracies of the various terms
will be briefly explained, and the sources of error will be
classified as either random sources of error or potential bias
sources (see also Table A1).
[40] The random accuracy of the geostrophic velocity
relative to an assumed level of no motion is perhaps the
most complicated component as it is dependent on several
sources of error:
[41] (1) The accuracy of the PIES measured travel time
[0.5 ms; Donohue et al., 2010].
[42] (2) The scatter in the calibration relationship to con-
vert the travel time at the PIES/CPIES actual depth into
travel time on the fixed 1000 dbar level (0.2 ms, estimated
as the root-mean-squared scatter in a linear fit between the
simulated travel time at 1350 dbar versus the simulated
travel time at 1000 dbar calculated from the available
hydrographic data).
[43] (3) The accuracy of the GEM look-up tables (1.85 3
105 J m22, estimated as the root-mean-squared scatter in the
relationship between simulated travel time at 1000 dbar and
the baroclinic streamfunction, or Fofonoff Potential, at 1125
dbar—the approximate thickness of the MOC upper layer).
[44] (4) The scatter introduced by projecting the PIES/
CPIES measured travel times (and their derived density
and dynamic height profiles) downward using the GEM
look-up tables from the instrument depths at 1350 and
1000 dbar to the deepest observed transport-per-unit-depth
sign change depths at 1500 dbar for the transport integra-
tions (1.4 3 105 J m22, estimated as the root-mean-squared
scatter in a linear fit between the Fofonoff Potential at 1000
versus 1500 dbar—see Figure A1).
Table A1. Estimates of Error Contributions to the MOC Accu-
racy (See Text)a
Accuracy Estimate
Random Sources
GEM look-up table accuracy 3.1 Sv
Scatter in sPIES versus s1000 relationship 0.5 Sv
Measured s accuracy 1.2 Sv
Baroclinic shear 1000–1500 dbar 2.3 Sv
Measured pressure accuracy 1.9 Sv
Ekman accuracy 1.4 Sv
West shelf missed variability 2.5 Sv
East shelf missed variability 2.5 Sv
Total random 5.9 Sv
Bias Sources
Calibration of sPIES with concurrent CTDs 4.2 Sv
Accuracy of reference velocity time-mean 1.4 Sv
Ekman time-mean accuracy 0.02 Sv
Combined shelf missed time-mean 0.2 Sv
Total bias 4.4 Sv
aTotals are determined as the square root of the sum of the squares as
appropriate.
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Figure A1. Relationship between the Fofonoff Potential
(a.k.a. potential energy anomaly and/or baroclinic stream-
function) integrated between the surface and either 1000
dbar (x axis) or 1500 dbar (y axis). CTD data from Figure 2
are used—legend indicates symbol types for the data from
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[45] The travel-time based accuracies were converted
into transport using the slope of a linear fit between
hydrography-simulated travel time at 1000 dbar and the
Fofonoff Potential at 1125 dbar (21.4 3 105 J m22/ms).
Fofonoff Potential error bars were then converted into
transport error bars with a constant density of 1030 kg m23
and the local Coriolis parameter, under the assumption that
the errors at Sites A and Z were independent of one another
(i.e., their errors combine as the square-root of the sum of
the squares).
[46] The other random sources of error in the MOC cal-
culation are reference velocity variability accuracy, the
Ekman variability accuracy, and the unobserved continen-
tal shelf variability. The sole random source of error in the
determination of the reference velocity is the accuracy of
the pressure gauges themselves (0.01 dbar after
exponential-linear drift removal) [Donohue et al., 2010].
The Ekman transport random accuracy was estimated as
the standard deviation of the difference between the Ekman
transport integrated between Sites A and Z along 34.5S
using either the CCMP wind product described in the text
or the NCEP/NCAR reanalysis winds (downloaded from
ftp://ftp.cdc.noaa.gov/pub/Datasets/ncep.reanalysis/surfa-
ce_gauss/) using the same drag coefficient and air density
discussed in the text. Note that the NCEP/NCAR winds and
the CCMP winds are not completely independent, as both
incorporate many of the same observations, however the
assumption here is that the largest source of error in the
wind products is based on the gridding and interpolation
techniques applied, and those are different for these two
products. The resulting standard deviation between the two
Ekman transport time series during the 2009–2010 time
period was 1.4 Sv. The random errors associated with the
unobserved continental upper slopes and shelves inshore of
Sites A and Z were determined by evaluating the standard
deviation of the transport in the two inshore domains from
three data sets: the 27 year OFES model run described in
the text (1.6 Sv and 2.2 Sv for the west and east shelves,
respectively) ; the 6 year NEMO model run described in
the text (3.3 Sv and 4.7 Sv, respectively) ; and a data set of
18 XBT sections from those described by Garzoli et al.
[2013] that most closely approximated the latitude of the
pilot arrays (2.5 Sv and 0.8 Sv, respectively). The average
of these values (2.5 Sv) was used as the random ‘‘error
bar’’ associated with the transport on each shelf. The vari-
ous random sources of error were all assumed to be inde-
pendent of one another and were combined in a square-root
of the sum of squares manner to yield an overall random
accuracy for the daily MOC values of 5.9 Sv.
[47] Not all potential sources of error in the MOC calcu-
lation can be considered random—several would apply to
the resulting time-mean MOC (and would have no impact
on the time variations). These sources are as follows:
[48] (1) The calibration of the PIES/CPIES measured
travel times into travel time at 1000 dbar using concurrent
CTD profiles. The time-varying baroclinic structure
between 1000 dbar and the actual depth of the PIES/CPIES
has already been accounted for in one of the random error
sources, however when applying the calibration CTD data
to the PIES/CPIES measured travel times it is possible that
the time-mean of the resulting calibrated travel time record
could be off, and this would result in an artificial time-
mean density gradient between Sites A and Z, and hence a
transport error for the estimated MOC. This potential error
source was estimated by calculating the root-mean-squared
difference between simulated travel time measurements
from colocated CTD casts at three of the western array sites
and the coincident calibrated PIES/CPIES travel time val-
ues (1.8 ms). This error estimate was converted to a trans-
port error bar in the same manner as the random travel time
errors, yielding 4.2 Sv.
[49] (2) The application of the absolute reference veloc-
ity includes a time-mean derived from other sources as
discussed in the text. The accuracy of the applied time-
mean reference velocity was estimated as the difference
between the three sources: the 27 year OFES run
described herein (20.0007 m s21); the 7 year NEMO
run described herein (20.0009 m s21); and a gridded
Argo and satellite altimetry climatological velocity prod-
uct (20.0004 m s21) (C. Schmid, personal communica-
tion, 2013). The differences between these estimates are
roughly equal to about 0.0002 m s21, which is translated
into transport using a mean basin width of 6.3 3 106 m
and a mean upper cell thickness of about 1125 m; the
resulting transport error is 1.4 Sv.
[50] (3) The time-mean Ekman accuracy is determined
simply as the time-mean difference in Ekman transports
calculated using the CCMP and NCEP/NCAR wind prod-
ucts along 34.5S between Sites A and Z using the same
constant drag coefficient and air density discussed in the
text over the time period 2009–2010. The resulting mean
difference is very small, only 0.02 Sv.
[51] (4) The potential bias associated with the unob-
served upper slopes and shallow shelves inshore of Sites A
and Z was estimated using the same three products (OFES,
NEMO, XBT sections) as the associated random error. The
mean shelf transports (combining west and east shelves)
for the three models/data sets are 20.8 Sv, 20.5 Sv, and
20.9 Sv, respectively. The average of these values is 20.7
Sv, and the difference of the individual sources from the
mean is approximately 0.2 Sv, which is used as the error
bar for this source.
[52] These potential bias sources of error are independ-
ent of one another (e.g., could be of differing sign), so the
total estimated bias error was determined as the square-root
of the sum of the squares of these bias sources, yielding 4.4
Sv as the potential bias error.
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