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AN INDEX THEOREM FOR QUOTIENTS OF BERGMAN SPACES
ON EGG DOMAINS
MOHAMMAD JABBARI AND XIANG TANG
Dedicated to the memory of Ronald G. Douglas
Abstract. In this paper we prove a K-homology index theorem for the Toeplitz
operators obtained from the multishifts of the Bergman space on several classes of
egg-like domains. This generalizes our theorem with Douglas and Yu on the unit ball
[21].
1. Introduction
Around a decade ago a multivariate operator theory approach to algebraic geometry
was suggested by Arveson and Douglas in the following way [7, 19]. Suppose that
I ⊆ A := C[z1, . . . , zm] is an ideal of the ring of polynomials in m variables. To
understand the geometry of the zero variety V (I) := {p ∈ Cm : f(p) = 0, ∀f ∈ I}
defined by I, algebraic geometers study the coordinate ring A/I. To find an operator
theory model for A/I, one can replace A by the Bergman space L2a(Ω) of square-
integrable analytic functions on some bounded strongly pseudoconvex domain Ω ⊆ Cm
with smooth boundary, and mod it out by the closure I of I inside L2a(Ω). The quotient
Hilbert space QI := L2a(Ω)/I has a natural Hilbert A-module structure1 given by
p · (f + I) = pf + I, p ∈ A, f ∈ L2a(Ω). Transporting this action to the orthogonal
complement
L2a(Ω)⊖ I = I⊥ ∼= QI ,
makes I⊥ a Hilbert A-module. Alternatively, the module structure of I⊥ is given by
the compression of multiplication operators:
Tp := PI⊥Mp|I⊥, p ∈ A,
where Mp : L
2
a(Ω) → L2a(Ω) is the multiplication by p, and PI⊥ is the orthogonal
projection in L2a(Ω) onto I
⊥. Let TI be the unital C*-algebra generated by {Tp : p ∈
A} ∪ K, where K is the ideal of compact operators on I⊥. Arveson, based on his work
1There is a one-to-one correspondence between commuting m-tuples of operators T := (T1, . . . , Tm)
acting on a Hilbert space H and Hilbert A-module structures on H [7]. The correspondence is given
by representing each polynomial p(z1, . . . , zm) ∈ A by the operator p(T1, . . . , Tm). Conversely, T is
identified with the m-tuple (Mz1 , . . . ,Mzm) of multiplication operators by coordinate functions, and
is called the fundamental tuple of Toeplitz operators on the Hilbert A-module H. Based on this
correspondence, the properties of T are attributed to H and vice versa. For example, H is called
essentially normal (respectively p-essentially normal) if all [Tj , T
∗
k ] are compact (respectively Schatten
p-summable). Also, σe(H) denotes the essential Taylor spectrum associated to the fundamental tuple
of Toeplitz operators of H [45, 41].
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on the model theory of spherical contractions in multivariate dilation theory [3],[1,
Chapters 40–41], conjectured that [5, 6]:
Conjecture 1 (Arveson). I⊥ is essentially normal. In other words, all commutators
[Tzj , T
∗
zk
], j, k = 1, . . . , m are compact.
Suppose momentarily that this conjecture holds. Also, assume that I is homo-
geneous. Then the maximal ideal space of TI/K is homeomorphic via the mapping
ϕ 7→ (ϕ(Tz1), . . . , ϕ(Tzm)) to the essential Taylor spectrum of (Tz1 , . . . , Tzm), which
is itself contained in XI := V (I) ∩ ∂Ω [19, Theorem 4.1]. (Also see [14, Corollary
3.10],[32],[33, Theorem 5.1].) The Gelfand-Naimark duality then gives the following
short exact sequence of C*-algebras:
0→ K →֒ TI → C(XI)→ 0.
Let
τI := [TI ]
be the equivalence class represented by this exact sequence in the odd K-homology
group K1 (XI) of Brown-Douglas-Fillmore [11, 12]. Douglas [19] (see also [8, Section
25]) asked for an explicit computation of this element in other topological or geometric
realizations of K-homology:
Problem 2 (Douglas). Assume that I is homogeneous and I⊥ is essentially normal.
Identify τI ∈ K1 (XI).
More specifically, in the same paper he conjectured that:
Conjecture 3 (Douglas). Let I be the vanishing ideal of an algebraic variety V ⊆ Cm
which intersects ∂Ω transversally. Then I⊥ is essentially normal, and its induced
extension class τI is identified with the fundamental class of XI , namely the extension
class induced by the Spinc Dirac operator associated to the natural Cauchy-Riemann
structure of XI .
By analogy with the Atiyah-Singer index theorem, one expects that this conjecture
would lead to new connections between geometry and operator theory. To see what
brought Arveson and Douglas to their conjecture/problem, we refer the reader to their
original papers [6, 4, 19] as well as [1, Chapter 41],[36, Sections 1.2–3]. Specially,
Conjecture 3 generalizes some aspects of the Boutet de Monvel index theorem for
Toeplitz operators on strongly pseudoconvex domains to possibly singular algebraic
varieties [10, 9].
Let us review some results about these conjectures and problem. (See also [1,
Chapter 41],[34].) When Ω is the unit open ball, Conjecture 1 has been proved for the
following cases:
(1) I is monomial [6, 18, 21].
(2) I is homogeneous and m ≤ 3 [33].
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(3) I is homogeneous and dimV (I) ≤ 1 [33].
(4) I is principal [33, 24, 28, 29, 20, 30]. (The last two references allow for strongly
pseudoconvex domains Ω.)
(5) I has a stable generating set {p1, . . . , pk} of homogeneous polynomials in the
sense that there exists C > 0 such that every q ∈ I can be written as q =∑k
j=1 rjpj with rj ∈ A and ‖rjpj‖L2(Ω) ≤ C‖q‖L2(Ω) [43, 47].
(6) I is the vanishing ideal of a homogeneous variety smooth away from the origin
[27, 22, 25, 48].
When Ω is the unit ball, the articles [33] and [22] answer Problem 2 respectively
when m ≤ 2 and when I is the vanishing ideal of a complete intersection variety
(possibly singular away from the boundary). In [21] we gave an answer to Problem 2
when Ω is the unit open ball and I is monomial:
Theorem 4. Let Ω be the unit open ball Bm, and I be a monomial ideal.
(a) There exist a positive integer k, essentially normal Hilbert A-modules A0 :=
L2a(Ω), A1, . . . ,Ak, and Hilbert A-module morphisms2 Ψq : Aq → Aq+1, q = 0, . . . , k−1
such that
0→ I →֒ A0 Ψ0→ A1 Ψ1→ · · · Ψk−1→ Ak → 0
is exact. (This implies that I⊥ is essentially normal.)
(b) For each q, let T(Aq) be the unital C*-algebra generated by all module action
operators as well as all compact operators on the Hilbert module Aq, and let σqe :=
σqe(Aq) be the essential Taylor spectrum associated to Aq. Then the identification
τI =
k∑
q=1
(−1)q−1[T(Aq)]
holds in K1
(
σ1e ∪ · · · ∪ σke
)
.
By its explicit construction, each Aq has a tractable geometry as the Hilbert space
of square-integrable analytic sections of a Hermitian vector bundle on a disjoint union
of subsets of Bm.
In this paper, we generalize Theorem 4 to the case when Ω is an egg domain of the
form
(1) Ω1 :=
(z1, . . . , zm) ∈ Cm :
m∑
j=1
∣∣zj∣∣2pj < 1
 , pj > 0,
or more generally of the form
(2) Ω2 :=

 m∑
j=1
∣∣zj∣∣2pj
a +
 n∑
k=1
|wk|2qk
b + · · · < 1
 ⊆ Cm+n+···,
2Bounded linear maps that preserve A-module structures.
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where the finitely many parameters pj , qk, a, b, . . . are arbitrary positive reals. (When
all pj , qk, . . . equal 1, Ω2 is called a generalized complex ellipsoid in [38].)
Theorem 5. Let Ω be a domain of the form (1) or (2), and I be a monomial ideal.
(a) There exist a positive integer k, essentially normal Hilbert A-modules A0 :=
L2a(Ω), A1, . . . ,Ak, and Hilbert A-module morphisms Ψq : Aq → Aq+1, q = 0, . . . , k−1
such that
(3) 0→ I →֒ A0 Ψ0→ A1 Ψ1→ · · · Ψk−1→ Ak → 0
is exact. (This implies that I⊥ is essentially normal.)
(b) For each q, let T(Aq) be the unital C*-algebra generated by all module action
operators as well as all compact operators on the Hilbert module Aq, and let σqe :=
σqe(Aq) be the essential Taylor spectrum associated to Aq. Then the identification
τI =
k∑
q=1
(−1)q−1[T(Aq)]
holds in K1
(
σ1e ∪ · · · ∪ σke
)
.
The explicit construction of the resolution (3) and the proof of Theorem 5 come
in Sections 2 and 3, respectively. Our proof uses crucially the fact that monomials
constitute an orthogonal basis for L2a(Ω) if Ω is a domain of type (1) or (2). Each Aq
has a tractable geometry as the Hilbert space of square-integrable analytic sections of
a Hermitian vector bundle on a disjoint union of subsets of Ω.
Remark 6. When I is homogeneous, the C*-algebra generated by {1} ∪ {Tp : p ∈ A}
is irreducible (it has no proper reducing closed subspace), hence contains K if I⊥ is
essentially normal [33, Page 923],[17, Theorem 5.39].
Remark 7. One reason why we care about monomial ideals is that a comprehensive
understanding of the phenomena appearing in this generically nonradical case may lead
to new results beyond the recently established ones about radical ideals [22, 25, 27].
Remark 8. When all pj are ≥ 1 and at least one of them is > 1, domain (1) is weakly
(but not strongly) pseudoconvex and with smooth boundary [15],[39, Section 11.5].
(The same is true for domain (2) if all a, b, . . . , 2pj, 2qk, . . . are ≥ 2 and at least one of
2pj, 2qk, . . . is > 2.) As far as we know, putting the polydiscs aside [49], Theorem 5 is
the only result which discusses Conjecture 1 and Problem 2 on weakly pseudoconvex
domains.
Remark 9. Note that a domain of type (2) is obtained from a domain of type (1) when
each |zj| is replaced by an expression of the form
∑nj
k=1 |zjk|pjk, where all coordinates
zjk are distinct. Applying this process on a domain of type (2) and repeating this
process finitely many times, give rise to more generalized egg domains. For example,
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we can get the following one:((|z111|p111 + |z112|p112)p11 + (|z121|p121 + |z122|p122 + |z123|p123)p12 + |z13|p13)p1 +
(· · · )p2 + · · · < 1.
The arguments in this paper prove Theorem 5 for all such domains.
Arveson’s statement of his essential normality conjecture was more refined than Con-
jecture 1 in the sense that it addressed the Schatten class membership of commutators
[6, 18]. In this paper, however, we merely focused on the membership of commutators
in the ideal of compacts. The reason is that our proof of Theorem 5.(b) relies crucially
on the usage of the Fuglede-Putnam theorem in the proof of Proposition 13.(b,c,d).
Since the Schatten class version of the Fuglede-Putnam theorem is missing [18, 44], our
result does not determine the Schatten class membership of the commutators for the
quotients of Bergman spaces by monomial ideals. Nevertheless, it is worth pointing
out that our computations (not included in this paper) show that the whole Bergman
space L2a(Ω1), associated with domain (1), is p-essentially normal exactly when p is
strictly larger than
max
{
m, pj(m− 1) : j = 1, . . . , m
}
.
(See also Remark 15.) This suggests that the Schatten class property of the commu-
tators may be related to the convexity and geometry of the domain [13, 23, 40]. We
plan to discuss this relation in the future [37].
Acknowledgments. We would like to thank Ronald Douglas, Guoliang Yu and Yi
Wang for inspiring discussions. Both authors are partially supported by NSF grants.
2. The construction of the resolution in Theorem 5
From now on, Ω1 and Ω2 are domains of type (1) and (2), respectively. We develop
the details for Ω1, and Ω2 can be treated similarly, with the only difference being
Proposition 11 and the proof of Lemma 14. We always use the multi-index notation
[39, Page 3], especially |α| to stand for the sum of the components of the multi-index
α. N denotes the set of nonnegative integers.
2.1. The monomial orthonormal basis for the Bergman space. Monomial func-
tions zα, α ∈ Nm are orthogonal in L2a(Ω1), as the integration in polar coordinates in
each variable shows. On the other hand, since Ω1 is a complete Reinhardt domain,
polynomials are dense in L2a(Ω1) with respect to the topology of uniform convergence
on compacts [42, Page 47]. Then a standard shrinking argument [50, Page 43],[26,
Page 11] shows that the normalized monomials
zα√
ω1(α)
, ω1(α) := ‖zα‖2L2a(Ω1)
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constitute an orthonormal basis for the Hilbert space L2a(Ω1). Next, we are going to
find an explicit formula for ω1(α) as well as ω2(α, β, . . .) :=
∥∥zαwβ · · ·∥∥2
L2a(Ω2)
. In what
follows, for a variable x = (x1, . . . , xm) ranging on some part of R
m, dx := dx1 · · · dxm
denotes the Riemannian density of the Euclidean space Rm. The set of positive reals
is denoted by R+.
Lemma 10. Given α := (α1, . . . , αm) ∈ Rm+ , we have∫
x∈Rm
+
,
∑
x2j<1
xαdx =
B
(
α+1
2
)
2m
∣∣α+1
2
∣∣ ,∫
x∈Rm
+
,
∑
x2j=1
xαdσm(x) =
B
(
α+1
2
)
2m−1
,
where α+1 = (α1+1, . . . , αm+1), B((α+1)/2) =
∏
Γ((αj+1)/2)/Γ(
∑
(αj+1)/2) is
the multi-variable Beta function, and dσm is the Riemannian density that dx induces
on the unit sphere Sm−1 ⊆ Rm.
Proof. These are standard facts [2, Section 1.8],[50, Page 13],[31, Page 80]. 
Proposition 11. (a) Given multi-index α ∈ Nm, we have
ω1(α) = ‖zα‖2L2a(Ω1) =
πm∏
pj
B
(
α+1
p
)
∣∣∣α+1p ∣∣∣ ,
where α+1
p
:=
(
α1+1
p1
, . . . , αm+1
pm
)
.
(b) Given multi-indices α ∈ Nm, β ∈ Nn, . . ., we have
ω2(α, β, . . .) =
∥∥∥zαwβ · · ·∥∥∥2
L2a(Ω2)
=
πm+n+···∏
pj
∏
qk · · ·
1
ab · · ·B
(
α + 1
p
)
B
(
β + 1
q
)
· · ·
B
(∣∣∣α+1ap ∣∣∣ , ∣∣∣β+1bq ∣∣∣ , . . .)∣∣∣α+1ap ∣∣∣+ ∣∣∣β+1bq ∣∣∣ + · · · .
Proof. (a) Using polar coordinates zj = xje
√−1θj for each coordinate zj of z = (z1, . . . , zm),
we have
ω1(α) =
∫
z∈Ω1
x2α
∏
xjdxjdθj = (2π)
m
∫
x∈Rm
+
,
∑
x
2pj
j <1
x2α+1dx.
After the change of variables Xj := x
pj
j , we have
ω1(α) =
(2π)m∏
pj
∫
X∈Rm
+
,
∑
X2
j
<1
X
2α+2
p
−1dX.
We are done by Lemma 10.
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(b) Using polar coordinates zj = xje
√−1θj , wk = yke
√−1ϕk , . . ., we have
ω2(α, β, . . .) =
(2π)m+n+···
∫
x∈Rm
+
,y∈Rn
+
,...,
(∑
x
2pj
j
)a
+
(∑
y
2qk
k
)b
+···<1
x2α+1y2β+1 · · · dxdy · · · .
After the change of variables Xj := x
p
j , Yk := y
q
k, . . ., we have
ω2(α, β, . . .) =
(2π)m+n+···∏
pj
∏
qk · · ·
∫
X∈Rm
+
,Y ∈Rn
+
,...,(
∑
X2j )
a
+(
∑
Y 2
k )
b
+···<1
X
2α+2
p
−1Y
2β+2
q
−1 · · · dXdY · · · .
Now comes the trick we learned from [16]. Changing to the spherical coordinates
X = rξ, Y = sη, . . ., where r, s, . . . are positive reals and ξ, η, . . . live on unit spheres
S
m−1, Sn−1, . . ., respectively, we have
ω2(α, β, . . .) =
(2π)m+n+···∏
pj
∏
qk · · ·
∫
r,s,...∈R+,r2a+s2b+···<1
r
∣∣∣ 2α+2
p
∣∣∣−1
s
∣∣∣ 2β+2
q
∣∣∣−1 · · ·drds · · ·×∫
ξ∈Sm−1
+
,η∈Sn−1
+
,...
ξ
2α+2
p
−1η
2β+2
q
−1 · · · dσm(ξ)dσn(η) · · · ,
where Sm−1+ denotes S
m−1 ∩Rm+ , and similarly for others. The first integral is given by
the first formula in Lemma 10 after the change of variables R := ra, S := sb, . . ., and
the second integral is given by the second formula in Lemma 10. 
For later uses, we do the same computations in the more general context of weighted
Bergman spaces. Given a domain Ω ⊆ Cm with smooth boundary, L2a,s(Ω), s > −1
denotes the weighted Bergman space consisting of all holomorphic functions f on Ω
such that
∫
Ω
|f(z)|2ρ(z)sdV (z) <∞, where ρ(z) is a positively signed smooth defining
function for Ω and dV is the Lebesgue measure. For Ω1 and Ω2, we use the defining
functions
1−
∑
|zj |2pj and 1−
(∑∣∣zj∣∣2pj)a − (∑ |wk|2qk)b − · · · ,
respectively.
Proposition 12. (a) Given multi-index α ∈ Nm, we have
ω1,s(α) := ‖zα‖2L2a,s(Ω1) =
πm∏
pj
B
(
α + 1
p
) Γ(∣∣∣α+1p ∣∣∣) s!
Γ
(∣∣∣α+1p ∣∣∣+ s+ 1) .
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(b) Given multi-indices α ∈ Nm, β ∈ Nn, . . ., we have
ω2,s(α, β, . . .) :=
∥∥∥zαwβ · · ·∥∥∥2
L2a,s(Ω2)
=
πm+n+···∏
pj
∏
qk · · ·
1
ab · · ·B
(
α + 1
p
)
B
(
β + 1
q
)
· · ·B
(∣∣∣∣α+ 1ap
∣∣∣∣ , ∣∣∣∣β + 1bq
∣∣∣∣ , . . .
)
×
s!Γ
(∣∣∣α+1ap ∣∣∣ + ∣∣∣β+1bq ∣∣∣+ · · ·)
Γ
(
s+ 1 +
∣∣∣α+1ap ∣∣∣ + ∣∣∣β+1bq ∣∣∣+ · · ·) .
Proof. (a) Similar to the proof of Proposition 11.(a), we have
ω1,s(α) =
(2π)m∏
pj
∫
X∈Rm
+
,
∑
X2j<1
X
2α+2
p
−1
(
1−
∑
X2j
)s
dX.
Changing to the spherical coordinates X = rξ, r > 0, ξ ∈ Sm−1, we have
ω1,s(α) =
(2π)m∏
pj
∫
ξ∈Sm−1
+
ξ
2α+2
p
−1dσm(ξ)×
∫ 1
0
r
∣∣∣ 2α+2
p
∣∣∣−1 (
1− r2)s dr.
The first integral is given by the second formula in Lemma 10, and the second integral
is given by the formula
∫ 1
0
ta−1(1 − t)b−1dt = Γ(a)Γ(b)/Γ(a + b) after the change of
variable r2 = t.
(b) Similar to the proof of Proposition 11.(b), we have
ω2,s(α, β, . . .) =
(2π)m+n+···∏
pj
∏
qk · · ·
∫
ξ∈Sm−1
+
,η∈Sn−1
+
,...
ξ
2α+2
p
−1η
2β+2
q
−1 · · · dσm(ξ)dσn(η) · · ·×∫
r,s,...∈R+,r2a+s2b+···<1
r
∣∣∣ 2α+2p
∣∣∣−1
s
∣∣∣ 2β+2q
∣∣∣−1 · · · drds · · ·
(
1− r2a − s2b − · · ·
)s
.
The first integral is given by the second formula in Lemma 10. The second integral
after the change of coordinates R := ra, S := sb, . . . becomes
1
ab · · ·
∫
R,S,...∈R+,R2+S2+···<1
R
∣∣∣ 2α+2
ap
∣∣∣−1
S
∣∣∣ 2β+2
bq
∣∣∣−1 · · · (1− R2 − S2 − · · · )s dRdS · · · .
Changing to the spherical coordinates (R, S, . . .) = rξ, r > 0, ξ in the unit sphere,
this latter integral equals an integral in the second formula in Lemma 10 multiplied
by some integral of the form
∫ 1
0
tu−1(1− t)v−1dt = Γ(u)Γ(v)/Γ(u+ v). 
2.2. Some notations. From now on, we are going to use the notation
(4) zn :=
zn
1
1 . . . z
nm
m√
ω1(n)
, n = (n1, . . . , nm) ∈ Nm
for the elements of the orthonormal basis of L2a(Ω1) derived in Section 2.1.
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Given a positive integer q, let Sq(m) denote the set of all q-shuffles of the set
{1, . . . , m}, namely
Sq(m) :=
{
j := (j1, . . . , jq) ∈ Zq : 1 ≤ j1 < j2 < · · · < jq ≤ m} .
Whenever necessary, we identify shuffles in Sq(m) with subsets of {1, . . . , m} of size
q. This enables us to talk about the union, intersection, etc. of shuffles of {1, . . . , m}
with themselves and with other subsets of {1, . . . , m}.
2.3. Boxes and their associated Hilbert modules. To each j = (j1, . . . , jq) ∈
Sq(m) and b = (b
1, . . . , bq) ∈ Nq we associate the box
B
b
j :=
{
(n1, . . . , nm) ∈ Nm : nji ≤ bi for i = 1, . . . , q
}
,
and to each box Bbj we associate the Hilbert space
Hbj := L2a(Ω1)⊖
〈
zb
1+1
j1 , . . . , z
bq+1
jq
〉
consisting of all functions X =
∑
n∈Nm Xnz
n ∈ L2a(Ω1) such that Xn = 0 for every
n ∈ Nm \ Bbj . An element X ∈ Hbj has the Taylor expansion X =
∑
Xn1···nmzn with
summation over nj
1 ≤ b1, . . . , njq ≤ bq. The general construction in Section 1 about
the orthogonal complements of polynomial ideals makes Hbj a Hilbert A-module. (A
denotes the ring of polynomials in m variables.) More explicitly, its fundamental tuple
of Toeplitz operators is given by
T j,bzi (z
n) :=
{
ziz
n, if (n1, . . . , ni−1, ni + 1, ni+1, . . . , nm) ∈ Bbj ,
0, otherwise,
, i = 1, . . . , m.
In the next proposition we gather several facts about essential normality which will
be used later.
Proposition 13 (Arveson-Douglas). (a) Let Ω be an open subset of Cm, I ⊆ A be a
homogeneous ideal, and P,Q := 1 − P be the orthogonal projections in L2(Ω) onto I
and I⊥, respectively. Suppose that L2a(Ω) is essentially normal. Then I is essentially
normal (module actions are given by restrictions of multiplications in L2a(Ω)) if and
only if I⊥ is essentially normal, if and only if all [Mzα , P ], α = 1, . . . , m are compact,
if and only if all PMzαQ are compact, if and only if all [Mzα , Q] are compact, if and
only if all QM∗zαP are compact.
(b) Let M and N be isomorphic Hilbert A-modules. Then M is essentially normal
if and only of N is; if so, then they represent the same odd K-homology class.
(c) Let M be an essentially normal Hilbert A-module, and N ⊆M be a submodule.
Then N is essentially normal if and only if the quotient module M/N is.
(d) Let Ψ : A1 → A2 be a closed-range Hilbert A-module map between essentially
normal Hilbert modules. Then the kernel and range of Ψ are essentially normal.
Proof. (a) Our reference is [6, Theorem 4.3]. Recall that an operator T is compact if
and only if T ∗ is compact, if and only if TT ∗ is compact. Let the module action of
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p ∈ A on L2(Ω), I and I⊥ be denoted by operators Mp, Rp and Tp, respectively. For
brevity, set Mα := Mzα , Rα := Rzα and Tα := Tzα . The last four statements are easily
seen to be equivalent. Here are the reasons. Since I is invariant under Mα, we have
PMαP = MαP . Then
[Mα, P ] = MαP − PMα = PMαP − PMα = −PMαQ.
The equality P+Q = 1 gives [Mα, P ] = −[Mα, Q]. Also note that (PMαQ)∗ = QM∗αP .
For the rest, we need the assumption that L2(Ω) is essentially normal. With an
abuse of language, one says that, as mappings from L2(Ω) to I, RαP and R
∗
βP equal
PMαP = MαP and PM
∗
βP , respectively. Then
[Rα, R
∗
β]P = MαPM
∗
βP − PM∗βMαP ∼MαPM∗βP − PMαM∗βP = [Mα, P ]M∗βP
= −PMαQM∗βP = −(PMαQ)(QM∗βP ) = −(PMαQ)(PMβQ)∗ = −[Mα, P ][Mβ, P ]∗,
where ∼ denotes equality modulo compacts. This identity shows that all [Rα, R∗β ] are
compact if and only if all [Mα, P ] are. The rest of the proof is dual. As mappings from
L2(Ω) to I⊥, TαQ and T ∗βQ equal QMαQ and QM
∗
βQ = M
∗
βQ, respectively. We also
have the identity
[Tα, T
∗
β ]Q ∼ [Mβ, Q]∗[Mα, Q],
which proves that all [Tα, T
∗
β ] are compact if and only if all [Mα, Q] are.
(b, c, d) Refer to [22, Proposition 4.4], [18, Theorem 2.1] and [19, Theorem 2.2],
respectively. 
Lemma 14. Each Hbj is essentially normal.
Proof. We first show that L2a(Ω1) is essentially normal. Let Mzi ∈ B(L2a(Ω1)), i =
1, . . . , m be the multiplication by the coordinate function zi. Since these operators
commutate with each other, according to the Fuglede-Putnam theorem, it suffices to
verify that each Mzi is essentially normal. Clearly[
Mzi ,M
∗
zi
]
(zn) = λzn, ∀n = (n1, . . . , nm) ∈ Nm,
where
λ = λ′ − λ′′, λ′ = ω1(n1 · · ·nm)
ω1(n1 · · ·ni − 1 · · ·nm) , λ
′′ =
ω1(n1 · · ·ni + 1 · · ·nm)
ω1(n1 · · ·nm) .
We need to check that λ→ 0 when the norm of n (say the l1 norm) tends to infinity.
By Proposition 11.(a), we have
λ′ =
Γ
(
ni+1
pi
)
Γ
(
ni
pi
) Γ
(
N + ni
pi
)
Γ
(
N + ni+1
pi
) N + nipi
N + ni+1
pi
,
where
N :=
∑
l 6=i
nl + 1
pl
.
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Note that by Stirling’s formula (or more strongly [46]), Γ(x+ a)/Γ(x) ≈ xa as the real
variable x grows large. Therefore, when ni is bounded and N → ∞, λ′ is dominated
by N−1/pi , so λ → 0. On the other hand, when ni → ∞, λ′ asymptotically behaves
like (
ni
pi
) 1
pi
(
N +
ni
pi
)− 1
pi ≈
(
1− Nni
pi
+N
) 1
pi
≈ 1− N
ni + piN
.
This shows that λ = λ′ − λ′′ → 0 when ni → ∞. We have shown that L2a(Ω1) is
essentially normal.
Let P be the orthogonal projection in L2a(Ω1) onto Hbj . To prove our lemma, ac-
cording to Proposition 13.(a), it suffices to check that each [Mzi , P ] is compact. For
each n ∈ Bbj we have
PMzi(z
n) =

√
ω1(n1···ni+1···nm)
ω1(n1···nm) z
n1···ni+1···nm, if (n1 · · ·ni + 1 · · ·nm) ∈ Bbj ,
0, otherwise,
MziP (z
n) =

√
ω1(n1···ni+1···nm)
ω1(n1···nm) z
n1···ni+1···nm , if (n1 · · ·ni · · ·nm) ∈ Bbj ,
0, otherwise.
Note that the coefficients
√· · · appear because of the normalization in definition (4).
Therefore
[
Mzi , P
]
(zn) =

√
ω1(n1···bl+1···nm)
ω1(n1···bl···nm) z
n1···ni+1···nm , if (n1 · · ·ni · · ·nm) ∈ Bbj and
∃l such that i = jl, ni = bl,
0, otherwise.
We need to check that the ratio
ρ :=
ω1(n1 · · · bl + 1 · · ·nm)
ω1(n1 · · · bl · · ·nm) ,
with l and bl fixed, approaches zero when the norm of (n1, . . . , bl, . . . , nm) tends to
infinity. This was verified during the proof of the essential normality of L2a(Ω1). This
finishes the proof of our lemma for domains of type (1). The proof for domains of type
(2) is completely similar, having the explicit formula for ω2(α, β, . . .) (Proposition
11.(b)) at hand. 
Remark 15. With arguments similar to the ones in the proof of Lemma 14, one can
show that L2a(Ω1) is p-essentially normal if and only if p is strictly larger than
max
{
m, pj(m− 1) : j = 1, . . . , m
}
.
The computations will be included in our forthcoming paper [37]. It is worth pointing
out that it is a new phenomenon that the p-essential normality of the Bergman module
depends not only on the dimension of the domain but also on its geometry. This
phenomenon will also be explored in [37].
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2.4. The geometry of the Hilbert modules associated to boxes. Consider the
Hilbert module Hbj associated to the box Bbj . Set
Ω1,j :=
{
(z1, . . . , zm) ∈ Ω1 : zj1 = · · · = zjq = 0
}
.
Observe that Ω1,j is an egg domain of type (1) inside C
m−q. Consider the Hilbert space
H˜bj :=
⊕
i=(i1,...,iq)∈Nq
i1≤b1,...,iq≤bq
L2
a,
∑q
l=1
il+1
p
jl
(Ω1,j),
and the map Rbj : Hbj → H˜bj given by sending X ∈ Hbj to
Y =
∑
Y i, Y i =
 πqi!∏ql=1 pjl
∏q
l=1 Γ
(
il+1
p
jl
)
(∑q
l=1
il+1
p
jl
)
!

1
2
∂|i|X
∂zi
1
j1
· · · ∂ziqjq
∣∣∣∣
Ω1,j
∈ L2
a,
∑q
l=1
il+1
p
jl
(Ω1,j).
A straightforward computation with the orthonormal bases (Propositions 11 and 12) shows
that: Rbj is an isometric isomorphism of Hilbert spaces.
Now consider the trivial vector bundle Ebj := C
(b1+1)···(bq+1) ×Ω1,j over Ω1,j, together with
the standard frame ei, i = (i
1, . . . , iq) ∈ Nq, i1 ≤ b1, . . . , iq ≤ bq, and equip it with the
Hermitian structure
〈ei, ei′〉(z) =
1− q∑
l=1
|zl|2pjl

∑q
l=1
il+1
p
jl
δi,i′ , z ∈ Ω1,j,
where δ is the Kronecker tensor. This way, H˜bj can be identified with the Bergman space of
the L2-holomorphic sections of Ebj . Under the isomorphism R
b
j , one can identify the Toeplitz
algebra generated by T j,bzi ∈ B(Hbj ), i = 1, . . . ,m with the algebra generated by matrix-valued
Toeplitz operators on the latter Bergman space of L2-holomorphic sections of Ebj .
2.5. The construction of the resolution. This section constructs the resolution in The-
orem 5. Let the ideal I ⊆ A be generated by distinct monomials
zαi , αi := (α
1
i , . . . , α
m
i ) ∈ Nm, i = 1, . . . , l.
Let the complementary space C(I) ⊆ Nm be the set of the exponents of those monomials
which do not belong to I. Note that the set of monomials belonging to I is a basis of I as
a complex vector space [35, Theorem 1.1.2]. Also note that a monomial u belongs to I if
and only if there is a monomial v such that u = vzαi for some i = 1, . . . , l [35, Proposition
1.1.5]. In other words, zn
1
1 · · · zn
m
m ∈ C(I) if and only if for every i = 1, . . . , l there exists
si ∈ {1, . . . ,m} such that nsi < αsii . Consider the finite collection
S(α1, . . . , αl) := {1, . . . ,m}l
of l-tuples s = (s1, . . . , sl) of integers such that 1 ≤ si ≤ m for every i. Given s, let js be the
shuffle associated to the set {s1, . . . , sl}. For each j ∈ js, let bj be the minimum of all αsii −1,
i = 1, . . . , l, such that si = j. Set bs := (bj)j∈js. The following symbolic logic computation
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shows that: C(I) is the union of boxes Bbsjs , s ∈ S(α1, . . . , αl).
zn
1
1 · · · zn
m
m ∈ C(I)↔
(
n1 < α11 ∨ · · · ∨ nm < αm1
)
∧ · · · ∧
(
n1 < α1l ∨ · · · ∨ nm < αml
)
↔
∨
(s1,...,sl)∈{1,...,m}l
(
ns1 < αs11 ∧ · · · ∧ nsl < αsll
)
.
2.5.1. The construction of modules Aq. From now on, fix a finite collection of boxes
(5) Bbiji , i = 1, . . . , k
such that their union equals C(I). Given I ⊆ {1, . . . , k} (note that we are using the symbol
I for two purposes), let
B
bI
jI
:=
⋂
i∈I
B
bi
ji
denote the intersection of boxes Bbiji , i ∈ I. (Note that the intersections of boxes are again
boxes.) Each box BbIjI has a corresponding Hilbert module H
bI
jI
as introduced in Section 2.3.
For each q = 1, . . . , k, set
Aq :=
⊕
I∈Sq(k)
HbIjI , A0 := L2a(Ω1).
Note that each Hilbert space Aq is equipped with a Hilbert A-module structure coming from
the A-module structures on its direct summands. It is immediate from Lemma 14 that
Proposition 16. Each Aq is essentially normal.
2.5.2. The construction of maps Ψq. Thinking of the elements of Sq+1(k) as the subsets
Iq+1 ⊆ {1, . . . , k} of size q + 1, define the maps f iq+1 : Sq+1(k) → Sq(k), i = 1, . . . , q + 1
by setting f iq+1(Iq+1) to be the subset of {1, . . . , k} obtained by dropping the i-th smallest
element in Iq+1. The map Ψq : Aq → Aq+1 is defined by sending X =
∑
Iq∈Sq(k)X
Iq ∈ Aq,
XIq ∈ HbIqjIq to Y =
∑
Iq+1∈Sq+1(k) Y
Iq+1 ∈ Aq+1, Y Iq+1 ∈ H
bIq+1
jIq+1
, given by
(
Y Iq+1
)
n
=

∑q+1
i=1 (−1)i−1
(
Xf
i
q+1(Iq+1)
)
n
, n ∈ BbIq+1jIq+1 ,
0, otherwise.
Remark 17. Similar to the explanation in Section 2.4, each Hilbert module Aq, q = 1, . . . , k
can be identified with the Bergman space of the L2-holomorphic sections of a Hermitian
vector bundle on a disjoint union of subsets of Ω1. Under this identification, the module
morphisms Ψq, q = 0, . . . , k− 1 can be realized as the restriction maps of jets of holomorphic
sections to the subsets. Although this geometric picture is not used heavily in what follows,
we believe that such an intuition will play a crucial role in the study of nonradical ideals
beyond monomials.
3. The Proof of Theorem 5
In this section we prove Theorem 5. Again, we develop the details for a domain Ω1 of type
(1), and domains of type (2) can be treated similarly.
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3.1. The proof of Theorem 5.(a). In this section we prove that the construction of Section
2.5 is a resolution of Hilbert modules asserted in Theorem 5.(b). This is an adjustment of
the proof of Theorem 4, first appeared in [21, Theorem 1.1].
Proposition 18. Each Ψq is a morphism of Hilbert A-modules.
Proof. We first verify boundedness. For each X =
∑
Iq∈Sq(k)X
Iq ∈ Aq, XIq ∈ HbIqjIq we
defined
Ψq(X) =
∑
I′q+1
Y I
′
q+1 , Y I
′
q+1 ∈ H
bI′
q+1
jI′
q+1
, Y
I′q+1
n =

∑q+1
i=1 (−1)i−1X
f iq+1(I
′
q+1)
n , n ∈ B
bI′
q+1
jI′
q+1
,
0, otherwise.
Therefore
∥∥Ψq(X)∥∥2 = ∑
I′q+1
∑
n∈B
b
I′
q+1
j
I′
q+1
∣∣∣∣∣∣
q+1∑
i=1
(−1)i−1Xf
i
q+1
(
I′q+1
)
n
∣∣∣∣∣∣
2
≤
∑
I′q+1
∑
n∈B
b
I′
q+1
j
I′
q+1
(q + 1)
∣∣∣∣Xf iq+1(I′q+1)n ∣∣∣∣2
≤
∑
I′q+1
∑
n∈B
bIq
jIq
(q + 1)
∣∣∣XIqn ∣∣∣2 , since BbI′q+1jI′
q+1
⊆ BbIqjIq
≤ (k − q)(q + 1)
∑
I∈Sq(k)
∑
n∈B
bIq
jIq
∣∣∣XIqn ∣∣∣2 = (k − q)(q + 1)‖X‖2.
The last inequality is because every Iq is contained in at most k − q number of I ′q+1.
Next, we prove that Ψq commutes with the module actions. For each I ∈ Sq(k) and
XI ∈ HbIjI , we defined
Ψq(X
I) =
∑
1≤s≤k, s/∈I
(−1)sign(I,s)Y I∪{s}, Y I∪{s} ∈ HbI∪{s}jI∪{s} , Y
I∪{s}
n =
XIn , n ∈ B
bI∪{s}
jI∪{s}
,
0, otherwise,
where s is the α-th smallest number in I ∪ {s}, and sign(I, s) = α− 1.
Each zp action on HbIjI is implemented by
T jI ,bIzp
(
XI
)
n1···np+1···nm
=

√
ω1(n1···np+1···nm)
ω1(n1···nm) X
I
n1···np···nm , p /∈ jI ,√
ω1(n1···np+1···nm)
ω1(n1···nm) X
I
n1···np···nm , p = j
s ∈ jI , np + 1 ≤ bs,
0, otherwise.
This shows that T jI ,bIzp preserves the component HbIjI . Similarly, the zp action on H
bI∪{s}
jI∪{s}
is
realized by
T
jI∪{s},bI∪{s}
zp
(
Y I∪{s}
)
n1···np+1···nm
=

√
ω1(n1···np+1···nm)
ω1(n1···nm) Y
I∪{s}
n1···np···nm, p /∈ jI , p 6= s,√
ω1(n1···np+1···nm)
ω1(n1···nm) Y
I∪{s}
n1···np···nm, p = jt ∈ jI∪{s}, np + 1 ≤ bt,
0, otherwise.
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It is straightforward to directly check that on each component HbI∪{s}jI∪{s} we have(
Ψq
(
T jI ,bIzp
(
XI
)))I∪{s}
= T
jI∪{s},bI∪{s}
zp
(
Ψq
(
XI
)I∪{s})
,
and we are done. 
Proposition 19. I = ker(Ψ0).
Proof. If f ∈ I, then f has no nonzero component in any of the boxes Bbsjs , s ∈ S(α1, . . . , αl),
hence f ∈ ker(Ψ0). This shows that I ⊆ ker(Ψ0). For the other direction, assume f =∑
n∈Nm fnz
n ∈ ker(Ψ0). Since Ψ0(f) = 0, it follows that fn = 0 for every i = 1, . . . , k and
n ∈ Bbiji . Let fM , M = 1, 2, . . . be the truncation of the Taylor expansion of f by requiring
n1, . . . , nm < M . fM has no component in the boxes B
b1
j1
, . . . ,Bbkjk , hence fM ∈ I. Therefore,
f = lim fM ∈ I. 
Proposition 20. Im(Ψq−1) ⊆ ker(Ψq) for every q = 1, . . . , k.
Proof. For each I ∈ Sq−1(k) and XI ∈ HbIjI , the image of XI under Ψq−1 is of the form∑
1≤s≤k, s/∈I
(−1)sign(I,s)Y I∪{s},
where Y I∪{s} ∈ HbI∪{s}jI∪{s} , s is the α-th smallest number in I ∪ {s}, sign(I, s) = α− 1, and the
function Y I∪{s} is given by
Y
I∪{s}
n =
 XIn , n ∈ B
bI∪{s}
jI∪{s}
,
0, otherwise.
Similarly, the image of Y I∪{s} under Ψq is of the form∑
1≤t≤k, t/∈I∪{s}
(−1)sign(I∪{s},t)ZI∪{s,t},
where ZI∪{s,t} ∈ HbI∪{s,t}jI∪{s,t} , t is the β-th smallest number in I ∪{s, t}, sign(I ∪{s}, t) = β− 1,
and the function ZI∪{s,t} is given by
Z
I∪{s,t}
n =
 Y
I∪{s}
n , n ∈ BbI∪{s,t}jI∪{s,t} ,
0, otherwise.
Therefore
Ψq
(
Ψq−1
(
XI
))
=
∑
1≤s 6=t≤k, s,t/∈I
(−1)sign(I,s)+sign(I∪{s},t)ZI∪{s,t}
=
∑
1≤s<t≤k, s,t/∈I
(
(−1)sign(I,s)+sign(I∪{s},t) + (−1)sign(I,t)+sign(I∪{t},s)
)
ZI∪{s,t}.
Every summand in the latter sum vanishes because
sign(I, s) = sign(I ∪ {t}, s), sign(I ∪ {s}, t) = sign(I, t) + 1
when s < t. 
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Proposition 21. (a) Im(Ψ0) ⊇ ker(Ψ1).
(b) Im(Ψq−1) ⊇ ker(Ψq) for every q = 1, . . . , k.
Proof. (a) Assume X := (X1, . . . ,Xp) ∈ ker(Ψ1). Consider ξ ∈ A0 given by
ξn :=
Xsn , there is s such that n ∈ B
bs
js
,
0, otherwise.
This is well-defined because Ψ1(ξ) = 0. Note that ξ ∈ A0 because ‖ξ‖2 = ‖X1‖2+· · ·+‖Xp‖2.
Clearly, Ψ0(ξ) = X.
(b) We apply induction on k. When k = 1, the map Ψ0 : A0 → A1 is surjective because
computing with the orthonormal basis shows that A1 can be identified with a closed subspace
of A0 = L2a(Ω1), with Ψ0 being the corresponding orthogonal projection. Assuming
Im(Ψq−1) ⊇ ker(Ψq), q = 1, . . . , k, 1 ≤ k < p,
we prove the statement for k = p. The case q = 1 is proved in (a), so from now on we assume
2 ≤ q ≤ k.
Consider the following two collections of p− 1 boxes:
• The first p− 1 boxes: Bb1j1 , . . . ,B
bp−1
jp−1
.
Applying the construction in Section 2.5 to these boxes, we get the Hilbert modules
A1s together with the Hilbert module maps Ψ1s : A1s → A1s+1, s = 1, . . . , p − 2. Set
A1p := {0} and Ψ1p−1 := 0.
• The intersection of the first p− 1 boxes with the last one: Bb1pj1p , . . . ,B
bp−1p
jp−1p
.
Applying the construction in Section 2.5 to these boxes, we get the Hilbert modules
A2s together with the Hilbert module maps Ψ2s : A2s → A2s+1, s = 1, . . . , p − 2. Set
A2p := {0} and Ψ2p−1 := 0.
By the induction assumption we have
Im
(
Ψ1q−1
)
⊇ ker
(
Ψ1q
)
, Im
(
Ψ2q−1
)
⊇ ker
(
Ψ2q
)
, q = 1, . . . , p− 1.
Define a map Φs : A1s → A2s by
Φs(X
I) = Y I∪{p}, I ∈ Ss(p − 1),
where Y I∪{p} denotes the component corresponding to the intersection of the boxes B
bi1p
ji1p
,
. . ., B
bisp
jisp
, given by
Y
I∪{p}
n :=
 (−1)tXIn , n ∈ B
bI∪{p}
jI∪{p}
,
0, otherwise.
Similar to the proof of Proposition 18, Φs is an A-module map. Furthermore, we can easily
check that
• Aq = A1q ⊕A2q−1 for q = 2, . . . , p.
• Ψq =
(
Ψ1q 0
Φq Ψ
2
q−1
)
for q = 2, . . . , p− 1.
These identifications are used below to prove that Im(Ψq−1) ⊇ ker(Ψq). We split the proof
into three cases.
(1) q = 2.
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Suppose (X1,X2) ∈ A12 ⊕A21 = A2 is in ker(Ψ2). By the identification above for Ψq, we
have
Ψ12(X1) = 0, Φ2(X1) + Ψ
2
1(X2) = 0.
By the induction assumption, we have ker(Ψ12) ⊆ Im(Ψ11), so there exists Y1 ∈ A11 such
that Ψ11(Y1) = X1. By Proposition 20, for the morphism Ψ•, we have
(0, 0) = Ψ2
(
Ψ1(Y1, 0)
)
= Ψ2
(
Ψ11(Y1),Φ1(Y1)
)
=
(
Ψ12
(
Ψ11(Y1)
)
,Φ2
(
Ψ11(Y1)
)
+Ψ21
(
Φ1(Y1)
))
, Ψ11(Y1) = X1, Ψ
1
2
(
Ψ11(Y1)
)
= 0
=
(
0,Φ2(X1) + Ψ
2
1
(
Φ1(Y1)
))
.
Therefore, Φ2(X1) + Ψ
2
1
(
Φ1(Y1)
)
= 0. Setting X ′2 := X2 − Φ1(Y1), we have
Ψ21(X
′
2) = Ψ
2
1(X2)−Ψ21(Φ1(Y1)) = Ψ21(X2) + Φ2(X1) = 0,
because 0 = Ψ2(X1,X2) = (Ψ
1
2(X1),Φ2(X1) + Ψ
2
1(X2)). Since Ψ
2
1(X
′
2) = 0, it follows
that the following assignment is well-defined:
(Y2)n :=
 (X ′2ip)n, n ∈ B
bip
jip
for some i = 1, ..., p − 1,
0, otherwise.
Arguments similar to the proof of Proposition 21 show that this assignment gives Y2 ∈ Hbpjp
such that Ψ20(Y2) = X
′
2. In summary, we have found (Y1, Y2) ∈ A1 = A11 ⊕ Hbpjp which
satisfies
Ψ1(Y1, Y2) =
(
Ψ11(Y1),Φ1(Y1) + Ψ
2
0(Y2)
)
=
(
X1,Φ1(Y1) +X
′
2
)
= (X1,X2).
(2) q = 3, . . . , p − 1.
Suppose (X1,X2) ∈ A1q ⊕ A2q−1 = Aq is in ker(Ψq). By the identification above for Ψq,
we have
Ψ1q(X1) = 0, Φq(X1) + Ψ
2
q−1(X2) = 0.
Since Im(Ψ1q−1) ⊇ ker(Ψ1q), there exists Y1 ∈ A1q−1 such that X1 = Ψ1q−1(Y1). Since
Ψq(Ψq−1(Y1, 0)) = 0, it follows that Φq(X1) + Ψ2q−1(Φq−1(Y1)) = 0. Therefore
Ψ2q−1
(
X2 − Φq−1(Y1)
)
= 0.
Since Im
(
Ψ2q−2
)
⊇ ker
(
Ψ2q−1
)
, there exists Y2 ∈ A2q−2 such that Ψ2q−2(Y2) = X2 −
Φq−1(Y1). In summary, we have found (Y1, Y2) ∈ Aq which satisfies
Ψq−1(Y1, Y2) =
(
Ψ1q−1(Y1),Φq−1(Y1) + Ψq−2(Y2)
)
= (X1,X2).
(3) q = p.
Since Ψ2p−2 : A2p−2 → A2p−1 is surjective, it follows that
Ψp−1 :
(
Ap−1 = A1p−1 ⊕A2p−2
)
→
(
Ap = A2p−1
)
is also surjective.
All cases are exhausted. 
3.2. The proof of Theorem 5.(b). To deduce the index formula in Theorem 5.(b) from
the resolution in Theorem 5.(a), we need the following proposition.
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Proposition 22. Let 0 → M1 → M2 → M3 → 0 be a short exact sequence of essentially
normal Hilbert A-modules and Hilbert A-module maps between them. Suppose that the es-
sential spectra of Mi, i = 1, 2, 3 is contained in Ω1, and let αi : C(Ω1) → Q(Mi) be the
∗-representation of C(Ω1) on the Calkin algebra Q(Mi) = B(Mi)/K(Mi) induced by the
essential normality of Mi.
(a) There are co-isometries U :M2 →M1 and V :M2 →M3 such that UV ∗ = 0 = V U∗,
U∗U +V ∗V = 1, and they commute with A-module structures up to compact operators in the
sense that [U ]α2[U ]
∗ = α1 and [V ]α2[V ]∗ = α3, where αi(p) = [T ip] ∈ Q(Mi), p ∈ A is the
equivalence class of the multiplication operator T ip ∈ B(Mi).
(b) We have [α2] = [α1] + [α3] in K1
(
σ2e
)
, where [α1] and [α3] are identified as classes in
K1(σ
2
e) by the co-isometries U and V .
Proof. (a) [21, Proposition 3.8].
(b) Set σie := σe(Mi). The representation αi factors through ∗-monomorphism C(σie) →
Q(Mi). We have α1 = [U ]α2[U ]∗ by (a). The composition of [U ]α2[U ]∗ with α−11 is a ∗-
homomorphism C(σ2e)→ C(σ1e), and this induces a natural map σ1e → σ2e . Similarly, we have
a natural map σ3e → σ2e . Therefore, α1 and α3 induce classes [α1] and [α3] in K1
(
σ2e
)
by the
functoriality of K1. Putting all equations
UU∗ = 1 = V V ∗, UV ∗ = 0 = V U∗, U∗U + V ∗V = 1,
[U ]α2[U ]
∗ = α1, [V ]α2[V ]∗ = α3,
together, we deduce that [α2] = [α1] + [α3]. 
The proof of Theorem 5.(b). The idea is to decompose the resolution of I in Theorem 5.(a)
into short exact sequences and then apply Proposition 22.(b). The details follow. Consider
A−q := Im(Ψq−1) = ker(Ψq) as a closed subspace of Aq. Note that A−k = Ak because Ψk−1
is surjective. The morphism Ψq : Aq → Aq+1 of Hilbert modules induces the short exact
sequence
(6) 0→ A−q →֒ Aq
Ψq−−→ A−q+1 → 0, q = 1, . . . , k − 1,
which, according to Propositions 13 and 16, implies that A−q is essentially normal. Set σqe :=
σe(Aq), and let αq (respectively α−q ) be the ∗-monomorphism C(σqe) → Q(Aq) (respectively
C(σq−e )→ Q(A−q )) induced by essential normality. Note that the essential spectra of all terms
in exact sequence (6) is contained in Ω1. By Proposition 22.(b), we have [αq] = [α
−
q ] + [α
−
q+1]
in K1
(
σqe
)
for every q = 1, . . . , k − 1. These formulas for q = k − 1 and q = k − 2 give
[αk−1] = [α−k−1] + [αk] ∈ K1
(
σk−1e
)
, [αk−2] = [α−k−2] + [α
−
k−1] ∈ K1
(
σk−2e
)
.
Pushing forward these equations into K1
(
σk−1e ∪ σk−2e
)
by inclusion maps σk−1e , σk−2e →֒
σk−1e ∪ σk−2e , gives [αk−1] + [α−k−2] = [αk] + [αk−2]. Continuing this argument, we have
(7) [α−1 ] = [α1]− [α2] + . . .+ (−1)k−1[αk] in K1(σ1e ∪ · · · ∪ σke ).
On the other hand, the short exact sequence
0→ I → L2a(Ω1)→ A−1 → 0
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establishes a natural Hilbert module isomorphism between A−1 and L2a(Ω1)/I ∼= I⊥, hence
τI := [I
⊥] = [α−1 ] by Proposition 13.(b). This, together with (7), gives the index formula in
Theorem 5.(b). Q.E.D.
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