In this paper, we propose a likelihood ratio-based method to evaluate density forecasts, which can jointly evaluate the unconditional forecasted distribution and dependence of the outcomes. Unlike the well-known Berkowitz test, the proposed method does not require a parametric specification of time dynamics. We compare our method with the method proposed by several other tests and show that our methodology has very high power against both dependence and incorrect forecasting distributions. Moreover, the loss of power, caused by the nonparametric nature of the specification of the dynamics, is shown to be small compared to the Berkowitz test, even when the parametric form of dynamics is correctly specified in the latter method.
| INTRODUCTION
An evaluation of the quality of forecasts can have different purposes. It could be to determine whether point forecasts are, on average, hitting the actual outcome not yet observed. It could be, for example, in a risk management context, to investigate whether interval forecasts have the coverage probability the model used would imply. The evaluation of point forecasts is typically done by comparing different forecasting models and investigating whether one has a significantly larger expected loss function. This loss function could be mean squared error (MSE), mean absolute error (MAE) or, in cases where available, economic loss incurred by using a forecast compared to having the actual values. Examples on papers dealing with the evaluation of point forecasts are Wallis (1995) , Diebold and Lopez (1996) , and Gneiting (2011) . Interval forecasts are evaluated by the relative frequency of an interval to cover the actual outcome (Chatfield, 1993; Granger, White, & Kamstra, 1989 ). An often cited paper on the evaluation of interval forecasting is Christoffersen (1998) , which proposed a theory to evaluate the interval forecast. This evaluation procedure is based on the likelihood ratio test and, owing to the additivity of the likelihood ratio test, the method can jointly test the unconditional coverage and independence by testing the correct conditional coverage. This test and its extensions (Berkowitz, Christoffersen, & Pelletier, 2011; Clements & Taylor, 2003; Dumitrescu, Hurlin, & Madkour, 2013; Engle & Manganelli, 2004) are most widely used to evaluate an interval forecast, especially in the value-at-risk (VaR) analysis, which can be viewed as a one-sided interval forecast.
Finally, an even more detailed forecast is the density forecast, which estimates the probability density of a future value of the process, conditional on the observations used in the forecast. Point and interval forecasts can then be seen as a by-product of this as they are, for example, the mean and quantiles in this conditional density. Tay and Wallis (2000) carried out a survey of density forecasting. They pointed out the necessity of an accurate forecast of the probability density in applications such as macroeconomics-for example, of inflation and output growth-and in finance-for example, of portfolio returns, risk management, and volatility. The literature on evaluating the uncertainty of the density forecast is limited and mainly based on the idea of the probability integral transform (PIT) or its extension (Berkowitz, 2001; Diebold, Gunther, & Tay, 1998; Diebold, Hahn, & Tay, 1999; Tay & Wallis, 2000) . Among these few papers, the forecasting evaluation framework proposed by Berkowitz (2001) is the most widely applied, because of its comparatively good small-sample power performance. Wallis (2003) proposed using Pearson chi-squared based statistics, which can evaluate the goodness of fit and independence at the same time. This paper will extend the likelihood ratio-based method of Christoffersen (1998) in order to evaluate density forecasting. Owing to the additivity of the likelihood ratio test, our method can jointly test the unconditional distribution and independence. Moreover, our test is a nonparametric test and no parametric model is needed for the independence test. We will compare our new method with the evaluation framework proposed by Berkowitz and the Kolmogorov-Smirnov (KS) test.
The paper is divided into the following sections: Section 2 introduces the likelihood interval forecast, Section 3 describes our evaluation method for density forecasting, and Section 4 compares the new method with previous ones by means of a Monte Carlo experiment. A conclusion closes the paper.
| LIKELIHOOD RATIO AND MARKOV CHAIN-BASED INTERVAL FORECAST
For the ex post realization Y = (y 1 , y 2 , … , y T ), the ex ante interval forecast made at time t − 1 is
, where p is the probability of coverage. Define the indicator variable I t f g T t¼1 as
& That is, I t = 1 when the ex post realization lies inside C t | t − 1 (p) and I t = 0 otherwise. Christoffersen (1998) constructed a test framework to evaluate whether
interval forecast with respect to the past information Ψ t − 1 = {I t , I t − 1 , …} by testing whether E(I t | Ψ t − 1 ) = p. The evaluation framework includes three tests: 
respectively, where the relative hit
Christoffersen (1998) The likelihood ratio test by Christoffersen (1998) has been followed by several developments in the literature (Berkowitz et al., 2011; Clements & Taylor, 2003; Dumitrescu et al., 2013; Engle & Manganelli, 2004) in terms of both theoretical extensions and applications.
| LIKELIHOOD RATIO AND MARKOV CHAIN-BASED DENSITY FORECAST EVALUATIONS
Methods to evaluate the density forecast (Berkowitz, 2001; Diebold et al., 1998 Diebold et al., , 1999 Tay & Wallis, 2000) are, to a large extent, built on the seminal paper of Diebold et al. (1998) using the probability integral transform (PIT). The main idea is that when the ex ante forecasted distribution s t y t ð Þ f g T t¼1 is correct, then for the ex post realization Y = (y 1 , y 2 , … , y T ), we have that
Deviation from i.i.d. means that the ex ante forecast fails to capture the underlying time dynamics of the data-generating process (DGP). Deviation from U(0,1) implies that the used model yields an incorrect forecast distribution. Berkowitz (2001) used the PIT to formulate a formal test of density forecasts. It is constructed by transforming the PIT through the inverse distribution function of the standard normal distribution and thus under the null hypothesis of a correctly specified forecasting model, obtaining normally distributed variables. A parametric model for the dependence is then formulated for these normally distributed variables. The parameters of this model are then tested for independence of time by means of a likelihood ratio test. A simultaneous test of independence and distributional shape is also constructed. The idea of combining the goodness of fit and independence tests was given by Wallis (2003) , where the interval evaluation method of Christoffersen (1998) is formulated in the framework of a contingency table-based Pearson chi-squared test. While density forecasts are mentioned in Wallis (2003) , they concentrate on interval forecasting evaluation based on contingency tables for small samples. To summarize, there are two main strands of this literature. The first, mainly due to Christoffersen, is nonparametric as it does not require any specification of the time dependence of the forecast distribution. It deals with interval forecasts. The other, mainly due to Berkowitz, requires the specification of time dependence but can be used to test the density forecasts and not only intervals. As far as we know, there exist no nonparametric methods for the evaluation of density forecasts. Our proposed method will fill this gap and extend the likelihood ratio evaluation method by Christoffersen for interval forecast to density forecast. The method is still constructed in three steps: a test for goodness of fit, a test for independence, and a joint test for goodness of fit and independence.
1. Unconditional density test statistic LR ud : Consider the ex post outcome Y = (y 1 , y 2 , … , y T ), which is generated by the distribution f (y t ) and the ex ante forecasted density s(y t ). 
where p i ¼ ∫
The likelihood function under the alternative hypothesis is
=T is the MLE of the event probability over the whole parameter space. The likelihood ratio test (LRT) statistic is
under the null hypothesis. Just as the unconditional coverage test statistic LR uc in interval forecast, LR ud can only discover the biasedness of the forecasted distribution with the null hypothesis being s(y t ) = f (y t ), and it can be viewed as a pure goodness-of-fit test.
2. Independence test statistic LR ind : Wallis (2003) reported that the test for independence in the interval forecast could be extended to the density forecast, without analyzing this. The following will provide a detailed illustration of how to do this. The independence is tested against a k-state first-order Markov chain. Let π ij = Pr (y t ∈ state j| y t − 1 ∈ state i). Then, the Markov chain is specified with the transition probability matrix Let n ij denote that the number of events where a state i is followed by a state j as n ij = Nr(y t ; y t ∈ j & y t − 1 ∈ i). Then, the likelihood function under the alternative hypothesis for the whole process is
Under the null hypothesis of independence, the present outcome will not be influenced by past information. Thus, when the outcome y t is in state j, the previous outcome y t − 1 has the same probability of lying in any state and this can be denoted by π 1j = π 2j … = π kj = π ⋅j . Thus we have
where
As π ⋅j is actually the probability that an outcome lies in state j and n ⋅j is the number of outcomes that lies in state j, the MLE of π ⋅j is b π ⋅ j ¼ n j =T with n j = n ⋅j . Therefore, the likelihood function under the null
The LRT for independence is then 
n ij 2 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 5 with b p j ¼ n j =T. Then LR cd = LR ud +LR ind can be simplified as 
where p i ¼ ∫ , LR cd has power against both misspecified density forecasting and internal dependence of the data series. Therefore, instead of only testing the unbiasedness of the forecasted distribution, LR cd can discover time dependence such as autocorrelation or conditional heteroscedasticity in the forecast errors. The LR cd test can then be applied to evaluate the efficiency of density forecasts. Under the null hypothesis s(y t ) | Ω t − 1 = f (y t ), or s(y t ) = f (y t ) and y t f g T t¼1 is independent, we have
To investigate the performance of the test statistics LR ud , LR ind and LR cd , a Monte Carlo study is carried out in the next section. The benchmark we use is the evaluation framework proposed by Berkowitz (2001) but we also compare against the Kolmogorov-Smirnov (KS) test. Diebold et al. (1998) reported that when the ex ante forecasted distribution, s t y t ð Þ f g T t¼1 , is produced by a correctly specified model, then
However, Berkowitz (2001) showed that the test based on x t f g 
Under the null that the observations are independent, Ber ind ∼ λ 2 (1). A joint likelihood ratio test to test both independent and correct density forecasting is then
Under the null hypothesis s(y t )
As an alternative parametric model is needed in Berkowitz (2001) , the test can be viewed as a semiparametric test. Instead, all the tests proposed in our paper, LR ud ,LR ind , and LR cd , are nonparametric.
| MONTE CARLO STUDY
The null hypotheses in the Monte Carlo study are that the forecasted density distributions s(y t ) for y t f g T t¼1 are, respectively, the independent normal distribution, the independent t(6) distribution, and the independent truncated Cauchy distribution. When s(⋅) is the independent normal distribution, the mean and standard errors are estimated from simulated data. When s(⋅) is the independent truncated Cauchy distribution, the upper and lower bounds are set as maximum and minimum of the generated data. We have chosen these three distributions because, based on the density function graph, they look similar to each other and we therefore need formal tests. The DGP for y t f g T t¼1 will be designed to check how the tests will perform from both size and power perspectives, and it can be divided into three cases: Case 1. y t~i . i. d. N(0,1) The DGP in Case 1, with no time dependence, is used to investigate size for the three test statistics in Section 3 and also power for LR ud and LR cd . The DGP's in Cases 2 and 3 are used to investigate the power of the three tests as there exists GARCH(1,1)-type dependence in these processes. Because of its relevance in risk management, the GARCH(1,1) model is a common model used in previous research to evaluate interval forecasting (Christoffersen, 1998; Clements & Taylor, 2003) and density forecasting (Bao, Lee, & Saltoglu, 2007; Diebold et al., 1998) . We set the sample size N to 100, 250, 500 and 1,000. Following Sturges' rule (Sturges, 1926) , which is used to decide the ideal bin width in constructing histogram, the number of states k is initially chosen as the integer value of 1+log 2 (T) for finite sample size T, and the interval length for each state is as identical. In the case that the sample size and number of states k converge to infinity then the test would converge to a true density forecast test. If there exist empty bins based on the initial division, we combine the nearby bins until each bin contains observations. However, based on Sturges rule, when T = 250, 500 and 1,000, the integer values of 1+log 2 (T) are 9, 10, and 11, respectively, and we seldom come across the situation that a bin contains 0 observations. The number of Monte Carlo replications is 10,000. We first investigate the size properties for all the tests: LR ud , LR ind , and LR cd , the Berkowitz (2001) tests, Ber and Ber ind , and the Kolmogorov-Smirnov (KS) test. The results are presented in Table 1 .
In Table 1 , the forecasted distribution s(⋅) is the same as the true distribution f (⋅) of the DGP. For the Monte Carlo simulation we use 10,000 replications, implying that the approximate 95% confidence interval for the estimated size at a nominal 5% significant level is N(0,1) , the size of KS and Ber tests is smaller than nominal size, and this size distortion will not be improved when sample size increases.
We next investigate the properties of the tests of goodness of fit when the data are generated from a DGP with no time dependence. The series y t f g T t¼1 are still generated from Case 1, but the forecasted distributions s(⋅) and the true distribution f (⋅) are varied. Moreover, for the Ber test, we will specify two alternative models when constructing the test statistic: one where z t follows an AR(1) model in the equation z t − μ = ρ(z t − 1 − μ)+ε t , and the other when it follows a GARCH model, For the power in Table 2 , the Ber test generally has the highest power in the goodness-of-fit test, while the following are then BerG, LR ud , LR cd , and KS. Almost all the power will approach one when sample size increases to larger than 500. However, as can be seen in Table 3 , when s(⋅) is an independent normal distribution, Ber and BerG have almost no power even when the sample size increases. This is explained in Dowd (2004) , who shows that a deviation from normality of the transformed data, which is what happens in our case, makes it difficult for the test to detect deviations from the null hypothesis. The power of LR ud , LR cd , and KS approaches one as sample size increases, while LR ud and LR cd have higher power than KS for all the sample sizes. The sizes of the independence tests LR ind and Ber ind are quite close to the nominal size of 5%, but BerG ind is seriously oversized Tables 4 and 5 .
When Table 4 show that BerG has higher power than both Ber and LR cd . This result is not surprising since, for BerG, the alternative model is correctly specified as a GARCH model, while LR cd is agnostic about the form of dependence. When s(⋅) is an independent normal distribution, Table 5 show that BerG has substantial power against GARCH-type dependence despite the incorrectly specified error distribution. The two extra estimated parameters are apparently not causing too much uncertainty.
We would also like to highlight the main advantage of our proposed test by showing the failure of Ber and Ber ind to detect dependence when it is not correctly parametrized. This is not a shortcoming of these tests but simply a consequence of the tradeoff between uncertainty and precision. Table 5 shows that Ber and Ber ind have very low power when the DGP is i. i. d. N(0,1) for all the sample sizes and the alternative hypothesis is an AR(1) model. This shows that correctly specifying an alternative hypothesis in Berkowitz (2001) is crucial to guarantee a high power of the test. The BerG ind test has the highest power and Ber ind the lowest for all the cases when it comes to detecting GARCH-type forecast distributions. The nonparametric nature of the LR ind and LR cd tests is therefore naturally placed between the two Berkowitztype tests and it is an empirical question whereabouts they are placed. For the cases in our Monte Carlo study, we find it fair to claim that they are working very well.
Based on Tables 1-5, we conclude that the tests proposed in our paper-LR ud ,LR ind , and LR cd -have good size and power properties. In applications, analogously with the test by Christoffersen (1998) , the tests can be carried out in a natural sequence. The first step is to apply LR cd to jointly test the independence and goodness of fit. If the null hypothesis is not rejected, we can conclude that s(y t ) is the proper distribution and that the time dependence in the data has been captured by the forecasting model. However, if we reject the null hypothesis, we test whether the rejection is due to the dependence or to an incorrectly specified distribution by applying LR ud and LR ind separately. As mentioned, the number of states k in Tables 1-5 is initially chosen by Sturges' rule (Sturges, 1926) with k is integer value 1+log 2 (T). To investigate whether this choice is reasonable, we performed the simulation study for the sample sizes T = 250 and T = 500 with k set to 7, the integer value of 1+log 2 (T), 15, and 20. As mentioned previously, for T = 250, the integer value of 1+log 2 (T)is 9, whereas for T = 500 it is 10. First, the size performance was studied and the result is shown in Table 6 for T = 250 and T = 500.
Overall, our conclusion is that Sturges' rule works well. We also check how the power changes with k. Table 7 presents power against both lack of fit and dependence with DGP of Cases 2 and 3.
Based on the above size and power tables, we conclude that choosing k based on Sturges' rule yields the best performance in terms of unbiased size (except when s(⋅) = f (⋅) = i. i. d. N(0,1) where k = 15 end up in more stable size of the test) and highest power. For the cases we study here, the most striking observation is that for the larger k values the tests are, in general, undersized.
| CONCLUSION
This paper proposes a test framework for the evaluation of density forecasts. It is an extension of the interval forecasting tests of Christoffersen (1998) . We show that the proposed tests have high power against two types of time dependence, even though no parametric specification of this dependence is needed in the test. The power is compared to the parametric tests proposed by Berkowitz (2001) and shown to be competitive with them, even in situations when the parametric form in Berkowitz tests is correctly specified. When the dependence is incorrectly specified in Berkowitz tests, the proposed tests outperform them.
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