People with profound motor deficits could perform useful physical tasks for themselves by controlling robots that are comparable to the human body. Whether this is possible without invasive interfaces has been unclear, due to the robot's complexity and the person's limitations. We developed a novel, augmented reality interface and conducted two studies to evaluate the extent to which it enabled people with profound motor deficits to control robotic body surrogates. 15 novice users achieved meaningful improvements on a clinical manipulation assessment when controlling the robot in Atlanta from locations across the United States. Also, one expert user performed 59 distinct tasks in his own home over seven days, including self-care tasks such as feeding. Our results demonstrate that people with profound motor deficits can effectively control robotic body surrogates without invasive interfaces.
Introduction
Human-scale, mobile robots with arms have the potential to serve as surrogate bodies for people with profound motor deficits, enabling them to perform a variety of tasks, such as self-care tasks at home and remote physical labor. This could benefit both users and caregivers, since the ability to care for oneself (self-care self-efficacy) correlates with improved quality of life and decreased depression in stroke patients 1 , and reducing care burden may improve caregiver mortality rates 2 . However, human control of these types of robots is challenging due to the robot's complexity, even for able-bodied users. In a prominent international competition, teams controlled human-scale robots with an average of two or more able-bodied experts using six or more video displays 3 . Profound motor deficits limit how users can provide inputs to computer systems 4 , and variations in peoples' impairments and preferences make it difficult to design a single broadly accessible input 5 . Cortical brain-computer interfaces [6] [7] [8] [9] [10] [11] may one day facilitate high bandwidth control of robots, but they are invasive and remain an immature technology 12 . Currently, most assistive robots have 10 or fewer degrees of freedom and are controlled by a nearby user with a line-of-sight view of the robot's actions (e.g. powered wheelchairs, telepresence robots 13, 14 , wheelchair-mounted robot arms 15 , and desktop robot arms), which limit their capabilities. Prior work on robotic body surrogates has attempted to overcome their complexity with task-specific automation [16] [17] [18] [19] . However, it remains unclear if diverse users with motor deficits can control robotic body surrogates to perform general tasks, giving them the ability to use the robots in varied and unanticipated ways.
In our study, individuals with profound motor deficits controlled robotic body surrogates to perform general tasks using their own, preferred, commercially available computer input devices. A variety of causes resulted in the participants' deficits, including spinal muscular atrophy (SMA), spinal cord injury (SCI), and muscular dystrophy (MD). To accomplish this, we developed a novel, web-based augmented reality (AR) interface that maps single-button mouse-type input to motions of a PR2 robot from Willow Garage (Fig. 1a) . Many commercially-available assistive input devices, such as head trackers, eye gaze trackers, or voice controls, can provide single-button mouse-type input to a web browser. Brain-computer interfaces can also provide this type of input 6, 11, 20 , making them a complementary technology. Design for this standard input simplifies system development and promotes accessibility across medical conditions, impairments, and preferences, as many individuals own and regularly use a computer input device (Fig. 2 ). When used with our interface, the robot has 20 controllable degrees of freedom. To simplify general-purpose control, the interface divides control of the robot's degrees of freedom across multiple control modes, and each mode uses AR to clearly convey the current mapping from the mouse cursor and single button to robot motions (Fig. 1b-e, Supplementary Video 1) .
Robotic System
We developed the interface through an iterative, user-centered research process with Henry Evans, a collaborator with severe quadriplegia from a brain stem stroke, and Jane Evans, his wife and primary caregiver. Users access the interface by going to a website with a standard web browser 21 , simplifying access and enabling control of a robot away from the user, such as in (against table leg in image) . E, '3D Peek' view, which briefly renders depth data from the Kinect sensor, virtually rotated as if viewed from the side, to aid depth perception.
another room or across the country. In general, the user moves the cursor across a video-centric display 14 of a live video stream from the robot's head-mounted camera, while AR interface elements overlaid on the video display sensor data provide direct manipulation controls 22 and convey how the robot will move when commanded with the mouse button 23 .
We modified a standard PR2 by adding dense foam padding around the metal grippers and base of the robot, and by adding fabric-based tactile sensing skin 24, 25 around the base and to both upper arms and forearms. We adjusted the control gains on the PR2's backdrivable arms to increase their compliance, and used low-velocity arm motions for additional safety. We added a Kinect sensor to the robot's head, which provides a 1920x1080 pixel RGB color video and a 512x424 pixel depth video.
Henry and Jane Evans's regular feedback strongly influenced the design of the interface. We have previously described their involvement and some aspects of the web interface design 26 . The interface uses modal control, where the same input has a different output depending upon the active mode 27, 28 , to enable operation of a high degree of freedom robot using mouse input. "Looking" mode displays the mouse cursor as a pair of eyeballs, and the robot looks toward any point where the user clicks on the video. "Spine" mode displays a vertical slider over the right edge of the image. The slider handle indicates the relative height of the robot's spine, and moving the handle raises or lowers the spine accordingly. "Driving" mode allows users to drive the robot in any direction without rotating. The robot drives toward the location on the ground indicated by the cursor when the user holds down the mouse button, and three overlaid traces show the selected movement direction, updating in real time. "Turn Left" and "Turn Right" buttons over the bottom corners of the camera view turn the robot in place.
"Left Hand" and "Right Hand" modes allow control of the position and orientation of the grippers in separate sub-modes, and well as opening and closing the gripper. In either mode, the head automatically tracks the robot's fingertips, keeping the gripper centered in the video feed. To control the gripper's position, a yellow virtual disk displayed around the gripper moves the gripper one step on a horizontal plane toward the point on the ring that a user clicks.
Step sizes can be selected from XS, S, M, and L (1.5, 4, 11, and 25 cm, respectively). Inset up and down arrow buttons move the gripper one step vertically up or down. The disk tilts to appear co-planar to the floor and rotates so the top points parallel with the robot's base, providing additional situational awareness (Fig. 1b) . To control the orientation, six colored, virtual arrows around the robot's wrist move the wrist in the indicated direction when clicked, rotating the gripper about the fingertips (Fig. 1c) .
Step sizes can be selected from XS, S, M, and L ( , and π 3 rad, respectively). When the cursor hovers over any end effector control, a yellow, semi-transparent, virtual gripper appears where the command being considered would send the gripper, providing a preview. When a command is sent, a green, semi-transparent, virtual gripper appears at the goal location and disappears once the goal is reached.
We also provide a "3D Peek" feature, accessible in "Right/Left Hand" modes, which overlays a down-sampled, RGB-D point-cloud of the volume around the gripper onto the video, using data from the Kinect sensor. This simulated view then virtually rotates, as if the camera lowers to the gripper's height, allowing a simulated side view (Fig. 1e) to aid depth perception. Enabling system operation through single-button mouse-type input simplifies design and provides broad accessibility. Individuals with diverse disease or injury conditions likely have diverse and possibly changing levels of impairment. However, a variety of commercially-available, off-the-shelf input devices enable single-button mouse-type input, which can be used to operate our robotic body surrogate. This makes our system accessible across a range of sources of impairment and personal preferences. Also, system developers only need to support a single mode of interaction, reducing development and support effort.
If the fabric-based tactile sensors on the arms or base detect contact, a red dot or square, respectively, appears in the camera view at the location of contact (Fig. 1d) . If contact occurs outside of the camera view, the nearest edge or corner of the screen flashes red.
For example, contact detected by pressure sensitive skin on the robot's base and arms 24, 25 renders red graphics on top of the video at the locations of contact (Fig. 1d) , and the user moves the robot's low-stiffness arms with a virtual disk displayed around the gripper (Fig. 1b) . Because the web browser renders the AR graphics, the interface gives real-time responses to the user's input regardless of network delay. The robot also executes step-wise motions for all modes except driving, making control robust to network delays.
Results
We evaluated the use of robotic body surrogates in both laboratory and real-world scenarios.
Laboratory Study (n=15)
We evaluated the ability of 15 individuals with profound motor deficits, due to SMA, SCI, MD, amyotrophic lateral sclerosis (ALS), Dejerine-Sottas disease, and arthrogryposis, to use the robotic body surrogate to perform a standardized clinical manipulation test, the Action Research Arm Test [29] [30] [31] (ARAT, Fig. 3a) , and a simulated self-care task, retrieving a water bottle and bringing it to the mouth of a medical mannequin (Fig. 3b) . The Georgia Institute of Technology Institutional Review Board (IRB) approved this study under protocol H13046, and we obtained informed consent from all participants. The study consisted of four sessions, all conducted remotely: an introductory interview, a robot training session, an evaluation session performing the ARAT with the robot, and an evaluation session performing a simulated self-care task with the robot. We administered the ARAT according to published guidelines 31 , except we extended the cutoff time for each item from one to eight minutes, and used a medical mannequin as a target in gross movement items. Participants used their own computer input devices to remotely operate the robotic body surrogate in Atlanta, GA from locations across the United States (Fig. 4 ) using seven types of input devices total: standard mice, trackpads, trackballs, head trackers, a gaze tracker, a trackpad with mouthstick, and voice control.
Participants showed significant improvement on the ARAT when using a robotic body surrogate versus their own bodies. Participants began using the robot after viewing a 10 minute training video, and then completed a guided training session and an unassisted training evaluation task, resulting in a total of 72 ± 21 min (M ± SD, range: 44-114 min) of use before performing the ARAT. Possible ARAT scores range from 0 (no arm movement) to 57 (unimpaired), though the maximum expected score with our robotic body surrogate is 22/57 points. Using their own bodies, participants achieved a median score of 3/57 (range: 0-8), with 13/15 participants scoring either 0 or 3 (unable to raise either hand against gravity). Using the robot remotely, participants' ARAT scores averaged 17.07 ± 2.87 (M ± SD, median: 17, range: 12-22, Fig. 3c, Supplementary Figure 3 . 15 participants with profound motor deficits operated the robotic body surrogate over long distances to perform the Action Research Arm Test (ARAT). A, A participant performing an item from the ARAT with the robotic body surrogate: grasping, lifting, and placing a 7.5 cm wooden block. B, A participant performs a simulated self-care task, using the robot to retrieve a water bottle and bring the bottle to the mouth of a nearby mannequin. C, Comparison of participant ARAT scores without (left) and with (right) the robot (n = 15,W = 120, p = 0.00035). D, ARAT score improvements vs. minimal clinically important difference (MCID) reported in literature 29 (MCID=12, n = 15,W = 96, p = 0.00147). Video 2), a significant improvement (n = 15,W = 120, p = 0.00035). Participants experienced difficulty grasping the smallest object (1 cm marble), and performed best on larger objects that fit easily into the robot's gripper (e.g. 5 cm wooden block).
The score improvement of participants in our study when using the robot also significantly exceeded a conservative estimate (12 points) of the minimal clinically important difference (MCID) (n = 15,W = 96, p = 0.00147, Fig. 3d ). Van der Lee et al. 32 and Lang et al. 29 report the MCID for the ARAT as 5.7 and 12 points, respectively. To this point, the application of standardized evaluations from the medical community has been generally lacking in the field of assistive robotics. By using the ARAT, we show that our system provides improvements exceeding MCID, which indicates that our system could produce a meaningful improvement in ability of members of our target population to perform everyday and self-care tasks independently through the use of a robotic body surrogate.
Participants used seven distinct computer access methods to operate the robot: trackball (n=4), touchpad (n=3), head tracking with TrackerPro (n=1) and HeadMouse Extreme (n=2) brand devices, standard mouse (n=2), eye-gaze control via Tobii I-15+ (n=1), voice control via Dragon MouseGrid (n=1), and using a touchpad via mouthstick stylus (n=1). In post-hoc analyses, we found no significant effects between source of motor deficit or pointing device used and either ARAT scores when operating the robot or improvement in ARAT score when using the robot vs. the participant's own body (n = 15, p > .05 for Kruskal-Wallis H tests).
Participants indicated that the body surrogate would provide a significantly meaningful improvement in ability to perform manipulation tasks (n = 15,W = 105, p = 0.00036) and self-care tasks (n = 15,W = 120, p = 0.00024) as quantified by responses to a seven-point rating scale based on Lang's questionnaire 29 , significantly exceeding a rating of 'better, but not meaningfully' in both cases (Fig. 5) . Participants also significantly agreed that the system was both useful and easy to use for both manipulation and self-care tasks (n = 15, p < 0.003 in all four cases, see Fig. 6 ). Perceived ease of use and perceived usefulness have been found to be predictive of acceptance of technologies 33 , including robots 34 . Task completion when using our system was slow, with participants averaging 4:29 ± 1:55 (m:ss, M ± SD) for each completed ARAT item, while able-bodied performance without a robot is ≈ 5 seconds or less. Participant perceptions of usefulness and ease of use indicate they would still use the robotic body surrogate. For individuals with profound motor deficits, slow task performance would still increase independence by enabling people to perform tasks for themselves that would not be possible without assistance.
7-day In-home Evaluation
In a complementary evaluation, we placed a robotic body surrogate in the home of an expert user, Henry Evans, to use as he wished with minimal restrictions at any time over seven days. This enabled evaluation of the body surrogate as a general-purpose assistive technology in a real-world setting. The Georgia Institute of Technology IRB approved this study under protocol H15170, and we obtained informed consent from Henry and Jane Evans.
At the time of the study, Henry Evans was 54 years old, with motor deficits resulting from a brainstem stroke on August 29 th , 2002. Henry is mute, can move his head through a limited range of motion, voluntarily contract his left elbow to a limited Figure 5 . Participants indicated that the robotic body surrogate would provide a significantly meaningful improvement in their ability to perform both manipulation tasks (n=15, W=105, p=0.00036) and self-care tasks (n=15, W=120, p=0.00024). 1-tailed, 1-sample Wilcoxon signed rank test vs. a rating of 5-'A little better, but not meaningfully.' degree, and contract his left thumb. He states that he retains full sensation. Henry receives three points on the ARAT with his left arm, and zero with his right. Henry used a head-tracker and a single mouse button to operate the robot in 16 sessions, for a total of 22:30:50 (hh:mm:ss) of use. Henry performed 59 distinct instances of tasks, all of his own choosing. These included seven types of household tasks and ten types of self-care tasks (Fig. 7) . The self-care tasks included feeding himself yogurt (Supplementary Video 3) , wiping his mouth, scratching his head, applying lotion to his legs (Supplementary Video 4) , and shaving part of his face. Henry would have been unable to perform any of the tasks without assistance.
Henry also discovered an unanticipated use for the robot, highlighting the ability to perform general tasks. He controlled the robot to hold out a hairbrush to scratch his head and a towel to wipe his mouth (Fig. 7a,e, Supplementary Video 5) . This allowed him to remain comfortable for extended periods of time in bed without requesting human assistance (≈2.5 hours and ≈1 hour in two sessions). Henry stated that "it completely obviated the need for a human caregiver once the robot was turned on (always the goal)," and that "once set up, it worked well for hours and kept me comfortable for hours."
Overall, we have shown that people with profound motor deficits can use robotic body surrogates to perform general tasks at home and in remote locations. The participants in our study had a variety of impairments and used a web browser with their preferred off-the-shelf assistive input devices, which suggests that this type of assistive technology could be used by a diverse range of people.
Methods
Laboratory study with ARAT Our inclusion criteria required participants at least 18 years of age, fluent in written and spoken English, able to operate a computer mouse or equivalent assistive device, and scoring 9 or fewer points on the ARAT with both upper limbs. We prescreened participants verbally before enrollment. During the first session, we collected demographic information (age, gender, ethnicity, marital status, highest level of education completed, dominant hand, cause of motor deficit, and date of accident/injury/diagnosis). We asked participants about their prior use (if any) of robots, video games, and computer aided design software, as well as for details about their computer system, Internet bandwidth, and mouse device. We then assessed motor deficit according to the ARAT. If scoring was unclear, we used a conservative score estimate (recording the highest possible score/least impairment). In post-hoc analyses, we found no significant relationship between any demographic or experience data and either ARAT scores when operating the robot or improvement in ARAT score when using the robot vs. the participant's own body (n = 15, p > .05 for Pearson's r correlations).
We enrolled 37 participants after prescreening, and compensated them $25.00 USD per hour of participation at the end of the study. 23 participants met all inclusion criteria after further screening. Of these, two withdrew before completion citing lack of time, and another withdrew citing personal health. One participant with advanced ALS became ill and passed away before completing participation. One participant did not have sufficient Internet bandwidth to operate the robot remotely, and two participants failed to schedule beyond the first session before the study was ended. Of the remaining 16 participants, one Figure 6 . Participants significantly agreed that the system was both useful (Use) and easy to use (Ease) for both manipulation tasks (Manip.) and self-care tasks (Self). A, Use-Manip.: W=120, p=0.00026. B, Use-Self: W=105, p=0.0004. C, Ease-Manip.: W=74, p=0.0026. D, Ease-Self: W=87.5, p=0.0014. 1-tailed, 1-sample Wilcoxon signed rank test vs. a rating of 4-'Neither agree nor disagree,' n = 15 for all. failed to complete the training evaluation task in the required 35 minutes in two attempts, after receiving 180 minutes of guided training and practice time. The remaining 15 participants completed the entire study successfully.
Participants' motor deficits arose from a six distinct sources: Spinal Muscular Atrophy (n=6), Muscular Dystrophy (Duchenne or Becker, n=3), Spinal Cord Injury (n=3), Amyotrophic Lateral Sclerosis (n=1), Arthrogryposis (n=1), and Dejerine-Sottas disease (n=1).
These 15 participants had an average age of 36.9 ± 8.7 years, included 8 men, and 13 were right-hand dominant. Participants identified themselves as Caucasian (n=12), African American (n=2), and Asian (n=1). Participants had the following levels of education: high school diploma (n=5), two-year degree (n=3), four-year degree (n=4), Master's degree (n=2), and Juris Doctorate (n=1). Participants reported using a computer for 8.46 ± 3.92 (M ± SD, range: 2.0-16.5) hours per day, and all were experienced using their chosen accessible computer input device.
Before the second session, we provided participants a link to a 10-minute tutorial video introducing the robot and the control interface. During the second session, participants used the web-based interface to operate a PR2 robot through a guided training session, which introduced all the features of the control interface, and included grasping and placing two plastic bottles from a tabletop. Participants then completed an evaluation task using the robot without guidance. The task required coordinated use of system features to grasp a box from a nearby shelf and return it to a table in the same room. We required at least one overnight period after the training session before completing the next session. Participants required 54 ± 16 min (M ± SD, range: 34-90 min) to complete the guided training portion, and 18 ± 8 min (M ± SD, range: 8-33.5 min) to complete the training evaluation tasks. In post-hoc analyses we found no significant association between either training time or time to complete the evaluation task and either ARAT scores when operating the robot or improvement in ARAT score when using the robot vs. the participant's In the third session, participants remotely operated the arm and gripper of the PR2 corresponding to their own dominant arm to complete the ARAT. The base, spine, and other arm controls were unavailable during this portion of the experiment. This makes the test more comparable to the ARAT as administered directly to people, but also reduces the system to nine controllable degrees of freedom (pan/tilt head, open/close gripper, and six degree of freedom gripper pose). We administered the test as closely as possible to published instructions 31 , skipping the 10 cm block, flat washer, and ball bearing, which the robot's gripper cannot grasp. Skipped items were scored as failures (0 points). We treat all finger combinations aside from Thumb and 1 st finger as amputations (0 points), as the robot has only a 2-finger gripper. We also allow up to eight minutes to complete each task, though we require completion in < 5 seconds for full points on each item 31 . These considerations result in an expected maximum score using the robotic body surrogate of 22/57 possible points on the ARAT. After each task, an automated script returned the robot to the setup configuration. For gross movement items, we positioned the robot near a mannequin in a wheelchair, such that the mannequin's head was centered along the mid-line between the robot's center and the shoulder of the arm being tested, facing perpendicularly to the robot, and pointed in the direction of the arm being tested.
After completing the ARAT, we asked participants to complete a debriefing questionnaire. The questionnaire contained the following items, about which we asked participants to rate their agreement using a seven-point scale:
1. The robotic system is easy to use for performing manipulation tasks.
2. The robotic system is useful for performing manipulation tasks.
3. I would prefer the robotic system to a human caregiver for manipulation tasks.
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We then asked participants to complete the following sentence from the provided list of options: "Using the robotic system rather than my own arms would make my ability to perform manipulation tasks..." 1. Much worse, 2. Meaningfully worse, 3. A little worse, but not meaningfully, 4. Neither better nor worse, 5. A little better, but not meaningfully, 6. Meaningfully better, 7. Much better. We structured this sentence and options to correspond to the literature on identifying minimal clinically important differences 29 . Finally, we asked the participant to provide "any additional comments or feedback about the system." We use a 1-tailed Wilcoxon signed rank test to compare ARAT scores using and not using the robot (n=15), and a 1-tailed 1-sample Wilcoxon signed rank test to compare improvement and rating scale responses to comparison values (n=15).
In the final session, participants remotely controlled the robot with all controls available to simulate getting themselves a drink. Participants drove the robot to grasp a water bottle from a shelf, and then brought the tip of a straw in the water bottle to the mouth of a medical mannequin seated in a wheelchair in the same room. To indicate success, we inserted a small, round neodymium magnet in the center of the mannequin's mouth, behind the rubber skin. We placed an M4 x 6 mm ferrous socket cap machine screw loosely into the end of the straw during the trial, and declared success when the screw adhered itself to the magnet. This required the screw in the tip of the straw to be < 1 cm from the center of the mannequin's mouth. After completing the task, we asked participants the same debriefing items as above, replacing 'manipulation tasks' with 'self-care tasks.' We also asked "if you had this robotic system in your home, what tasks would you use the robot for in your daily life?" Seven-day deployment in a participant's home For this evaluation, we configured the robot software to run automatically on power-up, bringing the robot to a state where Henry could operate it via the web interface. We provided Henry a link to access the interface on his local network at the beginning of the trial, which he saved as a bookmark. Before the experiment, we reviewed the official safety instructions for the PR2 from Willow Garage with both Henry and Jane. We provided them with both digital and hard copies of an eight-page User Instruction Manual which we wrote for their reference during this study, including the safety instructions, use of the interface, and possible procedures they could follow for error recovery. We trained Jane to power up the PR2, to use the PR2's emergency run-stops, and to use the PlayStation 3 joystick to drive the robot. Although trained, Jane did not directly operate the robot during the week.
Two researchers lived in the Evans' home during the trial period from September 23 rd through September 29 th , 2016, and observed all use of the robot for data collection and participant safety. During the study, researchers plugged and unplugged the robot's power cord as necessary to allow Henry to move the robot about the house and to maintain sufficient battery charge. Researchers also connected a power cable to the head of the electric shaver whenever Henry successfully grasped the shaver head, so that Henry could operate the tool via the web interface, as this requires significant manual dexterity, but could be eliminated with a wireless, battery-powered shaver in the future.
Henry's use of the robot occurred in sessions, where each session consisted of the time from when he started to when he stopped the web control interface. Researchers made themselves available on short notice at any point throughout the week, though Henry preferred to schedule his use of the robot in advance, identifying periods during his day when he wished to perform certain tasks. This enabled researchers to prepare for data collection in advance, reducing delays or disruptions. During use sessions, researchers recorded observations and video and monitored safety. At the end of each session, we conducted a short debriefing, asking Henry to identify the top-level tasks he attempted during the session, and to rate his success, the usefulness of the robot, and the ease of using the robot, for each task.
During sessions, the robot logged all commands issued from the web interface, though not mouse movements or clicks which did not send commands. The system logged the position of the robot's joints at 4 Hz, and recorded a 540x960 full-color image from the robot's camera at 0.25 Hz. Throughout the week, the system logged the calibration status, battery state, run-stop state, any commands issued via the joystick, and all other data reported via the PR2's diagnostics. Outside of sessions, we suspended formal observation to allow for a more natural and relaxed environment in the home, with the aim of reducing disruption of the participants' typical routines.
We later identified tasks and subtasks performed during the use sessions using a hierarchical task analysis style breakdown based on direct observation, video recordings, data collected from the robot, and user interviews 35 . As a stopping criterion 36 , we identified subtasks until the automatically-collected, time-stamped data provided the next level of sub-task data. This typically only required 2-3 subtask levels, and enabled evaluation of the large quantities of automatically collected data according to the higher-level tasks with which they were associated. We adjusted the task labeling until we reached consensus between both researchers who had observed the trial and Henry Evans. From this breakdown, we identified 59 distinct, 'top-level' tasks performed by Henry during the study. 'Top-level' tasks are not subtasks of any other ongoing tasks, but may themselves be composed of one or more sub-tasks. We also identified ten types of self-care tasks and seven types of household tasks that Henry performed, many of which Henry performed multiple times during the week, with each instance counting separately toward the 59 total tasks.
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