ABSTRACT Cellular networks are a central part of today's communication infrastructure. The global roll-out of 4G long-term evolution is underway, ideally enabling ubiquitous broadband Internet access. Mobile network operators, however, are currently facing an exponentially increasing demand for network capacity, necessitating densification of cellular base stations (keywords: small cells and heterogeneous networks) and causing a strongly deteriorated interference environment. Coordination among transmitters and receivers to mitigate and/or exploit interference is hence seen as a main path toward 5G mobile networks. We provide an overview of existing coordinated beamforming strategies for interference mitigation in broadcast and interference channels. To gain insight into their ergodic behavior in terms of signal to interference and noise ratio as well as achievable transmission rate, we focus on a simplified but representative scenario with two transmitters that serve two users. This analysis provides guidelines for selecting the best performing method depending on the particular transmission situation.
I. INTRODUCTION AND SYSTEM MODEL
Cellular networks are currently experiencing a tremendous growth of data traffic, due to multimedia and internet applications that are enabled by novel devices such as smart phones and tablet computers [1] , [2] . Network densification is considered as one of the most promising means to cope with this increasing demand in the near future [3] and is seen as a main path for advancing 4th generation (4G) cellular networks, i.e., Long Term Evolution (LTE), towards 5G. The resulting heterogeneous networking architectures, however, require coordination of different transmission points to handle the increased inter-cell interference encountered in dense wireless networks [4] , [5] . Simple forms of coordination, such as, inter-cell interference coordination (ICIC) (Rel. 8) and its enhanced (Rel. 10) as well as further enhanced (Rel. 11) versions, are already a central part of 4G LTE. The basic idea of ICIC is to keep the inter-cell interference under control by radio resource management (RRM) methods, i.e., restricting the available time-frequency resources on traffic channels to avoid/ reduce inter-cell interference at least for cell-edge users.
Enhanced ICIC further extends these concepts to control channels and introduces the almost blank subframe (ABS) to mitigate interference in heterogeneous networks. With ABS, however, cell-specific reference symbols still cause significant interference between cells, which is considered in further enhanced ICIC by means of enhanced transceiver processing, such as, interference cancellation receivers; see [6] , [7] for more detailed discussions on ICIC.
ICIC based RRM methods have the disadvantage that not all resources can be utilized in all cells at the same time. Spatial coordination schemes, also known as coordinated multi-point (CoMP) transmission, provide a remedy by exploiting the spatial dimension to control the interference between cells. The highest performance can thereby be achieved in combination with multiple transmit antennas at the base stations, employing coordinated beamforming and joint transmission techniques to reduce or even exploit the interference from multiple transmission points, see [8] - [14] . Within the 3rd Generation Partnership Project (3GPP), the first studies on CoMP have been conducted during the preparation of Rel. 10 [15] . The basic enablers S. Schwarz, M. Rupp: Exploring Coordinated Multipoint Beamforming Strategies for CoMP, such as, extended reference signals and signaling information exchange between base stations, have been standardized with Rel. 11 [16] ; however, work is still ongoing to study effects of realistic restrictions, such as, non-ideal backhaul, limited feedback capacity and so on [17] . Hence, although the basics for CoMP are already provided with 4G technology, many practical as well as theoretical questions still have to be answered to unleash the full potential of CoMP as a 5G enabler. Furthermore, with the advent of millimeter wave as a promising 5G technology [18] , coordination between multiple transmitters will not only be necessary to avoid interference, but also to improve coverage by exploiting the macro diversity provided by several non-collocated transmitters, in order to mitigate severe shadowing and blockages at such high carrier frequencies.
Since the introduction of multiple antennas at the base stations and the mobile receivers, beamforming and precoding methods are also becoming increasingly popular to enhance the single cell downlink transmission in cellular networks. Especially, multiuser multiple-input multipleoutput (MIMO) promises large network capacity gains by spatially multiplexing several users over the same timefrequency resources [19] , [20] . Although strictly suboptimal for the MIMO broadcast channel, linear transceiver architectures, see [21] , [22] , are still considered as practically important for their complexity advantage compared to non-linear techniques, such as vector perturbation [23] and TomlinsonHarashima precoding based methods [24] . Considering the multiple-input single-output (MISO) interference channel, Jorswieck et.al. investigated the structure of optimal linear beamforming vectors [25] . They showed that in case of two users, any Pareto-optimal beamformer is necessarily a convex combination of the matched filter (MF) vector for its own channel (a.k.a. maximum ratio transmission) and the zero forcing (ZF) vector for the interference channel. 1 However, finding appropriate coefficients for this convex combination, for example such as to maximize the achievable sum rate, is in general non-trivial and implies an exhaustive search over the Pareto-optimal front; only few specific special cases are known in closed-form, e.g., the coefficients that a achieve a Walrasian equilibrium [26] . For more than two users, this necessary condition generalizes such that any Pareto-optimal linear beamformer must be a linear combination of the own channel vector and all interference channel vectors. Similarly, for the MIMO interference channel, the column space of any Pareto-optimal transmit signal covariance matrix is contained in the union of the signal spaces of the channel matrices from the transmitter to all receivers [27] .
The aforementioned papers consider only the design of optimal linear beamforming vectors and precoding matrices, without restricting the complexity at the receiver side. In mobile communications, however, the computational capabilities of mobile devices (smart phones, tablets, and more) are typically even more restricted than those of base stations, 1 Notice that this is only a necessary condition. necessitating linear receive filters to limit complexity. In particular, methods that require large amounts of iterations to achieve an optimum are prohibitive. We hence consider in this paper linear transmission and reception over MIMO channels H lk ∈ C N R ×N T , from K sources to L users:
encompassing both, downlink multiuser MIMO as well as CoMP transmissions from multiple transmitters. To simplify the exposition, we assume that each base station is equipped with N T transmit antennas and each user has N R receive antennas. The vector f k ∈ C N T ×1 denotes the beamformer of user k. We assume throughout this paper that the beamforming vectors are normalized, i.e., f k 2 = 1. Each receiver l observes its intended signal H ll f l √ α l Ps l , but also interference caused by the transmission to other users, as well as additive Gaussian noise v l ∈ N C (0, N o I N R ). In this article we confine ourselves to the simplest case of two users (L = 2) supported by either a single base station or by two cooperating base stations. Of course this simplified scenario cannot describe all effects in coordinated multipoint transmission/reception; specifically MIMO interference alignment (IA) [28] , [29] becomes interesting only with more than two transmitters. However, the most relevant relations to gain an understanding of the basic behavior of the considered transceiver architectures can already be studied in the two user setup. Extensions to more base stations and users are in most cases straightforward. Note also that scenarios with many coordinated coherent transmissions are unfeasible as all channels need to be estimated and exchanged between all base stations within the channel's coherence time. Following the notation of 3GPP LTE, we refer to the base station as evolved Node B (eNodeB) and to the user as user equipment (UE). The power distribution of the sum power P is performed by selecting power fractions α k . We thus reduce the complex problem by two restrictions: BF Beamforming: in multiuser scenarios with a large number of users, limited number of antennas and power limitation will require to use beamforming, e.g., in order to steer the transmit signal of a user along the maximum eigenmode of the channel matrix, performing maximum eigenmode transmission (MET) [12] , [30] , [31] . It is thus a useful restriction even though in a pure two user setup using only a single stream may not be sufficient and may appear overly restrictive. 2U Two users: to study the basic behavior of interference mitigation algorithms, it is sufficient to assume just a second user as the interfering source. This second user may be interpreted as the sole source of interference. Note that in multiuser scenarios with a large number of users, the a-priori knowledge of all interference channels is not feasible. Hence, in many practical cases of interest a second users will be the single source of major interference. Here two similar but different scenarios are of interest: 1) Broadcasting (Single eNodeB) scenario:
2) Interference Channel (Double eNodeB) scenario:
Although mathematically they both appear very similar as K = 2 sources transmit to L = 2 users, there is the difference that in the single eNodeB scenario the intended signal as well as the interference are received over the same channel (i.e., H 11 = H 12 and H 21 = H 22 ), whereas different channel matrices are effective in the double eNodeB setup as illustrated in Figure 1 . Correspondingly, some of the algorithms we consider in this paper react very differently in both scenarios. Note that the power share α introduces a power control as well as a sum power constraint (1). Such a sum power constraint is natural for the first scenario with a single eNodeB transmitting to multiple receivers. For the double eNodeB scenario, mostly individual power constraints per transmitter are considered in literature. However, we assume that the total transmit power can be shared between the eNodeBs, amounting to just another form of coordination as considered, e.g., in [32] and simplifying the complex problem considerably. We will show in the following that this allows to decouple the problem of finding optimal precoding vectors and optimal power shares. In order to separate the intended signal from the interference and to estimate the transmitted data symbol s k , user k applies a linear filter g k ∈ C N R ×1 to the received signal, e.g., 
where we assume unit power transmit symbols s k w.l.o.g. To obtain the SINRs of the single eNodeB scenario we simply set H 12 = H 11 and H 22 = H 21 , respectively. The alternative forms (8) and (10) will become useful later when we derive general expressions. We already recognize the typical problematic of having a first term that is to maximize (e.g.,
while a second penalty term occurs that needs to be as small as possible, i.e., |g H 1 H 12 f 2 | 2 . Treating the remaining interference as additional Gaussian noise, the transmission rate achievable with the precoders f 1 , f 2 and the receive filters g 1 , g 2 is upper bounded by Shannon's famous capacity formula valid for point to point additive white Gaussian noise (AWGN) channels [33] :
Notice that this achievable rate region is not equivalent to the capacity region of the broadcast and interference channels. For the broadcast channel, the capacity region is known to be achievable by nonlinear dirty-paper coding based schemes [34] . The capacity region of the interference channel, however, is known only for some special cases, e.g., very strong interference [35] . To optimize the efficiency of the network, the ultimate linear transceiver design goal is to maximize the achievable sum rate of the multiuser transmission. Unfortunately, this problem is hard and we consider instead the following simpler problem: Two User Problem: Given a power distribution α, find linear receiver filters g 1 , g 2 , as well as precoding vectors f 1 , f 2 such that the SINR for each receiver, i.e., (7) resp. (9), is maximized with respect to its own desired signal.
We have a coupled system now for which the maximum of the first user's SINR in general does not show a maximum in the second user's SINR. The solution depends on the level of cooperation. While in a single eNodeB setup, cooperation of the two data streams appears naturally, the double eNodeB setup may require a different level of cooperation. We consider exchanging the power distribution as well as channel state information for cooperation but not the information data, i.e., if two eNodeBs are employed they only support one user each.
Notice that maximizing the SINR is equivalent to minimizing the mean squared error (MSE) of the estimation [36] - [39] :
Hence, minimum MSE (MMSE) transceiver designs play an important role in our investigation.
A. LITERATURE SURVEY AND CONTRIBUTIONS
Due to the difficulty of analyzing the capacity of general interference channels, researchers have resorted to determining the Degrees of Freedom (DoF) of such systems, i.e., the pre-log factor of the sum capacity specifying the slope of the capacity curve at high signal to noise ratio (SNR), and to finding transceivers that achieve these results. Cadambe and Jafar [28] as well as Maddah-Ali et.al. [29] were the first to develop IA techniques for MIMO interference channels, enabling interference-free transmission to a maximum number of users in parallel employing linear precoders and receive filters. Since then, a large body of literature has evolved around IA; see [40] and references therein for an overview. Similar to IA methods for interference channels, interference cancellation techniques for the MIMO broadcast channel that achieve the maximum DoF, such as zero-forcing beamforming [21] and block-diagonalization precoding [9] , are also very popular. Although such schemes can maximize the spatial multiplexing gain at asymptotically high SNR, they suffer a significant SNR gap with respect to optimal performance and compared to other techniques; see [21] , [41] .
More robust strategies, accounting not only for the multiuser interference but also for the noise, have thus been proposed in literature, which relax the need for perfect interference cancellation/alignment to improve the desired signal power. Regularized zero-forcing beamforming [21] and block-diagonalization precoding [42] improve the low SNR performance by explicitly considering the noise in the precoder design. Also, iterative designs that jointly optimize the precoders and receive filters according to MSE [43] , SINR [44] or sum rate [45] criteria exist, gaining in throughput compared to independent transmit/receive filter designs, however, increasing complexity and signaling overhead substantially. Similar approaches have been considered for IA as well, e.g., regularized IA [46] and iterative algorithms, such as the max SINR algorithm [41] .
Although we do not consider channel state information acquisition at the receiver and transmitter in this article, it is a central ingredient for the methods and algorithms presented throughout this paper. Specifically, channel estimation at the receiver and channel state information feedback to the transmitter have attracted lots of attention and a vast body of literature exists; see [47] - [51] and references therein.
In this article, we revisit existing linear transceiver design principles and provide a comprehensive performance comparison for scenarios with two transmitters and two receivers. A similar investigation for mostly different beamformers and precoders has been conducted in [52, Ch. 12] for the MIMO broadcast channel. This work is on the one hand more general than ours, because it is not restricted to two users; but on the other hand [52] is also more restrictive than our derivations, because it does not consider the joint selection of transmitter and receive filters, but only evaluates different precoding strategies. We furthermore analyze the approximate ergodic performance of the presented transceiver architectures, providing important insides and guidelines for selecting methods depending on the particular transmission situation and the available computational power as well as the tolerable signaling overhead.
B. NOTATION
We write the singular value decomposition (SVD) of a matrix H 11 ∈ C N R ×N T as H 11 = U 11 11 V H 11 , with the singular values on the diagonal of 11 ordered from largest to smallest, that is σ 11,1 = σ 11,max , σ 11,N * = σ 11,min . The rank of such matrix is N * = rank(H 11 ), which is typically given by min{N R , N T }. We denote the left pseudo inverse of a matrix by ''#'': A # A = I. Frequently used variables and parameters are summarized in Table 1 . 
C. ORGANIZATION OF THE ARTICLE
In Section II we formulate a set of different algorithms, all supposedly well suited to decrease interference in the considered scenarios. In Section III we derive approximate ergodic performance of these algorithms, that is, their SINR and achievable transmission rate over an ensemble of random channel realization. The predicted values are compared to Monte Carlo (MC) simulations and in most cases we find excellent agreements, explaining the influential terms of the algorithms in question. We derive optimal power distributions that either allow for a fair (= equal) rate or for maximal sum rate. Finally, we conclude our findings in Section IV. Detailed derivations and proofs are provided in the appendix.
II. LINEAR TRANSCEIVER ARCHITECTURES A. INTERFERENCE IGNORANT MET
Assuming uncoordinated transmission with only local channel state information (CSI) available at the eNodeBs, a reasonable precoding strategy is to select the precoding vector of user l as the right singular vector corresponding to the VOLUME 2, 2014 largest singular value, i.e., the largest eigenmode of channel matrix H ll . This strategy is known as MET [12] , [30] , [31] and maximizes the SNR of the received signal, entirely ignoring the amount of interference caused to other users. We apply an SVD to the channel matrices to obtain H 11 = U 11 11 V H 11 and H 22 = U 22 22 V H 22 , with v 11,1 and v 22,1 denoting the right singular vectors corresponding to the largest singular values σ 11,1 and σ 22,1 , respectively. Starting again with Eqs. (7) and (9) and ignoring the interference terms as such, i.e., treating them instead as ordinary white noise, we find a corresponding SNR maximizing equalizer solution in g 1 , g 2 for the given precoding vectors 2 :
which is valid for the double eNodeB scenario; for the single eNodeB we simply set
Notice that the precoders (13) are MF vectors for the effective channels g 1,II−MET H 11 and g 2,II−MET H 22 , respectively; hence, they fulfill the necessary condition for Pareto-optimal linear beamformers stated in [25] . Still, these beamformers are known to be non-Pareto-optimal; they only provide an uncoordinated Nash-equilibrium from which a user would not want to deviate, given the receive filters and the precoder(s) of the other user(s) [53] .
B. ORTHOGONAL FILTERING
If the users are aware of the interfering precoders, i.e., they can estimate not only the interfering channel but also the precoder applied by the interfering eNodeB, the receive vectors can be selected as orthogonal to the interfering channel to set the interference term equal to zero. Assuming again that the eNodeBs apply MET beamforming, the receive vectors g 1 , g 2 are obtained by enforcing the orthogonality conditions:
This means that, e.g., g 2 has to lie in the orthogonal complement of x 1 = H 21 v 11,1 . Hence, employing an orthonormal basis B 1 for the orthogonal complement of x 1 , we can write a general solution for the receive filter as:
The vectorg 2 is found by additionally maximizing the resulting SNR experienced by user 2:
i.e., the optimal receive filter vector is obtained by projecting the left singular vector corresponding to largest singular value onto the orthogonal complement of the effective interference channel. Proceeding similarly to determine the filter g 1 , we obtain with x 2 = H 12 v 22,1 :
C. ORTHOGONAL PRECODING An analog approach to orthogonal filtering as considered above is to select the receive filters to support maximum gain, 
In contrast to orthogonal filtering, orthogonal precoding requires coordination of the eNodeBs for CSI exchange and it is hence more difficult to achieve than orthogonal filtering. Still, when the users are equipped with only one antenna N R = 1, orthogonal precoding is the only possibility to eliminate interference. It is also worth mentioning that orthogonal precoding does not include the power distribution αP at all. Hence, it requires less information exchange to facilitate coordination than, for example, the leakage based scheme reviewed further down. Relating this method to the necessary condition for Paretooptimal linear beamforming design [25] , it corresponds to the extreme case that the specific beamformer is selected as a pure ZF vector; hence, compared to the pure MF strategy of Section II-A, this solution represents the ''opposite'' convex combination of MF and ZF. However, also this solution is in general (at finite SNR) known to be suboptimal [54] .
D. INTERFERENCE AWARE MMSE
Given a fixed set of precoding vectors f 1 , f 2 , the interferenceaware SINR optimal pair of filter vectors g 1 , g 2 can be computed in closed-form [39] , [55] , [56] . 
Their corresponding SINRs are obtained as:
For the single eNodeB setup simply substitute H 12 = H 11 and
In contrast to the interference-ignorant algorithm above, this method requires perfect knowledge of the interfering channel and precoder at the user, similar to orthogonal filtering. Hence it requires estimation not only of the own channel matrix but also of the interference, thus substantially increasing the receiver complexity. Nonetheless, such interferenceaware algorithms are currently in the focus of standardization, owing to their good performance [57] .
The alternative forms (22) and (23) provide an equivalent but simplified problem formulation in which the issue of finding the receiver filters g 1 , g 2 has been removed. Here, the complicated problem in terms of the precoding vectors f 1 
for the double eNodeB scenario; for the single eNodeB we have to replace σ 2 22,1 by σ 2 21,1 . Proof: We can maximally select g i = u ii,1 and f i = v ii,1 ; i = 1, 2 to select the largest transmission gain on each path. Assuming the interference is zero, we obtain the upper bound. We do not expect to truly achieve such upper bound as selecting g i and f i in such a way, will result in nonzero interference.
In contrast to this algorithm, we can randomly choose the precoding vectors and then compute the optimal receive filters. This method will further be referred to as Random-MMSE or RMMSE algorithm and provide lower performance bounds for MMSE based techniques.
E. MAXIMUM INTERFERENCE PRECODING ALGORITHM
In the following algorithm we assume uncoordinated transmission and consider the lack of coordination between the eNodeBs with an appropriate robust receiver design. The receivers are supposed to be aware of the interference by observing the interfering channels, but have no information about the precoding vectors applied at the interfering eNodeBs. Relating this assumption to LTE, it means that a UE is able to estimate the interfering channel matrix from the CSI reference symbols (RS) applied at the interfering base station, but the user is not capable of exploiting the interfering UE-RS to determine the interfering precoder as well.
The goal of this receiver design is to maximize the SINR of a user under a worst case assumption on the interfering precoder, thus the acronym MAximizing interference Precoding algorithm (MAP). 3 Considering, e.g., user 1 in the two user interference channel, the optimization problem for the robust receiver g 1,MAP is then:
The worst case is given if the interference channel H 12 is excited by the precoding vector that matches its largest singular vector: f 2 = v 12,1 . We again assume that the eNodeB serves the intended user along the maximal eigenmode, i.e., it performs MET beamforming according to Equation (13) . Based on such worst case interference behavior, the receive filter is selected following the MMSE principle Theorem 2.1. The receive filter of user 2 is obtained similarly. As the interfering eNodeB typically does not select such a worst case precoder, the performance is much better on average. 4 
F. LEAKAGE BASED PRECODING
The question now rises if better precoding performance than with MET is possible, by letting the eNodeBs cooperate in certain ways. One idea in this direction is to maximize the so called signal to leakage and noise ratio (SLNR), that is, the ratio of what is sent to the intended user relative to the interference caused to the other user [58] :
Our formulation including the precoding vectors is indeed equivalent to the original one. Furthermore, we have taken advantage of the fact that precoding vectors are normalized, which allows to embrace also the noise power N o . Note that we have adapted the original method [58] to account for the power allocation applied by the eNodeBs as power allocation was not excluded in the original formulation. Both terms (26) and (27) are now Rayleigh quotients for the precoding vectors and can thus be solved for 5 :
with max eig denoting the eigenvector corresponding to the maximum eigenvalue. Once the precoding vectors are fixed, the receiver filters are obtained via Theorem 2.1. The presented solution is valid for the double eNodeB setup; for the single eNodeB, H 22 = H 21 and H 12 = H 11 . Note, in order to calculate the SLNR beamformers, the eNodeBs require knowledge of the interfering channels H 21 and H 12 , respectively. In current mobile network standards, such as LTE, UEs can only feedback CSI to their own serving base station. Hence, cooperation in form of CSI information exchange between the eNodeBs is required to enable this kind of precoding. This comment also applies to the remaining transceiver architectures considered below. We also consider a so called weighted leakage based precoding scheme (WSLNR) in which we reformulate (26)
with the relationf 1 
Instead of taking f 1 , we take a normalized version off 1 as precoder. To obtain f 2 we perform a similar weighting. In our simulations in Section III-C (see Figure 3) this WSLNR method exhibits superior behavior in the single eNodeB setup.
Leakage based precoding schemes are very popular in literature for optimizing the performance of interference channels [59] - [61] . Instead of considering the SLNR directly, 5 This is equivalent to the solution of [58] . most proposals optimize the SINR of a user subject to an upper bound on the interference leakage caused to the other users. Selecting appropriate upper bounds, it turns out that this optimization problem results in Pareto-optimal beamforming vectors [60] . However, finding the right upper bounds is another complicated and non-trivial issue, typically requiring large amounts of iterations.
G. MINIMAL INTERFERENCE PRECODING
Another interference-aware precoding method is to select the precoding vectors in such a way that the interference must be sufficiently small but not necessarily zero in order to provide more freedom in selecting optimal filter pairs. A possible strategy for this is achieved by selecting:
Now the precoding ensures that only a transmission via the smallest singular value causes interference. In case N R < N T , we can even select a precoding vector in the null space of the matrix and interference is avoided altogether, amounting to ZF beamforming [9] . Otherwise, the remaining interference after applying an optimal receiver vector will be small. In fact, one can view this scheme as the opposite of the MAP scheme (25) , assuming the best rather than the worst case interference. The selection of the receiver filters g 1,MIP and g 2,MIP simply applies the solutions (21), just for different precoding vectors.
H. ITERATIVE SCHEME
Setting the harsh condition of requiring the interference to completely vanish, as with orthogonal filtering and precoding, may not result in the best performance; this is similar to the performance degradation of a single-user MIMO-ZF equalizer when compared to a MIMO-MMSE equalizer [62] . In order to derive an optimal solution we reformulate our previous approach in terms of MMSE. It is well known that maximizing SINR is equivalent to minimizing the MSE [36] - [39] .
Here, we follow the approach in [63] and consider the explicit unit power precoder constraint in the Lagrangians (31), (32) using the Lagrange multipliers λ 1 , λ 2 . An explicit solution for this problem is known only for a single user system [63] but not for the two-user coupled system under consideration. We can, however, conclude the following result: Theorem 2.2: The constrained per-user minimization problem (31) , (32) Proof: The details including an iterative algorithm are provided in Appendix A. A closed-form solution to this coupled optimization problem is not available; however, fixing the receive filter of one user, the optimal receiver of the other user can be found in closed-form as it is obtained from a generalized Rayleigh quotient. Hence, we solve the problem by iterating between the two users. Similar iterative approaches have been considered in literature, e.g., in the context of weighted sum-rate maximization for the MIMO broadcast channel [64] , [65] . Notice that the precoders correspond to MF vectors; similar to Section II-A, the obtained solution hence only achieves an uncoordinated Nash-equilibrium and in general not a Paretooptimal beamforming solution. This is because each transmitter obtains the precoder by maximizing only the SINR of its own user, not accounting for the interference caused to the other user(s). Similar to [60] , we could consider additional upper bounds on the interference leakage caused to the other user in Equations (31) and (32) . However, we do not apply this method here as we observed that it substantially increases the complexity and reduces the convergence speed of the iterative algorithm, which in its original form (45)- (48) converges very rapidly.
III. PREDICTED ERGODIC RATES
As interesting and inspiring the algorithmic designs may be, what counts in the end is their performance. Here, SINRs may be of interest as we intend to maximize them, but even more of importance are achievable transmission rates as they relate to the expected throughput. To compare the various algorithms, we thus compute approximate ergodic means of the SINR and the achievable rate, and set them into relation to their lower and upper bounds. We evaluate their precision on MC runs, and compare the performance of the different algorithms. We furthermore investigate particular solutions of the power distribution α for which we have equal SINR (α = α = ), that is, fair transmission, and for which we achieve maximum sum rate (α = α maxrate ).
A. PITFALLS
Once nonlinear mappings are included, ergodic mean values can be hard to obtain. For example, calculating the ergodic SINR = E{SINR} requires to compute E{1/x} terms in which x contains the interference power. As this mapping is convex, replacing the term by the much simpler term 1/E{x} results in too large values according to Jensen's inequality. Fortunately, such terms disappear for algorithms that favor zero interference; even more, if the interference power PI l at user l is below the noise power PI l N o , as is the case for most of the considered algorithms, accurate predictions are still obtained as shown below. Similarly, the ergodic rate R = E{R} maps the SINR by log(1 + x), which is a concave function causing a systematic error in the other direction when approximating E{log(1 + x)} ≈ log(1 + E{x}). Both operations partially compensate each other but we should not be surprised if for some algorithms SINR prediction works perfectly, but capacity shows a remaining error when such approximations are applied. Given the pdf, we can compute how large our prediction error becomes. Let us consider two extreme cases for signal. In the first case the signal is deterministic and we obtain the classic Shannon formula. If the amplitudes of the signal, however, are random variables, we obtain a different result. Let us consider an other extreme with signal amplitudes described by a random variable x with pdf f X (x) = exp(−x); x ≥ 0. We obtain then
with Q(x) denoting the Gaussian complementary error function. This function lies roughly 2.5dB below log 2 (1 +
S N o
). In such a case we thus predict too high values. This is the typical source of prediction error in most of the algorithms that successfully suppress the interference. With increasing number of antennas the error becomes smaller and asymptotically vanishes.
A second source of error is the noise in case the algorithm is not suppressing the interference terms. In such interference dominant situations we take the interference power and consider it to be Gaussian, underestimating the rates. Following the same argument as before, we can maximally be 2dB off the true rate. The consequence of the investigation is that our estimations are rather precise in most cases, and in case we over-or underestimate, we can provide simple lower and upper bounds quantifying maximal deviations.
The performance of the considered two user transmission systems can be plotted in parametric form for 0 ≤ α ≤ 1 in either SINR or transmission rate R 1 (α), R 2 (α) as depicted in Figure 2 . The two corner points in Figure 2 correspond to the SINR-pairs 
+

PS 2 N o
, represented by the dashed line in Figure 2 , demonstrates the performance achieved with time-sharing of the channel between the two users. The rates obtained with simultaneous transmission, i.e., including multiuser interference, pass along the lines log 2 
. For sufficiently small interference power, the curves are concave, (continuous blue line in Figure 2 ) but for high interference power, they can also be convex (continuous red line in Figure 2 ). The following lemma provides a simple test which of the two cases is present.
Lemma 3.1: Given a parametric transmission rate description that connects the two corner points log 2 
along the curve parametrized by the power distribution factor α log 2 1 +
, with PS 1 and PS 2 denoting the maximal desired signal power of the first and second user, respectively, and PI 1 and PI 2 being the corresponding maximal interference powers, then necessary (but not sufficient) conditions to have a convex curve are:
.
The proof of this result is provided in Appendix B. In particular for zero interference schemes (i.e., I 1 = I 2 = 0) and/or low receiver noise the conditions are easy to check.
We are particularly interested in fair transmissions (α = α = ), that is when both partners obtain the same SINR and in the case where the sum rate is at maximum (α = α maxrate ) as we could transmit most bits per resource. Computing such α values relates to either two SINR terms
} or their corresponding achievable rates. Finding the desired values of α requires solving a polynomial of second order. However, for most algorithms the quadratic term is either exactly zero (orthogonal schemes) or sufficiently close to zero, so that we only compute the explicit solution of the linear problem in α.
Lemma 3.1: Given a parametric interference model and the corresponding transmission rate description log 2 
the power distribution for equal SINR is given by
In case of a concave behavior, the maximum sum rate solution is found at:
while in a convex curve it turns out to be α maxrate = arg max α {αPS 1 , (1 − α)PS 2 } which is simply one of the corners. Proof: The details are provided in Appendix C. Note that lemma 3.1 simply offers a harmonic mean solution providing a balancing between the different channel paths, while lemma 3.1 claims that identical power is the best as long as the SNR is sufficiently large. In these latter scenarios, no feedback about the power distribution needs to be provided. Our MC results show very good agreement with such predictions (see Sec.III-C) further ahead.
B. SOME MATHS TERMS
As we will encounter many complex terms in the following, it simplifies the derivations a lot by first investigating typical expressions. We denote n-th order moments of a random variable σ by σ (n) and arithmetic means over an ensemble of n random variables σ i by σ , correspondingly σ 2 for mean squared values. Take, for example two statistically independent and isotropically distributed vectors u, v ∈ C N , e.g., obtained by normalizing statistically independent vectorsũ,ṽ ∈ C N with i.i.d. Gaussian entries, i.e., u =ũ/ ũ 2 , v =ṽ/ ṽ 2 . Then their inner product energy is E |u H v| 2 = 1/N . If a random matrix H ∈ C N ×N for which v i ; i = 1, 2, ..., N is a right singular vector, then E |u H Hv i | 2 = σ (2) i /N . Finally, if a random matrix H ∈ C N ×N is not related to the two vectors, we find E |u
C. COMPARISON OF VARIOUS SETUPS
We will demonstrate the accuracy of our derivations by selected numerical examples in the following. For both cases, the single eNodeB and the double eNodeB setup, we use We will focus on results for both scenarios only if they differ. In both scenarios we set the noise power N o = 0.01. 6 In the following figures we depict mostly ergodic achievable rates of both users with 0 ≤ α ≤ 1 as parameter. The dashed lines depict the results of 4 000 MC runs and are compared to the continuous lines of our analytic predictions. The predicted power distributions are marked by '•' for fair transmissions α = α = and '×' for maximal sum rate α = α sumrate .
Below we present the theoretical findings, predicting the algorithmic behavior of all presented algorithms of Section II. As we are interested in the algorithms general behavior we compute ergodic rate results based on Eqs. (8), (10) or in case we have MMSE based algorithms (22), (23) .
As an example we show the procedure for the Interference Ignorant MET Algorithm (II-MET). In (8) 
11,1 αP σ 2 12 (
for the double eNodeB scenario. For the single eNodeB scenario we cannot simply replace σ 2 12 by σ
11,1 and σ 2 21 by σ (2) 21,1 but instead we obtain now:
11,1 αP σ
The power distribution for fair transmission in the noise dominant case is obtained as:
6 Note that we performed a lot more examples to ensure our assumptions are valid in a wide range of operations. The limited size of such an article does not allow to demonstrate more but the reader is invited to download the simulation code under http://www.nt.tuwien.ac.at and evaluate more examples.
while the maximal sum rate is found at:
Both, Equations (39) and (40) are provided for the double eNodeB setup; in case of a single eNodeB, σ
22,1 needs to be replaced by σ (2) 21,1 . In the following Table 2 we list the ergodic SINR terms of the various algorithms for N R = N T , out of which we derive the achievable rates. As the single eNodeB case is obtained when replacing H 22 = H 12 and H 21 = H 11 in the double eNodeB scenario, in some cases the ensemble averages are obtained by replacing the corresponding moments. If this is the case we did not explicitly provide the result; only in case they differ, we list them in the table. Most expressions are relatively straightforward to obtain as the corresponding vectors are -at least from one side-either eigenvectors to the matrices or simply treated as isotropic random vectors. Only for the leakage algorithm, the corresponding expressions were too difficult to analytically compute and simply obtained by comparing with terms when random vectors for precoding are applied, explaining the factors We used here abbreviations for σ (2) ab /N R = E u H H H 11 H 12 v and σ (2) cd /N R = E u H H H 22 H 21 v with u and v being isotropic randomly selected normalized vectors. In the particular case of SLNR for a single eNodeB, the penalty terms are proportional to N 2 o and thus so small that we simply neglected them. In the following plots we depict in red lines the ergodic results obtained by MC runs. The blue lines show our predicted curves. In green we depict the upper bounds from Lemma 2.1 to provide a common reference line.
Power distribution: In all but the interference ignorant (II) MET algorithm, the interference becomes sufficiently reduced so that the simple noise dominant scenario is obtained and we find the equal mode of transmission for α = = 0.2. Only in the II-MET algorithm the interference is dominant and here our theory predicts α = = 0.5 which is well achieved in this case. All power distributions for maximum rate are achieved at α maxrate = 0.5 which are in excellent agreement with the theory.
Prediction accuracy: Our predictions are fairly accurate as the following Figures 3 and 4 demonstrate. In most cases we have a noise dominant situation as most, if not all, of the interference has been removed. However the signal amplitudes are not exactly Gaussian distributed and thus our estimates are a bit too high (upper bounds). Our predictions are less accurate only in the II algorithm, which is not surprising as it is an interference dominant scenario. As the interference is dominant and not Gaussian distributed our prediction must be too low in this case. If we lift the curve by 2.5dB as indicated in Section III-A, we recognize that we indeed have obtained now an upper bound. Note also that even for the less accurate prediction of the II algorithm, the particular points for fair transmission mode ('•') and for maximum sum rate ('×') are always correctly estimated. Asymptotic behavior: All algorithms in Table 2 show that their penalty term goes with 1/N R , except for orthogonal precoding where it goes with 1/N T . Thus, for all these algorithms the penalty term vanishes with increasing number of receive antennas, respectively transmit antennas for orthogonal precoding. This is particularly interesting for advocating massive MIMO transmission for 5G cellular networks. With such massive antenna numbers even simple low complex algorithms will perform superbly. MC runs with larger values of N R nicely support this. In fact not only the penalty term becomes smaller and the curves approach the upper bounds but also the accuracy increases as with decreasing interference only Gaussian noise remains. These conclusions, however, hold only true if the number of transmitter-receiver pairs stays constant and does not grow linearly with the number of antennas.
Further observations: In the top-right plot of Fig. 3 we compare the performance of the II-MET algorithm with the results obtained with the MAP algorithm. Remember that II-MET selects the precoder and receive filter to achieve maximal channel gain, without accounting for the interference. MAP, on the other hand, applies MET precoding at the transmitter, while the receive filters are selected to provide robustness against worst case interference. Although not optimal, the MAP algorithm shows better performance than II-MET. The IA-MMSE algorithm, which combines MET beamforming with interference-aware MMSE filtering, substantially outperforms R-MMSE with randomly selected precoders, due to the improved channel gain provided by MET beamforming. The SLNR algorithm outperforms the simple R-MMSE algorithm only insubstantially, especially in the double eNodeB scenario. This is because the receivers are equipped with enough antennas to be able to cancel the interference; hence, the interference-aware MMSE filter recovers some of the loss caused by the worse random precoder. The WSLNR algorithm shows even better performance then SLNR beamforming in the double eNodeB scenario. We believe that this is because SLNR beamforming puts too much weight on the interference, which is not really necessary as the MMSE receiver can tolerate more interference. If we do not apply the MMSE receiver, but receive over the maximum eigenmode of the channel, we can still obtain very good performance by orthogonal precoding, as shown in the top plots of Fig. 4 . Orthogonal precoding keeps the maximum eigenmodes of the users free of interference an thus enables both, high intended signal power and zero interference. Although they both appear very similar, the orthogonal filtering algorithm performs significantly worse than orthogonal precoding in the single eNodeB scenario. This is because in this scenario both, signal and interference, are received over the same channel matrix. Thus, not only the intended signal experiences the maximum eigenmode of the channel matrix, but in general also the interference and thus the receiver has to reject part of the intended signal energy to get rid of the interference. Orthogonal filtering should also be compared to the IA-MMSE approach. Both methods employ the same MET precoders; however, the MMSE receiver clearly outperforms the orthogonal receive filter. The iterative algorithm, shown in the bottom plots of Fig. 4 , was run for five iterations, keeping it comparable in complexity to the other algorithms. It did not substantially improve when running longer. Nevertheless it outperforms all other algorithms in all considered scenarios. An open question is the importance of forcing the interference terms to zero. The OP and OF algorithms have made this a design constraint. But as indicated by the results in [60] , this constraint is mostly too harsh and a looser leakage constraint allows for higher achievable rate. In Figure 5 we depict an (I 1 , I 2 ) plot of the remaining interference terms after the receive filter when running the power distribution α from zero to one. The circles denote the α = 0 point. The iterative algorithm obviously performs best by reducing the remaining interference terms to a minimum, avoiding however to reduce them to zero. The MIP algorithm behaves excellent if the remaining resultant error is small (single eNodeB) but poor if not (double eNodeB). The weighted leakage method and the IA algorithms show roughly the same behavior.
In Table 3 we list comparisons of predicted values versus observed results for the two setups, facilitating further the interpretation of the presented plots. The relative errors 1 − C (P) maxrate /C (MC) maxrate show that our predictions for the maximal achievable sum rate are very accurate. For the iterative algorithm we do not have a predicted value but instead compared to the theoretical upper bound, showing that we are not far off any more.
IV. CONCLUSIONS
We have provided a thorough overview about existing algorithms for transmit coordination and interference cancellation in the context of cellular wireless systems. Such algorithms serve as important enablers for 5G cellular, as they facilitate network densification by avoiding or even exploiting the interference between multiple transmission points. Here we studied broadcasting scenarios, with a single eNodeB transmitting to multiple users, and interference scenarios, where two eNodeBs compete for the same resources. Although most algorithms behave similar in terms of performance, especially with increasing number of antennas, our analysis shows that distinctly different results may be obtained in the broadcasting and the interference scenario. In particular the much favored algorithms based on orthogonal designs (such as interference alignment, zeroforcing beamforming and block-diagonalization precoding), suppressing interference entirely, are not necessarily the best performers. An iterative algorithm that solves an MMSE cost function with side constraints on the precoding vectors turned out to outperform all other methods in every investigated scenario. However, these conclusions depend also on the availability of sufficient receive antennas and interference channel state information at the users. In case user do not have the capability to reduce the impact of interference themselves, sophisticated transmit beamforming becomes more important. . The corner point on the x-axis describes the case that α = 1; here the derivative needs to be below γ to obtain a convex curve. At the corner point on the y-axis we have α = 0; here the derivative needs to be above γ . Evaluating the derivative at these two corner points we find two conditions on γ :
C. DERIVATION OF POWER DISTRIBUTION FACTORS
Setting SINR 1 = SINR 2 leads to a quadratic equation in α which does not reveal much of the dependencies due to its many terms. If we on the other hand restrict ourselves to the two most important cases, i.e., low and high SNR or more precisely interference dominance I N o and noise dominance N o I , then we obtain simple relations. Noise dominance: We find
and thus the harmonic mean of the two SNR values is obtained. 7 Computing the inverse of λ 1 I N T +(1−α)PH In general this relates to a relative complex expression ending into a ratio of two polynomials, a polynomial of order two in the numerator and a polynomial of order four in the denominator. In case that interference is small against noise, the quadratic term collapses to the linear term in α with
In case that interference is dominating the noise, we typically have a convex rate plot and we have to pick the user with strongest SINR, thus either α sumrate = 0 or α sumrate = 1.
