The Orbit problem is defined as follows: Given a matrix A ∈ Q n×n and vectors x, y ∈ Q n , does there exist a non-negative integer i such that A i x = y. This problem was shown to be in deterministic polynomial time by Kannan and Lipton (J. ACM 33(4): [808][809][810][811][812][813][814][815][816][817][818][819][820][821] 1986). In this paper we place the problem in the logspace counting hierarchy GapLH. We also show that the problem is hard for C = L with respect to logspace many-one reductions.
Introduction
The Orbit problem is defined as follows.
Given A ∈ Q n×n and x, y ∈ Q n , does there exist a non-negative integer i such that A i x = y.
In this paper we give a new upper bound for the complexity of the orbit problem using logspace counting classes. We show that the orbit problem is in the GapL hierarchy (defined formally in Sect. 2), and hence the problem is in NC 2 .
In the last decade or so, there has been a body of interesting research showing a finer complexity classification of natural problems in NC 2 using logarithmic spacebounded counting classes. A very well-known result here is that computing the determinant of an integer matrix is complete for GapL with respect to logspace manyone reductions (Toda 1991; Vinay 1991; Damm 1991; Valiant 1992) . Subsequently, logspace counting classes have turned out to be very effective in classifying several natural problems between NC 1 and NC 2 . Several logspace counting classes are defined based on functions in GapL. For instance, the class C = L defined in Allender and Ogihara (1996) is the class that verifies if the value of a GapL function is some integer k. More precisely, C = L captures the complexity of verifying if an integer matrix is singular. Another important logspace counting class is PL. Checking if the determinant of an integer matrix is greater than an integer d is complete for this class. Checking feasibility of linear equations over Q is complete for L C = L (Allender et al. 1999 ). More recently, Hoang and Thierauf (2003) has shown that problems such as computing the minimal polynomial of a square integer matrix is in the GapL hierarchy, while verifying the minimal polynomial of a square integer matrix is complete for C = L.
We now turn back to the orbit problem. Kannan and Lipton, in a celebrated paper (Kannan and Lipton 1986), gave a polynomial time algorithm for the orbit problem. Their approach is to reduce it to the Matrix power problem defined as follows: we are given two matrices B, D ∈ Q n×n as input and we need to check if there exists a non-negative integer i such that 
The algorithm in Kannan and Lipton (1986) uses this fact repeatedly while considering different cases: when q(x) has a root that is not a root of unity, or when all roots of q(x) are roots of unity with multiplicity 1, or the case when all the roots of q(x) are roots of unity but with at least one root of multiplicity greater than 1. Kannan and Lipton design their algorithm based on this case analysis.
In this paper, we broadly follow the Kannan-Lipton algorithm (Kannan and Lipton 1986) , but differently analyze the complexity of the main steps involved in it. As a consequence, we modify several subroutines in their algorithm. Since these steps basically require linear algebraic computation over Q, we obtain a GapL hierarchy upper bound for this problem. Some of the steps involve checking if a set of vectors are linearly independent over Q, computing the determinant of a matrix over Q, computing the inverse of a matrix, computing powers and the minimal polynomial of a rational matrix and so on. We crucially use earlier work of Allender et al. (1999) , Hoang and Thierauf (2003, 2005) that classifies the complexity of various linearalgebraic problems using logspace counting classes. Among the new observations, we show that testing if all roots of a univariate polynomial over Q are complex roots of unity is in AC 0 (GapL). Furthermore, if all roots of a polynomial p(x) are complex
