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Abstract
Title: Stability of Hierarchical Clustering
Hierarchical clustering is an unsupervised data mining technique that
infers a set of nested, hierarchically organised clusters. Even slight permu-
tations in the data can change the clustering structure. Ideally, we should
only be interested in the stable part of the clustering hierarchy. It is thus
essential to assess the stability of the nodes in the hierarchy. In this thesis,
we review the approaches to determine the stability and statistical signifi-
cance of the clusters. While all the reviewed methods use resampling, their
results could be substantially different because of the details in the imple-
mentation and stability scoring. The approach called pvclust is recently
most used in practical applications. In its R implementation, it suffers from
low speed and visualisation of results. We have implemented pvclust in
Python, yielding an implementation that is almost an order of magnitude
faster than the version in R. Our implementation is currently the only open-
source Python implementation of stability analysis of hierarchical clustering.
To visualise the results and enable interactive explorative data analysis, we
also incorporated our implementation in the Orange data mining toolbox.
Keywords
hierarchical clustering, stability, dendrogram, unsupervised learning

Povzetek
Naslov: Stabilnost hierarhičnega razvrščanja v skupine
Hierarhično gručenje je nenadzorovana metoda učenja, ki ǐsče vgnezdene,
hierarhično organizirane skupine v podatkih. Njena šibkost je občutljivost
na majhne permutacije v podatkih, ki lahko povzročijo velike spremembe v
strukturi gručenja. V idealnem primeru nas zanima le stabilen del hierarhije,
za kar pa moramo oceniti stabilnost vozlǐsč. V tej nalogi smo pregledali pri-
stope za ugotavljanje stabilnosti in statistične pomembnosti gruč. Čeprav vse
pregledane metode uporabljajo ponovno vzorčenje, se lahko njihovi rezultati
bistveno razlikujejo zaradi podrobnosti pri izvajanju in računanju stabilno-
sti. Metoda imenovana pvclust, se v zadnjem času najpogosteje uporablja
v praktičnih aplikacijah. Njena implementacija v R je počasna, vizualiza-
cija dobljenih rezultatov pa slaba. V Pythonu smo implementirali pvclust
metodo, in naša izvedba je skoraj za red velikosti hitreǰsa od različice v R.
Naša implementacija je trenutno edina open-source Python implementacija
za analizo stabilnosti hierarhičnega združevanja v gruče. Da bi vizualizi-
rali rezultate in omogočili interaktivno analizo raziskovalnih podatkov, smo
implementacijo vključili v orodje za podatkovno rudarjenje Orange.
Ključne besede
hierarhično razvrščanje, stabilnost, dendrogram, nenadzorovano učenje

Razširjeni povzetek
Hierarhično gručenje je nenadzorovana metoda učenja, ki ǐsče vgnezdene,
hierarhično organizirane skupine v podatkih. Njena šibkost je občutljivost
na majhne permutacije v podatkih, ki lahko povzročijo velike spremembe v
strukturi gručenja. V idealnem primeru nas zanima le stabilen del hierar-
hije, za kar pa moramo oceniti stabilnost vozlǐsč. V tej nalogi smo pregledali
pristope za ugotavljanje stabilnosti in statističnega pomena gruč, jih primer-
jali in izbrali eno metodo - pvclust [1], zaradi široke uporabe in enostavne
interpretacije rezultatov. Metodo smo implementirali v programskem je-
ziku Python, da bi izbolǰsali čas in vizualizacijo rezultatov. Čas izvajanja
v Pythonu je bistveno hitreǰsi od prvotne implementacije v R, za dodatno
pospešitev pa smo implementirali tudi vzporedno različico. Da bi vizualizi-
rali rezultate in omogočili interaktivno analizo raziskovalnih podatkov, smo
implementacijo vključili v orodje za podatkovno rudarjenje Orange [19].
I Kratek pregled sorodnih del
Skozi leta so se v literaturi predlagali številni pristopi, katerih cilj je rešiti
vprašanje stabilnosti in pomena grozdov. Čeprav so ti pristopi konceptualno
različni, lahko dajo podobne rezultate. Pregledali smo več metod in primer-
jali njihove rezultate in čase izvajanja. Metoda, ki so jo predlagali Park et
al. [3] uporablja permutacijski test na vsakem vozlǐsču dendrograma in pri-
merja varianco opazovanih podatkov v vozlǐsču z varianco podatkov dobljenih
s spreminjanjem pripisane gruče. Kimes et al. [4] so predlagali uporabo te-
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Slika 1: Vizualizacija rezultatov pvclust metode v R na Lung podatkovni
množici.
stnega postopka, ki temelji na Monte Carlo metodi. Avtorji predpostavljajo,
da je gručo mogoče opisati kot normalno porazdeljeno podskupino podatkov.
Valk et al. [8] predlagajo pristop združevanja, ki temelji na U-statistiki. Su-
zuki in Shimodaire [1] predlagajo pristop ki uporablja multiscale bootstrap
resampling tehniko. Za vsako gručo se izračunata dve vrsti p-vrednosti: AU
(ang. approximately unbiased) in BP (ang. bootstrap probability). Gruči,
katerih vrednost AU je večja od 95%, se štejeta za pomembne.
Metode smo testirali na različnih podatkovnih množicah. Na splošno so
metode zaradi različnih pristopov dale zelo različne rezultate. Dobljeni rezul-
tati se razlikujejo tako po p-vrednostih kot po končnem številu pomembnih
skupin. Vsem je skupna slaba vizualizacija, kadar je podatkovna množica
velika. Prikazane p-vrednosti in oznake gruč se prekrivajo in zaradi neinte-
raktivnosti uporabnik ne more naknadno raziskovati podatkov. Metode se
razlikujejo tudi po časih izvajanja.
iii
Slika 2: Vizualizacija rezultatov pvclust metode v orodju za podatkovno
rudarenje Orange na Lung podatkovni množici.
iv
II Predlagana metoda
Metoda, ki smo jo izbrali, je metoda pvclust, ki sta jo opravila Suzuki
in Shimodaira [1]. Metoda izračuna dve vrsti p-vrednosti, ki poročata o
pomembnosti: AU in BP. Čeprav bi lahko BP vrednost izračunali z nava-
dno metodo ponovnega vzorčenja (v nadaljnjem tekstu bootstrap), algoritem
pvclust za izračun obojega uporablja multiscale bootstrap resampling teh-
niko. Algoritem ni vezan na določeno povezovalno metodo. Je precej splošen
in uporaben za različne probleme hierarhičnega združevanja. Pri multiscale
bootstrap resampling tehniki se velikost podatkovne množice N spremeni in
prilagodi na več vrednosti, in nove velikosti vzorcev so lahko manǰse, večje ali
enake prvotni velikosti podatkovne množice. Za vsako velikost vzorca N ′ se
iz podatkovne množice ustvari B kopija velikosti N ′, pridobljenih z bootstrap
metodo. Hierarhično gručenje se uporabi za vsako od njih. Nato preštejemo
frekvence gruč, enake prvotnim, in dobimo njihove verjetnosti za vsako ko-
pijo velikosti N ′. Potem opazujemo spremembo izračunanih verjetnosti gruč
vzdolž različnih velikosti vzorca in s prilagajanjem krivulje na te spremembe,
izračunamo AU in BP p-vrednosti za gruč. V algoritmu pvclust se obe p-
vrednosti gruči izračunata iz naklona regresijske krivulje [20]. AU vrednost
je manj pristranska od BP vrednosti in zato bolje opisuje če so podatki na-
ključno zbrani. Zato za gruče, ki imajo vrednost AU več kot 95% velja, da
jih podatki močno podpirajo.
III Eksperimentalna evaluacija
Izbrano metodo smo implementirali v programskemu jeziku Python. To je
prva in trenutno edina open-source Python implementacija analize stabilnosti
hierarhičnega gručenja. Motivacija za implementacijo v Pythonu sta bili čas
izvajanja in slaba vizualizacija pvclust rezultatov v R. Dendrogram v R je
težko berljiv, saj se prikazane p-vrednosti in oznake gruč prekrivajo. Dodatna
slabost je še odsotnost interaktivnosti, ki omejuje uporabnika pri izvajanju
raziskovalne analize na dendrogramu. Našo implementacijo smo vključili v
v
ogrodje za podatkovno rudarjenje Orange, ki omogoča interaktivnost in lepo
prikazuje pomembne gruče in njihove p-vrednosti. Vizualizaciji rezultatov
pvclust metode v R in v orodju za podatkovno rudarjenje Orange, na Lung
podatkovni množici, sta prikazana na sliki 1 in sliki 2.
Testirali smo implementacijo v Pythonu in pokazali, da dosegamo enake
rezultate kot pri izvedbi v R. Nato smo primerjali čase izvajanja v R in naše
implementacije ter ugotovili, da je naša implementacija bistveno hitreǰsa. Za
dodatno pospešitev smo implementirali še vzporedno različico pvclust. V
tabeli 1 so prikazani časi izvajanja naše implementacije in implementacije v
R na različnih podatkovnih množicah.
podatki dimenzija gručenje
R Python
1 jedro 1 jedro 4 jedra 6 jeder
Alcohol Sensor QCM3 (25, 10) primerov 14.64 10.63 8.38 3.19
Iris (150, 4) primerov 113.00 26.67 17.10 7.63
Lung (73, 916) spremenljivk 263.90 74.84 36.13 10.50
Mice Protein Expression (77, 1080) spremenljivk 326.59 91.82 45.94 15.97
Breast Cancer Wisconsin (683, 9) primerov 5014.17 674.79 395.28 140.25
Tabela 1: Časi izvajanja v sekundah metode pvclust v R in Pythonu na
enem jedru in vzporedni različici Pythona na 4 in 6 jedrih. Dimenzija (x, y)
poroča o številu primerkov podatkov - x in o številu spremenljivk podatkov
- y.
IV Sklep
Najmanǰsa permutacija podatkov, na primer dodajanje ali brisanje prime-
rov ali spremenljivk, lahko spremeni rezultat hierarhičnega gručenja. Po-
datkovnega znanstvenika pa zanima samo stabilen del izdelanega dendro-
grama. Zato je bistveno oceniti stabilnost strukture gruč in pridobiti bolǰse
razumevanje dobljenih rezultatov. To uporabniku pomaga pri oblikovanju
vi
zaključkov o gručah v podatkih in nadaljnji preiskavi pomembnih delov.
V tej nalogi smo pregledali več metod, ki izračunavajo pomen gruči, in
se zaradi obsežne uporabe in enostavne interpretacije rezultatov odločili, da
bomo implementirali metodo pvclust [1] v programskem jeziku Python in
jo nato vključili v orodje za podatkovno rudarjenje Orange. Naša impemen-
tacija se je izkazala za bistveno hitreǰso od originalne v R, na voljo pa je
v repozitoriju GitHub1. Naša vizualizacija rezultatov pvclust v Orange se
izogne napakam prvotne implementacije in uporabniku omogoča, da hitro
opazi katere gruče so pomembne. Poleg tega lahko uporabnik, zaradi inte-
raktivnosti in širokega nabora funkcij, ki so na voljo v Orange, učinkovito
analizira dele podatkovne množice, ki so označeni kot pomembni.
Prihodnje delo lahko zajema izdelavo strežnǐske analize stabilnosti, da se
podalǰsa čas delovanja in omogoča da se pvclust ukvarja z večjimi podat-
kovnimi množicami. Dodatno bi bilo mogoče spremeniti postopek vzorčenja,
kot predlagajo Dresen et al. [21]. Predlagali so vzorčenje zveznih uteži, ki ne




Hierarchical clustering is an unsupervised learning technique that infers a set
of nested, hierarchically organised clusters [2]. The advantage of this proce-
dure is that the number of clusters does not have to be defined prior to the
execution of the algorithm. There are two approaches to hierarchical clus-
tering: agglomerative and divisive. The agglomerative technique starts with
each data point representing a separate cluster, and at every step, it merges
tusters until only one cluster is left. The divisive technique proceeds in the
opposite way. It starts with a single cluster, and at every step, it increases
the number of clusters by one by dividing an existing cluster into two until
each point represents a separate cluster. The open question for both types of
clustering is are these resulting clusters and clustering structure stable. That
is, would under small changes in the data, the clustering structure remain
the same? If not, what is the stable part of clustering?
1.1 Motivation
The dendrogram, a graphical depiction of the clustering tree, is a nice tool as
it can be directly interpreted, and it shows how clusters are formed. It may be
very informative, but it is also susceptible to outliers and any changes in the
data. Even slight permutation in the data can change the clustering structure
1
2 CHAPTER 1. INTRODUCTION
Figure 1.1: Hierarchical clustering of features of the Boston housing dataset
(left) and hierarchical clustering after randomly sampling 99% of the dataset
(right). The part of the clustering structure that has changed is marked with
a red bar.
and hence its visualisation, as shown in Figure 1.1. A single clustering can
thus lead to over-interpretation, and ideally, we are only interested in the
stable part of the clustering structure. Therefore it is important to assess
the significance of nodes in the dendrogram and stability of the clustering
tree. Interestingly, and despite potential utility, off-the-shelve data mining
software packages only rarely, if at all, implement the analysis of clustering
stability.
1.2 Goals and Thesis Structure
Although hierarchical clustering represents a beneficial technique, mainly
if clusters produced correspond to meaningful taxonomies like in biological
sciences, it also has some deficiencies. For example, if data points are falsely
grouped at an early stage, they cannot be reallocated. Different similarity
measures may lead to different clustering results. Furthermore, the steps this
procedure follows always yield clustering result regardless of the fact if the
clustering exists in the data or not. A hierarchy will always be displayed,
but the question if the data is well represented by it remains unanswered
unless we look deeper into the partitions of the hierarchy and try to assess
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the significance of clusters. Thus, by evaluating the significance of clusters,
we can identify which clusters represent actual population structure and,
which are just a consequence of random effects. This evaluation is done
using permutation-based analysis by Park et al. [3] where the permutation of
cluster membership was done in order to determine the significance of clusters
or as proposed by Kimes et al. [4] where the authors proposed a procedure
to test their hypothesis that a cluster may be described as a subset of data
which follows a single Gaussian distribution. Additionally, the significance
could also be computed using mulstiscale bootstrap resampling [1].
The Thesis is structured as follows. We first discuss and compare several
techniques that are assessing the significance of clusters. Then we selected
one of them, reimplement it in Python and compare our implementation
to the original one in R. Next, we implement the method within the data
mining framework Orange for better visualisation and show some interesting




Throughout the years, a number of approaches have been proposed in the
literature with an aim to solve the question of stability and significance of
clusters. While those approaches are conceptually different, they may yield
similar results. In the following, we present these methods, observe the results
of some of them on the Seeds and Human Breast Cancer datasets from the
UCI Machine Learning repository1 and then summarize the similarities and
differences.
In 1979, Smith and Dubes [5] modified a test proposed by Strauss et
al. [6] to assess the stability of clusters. The idea of this test is to randomly
divide the data in half and do the clustering independently on each half.
Clusters are called stable if the ones appearing in separate halves appear in
the clustering of the entire data as well. Another test proposed by Strauss
et al. [6] was the addition or deletion of the variables from the data. This
should have only a moderate effect on the clustering if the clusters are stable.
Interestingly, these were some of the first attempts to determine the stability
of clustering.
Kimes et al. [4] in 2017 proposed a testing procedure in which Monte
Carlo-based hypothesis tests are performed at nodes along the dendrogram.
They have assumed that a cluster may be described as a subset of the data
1 https://archive.ics.uci.edu/
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which follows a single Gaussian distribution. The p-value of the node with
n instances in its subtree is calculated by comparing the strength of cluster-
ing in the observed data against that for the data clustered under the null
hypothesis. The measures of the strength of clustering are a linkage value
or 2-means clustering index, which is a statistic whose smaller values corre-
spond to tighter clusters and vice-versa. A problem with this approach is
the estimation of a covariance matrix for the null distribution in the high-
dimension low-sample size setting as well as the possibility of rejecting the
null hypothesis only because the data is non-normal. The procedure has
implementation in an R package called sigclust2 2.
Valk et al. [8] in 2018 proposed a procedure for hierarchical clustering
based on U-statistic that assesses statistical significance in clustering. This
is a divisive approach that starts with a homogeneity testing of the entire
dataset. The U-test is used to assess group homogeneity by verifying whether
there exists some significant partition of the data. The statistic used in the
test is based on U-statistics that are associated with within and between
group distances. If the value of the statistic is high, then the null hypothesis
of the homogeneous grouping is rejected, and the data are split into two
groups. The testing then continues separately for each group until either
all the subgroups are homogeneous according to the test, or each subgroup
has fewer than three elements. The limitation of the approach is that it is
adjusted to the high-dimensional low-sample size data and results are valid
only if Euclidean distance is used as a distance metric. The procedure is
implemented within an R package uclust3.
Another approach that assesses the significance of clusters was proposed
by Suzuki and Shimodaira in 2006 [1]. They released an R package pvclust4
that calculates two p-values for each cluster using the multiscale bootstrap
resampling: bootstrap probability value (BP) and the approximately unbi-





significant. The algorithm pvclust does not require any additional input in-
formation except the data itself. It does the sampling of the data rows, and
then it applies the hierarchical clustering to the features of the sample. It is
widely used for microarray data [14, 15, 16], whereas it is not very applicable
to the data of low-dimensions.
Park et al. [3] in 2009 proposed a method for determining the significance
of clusters using permutation tests at each node of a dendrogram. They
compared the within-cluster variance of the observed data in the node with
the data obtained by permuting the cluster membership. In order to calculate
p-value as a test statistic, they used either the singular value decomposition or
the trace of variance matrices. Additionally, the authors used this technique
to make a dendrogram easier to read by joining all non-significant branches
- ones whose p-value is lower than a certain threshold. This approach gives
the indication of the compactness of clustering and its resulting p-values are
conditional on the clustering at the previous level. Similar aims of testing
the global hypothesis that there are clusters in the data had Greenacre in
2011 and Sebastiani et al. in 2016 [9, 10].
Brock et al. [11] in 2008 developed an R package clV alid5 for cluster vali-
dation. In the package, there are three types of validation – internal, stability
and biological. Each type has several measures, and the main goal is to com-
pare different clustering algorithms based on those measures. They used four
stability measures proposed by Datta and Datta [12] to evaluate the strength
of a clustering result by comparing it to the clusters obtained after each col-
umn is removed one at the time. The result shows the method that gives
the most stable clustering for each measure and the suitable number of clus-
ters. In order to compute this, the algorithm requires predefined minimum
and maximum number of clusters. Similarly, in the R package, NbClust [13]
there are thirty different cluster indices for assessing the number of clusters,
and it also requires predefined minimum and maximum number of clusters
for which indices will be computed. The final number of clusters is decided
5 https://cran.r-project.org/web/packages/clValid/clValid.pdf
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We have experimentally compared the methods by Park et al. - Park, Kimes
et al. - SHC, Valk et al. - uhclust, and Suzuki and Shimodaira - pvclust.
This selection was based on the availability of the implementations. The
dataset used were the Seeds, Human Breast Cancer, Mice Protein Expression,
Alcohol Sensor QCM3 and Iris from the UCI Machine Learning repository1
and the Lung dataset from Graber et al. [22]. The following are visualisations
of some of the obtained results. Figures 3.1 to 3.4 are dendrograms of the
Seeds dataset which has 210 instances and 7 variables and Figures 3.5 to 3.8
are dendrograms of the Human Breast Cancer dataset with 596 instances
and 30 variables.
Generally, the methods we have compared provide very different results
due to their different approaches. The results are different in p-values as well
as in the final number of significant clusters. The difference in the number of
clusters is shown in Table 3.1, while the different p-values are noticeable on
the figures below. A common flaw of all methods is poor visualisations when
the size of the dataset is large. The displayed p-values and cluster labels
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showing all p−values below 0.05 cutoff (FWER corrected)
Figure 3.1: Visualisation of results by Kimes et al. SHC algorithm on the
Seeds dataset.
any subsequent data exploration. Apart from the results, the methods vary
in computation times, as shown in Table 3.2. The pvclust method is the
slowest because it is using the multiscale bootstrap resampling technique.
In this technique, the dataset is scaled and a number of bootstrap samples
for each scaled size, are taken from the dataset. With the increase of the
sample’s size, the memory increases and it takes more time in R. The uhclust
method is tailored to the high-dimension low-sample size data and, as shown
in the Table 3.2, it is very quick when tested on the datasets with less than
a hundred data instances, regardless of the number of the data features.
However, its computation time increases with the increase of the number of
data instances. The remaining two methods, Park and SHC, take similar time
to run on the data with low dimensions while the Park is much slower when
the number of features increases.
The Park algorithm in Figure 3.3 merges all the non-significant branches
to the same height and the specific p-values get lost in this representation.
The SHC algorithm provides a decent visualisation, but as seen in Figure 3.1
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Figure 3.2: Visualisation of results by Valk et al. uhclust algorithm on
the Seeds dataset.







Figure 3.3: Visualisation of results by Park et al. algorithm on the Seeds
dataset.
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Figure 3.4: Visualisations of results by Suzuki and Shimodaira’s pvclust
algorithm on the Seeds dataset.
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when a large number of significant branches is found, p-values are not easily
read. Similar is with the uhclust, where many displayed values especially on
the lowest level of merging overlap. The colour of the labels could differen-
tiate significant clusters, but the labels themselves cannot be distinguished.
The visualisation by pvclust method also suffers from similar flaws espe-
cially noticeable in Figure 3.8 where the only few p-values are clearly seen,
and the rest of values are illegible.
All the reviewed methods are based on the sampling, and due to it, the
final results are not always consistent. The SHC and the pvclust meth-
ods produced steady results when tested on the higher dimension dataset.
However, the results were not that consistent when tested on the dataset of
low-dimensions as seen in Figure 3.4 where in the first run the pvclust al-
gorithm selected two significant clusters and in the second almost four times
more significant clusters were chosen. The Park and the uhclust methods
gave relatively consistent results, but when tested on the data with lower
dimensions, the final number of significant clusters was always higher than
with the other two procedures, as shown in Table 3.1.
The dendrogram visualisations could be improved with interactivity. In
R, some packages like idendro2 or plotly3 with its function plot dendro,
enable this feature, but since the interactivity is not a built-in component
of mentioned methods, if we apply those packages to them, we may lose
the p-values, rectangles or coloured labels produced by the methods. One
of our aims is to enhance the visualisation of one of these procedures. The
method we have chosen for reimplementation and refinement in Python is
the pvclust by Suzuki and Shimodira [1] because of its broad usage and
straightforward interpretation of the result. The drawback of this method is
that it is computationally intensive for large datasets and improvement of its





















showing all p−values below 0.05 cutoff (FWER corrected)
Figure 3.5: Visualisation of results by Kimes et al. SHC algorithm on the
Human Breast Cancer dataset.
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Figure 3.6: Visualisation of results by Valk et al. uhclust algorithm on
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Figure 3.8: Visualisation of results by Suzuki and Shimodaira pvclust
algorithm on the Human Breast Cancer dataset.
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CHAPTER 3. COMPARISON OF STABILITY ASSESSMENT
METHODS
dataset Seeds Lung MiceProtein Alcohol Iris
dimension (210, 7) (916, 73) (1080, 77) (25, 10) (150, 4)
SHC 34 2 10 4 10
uhclust 35 12 18 6 22
pvclust 23 15 10 2 12
Park 50 18 19 5 36
Table 3.1: The number of significant clusters inferred by different stability
assessment methods. The dimension (x, y) reports on the number of the
data instances - x and the number of the data features - y.
dataset Seeds Lung MiceProtein Alcohol BreastCancer
dimension (210, 7) (916, 73) (1080, 77) (25, 10) (593, 30)
clustering instances features features instances instances
SHC 29.91 37.60 70.36 1.26 51.56
uhclust 46.54 3.10 3.51 0.54 687.50
pvclust 340.87 272.54 581.88 17.64 3725.20
Park 32.30 1181.14 1343.92 3.77 152.12
Table 3.2: Computation times in seconds of different cluster stability as-
sessment methods. The dimension (x, y) reports on the number of the data
instances - x and the number of the data features - y.
Chapter 4
Python Implementation
The algorithm pvclust [1], as described in the previous chapters, determines
the significance of clusters produced by hierarchical clustering. We have
selected it for implementation because of its extensive usage and straight-
forward interpretation of the results. It calculates two types of p-values
that report on the significance: a bootstrap probability value (BP) and an
approximately unbiased p-value (AU). Although the bootstrap probability
value could be calculated by the ordinary bootstrap technique, the pvclust
algorithm uses the multiscale bootstrap sampling for computing both: the
bootstrap probability and the approximately unbiased p-value. The algo-
rithm is not tied to a particular linkage method. It is applicable to various
hierarchical clustering problems. The Algorithm 1 is the pseudocode of the
method.
The algorithm pvclust is widely used, especially in the field of genetics.
For example, Ishii et al. [14] used pvclust for evaluating the uncertainty of
clusters of DNA fingerprint data and Yu et al. [15] used it for the extraction of
highly significant clusters of microRNAs functional similarities. Adipokines
are bioactive molecules that form adipose tissue. Flehmig et al. [16] tried
to find adipokine patterns related to obesity and insulin sensitivity through
hierarchical clustering analysis, and they used pvclust’s p-values as a mea-
sure of certainty of found clusters. Alves et al. [17] proposed a model for
17
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predicting emotional reactions of videogames’ players. Hierarchical cluster-
ing is applied to players, and the pvclust method is used to get an estimate
of the significance of obtained clusters.
The method pvclust method was originally implemented in a statistical
software R [18] as an add-on package. Since R is running in-memory, it is
not very time efficient when the method is applied to a large dataset. To
generally speed up the procedure and then to implement it within the Orange
data mining toolbox [19] for better visualisation of results, we reimplemented
the pvclust method using Python programming language.
4.1 The Algorithm
The pvclust computes bootstrap-based p-values in a post hoc approach. We
first apply hierarchical clustering on the dataset, produce the final dendro-
gram and then begin the computation of the p-values of its nodes.
The bootstrap probability (BP) of a cluster can be calculated using the
ordinary bootstrap technique, i.e. random sampling with replacement from
the dataset where the sample size is the same as the size of the dataset,
N ′ = N . The random sampling is repeated B times, and B bootstrap sam-
ples are generated. Hierarchical clustering is applied to every sample, and
dendrograms are produced. We count how many clusters from the original
dendrogram appeared in dendrograms produced by the bootstrap samples.
We divide the counts by B and obtain the bootstrap probabilities (BP) of
each cluster.
Despite that, the pvclust method uses the multiscale bootstrap resam-
pling for calculation of the bootstrap probability (BP) and the approximately
unbiased p-value (AU). In this method, the dataset size N is altered and
scaled, where the new sample sizes can be smaller, larger or equal to the
original dataset size. For each sample size N ′, B bootstrap replicates of size
N ′ are generated from the dataset, and hierarchical clustering is applied to
every one of them. We then count the frequencies of clusters identical to the
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Algorithm 1 pvclust
Input: dataset X, list of data scaling constants r, number of bootstrap repetitions B
Output: Approximately Unbiased probability (AU) and Bootstrap Probability (BP ) for
each cluster of hierarchical clustering
1: C ← all clusters in hierarchicalClustering(X)
2: L← [ ] {list of altered sizes of dataset X}
3: T← empty table
Calculate elements of L for dataset X as:
4: for each scale in r do
5: temp← scale ∗ length(X)
6: Add temp to L
7: end for
8: for each N in L do
9: for each cluster c ∈ C do
10: R[c]← 0 {list of cluster repetitions}
11: end for
12: for i = 1,2, . . . , B do
13: X′ ← sample N data instances with replacement from X
14: C ′ ← all clusters in hierarchicalClustering(X′)
15: for each cluster c ∈ C do
16: R[c]← R[c] + 1 ⇐⇒ c ∈ C ′
17: end for
18: Divide all values in R with B and add this list as a column to T
19: end for
20: end for
{Each row in the table T contains bootstrap probabilities (bp) for all data scaling
constants in r for a single cluster}
21: for each row in T do
22: for each bp in row do
23: We observe the change in z ← −Φ−1(bp) values, where Φ−1(·) is the inverse of
the standard normal cumulative distribution function Φ(·)
24: end for
25: Theoretical curve z(r) ← m ∗
√
r + n /
√
r is fitted to the observed values using
Weighed Least Square method and m and n are estimated
26: AU ← 1− Φ(m− n)
27: BP ← 1− Φ(m+ n)
28: end for
20 CHAPTER 4. PYTHON IMPLEMENTATION
Figure 4.1: A part of the dendrogram of the hierarchical clustering of the
Boston Housing dataset.
original ones and obtain their bootstrap probabilities (bp) for every sample
size N ′. Next, we observe a change of calculated bootstrap probabilities (bp)
of a cluster along different sample sizes, and by fitting a curve to the change,
we estimate the bootstrap probability (BP) and the approximately unbiased
p-value (AU) for the cluster. In the pvclust algorithm, both p-values of
the cluster are calculated from the slope of this regression curve [20]. The
approximately unbiased value (AU) is less biased than the bootstrap prob-
ability (BP), and it better describes if the data were clustered by chance.
Hence, the clusters that report approximately unbiased p-value greater than
95% are the ones considered strongly supported by the data.
For example, we apply the pvclust algorithm to the clustering of fea-
tures of the Boston Housing dataset. This dataset has 506 instances and 14
variables. Then scaled sizes of the dataset, N ′, are 253, 303, 354, 404, 455,
506, 556, 607, 657, and 708. For each cluster, bootstrap probabilities (bp) are
calculated for the every value of N ′. For the cluster RAD, INDUS, LSTAT,
at the Figure 4.1, calculated bootstrap probabilities are 0.899, 0.931, 0.927,
0.929, 0.951, 0.959, 0.959, 0.968, 0.967 and 0.967 respectively for each scaled
size of the dataset. We observe the change in these values z = −Φ−1(bp),
where Φ−1(·) is the inverse of the standard normal cumulative distribution
function Φ(·). Then a curve z(N ′) = m ∗
√︁
N ′/N + n ∗
√︁
N/N ′ is fitted to
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the values we observed using Weighted Least Squares method and the coef-
ficients m and n are computed. Finally, p-values are computed as following:
AU = 1− Φ(m− n) and BP = 1− Φ(m+ n).
4.2 Python Implementation
The motivation for the Python implementation was the response time and
the flawed visualisation of the pvclust’s result in R. Our reimplementation
is available on GitHub repository1. The pvclust’s dendrogram in R can be
very hard to read since the displayed p-values and cluster labels overlap as
shown on Figure 3.4 and Figure 3.8. Another flaw is the absence of the inter-
activity, which limits the user when performing exploration analysis on the
dendrogram. We made a dendrogram visualisation in Python, Figure 4.2,
that displays the computed p-values for every node. This visualisation en-
ables zoom-in and zoom-out features which help when the overlap of p-values
occurs, as shown in Figure 4.1. Because there are no any more interactive
features, we decided to use our Python implementation and include it in the
data mining framework Orange [19], which enables interactivity and nicely
shows significant clusters and its p-values.
We test our Python implementation and show that we obtain the same
results as in the original R implementation. Next, we compare the computa-
tion times of R and our implementation and observe that our implementation
is substantially faster. For additional speed-up, we implemented a parallel
version of our Python’s pvclust. Computation times in R and Python on a
single core and Python parallel version on four and six cores are displayed in
the Table 4.1.
1 https://github.com/aturanjanin
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dataset dimension clustering
R Python
1 core 1 core 4 cores 6 cores
Alcohol Sensor QCM3 (25, 10) instances 14.64 10.63 8.38 3.19
Iris (150, 4) instances 113.00 26.67 17.10 7.63
Lung (916, 73) features 263.90 74.84 36.13 10.50
Mice Protein Expression (1080, 77) features 326.59 91.82 45.94 15.97
Breast Cancer Wisconsin (683, 9) instances 5014.17 674.79 395.28 140.25
Table 4.1: Computation times in seconds of the pvclust method in R and
Python on a single core and Python parallel version on 4 and 6 cores. The
dimension (x, y) reports on the number of the data instances - x and the
number of the data features - y.
The method pvclust, by default, clusters the features of the received
dataset and samples the instances. In the further text, we will refer to those
as the dimension which is being clustered and the dimension which is being
sampled, respectively. In the Table 4.1, the column clustering reports on
what dimension the pvclust method applies the clustering to. For the Alco-
hol Sensor QCM3, Iris and Breast Cancer Wisconsin datasets, the pvclust
method clusters their instances. We can notice that with the increase of the
dimension that is being clustered, the computation time increases, as well
as the difference between the computation times on one core and four or
six cores. This means that the speed-up depends on the size of the dataset,
mainly on the greatness of the dimension that is being clustered. For the
Lung and Mice Protein Expression datasets, the pvclust method clusters
their features. It is noticeable that even though the dimension that is being
sampled is greater, these two sets require less computation time than the
Breast Cancer Wisconsin dataset because the dimension that was clustered
is almost nine times smaller. However, they require more computation time
than the Iris dataset due to the small value of its dimension that is being
sampled.
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Figure 4.2: Visualisation of pvclust’s results of the Alcohol QCM3 Sensor
dataset in Python. The dendrogram has a similar flaw as the one in R -
the overlap of p-values, but the labels are clearly visible. The data were
clustered using Euclidean distance and Ward’s linkage method, and p-values
are calculated with 1000 bootstrap replicates. The results display two main
significant clusters: one with only 1-Octanol class and the other that is a mix
of remaining classes. Additionally, we can notice that the algorithm marked
the individual class clusters significant as well.
24 CHAPTER 4. PYTHON IMPLEMENTATION
4.2.1 Python Code
def _table(self):
""" Make a table of bootstrap probabilities for each sample size in
n_scaled """
if self.parallel:
print(f"Calculating using {cpu_count ()} cores ... ", end="")
with Pool() as pool:
probabilities = pool.map(self._nbootstrap_probability ,
self.n_scaled)
table = probabilities [0]
for i in probabilities [1::]:
table = np.column_stack ((table , i))
print("Done.")
else:
table = np.empty([len(self.data.transpose ()) -1, 1])
for i in self.n_scaled:
print(f"Boostrap (r = {round(i/self.n, 2)}) ... ", end="")
temp = self._nbootstrap_probability(i)
table = np.column_stack ((table , temp))
print("Done.")
table = np.delete(table , 0, 1)
return table
Code 4.1: Paralellization of pvclust method
The multiscale bootstrap sampling uses different sizes of the original
dataset, and those sizes are stored in the variable self.n scaled shown in
Code 4.1. Since the same procedure is applied to all dataset sizes and their
results are independent, this enabled us to introduce the parallelism and
speed-up the computation process. We used the multiprocessing package
in Python and initialized Pool object which detects how many cores machine
has and employs all of them in order to execute the forwarded method, in this
case, nbootstrap probability, parallel for every value in self.n scaled.
def _hc(self , n):
""" Do bootstrap sampling and then apply hierarchical clustering to the
sample """
data = self.data
# we are sampling instances
data = data.sample(n, replace=True , axis =0)
# HC is applied to columns each time (hence transposing)
temp = hierarchical_clustering(data.transpose (), self.method , self.metric)
clusters = temp.find_clusters ()
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return clusters
def _nbootstrap_probability(self , n):
""" Calculate the bootstrap probability of each cluster for the dataset
of size n """
# dictionary for counting repetitions of the same clusters throughout
nboot different clusterings
repetitions = {i: 0 for i in range(len(self.clusters))}
# do HC nboot times for dataset of size n
for _ in range(self.nboot):
sample_clusters = self._hc(n)
# compare obtained clusters with the main ones and
# update repetitions if necessary
for cluster in sample_clusters:
if cluster in self.clusters:
repetitions[self.clusters.index(cluster)] += 1
# calculate the BP probability for each cluster for the sample
# of size n
BP = [repetitions[k]/self.nboot for k in repetitions.keys()]
return np.array(BP)
Code 4.2: Data sampling and counting repetitions of clusters in pvclust
The function nbootstrap porbability counts the repetitions of the clus-
ters in dendrograms of self.nboot samples. The sampling and clustering
are done in the hc function where from the original dataset n instances
are sampled with replacement. The hierarchical clustering is applied to the
obtained sample, and we get the clusters for that particular sample. The
nbootstrap porbability counts how many exactly the same clusters ap-
peared in the sample’s clustering as in self.clusters, which are the clusters
of the first and final dendrogram. The result of the function is the array of the
frequency of clusters for the particular scaled size n of the original dataset.
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4.3 Implementation in Orange
Orange [19] is a data mining toolbox that simplifies complex machine learning
problems using visual programming. Orange has widgets that are communi-
cating with each other through their inputs and outputs. In order to apply
hierarchical clustering to a dataset, we need to connect the data to the Dis-
tances widget and then that one to the Hierarchical Clustering widget. The
result of this clustering is shown through a dendrogram that can be pruned
based on the depth of clusters. Further explorative data analysis of cluster-
ing results can be performed using other Orange widgets, for example, Box
Plot or Data Table.
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We added the Significance box to the existing Orange’s widget with hi-
erarchical clustering. The addition involved the following elements:
 Threshold - clusters with AU value greater or equal to this threshold
are considered significant. Possible thresholds offered in the implemen-
tation are 80, 90, 95 or 99. Only when the box is checked, the widget
starts computing significance values and once computed, pruning and
cluster selection based on Threshold are enabled.
 Bootstrap samples - a number of bootstrap replicates used for calcula-
tion of AU and BP. Possible values: 100, 200, 500, 1000.
 Branch thickness - a slider that can enlarge the thickness of branches
up to 3 times.
Figure 4.3: Hierarchical Clustering widget in Orange with significance com-
putation, where the significance threshold was set to 95 and the number of
bootstrap samples is 1000.
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The main goal of pvclust’s implementation in Orange was to provide
users with better visualisation of its results, to make a visualisation that has
interactivity and where user clearly sees what significant clusters are. We
decided to display results with a thickness of dendrogram’s branches. The
user chooses a threshold for significance and based on it, the dendrogram is
drawn. The user has the option to choose how many bootstrap replicates
they would like to use for computing the pvclust p-values as well as to alter
the branch thickness once the significance values are computed. If the user
wants to know exact p-values obtained, the information is available on a
hover of a cluster as a tooltip, as shown in Figure 4.4.
Figure 4.4: AU and BP values displayed on hover of the selected cluster
(RM-B).
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Furthermore, once the user chooses the computation of significance values,
the tree pruning based on the significance threshold is enabled together with
the selection of the significant clusters. The selection of the clusters that are
strongly supported by data is shown in Figure 4.5.
Figure 4.5: Threshold-based significant clusters selection with the signifi-




In the following section, we applied hierarchical clustering to the Mice Pro-
tein Expression and Breast Cancer Wisconsin datasets. Considering it was
difficult to capture the entire dendrogram of a larger dataset, we took a
subset of Breast Cancer Wisconsin dataset.
We applied hierarchical clustering with Ward’s linkage method and Eu-
clidean distance to the Breast Cancer Wisconsin and then computed signifi-
cance values for every cluster. For the Mice Protein Expression, we used the
average linkage method with Pearson correlation as a distance metric. The
significance threshold was set to 95, and the number of bootstrap replicates
was 1000 for both clusterings.
The goal here is to show results of the pvclust procedure with clear
visualisation that allows pruning and automatic selection of the significant
clusters. With pruning, the user obtains simpler and smaller dendrogram
from which it is easier to observe the significant data. If the user wants to
explore only the data from significant clusters, they can use the Threshold
selection option and this data will be on the output of the hierarchical clus-
tering widget. A very important feature is that all obtained visualisations in
Orange are interactive. Figures 5.1 to 5.4 show the resulting dendrograms.
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Figure 5.1: Hierarchical clustering of the 77 mice proteins with aim to
identify significant subsets of proteins. Intuitively, one could make the cut
on height around 0.4 and obtain four or five clusters, but pvclust does not
mark these clusters as significant at the threshold of 95, it selects the clusters
on lower levels as shown in Figure 5.2.
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Figure 5.2: We computed the p-values of the nodes of the clustering hierar-
chy in Figure 5.1, which we used for pruning based on the threshold value of
95. After pruning, the non-significant branches merged, and the result is this
dendrogram. Our pvclust has found 10 significant clusters for this thresh-
old. Additionally, we applied the automatic selection of significant clusters
for more convenient representation of results and easier further analysis of
only those significant protein groups.
34 CHAPTER 5. USE CASES
Figure 5.3: The dendrogram displays the clustering of the subset of the
Breast Cancer Wisconsin dataset. In the clustering, we can notice two well-
separated clusters. This division is also supported by the significance of
clusters calculation shown in Figure 5.4.
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Figure 5.4: We calculated the p-values of the nodes of the clustering struc-
ture in Figure 5.3 and then applied pruning based on the threshold of 95
in order to simplify our visualisation. This dendrogram is the result we ob-
tained. In this representation, it is more convenient to observe important
clusters. The exact AU and BP values are available on the mouse hover over
the cluster, and those are 99 and 75 for the red cluster, respectively, and 99




Even the slightest permutation in the data, such as addition or deletion
of instances or variables, can change the result of hierarchical clustering.
The data scientist is preferably interested in the stable part of the inferred
dendrogram. Thus it is essential to assess the significance of dendrogram’s
nodes and obtain a better understanding of produced results. This can help
us to draw conclusions on clustered data and to investigate the significant
parts further.
In the Thesis, we reviewed several methods that compute cluster signif-
icance, and due to the extensive usage and simple interpretation of results,
we decided to reimplement the pvclust method [1] in Python programming
language and then incorporate it within the data mining toolbox Orange.
Our implementation proved to be substantially faster than the original one
in R, and it is available at GitHub repository1. Our visualisation of pvclust’s
results in Orange avoids the flaws of the original implementation. It enables
the user to notice what the meaningful clusters are quickly. Furthermore, due
to the interactivity and wide range of features that are available in Orange,
the user can efficiently perform additional explorative analysis on parts of
dataset marked as significant.
The future work may encompass the attempt to make server-based stabil-
1 https://github.com/aturanjanin
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ity analysis in order to further reduce the running time and enable pvclust
to deal with larger datasets. Furthermore, the sampling procedure could be
modified like proposed by Dresen et al. [21] who suggested using continu-
ous weights sampling which does not lose any information about data as it
happens when the ordinary bootstrap technique.
Appendix A
Additional Use Cases
In the following section, we applied hierarchical clustering to the Alcohol
Sensor QCM3, Iris and Lung datasets. Considering it was difficult to capture
the entire dendrogram of a larger dataset, we took a subset of the Iris dataset.
These datasets, together with the ones from the previous chapters, were
chosen because they indicate that the pvclust method is applicable when
clustering data from various domains.
We applied hierarchical clustering with Ward’s linkage method and Eu-
clidean distance to the Alcohol Sensor QCM3 and Iris datasets and then
computed significance values for every cluster. For the Lung dataset, we
used the average linkage method with Pearson correlation as a distance met-
ric. The significance threshold was set to 95, and the number of bootstrap
replicates was 1000 for every clustering. Figures A.1 to A.6 show the resulting
dendrograms.
With pruning, the user obtains simpler and smaller dendrogram from
which it is easier to observe the significant data. Table A.1 shows the size
of dendrogram before and after threshold-based pruning. The size of a den-
drogram is represented with the number of leaves. The datasets that have
many significant clusters on lower levels of merging do not change much after
pruning. For example, the Alcohol Sensor QCM3 or Lung dataset, as shown
in Figure A.2 and Figure A.6. On the other hand, a more visible change
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is noticeable after pruning the dendrogram of the Mice Protein Expression




before pruning after pruning
Alcohol Sensor QCM3 (25, 10) instances 25 20
Iris (50, 4) instances 50 40
Lung (916, 73) features 73 68
Mice Protein Expression (1080, 77) features 77 54
Breast Cancer Wisconsin (35, 9) instances 35 26
Table A.1: The number of dendrogram’s leaves before and after pruning
based on the significance threshold of 95. The dimension (x, y) reports on
the number of the data instances - x and the number of the data features -
y.
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Figure A.1: The dendrogram is a visualisation of the result of the Alcohol
Sensor QCM3 dataset’s clustering. We can notice that every individual class
has its own cluster and they are marked as significant. Furthermore, the main
division is on two clusters: one only contains 1-Octanol class, and the other
is composed of the remaining classes, and this is supported by significance
values as well.
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Figure A.2: Since this dataset is small and most of the low-level merged
branches are noted as significant, the dendrogram after pruning would not
be much different. Here we applied only auto-selection of significant clusters,
and we see that on the output we have the entire dataset divided into two
large clusters.
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Figure A.3: In the well-known Iris dataset, the Iris-setosa class is linearly
separable from the other two classes. This fact is shown with clustering of
its subset in this figure as well as with computed significance values. Fur-
thermore, in the combined cluster, we can notice small pure subclusters of
Iris-versicolor and Iris-virginica that are noted as significant.
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Figure A.4: We applied pruning on the primarily obtained dendrogram.
However, not many low-level branches were non-significant, which resulted
in not so different dendrogram representation. Since the entire subset divided
into two significant clusters, after selection on the output of the hierarchical
clustering widget we have all instances.
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Figure A.5: The dendrogram shows hierarchical clustering of 73 lung tissues
based on the similarity in 916 genes with average linkage. For the chosen
threshold value of 95, there are twelve clusters marked as significant.
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Figure A.6: The dendrogram after pruning and auto-selection of clusters
based on the significance threshold. Because of the linkage method, we have
some long clusters that have few significant clusters at the lower levels of
merging. Hence not many non-significant branches got pruned. The visual-
isation displays twelve clusters that are marked as significant and that are
sent to the output for possible further exploration.
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[16] G. Flehmig, M. Scholz, N. Klöting, et al, Identification of Adipokine
Clusters Related to Parameters of Fat Mass, Insulin Sensitivity and
Inflammation, in: PLoS ONE, Vol. 9, 2014.
[17] N. P. Alves, R. Aguiar, R. A. Rodrigues, E. Oliveira, L. E. Nacke, Fuzzy
Affective Player Models: A Physiology-Based Hierarchical Clustering
Method, in: Proceedings of the Tenth Annual AAAI Conference on
Artificial Intelligence and Interactive Digital Entertainment Conference,
2014.
BIBLIOGRAPHY 49
[18] R Core Team, R: A Language and Environment for Statistical Comput-
ing, R Foundation for Statistical Computing, Vienna, Austria (2013).
URL http://www.R-project.org/
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