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The logic of orthomodular posets of finite height
Ivan Chajda and Helmut La¨nger
Abstract
Orthomodular posets form an algebraic formalization of the logic of quantum
mechanics. The question is how to introduce the connective implication in such a
logic. We show that this is possible when the orthomodular poset in question is of
finite height. The main point is that the corresponding algebra, called implication
orthomodular poset, i.e. a poset equipped with a binary operator of implication,
corresponds to the original orthomodular poset and this operator is everywhere
defined. We present here the complete list of axioms for implication orthomodu-
lar posets. This enables us to derive an axiomatization in Gentzen style for the
algebraizable logic of orthomodular posets of finite height.
AMS Subject Classification: 03G12, 03G25, 06A11, 06C15
Keywords: Orthomodular poset, connective implication, implication orthomodular po-
set, axiom system, derivation rules, Gentzen style system
1 Introduction
Any physical theory determines a class (E , S) of event-state systems where E contains
the events that may occur in this system and S contains the states that such a physical
system may assume. In quantum mechanics E is usually identified with the set P(H) of all
projection operators of a Hilbert space H. This set is in one-to-one correspondence with
the set of all closed subspaces of H. Hence P(H) forms an orthomodular lattice when
endowed with intersection and with the following operations defined for all P,Q ∈ P(H):
• P ′ := I − P , where I is the identity operator,
• P ∨ Q is the projection onto the closed subspace generated by the union of the
closed subspaces associated with P and Q, respectively.
The relevance of such an approach is restricted by the fact that P ∨ Q need not be
defined for all P,Q ∈ P(H). However, if P,Q are orthogonal, for short P ⊥ Q, which
means P ≤ Q′, then P ∨ Q exists. Hence, instead of orthomodular lattices frequently
orthomodular posets are used as an algebraic axiomatization of the logic of quantum
mechanics.
1Support of the research by the Austrian Science Fund (FWF), project I 4579-N, and the Czech
Science Foundation (GACˇR), project 20-09869L, entitled “The many facets of orthomodularity”, as well
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From the formal algebraic point of view, an algebraic system can be considered as a logic
if it contains a connective implication which enables to derive propositions by means
of axioms and rules. The problem of how to introduce a connective implication in an
orthomodular poset was successfully solved by the authors in [7]. The present paper is
devoted to the following two topics:
• Introduce an assigned implication algebra derived from a given orthomodular poset
and determine the correspondence between such an algebra and the original ortho-
modular poset,
• establish a Gentzen style axiomatic system for this implication algebra, i.e. de-
termine a system of axioms and rules corresponding to the assigned implication
algebra.
It is worth noticing that for orthomodular lattices the mentioned tasks were solved by the
first author and J. Cirulis in [4] where implication was sectional orthocomplementation,
the so-called Dishkant implication. For orthomodular posets such an approach is not
possible since the operation join is not everywhere defined. Hence we restrict ourselves to
orthomodular posets of finite height where every non-empty subset has maximal elements.
Then implication can be defined not as an operation, but as an operator taking maximal
elements of a certain lower cone. Hence the result of implication need not be a single
element, but a set of elements formed by using certain maximal elements.
We start with several definitions of concepts concerning posets with a unary operation.
A bounded poset is an ordered quadruple P = (P,≤, 0, 1) such that (P,≤) is a poset,
0, 1 ∈ P and 0 ≤ x ≤ 1 for all x ∈ P . Let P = (P,≤, 0, 1) be a bounded poset and
a, b ∈ P and A,B ⊆ P . Then P is said to be of finite height if every chain is finite. A
unary operation ′ on P is called antitone if for x, y ∈ P , x ≤ y implies y′ ≤ x′, and it is
called an involution if it satisfies the identity x′′ ≈ x. We define
L(A) := {x ∈ P | x ≤ y for all y ∈ A},
U(A) := {x ∈ P | y ≤ x for all y ∈ A}.
Instead of L({a}), L({a, b}), L(A ∪ B) we shortly write L(a), L(a, b), L(A,B). Anal-
ogously we proceed in similar cases. It is clear that if P is of finite height then every
element of A lies below a maximal element of A. Let ′ be an antitone involution on P.
We say that a and b are orthogonal to each other, shortly a ⊥ b, if a ≤ b′. By MaxA
we denote the set of all maximal elements of A. Moreover, by a ∨ A we mean the set
{a ∨ x | x ∈ A}. By A ≤ a we mean x ≤ a for all x ∈ A. We put A′ := {x′ | x ∈ A}.
Finally, De Morgan’s laws hold, i.e. if a ∨ b is defined then so is a′ ∧ b′ and we have
(a∨ b)′ = a′ ∧ b′. Dually, if a∧ b is defined then so is a′ ∨ b′ and we have (a∧ b)′ = a′ ∨ b′.
Definition 1.1. An orthomodular poset is an ordered quintuple (P,≤, ′, 0, 1) such that
(P,≤, 0, 1) is a bounded poset, ′ is an antitone involution which is a complementation,
i.e. which satisfies the identities x ∨ x′ ≈ 1 and x ∧ x′ ≈ 0, where in case x ⊥ y the
supremum x ∨ y is defined and which satisfies the orthomodular law
(OM) x ≤ y implies (y′ ∨ x)′ ∨ x = y.
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The expression in (OM) is well defined. This can be seen as follows: If x ≤ y then y′ ≤ x′
and hence y′ ⊥ x which shows that y′∨x exists. Now x ≤ y′∨x and hence (y′∨x)′ ≤ x′,
i.e. (y′ ∨ x)′ ⊥ x which shows that (y′ ∨ x)′ ∨ x exists. Due to De Morgan’s laws, (OM)
can be written in the form
x ≤ y implies x ∨ (y ∧ x′) = y.
2 Implication in orthomodular posets
In an orthomodular poset P = (P,≤, ′, 0, 1) the operations of join and meet are only
partial. Since orthomodular posets are considered as logics of quantum mechanics, we
need to have the logical connective implication in order to enable deducing propositions
in this logic. For this, the implication should be an everywhere defined binary operator
on P. For orthomodular lattices one usually considers the Sasaki implication, see e.g.
[1] or [4]. Here we show that that if P is of a finite height then an everywhere defined
implication can be introduced also here but it will not be a binary operation on P since
the result of the implication need not be a single element, but may be a subset of P . On
the other hand, this subset will be as small as possible.
Definition 2.1. Let P = (P,≤, ′, 0, 1) be an orthomodular poset of finite height. We
define
x→ y := y ∨MaxL(x′, y′)
for all x, y ∈ P .
Since MaxL(x′, y′) ≤ y′ for all x, y ∈ P , x→ y is defined for all x, y ∈ P . The expression
x→ y = 1 can be extended to the case where x and y are substituted by subsets A and
B of P , respectively, as follows:
(G) A→ B = 1 if and only if for every x ∈ A there exists some y ∈ B with x→ y = 1.
In the following we often identify singletons with the unique element they contain.
At first we list several simple but essential properties of this implication.
Proposition 2.2. Let (P,≤, ′, 0, 1) be an orthomodular poset of finite height and → be
defined as in Definition 2.1. Then we have the following for all x, y ∈ P :
(i) x→ 0 ≈ x′,
(ii) x ≤ y is equivalent to x→ y = 1,
(iii) x→ x′ ≈ x′,
(iv) if x ⊥ y then (x ∨ y)′ ∨ y exists and x→ y = (x ∨ y)′ ∨ y,
(v) if x ⊥ y then x ∨ y = (x→ y)→ y,
(vi) if x ⊥ y then x ∨ y = x′ → y,
(vii) if x ≥ y then x→ y = x′ ∨ y,
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(viii) if x ⊥ y then ((x→ y)→ y)→ y = x→ y,
(ix) if x ≤ y then (((y′ → x)→ x)′ → x)→ x = y,
(x) (x′ → x)→ x ≈ 1,
(xi) x→ (y → x) ≈ 1.
Proof.
(i) x→ 0 ≈ 0 ∨MaxL(x′, 1) ≈ 0 ∨ x′ ≈ x′
(ii) If x ≤ y then x→ y = y ∨MaxL(x′, y′) = y ∨MaxL(y′) = y ∨ y′ = 1. Conversely,
if x → y = 1 and z ∈ MaxL(x′, y′) then because of y ∨MaxL(x′, y′) = 1 we have
y ∨ z = 1 and, since z ≤ y′, we conclude
y′ = (y ∨ z)′ ∨ z = z ∈ MaxL(x′, y′) ⊆ L(x′, y′) ⊆ L(x′)
whence y′ ≤ x′, i.e. x ≤ y.
(iii) x→ x′ ≈ x′ ∨MaxL(x′, x) ≈ x′ ∨ 0 ≈ x′
(iv) If x ⊥ y then x ∨ y is defined and hence so is x′ ∧ y′ whence
x→ y = y ∨MaxL(x′, y′) = y ∨MaxL(x′ ∧ y′) = y ∨ (x′ ∧ y′) = (x ∨ y)′ ∨ y.
(v) If x ⊥ y then, using (iv), we get
x ∨ y = ((x ∨ y)′ ∨ y)′ ∨ y = y ∨ ((x ∨ y) ∧ y′) = y ∨MaxL((x ∨ y) ∧ y′) =
= y ∨MaxL((x ∨ y) ∧ y′, y′) = y ∨MaxL((x→ y)′, y′) = (x→ y)→ y.
(vi) If x ⊥ y then x ∨ y = y ∨ x = y ∨MaxL(x) = y ∨MaxL(x, y′) = x′ → y.
(vii) If x ≥ y then x′ ⊥ y and hence x→ y = x′′ → y = x′ ∨ y by (vi).
(viii) If x ⊥ y then, by (v), (vii) and (iv),
((x→ y)→ y)→ y = (x ∨ y)→ y = (x ∨ y)′ ∨ y = x→ y.
(ix) If x ≤ y then
(((y′ → x)→ x)′ → x)→ x = (y′ ∨ x)′ ∨ x = y
according to (v) and orthomodularity.
(x) According to (v), (x′ → x)→ x ≈ x′ ∨ x ≈ 1.
(xi) This follows from x ≤ y → x.
Now we introduce our main concept.
4
Definition 2.3. An implication orthomodular poset is an ordered triple (I,→, 0) such
that → is a mapping from I2 to 2I \ {∅} and 0 ∈ I satisfying the following conditions
for x, y, z ∈ I (x′ is an abbreviation for x → 0 and 1 an abbreviation for 0′ and we use
convention (G)):
(O1) 0→ x ≈ x→ x ≈ 1,
(O2) if x→ y = y → x = 1 then x = y,
(O3) if x→ y = y → z = 1 then x→ z = 1,
(O4) x′′ ≈ x,
(O5) if x→ y = 1 then (y → z)→ (x→ z) = 1,
(O6) if x→ y = 1 then (((y′ → x)→ x)′ → x)→ x = y,
(O7) if x→ y′ = 1 then x→ ((x→ y)→ y) = y → ((x→ y)→ y) = 1,
(O8) if x→ y′ = x→ z = y → z = 1 then ((x→ y)→ y)→ z = 1,
(O9) (x′ → x)→ x ≈ 1,
(O10) x→ (y → x) ≈ 1.
As mentioned above, the results of this operator → need not be singletons, but may be
subsets containing more than one element. However, we show that a → 0 is a singleton
for all a ∈ I.
Lemma 2.4. Let (I,→, 0) be an implication orthomodular poset and a ∈ I. Then a′ is
a singleton.
Proof. If b ∈ a′ then b′ ⊆ a′′ = a because of (G) and (O4) whence b′ = a which implies
a′ = b′′ = b again by (O4). This shows that a′ is a singleton.
Let us note that the name implication orthomodular poset is not misleading since if one
defines x ≤ y if x → y = 1, x′ := x → 0 then (I,≤, ′, 0, 0′) is in fact an orthomodular
poset (see Theorem 2.6 below).
We say that an implication orthomodular poset (I,→, 0) is of finite height if there does
not exist an infinite sequence a1, a2, a3, . . . of pairwise different elements of I satisfying
an → an+1 = 1 for all n ≥ 1.
The next theorem shows that implication orthomodular posets arise in a natural and
expected way from orthomodular posets.
Theorem 2.5. Let P = (P,≤, ′, 0, 1) be an orthomodular poset of finite height and put
x→ y := y ∨MaxL(x′, y′)
for all x, y ∈ P . Then I(P) := (P,→, 0) is an implication orthomodular poset of finite
height.
Proof. Throughout the proof we use (i), (ii), (v) and (ix) of Proposition 2.2 and 0′ = 1.
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(O1) – (O3) follow from the fact that (P,≤, 0, 1) is a bounded poset.
(O4) follows from the fact that ′ is an involution.
(O5) Assume x → y = 1. Then, by (ii) of Proposition 2.2, x ≤ y. Let u ∈ y → z.
Then there exists some w ∈ MaxL(y′, z′) with u = z ∨ w. Since y′ ≤ x′, we
have w ∈ L(x′, z′). Hence there exists some t ∈ MaxL(x′, z′) with w ≤ t. Now
u = z ∨ w ≤ z ∨ t ∈ x→ z. This shows (y → z)→ (x→ z) = 1.
(O6) If x → y = 1 then, by (ii) of Proposition 2.2, x ≤ y and hence by (ix) of Proposi-
tion 2.2, (((y′ → x)→ x)′ → x)→ x = y.
(O7) If x → y′ = 1 then, by (ii) of Proposition 2.2, x ≤ y′, i.e. x ⊥ y and hence
(x→ y)→ y = x∨ y by (v) whence x, y ≤ (x→ y)→ y, i.e. x→ ((x→ y)→ y) =
y → ((x→ y)→ y) = 1.
(O8) If x→ y′ = x→ z = y → z = 1 then x, y ≤ z and x ≤ y′ by (ii) of Proposition 2.2,
i.e. x ⊥ y, and hence (x → y) → y = x ∨ y by (v) of Proposition 2.2 whence
(x→ y)→ y ≤ z, i.e. ((x→ y)→ y)→ z = 1.
(O9) Since x′ ≤ x′ we have x′ ⊥ x and, by (v) of Proposition 2.2, (x′ → x) → x ≈
x′ ∨ x ≈ 1.
(O10) This follows from y → x ≥ x.
Of course, I(P) is of finite height.
If P is an orthomodular poset of a finite height then I(P) will be referred to as the
implication orthomodular poset assigned to P.
That in fact an implication orthomodular poset can be considered as a poset is shown by
the next theorem.
Theorem 2.6. Let I = (I,→, 0) be an implication orthomodular poset of finite height
and put
x ≤ y :⇔ x→ y = 1,
x′ := x→ 0,
1 := 0′
(x, y ∈ I). Then P(I) := (I,≤, ′, 0, 1) is an orthomodular poset of finite height.
Proof. (I,≤, 0, 1) is a bounded poset because of (O1) – (O3) and (O10), ′ is a unary
operation on I because of Lemma 2.4, ′ is antitone because of (O5) and ′ is an involution
because of (O4). (x ≤ 1 follows from x → 1 ≈ x → (0 → x) ≈ 1 by (O1) and (O10).)
Assume x ⊥ y. Then (O7) says that (x → y) → y is an upper bound of x and y, and
(O8) says that every upper bound of x and y is greater than or equal to (x → y) → y.
Together, we obtain (v) of Proposition 2.2. Since x′ ≤ x′ we have x′ ⊥ x which implies
x′ ∨ x ≈ (x′ → x) → x ≈ 1 by (v) of Proposition 2.2 and (O9). Since ′ is an antitone
involution on the bounded poset (I,≤, 0, 1) we conclude x∧x′ ≈ x′′∧x′ ≈ (x′∨x)′ ≈ 1′ ≈ 0
by De Morgan’s laws. This shows that ′ is a complementation. Finally, if x ≤ y then
6
x → y = 1 and because of (v) of Proposition 2.2 we have (y′ → x) → x = y′ ∨ x and
again by (v) of Proposition 2.2 and (O6) we conclude
(y′ ∨ x)′ ∨ x = ((y′ ∨ x)′ → x)→ x = (((y′ → x)→ x)′ → x)→ x = y
proving orthomodularity. Of course P(I) is of finite height.
If I is an implication orthomodular poset of finite height then P(I) will be referred to as
the orthomodular poset assigned to I.
Consider the following condition for implication orthomodular posets (I,→, 0):
(C) x → y = {(y → u) → u | u ∈ I, u → x′ = u → y′ = 1, u = w for all w ∈
I with u→ w = w → x′ = w → y′ = 1}
(x, y ∈ I). If P is an orthomodular poset of finite height then I(P) = (P,→, 0) satisfies
(C) because of the definition of →, in fact it means
x→ y = y ∨MaxL(x′, y′)
for all x, y ∈ P .
To an orthomodular poset P of finite we may assign the corresponding implication or-
thomodular poset I(P) and to this the corresponding orthomodular poset P(I(P)). The
question if P(I(P)) = P is answered in the following theorem. On the contrary, when
starting with an implication orthomodular poset I of finite height, it turns out that
I(P(I)) = I holds only in a special case.
Theorem 2.7. We have
(i) P(I(P)) = P for every orthomodular poset P of finite height,
(ii) I(P(I)) = I for every implication orthomodular poset I of finite height satisfying
(C).
Proof.
(i) Let
P = (P,≤, ′, 0, 1) be an orthomodular poset of finite height,
I(P) = (P,→, 0) its assigned implication orthomodular poset,
P(I(P)) = (P,⊑,∗ , 0, 1¯)
and a, b ∈ P . Then a∗ = a → 0 = a′ because of (i), 1¯ = 0∗ = 0′ = 1 and the
following are equivalent: a ⊑ b; a → b = 1¯; a → b = 1; a ≤ b. This shows
P(I(P)) = P.
(ii) Let
I = (I,→, 0) be an implication orthomodular poset of finite height satisfying
(C),
P(I) = (I,≤, ′, 0, 1) its assigned orthomodular poset,
I(P(I)) = (I, , 0)
and c, d ∈ I. Then c  d = d ∨MaxL(c′, d′) = c → d because of (C) and (v) of
Proposition 2.2.
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3 Deductive axiom system
One way how to capture the logic of orthomodular posets is to construct an appropriate
system of axioms and derivation rules, i.e. the so-called deductive system.
In the following we establish a so-called Gentzen axiom system for the logic of ortho-
modular posets of finite height, i.e. we algebraically axiomatize these posets by means of
implication orthomodular posets. For this purpose, we recall some concepts taken from
[3].
For a class K of L-algebras over a language L, consider the relation |=K that holds between
a set Σ of identities and a single identity ϕ ≈ ψ if every interpretation of ϕ ≈ ψ in a
member of K holds provided each identity in Σ holds under the same interpretation. In
this case we say that ϕ ≈ ψ is a K-consequence of Σ. The relation |=K is called the
semantic equational consequence relation determined by K.
Given a deductive system (L,⊢L) over a language L with Fm denoting the class of its
formulas, a class K of L-algebras is called an algebraic semantics for (L,⊢L) if ⊢L can
be interpreted in |=K in the following sense: There exists a finite system δi(p) ≈ εi(p),
(δ(ϕ) ≈ ε(ϕ), in brief) of identities with a single variable p such that for all Γ∪{ϕ} ⊆ Fm,
Γ ⊢L ϕ⇔ {δ(ϕ) ≈ ε(ϕ), ψ ∈ Γ} |=K δ(ϕ) ≈ ε(ϕ).
Then δi ≈ εi are called defining identities for (L,⊢L) and K.
K is said to be equivalent to (L,⊢L) if there exists a finite system ∆j(p, q) of formulas
with two variables p, q such that for every identity ϕ ≈ ψ,
ϕ ≈ ψ =||=K δ(ϕ∆ψ) ≈ ε(ϕ∆ψ),
where ϕ∆ψ means just ∆(ϕ, ψ) and Γ =||=K ∆ is an abbreviation for the conjunction
Γ |=K ∆ and ∆ |=K Γ.
According to [9] and [10], a standard system of implicative extensional propositional cal-
culus (SIC, for short) is a deductive system (L,⊢L) satisfying the following conditions:
• The language L contains a finite number of connectives of rank 0, 1 and 2 and none
of higher rank,
• L contains a binary connective → for which the following theorems and derived
inference rules hold:
⊢ ϕ→ ϕ,
ϕ, ϕ→ ψ ⊢ ψ,
ϕ→ ψ, ψ → χ ⊢ ϕ→ χ,
ϕ→ ψ, ψ → ϕ ⊢ P (ϕ)→ P (ψ) for every unary P ∈ L,
ϕ→ ψ, ψ → ϕ, χ→ λ, λ→ χ ⊢ Q(ϕ, χ)→ Q(ψ, λ) for every binary Q ∈ L.
Since orthomodular posets are only partial algebras, it could be a problem to find ap-
propriate algebraic semantics formulated by means of these partial operations. However,
we have shown in Theorems 2.5 and 2.6 that an orthomodular poset can equivalently be
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expressed as an implication orthomodular poset having only one binary operator → (cf.
the symbol Q used previously).
By the propositional logic LOMP in a language L = {→, 0} (→ is of rank 2, 0 is of rank
0) we understand a consequence relation ⊢OMP (or ⊢, in brief) satisfying the axioms
(B1) ⊢ ϕ→ (ψ → ϕ),
(B2) ⊢ ϕ→ ϕ,
(B3) ⊢ ¬¬ϕ ≈ ϕ,
(B4) ⊢ 0→ ϕ,
(B5) ⊢ (¬ϕ→ ϕ)→ ϕ
and the rules
(MP) ϕ, ϕ→ ψ ⊢ ψ,
(Sf) ϕ→ ψ ⊢ (ψ → χ)→ (ϕ→ χ),
(R1) ϕ→ ψ, ψ → ϕ ⊢ ϕ ≈ ψ,
(R2) ϕ→ ψ ⊢ (¬((¬ψ → ϕ)→ ϕ)→ ϕ)→ ϕ ≈ ψ,
(R3) ϕ→ ¬ψ ⊢ ϕ→ ((ϕ→ ψ)→ ψ),
(R4) ϕ→ ¬ψ ⊢ ψ → ((ϕ→ ψ)→ ψ),
(R5) ϕ→ ¬ψ, ϕ→ χ, ψ → χ ⊢ ((ϕ→ ψ)→ ψ)→ χ
where ¬ϕ := ϕ→ 0.
Moreover, taking ε(p) = p, δ(p) = p→ p and ∆(p, q) = {p→ q, q → p}, it is known (see
[3]) that every SIC has an algebraic semantics with the defining identity δ ≈ ε and with
the set ∆ as an equivalence system. As a consequence we obtain
The logic (L,⊢OMP) is algebraizable with equivalence formulas ∆ = {p→ q, q → p} and
the defining identity p ≈ p→ p. This will be proved in details below.
In order to show that the system is really an axiom system for orthomodular posets in
Gentzen style, we prove the following important properties.
Lemma 3.1. In the propositional logic LOMP the following are provable:
(i) ϕ→ ψ, ψ → χ ⊢ ϕ→ χ,
(ii) ⊢ ϕ→ (0→ 0).
Proof.
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(i) We have
ϕ→ ψ ⊢ (ψ → χ)→ (ϕ→ χ)
by (Sf) and
ψ → χ, (ψ → χ)→ (ϕ→ χ) ⊢ ϕ→ χ
by (MP).
(ii) We have
⊢ 0→ 0,
by (B2) or (B4),
⊢ (0→ 0)→ (ϕ→ (0→ 0))
by (B1) and
0→ 0, (0→ 0)→ (ϕ→ (0→ 0)) ⊢ ϕ→ (0→ 0)
by (MP).
In our terminology, 0→ 0 is ¬0 and hence it will be considered as an algebraic constant
1. Then 0 has the meaning of the logical value FALSE and 1 the meaning of its opposite,
i.e. the logical value TRUE.
In order to show that our system is an equivalent algebraic semantics for (L,⊢OMP) we
use the following statement (see [3], Theorem 2.17).
Proposition 3.2. Let (L,⊢L) be a deductive system given by a set of axioms Ax and a
set of inference rules Ir. Assume (L,⊢L) is algebraizable with equivalence formulas ∆ and
defining identities δ ≈ ε. Then the unique equivalent semantics for (L,⊢L) is axiomatized
by the identities
• δ(ϕ) ≈ ε(ϕ) for each ϕ ∈ Ax,
• δ(p∆p) ≈ ε(p∆p)
together with the quasiidentities
• δ(ψ0) ≈ ε(ψ0)∧· · ·∧δ(ψn−1) ≈ ε(ψn−1)⇒ δ(ϕ) ≈ ε(ϕ) for each ψ0, . . . , ψn−1 ⊢ ϕ ∈
Ir,
• δ(p∆q) ≈ ε(p∆q)⇒ p ≈ q.
At first, we prove that the logic LOMP is axiomatizable in the sense of [3].
It is evident that our system (L,⊢OMP) satisfies the aforementioned properties and hence
it is a SIC.
Theorem 3.3. The logic LOMP is algebraizable.
Proof. By Theorem 4.7 of [3], it suffices to prove the following statements for all formulas
ϕ, ψ, χ in LOMP:
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(i) ⊢ ϕ→ ϕ,
(ii) ϕ→ ψ ⊢ ϕ→ ψ,
(iii) ϕ→ ψ, ψ → χ ⊢ ϕ→ χ,
(iv-1) ϕ→ ψ ⊢ (ψ → χ)→ (ϕ→ χ),
(iv-2) ϕ→ ψ, ψ → ϕ ⊢ (χ→ ϕ)→ (χ→ ψ),
(v-1) ϕ ⊢ ϕ→ (0→ 0),
(v-2) ϕ ⊢ (0→ 0)→ ϕ,
(v-3) (0→ 0)→ ϕ ⊢ ϕ.
Now we prove these conditions.
(i) This is just (B2).
(ii) We have
⊢ (ϕ→ ψ)→ (ϕ→ ψ)
by (B2) and
ϕ→ ψ, (ϕ→ ψ)→ (ϕ→ ψ) ⊢ ϕ→ ψ
by (MP).
(iii) This is just (i) of Lemma 3.1.
(iv-1) This is just (Sf).
(iv-2) We have
ϕ→ ψ, ψ → ϕ ⊢ ϕ ≈ ψ
by (R1) and
⊢ (χ→ ϕ)→ (χ→ ϕ)
by (B2).
(v-1) This follows from (ii) of Lemma 3.1.
(v-2) We have
⊢ ϕ→ ((0→ 0)→ ϕ)
by (B1) and
ϕ, ϕ→ ((0→ 0)→ ϕ) ⊢ (0→ 0)→ ϕ
by (MP).
(v-3) We have
⊢ 0→ 0
by (B2) or (B4) and
0→ 0, (0→ 0)→ ϕ ⊢ ϕ
by (MP).
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Now we show that our Gentzen system is in fact valid in the class of implication ortho-
modular posets. For this purpose, we only compare the given axioms and rules of LOMP
with the axioms (O1) – (O9) of Definition 2.3.
Theorem 3.4. Axioms (B1) – (B5) and rules (MP), (Sf) and (R1) – (R5) are valid in
every implication orthomodular poset.
Proof.
(B1) follows from (O10).
(B2) follows from (O1).
(B3) follows from (O4).
(B4) follows from (O1).
(B5) follows from (O9).
(MP) We have x → 1 ≈ x → (0 → x) ≈ 1 by (O1) and (O10). Hence, if x = x→ y = 1
then y = (((y′ → 1)→ 1)′ → 1)→ 1 = 1 by (O6).
(Sf) follows from (O5).
(R1) follows from (O2).
(R2) follows from (O6).
(R3) and (R4) follow from (O7).
(R5) follows from (O8).
Finally, we prove that also conversely, the axiom system LOMP in fact induces the class of
implication orthomodular posets. This shows that this system is a proper axiom system
in Gentzen style for orthomodular posets of finite height.
Theorem 3.5. Using axioms (B1) – (B5) and rules (MP), (Sf) and (R1) – (R5), we can
derive (O1) – (O10).
Proof.
(O1) follows from (B2) and (B4).
(O2) follows from (R1).
(O3) follows from (iii) of the proof of Theorem 3.3.
(O4) follows from (B3).
(O5) follows from (Sf).
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(O6) follows from (R2).
(O7) follows from (R3) and (R4).
(O8) follows from (R5).
(O9) follows from (B5).
(O10) follows from (B1).
4 Conclusion
We have shown that there can be introduced a connective implication in a natural way
also in an orthomodular poset P under the condition that P is of a finite height, i.e. if
every chain in P is finite. Such an implication can be characterized by ten simple axioms.
The resulting algebra called an implication orthomodular poset can be easily constructed
from the original orthomodular poset P and, conversely, this orthomodular poset P can be
obtained back from its assigned implication orthomodular poset, in other words, the last
can be considered as an algebraic representation of P. We derive a logical system of five
simple axioms and seven derivation rules in Gentzen style which characterize implication
orthomodular posets and which is algebraizable in the sense of Blok and Pigozzi. Hence,
it justifies to call this deductive system a logic of orthomodular posets.
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