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CHAPTER I 
INTRODUCTION 
At present a large number of strongly interacting particles (hadrons) 
are known. With the aid of certain symmetry schemes such as SU(2) and SU(3), 
it has been possible to classify them into various groups - multiplets and 
super multiplets. For example, the now generally accepted octet scheme of 
Gell-Mann (Ge 62) and Ne'eman (Ne 6l) places the hadrons in the SU(3) repre-
sentations {1}, {8}, {10}, {10 }, {27}, etc. Furthermore, by using the group 
properties of SU(3), relations between the various observables within a rep-
resentation can be found. The mass formulas and branching ratios of strong 
decays for particles belonging to the same SU(3) representation are two such 
examples. Thus the Gell-Mann - Okubo mass formula (Ge 6l, Ok 62) is derived 
by assuming that the mass operator transforms like a Y = 0 , I = 0 , I_=0 
component of an octet representation of SU(3). 
Dynamical considerations axid methods - as opposed to purely group the-
oretical ones - are necessary if we also want to relate the observables for 
particles belonging to different representations. However, ordinary perturba-
tion theory, which works well for electromagnetic interactions, breaks down 
in hadronic interactions since these are characterized by large coupling 
constants. It is possible to approach the problem from the opposite side, 
that is, we assume that the coupling constants are so large that the "force-
free" Hamiltonian H can be considered as a perturbation in comparison with 
the interaction Hamiltonian H . In this Strong Coupling approximation the 
interaction between the fields is so strong that quantum-theoretical fluc-
tuations can be neglected, so that one can use classical considerations 
(We UO, We 1+1, Pa U2, Se 1+3, To 1*6). Therefore, one assumes that the system 
is in that state which has minimum potential energy. The effect of the kine-
matic term in the Hamiltonian can then be found with the aid of perturbation 
theory. 
In the past a number of Strong Coupling models have been studied (We hO, 
We 1+1 , Pa U2, Se U3, To 1+6, To 1+7, Pa 57, We 62). The main purpose of these 
models is to generate baryon spectra and in this thesis we will be exclu-
sively concerned with that subject. Starting from a Hamiltonian the 
Schrödinger equation is solved approximately for large coupling constants 
using perturbation theory. In the above mentioned models the invariance 
properties of the Hamiltonian was restricted to SU(2) symmetry. 
10 
A great success of these models was the prediction (19^2) of a pion-
nucleon resonance with I = 3/2, J = 3/2 and the subsequent discovery of this 
resonance around 1952 (An 52A, An 52B, An 52C, Br 52). This was actually 
the first baryon resonance to be discovered. 
A few years ago Dullemond (Du 65) and Wentzel (We 65) succeeded in gen­
eralizing the model with scalar meson fields to include the SU(3) symmetry 
of the hadrons. Dullemond solved the SU(3) symmetrical scalar model for ar­
bitrary F/D coupling ratios except for some special values , while Wentzel 
considered pure D-type coupling, which was one of Dullemond's exceptional 
values. The scalar model dealt with in this thesis is in general a review 
of the work of Dullemond. The main difference is the computation of the ma­
trix elements of the kinematic part of the Hamiltonian. There we use a some­
what different method. We shall need this method to solve our second model 
which involves pseudoscalar meson fields. 
Recently other Strong Coupling models using quite different methods 
have been introduced. Instead of starting with a Hamiltonian and solving the 
Schrodinger equation, S-matrix techniques ала group theoretical consider­
ations are used (Co 65, Go 65, Go 66, Be 66). This leads for the pseudo-
scalar SU(3)-symmetrical model to exactly the same spectrum we have found 
(Go 66). For a scalar SU(3) symmetrical model up till now one did find in 
this way the allowed representations with their degeneracy (Be 66) but not 
the spectrum for all values of the F/D coupling ratio. Only for a special 
value (unfortunately just the value which we have to exclude) a level scheme 
has been found (Go 65). In this thesis we shall not pursue this method. 
We start from a fundamental ("bare") octet of baryon fields strongly 
coupled to an octet of meson fields. We neglect recoil effects by fixing 
the baryons in the origin (static model) and represent them by a source 
function. Furthermore, we assume an SU(3) invariant interaction of the 
Yukawa-type. For an extended source we find in the Strong Coupling limit 
the physical baryons and baryon resonances as bound states of the baryon-
meson system. 
In the scalar model we take a positive intrinsic parity for the meson 
fields. This is a somewhat unphysical assumption because the lightest mesons 
(π, Κ, η), which provide the interactions in the first place, have a pseudo-
scalar character. Nevertheless, we still treat this model here because, al­
though much more complicated than the models with SU(2) symmetry, it is 
still simple in comparison with the pseudoscalar SU(3) symmetrical model. 
It is possible, in addition, to study certain calculation methods in the 
1 1 
scalar model and compare them with more conventional ones. These new methods 
will be useful in solving the more realistic pseudoscalar model. 
In a scalar model the spin of the haryons is not coupled to the meson 
fields, and hence can he ignored. In the interaction НатггіItonian for the 
pseudoscalar model the spin of the fundamental baryon octet is combined in 
the usual way with the derivatives of the meson fields. Because the spin can 
be described in a simple way in the SU(2) formalism, we deal with this 
briefly in chapter II. We explain our notation and show how we can construct 
the irreducible representations with half-odd integer spin (which will only 
occur in our model) from a combination of one spin I state and a number of 
spin 1 states. This method does not make use of tables of Clebsch-Gordan 
coefficients and is suitable for the lower spin representations which will 
be of interest to us. 
In an analogous way we treat in chapter III the group SU(3) which de­
scribes the internal symmetry of the hadrons. We use a notation which makes 
it possible to construct explicitly the higher SU(3) representations from 
a number of octet states (fundamental baryon octet in combination with the 
octet of meson fields). 
In chapter IV we write down the Hamiltonian. Besides the usual require­
ment that the Hamiltonian be invariant under rotation and reflection in or­
dinary space, we also require that it be invariant under SU(3) transforma­
tions. We take a Yukawa-type interaction,with the baryon fields as the 
sources of the meson fields. Furthermore, we assume the masses of the bare 
baryons to be equal and very large so that we can fix the baryons in the or­
igin. This "static" approximation is a usual assumption in the Strong Cou­
pling theory and means that we neglect recoil effects. Next, we split the 
meson fields into two parts, "bound" fields, and "free" fields. The "bound" 
fields are directly coupled with the baryon fields , while the "free" fields 
can interact only via the "bound" fields with the baryon fields. For an ex­
tended source the latter interaction can be neglected and we need only to 
consider the "bound" fields if we want to study the bound states of the 
baryon-meson system. 
Although the Hamiltonian is simplified considerably by this approxima­
tion, it is still impossible to solve the Schrödinger equation exactly. 
However, for large coupling constants it is possible to treat the problem 
in a more classical way (see for example ref. (To U6)). The wave function 
is then located in the region with minimum potential energy. The potential 
energy is given by the interaction potential (<* gì.) plus the harmonic po-
12 
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tential il m I ) (g = coupling constant, m = meson mass, Ζ = length of q). 
The wave function is thus peaked around i = I = g m ), and "rotational" 
level differences (from the "angle" dependent part of the wave equation) axe 
-2 . . . 
of the order I . For the Strong Coupling approximation this is proportional 
h -2 to m g . The distances between the "vibrational" levels (caused by the h -2 
"radius" like part of the wave equation) are of the order m. If m g <<m 3/2 
or g >> m , the distances between the "rotational" levels are much smaller 
than between the "vibrational" levels. The rotational levels can then be 
found by perturbation theory. This Strong Coupling limit is discussed in de­
tail in chapter V. 
Because in the case of large coupling constants the interaction Hamil-
tonian will have the predominant influence, we first of all solve in chapter 
VI the eigenvalue problem of the interaction Hamiltonian. By introducing 
special tensors we can reduce this to an eigenvalue equation which is inde­
pendent of the representation. By using the classical assumption that the 
system will prefer the state with minimum potential energy (interaction po-
tential + harmonic potential 5 m q ), the eigenvectors of the eigenvalue 
equation are determined. 
With the aid of these eigenvectors and the bound meson fields, the 
states in the different representations which have minimum potential energy 
can be constructed. This is discussed in chapter VII. We find for the scalar 
model that a singlet does not exist (except for α = 0, which value we have 
to exclude from our considerations). Furthermore, we find that one octet, 
one decuplet, one anti-decuplet, two {27) representations, etc. occur. In 
general we find that only those representations which have one or more Y = 1 
isospin multiplets are possible. The degeneracy is given by the number of 
multiplets. 
In the case of pseudoscalar meson fields we have studied only the re­
gion, 0 < α < 0.725, where we have found also that there is no singlet. 
Furthermore, it appears that only special SU(3) representation - spin com-
1 3 
binations can occur. They are: octet with spin — , decuplet with spin -^ , 
1 . . 1 
anti-decuplet with spin — , one {27}-plet with spin — and another with spin 
3 . . 
— , etc. This can be summarized as follows. Only those representations occur 
which have one or more Y = 1 isospin multiplets. The spin possibilities of 
these representations Eire the isospin values of the Y = 1 multiplets. 
When the eigenstates in the several representations of the most impor-
tant part of the Hamiltonian in the Strong Coupling limit are known, the 
effect of the "kinetic" term 5 ρ can be calculated by perturbation theory. 
13 
In the Strong Coupling limit this reduces to the computation of matrix-
elements of the "angle-dependent" part of a certain kind of Laplace opera­
tor. In order to compute these matrix-elements, we have developed in chapter 
Vili a method which avoids the explicit introduction of generalized polar 
coordinates. We have illustrated the method by means of a few examples. 
For the scalar model we find a spectrum which is dependent on the 
F/(F+D) mixing parameter ot. For the physically most interesting values of 
α (0 < α < ι), we have a low-lying octet and decuplet in agreement with the 
experimental situation. In the pseudoscalar case we get a level scheme for 
0 < a < 0.725, which is independent of a. This spectrum obeys the simple 
2 2 2 
formula, E <* 8F - 5J + const., where F is the SU(3) Casimir operator and 
2 - 1 3 
J = j(j+l). Again the octet with spin — and the decuplet with spin — are 
the lowest states. 
In chapter IX we study the effect of a certain kind of SU(3) symmetry 
breaking. This is done by adding to the Hamiltonian of the scalar model a 
correction term which describes the deviation from SU(3) symmetry of the 
meson masses. We put in the experimental masses of the 0" meson octet (IT, 
Κ, η) and compute with perturbation theory the mass-splitting of the phys­
ical baryon octet and decuplet. The splitting is again a function of a, and 
for ot = 0.3 we find the best fit with the baryon octet masses. However, for 
that value of α the splitting of the decuplet is only 65% of the experimen­
tal value. 
Summarizing we can say, that in spite of the approximations and assump­
tions made, we find with our Static Strong Coupling models results which 
seem to reflect the situation in nature. However, all states in our models 
have the same parity. If we assume for the "bare" baryons a positive intrin­
sic parity all states will have positive parity. This is in agreement with 
the fact that the well-known baryon octet and decuplet both have positive 
parity. We have not yet found a satisfactory generalization which makes it 
possible to get also states with negative parity. 
A few remarks about the notation are in order. To indicate the spin we 
shall use small Latin indices (i, j, k, ...) which can take the values 1 and 
2, while the SU(3) indices are small Greek characters (a, 8, γ, ...) which 
can run from 1 to 3. Furthermore, we shall use the Einstein summation con­
vention. Thus, 
α β
 - Ι „
α
„
β 
α=1 
ß=1 
rïrJ 
J 1 
2 . . 
L Г -Г . 
J 1 
and 
i=1 
j = 1 
11+ 
Symmetrization of indices is indicated by underlining, and always occurs 
among like indices, i.e., upper and lower, or Greek and Latin, indices are 
never mixed. 
References with regard to the subjects of this thesis are: scalar model 
(Du 65), pseudoscalar model (Du 67), symmetry breaking in the scalar model 
(chapter IX of this thesis) (Li 66). 
CHAPTER II 
THE GROUP SU(2) 
It is well known that the SU(2) formalism can be used to describe the 
several spin and isospin states (We 31, Ed 57, Ro 57, Wi 59, Li 65, Ca 66), 
and we shall give here only a short summary in order to explain our nota­
tion. Furthermore, we introduce in this chapter a method for constructing 
a) the bases of the several irreducible representations from the direct 
product of a number of more fundamental representations (monomial method). 
For the low-lying representations,which we consider in this thesis, we shall 
give the construction explicitly, so that we will not need tables of Clebsch-
Gordan coefficients. We treat the whole subject in such a way that we can 
generalize it for the group SU(3) in a straightforward manner (see chapter 
III). 
Firstly, we shall show that the local group properties are completely 
determined by the generators or infinitesimal operators of the group. Next, 
we give the transformation of the fundamental representation and the contra-
gredient representation with regard to these generators of the group. Fi­
nally, we construct other representations with the aid of these fundamental 
representations. 
The group SU(2) consists of all unitary unimodular transformations in 
the two-dimensional vector space C2 over the complex numbers. We can indi­
cate these transformations by u., where i is the row index ела j the column 
и 
index. The indices i and j (as all small Latin indices) can take the value 
1 and 2. 
We have 
u = u~ or u. = (u~ ). (unitarity) (II.1) 
»J J· 
and 
det u = 1 or I eJ ε., u^ u = 1 (unimodularity) . (II.2) 
IK J J. 
a) In the future we drop the indication 'irreducible' and use the word representation only for an irreducible one. 
b)eJ ande i k are the Levi-Civita symbols, e1 2 = e,2 = -621 = - e 2 1 = 1 a n d e 1 1 = e22 = € , , = e 2 2 = 0 . 
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Let us denote a vector in the two-dimensional complex space C2 Ъу ζ . 
Under an SU(2) transformation, ζ will change according to 
(z')1 = uì zJ' (II.3) 
J 
Any unitary unimodular transformation u can Ъе written as 
u = e
i h
 , (II.It) 
where h is Hermitian and traceless 
h = h + 
and (II.5) 
Tr h = О 
There are three linearly independent Hermitian and traceless operators in 
the two-dimensional space C2· For example, we can take for them the three 
Pauli spin matrices σ . Thus, we can write 
α 
3 
h = Σ φ σ , (11.6) 
. α α 
α=1 
so that h, and thus also u, can Ъе characterized Ъу three parameters φ and 
three infinitesimal operators or generators of the group. 
However, we want to choose the generators in a slightly different way. 
We introduce a set of four traceless operators A. such that their represen­
tation in C2 is given Ъу 
^ к і •
 ôik6ji - * 6 і Д і · î11^) 
Because of the relation 
A^ = A] + Ρζ = 0 (II.8) 
only three of them are independent. 
Furthermore, we have 
(A^)+ = A·? , (II.9) 
л ι 
so that we can write 
17 
h = λ^  A3, with (λ^)* = λ"? and λ^  = О . (il. IO) 
J ι J ι ι 
Thus, any transformation of the group can be expressed by means of these so-
called generators A. of the group. This means that the local group proper-
J 
ties are a direct reflection of the transformation properties of the repre­
sentation under these generators. 
The generators satisfy the commutation relations 
[A^, AÍ] = 6^  AJ - ój А^ . (11.11) 
As a consequence of these commutation relations, we find that A A and A, 
^ ' m η 1 
form a complete set of commuting operators with regard to these generators. 
Hence, they are sufficient to define and label the several states of the 
several representations. Each representation will consist of a minimum set 
of eigenstates of both A A and A , while A. working on a state will give a 
linear combination of states belonging to the same representation. 
We can make the following identification 
(11.12) 
J2 = I A mA n , 
η m ' 
J3 = A1 
Using (II.7) we find 
Α.ζ = δ.ζ - Ι δ.ζ . (11.13) 
J J J 
As a consequence of this we get 
J2 Z k = I Z k = Ш + О ^ 
Ja ζ1 = Ι ζ1 , (II. HO 
J3 ζ2 = -Ι ζ2 
Hence, ζ describes a spin (or isospin) 1 state (doublet) ала ζ1 and ζ2 form 
a basis of the fundamental representation of the group SU(2). 
The contragredient representation, indicated by z., must transform in 
к .
 1 
such a way that ζ ζ is invariant under the transformations of the group. 
This means that we have 
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Aj(zkzk) = О , (11.15) 
or 
z
k(A^z, ) + ζ. (AÍ-zk) = 0 . (II. 16) 
J -К к J 
It follows from (11.13) that 
AJzk=-(6Jz. -J 6Jzk) . (11.17) 
This is in agreement with the fact that for the group SU(2) the contra-
gredient representation is equivalent to the defining representation. We can 
write z. = ε., ζ ; hence, z^ = z 2 and Z2 = - z 1 , which transform according to 
X lit 
(11.17). 
We have 
j 2
 \ = г Zk 
J3 Z! = -i Ζ! , (II.I8) 
J3 Z2 = +5 Z2 « 
The transformation of a representation is given by (II.U) in combination 
with (II.IO). Hence, it follows from (II.17) in comparison with (11.13) that 
because ζ transforms according to (II.3) we have 
(z·). = ζ л * I . (11.19) 
Using ζ and ζ., which denote two j = 5 representations we can con-
J 
struct a singlet (j = O) and a triplet (j = l) representation. The singlet 
(no indices) is given by 
φ = z kz
k
 , (11.20) 
while the triplet (a traceless expression with one upper and one lower in­
dex) is 
t^ = (z.z1 - l S1, z zm) . (11.21) 
J J J m 
For the triplet we have the relation 
t m = tl + to = 0 . (11.22) 
m \ c. 
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Using (11.13) and (II.17), we find 
A^ φ = 0 , (11.23) 
J 
A^ t^ = £ tj- - δί t* . (II.210 
Л 1 J 1 1 J 
We have 
J2 φ = 0 
J3 φ = 0 
(11.25) 
and 
(11.26) 
J2 tj = 2 tj , 
2 2 
J3 t1 = - t1 , 
J3 tj = 0 
J3 2 = 2 
к . о 
Thus, we find that φ and t1 are eigenstates of J* and J3. They describe the 
2 1 2 1 
singlet (φ) and the triplet (t., t = -tp, ) representations. 
In order to construct other representations we have to take similar 
combinations of low-lying representations. We shall give here only these 
combinations which will occur in our Strong Coupling models. 
The first one is the product of a doublet z. and a triplet tr. This 
1 1 
product decomposes into one j = p- representation (one lower or upper index) 
3
 # *• 
and one j = p- representation (three symmetrized lower or upper indices) 
5 - "ñ representations: d. = ζ t. (II.27) 
j = TT representation: q. . . = e. ζ. , . (11.28) 2 i _ j _ ^ i m j _ l c 
Thus, 
d1 = z^j + z2t^ , d 2 = z^2 + ζ2Ϊ2 , (11.29) 
and 
c) ijk (underlined) means symmetrization over i, j and k. 
20 
ql 1 1 = Г 11 1 2 =hZA + V i - z1tÎ) 
q1 2 2 -3 ( 22 2 - 21 2 - і^ 42 
(11.30) 
= - ζ t 1 2 2 2 
We find 
J2 d. = ц d. , 
1 1 ' 
J3 d! - -¡ di , (11.31) 
J3 ¿2 = 2 ¿2 > 
corresponding with a j = 2 representation. 
In the same way we get 
J q· · , = —r q· · , ч
і л к k чі л к 
J 3
 ^lll" " 2 q l i r J 3 q112 B - 2 q 112 ' ( Ι Ι · 3 2 ) 
τ
 1
 τ 3 
^І £ £ " 2 41 2 £ * q £ £ £ = 2 ^ 2 2 
3 
This is a j = -^- representation. 
1 3 These j = — and j = -5· representations are the only independent possi-d) bilities in the product of a doublet and a triplet , for if we try to con-
1 . 3 
struct other j = — or j = 9- representations they are always equivalent to 
the above ones. For example, e = ε ζ t smd f = ε ζ t are also doublets. 
1 1 1 m η
 1 2 η m 2 
But we have e = ζ t - ζ t = d (because t.. = -t„, see (11.22)), e = ζ t + 
2 1 1 2 2 1 2 
- z 2 t 1 = - d ^ f = z.jtg + z 2 t 2 = d 2 and f = - z 1 t 1 - z 2 t 1 = - d.| ; t h u s , 
i i im к к 
e = f = ε d . In t h e same way we f i n d for i n s t a n c e t h a t , p . . = z . t . + 
m ^ LULA. 
1 .к , m . . . . 1 m 
- тг- б. ζ t . i s équ iva len t t o q. . , ; q. . , = ττ ε. p . . . 
3 £ m Á ¿ ¿ - ± ί ΐ ί . 2 ìm І iL 
Furthermore, we shall meet the combination of one doublet z. with two 
1 1 
triplets t£ and u . We can decompose this into 2 linearly independent dou-
blets, 2 linearly independent j = ö" representations, and one j = — represen-
tation (five symmetrized lower or upper indices). There are 2x2 + 2xU + 6 = 
18 states in agreement with the 2 χ 3 x 3 = 13 possibilities in the direct 
product. 
d) These j = 7 and j = -j representations are the complete decomposition of the direct product of a doublet 
and a tnplet for they contain 2 + 4 = 6 states, equal to the 2У 3 possibilities in the product of a doublet 
(2 states) and a tnplet (3 states). 
21 
For the doublets we can choose 
ш η m η / » 
ζ t u. and z.t u . (11.33) 
m η ι ι η m 
Other possibilities, like ζ t.u or e ζ t u. are linear combinations of 
η ι m m η j 
the above ones. 
3 
Two independent j = — representations are, for instance, 
ε. ζ t . u . and e. z . t . u , (II .34) 
i n m j _ J c ì n j . ] L m \ -» / 
while the j = p" representation is given by 
ε. ε. ζ. tfu1 . (11.35) 
ip ¿q к 1^  m 
CHAPTER HI 
THE GROUP SU(3) 
In this chapter we shall give a short treatment of the octet scheme in­
troduced by Gell-Mann (Ge 62) and Ne'eman (Ne 6l) in order to describe regu­
larities in the classification of the elementary particles. It is not our 
aim to give a complete discussion but we shall give only a short review in 
order to explain our notation. We may refer the reader, who wants a more de­
tailed treatment, to many reviews now available on this subject (Be 62, Sw 
63, Go 6U, Cu 6U, Ge 6kky Ne 65, Fr 65, Ka 65, Sa 66, Sw 66, Ca 66, Go 67). 
We shall treat the group SU(3), on which the octet scheme is based, in 
a completely analogous way as the group SU(2), which we considered in chap­
ter II. Again we write the transformations of the group with the aid of a 
number of (eight independent) parameters and the generators or infinitesimal 
operators of the group. This means that we need to consider only these gen­
erators. Therefore, we give the transformation properties of the fundamental 
three-dimensional representation and the contragredient representation with 
regard to the generators. We next construct an octet from a fundamental and 
a contragredient representation and derive the transformation properties of 
this octet. Finally, we shall construct explicitly the several representa­
tions, which will occur in our models, from a number of octet representa­
tions. 
The group SU(3) is the collection of all unitary unimodular transfor­
mations in the three-dimensional vector space C3 over the complex numbers. 
We can indicate such a transformation by u (a row index, β column index; 
a and 0, as all Greek indices, can take the values 1, 2 and 3). Unitarity 
means that 
t -1 α* , -1
Ν
β 
u = u or "
 _ 
u ; = ( u - ) ; ; , (111.1) 
and unimodularity 
det u = 1 or l e ε^ν u¡¡ u¡ uP = 1 a ) . (III.2) 
If we denote a vector in the three-dimensional complex space C3 by ζ this 
a) e " ^ and СдЛу are the Levi-Civita symbols; if aßy is an even permutation of 1, 2 and 3 e0** = ea^ = 1, 
for an odd permutation e 0 ^ = e ^ = -l,while otherwise e0^ = e ^ = 0. 
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vector will transform according to 
(z')a=u£zß . (III.3) 
Next, we tiy to write the unitary unimodular transformations with the 
help of a finite1 number of infinitesimal transformations (generators) in 
combination with a number of parameters (angles). We remark that any unitary 
unimodular transformation u can be written as 
u = eih (III.U) 
with 
h = h (Hermitian) 
and (III.5) 
Tr h = 0 (traceless) 
In a three-dimensional complex space there are eight linearly indepen-
dent Hermitian and traceless operators, Hj, H2, ..., RQ. Thus, we can write 
θ 
h = Σ Θ Η with
 А
 = θ. . (III.6) 
Α=1 
For our purpose it is however more useful to express (III.6) in a slightly 
different way. We introduce a set of nine traceless operators A (not Hermi-
P 
tian), which are defined such that their representations in C3 are given by 
(A") = 6 δ
β
 - 4" <S
 0 δ . (III.7) 
0'μν αμ ß\) 3 aß μν 
Eight of them are linearly independent, for we have the relation 
ka = λ] + АІ + АІ = 0. (III.8) 
α ι ¿ j 
Furthermore, these operators satisfy the relations 
(Αα/ = А^ , (III.9) 
and 
Using the operators A we can now write 
2it 
h = λ^ AJ¡ with Ag = (λ^)* and λ£ = О . (III.11) 
Thus, all transformations of the group can be expressed by means of the op­
erator A . They are called the generators of the group and are sufficient 
P 
to determine the local group properties of the group SU(3). 
We now can make the following identification with regard to the opera­
tors for isospin, third component of isospin end hypercharge 
12 = Ì {AJAJ + A ^ + Α^ξ + k\k22 - Ι τ φ φ , 
13 = i {A] - A^} , (III.12) 
Y = - ¿ 
To form a complete set of commuting operators we need furthermore the fol-
lowing Casimir operators 
F2 = i AV А Р μ ν 
and (III.13) 
G3 = I {AV Αλ ΑΪ
 +
 AV ΑΪ Αλ} . μ ν λ μ λ ν 
With this set of five commuting operators, (III.12) and (ill.13), we can 
label the several states and arrange them into certain SU(3) multiplets 
according to the eigenvalues of F 2 and G3. A representation will consist of 
a set of eigenstates of these five operators with equal eigenvalues of F 2 
q Gl 
and of G , while A working on a state belonging to a certain representation 
P 
will give a linear combination of states from the same representation. 
From the definition of A given in (ill.7) it follows that 
P 
Α ^ ζ
γ
= δ ^ ζ
α
- 1 δ ;
ζ
Ύ
 . (III.1U) 
We can now verify easily that ζ is a simultaneous eigenstate of all five 
commuting operators. Thus, the ζ 's form a basis for the fundamental {3} 
representation of SU(3); in other words, they can be used to describe the 
quarks (Quarks are the real or hypothetical particles, which appear as fun­
damental objects in SU(3) (Ge 61*Β, Zw 6U)). 
For the contragredient representation {3 } (anti-quark), indicated by 
ζ , we require that ζ ζ be invariant under the transformations of the group. 
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This means that 
or 
Ag (ζ μ Ζ
μ) = 0 (III.15) 
Z
U
 (A°z ) + ζ ( A V ) = 0 . (III. 16) 
Putting in (III.IU) and the relation (ill.8) we get 
^--^•e-KV · ( Ι Ι Ι · 1 7 ) 
Analogously as in chapter II we find that if (z1) = u ζ we have 
(ζ·)
α
 = ζ μ u
+
a
 . (III.18) 
The direct product of one fundamental representation and one contra-
gredient representation ({3} β (3 } or quark- anti-quark) can be decom­
posed into a scalar {1} which has neither lower nor upper indices and an 
octet representation {8}, which is a traceless expression with one upper 
and one lower index; 
scalar: s = ζ ζ , (III.19) 
octet: φ° = (z&za - j 6^ ζμζμ) . (ill.20) 
Using (IILIU) and (ill. 17) we find easily 
Ag s = 0 (III.21) 
and 
A8 *ι - Ί * Ι - «; *i • tm.22) 
With these relation we can prove that s and combinations of φ 0 are simulta-
neous eigenstates of the five commuting operators (III.12) and (ill.13) 
(see table (lll.l)). 
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ТаЪІе (III.I) 
Eigenvalues 
s 
*l 
4 
*i 
CM
 <\J 
-
β
-
-
θ
-
•ϊ 
4 
A 
Φ 1 + Φ 2 = " Φ 3 
F 2 
0 
3 
3 
3 
3 
3 
3 
3 
3 
G3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
I 2 
0 
ι 
ι 
2 
2 
2 
ι 
3 
4 
0 
і з 
0 
ι 
-ì 
1 
0 
-1 
1 
2 
-Ì 
0 
Υ 
0 
1 
1 
0 
0 
0 
-1 
-1 
0 
An example of an octet is, for instance, the set of eight pseudo-scalar me­
sons 
• ; -
о 
π η 
7Ζ + 7ζ 
к 
о 
π η 
- 72+7ζ 
Κ" 
_ο 
Κ 
2η 
7Ü 
? 
1 
(III.23) 
8 -> 1 
+ . . + — 2 + 
where π annihilates a π meson or creates a π meson, so that φ1 = π de­
scribes a state with I = 1, I3 = -1 and Y = 0 (compare tahle (lll.l) etc.). 
Another example is the baryon octet 
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О 
72 +7Г Σ 
+ 
о 
Σ . Λ B ß = f - ^ + ^ » « ^ 1 1 1 · 2 ^ 
2Λ 
where ρ is the creation operator of a proton state (I = 2, I3 = +2, Y = +1), 
etc. 
In our strong coupling models combinations of two and three octets ap­
pear. So we shall consider these direct products in the following. The di­
et γ . 
rect product of two octets ф
й
 and ψ' can be decomposed into eigenstates of 
the five commuting operators. We get one singlet, two octets, one decuplet, 
one anti-decuplet and one 27-fold representation 
{8} β {8} = {i} + {8}! + {8b + {10} + {10*} + {27} b ) . (in.25) 
The singlet is given by 
{1} = Ф^ Ф^ (III.26) 
with F 2 = 0 and G 3 = 0. 
The octets can be split into a symmetrical expression 
(8), -•;•» +
 Φ
"
β
 »J - f
 4 ; % •; (III.2T) 
and an anti-symmetrical one 
Ш 2 = Φ° Ψρ - Φρ Ψ" . (ΙΙΙ.28) 
Both have F 2 = 3 and G 3 = 0. 
The decuplet must have three symmetrized upper indices because it must con­
tain a Y = -2 state » 
b) Note that this is the complete decomposition for 1+ 8 + 8 + 10+ 10+ 2 7 = 6 4 = 8 X 8 . 
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{10} = ε ^ фі φ! с ) . (ці.29) 
The eigenvalues for F 2 eind G3 for the decuplet are F 2 = 6, G3 = 18. 
The anti-decuplet contains a Y = +2 state and is an expression with three 
symmetrized lower indices 
{ 1 0
*
}
 =
 ε
α μν І Ψχ
 C )
 · (ΠΙ-30) 
For the anti-decuplet we have F 2 = 6 and G 3 = -18. 
The 27-fold representation, which is a traceless expression with 2 symme­
trized upper and 2 symmetrized lower indices completes the decomposition of 
the direct product of two octets 
with F 2 = 8 and G3 = 0. 
The direct product of three octets, φ , ψ^ and χ., contains the fol­ti о λ 
lowing representations 
{8} Θ {8} Θ {8} = 2{1} + 8{8} + 1+{10} + U{10*} + 6{27} + 2{35} + 
+ 2Í35*} + {61*} . (III.32) 
For instance the independent singlets are 
Φ
ν
 Ψ
11
 x
p 
and (III.33) 
Φ
υ
 Ψ
ρ
 Х
У
 . 
μ ν ρ 
In our Strong Coupling models we use of the triple octet product only the 
(35) and {35 } representation. The (35) representation is a traceless ex­
pression with four symmetrized upper indices and one lower index. At first 
sight it seems that there are three possibilities; 
c) aßy (underlined) means symmetrization over α, β and y. Symmetrization will always take place over only 
upper or only lower indices, never over a mixture. With the expression φ% ψϊ we mean, therefore 
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a ß γ δμν 
φ— і^- χ-
1
- e— - t r a c e s , 
e μ ν ' 
ф £ < Д
х
Х Д ^ - t r a c e s , ( I I I . 3 U ) 
a ß γ δμν . 
Φ
-
 Ψ^ Χ
-
 ε— - t r a c e s μ ν e 
(The eigenvalues for F 2 ала G3 are: F2 = 12 and G3= Зб), but only two of 
them are linearly independent. This is a consequence of the fact that the 
indices can only take the values 1, 2 and 3, and the relation φ = Ф
й
 = χ = 
0. We shall not give here the two independent {35} representations explic­
itly for the general case. We do this later only for the special octets we 
need to consider. 
For the {35 } representation (traceless expression with one upper index 
and four symmetrized lower indices) we have 
ε
αμν Φ 1 ψγ Ч " traCeS · 
ε
αμν Φϊ ψγ Χδ " t r a C e S ( ΐ Ι Ι · 3 5 ) 
and 
ε Φο Ψ Xr - traces 
αμν β ^ δ 
with two of them linearly independent. The eigenvalues for F 2 and G 3 are, 
F 2 = 12 ала G3 = -Зб. Later on we shall give the explicit form for the spe­
cial octets which appear in our models. 
CHAPTER IV 
THE HAMILTONIAN 
With our models we try to obtain some insight into the mechanism which 
is responsible for the spectrum of baryons and baryon-resonances. These mod­
els are based upon the idea that a physically observable baryon is built up 
out of a fundamental "bare" baryon surrounded by a cloud of mesons. These 
"dressed" states should appear as a consequence of the strong interaction 
between a number of fundamental baryon fields and a number of meson fields. 
Many authors have dealt with this problem for different types of symmetry of 
the fundamental fields and have solved it in the limit of infinitely large 
coupling constants (Strong Coupling limit) (We UO, We Ul, Pa h2. Se k3t To 
1|6, To UT, Pa 57, We 62). An example is the model with SU(2) symmetry (iso-
spin) of baryons and mesons (We ho. We Ul, Pa k2. To U6). It starts from a 
doublet of fundamental baryon fields (proton, neutron) in interaction with 
a triplet of meson fields (π , π , π ) and gives a spectrum of nucleón 
states. 
We have generalized these models and have built in the now generally 
accepted octet scheme (SU(3) symmetry) of the strongly interacting particles. 
This has as a result that the models become more complicated so that we have 
a) to use other techniques to solve them 
We start from an octet of fundamental baryon fields and an octet of 
meson fields and assume a Yukawa type of interaction between them. This is 
not an unrealistic approach. But to make the models solvable we have to make 
other assumptions. In the first place, we consider the baryon fields in the 
non-relativistic approximation because we assume that the baryons serve as 
a fixed extended source for the mesons. This means that we take the baryons 
infinitely heavy so that we may neglect recoil effects and fix the baryons 
in the origin. In this so-called static approximation the force-free baryons 
effect a constant term to the Hamiltonian and thus contribute only to the 
zero energy. Because we are interested in differences between energy levels 
we may neglect this term. The baryons are thus only of interest in the sense 
that they are the source of the meson fields. If we assume an extended 
source we can split the meson fields into a part that does not interact 
with the source and another part that describes the bound mesons. These 
a) If we solve the older strong coupling models with these techniques we get the known results. 
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assumptions common to Strong Coupling theories axe made in order to rewrite 
the Hamiltonian in a more manageable expression. 
We shall consider two types of meson fields. Scalar mesons will give a 
fairly simple Hamiltonian and are therefore studied first. For the more re­
alistic pseudoscalar mesons we need derivative coupling. This makes the mod­
el more complicated. But we gain something too, for we find then that the 
spin and the SU(3) representation are connected in the Strong Coupling limit. 
Let us consider the Hamiltonian in somewhat more detail. It consists of 
a part that describes the force-free baryon fields, a part for the force-
free meson fields, and the interaction Hamiltonian. As remarked above, we 
assume that the baryons are infinitely heavy. This assumption is somewhat 
justified by the fact that in nature baryons are much heavier than mesons. 
In this case we can neglect the force-free baryon Hamiltonian because we are 
only interested in energy differences. Thus we have 
H = H* 6 3 + Н
т
 . (IV.1) 
О 1 
Analogously with the treatment of the triplet of pions in the earlier 
Strong Coupling models (We 1+0, Pa k2), we represent the fundamental meson 
octet by eight hermitian operators ф
т
(х) together with the eight canonical-
ly conjugated operators π (x). They satisfy equal-time commutation relations 
[> L(x), (^.(x')] = -і бц., ό(χ-χ')
 Ъ )
 . (IV.2) 
If we write these eight fields in the 3 x 3 traceless matrix notation 
ф0(х) (see chapter III) we must take into account the fact that the meson 
octet contains also the anti-particles (see (III.23)). Thus we must require 
(ф£(х))+= ф^(х) . (І .З) 
In agreement with this we define (a is row index, 6 is column index) 
b)h=c=l. 
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• ;<Î> 
Φ3(χ) Φ8(χ) 
—FT*—7Γ 
ф ^ х ) + і ф 2 ( х ) 
72 
Фц(х) + і ф 5 ( х ) 
72 
ф ^ х ) - і ф 2 ( х ) 
Tí 
Ф3(х) фд(х) 
—7Г + —7Г 
ф
б
(х) + і ф
т
( х ) 
72 
ф
и
(х) - і ф 5 ( х ) \ 
72 » 
ф
б
(х) - іф ( Î ) 
72 
2ф 8 (х) 
( і Л ) 
Eind analogously ir ( χ ) . 
Ρ 
The commutation relations (IV.3) transform now into 
: ^ ( χ ) ,
 Ф
Т(х· ) : = - і ( б Х - і б М ) 6 ( Î - Î . ) 
e Ó з e β' (IV.5) 
Besides the usual requirement of invariance under rotation and reflec­
tion in ordinary space we require in this chapter that the Hamiltonian be 
also invariant under SU(3) transformations . In this complete SU(3)-sym­
metric case the force-free meson Hamiltonian has the form 
IT 3 = \ s ê 1
 {^(î) wjtf) + ф^ (х)(т2 - ν2) φ^Ϊ)} 
χ ν 
(і .б) 
,2 . 
where V is the Laplace operator in ordinary χ space and m is the mass of 
the fundamental meson octet. 
Next we consider the interaction Hamiltonian. Because we have made the 
assumption of space-fixed baryons we are working in the non-relativistic 
approximation of the baryons. This means that only the positive frequency 
part of the Dirac fields which describe the baryons is important. So we can 
represent each baryon by a two-component spinor and we can neglect the anti-
particles. In this case we are left with the creation and annihilation op­
erators of the baryons only. The fundamental baryon octet is then represen­
ted by the creation operators 
V u (x) (IV.7) 
and the annihilation operators 
c) Later in the chapter about SU(3) breaking (chapter IX) we shall relax this requirement. 
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В™ u(x) . (IV.8) 
о 
With this we mean that В . u (x) acting on the bare baryon vacuum |> creates 
Pl 
a one baryon state,where the index i indicates the spin (see chapter II) and 
the SU(3) assignment is given by the indices α and β (see chapter III), 
while u (x) describes the space dependence. For example: B_1 creates a state 
with I = І, I _ = i , Y = + 1 and J = -5 or in other words a proton with spin 
down. The corresponding annihilation operators are B^ u(r) , hence В.. 
annihilates a state with I = 2 , I- = 5» Y = 1 and J_ = -J. The creation 
(B
n
.) and annihilation (вТ^) operators in octet-spin space satisfy the rela-
pi 0 
tion 
With the help of these creation and annihilation operators and the meson 
fields Φ0(χ) we construct now the interaction Hamiltonian. We assume that 
P 
the interaction is linear in the meson fields. This means that we consider 
interactions of a Yukawa-type. The interaction Hamiltonian will contain two 
terms (two coupling constants) owing to the fact that one can construct two 
independent SU(3) scalars with the three octets в"., B^J and Ф?(х) (see 
pl О A 
(ІІІ.ЗЗ)). In the following we shall write down the interaction Hamiltonian 
for the two types (scalar and pseudoscalar) of meson fields we want to con­
sider. 
In the scalar case we can ignore the spin of the baryons, since only 
the combination В. B^ exists, and this does not change the spin of a one bm о 
—κ ι baryon state В .|>. We get 
Л1 
Н^ = ƒ d3x{g; Βν"(χ)Β\ι(χ)φ;(χ) + g¿ By(î)B;u(xHj(x)} , (IV.10) 
—οι γ 
where gì and g' are the coupling constants, and В 0 and B' satisfy the rela-1 ¿ p o 
tion 
On the other hand, if the meson fields have negative parity we must 
have derivative coupling in order to compensate for the pseudoscalar behav-
d) Remark: We have indicated the spin in this case by an upper index in order to denote the difference between 
creation and annihilation operators. 
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iour of the meson fields. For example, the pseudovector coupling between one 
Dirac field ψ and one pseudoscalar boson field φ is in the non-relativistic 
limit given by (Ma 59, p. 77; Ro 6l, p. 167) 
ψ σ ψ Э φ , (IV.12) 
m α α 
m 
where ψ is a two-component spinor. 
Ψ = (
 ψ
1
 ) , (IV.13) 
ψ the hermitian conjugate. 
ψ
+
 = (ψ*, ψ*) (IV.IU) 
and σ are the Pauli matrices 
α 
• -i \ / 1 · \ e) 
σ
ι
 =
 Vi J · σ 2 = Vi J · σ 3 = V. - ι / · ( ι ν · 1 5 ) 
Thus (IV.12) is the compact manner of writing 
* {(Ψ*Ψ2 + Ψ^Ψ^^Φ
 +
 (ΐΨ2ψ1 - ІФ**2)Э2Ф + ( ψ* ψ1 " Ψ*Ψ2)83φ} * (IV·16) 
However, we want to write this in a form which is more in line with our 
spin notation. In order to do this we introduce spherical coordinates in R_, 
(IV.17) 1 _ 2
 X3 2 X1 * -^ X2 1 _ X1 - J 1 X2 
X1 " X2 = 72 ' X1 72 ' X2 72 
2 i i We then have r = χ χ = χ.χ.. 
ω ω j ι ^ 
Fxirther, we define a gradient operator V. by 
J 
, ρ 9, ρ Э * i J 3. - i Э 
! -- і-7І · ^--Чг^· '1--Чг-*- • ( ι ν · , 8 ) 
This gradient operator satisfies the relation 
e) Dots stand for zero's. 
35 
lì χ* = бк ¿ - ¡ ¿ck 
J 1 J 1 J 
Vt ? δ" δ
Ί
 Ι δΤδ, . (IV.19) 
 Л ι 
1 2 - * - * 
If ve further take В = ψ., В = ψ , В = ψ and В = ψ , ve can easily 
check that ve can vrite (IV.12) in the form 
¿ / 2 В В п т ф . (IV.20) 
m m η 
Thus, the pseudovector coupling of an octet of non-relativistic baryon fields 
and an octet of pseudoscalar meson fields gives the interaction Hamiltonian 
(IV.21) 
With partial integration we get 
„p.s. , ,3 ΓΙ sv _.λ1 .\i,-*-\ „к r t/-»-\ / м 
HI = - f d x L ^ B y k B v Φ λ ( χ ) Vl Í U ( X ) U ( X ) } 
(IV.22) 
+ ?^вХЧ<й^«+(а«<«»] 
To make the Hamiltonian more manageable we first carry out the ordi­
nary space integration. For this purpose we expand the meson field opera­
tors in terms of a set of orthonormal functions. In connection with the 
source function we choose this set in such a way that only a few terms will 
contribute to the interaction Hamiltonian. It makes some difference for the 
two types (scalar and pseudoscalar) of meson fields. 
In the scalar case the interaction Hamiltonian is given by (IV.10). We 
now define the source function p(x) by 
p(x) = u^x) u(x) (IV.23) 
(We have ƒ d3 χ p(x) = l). 
To simplify the Hamiltonian we choose a complete set of real orthonormal 
functions K.(x) in such a way that 
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These functions Κ (χ) satisfy the relations 
ƒ d3ï KA(Î) Ufi) = б^ (І .25) 
and 
Σ
Α
Κ
Α
(Ϊ) Κ
Α
(ΐ·) = δ(Ϊ-Ϊ') . (IV.26) 
Expanding φ.(χ) and π (χ) in terms of the functions Κ.(χ) we can write 
P P A 
фЦ(£) = Σ
Α
 q^A KA(x) with q^A = ƒ d3x KA(x) ф°(х) (IV.27) 
and 
^(x) = Σ
Α
 p° A KA(x) with p£ A = ƒ d3x KA(x) wj(x) . (IV.28) 
As a result of (IV.5) we now get for ρ and q the commutation relations 
This "partial wave" expansion makes it possible to carry out the integration. 
In the interaction Hamiltonian only КЛх) gives a contribution so that we 
get 
•ϊ - «, к
 в
і «ϊ,
 +
 «2 s: в; «І, ( і -з!" 
with g1 = g'y and g 2 = g^Y 
With the same substitution the Hamiltonian of the force-free meson 
fields (IV.6) transforms into 
^nes
 = Hbound + Hfree + int { ^ 
о о о о 
where 
„ b o u n d ι r ν у , / 2 , ^ v
л
V 1 г /тлт r>n\ 
Η
ο
 = 2 { р
у 1 Р 1 + ( т + В 1 1 ) S i l ^ v l 1 ' ( І - 3 2 ) 
T f ree i „ r v y ^ 2 v y ^ _ v y 
" " A=2 Ρ μ Α Ρ υ Α m ^ Α % Α A=2 
E
o" " *
 л
! 0 Í P > v A + m V<A + kl0 SAA· V V . > » ( l V - 3 3 ) 
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and 
A=2 
with 
S M · = SA'A = - f d 3^ KA (* ) Vx KA' (^ ) * (IV.35) 
As we see in the interaction Hamiltonian (IV.30), Η involves the 
so-called "bound" meson fields which interact directly with the source, 
f*T*GC 
Η describes the "free" mesons which do not have any direct interaction 
о . . ^ 
with the source, while Η represents the interaction between the "bound" 
and the "free" fields and can give rise to the scattering of mesons; Η 
о 
gives matrix elements which are of the magnitude s ., given by 
в 1 А = ^  / d
3
x p(x) V* KA(x) = ^ 1 ƒ d3x KA(x) V^ p(x) . (IV.36) 
Let us аззгипе for p(x) a symmetrical Gaussian form 
p ( - ) = _ a L ^ e - ^
2 ( ^ y 2
+ Z
2 ) .
 ( I V.3 7 ) 
(2π) 3 / 2 
Then we can choose the orthonormal set of functions in the following way 
K (Jj _ a^f e-i a2(x2+y2+z2) 
{п^пг.пз) тг З А (2nl+n2+n3 пНп^пз!) 1/ 2 
(IV.38) 
H (ax) H (ay) H (az) 
п^ П2 пз 
where the functions H are the Hermite polynomials (see (Sc k9) p. 62). We 
have 
H
n
(ax) = 1 and / H (ax) Η ι (ax) e dx= ^ 1 — δ ι , 
0 ni ni a піП! * 
so that 
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κ
 _ ρ(χ) _ a 3 / 2 -I a 2 ( x 2 + y 2 + z 2 ) ( τ ν . 
κ{ο,ο,ο} - — - -¿πe · ( ι ν · 3 9) 
Computing now V2 К, , we get 
V 2 V o , 0 } • a 2fo ( K{2 i0,0}+ K{0,2,0}+ K{0 i0,2} )-|K{0,0,0}]· ( l V - U 0 ) 
Thus we find that s... is only non-zero for 
2 2 
S11 = S{0,0,0}{0,0,0} = + 2 a 
and (IV.U1) 
_ -1 2 
S{0,0,0}{1,0,0} S{0,0,0}{0,1,0} " S{0,0,0}{0,0,1} " 72 a 
Because the differences between the rotational levels are of the order 
—2 —2 int —2 £ Œ g (see chapter Vili) we may neglect H if s . << с g~ , or 
о О 1A 
a
2
 << с g~ (c is a constant independent of g). Thus for small a2, that is 
for an extended source, we may ignore the "free" fields, and we are left 
with the Hamiltonian 
H 
3
 - 1 < P > : • <A.> « > *., в; в ^ ; •
 ч
 г в» < . (IV.U2) 
(We have dropped the index 1). 
The operators ρ and q satisfy the commutation relation (see (lV.29)) 
CP°, *; : - - i <«¡«; - i «до . (і лз) 
The Hamiltonian (IV. 1+2) in combination with the relations (IV. 1+3) and 
(IV.11) describes our scalar model. 
In the pseudoscalar case we have in the interaction Hamiltonian (IV.22) 
terms of the type 
B
№
 Β
δ
1 φ
σ
(
*
) Vl ( u + ( 5 ) u ( ^ ) ) * ( I V - U U ) 
Again we define the source function p(x) by 
p(x) = u+(x) u(x) . (IV.1+5) 
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But now we assume that p(x; is spherically symmetric. In that case we can 
introduce a set of orthonormal functions КЛх.) in such a way that the first 
three of them are proportional to the components of the gradient of the 
source function 
K
a
(x) = | V
a
p(x) a =1,2,3 (IV.U6) 
with 
γ
2
 = ƒ d3x {V1 p(x)}2 , 
or in our notation (see (IV.IT) and (IV.I8)) 
KJ(x) - ¿ V J p(x) . (IV.U7) 
/ • * - \ In terms of this set of functions Клх}, we can write 
ф"(х) = Σ à] κ{ (χ) + Σ q" Κ (Î) , (IV.U8) 
6
 i,j=1 β J 1 A=k β Α Α 
О со 
ν
α(χ) = Σ £] κ{ (χ) + Σ ρ" Κ (χ) (І Л9) 
β
 i,j=1 ß J 1 A=U eA Α 
with 
qß . = ƒ d χ φρ(χ) Κ^(χ), q e A = ƒ d χ φβ(χ) ΚΑ(χ) 
α
 i r jS-*- а/->-ч „і/^ч α
 r
 ,3-»· oi/->-v „ /-»-ч p g j = ƒ d χ π0(χ) Kjíx), ρ β Α = ƒ d χ πβ(χ) ΚΑ(χ) 
The commutation relation (IV.5) traflsforms into 
and all other commutators equeil to zero. 
With the above expansion of the meson fields we find for the interac­
tion Hamiltonian (IV.22) 
40 
„PS _ „ 5 V τ,λΐ
 л
мк ^ „pi Xk . . 
H I - g1 Bpk Bv Чі + 6 2 Врк Βλ %1 ( і - 5 2 ) 
with 
g] Y g^ï 
g1 = ΊΓ ·** g2= — 
The Hamiltonian of the force-free meson fields now has the form 
„ ι r v l p k . , 2 . ч v l p k , 
H
o
 = 5 { V P vl + ( m + s ) V^l1 + 
OD OD 
+
 l
 \Z_h V
 P
vA +
 л
 * V (m2 δΑΑ· + « » А А - Ч А · 1 ( I V · 5 3 ) 
A=U μ Α V A A,A'=4 
+
 A=U ^ ^ А SJ A 
with 
s = -ƒ d3x K2(X) 72 K¡(X) , 
s.., = -ƒ d3x Κ,(χ) vi Κ,(χ) 
and 
s \ = -ƒ d3x K^(x) V 2 К
л
(х) JA j χ A 
Again Η is built up out of the same components as in the scalar case. 
Firstly, a "hound" part, secondly the "free" mesons terms, and finally the 
interaction between these two. 
If we assume again the same source function as in the scalar case 
, > a
3
 -i a2(x2+y2+z2) p(x) = 075-e 
(2π) 3 / 2 
we find in (IV.U6) 
hl 
v
 ,-* a
3 / 2
 1 -l a 2 ( x 2 + y 2 + Z 2 ) и , χ 
K i ( x ) = ~з7ТГ72 e H i ( a x ) ' 
Ь Ф - ^ Т Г І «"
ä а 2 ( х 2 + у 2 + 2 2 )
 H,(V) , (IV.5U) 
.3/2 
TT 
With (IV.38) we can w r i t e 
K i • ^ 1 , 0 , 0 } ' K 2 - κ { ο , ι , ο } ^ K 3 * κ { ο , ο , ι } ' ( ι ν · 5 5 ) 
We have 
7 К {1 ,0 ,0} = а E ' г К{3,0,0}+72 К{1,2,0}+72 К{1,0,2Г 2 κ {ι ,ο,οί 
О О / ^ 1 1 ч — 
К{0,1,0} = а ^ 2 К{0,3,0}+72 К{2,1,0}+72 К{0,1,2}-2 ^ О . І . О } ^ ^ · 5 6 5 
7 К{0,0,1} = а ^ ^ 2 К{0,0,3}+72 К{2
>
0,1}+72 К{0,2,1}"2 К{0,0,1^ i . . 2 Thus we find that s., is proportional to a . Therefore, for an extended 
2 
source (small a ) we only need to consider the "hound" part since we are 
looking for bound states of the baryon-meson system. The pseudoscalar mod­
el will then be governed by the Hamiltonian 
TTps 1 г vi uk , / 2, » vi yk, 
Η
 -
 2
 Ч к
Р
 1 + ( m + s ) V V1 + 
(IV.57) 
SV „λΐ pk A -ν „μΐ Лк 
+
 «1 Врк Bv *λ1 + β2 Вук Βλ Ч і * 
where ρ and q. satisfy the commutation relations (IV.50), while В and Bji. 
satisfy the relation (IV.9). 
CHAPTER V 
THE STRONG COUPLING LIMIT 
The electromagnetic and weak interactions are characterized by small 
coupling constants. For these interactions it is therefore possible in most 
cases to treat the interaction Hamiltonian H as a small perturbation to the 
force-free Hamiltonian H . However, in our models we deal with strongly in-
teracting particles characterized by coupling constants so large that ordi-
nary perturbation theory is not applicable. 
The usual procedure in Strong Coupling theory is to approach the prob-
lem from the opposite side (We ho, We ¡l'i. Pa h2, Se 1+3, To h6, To hi, Pa 57, 
We 62). The coupling is taken so large that the behaviour of the system is 
largely determined by the interaction Hamiltonian H and that the influence 
of the force-free Hamiltonian H can be computed by means of perturbation 
theory. 
In the next chapter we shall first solve the eigenvalue problem for the 
interaction Hamiltonian HT. This interaction Hamiltonian as given by (IV.30) 
for the scalar model or (IV.52) for the pseudoscalar model contains the me-
son operators q. These operators can be interpreted us forming a vector in 
an 8 dimensional space for the scalar model or a vector in a 2h dimensional 
space for the pseudoscalar model. Instead of Cartesian coordinates we can 
introduce a set of polar coordinates. This means that we can choose the pa-
rameters which define a vector in such a way that they are split up into two 
classes: namely, one set which is invariant under the symmetry transforma-
tions of the model (SU(3) for the scalar model or SU(2) ® SU(3) for the 
pseudoscalar model), and another set which contains the parameters directly 
related to these transformations. We shall call the first class "radius-
like" variables (one of them is the length i) and the latter "angle-like" 
variables (compare the ordinary polar coordinates, r versus θ and φ, in a 
rotational symmetric three dimensional problem). 
Since Η is invariant under the symmetry transformationSj the eigen­
values of HT are only dependent on the "radius-like" variables and, in fact, 
in a continuous way (we do not find discrete eigenvalues because we do not 
consider the complete Hamiltonian, Η + Η ); Η determines only the part of 
the wave function which is dependent on the "angle-like" variables. 
Let us consider the scalar model in somewhat more detail. We have (see 
(IV.30)) 
i»3 
«I • «, К << + *2 KKt, fr.,) 
We can define the "radius-like" variables I and θ by (see (VI.12)) 
„2 v u 
*
 =
 % % 
and (V.2) 
_. Ж ν λ у 
c o g зф = . _ ^ % ч 
Solving the eigenvalue problem for Η we find (see (VI.3^)) 
Hj YjçiSi θ6) = gl cos (φ-φ£θ) + π) Υκ(θι, ..., θ 6), (V.3) 
2 1 Ρ Ρ 
where the index Κ indicates the 8 channels, g = -r- (g-j+gp) + Hg-j-gp) (see 
(VI.32)), while θ^, ..., Gg eure the six "angle-like" variables. For the total 
wave function we can write 
ψ = Σ x K U , φ) Υκ(θι, ..., θ6) . (V.U) 
Κ 
For Η we have (IV.U2) 
о 
н0 - 1 , > ; • ι »
г
 < ^ (v.?) 
2 2 
(we have written m instead of m + s)· 
Because of the commutation relations between p. and q]f (IV.k3) the term 
P о 
3 ρ ρ can be interpreted as -5 the Laplace operator in the 8 dimensional 
q-space. This Laplace operator was derived by Dullemond (Du 65, formula 
5.3b) 
2 2 
Δ = - Ц + I 2- + 1 {6 cot Зф — + - Ц } + Δ
ηηίΤ
 » ( .б) 
эг г Э£ £ ЭФ ЭФ β 
where Δ contains the differentiations -τ-τ— etc. 
ang Э І 
1+4 
The Schrödinger equations 
(н
о
 + Η^ψ = λ ψ (V.T) 
becomes with (V.lt) 
Σ E-i { - Ц + І — + 4 (б cot Зф — + -Ц) + Δ } + I т212 + 
к эл Í эг £ ЭФ ЭФ ^ 6 
( .8) 
+ gÄ соз(ф-ф£о)+ π)] χ
κ
(λ,φ)Υ
κ
(θ1,...,θ6)=λ Σ χκ( 1,$)\(βι,... ,θ6 ) 
Κ 
7/2 Я 
If we write Xj^ -U, φ) = K-^t Ф)/А sin φ we get 
2 2 
Σ Ц-И-Ц-^І+4-4 + Aan f f
} +
 Î m2£2 + β* С 0 5 ( Ф - Ф к 0 ) + »)!] 
К Э£2 U 2 £2 Эф2 ^ 6 К
 ( > 9 ) 
Hgd, φ)Υ
κ
(θ1,...,θ6)= λ Σ RjçU, φ)Υκ(θι,...,θ6) 
К 
with the boundary conditions lim Н^(£,ф) = lim Н^(г,ф) = R^ (jl,0)= ^(«-, 5·)=0. 
The coupling between the different channels is caused by Δ .If we neglect 
this term we have to solve in each channel 
2 2 
[1-2 -^ -2 + -Ц - -^2 -2-2 + S m2)l2 +
 5гсоз(ф-ф^
о)
+и)] К
к
(я,ф)= λ ^ (ΐ,φ) 
э* 8г 2г Эф
 ( л о ) 
Now we introduce new variables 
α = I - l
o 
(V.11) 
η = Φ - Φ
ο
 , 
where (ί, , φ ) is the point in the (λ,φ) plane in which the potential energy 
i m I + gl созСф-ф^ +π) is minimal; 
*o
=
 Фк 
(о) 
(V.12) 
^о 2 
m 
45 
Then we expand (V.10) in powers of these new variables 
2 2 2 2 
L-5 - Τ + ^ 2 ( 1- 2— + 3 - Τ + --^  ""г ( 1 - 2 Γ - + 3 - 2 + ••· ) 7 ^ 
Эа SA ο £ 21 O l 3η 
Ο Ο Ο 
(V.13) 
ρ ρ ρ ρ 
-2 g¿0 + 5 m α +5 g*.on + 5 gctn + .·.] Η(α,η) =λΗ(α,η) 
Next we consider the most important terms for large values of g and 
solve then the eigenvalue problem. After that we can show that the remaining 
-2 terms can be interpreted as a perturbation which is of the order g . With 
other words, we split the Hamiltonian H = H + H , which gives (V.9), into 
three parts, 
Η = H ( o ) + H ( 1 ) + Η , ( .1І0 
ang ' 
in such a way that for large values of g H involves the terms which give 
matrix elements of the order g and g , while H is a perturbation which 
gives matrix elements which are of the order g and Η = -\ Δ also 
. -2 . ang(o) SXlg 
gives matrix elements of the order g . So if we solve Η ψ = λψ for the 
lowest "vibrational" state ала compute the effect of Η in first order 
ang 
perturbation theory we find the "rotational" splitting of the lowest "vibra­
tional" level up to order 2 in (l/g). 
We consider 
2 2 
Е-і "Ц - -Т-Ц - *
 s
*o
 +
 *
 m2a2
 - *
 β ) 1
ο
η 2] R(a'n) = A R ( a ^ ) · (ν·15) 
За 21 Эп 
о 
One can easily verify that the solution with lowest eigenvalue (apart from 
the boundary conditions) is given by 
RU.n) = (ab)l/U
 e
-i(a
a
2
+
bn2)
 ( v > l 6 ) 
/ 3 
with a = m and b = /gÄ . 
о 
For large values of g and if φ Φ 0 ( .іб) satisfies the boundary conditions 
to a large degree. Note that for large g ( .іб) is strongly peaked around 
η = φ_φ = о. This is the value in which the potential energy is minimal. 
i»6 
Let us consider the terms in (V.13) we have neglected in comparison 
with (V.15) and let us compute their expectation values using the functions 
(V. 16). Since the variable α runs from -I to +<*> the expectation values of 
о 
terms containing an odd power of a become very small for large values of g. 
Therefore we only need to consider terms with an even power of a. For exam­
ple we have 
2 2 
За 9 
2Jr 3η2 
о 
We find 
1 Э2 ƒƒ da dn R(a,n) -r-—5· R(a,n) = 
г, Эп 
о 
2 2 
= ff da dn R(a,n) Ъ \ " Ъ Η(α,η) = 
Ζ 
о 
= \ ff da dn{(n/b)2-1} R2(a,n) « ^  « g"2 
£ l 
о о 
(V.1T) 
(V.18) 
In the same way we find that all other terms give also contributions of the 
order g - or smaller. 
—Ρ —Ρ г» 
Because Δ gives terms which are proportional to I = I (1-2 — +..) 
ang _2 _2 0 *Ό 
the matrix elements will be of the order £." Œ g . Thus Ъу computing the 
effect of Δ on Υ(θι,...,θς) in first order perturbation theory and re-
ang 
placing £ by £ and φ by φ we find the relative "rotational" levels of ttte 
lowest "vibrational" state up to order 2 in (l/g). 
For the pseudoscalar model we can show in the same way that for large 
g the wave function is strongly peaked in the "radius-like" variables (ex­
cept £) around the value in which the potential energy is minimal. The com­
putation of the matrix elements of Δ in that point gives us again the 
"rotational" level splitting of the lowest "vibrational" level up to order 
2 in (1/g). 
CHAPTER VI 
EIGENVALUES AND EIGENVECTORS OF H I 
In this chapter we shall solve the eigenvalue problem for the interac­
tion Hamiltonian in the limit of very strong coupling. The assumptions which 
are related to this approximation are mentioned in the preceding chapter. We 
shall consider only one-baryon states (states with baryon number one). Then 
we can build up a state with the help of one operator В and a number of me-
sonic variables q, where we have to combine the indices in such a way that 
the states belong to irreducible representations (see chapter II and III). 
Unfortunately, this procedure is in general quite complicated. We will there­
fore use a trick and divide the mesonic part of the states into two parts. 
We do that in such a way that we can combine one part with the baryon opera­
tor В to a scalar. In that case we can rewrite the eigenvalue equation and 
solve it in a straightforward way. 
For the scalar SU(3) model we can even find the eigenvalues and eigen­
vectors analytically. In the pseudoscalar case we are unfortunately unable 
to solve the problem in that way. We are forced to use a computer-program 
to find where the energy reaches an absolute minimum. Once we have that 
point it turns out that the problem becomes much less complicated and we 
can do the calculations analytically from then on. Because of this differ­
ence we have to make the separation between scalar and pseudoscalar case 
from the beginning. 
The Hamiltonian of the scalar model is given by (lY.k2) where the in­
teraction Hamiltonian H has the form 
HI • «1 K< < * '2 KK\ • <"·') 
This interaction Hamiltonian involves the meson operators q which are used 
P 
here in the 3 x 3 traceless matrix notation. The connection between this ma­
trix notation and the eight hermitian components is given by (compare 
(І Л)) 
і+ 
V 
^ - ι 
Тг'Ц 
~7Г" 
1 - i q 2 % - ^ 1 
Tí 
7 2 + ^ 
\ /2 ~ ~ 7 2 ~ 
72" 
• " Т г
-
2 
7^ ^ 8 
( І.2) 
в -»· ι 
If we use the same relation between p 0 and ρ we can write the conmmta-
tion relation (І .І+З) in the form 
C P V ' ITTI ] = -i δ 
гк» ^ К КК' 
(VI.3) 
This means that we can interpret q as the Cartesian components of a real 
к. 
vector in an eight dimensional space and ρ as a differential operator in 
this space. In that case we can diagonalize the Hennitian matrix (VI.2) by-
means of an SU(3) transformation U(q) 
q(o)S = u ( q ) S ^  u+(<l)ß with 4o)l d i ae o n a l (VI.k) 
(This is an SU(3) transformation because the octet is defined by (ill.20), 
so we find with (ІІІ.З) and (III.I8) that the octet transforms according to 
(VI.U)). There are in generell six different transformations U(q) which diag­
onalize q. We choose that one which makes 
^(O)! - q(0)2 - (1(0)3 (VI.5) 
Because of the fact that Ц.і^\ is also a traceless matrix we need only 
two parameters (£ and φ) to characterize q./
n
\· We define 
1+9 
We choose here the h and 6 subscripts in agreement with the commonly used 
arrangement of the states belonging to an octet (Sw 63) 
Y 
I 
I, 
1 
i 
I 
1 
1 
2 
- 2 
0 
1 
1 
0 
1 
0 
0 
1 
-1 
0 
0 
0 
-1 
1 
2 
I 
-1 
1 
2 
1 
- 2 
L = 1, 2, 3, U, 5, 6, 7, 8 
(We have used some kind of spherical coordinates instead of the Cartesian 
coordinates in (VI.2)). 
With the definition of isospin and hypercharge in (ill.12) we find that e^ 
corresponds to a state with Y = 0 , 1 = 1 , 1 , = 0 and eg to a state with 
Y = 0, I = 0, I = 0. 
Now we can write 
q/QN = £(e6 cos φ + e^ sin φ) , 
where as a consequence of (VI.5) 
0 < φ < IT/3 
(VI.7) 
(VI.8) 
The matrices ец and eg satisfy the following relations 
1
 τ *
 1 
3 I + 7& e 6 вц е^ = — I + -7^ e 
ei+ e6 - e6 e<* = 7£ ek > (VI.9) 
3 e6 e6 = - I - -jç e6 
(We shall call this summation over one upper index of an octet vector and 
one lower index of another octet vector a contraction). 
If we define 
ck = U (q) e4 U(q) , 
c6 = U+(q) e6 U(q) , 
(VI.10) 
we have for С1+ and eg contraction relations analogous to (VI.9)· We now can 
50 ' 
write 
q = U (q) q/QN U(q) = Ä,(c6 cos φ + сц sin φ) . (VI.Il) 
With the before mentioned contraction relations for c^  and eg we find 
Tr(q2) = Я2 
(VI.12) 
Tr(q3) = -гз ^ М
 ш 
We can easily verify that Tr(q2) and Tr(q3) are two independent scalars un­
der SU(3) transformations. This means that the parameters Ä, and φ are invari­
ant under these transformations. We shall call them "radius-like" variables 
in comparison with the radius r in ал isotropic three dimensional system, as 
we have already mentioned in chapter V. Besides these "radius-like" parame­
ters we need б "angle-like" parameters (compare and φ in ordinary space) 
to indicate a vector in octet space. 
We now define a normalized vector q by 
q = -r q = c6 cos φ + c^ sin φ (VI.13) 
(we have Tr(q2) = l). 
With the relations (VI.9) for c^  and eg we can easily find 
q q q = 2 q - 37^ созЗФ ι . (vi.iH) 
We see that a product of three q's with contraction summation over two pairs 
of indices can be reduced to a linear combination of q and the unit matrix. 
This is an important relation which will limit the number of q's in the 
state functions. 
The interaction Hamiltonian in terms of q is given by 
ί ' β ΐ
 £ 5
ϊ
Β
^ ϊ
 +
 β 2 £ Β ΐ Β Ϊ 5 ί - (VI.15) 
If we limit ourselves to states with baryon number one, these states will 
only involve one baryon operator B. In order to form eigenstates of the in­
teraction Hamiltonian we have to combine this operator В with the meson 
field variables. To construct the most general state we need in addition 
51 
.α3γ> 
α^ to Bft (and the invariant tensors, like δ , e and ε ) only q and δ q.ft, 
for with relation (VI.lU) we can reduce higher products of q. For instance, 
a scalar or singlet under SU(3) transformations (see chapter III) must have 
the form 
s = (a q0 BP +Ъ if qn BP)|> 
ρ σ р^ σ^ η ' 
(VI.16) 
(we can reduce q q q_ В )|> etc. (see VI. il*)), 
ρ σ лі ω ' 
The constants a and Ъ can now be chosen in such a way that s is an 
eigenstate of H . In that case we have to solve 
H" s = λ s (VI.IT) 
With the help of the relation (lV.1l): В°[ В^ | > = (δJo" - -j δ"δ^)|>, and 
(VI.iH), which reduces the product of three q's, we get 
H=(a q0 Bp
 +
b ¡f <ίη BP)|> = 
Ι Ρ σ *p *σ η ' 
i ^2)іъ?рв1 + (^2)і *%<%&}}> 
Thus, we have to solve 
(VI.18) 
•ζ (g^gg) 4 b = λ a 
(gT+ggU a = λ b 
(VI.19) 
The solutions are 
λ
ι = τέ ^і *
 w i t h s i = (% К + я % % ^ І * . 
(VI.20) 
We can consider this in a somewhat different way. Instead of q and q q 
we can use c^  and eg to indicate the meson fields. We can follow the same 
procedure as before but now using the relations (VI.9) (for C1+ and ce). We 
then find in the singlet case 
52 
Hjícitp соз5ф + c6p 5ІпІф)вР|> = -¿ς (g1+g2)Ä.(cltp созгФ + eg" 8ІПІФ)В^|> , 
(VI.21) 
Н^ (сі*р зіпіф - с6р соз2ф)В^|> = - Τζ" ^ gi+g2^^Cl|p 5 І П2Ф - сбр соз5ф)в£|> . 
Unfortunately, if we try to apply these methods unmodified for higher 
representations, like octet, decuplet, etc., we get such a large number of 
terms that we cannot find the solutions in an easy way. By using a trick, 
s 
however, we can rewrite the eigenvalue equation for H in a form which can 
be solved easily. We divide the mesonic part of the state functions formal-
ly into two parts in such a way that one part, which transforms as an oc-
tet, forms an SU(3) singlet in combination with В . That means that the oth-
er part must indicate the representation. Hence, we write a one-baryon state 
in the form 
ψ = f(q) (v° BQ
a
)\> , (VI.22) 
where ν transforms as an octet and f(q) is a function with certain indices, 
Ρ 
which describe the representation. This function must have such a form that 
f(q.)v can be written in terms of q and q q or c^  and eg· 
We now want to solve 
Hj ψ = λ ψ . (VI.23) 
With relation (lV.1l) we find that this is equivalent to the equation 
β1 q v + g 2 q v - ^ (g1+g2) Tr(qv)l = λ ν . (VI.2U) 
I n a d d i t i o n t o 61+ eind eg (see ( V I . 6 ) ) , we i n t r o d u c e 
Í' ' :\ С " л 
e i = ( · · · J . ег = Ι · · 1 Ι , е з = 
(VI.25) 
/ * * * \ / " * * \ 
es = Ι 1 · · J , еу = 
(see remark in connection with (VI.6)). 
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I f v i s a l i n e a r combination of βχ, . . . , е е , (VI.22) r e p r e s e n t s t h e 
most g e n e r a l s t a t e . In o r d e r t o solve t h e e igenvalue equat ion (VI.2U) we 
use t h e fol lowing c o n t r a c t i o n r e l a t i o n s 
1
 π 1 2 
e i t e l = 7 ^ e l , eleb - 0 , e 6 e l = 7£· e i , e l e 6 = - 7 £ e l
: 
1
 л 1 2 
6 1 + 6 2 =
 " 72 e 2 ' 6 2 e ' t = ' е б 6 2 = TZ β2' 6 2 β 6 = " 7? e 2 ! 
1 1 1 1 
6 4 6 3
 " 72 6 з , 6 3 6 ι + — 7 2 ^ ' е б 6 з = T ^ 6 3 ' е з е б = 7ζ ез> 
(vi.26) 
1 1 1 1 
е 4 е 5 = - 7 ^ e5» е5еЬ - Τ ? 6 5 * е 6 е 5 = TS" β 5 ' е 5 е б = TS" е 5 ' 
η 1 2 1 
e i * e 7 = 0 » е 7 е Ц = - 7?Г e 7 » β 6 β 7 = - -jTg- e 7 , eyee = -jç e7ì 
1 2
 1 
e i t e 8 = 0 » e 8 e 4 = T J e 8 » e 6 e 8 = - 7 £ e e , e 8 e 6 = -jrçr e 8 . 
I f we define in a way analogous.to ( І.ІО) 
c K = U
+(q) e K U(q) (VI.2?) 
the same relations hold for СцСі etc. 
Because q can be written in terms of c^ and eg, q = ¿(eg созф + Сцзіпф) 
(see (VI.11)), we can now solve the eigenvalue problem (VI.2Ц) very easily. 
We find the following eigenstates and eigenvalues 
g1-2g2 g1 
ν = ci with λ = (—τ?— со ф + -τχ зіпф)£ 
&1 •-02 &ι 
V = C2 " λ = ( тг СОЗф - -те· ЗІпфН 
Si βρ βΐ-βρ 
V = Сз " λ = ( ТЧР— СОЗф + тд— 8ІПф)£ 
β ι ßp 8 ΐ ~ β ρ 
ν = es " λ = (—j7£~ С 0 3 Ф 7 5 " з і п Ф ) г 
5ΐ* 
-2g 1+g 2 g 2 
ν = С7 with λ = ( тг СОЗф - -τχ ЗІПф)А, 
—
^-оі
-Op So 
V = C9 " λ = ( rr СОЗф + -τ- зіпф)«. 
7Г 
V = (сц ЗІПзф - Cg СОЗ^ф) " λ = -("Τ!!; Η 
g 1 + g 2 
ν = (сі| зіпзф + eg зіпзф) " λ = {—π—)ί. 
^ 
(VI.28) 
These are possible eigenvalues but in order to decide in which repre­
sentation they can appear we have to take into account the requirement that 
f(q)v must be a combination of terms built up out of q and q q or сц and eg. 
In the reference system in which q is diagonal we thus have that f(q/ v)v 
has to be an expression in e^ and eg. This means that f(q, ч) must be in­
variant under those transformations U which leave ъц and eg invariant. 
These transformations are 
id) 
e 
U = I · e i n 1 , (VI.29) 
е
-і(ш+л) 
for then we have U ец U = ец and U eg U = eg. 
This has as a consequence that only for the last two eigenvalues f(q) 
can be equal to a constant (without SU(3) indices), what means that only in 
these cases can a singlet exist. These are exactly the same solutions which 
we have found earlier, (VI.20) or (VI.21), with the other method. For the 
other eigenvalues an octet is the lowest representation which can occur. The 
possible states are 
^ K s S > i ' - % ( % B S » i ' . ^ ( % B » ' i > 
ез
е
 (esp ВР)|> , e2 ß ( е 7 р вР)|> , e l f J (е р ъ\)\> . 
(VI.30) 
For, if we look for instance in channel 1 (indicated by (ei В )|>) we need 
ρ σ 
one 69 to compensate the change of ej under transformation (VI.29). Further­
more, we cannot construct a singlet out of eg and the invariant tensors un-
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der the above transformation, namely ец and ее, for we find easily with the 
relations (VI.26) that ец^ е^ = &(,„ ее = 0. In general then an eigenstate 
in channel 1 is given by 
ψ = fíe,, c6) с ° (с^ Б£)|> , (VI.31) 
where f'ícij, Cß) is a function of сц and eg with certain indices. Owing to 
the relations (VI.9) and (VI.26) we can limit ourselves to functions 
¿"'(ец, eg) C8ft without any contraction. Possible candidates for a decuplet 
are, for instance, 
α у ν β 
e— 
and 
с Л с в * (
ει
σ
 В
р)|> 
е— Сс— с g1· (ci В ) > 
In chapter VII we shall treat this subject in more detail. 
In order to write the eigenvalues in (VI.28) in a more elegant form we 
introduce new parameters g and В instead of gj and g2. We define 
/3 1 
«1 • в W -g cosß - 72 sin0} » 
(VI.32) 
g2 = e í^f cosß + -¿с sinß} -Л ••-• ' 
(with -π < β < тг) . 
The relation between the commonly used F/(F+D) ratio α (see Sw 63) and β is 
given by 
T — - = tanß . (VI.33) 
For a = O.k we have β = arctan (2//3) = h^G'. 
We can now rewrite (VI.28) and find 
PIT 
v = с ι wi th λ = g£ cos (φ - ß =·) 
ν = С2 " λ = gl <-os (φ + β + Щ) 
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(vi.зи) 
ν = C3 with λ = gl cos (φ + 0) 
ν = es " λ = gí. cos (φ - β) 
ν = су " λ = gl cos (φ - β + Щ) 
ν = c8 " λ = gl cos (φ + β - Ц) 
ν = с^ созіф + Cg зіпзф " λ = gì. cosß 
V = Сц. зіпгФ - Cg соззФ " λ = -gì. cosß 
We now follow a semi-classical consideration by assuming that the coupling 
is so large that the system is in that state which has the lowest energy and 
that the meson variables (l ала. φ) adopt those values which make the energy 
an absolute minimum (see chapter V). We have seen that 0 < φ < тг/З (VI.8). 
That means that in general only in one channel the cosine can reach the 
value -1. In which channel this is possible depends on the value of β. But 
for some values of β the cosine can take its minimum value in two different 
channels for the same φ. These values of β are: 0, * — , ± — and π. We must 
exclude these values of β, for in these cases we have a degenerate lowest 
eigenvalue and later on we want to use non-degenerate first order perturba­
tion calculus. 
If — < β < —=• the cosine can reach the value -1 only in channel 1 
(indicated by ν = c^), and this is so if φ = β - rr . Our Strong Coupling 
assumption means now that we assume that the φ dependent part of the wave 
function has a peaked form around φ = φ = β - •=• . The variable I is fixed 
if we take into account the term 
l(m2+s) Tr(q2) = i(m2+sH2 
in the Hamiltonian of the meson fields (IVA2). We then have to minimize 
l(m +s)l -git which gives 1=1 = — » — . Thus, in this case we find that 
m +s 
the absolute lowest energy is reached on a 6 dimensional hypersurface in the 
8 dimensional q space (the "radius-like" parameters I and φ are fixed). 
OTT 
For this range of ß(-r· < ß < —=•) we have to build up the different irre-
ducible representations with the aid of 
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α / σ -ρ » ι γ γ 
=8
β
 (ci Β
σ
)|> , e,], c6J 
and the invariant tensors 
δ
ω
, ε
ω η τ
 and e (see (VI.31)). 
η' ωητ 
For other values of 0 the absolute minimum will be reached in smother 
channel. But it is not necessary to consider them explicitly, for this is 
equivalent to the choice of another range for φ (p.e. + т < Φ < "Τ if 
PIT 
— < β < π) in channel 1. This corresponds to a permutation of the diagonal 
elements of q./
n
\ (VI.k) and this permutation is caused by a transformation 
which transforms cj into some other channel. Thus, we have solved the eigen-
value problem for Η completely. In tl 
different representations explicitly. 
value problem for Η completely. In the next chapter we shall construct the 
The interaction Hamiltonian for the pseudoscalar model is given by 
(IV.57) 
HI - e1 Byk Bv 4l + g2 V Βλ %1 * ( V I- 3 5 ) 
The baryon fields satisfy the relation (IV.9) 
and for the meson fields we have the commutation relations (IV.50) 
By considering the definition of q . (IV.U8) we can easily verify that 
ui ak J 
q . = q , = 0. That means that for each of the 8 independent SU(3) compo­
nents of q only 3 independent SU(2) components exist, and we can interpret 
q . as a vector in a 2h dimensional space. This makes it more elegant to 
write q and ρ in a somewhat different form. In order to do this we use the 
relation between the Cartesian components of a vector in ordinary space and 
the spherical coordinates as given by (IV.17) and further the definition of 
q . (IV.U9). We can write 
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ai _ 1 a i 
ω=1 
(VI.38) 
where Dj, 02 and 03 are the three Pauli spin matrices, 
1 
a4 = 
-1 
02 = 
Оч = 
-1 
(VI.39) 
and 
j - 1 
αϊ α2 1 α α2 1 / α . α\ αϊ 1 / α - α ν 
Si = "qß2 = 7 ? ^ з ' q e i = 72 ( q i e + ^ е ^ ^ 2 " Тг ((11ß " 1 < l 26 ) * 
(VI.Но) 
If we use the 8 Cartesian coordinates instead of the 3 * 3 matrix notation 
(see (VI.2)) we can write q in a real 3 * 8 matrix form 
,
 *11 <112 413 bk 415 ql6 q17 ql8 
W = ^21 ^ 2 q23 ^ U ^ 5 q26 ^ T q28 
\ 13 Ì <із2 Ч33 Ч3І, 435 136 Чз7 і з а 
( і Л і ) 
In the same way we can write ρ in the 3 x 8 form, ρ . The commutation 
relations (VI.3T) transform then into 
Гр ,^ q _ Ί = -i δ δ 
KL 
(VI.U2) 
Thus, we can interpret q as a vector in a 2h dimensional Cartesian space and 
ρ as a differential operator with respect to the Cartesian coordinates. 
In analogy with the scalar model we want to introduce a set of polar 
coordinates and split the parameters which denote the several components of 
q into two parts; "radius-like" and "angle-like". Because of the fact that 
the Hamiltonian is invariant under rotations in the 3 dimensional spin space 
(with 3 Euler angles) and under SU(3) transformations (with 8 angles) and 
there are now no rotations which leave q invariant we have to split q into 
11 "angle-like" parameters and 13 "radiut ike" parameters. One of the in-
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variant "radius-like" parameters can be found easily, namely 
ω,К 
(VI.It3) 
With this we can define a normalized q 
жИІ 
1 ai 
4j = Τ ^ ßj or <1ωΚ ί, ^ ωΚ (VI.UU) 
It will be a hard problem to define all polar coordinates in such a form but 
fortunately we don't need them explicitly. 
First, we bring q „ into a reduced form in which only the "radius-like" 
ω л. 
parameters appear. Analogous to the rotation of a vector (x, y, z) in an 
2 
ordinary 3 dimensional space into the ζ direction, ( 0, 0, r) (with r = 
2 2 2 
χ + у + ζ ), we can transform q „ in such a way that many of the elements 
become zero (see Appendix A). One of the possibilities is 
i ( 0 ) = 
/ 4І1 ^ 2 α<138 «Ml* 115 ^ І б ^ Т - ^ З З 
Ч і ^ 2 " ^h ' ^ б * 
\ 
З^З Ц 
(VI. 1»5) 
Although we have reduced the number of variables in this way we are 
still left with the 13 "radius-like" parameters. This is a much too compli­
cated space and we were not able, even in the lowest representation to solve 
TDS 
the eigenvalue problem for Hf; with states constructed with a number of q's 
and В . (compare (VI.l6)). Therefore, we start at once with the same method 
which we have vised in the scalar model to solve the problem for higher re­
presentations. We now use the following expression for a state 
ψ= f(q) (ν^ς )|> 
ρ am 
(VI.U6) 
where ν transforms as an octet with spin I and the function f(q) has cer­
tain indices which describe the SU(3) β SU(2) representations. 
The eigenvalue problem 
H^3 ψ = λ ψ (VI.и?) 
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is then, owing to relation (VI.Зб), equivalent with 
om yk , ym ak 1 / _,_ ч .σ ym vk . o m ,,„. ,
 0ч 
ßlV % + g 2 V Vy - 3 ( β1 + β2 ) 6P <к Vy - λ Vp « {YI'hö) 
The eigenvalues will be functions of the 13 "radius-like" parameters of q. 
We assume now again that in the Strong Coupling limit only the state with 
the lowest energy is important and the "radius-like" parameters of the meson 
field take on those values which make this lowest eigenvalue minimal. Thus 
the system concentrates on an 11 dimensional hypersurface in the 2k dimen-
sional q space. 
We were not able to solve the eigenvalue problem (VI.hQ) in an analytic 
way. We have used a computer program, based on a method of steepest descent, 
in order to find the hypersurface on which the energy has an absolute mini-
mum (see Appendix B). We find that this hypersurface contains the point 
q^Uin) - ±71 [ . 1 ] , ( ІЛ9) 
where i, must be chosen in such a way that the energy of H*. + 5 m £ is min­
imal. This is just the point we hope for because then we have contraction 
relations for q (see (VI.59)) which have as a consequence that we get a sim­
ple spectrum. We shall find for example that for 0 < a < 0.725 there is only 
one octet with spin 5 etc. If q (min) does not have the value (VI. 1+9) many 
octets with spin i would be possible, etc. 
Once we know that the minimum is on that hypersurface we can solve the 
remainder of the problem analytically. We have the equations (see (VI.1+8)) 
(0)ai yk , (0)yi ak 1 , ^
 w
a (0)yi vk , ai 
«Ί* ykV(0)ß + « 2 * ßkV(0)y - 3 ( в 1 + в 2 , 6 В * vk V(0)y = λ ν ( θ ) β 
(vi.50) 
where q „. follows now from q
 T- (min) with (VI.38) 3j ωΚ 
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α ι 
(0) 
αϊ 
3j 2 Л 
/ 
ί 
{ 
ß * • 
Ò * ' 
• 
• - 1 
» · 
2 
• 
2 
1 
• · 
2 
• -1 
3 1 
1 2 
• 
• 
• 
• 
1 
• 
2 
2 
: \ 
\ι 
3 
2 
1 1 
2 1 
3 1 
1 2 
2 2 
3 2 
(VI.51) 
After a straightforward calculation we find the eigenvalues given in table 
(VI.I) (most of them are degenerate). 
Table (VI.I) 
Eigenvalues of (VI.50) 
symbol 
λ 1 
λ 2 
λ 3 
ч 
λ 5 
λ6 
λ
τ 
va lue 
ί 4 * 2 * 
* 4 « ι ' 
+ ^ (
e i - g 2 H ί 2 ^ * /2ß^2g2 
+
 27ϊ ( g r e 2 ) j l + 27? l / 2 g 1 + 2 e 2 
ί 275 g i г 
+
 2 ^ в 2 г 
Î 2 7 5 ( g r g 2 U 
degeneracy 
1 
1 
2 
2 
3 
3 
k 
(The upper sign refers to upper sign in (VI.51)) 
If we define 
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S1 + g2 = ^ S c o sY » 
(VI.52) 
e2~g1 = ^ g s i n Y 
/2. 2 
= /д. with g g^gg , 
we have 
g1 = g cos (γ + ·£) , 
g 2 = g cos (γ - -ц-) 
(VI.53) 
There is a relation between γ and the parameter α (Sw бЗ) commonly used to 
F . α indicate the F/(F+D) ratio, namely tany = — ratio = -— . With the above 
substitution for g1 and gp we find 
λ1 = + g S3 g£ cos (γ - J) 
λ 2 = + g ^  в
£ c o s
 (Υ + 'Ц') > 
λ. = + -г & gì- {sin γ - 1} , 
\ = t Ζ ^ gÄ' Í8in Ύ + 1} ' (VI.5^) 
λ5 = + -ζ ^  gÄ, cos (γ + ·£-) , 
λ^ = + -ζ Jb gl cos (γ - -ц-) , 
λ = + -τ ι/5 gl siny 
In order to find which λ is the lowest one we can restrict ourselves to neg­
ative λ and choose the + or -sign accordingly. In fig. VI.1 the absolute 
values of λ.., λ ? ί λ_, λ. and λ„ are plotted for normalized q (î. = l) and 
are provided with an extra minus sign. We have not drawn λ and X¿ because 
their absolute values are 3 * smaller than those of λ and λ1 and they can 
therefore never provide an extremum. The largest value of |λ| is indicated 
in fig. VI.1 by a heavy line. From this figure it is clear that λ (with -
sign) is the lowest eigenvalue for 0 < α < Ι (/(Γ-1). For g (/ΕΓ-ΐ)< α < 1 +1 ¿6 
we find that λ« (with - sign) is the lowest eigenvalue, while for а>1+ц /δ" 
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Figure VI. 1. Values of -|λ| as function of γ. 
and α < 0 λρ (with - sign) is smaller than any other eigenvalue. 
We shall limit ourselves now to the region 0 < о < 0.725, which in­
cludes the physically interesting value α = 0.U (Br 6U, Gü 6U, Ma 6h, Wi 6U, 
He 66). For α < 0 and a < 1.613 it is possible to do the calculations in a 
similar way but in the region around F type coupling, 0.725 < α < 1.613, the 
problem becomes complicated owing to the degeneration of the eigenvalue Ац. 
For 0 < о < 0.725 λ1 appears as lowest eigenvalue. The corresponding 
eigenvector ν is given by 
αϊ 
(Dß 
1 
72 
α ι 
1 1 
2 1 
3 1 
1 2 
2 2 
3 2 
(VI.55) 
The eigenstates with lowest energy are thus (see (VI.Пб)) 
* =
 f<«> ' ч о Г Ч . " * (VI. 5«) 
64 
But just as in the scalar model, there are some restrictions with regard to 
f(q). In order to find the most general form for this function we construct 
the states in a more illustrative way. 
In the interaction Hamiltonian appear, besides the baryon fields, only 
the operators q . = SL ξ ., which can be interpreted as multiplication opera-
pj pJ 
tors in a 2k dimensional space. We can therefore build up the states with 
baryon number one out of one operator В . and a number of meson variables 
q.0.. But if q is on the hypersurface indicated by (VI.56), we can again lim-
it the combinations, for we have here also contraction relations. In order 
to derive these relations we define 
(0)a _ 1 
c
 e - Tu 
1 
. _2 
0 + 1 2 3 
a 
4· 
1 
2 
3 
(VI.57) 
and we choose the sign in (VI.51) such that λ., is the lowest eigenvalue. 
-(0)ai _ 1 
275 
j 
-1 
2 
1 
3 
1 
2 
2 
3 
2 
\ 
α ι 
1 1 
2 1 
3 1 
1 2 
2 2 
3 2 
(VI.58) 
We can now derive the relations 
Sjlßl = 27? V 6 j -273 V l + ïï{3 в 3 W j Τ V l } » 
^ a i ^ y k 1 ^ctij- 2 
V6j - — - '-
' 2 „γ 1
 ftYÌ 
27? V i 6 ß + / 3 C3} - 2 ^ 4 ' { 3 а 6 + / 3 С б 
^ 1 / / 2 . α ^ / 2 ο ΐ 4 , 2 . γ ^ / 2 γχ 1,2 .с* / 2 а ч , 2 . у ^ / 2 у ч
г і
і 
+
 ïï { ( з δ δ + / з с б ) ( з б в + / з S ^ ^ з δΒ + / 3 c ß ) ( 3 δ δ + , / 3 cV}6j ' 
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Äai γ ^ і ι 1 ^а і 
Sj c0 = Чзсу = ^ Чі 
а у 1 .а 1 а 
Vß = з \-7Ecß 
(VI.59) 
/ г. -χα. - > а і · 4. j * - ( 0 ) а і , а . . , _ ( 0 ) о ч 
(we have w r i t t e n q . i n s t e a d of q . and c . i n s t e a d of с ) . 
This means t h a t we can c o n s t r u c t t h e e i g e n s t a t e s of Η wi th q . and c° 
i n combination with В. . and t h e i n v a r i a n t t e n s o r δ „ , δ . . ε
η 1 ε , ε . , and £. ßi ß j ' αβγ ' » i j 
ε . Fur thermore, we can l i m i t ourse lves t o s t a t e s which do not involve any 
of t h e c o n t r a c t i o n summations i n (VI .59) . For example, an SU(3) s c a l a r wi th 
s p i n 5 must have t h e form 
ψ = (a l y ? Б + b cu S v . ) | > . (VI.60) 
л л ym υ y i ' 
Working with H*. on ψ we get with the help of (VI.36) and the contraction 
relations (VI.59) 
»Г* - в τ ? - • ^ «« «s »^ ч ^ -i ·; ъ : i> · (".^ D 
The eigenvalue equation Hf. φ = λ ψ leads to two eigenvalues, 
λ1,2 = 27? (βΓβ2 ) £ * 275 * 2(h + 2 e 2 * (VI.62) 
These axe exactly the eigenvalues λ_ and λ· of table (VI.I) with lower sign 
(note that we have chosen the -sign in (VI.51))· This means that only for 
the eigenvalues λ_ and λι an SU(3)-singlet with spin 5 exists and thus only 
in the region 0.725 < а < 1.613 (see fig. VI.1) a spin 5 singlet can occur 
with minimal eigenvalue. 
It is again much too complicated to find the octet and higher represen­
tations in the same way. That is the reason we have chosen the other method. 
But we still have the requirement that f(q) V / ^ must be expressible in 
terms of q and c. By considering the transformations which leave q and с 
unchanged we find that this is only possible if f(q) contains one tensor 
ν /.χ with 
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Ol 
i 
1 
ЛоЬ-тг { ' J 2 · < ν ι · 6 3 ) 
0 * 1 2 3 1 2 3 
i ->• 1 1 1 2 2 2 
Thus, i n t h e reg ion 0 < a < 0.725 t h e s t a t e wi th lowest energy has t h e form 
We can w r i t e
 / н л . ν , ..ν' i n terms of q Ί and с ( 1 ) 0J ( 1 ) <5 σΐ σ 
ν 
t α v i 1 ^αϊ γ 1
 д
а і .γ 1 α γ -i , 
; = -TT q, • c l - тг-яг q P . 6 ' - - т - с ^ c l δ . + (Dßj ν ( ι ) δ = 7^ ^ j cß - 27? ^ j òe - ^ сб cß ô j 
1 ο ΐ - γ . ϊ 1 YrOiri . 1
 χ
α
χ
γ
χ
ί 
+
 ÏÏTÜ c66ß6j - 37? V 6 6 j + lïï 66Vj 
Substitution into (VI.6U) gives 
ψ = f(q, c){ ^  q ^ с 6 Б; т - ^  qj;k В ^ - ç cj ee В ^ + 
+
 a c ; B ; k - 3 ^ c ô B ï k + Tïïsïk}i> 
(VI.65) 
(VI. 66) 
(One can check with the aid of (VI.Зб) and the contraction relations (VI.59) 
that ψ is an eigenstate of ffii. with eigenvalue λ = - —— gpí.). 
For f'(q, c) we can still make some restrictions for we have also con-
traction relations for v, s and q or c, 
t a y 2 t а 
(і)уі СБ - -7^ V(l)ßi 
t γ а _ I t a 
V(l)ßi Cy ~ - 7SV(l)ßi 
+ a -γ i _ η 
v ( i h j V " 0 
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t γ ^аі 1 t α . i _,_ 1 t а Л 
v ( i ) ß j Sk = - Л ( і )вк ô j + 2 7 ? v ( i ) e j ek · 
(VI.67) 
t α ~yX 1 t γ /2 .а _,_ /2 αχ _,_ 1 t а /2 .γ _,_ /2 γ» 
^ D ß k ^ i = -7з V(l)ßi (3 δδ */Зе6) +273 V(l)ßi (3 6ίi + / з V · 
That means, that we can limit ourselves to functions f' which do not involve 
any contraction summation between ô„., c„ and ν/.
λη
.. Thus, there is no 
0J ß ( 1 ) 0 1 ^ · ' 
SU(3) singlet possible with spin I and eigenvalue — gp£. This is in 
agreement with the fact that we did not find this eigenvalue in (VI.62). 
The first SU(3) representation with spin I and with this energy will be an 
octet. This appears if f' = 1 (a constant without indices). The higher rep-
resentations and spin combinations can be found by a proper choice of 
'^(Фо·» co) a s w e shall show in the next chapter. 
Pj P 
CHAPTER VII 
POSSIBLE REPRESENTATIONS 
In the previous chapter we have found the tensors with which we can 
construct eigenstates of the interaction Hamiltonian with minimal eigenval­
ue. We shall now write down explicitly these eigenstates for the different 
representations. By considering the tensors in the reference system in which 
q has the reduced form we examine whether the several possibilities for the 
same representation are independent. First of all, we can exclude those com­
binations which in the reduced form give a tensor with all components equal 
to zero. Secondly, we find sometimes that for a representation all possible 
combinations give a tensor which (in the reduced form) has only one and the 
same component different from zero. That means that these possibilities are 
dependent and we can choose one of them. If more components are different 
from zero we can find the independent combinations in an analogous way. 
We find that in the scalar model certain representations do not occur 
(such as a singlet) and other representations appear only once (octet, de-
cuplet antidecuplet). For the pseudoscalar model these considerations will 
again lead to the exclusion of a singlet and, furthermore, it appears that 
only certain SU(3) representation - spin combinations can occur (for in-
1 . 3 
stance, only a spin — octet, only a spin -^ decuplet, etc.). 
In the scalar model we have to construct the states using the following 
expressions (see (VI.31)) 
<*;<<*;> i> 
с
и
° (VII.1) 
and c 6 0 
in combination with the invariant tensor δ„, ε Ύ and ε „ . In chapter VI 
3 αβγ 
we have already mentioned that a singlet is not possible because of the fact 
that сц сд^ = eg eg = 0. The lowest representation which contains a non-
trivial eigenstate is therefore the octet-representation {8}, where the 
eigenstate is given by 
* Β = = » β
( % 5 ο > Ι > · ( V I I - 2 ) 
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This is the only octet which can appear, because with the contraction rela­
tions (VI.26) we can reduce the combinations 
and CC„CQ (CI В )I> to the above form. 
To form a decuplet {10} (which contains a Y = -2 isosinglet) we found 
in (III.29) that we need a form with three symmetrized upper indices. On 
first sight it seems that there are three ways to construct a decuplet 
αβγ αβγ 
Vi= φ α ο ( C 1 P ^ І * ' A = 1' 2' 3 * (VII*3) 
with 
oyv β γ 
ф ( 1 ) = e " с , " с 8 ; 
ομν β γ 
Φ ( 2 ) = e " C 6 y С 8 
α β γ 
μνλ -
Φ (3) = ε с ^ с б с 8 х 
α β γ α β γ 
(Note t h a t ε μ сц'сц'свТ" = ε с6~с6~С9~ = 0 as a consequence of t h e a n t i -
symmetrical e ) . 
However, t h e s e t h r e e a r e dependent ала h e n c e , t h e number of d e c u p l e t s 
can be reduced. I n order t o show t h e dependence we cons ider Сц, eg and 09 i n 
t h e i r reduced form e a , ec and eo (see (VI.6) and ( V I . 2 5 ) ) . Only t h e compo-
3 1 2 
nent OQ of 69 i s d i f f e r e n t from zero and ец and e^ a r e t h e only non-zero 
components of e^. That means t h a t only 
233 2y1 3 3
 2 2 3 1 
Φ 0 ί = ε еци e e " = ïïei*2e81 =τ ^ ( І І Л ) 
is different from zero. 
αβγ αμν β γ 
If we consider φ/ΓΤ = e - eg" eg" we can easily verify that the only non-zero 
component is again 
233 
φ
α>) = I { е бз e {h - е б 2 е ^} = " Ζ ^ · (VII.5) 
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αβγ 233 
And for Ф/о^ w e find that all components, except ФТО^» a r e zero too ; 
233 
Йз) = 1 i e i t 2 е б з e 8 i } = зТз ' (VII.6) 
This means that these three candidates are dependent , 
Ф
ОІ
 =
 - Л
 Ф(2І = /2 Ф(3)' * (VII-T) 
Thus, we may conclude that there is only one decuplet possible and we choose 
the first expression in (VII.3); 
αβγ ayv β γ 
ψ = ε" сц" с ~ {с° Βρ)|> . (VII.8) 
For the anti-decuplet (10 }, which is indicated by three symmetrized 
lower indices, we have again three candidates 
• ^ • • í s lK í ' i * ^ 1 · 3 · 3 (VII-9) 
with 
Φ
αβγ -
 ε
α μν
 Cltß ^ γ 
Φ
αβγ -
 ε
αμν C6ß ^ γ 
Α
(3) у υ λ 
Φ ο
 = ε
 л
 С
Ц
 С6о С 
αβγ μνλ 4α Dß σγ 
(Α) . 
By considering the above expressions for φ in the reference system which 
corresponds to the reduced form we find again that these three possibilities 
(2) 
are dependent. All components of the second candidate are zero. Thus φ is 
the zero-tensor and furthermore we find that 112 is the only non-zero compo­
nent in the other cases. We have 
№ = 0; № = - /δ"φ(3) . (VII.10) 
αβγ αβγ αβγ 
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This means again that there is only one anti-decuplet, which we represent by 
ψ . = e с ^ сд^ (
ει
σ
 В
р)\> . (VII.11) 
A state belonging to a {27) representation is indicated by a traceless 
expression with 2 symmetrized upper and 2 symmetrized lower indices (see 
(III.31)). If we write 
αγ αγ 
Ψ
ί
 = Φ
ϋ
 ( С І
Р ^
)
І
>
 «
 ( ν ι ι
·
1 2 ) 
we have, owing to the contraction relations (VI.9) and (VI.26), for φ " only 
po 
the two possibilities 
αγ α γ
 1 α γ 
φ(ΐ)βδ = ^ І С 8б " TT? δβ C8¡ 
and (VII.13) 
αγ α γ
 1 α γ 
Φ(2)06 = C 68 C e¡ + TT? 68 С 6 
We find that in the reduced form in both cases three components are 
different from zero ; 
11 1 23
 3 33 1 
Ф(1)11 = Τ ^' Ф(1)12 = " 20 ^ ' Ф(1)13 = " 20 / 2 
13
 1 23 1 33 3 
Ф(2)ТТ = Ю ^> •(гііІ = 20 ^ ' ф(2):13 = - 20 ^ 
(VII.1U) 
11 23 33 
(note that these three components are dependent^" + ф ~ + ф~ = О). We see 
in (VII.lU) that Φ(ι\ and Ф/р\ are independent and we have therefore two 
eigenstates belonging to a {27) representation. ((VII.12) in combination 
with (VII.13)). 
In order to construct a state belonging to a {35} representation we 
have shown in chapter III that we need three octets combined in such a way 
that we get a traceless form with k symmetrized upper indices and one lower 
index. In the same way as above we find that there are two independent ones, 
for which we choose 
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Ψ 
Ψ 
αβγδ αμν β γ δ αμν β γ δ 
( 1 ) — ¡ = {ε- сц- e,' c8- - ^ ^ e" ce" c 8; 6¡}(c1°BP)|> , 
αβγδ αμν β γ δ αμν β γ δ 
(2)"Ί = { ε" % C6¡ C8; + 27Ü ε" С6р с 8 ; «¡}(сір ВР)|> . 
(VII.15) 
There are also two independent {35 } representations 
μ ε ν 1 
ι =• r μ ε ν ι / μ с- μ
λ
 ν . ε , / σ ? : ρ \ | 
Π^αβγδ αμν β γ 0 δ ο/ο αμν 0 β 4 β 0 γ δ ρ σ ' ' 
(VII.16) 
, ε f μ ε ν / 1 μ ν . 1 \ι \ ν* ¡.e-,, σ = ; Ρ \ ΐ 
(2;αβγδ αμν 4 β 0 γ 0 δ З^о αμν 4 β σ γ 6 λμν Ηα Dß 0 γ δ 1 ρ σ ' 
Remark 
Only those representations occur which possess a state with Y = 1, 
I_ = -2.and the number of independent possibilities for a certain represen­
tation is given by the number of states belonging to that representation 
with the above values for Y and I_ (different l) (see ref. Be 66). 
In the case of pseudoscaJLar coupling for the region 0 < α < 0.725 we 
have to construct the states from the expressions (see (VI.6U)) 
t α 
'(OM^ib'Çn'l* 
(VII.17) 
~αι 
.α αβγ 
с
1
 ^J and the invariant tensors δ., ε . ε „ , δ., e ϋ and ε... In the reduced 
ß' ' αβγ' j ' ij 
form we have (see (VI.55), (VI.57) and (VI.58)) 
~αι lßj " 27? 
- 1 
- 1 
\ 
, ν 
a i (Dß 
ι 
7? 
/ : 
1 
I : ; 
and 
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C Ü - T J [ ' ι · J - (VII.18) 
As a consequence of t h e r e l a t i o n s (VI.67) we have с ν,.\ . = q .
 / н ч , = 0. 
μ (1)vj ^Mj (1)vk 
This means that there does not exist an SU(3) singlet whatever the spin may­
be. The lowest SU(3) representation with a non-trivial eigenstate is the oc­
tet with spin ^ - . The eigenstate is given by 
*Μ-(ι>«(ϊΟ)ΓΒσ
η
>Ι> · Си·") 
Owing to the relations (VI.67) it is impossible to construct more (indepen­
dent) octets even with other values of the spin. Thus, we find that there is 
only one octet and it has spin -χ . For the next SU(3) representation, the 
decuplet, we first try to construct a spin -^ state. It must have the form 
αβγ oiyv β γ 
ψ = e" с" Т.х'. ( ,^аПЪр )|> . (VII.20) 
ψ
 ι у (1)νι (1)р ση ' 
But in the reduced form (see (VII.18)) we find that all components are zero. 
Thus, a decuplet with spin -r does not appear. On the other hand, a decuplet 
3 
with spin p- exists. The state function is given by 
αβγ αμν ßm γ 
ψ ... = e" ε. f · νΤ,Γν W - n ™ ΒΡ )|> (VII.21) 
r
 ijk im ijj (1)vk (1)ρ ση ' 
Ж 112 122 222 
and the non-zero components are ψ ιιι» Ψ ιιρ» Ψ IO? ^ 1^ Ψ про · 
In the same way we can examine the other SU(3) representations in com­
bination with their spins. A number of combinations with non-trivial eigen-
states is listed in Table (VII.l). We find that there are no other decuplets 
3 than the above mentioned with spin •=• . Furthermore, we have only one anti-
decuplet and it has spin p· . But there are two {27} representations with 
1 3 · 3 
spin •=· and 75· respectively; two (35) representations, one with spin -^ and 
another with spin -p ; and two {35 } representations with spin possibilities 
1 3 . . 
•x ana -χ . Summarizing we can say that only those SU(3) representations occur 
which have one or more Y = 1 isospin multiplets. The spin possibilities are 
the isospins of those Y = 1 members (see Go 66). 
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Table (VILI) 
Eigenstates of H^5 with λ = -(/3/2)g2J¿ 
SU(3)-spin 
assignment 
Eigenstate 
{8 } 1/2 t οι , ση κΡ \ . V ( l ) ß j ( V ( 1 ) P Β σ η ) 
{10} 3/2 
αμν ßm + γ 
ε~ ε . ξ · / . ч " ( ν , . 4 S ) im 4 p j ( 1 ) v k ( D p ση ' 
{ i o * } 1 / 2 W ) Cß V ( 1 ) Y J ( V ( 1 ) P ^ П ^ -
{27} 1/2 
0 1
 ι
 α
 χ Υ 
< е ;*5яг«г т (,)у " ( , ) Γ Β ^ ι > 
{27} 3/2 
am
 + γ 
e i m ^ j V ( l ) ¡ k ( V(1)P δ σ η ) Ι > 
{35} 3/2 
αμν ßm γ
 1 γ + δ an ο 
e
"
 eim%j ( С І - 2 Ж 6 Р ν ( ΐ ) ^ ( (1)
Р
 * 
{35} 5/2 
αμν ßr уз . δ 
ε ε . ε . q . q.
 Ί
 ν , . ν ( ν , . χ Β κ ) > 
i r JS ^ j k ^ ε ΐ (1)μm (1)ρ ση 
( 3 5 * } 1 / 2 μ / ε . 1 ..ε ч t v / ση -ρ % :
αμν Cß ( с у + 2 7 Г 6 у ) V ( l ) á j ( v ( l ) p 5 σ η ) Ι : 
{ 3 5 * } 3 / 2 ^гт μ t ν / ση =ρ ч ι ε ε . q 0 . с v , . W l {v,.s В ) > 
αμν im ^ß j γ (1)6k (1)p ση ' 
CHAPTER Vili 
THE EFFECT OF H, 
We now want to calculate the effect of H in first order perturbation 
theory. Η consists of two terms: Η = | p.ρ + I m' q.q (see (IV.1+2) and 
(rv.57); m' = m + s). The second term we have already taken into account 
for we have combined this "harmonic" term with the interaction Hamiltonian 
(see chapter V and VI). So we are only left with the "kinetic" part, 2 p.p. 
As we have seen in chapter VI this term can be interpreted as minus half the 
Laplace operator in the 8 dimensional q-space for the scalar model or the 
2k dimensional q-space for the pseudoscalar model. We shall use the symbol 
Δ for this Laplace operator 
Ì p.ρ = -i Δ . (VIII.1) 
We can split the Laplace operator into two parts in such a way that the 
first part contains only differentiations with respect to the "radius-like" 
variables (notation Δ ,) while the second part involves the differentia-
rad r 
tions with respect to the "angle-like" variables (notation Δ ) 
Δ = Δ , + Δ . (VIII.2) 
rad ang 
In the limit of very strong coupling we have stated in chapter V that 
the "radius-like" part of the state function would have a peaked behaviour 
around those values of the "radius-like" variables where the "potential" 
_2 
energy is minimal. In chapter VI we found that Î, . = £ « gm . Because the 
о
 т 1 П 0 
matrix-elements of Δ are proportional to £~ for large values of g, the 
effect of the "angle-like" part of the wave function on the "radius-like" 
part of the wave equation can be neglected. Thus, in that case the levels 
of the "radius-like" wave equation are independent of the "angle-like" part 
of the wave function. For large g the "rotational" levels caused by Δ are 
ang 
much less separated than the "vibrational" levels which are a consequence of 
k -2 the "radius-like" wave equation (rotational ъ m g" , vibrational ^ m). 
Hence, we are only interested in the rotational levels of the lowest vibra­
tional state, and if we ignore the zero-point energy (lowest vibrational, 
level) we need only to consider the effect of Δ on the "angle-like" part 
of the wave functions. 
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In order to calculate the matrix elements of Δ it is not necessarv 
ang J 
to define the generalized polar coordinates everywhere in the q-space. We 
may limit ourselves to one point on the hypersurface of constant "radius­
like" variables, and for simplicity we choose that point in which q has its 
reduced form. In this point we construct an orthogonal coordinate system for 
the "angle-like" variables with the help of the transformations of the 
group. The "angle-like" part of the Laplace operator can then be written in 
terms of differentiations with respect to these orthogonal coordinates. By 
looking at the transformed tensors we are able to compute now the effect of 
Δ in a straightforward way. Let us illustrate this by means of a simple 
example. 
In chapter IV" we introduced a Hermitian traceless 2 x 2 matrix which 
was completely equivalent to the vector r (see (IV.IT)) and which is defined 
by 
r = Î Ui, -J · (vm-3) 
. -T 4-Vi 
The elements of r are indicated by r. where i and j denote the i row and 
j column of the matrix (The same example in the usual column notation is 
given in réf. Du 67). 
The scalar product between two vectors a and b can then be written in the 
following form 
a.b = а ш b n . ( ІІІЛ) 
n m 
Thus, t h e l e n g t h г of r i s 
r = / r m r n . ( V I I I . 5) 
n m 
A rotation transforms r into r1 with 
г'* = U+i r* υ2" , (VIII.6) 
J к 1 j 
where U is a 2 χ 2 unitary matrix. 
We have a rotation around the y-axis if 
( cos a.. sin a1 \ 
л
 , (VIII.7) 
-sm a1 cos a. / 
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a rotat ion around the x-axis i f 
( cos ou i s in a r 
" \ (VIII.8) 
i c o s Op COS v*p 
: : ) 
and a ro ta t ion eiround the z-axis i f 
і а э 
e
 3 
U ( 3 ) = ^ .
 e
- i«3J · ( V I 1 1 · 9 ' 
In a three dimensional space the Laplace operator is given by 
1 Э 2 Э L 2 » 
Δ = - £ — r ±2 , (VIII. 10) 
г Эг Эг r 
2 
where L contains the differentiations with respect to the "angle-like" 
variables ( θ eind φ). Thus we have 
L2 
Δ = - =ο » (VIII.11) 
ang
 r
2 
with the well-known eigenvalues 
λ 1 = - * ( * 2 1 ) (VIII.12) 
r 
with £ = 0 , 1,2, ... . 
We shall now show how we can find these eigenvalues with a method which 
can easily be generalized for more complicated spaces. We get a reduced fonn 
in the three-dimensional space by choosing the z-axis in the direction of 
-v 
the vector r. In that coordinate system we have 
\ - -r I = ~k \ - -1 / r = -¿ I . _ ) = -Jx I . « J . (VIII. 13) 72 
Now we define with the aid of the transformations (VIII.7), (VIII.8) and 
(VIII.9) an orthogonal coordinate system for the "angle-like" variables in 
the point given by (VIII.13) 
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- * - , - » - / cos2a. sin2a4 
Γ1 " U(1) Γ U(1) " "^ l sin2a1 -cos2a1 
cos2a_ isin2a
r 
-i- _ „t 4- _ r f — 2 — a 2 \ 
Г2 " U(2) Г U(2) " "^ l-isin2a2 -cos2a2 / 
^з •
 u(3) ' u(3) • І ( ! - ι ) · ( V I I I - l U ) 
For small angles α,., ot? and οι_ we get up to second order 
/ 1-2C2 
-> r 
r i =72 
" • ΐ 
2 | , 1 
1 ^ 
2
» 1 
2 
-1+2c¿í 
2a 2 i 
-»• _ r 
Γ 2 = 7? \ . 2 
¿ / ¿
 \ - 2
а 2 і -1+2α 2 
г^ = 
з "7? 
- 1 
Thus 
(?,-?> 
(? 2 І) 
â3-h 
r 
r 
= 72 
= 0 
\ 2«, 
V -2a2i 
2 β
Γ 
2 V 
(VI I I .15) 
(VIII.1б) 
With the scalar product defined in (VIII.U) we can easily check that (r..-r). 
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(r_-r) and r are perpendicular to each other in first order in the variables 
-*• -y • + • - » • 
a. This means that we have found with (r^rj and (Гр-г; two orthogonal di­
rections for which "angle-like" variables can be defined. We shall call 
these variables x. and Xp. The "angle-like" part of the Laplace operator 
in the point (VIII.13) can now be expressed by means of differentiations 
with respect to x.. and Xp. 
From 
2 2 
*** Эх2 Эх^ 
(Vili.17) 
we obtain 
eng 
Цэх« / ЭоТ ЭхТ Эо, \ Эх
л
 / 
2 2 2 9 Э а2 Э 
1 1 Эа2 Эх2 „^ 
3
 Ί 
.(VIII. 18) 
We have 
(х^ 2 = (r
r
r)J (rrr)¿ = U Л ^ + Οία1;) - α1 = íi + OÍx^) , 
(χ 2)
2
 = (r2-r)* (r2-r)¿ = 1» Λ
2
 + 0(сф *
 θ 2 - ^  + ο(χ3) . 
(VIII.19) 
This gives in the limit of a1 and a« -»• 0 by substitution into (VIII. 18) 
ang lir£ 
-
 2 2 
2 2 
-Эа^  Эа2 J 
(VIII.20) 
We can now compute Δ r in the following way; 
Δ r 
ang 
Itr2 L За2 /2 Э ^ ^ 
1-2а 
2а, 
2а, 
-1+2а' 
За
2
 ^ 
1-2а: 
-2а2і 
2а2і 
-1+2а' )] (VIII.21) 
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Thus 
Δ г 
ang 
г
2
 Гг
 К
 • -'
 ; 
(VIII.22) 
This result is in agreement with (VIII.12) {l = l). 
A tensor with % - 2 can be constructed in the following way (see chap­
ter II) 
ik i к 2 i к 
ΐΤΓ = гТ гГ - -г- 67 6" jl J 1 6 J 1 (VIII.23) 
11 22 12 
In the reduced form we have t,, = t 1 2 11 22 = -t..«
 =
 Τ
 r an<3· a H o t h e r components 
are equal to zero. 
We have 
11
 л л
 2 
, 1 1 г ч 
*ιι
 = ( г
і
 Γ
ι -τ-
) 
12 
у — ^ 1 1 2 
^
= И г
і
 Г 2 + Г 1 Г2 - ^ = -t 
11 
11 
(VIII.2U) 
22 2 2 г' 11 
= ( Г2 Г2 - ^ = 11 
Because these components are dependent we only need to look at one of them 
in order to compute Δ t.
Ί
 ; 
ang jl 
11 
Δ t " 
ang 11 
Γ.2 
¿ _ r 2 {a(1-Ua?)-.¿} +І—r2{i(lJ»a2)-.¿ } 
L3a За, 
г — 
(VIII.25) 
Thus, we find 
ik 
Δ tTr = 
ang jl 
ik 
(VIII.26) 
as it should be! 
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These examples illustrate the method o? computation. This method avoids 
the introduction of polar coordinates everywhere and enables us to compute 
the matrix elements of Δ in the more complicated cases which appear in 
our models. 
In the scalar model the "angle-like" part of the state functions has 
the form (see (VI.31)) 
Ψ = φ(αζ Βρ
σ
)\> , (VIII.27) 
where φ = ^Сц, с6)сд has certain indices which indicate the representation 
(see chapter VI and Vii). 
As discussed in the beginning of this chapter we may write in the limit 
of very strong coupling for the first order effect of Η 
<ψ|Δ |ψ> 
δΕ
 = -з <Ζ&> · ( ν ι Ι Ι · 2 8 ) 
or 
<|(Β ω
θ 8
η)φ +Δ ф Е с ^ В Р ) ^ 
6Ε = - Ι ' η 8"
 +
 а П ? 'Ρ σ . ( ІІІ.29) 
<|(Β
τ
κ
ε8^)φ%(ει^Β^)|> 
With relation (IV.11) we get 
C Q K φ Δ (φ Cl ) 
б Е
 = .ι j £ ^£i ^ _ . (VIII.30) 
φ φ 
For instance, for the octet we have φ = сe (see (VII.2)). Thus, we get 
ρ 
Ca Ci. Δ (Co Ci ) 
._ _ ι
 Β
σ
 ι
β ang4 »α ιρ 
OJirn·. - -2 ** , 
ίο} ν μ ' 
cl c8 
and for the decuplet (see (VII.8)) we find 
αωη 0 γ σ 
ρ ν μ . / - - - \ Co ci сц. e Δ (ε с ι. с8 Ci ) α
σ
 íy 43 αμν Bug 4ω Οη ιρ 
δ Ε ,
ι η 1 = -Ι 410} 2 λ κ δζκ ς τ 
с ι _Сц e. ,ε Cu Ca 
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In the reduced form only e^ = 1 is different from zero. Thus, we can limit 
ourselves to the computation of 
V Aang ( Φ e i 3 ) = ( f ^ - e e b e ^ û a n g ^ ^ . еб)е8 е ф . (VIH.31) 
In order to compute this we first construct with the help of SU(3) 
transformations an orthogonal coordinate system for the "angle-like" vari­
ables in the point q , which is given by the reduced form of q. (see (VI.7)) 
зіпф созф 
% = % 
зіпф COSÒ 
~7Γ + -ΊΓ 
2 
ТЕ
 с о з ф 
(VIII.32) 
We consider 
q. = U. q U. 
*1 1 О 1 
(Vili.33) 
with the U., the б unitary transformations given by 
cosa.. sina.. cosOp isina 
U1 = I -sina. cosa1 , U 2 = I isina2 cosa2 
cosa. sina, cosai • isma, 
U3 = . и. = 
k-sina. cosa. Lsinai cosai 
U5 = cosac- sina^ and IL· 
-smOt- cosa^ 
cosa¿· isina^ KVIII.3U) 
6' isina/- cosa 
Up to second order in the angles α we get 
з 
5ІПф ,. _ 2ч51Пф ^ созф - sin 
-2α зіпф 
1 2 
tι ^.2^зіпф созф 
Т^ 
созф 
/ 
η о^^ЗІПф созф 
( 1
-
2 а2 )-7Г + -7Г 
• зіпф 
-(і-2
а
2)1І|І
 +
 ^ 
Т^ 
созф 
,, 2 зіпф _,./._ 2чСозф 
^-^î -IF* (1-3азЬГ 
зіпф _ созф 
-»З "75- -За3 -TT 
зіпф , созф 
созф 
зіпф _ COS 
-а 3 - ^ - - За3 - ^ 
2 зіпф , 3 2чсозф / 
,, 2ч зіпф _,. ,. -, 2чсозф . зіпф _ . созф ι 
- ν IT -^и1 -TS- l 
зіпф ,^  созф 
αι.ι 
. зіпф 
+ За, i созф 
ι*
1
 -ir * ^u1 - ^ 
2 зіпф / 3
 Г|2чСОзф 
«ι. —FT- -2(1- - а), )—тгг- ' 
^ "75 2 -7Г 
зіпф , созф 
-7Τ + -7Ζ-
Іл
 2чЗІпе _,_,. _ 2чСозф зіпф _ созф 
а5 "7Г -За5 "7Г 
зіпф _ 
а5 -¡Г - 3QI 
созф 
5 "7δ~ -а 
2 зіпф 3 2чсозф 
7Г-2"-|°;^7Г 
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ЗІпф СОБф 
~7Г + ~7^-
Ч 
=і 
,. 2чзіпф ,/. _ 2чСОзф 
"е'-тг e'^fc 
. sine _ . созф 
""б
1
 -TT + ^б1 -7Г 
• зіпф _ . созф 
"б
1
 -TT -3 ~7Г 
2 зіпф ... 3 2чСозф / 
"
а
б -TT" 2 ( 1 " ~ а^-УГГ I 2 б;-7Г 
(VIII.35) 
The six vectors q.-q give us six orthogonal directions for the "angle-like" 
variables χ , ..., Χ/- in the point q . The "angle-like" part of the Laplace 
operator is now given by 
2 2 2 
Э Э Э 
ang 2 2 2 
Эх, Эх^ Эх^ 1 2 6 
(VIII.Зб) 
By using (χ.) = (q.-q ) (q.-q ) we can rewrite this into 
·'
 0
 ι ri Лэ μ ι ο ν 
ang hl' 
- ρ ρ > p p P P 
t — 2 + — £ + ^ — 2 + - Т + —2 + — 
with 
(VIII.37) 
t 2 = 
sin φ 
2 
u = 
1 
•
 2
Г ж
 2 7
^ 
sin (φ - —г·; 
and 2 ν = 1 
sin (φ + — ) 
(VIII.38) 
Because the state functions are built up out of the tensors e« , e¿t en and 
e, we consider the behaviour of these tensors under the transformations U. 1 ι 
defined in (VIII.3^). The transformed tensors are listed in table VIII.I 
(We have not written down explicitly the transformed e1 because we have 
e1 = eQ)· 
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Table V i l i . I 
u i 
U 2 
U 3 
"k 
U
5 
U 6 
% 
/1-2c^ - 2 o 1 .. 
7? - 2 α ι - 1 + 2 α ι ' 
\ . . ./ 
1 
72 
λ-2α22 - 2 a 2 i .. 
2 a 2 i - І + г а
2 
I . . ./ 
л
 2 
, 1 - a 3 . - a 3 . 
1 . 
\ 2 J \ - a ^ . a_/ 
1 
7S 
ι 2 
1-a^ . - a u i . 
- 1 
2, 
. 1 . . v 
1
 1 ^ 2 
7? * - 1 + a 5 a5 
2 
\ . «c - a 5 ' 
1 
7? 
/ 1 ' "\ 
-
1 + a 6 a 6 i 
\ . - a g i - a g / 
e 6 
1 
7Г 
1 
7ÏÏ 
1 
7S 
\ 
1 
7^ 
\ 
1 
1 
7Б 
. 1 . .. 
\ . . - 2 / 
1 . 
І-За
2
 . - 3 a 3 , 
• 1 · 
- 3 a 3 . - 2 + 3 a 3 / 
2 2 
- З а
и
 . - 3 o u i \ 
З а ^ і . -2+3a 2 / 
,1 . . . 
1 1-3a2 - 3 a 5 
\. - 3 a 5 -2+3a2/ 
ι ι . . . 
. 1-3a2 - 3 a 6 i 
\ . 3agi -2+3ag1 
e 8 
• · · I 
л % л 
\ і - Ц -a1 ./ 
à · · · . 
• · · 
\\-\<£> -a2i ./ 
2 
а
з * "«зі 
• · · 
2 
/ V · au\ 
• · · 
\ 2 
\ l - a l t . - a u i / 
• · · 
\l-ia2 . J 
Í " '\ 
agi . 
Vui . ./ 
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With the transformed tensors e, , e^, en and е., and the form of Δ 
4' 6' 3 1 ang 
given in (VIII.35) we can compute in a straightforward way the first order 
effect of Δ acting on the state functions ψ belonging to the several rep­
resentations. 
The octet is in the reduced form given by (see (VII.2)) 
α α / σ =:0 \ ι (VIII.39) 
As pointed out in (VIII.31) we need only to compute 
. . · * 
{е
 о
 ej-} 
α ang 0β l3 (VIII.ko) 
Because in the untransformed case only e]_ = 1 is different from zero 
this reduces to 
W {e8l e i3 } ( ІІіЛі) 
3 1 With table VIII.I we find for the transformed eg. e ^ 
Эа 
2 
U1 ; (1-α^) + 2-2 ее^ е ^ = -2 = -2 е ^ е ^ 
1 
U 2 ; (1-а|) ·> І - ев3 е ^ - -2 - -2 вв3 е ^ 
Э а2 
U ; (1-2^) - І — е 3 е ^ = -k = -k е8] е ^ 
9 а
з 
U
u
 ; (1-2а
и
) 
ЭаГ 
81 е і 3 = -k = -k е8і е1 
1 
(VIII. 1+2) 
2 
U 5 ; (1-сф - i-g- е83 е ^ = -2 = -2 е8^ е ^ 
U 6 ; (1-сф - ^ ее^ е ^ = -2 = -2 е8^ е ^ 
With (VIII.37) we get 
Δ eg 
ang ö 
3 1 1 r.,.2 _,_ _ 2 _,_ 2 , 3 
1 e l 3 = - -g {t + 2u + ν } e 8 l ei (VIII.1+3) 
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The first order effect of H in the octet representation is thus (see 
(VIII.30)) 
6E
rfl, = -1- (t
2
 + 2u2 + v 2) 
i 8 }
 2г2 
(VIII.UU) 
The decuplet is given by (see (VII.6)) 
ψ = ε~ еі»~ e8~ (ej BP) , 
233
 1 _з 
and has one non-zero component; ψ = j - /2 Β |>. 
That means that we only have to compute 
2μν 3 3 1 
Δ e eu eo ei_ , 
ang Hp 0 v L3 ' 
(VIII.U5) 
o r 
1
r
3 3 3 3 ^ 2 3 2 3
А
 3 2 
еі+ 2е і + e 4 l e 8 2 A ang L3 { e , + 3 e 8 1 _ e - l e 8 3 + е ц 1 е 8 2 -
(VIII.U6) 
3 2. 1 -1 
-
 е
'42 е 8 1 і
е 1з J · 
In t h e same way as above we f ind now for t h e f i r s t order c o n t r i b u t i o n of Η 
6E (10) • ^ 2 <'2 + *? + ^ 2 > · ( І І І Л 7 ) 
A completely analogous computation gives for the anti-decuplet (see 
(VII.11)) (where only ψ 1 1 2 ^ O) 
δΕ{ιο*} = "Г ^ 2 + 2 u 2 + у2) 
21 
(VIII.U8) 
For the {27} representation the computation becomes somewhat more compli­
cated because there stre two independent possibilities (see (VII.12) and 
(VII.13)) 
αγ 
ay 
*(i>Ü=*(i)W ( % І* » i »1.2 (VIII.U9) 
with 
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αγ α γ α γ 
Φ ( ΐ ) β δ = e i *6 β 8 δ - 5 ^ δ 6 β 8 δ 
and ( V I I I . 5 0 ) 
αγ et γ α γ 
φ (2)β6 = e 6 ¡ e 8 ¡ + J7E δ ϋ е бб 
There are three non-zero components (see (VII.1Ì+)) but only two of them are 
13 33 independent, for instance ψ-- and ψ5:^ . We have 
13 
φ ( ι ) ϊ Τ = І {e^e4 + ^Wi - 5 7 ? e 8 i } = J ^ > 
1 3 3 3 3 1 3 1 
ф ( 1 ) 1 3 = 2 i e i * l e 8 3 + e i + 3 e 8 1 " 5 ^ e 8 1 } = - 2 Ö ^ ' 
' (2) 
33 
13 
1 1 ^ ' Ч І 1 ^ 1 
π
 =
 2 { е б і е 8 і + е б і е і + 5 7 & e 8 i } = - w ^ · 
1
 r _ 3_ 3 A 3 3 ^ 1 _ 3 , 3 
ф ( 2 ) 1 3 = 2 ί θ 6 1 6 8 3 + е б З е 8 1 + 5 ^ e 8 1 } = - 2 Ö / 6 * 
We now compute 
1
л Γ* - - *
1
Ί - · ^ г 7 ,.2 ^ 9 2
 ι
 2 „ 2 , 
2 A a n g 1>(1)11 e i 3 J - ^ - 77 Δ 
- 77 Δ 
ΓΛ - -
 1
 Ί / 2 , 1 . 2 6 2 2 2 , 
L*(i)i3 е і з ^ = - - 2 { 1 о + 5 U - Τ v } ' 
This means t h a t 
a4 -, о о о _ аУ 
2? 
ι
 α Ύ
 ι ι ρ ? ρ α γ 1 
-^angCWeia 1 1 = ^ ( l t t + 3 U + 2 V ) [ Φ ( 1 ) 3 6 6 1 3 ^ 
2/ЗІ 
OtY 
b ( t 2 - 3 u 2 + 2 v 2 ) & ( 2 ^ e ^ · 
(Vili.51) 
(Vili.52) 
(Vili.53) 
An analogous computation gives 
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αγ 
Í A a n g ^ ( 2 ) ¡ ¡ e l 3 ^ = ^ - 2 (u - ν ) [ ф ( 1 ) ^ e l 3 ] + 
(vin.5*0 
Thus i n order t o f ind t h e f i r s t order e f fec t of Η for t h e {27) r e p r e s e n t a ­
t i o n we have t o d i a g o n a l i z e t h e matr ix 
/ - L ( U t 2 + 3u 2 + 2v 2 ) 
2 г 
3 / 2 2ч 
— о (u - ν ) 
2£ 
1 , . 2 _ 2 ^ _ 2v \ ( t - 3u + 2v ) 
2/зл: 
- ^ ( t 2 + 5u 2 + 3v 2 ) / 
(VIII .55) 
21 
We ge t 
E ^
 =
 1 (5 t2+ 8 u2+5v2) - J L / 9 tК16u49v U -16 ΐ 2 η 2 -2 ΐ 2 ν 2 ^Λ 2 , 
i 2 T >
 u r Ut2 (VIII .56) 
E ( 2 ) = 1 (^^2^2) + 1 ^ U + , 6 u U + 9 v U _ 1 б ; 2 и 2 _ ^ 2 и 2 _ , ^ 2 ' ^ 
ί 2 Π
 kC \c 
In a s i m i l a r way we f ind for t h e (35) r e p r e s e n t a t i o n t h e matr ix 
/ - J - (8 t 2 +Tu 2 +11v 2 ) . - 1 _ ( 2 t 2 + 5 u 2 - 7 v 2 ) \ 
U?. 
-Д, (9u2-9v2) 
(VIII.57) 
\C 
- ^ (2t2
+
9u2+15v2) / 
ur 
which gives 
E(1) = J - (5t
2
+
8u2-H3v2) - - V ^tU
+
l6uU
+
25v
U
-l0t2v2-32u2v2 , 
иг
£ 
(vin.58) 
E(2) = 1 (5t2+8u2+13v2) + - 4 ^4i6uU+25vU-iet2v2-?-2-2 
For the {35 } representation we find 
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{35 } UJI¿ UJT 
(Vili.59) 
E(2) . 1 (I3t2+8u2+5v2) + J L ^5tlt+l6u49v1;-32t2u2-l8t2v21 
(35 } kf hi¿ 
These are exactly the results originally found by Dullemond (Du 65) in a 
somewhat different way. But his method for the scalar model cannot be ap-
plied easily to the pseudoscalar case. That is why we have treated the sca-
lar model with a method which can solve the pseudoscalar model too. 
In the pseudoscalar model for 0 < α < 0.725 we have found for the 
"angle-like" part of the state function (see (VI.6k) and chapter VII) the 
general form 
ψ = φίν,,ν™ Bp )|> , (Vili.60) 
\ι)ρ ση 
where φ = f(q, с) v,^ is a tensor belonging to certain SU(3) β SU(2) rep­
resentations (see chapter VII). 
In the limit of very strong coupling the first order effect of Η is 
therefore 
л
 <|(ВШГ ν* η )φ+Δ ф(
 т
0 П
 В
р
 )|> 
б Е =
 _ 1 n (Dug ang (Dp an ^ (VIII.61) 
2 1 /„vs t μ \,t ,/ At «к ч1 
^ w
 v(Dvs)* *(V(DK V * 
With the aid of relation (IV. 11) we can rewrite this, 
, ν, .S φ Δ φ ν,, ч 
δΕ = - 1 ( ΐ ) σ η
 +
 ^ g Ü)£_ . (Vili.62) 
In order to compute the effect of Δ we follow the same procedure as 
above. We construct an orthogonal coordinate system for the "angle-like" 
variables in the point q given by (VI.51)· We have to do this here with 
the aid of SU(3) and SU(2) transformations, because these are now the trans­
formations which leave the interaction Hamiltonian invariant. 
At first we have three rotations in SU(2) (spin) space (compare the 
example at the beginning of this chapter). 
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U/2) = 
cosa Sina.. 
-Sina.. cosa.. 
, U2(2) 
cosa- ι sinap 
ι Sina, cosa,. 
(Vili.63) 
103 
U 3(2) = 
-103 
If we define t = U (2) q U (2) we have (up to second order in а ) 
ω ω 
1-2α: 
2α, 
t = -
Γ ' 27ζ 
-2α 
-2α: 
V 
гТз 
1-2 α' 
-2а2і 
2α2ι 
2α? 
3" " 27з 
2α, 
-1+2α 
2-2α 
2α. 
2а2і 
-1+2а^ 
2-2α, 
-2а2і 
-1 
2-ha. і-Ъа 
-2α, 
2-2α 
-1+2α 
-2α, 
1 
-2а2і 
2-2α? 
-1+2α: 
2а2і 
2+1+a-i-Ua 
-1 
-2α. 
2а
и 
-2α, 
1-2α' 
1 
2α: 
2а2і 
-2а2і 
1-2α! 
. (VIII. 61+) 
Further we have 8 unitary transformations in SU(3) space, 
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'COS0 - s i n ß 1 
и Л З ) 3 s inß. coso 
cosßp -isinßp 
, υ
ο
(3)= -isinß0 cosß. 
-i 
u 3 (3)= UU(3)-
cosß, 
-sinfc 
sinß, 
cosß, 
u5(3)= 
u7(3)= 
cosßr 
isinßc 
isinß,. 
cosß. 
isinß™ cosß„-
и
б
(з)= 
cosß isinß and Ug(3)= 
cosßg sinßg |, 
-sinßr COSßx-y 
iße 
iß8 
a-i 2ß8y 
(VIII.65) 
Applying these transformations on q we get for q = U.iS) q ид(3) 
\ 
1-2ß, 2ß 
41= -
Г " гТз 
2ß1 
-
2ei 
-1+2β 
\ . 
Я.о
=
 -
ш 
1-2 β; 
-2ß2i 
202i 
23^ 
2-2 e: 
2ß. 
2ß2i 
-1+2ß^ 
2-2 β. 
-2ß2i 
-26. -2ß 
2-2 ß' 
-1+2ß 
-2ß, 
-2ß2i 
2-2ß2 
-i+2ß; 
2ß2i 
2ß, 
-2ß. 
1-2ß' 
-2ß 
2ß2i 
-Sßgi 
2 
1-2ß„ 
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< 1 3 = 
£ 
27? 
-1 
2-k&3i-k^ 
2+Uß3i-Uß| 
-1 
+ 1 
1-ßt 
-1 
-0. 
2-ß - 2 β : \ 
- e « 
Ч
=
 " 2 ^ 2-0 -1+ß 
-20, -ti 
ь
= 
Ζ 
і-з: 
V 
-1 
2-е 
V 
2-6 
-1+0 
• I 
- 2 в 5 і 
ν 
\ . 2ß5 i 
-ν 
- e : 
^б
3 
£ 
2Л 
-1+ß' 0^ 2-ß 
0
б
 -0g -20
б 
2-0? -2Ъ
С
 -1 
• 1 
1-0g - 0 6 
-
ß 6 ^ 
э1
* 
« I T 3 - 275 
-1+0' 
- 3 7 i 
2-£ 
^ 
-£ 
- 2 0 T i 
2-0 ' 
20T i 
-1 
1-0n 
V 
V 
ч
ж
 -
ι 
гТз 
- 1 
- ι 
. ( V i l i . 6 6 ) 
We see that the transformations иЛз), Up(3) and U_(3) have the same 
effect as 11^2), Up(2) and U_(2) respectively. Thus, we can limit ourselves 
to one set, for instance IL· (2), U0(2) ала U_(2). Furthermore, we find that 
(ai 
Uo(3) does not change q. , so that we may neglect this transformation too. 
We are left with 7 transformations. 
1^(2), U2(2), U3(2), 11^(3), U5(3), U6(3) and U (3) (VIII.67) 
(o) 
which describe the complete angle-dependence in the point q . We can easi­
ly verify that these transformations change q in orthogonal directions. 
Furthermore, we find for the transformations иЛг), U2(2) and U (2) 
(t -
 q
( o ) ) V n (t -
 q
( o V m = | i l 2 a 2 
^ pm ω ^ vn 3 ω 
ω 
(Vi l i .68) 
(ω = 1 , 2 , 3 ) . 
For t h e t r a n s f o r m a t i o n s 11.(3) . . . υ„(3) we g e t 
( C 1 A - 4 Km ( qA - 4 ^ n - l ß A (VII I .69) 
(A = U, . . . . 7 ) . 
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This means that we can write 
2 2 2 2 2 2 2 
Δ = -I . (І__ + i _ + І_) + -1 (І_ + Í— + i L + iL) 0118
 А-
2
 За
2
 Эа
2
 За
2
 £2 3ß2 Эб2 Эз | 3ß2 8££ 
(VIII.70) 
With the use of the transformed q, c, V/.N and ^ч we can now compute the 
first order effect of -\ Δ in a straigthforward way. The transformed q 
ang 
are given by (VIII.Θ\) and (VIII.66) if we take I = 1. The effect of the 
transformations (VIII.67) on с and V(-.\ is given in tables (VIII.II) and 
(VIII.III). 
Table (VIII.II) 
Transfor­
mation 
t а 
v(i)ßj 
U/2) 
U2(2) 
U3(2) 
1 
7ζ 
Í ' '\ 
. 1 . 
. .J 
1 
ТЕ 
ι 
ТЕ 
ί" 
. ι . 
\ . ... 
Γ ' '\ 
\. .J 
1 
T2 
I 
1 
7£ 
1 
T2 
1
- -
1-
-α2ι 
1-a3i- -g. 
-a 
1-
1 - ^ 
1
+
«ЗІ- -f 
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Table (Vili.Ill) 
Transfor-
mation 
t a 
'(Dßj 
V3) 
u5(3) 
и
б
(з) 
u 7 (3) 
1-3ß -30, 
1 
\ 
\ -
1 
1 
1 
7Ü 
3ß, 
1-3ß' 
-2+3 в; 
. - 3 ß 5 i 
3ß5i . -2+3 ß' 
1-3ß6 - 3 ß 6 
- 3 ß 6 - 2 + 3 ß 6 / 
z 1 
1-3ß" - 3 ß 7 i 
3ßTi -2+30, 2 
7 ' 
1-ß 
1 
7? 
i -ß, 
r ß 5 i 
-ß . 
1-0. 
1 
72 -ß c 
\ 
»s1 
Λ 
1 
7? 
; 2 \ 
-4 
4 
• \ 
ее '-»e 
-e -sJ 
e7i 1- ^ 
1 
. -ß i 1-в' 
«JÜ 
We can now do the calculations in a straigthforward way. Let us show this 
1 . 3 
for the octet with spin -^ and the decuplet with spin ·% . 
1/2 ¿ 
The {8} ' state function is given Ъу (VII.19). Thus in ( ІІІ.бо) we have 
= ν 
t α 
(l)0i (VIII.71) 
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and 
Л
=
 (і)аІ (і)0і= 1 « (VIII-?2) 
With (Vili.62) we now find 
Ϊ = _3 {ν}, Ρ ν,.,/1 Δ (νΐ.χ". ν,,ν'"1)} . (VIII.73) {8}1/2 " (1)ση (1)α ang
4
 (1)βι (1)ρ 6E 
t 1 t 2 31 32 
Because in the untransformed case only ν^ -ιλοι» VMÌ??» VHÌ1 an^ VHÌ? a r e 
different from zero (= -ηχ) we сал reduce the summation in (VIII.73). We get 
AW 1 A / + 1 31 . t 1 32 _,. t 2 31 ^  
{8> 1 / 2 l ***> (V(1)31V(1)1 +V(1)31V(1)2 +V(1)32V(1)1 + 
(Vili.7U) 
_,_ t 2 32v 
+V(1)32V(1)2 î * 
Using now the transformed V/.^ and ^ч (see table (VIII.II) we find 
Э
2
 , t 1 31 ... t 1 32 ^  t 2 31
 Α
 t 2 32, 
7T{V(1)31V(1)1 +V(1)31V(1)2 +V(1)32V(1)1 +V(1)32V(1)2 } = 
(VIII.75) 
Э
2
 2 
•¿-
τ
{2(ΐ-α )} = -U etc. 
3«, 
With (VIII.70) we get 
«E i/o = -^  [ Λ " (-^ -^ ) + 4 (-6-6-6-6) ] = -Л- . (VIII.76) 
{8}1/¿ 8 Г Г 8*2 
For the decuplet with spin 3/2 we have (see (VII.21)) 
α8γ αμν öm . γ 
Φ ··,, = ε" ε. q". νΤ.ν" (VIII.77) 
r
 ijk im ^ yj (1)vk 
with the non-zero components, 
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111 , 112 . 122 
f
" l l l = " τ ^» ф " " і 2 2 = - lïï ^ ' ф "222 = - T J ^ 
and
 2 2 2 (VIII .78) 
= -X ¿6 . 
Thus 
ф
 222  - τ 
ф
+
ф = Щ . (VIII.79) 
We find with (Vili.70) 
27 Γ 2 ^ Ιμν lm
 + 1 1 2 
δ Ε
{ 1 0 } 3 / 2 = - 20 Ы{- ^ ) A a n g í e e1mV Ч і М (^1)31 + V ( l ) 3 2 ) } + 
2 ^ lyv Jm
 + 2 1 2 
+
 7 ? ( - T ï ï^ang { e " e1m%1 V ( l ) v 2 ( v ( l ) 3 1 + V ( l ) 3 2 ) } + 
2 /ζ luv 2m
 + 2 1 2 
+
 72 ( - Tiï )Aang { ε " гЫ%2 V(})v2 ( v ( l ) 3 1 + V ( 1 ) 3 2 ) } + 
2 yg- 2μν 2m + 2 1 2 
+
 ^
 (
- - ^
) A
a n g
 ί ε
"
 e2m5y2 ν ( ΐ ) μ 2 ( v ( l ) 3 1 + V ( l ) 3 2 ) } J ' 
(Vili.80) 
Carrying out the computations we find 
ÓE -/0 = -Ц . (VIII. 81) 
{10}3/2 QC 
In the same way we can do the calculations for the other possible SU(3) 
representation - spin combinations. The results are listed in table 
(VIII.IV). 
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Table (Vili.IV) 
SU(3)-spin representation 
Í8}1/2 
{10}3/2 
do*}1/2 
{27}3/2 
{35}5/2 
{27>1/2 
Í35}3/2 
{35*}3/2 
{35*}1/2 
6E 
57 
8*2 
75 
8.2 
105 
8*2 
107 
8£2 
121 
8Я2 
137 
8*2 
171 
8,2 
171 
8£2 
201 
8£2 
CHAPTER IX 
THE BREAKING OF SU(3) SYMMETRY IN THE SCALAR MODEL 
Until now we have taken an SU(3) synmetrical Hamiltonian (see chapter 
IV) and. thus we found equal masses for all members of the same SU(3) multi­
plet. However, we know that in nature there is a clear breaking of SU(3) 
symmetry and therefore we want to study the effect of SU(3) breaking terms 
in the Hamiltonian of our Strong Coupling models. It is possible to intro­
duce symmetry breaking in two different ways (Ra 65), namely different cou­
pling constants for the members of the fundamental meson octet (g-mechanism), 
or different masses for the fundamental meson fields and unbroken coupling 
constants and bare baryon masses (μ-mechanism). We only study the latter 
ο ρ 
case. That means we replace the term 5 m q. in the Hamiltonian by 
I <m2> q2 + Η' , (IX.1) 
av ' 
2 
where <m > is the average of the squared masses of the meson octet and H' 
contains the deviations of SU(3) symmetry as a consequence of the different 
masses of the mesons. 
With the wave functions found in the Strong Coupling limit we can now 
compute the effect of H' in first order perturbation theory. We have done 
this in the scalar case for the octet and the decuplet. For the pseudoscalar 
model it is in principle possible to do the calculations in the same way, but 
the problem becomes more laborious and we will not consider this question 
(Goebel (Go 66) has computed the SU(3) breaking for the pseudoscalar model 
with another method). 
Although the scalar model is unphysical in the sense that the mesons 
which mostly influence the baryonic forces (π. Κ, η) have negative intrinsic 
parity (pseudoscalar fields), we hope that the SU(3) breaking pattern in the 
scalar model will somehow reflect the physical situation. We shall consider 
π, К and η as scalar fields and use the experimental masses of these mesons 
(Ro 610 in H'. 
Thus 
H's Hm -<m > )ir π +5 (m
 i-<m > )(ir π~+π π ) + o av + av /T-_ o i 
π π (IX.2) 
+ ¿(m2 -<m2> )(К+К"+К"К+)+Нт2 -<m2> ) (K0K0+K0K0)+i(m2-<m2> )nn , 
„.+ av Vo a v n av 
л. K. 
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with 
2 1 2 2 2 2 2 
<m > = -я- {m + 2m . + 2m . + 2m + m } 
av 8 о + „+ ,,ο η 
π π К К 
(ІХ.З) 
As a consequence of first order perturbation theory the relations which 
hold for the squares of the meson masses will also hold for the masses of 
the physical baryons (octet) and baryon resonances (decuplet). For example, 
since the squares of the meson masses satisfy approximately the Gell-Mann -
Okubo fonmila (Ge 6l, Ok 62) we will find a mass-splitting for the octet and 
decuplet which satisfies this mass formula to a large degree. Secondly, the 
Glashow-Coleman relation (Co 6l) is automatically satisfied for the meson 
octet because the mesons have the same masses as their antiparticíes. This 
means that we shall find an electromagnetic mass-splitting in the octet 
which satisfies the Glashow-Coleman relation too. Relations similar to that 
of Glashow and Coleman are obtained for the decuplet and are in agreement 
with other results (Ma 65, Ok 6U). 
The most important result of our calculation is the fact that we can 
relate the mass-splitting of the decuplet with that of the octet. We find a 
mass-pattern which is a function of the F/(F+D) mixing parameter α (Sw 63) 
and which contains one overall factor. That means that all ratio's between 
mass-differences within the octet and decuplet can be found. As it turns 
out, one can find a value of a comparable to those obtained from other meth­
ods (Ma 63, Co 6UB), such that the obtained level scheme corresponds reason­
ably well to the experimental situation,but is not good enough to extra­
polate the results to higher representations in order to find their breaking 
pattern. 
With the relation between q^  and the different members of the meson 
ρ 
octet (see chapter III), 
4 = 
\ 
о 
π η 
7Z + 7Ü 
к 
о 
π η 
7Ζ+7Ζ 
иг 
к 
к
0 
2 / 
(IX.U) 
we can rewrite (IX.2); 
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w2 2 w 1 1 ^ 2 2ч ^ •,, 2 2 ч 0 2 1 
Η· = s (m
 o
-<m >
a v
) ( q 1 q 1 + q 2 q 2 ) + г (m +-<in > a v ) 2 q 1 a 2 + 
π π 
+ H m 2 + - < m
2 >
a v
) 2 q ^ q ^ + H m 2 ^ ' > ^ q ^ + ( I X . 5 ) 
К К 
j. ι / 3 2 1 2 ^ 2 ^ » 3 3 
2 η 2 ο av ^3 3 
π 
For the octet the state function is given by (VII.2) 
ψ£ = χίλ, φ) c8£ (с^ BJ)|> , (ΙΧ.6) 
while for the decuplet we have (see (VII.8)) 
αβγ αμυ 3 γ 
Ψ = xU, Φ) ε" сц^ с8^ (с1р Β
Ρ
α
)\> . (ІХ.Т) 
In the Strong Coupling limit we have that χ(ΐ, φ) is the same peaked func­
tion for all representations (see chapter V and VI). The tensors eg, c^  and 
сц are only dependent of the "angle-like" variables. 
For the first order correction to the energy we now have to compute 
δΕ = '*
f
 ; · у 8 * . (іх. ) 
/ψ ψ d q 
о 
The integration d q has to be carried out for the "radius-like" variables I 
and φ as well as for the six "angle-like" variables, not explicitly defined. 
The integration over I and φ can be carried out due to the approximate 6-
like behaviour of χ(ί., φ). We need only to substitute £ = I and φ = φ . 
As an example we take for ψ the function corresponding to a proton. For 
this we have 
ψ = xU, φ) c8^ (C!* Bj)|> (IX.9) 
and we get 
/ψ+Η' ψ d8q = /χ*(£,φ) х(£,ф)ат /<|(B^ CeJJjci^ H· c^íc^ B£)|>dn . 
(IX.10) 
103 
о 
Here d q = άτ dïl, where άτ refers to the radius-like variables £ and φ and 
άΩ to the "angle-like" variables. If we use <I(BV cnU)(ci Bp)|> = 1 (see 
(lV.1l)) and the δ-like behaviour of χ(£, φ) we can write, choosing 
/x*U» Φ) X(Ä, Ф)<ІТ = 1, 
ƒ ψ+ Η' ψ d q = / с ^ H'ÍIQ, Ф 0) С8З άςι · (ІХ.11) 
In the same way we get for the denominator in (IX.8) 
ƒ ψ+ψ d8q = f^^CQ^ dfi , (IX. 12) 
so that we find for the first order correction to the energy of the proton 
/ c ^ H'U 0, Ф0)с8з dfi 
δΕ = ! ^ ^ ^ . (IX. 13) 
p
 /с^свз dfi 
Now we have (see (VI.11)) 
q™ = ¿(созф c 6 + зіпф сц ) (IX.1U) 
and thus we get in Н'Ц , φ ) 0
 о ' о 
11
 л
2 , 1 1 2
Х
 _,_ _ 1 1 - х
 А
 ^ 1 1 · 2± , / т ,гч q1<11 = о { С б 1 С б 1 c o s фо Сб-\Сі*'\ 3 1 П Ф 0 с о 5 Ф 0 + с1|1сі+1 sin фо} (IX. 15) 
and so on. Furthermore, we can c^ Ce express in terms of c^ and c^ (see 
Appendix C) 
αβ Ι . β α 2 - α β Ι β ο ι ^ 
cl С = -з ДГ о Cfi — о ЛГ О Cc - ·=• Cc Cc + 
. 1
 Λ
β
Λ
α 1 β α ^  1
 χ
β
 л
 о 
+ TT О О у— Со Си + - и? 6 Сь 9 μ /3 μ ν 3»2 μ ч 
(іх.іб) 
This meems that we need, in order to compute the first order correction of 
the energy of the proton (and also for the other members of the octet), the 
expressions 
ìOk 
f cu dn, f c6 dü, f сц сц άΩ, ƒ cc a с 6 dû, 
/ C1+ Сц с 6' dn, ƒ eg eg cgY dii, ƒ Ci,0lC[, citYCit dû, (IX.17) 
y ν 0p Dy Dv Dp ' 4μ ч чр σ 
ƒ с^ Сц cg'cg dn, ƒ eg eg cg'cg dfi, μ ν ρ σ μ ν ρ Do 
where the integration is over all "angle-like" variables. 
All these integrals can be expressed in terms of Ω = /άΩ,which is not known 
but does not appear in the final result. We remark here that integrals con­
taining an odd number of factors сц must vanish, because the relations 
(VI.9) (which we use in order to compute the integrals) remain unchanged 
under the transformation сц ->• -Сц. For the transformation eg -»• -eg this is 
not the case, so that an integral with ал odd number of eg may be different 
from zero. 
For the mass-splitting of the decuplet we have to compute expressions 
of the form 
λ η ατω 0 γ 
ƒ e . сц c i Η' ε " с ц - с а dn 
уАп
 ч 1
р
 4
τ
 0
ω 
= f — 5 · ( I X . 1 8 ) 
λ η ατω β γ ƒ ε . Сц Ci ε" Сц~с ~ dn 
yAn 4 1р 4 τ σω 
With 
ατω (,α-τ.ω , ,τ-ω-α . .ω,α,,τ 
yXn у А п у л п μ λ η 
- δΧδ
τ
 - δ
ω
δ^
α
 - δ
τ
δ°δ
ω 
у Л п у Х п у А л 
( I X . 1 9 ) 
we f i n d 
λ n ατω By α τ ω β γ ω α β γ 
• . Сц Ci ε Сц Со = δ Сц Cl Сц Со + Сц Ci Сц Со 
уХп
 н\) 1 р τ σ ω у ч 1 ρ Ητ °ω ч 1 ρ 4 μ Οω 
α ω β γ α τ ω 8 γ 
+ Сц~Сі Сц
-
Ся~ - δ~ Сц Ci Сц~С
а
~ + (ΐΧ.2θ) 
н і
р
 4
ω
 ö y у ч 1 p 4ω Ο τ 
ω α β γ α ω β γ 
- Сц Ci Сц Со — Сц Ci Сц Со . 
ч 1
р
 4
ω
 öy ч 1р чу Οω 
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With the relations (VI.9), (VI.26) and (IX.16) we can write 
λ η ατω β γ α β γ α β γ 
ε . CL CI ε Cit Co = TFJÏ δ δ δ + - ^ я? δ δ CL 
μλη 4 ν ιρ 4 τ 0 ω 10ο μ ν ρ 36/2 μ ν 4 ρ 
, α β γ α β γ α β γ 
+
 ^ 7 Γ δ " δ ~ с 6 ~ + 7 ^ 7 7 δ ~ с 4 " с 6 ~ - Γ δ ~ с 6 ~ с б " + ( Ι Χ . 2 1 ) 
12/ο μ ν Dp 12/3 μ υ ρ 4 μ Dv Dp 
ц α β γ
 2 α β γ 
372 С % С б С б р - 3 7 ^ c 6 y c 6 > 6 p 
Thus we n e e d f o r t h e d e c u p l e t t h e f o l l o w i n g i n t e g r a l s i n a d d i t i o n t o t h o s e 
of ( I X . I T ) 
r α β γ δ ε , ^ . α β γ δ ε , - . ƒ CL CL CL'CL Ce, dfi, ƒ CL CL CC'CC Ce. dfi, 4 μ ч ч р 4 σ 0 λ Ημ Η ν D p 0 σ "λ ' 
. α β γ δ ε ._ ƒ c 6 i j c 6 v c 6 p c 6 c j c 6 x d« 
(IX.22) 
It is clear that the computation of the mass-breaking of higher order 
multiplets involves even more complicated integrals and this virtually puts 
a limit on the possibility to carry out these computations. 
In order to compute the integrals in (IX.IT) and (IX.22) we proceed as 
follows. Because we have integrated over all "angle-like" variables we know 
that the integrals must be expressible in terms of SU(3) invariant tensors. 
These are the Kronecker δ„-symbols and the Levi-Civita ε and ε „ sym-
ß αβγ 
bols. But because we have an equal amount of upper and lower indices the 
Levi-Civita symbols can only appear in combinations ε ε which can be 
written in terms of 6-symbols (see (IX.19))· Thus we can conclude that the 
integrals can be expressed in terms of δ-symbols only. The general form can 
then be written down immediately and the parameters appearing in it must be 
determined by making the expression consistent with known properties of the 
integrals. 
For example, we know that 
ƒ er0 du = a δ α (IX.23) 
μ μ 
but СБ = 0, so a must be zero. Another example is the following. We start 
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wi th 
ƒ ci, CL áü = a δ δ + Ъ δ δ . (ІХ.2Ц) 
from which i t follows t h a t (because СІ+ = 0 ) 
and 
0 = ƒ c i / c i t 8 dû = (3a+b)6ß (IX.25) 
4
α ν ν 
ƒ сь^сц 6 dfi = ƒ dQ = Ω = (За+9Ъ) . (іХ.2б) 
Ρ οι 
Conclusion 
ƒ Ci. Cu άΩ = -·^τ-δδ + 7
Γ
δ δ . (IX.27) 
4μ ч 24 μ υ ο μ ν 
For integrals which involve more factors c^  and eg we can make use of 
the relations (VI.9) 
α μ 1 ^ α , 1 α 
с%С1+б = 3 e 75" С б з 
% С б е - С і + е С б
У
 " Ж
 C l t
e ' (ix.28) 
α μ 1 .α 1 α 
с6 скл = - δΛ "-
с 
w
C 6ß = з Oß - 7 U C H 
If there are many factors in the integrand it becomes necessary to sub-
stitute the numbers 1, 2 and 3 for the indices α, μ, 3, ν etc. before the 
integration is carried out. The representation by means of δ-symbols must 
then be abandoned. We now can use the following consideration. 
The generators A of SU(3) transformations have the properties (see 
ρ 
chapter III) 
Α« ν
μ
 = δ^ v
a
 - δ
α
 ν" , (ΙΧ.29) 
0 ν β ν ν β 
where ν can be cu , cc or 6 for example. Because the integration is over 
the complete space of "angle-like" variables which is invariant under A we 
ρ 
have for the integral of a tensor t, 
λμν.. 
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Aañ f tP"T·' dû = f du (Aaa t p a T··) = O . (IX.30) 
3 Xyv.. β λμν.. 
For example, we could work out 
ƒ dfi (А^  сц^сц^) = / äü{{A^ сц^с^ + с^ (А^ с^)} = 0 . (ІХ.31) 
With the help of (IX.29) we obtain 
ƒ c i ^ c i ^ dn + ƒ cijjcijg dfi - ƒ cijjcitj dû = 0 . (IX.32) 
Furthermore, based upon the fact that the integrals can be expressed in 
terms of ¿-symbols we can make the following remarks. First of all, an inte-
gral is always zero unless the upper indices are a permutation of the lower 
indices. Secondly, an integral does not change when all upper indices are 
interchanged with the lower indices (the relations (IX.28) are invariant un-
der this operation), so for example 
ƒ с^сфбі ¿Ω = ƒ сі^сфб^ aü . (ІХ.ЗЗ) 
F i n a l l y , an i n t e g r a l s t a y s i n v a r i a n t under an a r b i t r a r y permutat ion of t h e 
numbers 1, 2 and 3 (because in t h e g e n e r a l express ions with i n d i c e s α, β, γ , 
. . . we may t a k e for a , e t c . , any of t h e va lues 1, 2 and 3 ) , for example 
ƒ ci^citg dn = ƒ c ^ J c ^ du = f сц^сц^ dfi (IX.3U) 
or 
ƒ ci^ci,2 dn = ƒ с ^ с ^ dü = f с ф ^ dfi . (IX.35) 
We now have (see (IX.28)) 
ƒ Сі^сц άΩ + ƒ Сц Сі42 dfi + ƒ сц сц- dn = /(^- + -яг с 6 )dn 
or (ІХ.36) 
^ с і ^ dn + 2 ƒ ci, ^ і ^ dn = j 
I n t h e same way we f ind 
108 
1 1 1 2 
ƒ с 1 + 1 с ц 1 áü + 2 f с ^ с і ^ άΩ = О (ІХ.ЗТ) 
I f we combine ( і Х . З б ) , (IX.37) and (lX.32) we f ind 
. 1 1 Ω 
/ C i + 1 c i l 1 = — , e t c . (IX.38) 
This agrees with the general expression (IX.27). 
In this way we can also compute the other integrals and we are able to 
find the mass-splitting for the octet and the decuplet. The result will de­
pend on £
o
 and φ
ο
 due to H'U , φ
ο
). The substitution φ = β - ^  can now be 
made and the result will be valid for all β (except β = 0 and IT). The I de-
? 0 pendence manifests itself through an overall constant factor I which is the 
о 
same for the decuplet as well as for the octet so that the magnitude of the 
mass-breaking of the decuplet and the octet can be compared. 
The results for the octet splitting with unbroken isospin as a function 
of β (tg β = j-^) are displayed in figure IX.1. There we have plotted the 
first order corrections for the Ν, Σ, Λ and Ξ isospin multiplets in arbi­
trary units, since the ratio's of the mass-differences together with their 
signs are the only significant quantities. We see that for α around 0.3 the 
baryon spectrum is in agreement with the experimental values. The results 
are very sensitive to a; 
in fact, we could deter­
mine α quite accurately 
this way, but in view of 
the unphysical model and 
the approximations made 
we must be satisfied 
with noting that a value 
of α is suggested not 
far from those obtained 
by other means (Ma 63, 
Co 6UB). 
Figure IX.2 shows 
the mass-splitting be­
tween the isospin multi­
plets of the decuplet 
expressed in the same 
arbitrary units as in 
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Figure IX. 1. Mass spectrum of the baryon octet as function of β for 
the case of unbroken isospin. Arbitrary units. 
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Figure IX. 2. Mass spectrum of the decuplet as function of β for the 
case of unbroken isospin. The same arbitrary units as in Figure IX. 1. 
figure IX.1. We can now choose in figure IX.1 that value of α which gives 
the best baryon mass ra­
tio's (a = 0.3) and fix 
the arbitrary units such 
that the baryon mass 
differences are equal to 
the actual mass differ­
ences. 
With these values 
for α and the scale we 
then compute the dec-
uplet mass differences. 
Doing this we do find 
the correct ordering but 
the magnitude of the 
splitting is about 65$ 
of the actual mass dif­
ferences (see table 
IX.l). This demonstrates 
the limited value of the 
model for quantitative results. 
Next, we have taken into account the electromagnetic mass differences 
of the mesons and we have 
computed the effect for 
the octet and the dec-
uplet. Figure IX.3 con­
tains the results for the 
octet expressed in the 
same arbitrary units as 
used in figure IX.1. For 
α = 0.3 we find that the 
signs of the mass differ­
ences appear to be cor­
rect, but the exact ra­
tio's are not in complete 
agreement with experiments 
(Ro 6U ) as we see in table 
Figure IX. 3. Electromagnetic mass splittings within the isomul- I X . l . 
tiplets of the octet. Arbitrary units as in Figure IX. 1. 
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Table IX.I 
mass r a t i o 
Ω" - Ν* 
Ξ - Ν 
η - ρ 
Ξ - Ν 
Σ
0
- Σ
+ 
η - ρ 
Σ" - Σ
0 
η - ρ 
_ο 
η - ρ 
Ν*
0
 - Ν *
+ + 
η - ρ 
Υ*" - Υ*
+ 
1 Ι ι 
η - ρ 
=
*_ _
 =
*ο 
η - ρ 
t h e o r e t i c a l 
(α = 0.30) 
0.76 
0.003^6 
1.73 
1.55 
2.27 
1.77 
0.79 
-0.31 
experimental 
1.16 ± 0.01 
0.0031+2 * 0.0001 
2.2U ± 0.23 
3.67 * 0.08 
5.03 * 0.77 
0.35 * 0.66 (01 65) 
3.3 * 1.7 (Hu 610 
13.1 * 5.h (Co 61+A) 
1.5 * 1.2 (Ar 65) 
U.U * 2 .3 (Pj 65) 
5.U ± 3.1 (Lo 66) 
1.5 * 2.5 (Me 66) 
I l l 
2 -
In t h e same way we f ind for t h e decuple t a l s o e lec t romagnet ic mass dif­
f e r e n c e s . For α = 0 . 3 , t h e y 
have t h e c o r r e c t s i g n , ex- ι 0 0 - / 2 0 /* /2 —-a 1 
*o _*-
cept t h e ζ - = mass 
difference, but again the 
magnitudes axe not in 
agreement with the experi­
mental results. Figure IX.k 
shows the computed mass 
differences expressed in 
the same arbitrary units 
of figure IX.1. Certain re­
lations, similar to the 
Glashow-Coleman relation 
for the octet are automat­
ically satisfied 
Figure IX. 4. Electromagnetic mass splittings within the isomul­
tiplets of the decuplet. Arbitrary units as in Figure IX. 1. 
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We can find this relation also with help of the Wigner-Eckart theorem. Most 
recently Lichtenberg (Li 67) has found the same relations in a completely 
different model. 
CHAPTER Χ 
RESULTS AND DISCUSSION 
In this chapter we want to discuss in somewhat more detail the level 
schemes found in chapter VIII. The results of the scalar model are shown in 
fig. X.1. We have plotted 
the level differences with 
the octet as a function of 
β (and a). The singulari­
ties occur at those values 
of β which we have excluded 
from our consideration 
(see chapter VI). In order 
not to clutter up the fig­
ure we have not drawn the 
second {27}, {35} and 
{35*}; they all lie at the 
top of the figure (never 
below 10). 
The most remarkable 
thing is the fact that a 
singlet does not exist, 
while the octet is the 
lowest level for all val­
ues of a. Furthermore, we 
find for the physically 
most important range 
0 < α < 2 a low-lying 
decuplet whose level difference with the octet is fairly constant. Because 
in that region the {27) and the {35) do not vary much either, only the {10 } 
level can give clear information about o. 
For the pseudoscalar model we find a level scheme where the dependence 
of α appears only in the overall-constant, which is irrelevant if we compare 
mass ratios between SU(3) multiplets. The results as displayed in fig. X.2 
show again the octet (with spin 1/2) as the lowest state closely followed by 
the decuplet (with spin 3/2). The next multiplet is an anti-decuplet with 
spin 1/2 immediately followed by a {27) representation with spin 3/2 and a 
•"A -KU 0 % % */, ml3 
Figure X. 1. Relative level heights for the scalar model of iso 
baric states belonging to representations of SU(3), as function 
of the mixing parameter a. Only level differences with the oc­
tet are shown. The octet level itself is displayed as a constant. 
The absolute level heights depend on the coupling strenght and 
are left arbitrary. Unbroken symmetry. 
113 
{35} representation with spin 5/2. We remark that a proper choice of α 
(α % 0.23) in the scalar model gives a level 
scheme which agrees for the five low-lying 
levels very well with the pseudoscalar level 
scheme. This value of α is not far away from 
the physically most interesting values (0.3 -
0.U). Thus it seems that the scalar model 
gives results which have perhaps for α in the 
range 0.1 - 0.5 a physical meaning. 
The spectrum for the pseudoscalar model 
agrees completely with the one found by 
Goebel (Go 66) using a group theoretical 
method with S-matrix techniques. He has poin­
ted out that the spectrum obeys the following 
simple formula 
relative level 
height 
72 
57 
i.0 
32 
25 
24 
9 
0 
multiplet structure 
SU3-spin 
• (35*)'/2 
(35 3/2 {35*}*' 
{27}'/2 
{35}5/2 
{27}'/, 
{ W } V i 
{l0}3/2 
Ы'/г 
Figure X. 2. Relative level heights of 
baryons for the pseudoscalar model. 
Unbroken symmetry. 
E = -L. (8 F 2 - 5 J 2) + -Ц 
о о 
where F is the SU(3) Casimir operator. 
F 2 = j (a2 + ab + b 2 + 3a + 3b) 
((a,b) is the representation indication; compare (p,q) in ref. (Sw 63)) and 
2 J = j(j+l) is the Casimir operator in spin-space. 
In fig. X.3 we have plotted the experimentally known baryon resonances 
with positive or unknown parity (see (Ro 67) and (Lo 67)). The situation at 
the moment is that an octet with spin 1/2 and a decuplet with spin 3/2 are 
very well established. All members of these multiplets with their masses and 
r 
other quantum numbers are known. The average mass of the octet is 1151 Ме /с£ 
and for the decuplet we have an average mass of 1383 MeV/c . These represen-
tation-spin combinations appear as the lowest levels in our pseudoscalar 
Strong Coupling model. 
However, for the higher representations the situation is much less 
clear. There is some evidence for a Y = +2, I = 0 resonance at I865 MeV/c 
(Ca 67) which can be a member of an anti-decuplet. Perhaps the Roper reso-
nance N , (1I+66) belongs also to that anti-decuplet, which would then have 
spin 1/2. If we put in the average mass of the octet and that of the decu-
plet we predict with our pseudoscalar model (see fig. X.2) an anti-decuplet 
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with spin 1/2 and with a central mass of 1770 MeV/c . 
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Figure Χ.3. Baryon resonances with positive or unknown parity (see Ro 67, 
Lo 67). In each column we have used another zero-point. We have placed the 
octet -|* elements on the same heigth and furthermore the Δ(1236) and 
Ω"(1674) levels in agreement with the two other members of the decuplet 
I* . The Z* is placed upon the same heigth as the Roper resonance (1466). 
The number in the level (—1—) is two times the spin. A —?— indicates that 
spin and parity are unknown. In the 1=| , Y=l column we have not plotted 
the resonances at 2850 MeV/c2 with spin 15/2 and at 3230 MeV/c2 with 
spin 19/2. 
For the next level, a {27} with spin 3/2, we find a central mass of 
1795 MeV/c2. Possible candidates are the Ν*, (1863) and the Ν*, (1688). For 
the {35} with spin 5/2 (average mass 1976 MeV/c ) we have no candidates 
(the N_ ,?(1913) cannot belong to a {35} representation because it is found 
in pion-nucleon phase shift analysis). Furthermore, the Ν , (193М resonance, 
which has spin 1/2,can be a member of the {27} with spin 1/2 (central mass 
2182 MeV/c2). 
Although we have classified a large number of the resonances of fig. 
* 
X.3 we are still left with a number of N_ , resonances which have very high 
spin. We can only include these resonances in our model if we admit high 
SU(3) representations. Furthermore it is probable that the Ν , (1692), 
Y*(1915), Y*(1815) and =*.2(1932) form an octet with J
P
 = 5/2+ (Co 66), 
while the Y (2030) and N , (1920) are perhaps members of a decuplet with 
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Ρ + 
J = Τ/2 (Co 66). However, these representation-spin combinations are not 
possible in our models. Thus, it seems that we can describe only a part of 
the spectrum of baryon resonances. It is necessary to enlarge the model if 
we want states with different parity and other spin possibilities of the 
representations. At the moment it is not clear how we can do this in a sim­
ple way. 
In order to review the quantitative results we have to bear in mind 
that it is not certain to what extent the approximations and assumptions are 
still allowed if we scaled down the coupling constants to more realistic 
values. Related to this, it is unknown how we can pass from bound states in­
to resonance levels. For intermediate coupling more attention should be giv­
en to recoil effects. Furthermore, we have neglected all other mesons such 
as vector mesons, etc. and we have not taken into account the influence of 
the anti-baryons (pair creation), while the interaction with the "free" 
fields is not considered either. This is the reason that we must not over­
rate the quemtitative meaning of our results. We only can hope that the ob­
tained results in the case of bound states will qualitatively reflect the 
real situation for resonance levels. It seems that this is true, for we do 
find a low-lying octet directly followed by a decuplet (in the pseudoscalar 
model even with their proper spins) in agreement with the experimental sit­
uation. Thus, it is worthwhile to look for a generalization which can give 
states with different parity and to study the region of intermediate cou­
pling. 
Our introduction of SU(3) breaking in the scalar model (chapter IX) 
leads to results which agree qualitatively with the experiments but the 
quantitative agreement is not as good. For example, the ratio of the mass 
splitting within the decuplet and that within the octet is about 65Í of the 
experimental value. Goebel (Go 66) finds the same deviation with his pseudo-
scalar model. Since his spectrum agrees completely with ours for the SU(3) 
symmetrically pseudoscalar model it is unlikely that we shall find another 
value if we carry out the calculations in our pseudoscalar model with SU(3) 
breaking. 
Resuming we can say that we find with our Strong Coupling models re-
sults which seem to describe qualitatively at least the lowest lying baryons 
and baryon resonances in nature. 
APPENDIX A 
REDUCED FORM 
In the pseudoscalar model the meson variable q can be interpreted as a 
vector in a 2h dimensional space. We can write q in a 3 * 8 matrix form 
(VI.Щ) 
1
ωΚ 
}Ч.и <l12 «Цз q l U q 1 5 q l 6 ^j q l 8 \ 
•Чм ^ 2 q23 q2U 425 ^ б ^27 q28 
I ^ 31 q32 ^ЗЗ q3U q35 q36 q3T q38 
(A.I) 
The rows refer to the 3 coordinates x, у and ζ in ordinary space. The col­
umns refer to the SU(3) components of the mesons. Each row can be given in 
a 3 * 3 Hermitian matrix notation (see (VI.2)) 
к
ш& 
72\3+7ü qu>8 
qu,1 + 1 \2 
Sol - 1 дш2 
72 
TT 
4
ω1+ 4ω5 
TT 
»MU - 1 Sog \ t 
72 * 1 
72 qœ3 + Tu' q w8 
^ 6 + i quT 
^2 
^6 - 1 qUT 
72 
" Τ ^ ω β 
2 . (A.2) 
β -»• 1 2 3 
We want now to rotate q
 v
 in SU(2) 9 SU(3) space in such a way that a 
large пгітЪег of zeros appears (compare the vector (x,y,z) in ordinary space, 
which for example can be rotated in the z-direction; (0, 0, r) with г = 
/x 2+y 2+z 2 j. 
For q ^  we can do this in the following way. With the help of q ^  we 
ωΚ. до. 
first construct a real symmetric 3 x 3 matrix 
8 
Μ
ω
η
 =
 I ^K %K (A.3) 
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We can diagonalize M with an orthogonal transformation R, 
( ) 8 ι 
M^o; = λ δ = Σ R q ^ q (R-1) . (A.U) 
ωη ω ωη
 ΧΛ
_1 ωρ рК σΚ ση 
п.— I 
Because we can permute the diagonal elements of M there are six ways to 
do this. We shall choose one which makes the 33 elements different from 
zero, because we want to make use of this later on. 
-1 Τ Because R = R we have 
8 
λ<5 = E R q ^ R q ^ . (A.5) 
ω ωη „.. ωρ
 upK ησ σΚ 
Therefore, if we define 
q V = R Я. ν » (A.6) 
4
ωΚ ωη ^ пК ' 
the rows of q
 v
 are orthogonal to each other. The transformation R is a ro-
tation in the ordinary (x,y,z) space, and is therefore an SU(2) transforma­
tion as we can see if we use the notation (IV.17). 
The last row, which contains nonzero elements, can be put into the 
Hermitian 3 * 3 matrix form (A.2). We can find an SU(3) transformation U 
which diagonalizes this matrix (see VI.k) (There are six ways to do this, 
corresponding to a permutation of the diagonal elements. We can choose one 
of them). Applied simultaneously to the 3 χ 3 Hermitian matrices correspon­
ding to the first and second row, we maintain the orthogonality of the rows 
of the transformed 3 * 8 matrix, but the transformed 3 * 3 matrices of row 
1 and 2 are in general not diagonal. So we have a 3 x 8 matrix of the fol­
lowing form 
ω 
/ * * a b * * * * -«..а \ 1 
qV^ = ( * * ot2b * * * * -a2a 2 . (A.7) 
\ . . a . . . . b / 3 
К -»• 1 2 3 k 5 6 7 8 
Here a, b, a. and сц are some real numbers and * stands for an arbitrary 
real number not necessarily zero. 
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We next carry out a rotation in ordinary space around the z-axis such 
that α becomes zero. The orthogonality of the first two rows is then in 
general disturbed, but the first and the second row are still orthogonal to 
the third one. Now there are SU(3) transformations which leave the third 
row undisturbed. These have the diagonal form 
е
1 ф 
U = ( . е І 1 . (А.8) 
е
-і(Ф+ ) 
They can be used to introduce two more zeros in the second row, for example 
(2) in the 25 and 27 position. For in the 3 * 3 notation (A.2) q , with α = 0> 
has t h e form 
^б-^гт ) ( A * 9 ) 
421^425 q 2 6 + i * 2 7 
( ч 1 ( ? ) + 
Thus q = U q U becomes 
n ( 3 ) - 1 
Ι ι · \ і (Ф- ) / . ч і(2ф+ ) \ 
/ ' 4 r l q 22 , e (<12U-I<l25)e \ 
, . л - і ( ф - ) / . ч і(ф+2 ) 
(q 2 1 + iq 2 2)e . Ч б " 1 ^ 6 
\ , ч -і(2ф+ ) , _,_. ч -і(ф+2 ) 
\ ( q 2 U + i q 2 5 ) e ( q ^ + i ^ ) e 
(Α.10) 
I f t a n (2φ+θ) = - = ^ and t a n (φ+2θ) = — - we have a\' = qll' = 0. 
ci2k <l26 25 27 
Our final result is thus 
ω 
* » a . b * * * * - a a \ 1 
Я . Ь - I * * * . * . . 1 2 . ( A . 1 1 ) 
^ ь / , 
ι · EL · · · · D * j 
K - > 1 2 3 U 5 6 7 θ 
1 1 9 
This reduced form contains 10 zeros, while there is one relation (between the 
(3) (3) (3) (3) 
elements q.- , q _ , q η and q • ). It is obvious that many equivalent re­
duced forms can be constructed but we shall only use one of them and we have 
chosen the form given in (A.11). 
APPENDIX В 
THE MINIMUM OF THE POTENTIAL ENERGY 
Equation (VIД8) can formally be writ ten as follows 
A ν = λ ν , ( B . I ) 
->- - > • 
where A = A(q „) is a Hermitian 16 χ 16 matrix and ν = v(q ; is a 16 compo­
nent vector. We must choose q for fixed £ = vq2^ in such a way that λ has 
an absolute minimum (if we also want to make the potential, energy minimal as 
o p Ρ Ρ 
function of Л, we must include the term \-a.q_-\-m.i. into our consider-
^ ωΚ. 
ations). The elements of A are linear functions of q
 T,. That means that if 
ωΚ 
we replace q. „ by -q the eigenvalues change their signs also (λ is an odd 
ωΚ. ωΚ. ι \ 
function of q „). Thus if X(q ^ ) has a maximum for q
 T, = q „ it will have 
a minimum for q
 v
 = -q
 v
 . In order to find the lowest eigenvalue we may 
therefore look for that eigenvalue whose absolute value is a maximum, |λ| . This eigenvalue can easily be found 1
 'max 
|λΙ = lim [Tr(A 2 n)] 1 / 2 n . (B.2) 
max 
η -> » 
A computer can carry out the computation of |λ| this way, because it can 
2 2 2 rP- m a X 
compute easily (A ) ) ... = A ^ and a small value of m is sufficient to 
give accurate values of |λ| . When two or more eigenvalues have absolute 
value |λ| the convergence is slower but still the expression (B.2) is 
correct. ^ 
- > • 
There are many matrices A which axe equivalent, namely those which 
transform into each other by means of SU(2) and SU(3) transformations upon 
q
 v
. For each such an equivalence class we choose a particular member by 
putting q
 v
 in the reduced form given in Appendix A. This means that we con-
sider q
 v
 only in the dependence of the 13 "radius-like" parameters. 
We must now choose these "radius-like" variables with fixed £ in such a way 
that |λ| has an absolute maximum. In order to simplify the computer pro­
gram we have made a slight change in the "reduced" form by putting in one 
"angle-like" parameter (so that we have lU independent parameters instead 
of 13) by writing 
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* * * * * 
ΐ
ω Κ
 = f * * . * . * · I (Β.3) 
(i.e. we drop the relation between Ί-,ο» І-зо» Ч.1Я an(i loft)· 
Each * symbol represents a parameter μ^ . (К = 1, .... 1U). We only have the 
2 2 . 
restriction that £ = y is fixed. That means that we consider a 13-dimen-
sional spherical surface in the lU-dimensional y-space. Because we can now 
treat the lU parameters on the same footing our computer program becomes 
2 
much simpler than for the 13 "radius-like" parameters only, for then I is 
2 2 
not such a simple expression. It contains a term (see Appendix A) (l+a )a + 
2 2 . . . 
+ (1+a )b . This is no longer a quadratic expression and thus makes the 
whole problem much more complicated. So we work in the lU dimensional y-
space. Initially we take these lU parameters randomly and normalize q
 K to 
unity. 
If we take the derivative of |λ| in expression (B.2) with respect to 
у and we leave all other parameters constant we get 
9l ALax Э г..
 ΓίΤ
. ,
Λ
2η^
Ί
ΐ/2η -, 
-^г=ч ^ ' x *
) ] ] 
-li«
 { - i [ T r ( A
2 n ) ] ( l / 2 n ) - 1 ^ - T r A 2 n} (B.U) 
- l i * { [Tr(A 2 n)] ( l / 2 n )- 1Tr[A 2 n- 1]} . 
η-χ» 
-*• 
The elements of A are linear functions of q
 v
 or y T, 
ωΚ L 
А
ш
 = a(M, N ) K y K . (B.5) 
Thus 
ЭА 
•IT 
L
 MN 
(U-) -а(М. Ν)
Ε
 . (В.б) 
Therefore - — (L = 1, .... ìk) are lU very simple constant matrices. The 
3yL 
factors 
„,_ Гл
2
П-1 ЭА η 
Tr ΙΑ - — J 
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can thus easily be computed for some value of η and provide the direction of 
the gradient of |λ| .In the ik dimensional parameter space we must move 
in this direction in order to enlarge |λ| . Now when we start with a nor-
a
 ' 'max 
malized q and add some vector proportional to the gradient we end up with a 
q which is not normalized. We therefore carry out a normalization after each 
step. We choose the length of the step proportional to the gradient because 
then the computer is more accurate when it approaches the maximum. Since the 
2 projection of the gradient vector on the hypersphere q = 1 is zero at the 
maximum and small near that maximum we take large steps on the hypersphere 
when we are still far away from the maximum and small steps when we are in 
the neighborhood. So we avoid stepping across it. This program was carried 
out for about fifty initial points spread over different g.-Zg« ratio's. It 
was found that |λ| reached its maximum always on the same hypersurface, 
independent of where the starting point was taken (except for a small number 
of points which lead to a local maximum somewhere). The results could then 
always be transformed by means of a combined unitary and orthogonal trans­
formation into the following matrix 
5
ω
κ =
( ± )
^ Í · 1 I · <Β·τ> 
APPENDIX С 
AN EXPRESSION FOR с, J c
e
 J (see Du 65) 
We want t o prove t h e following r e l a t i o n 
α β 1 . β . α _,_ 1
 χ
β α _,_ 1 -β a 2 .α β _,_ 
c l С = TT ö б + ^"ΤΤ Ο Cli + - TT 0 Cg - - jr O Cc + 
1μ 0v 9 U ν 3/2 μ ч З^ о μ Dv З^ о ν 0μ 
(CI) 
1 β α 1 β α 
" " " pC6v 7з С 6 У С Ч - Τ Сб-'С6 
This relation is valid if the corresponding relation for ej, ..., 69 holds, 
α ß 
so we consider ei en . This is zero unless α = υ and β = μ. It must there-
μ
 α β α β α β fore be a function of δ , δ , ец , е^ , eg , eg , which have this property 
too. 
The general form contains 9 term, the coefficients of which can be de­
termined by using properties of the tensor ej, ..., eg. 
α β
 rß^a .ß α
 r
a β „β α -α β 
ei eo = ει δ δ + ε? δ еь + εο δ e». + сь δ eg + ες δ eg + 1μ 0ν 1 μ υ ζ μ ν ν μ μ ν ν μ 
(C.2) 
β α β α β α β α 
+ εg ец eu + ΐ.η еь eg + εο eg еь + eg eg eg μ ν μ ν σ μ ν э μ υ 
Using the definition of ej, ...» 69 ((VI.6) and (VI.25)) we find the fol­
lowing relations 
α μ 1 .α . 1 α , 1 α , _, 
6 1 μ ε θ ν = 3 δ ν + 7 ? е * + Ж е Ч ( С - 3 ) 
and 
υ β _ 1 β 2 β 
е1 ев ~ 4 ώ 7Γ e6 
1μ συ 3 μ νο 0μ 
(C.U) 
With (C.3) we find ει = -χ , г^ = тгтг and εΐψ = -г-тг· and with (C.lt) we get 
el = q" » e3 = 0 a n ( i e5 = - '77Γ · Th6 other coefficients can be found if we 
use the relations given in (VI.9) and (VI.26). Using 
121+ 
β υ 1 β 
e 8v e i + p = 72 e 8p 
we f ind for i n s t a n c e 
3 3 1 1 
ε6 = Tg ε 3 = 0 » е = Tg ε 5 = - 7 J » e 7 = T J ε 6 = 0 
and 
1 _ 1 
£9 = 7з ε 8 - - J 
which proves the expression (C.l). 
SAMENVATTING 
In dit proefschrift werken we twee modellen uit voor deeltjes en reso-
nanties met baryongetal 1 en positieve pariteit. We bouwen voort op vroegere 
"Strong Coupling" modellen, maar betrekken nu ook het SU(3) symmetrisch ka-
rakter van de sterk wisselwerkende deeltjes in onze beschouwingen. Hierbij 
gaan we uit van een octet van fundamentele baryonvelden in wisselwerking met 
een octet van mesonvelden. We nemen een Yukawa-achtige wisselwerking waarbij 
de baryonen optreden als bronnen van de mesonvelden. 
We construeren een hamiltoniaan die invariant is onder SU(3) transfor-
maties. Als eerste benadering nemen we nu aan dat de baryonen oneindig zwaar 
zijn, d.w.z. we verwaarlozen terugstooteffecten en prikken de baryonen vast 
in de oorsprong (statische benadering). De hamiltoniaan bestaat dan uit 
twee stukken: de hamiltoniaan voor de vrije mesonen en de hamiltoniaan die 
de interactie beschrijft. 
In het scalaire model nemen we scalaire mesonvelden zodat we dan de 
spin van de baryonen buiten beschouwing kunnen laten. Dit model is echter 
fysisch minder interessant omdat nog geen scalaire mesonen bekend zijn. 
Hoewel dit model reeds uitgewerkt is door Dullemond, behandelen we het hier 
toch omdat we bepaalde technieken (die we nodig hebben om het pseudo-scalaire 
model op te lossen) kunnen vergelijken met de meer conventionele methode van 
Dullemond. 
In het pseudo-scalaire model combineren we de spin van de baryonen op 
de gebruikelijke wijze met de afgeleiden van pseudo-scalaire mesonvelden ten 
einde een hamiltoniaan te krijgen die invariant is onder spiegelingen en ro-
taties. Tot de pseudo-scalaire mesonen behoren de bekende pionen en kaonen 
en dit maakt het model realistischer. 
Vervolgens gaan we het mesonveld splitsen in twee gedeelten: een "ge-
bonden" veld dat in directe wisselwerking staat met de bron en een "vrij" 
veld dat alleen via het "gebonden" veld beïnvloed wordt door de bron. Voor 
een uitgebreide bron is de laatste wisselwerking klein zodat we alleen het 
"gebonden" veld in onze beschouwingen hoeven te betrekken (uitgebreide-bron-
benadering) . 
Hoewel na invoering van deze benaderingen de hamiltoniaan reeds behoor-
lijk vereenvoudigd is, kunnen we de Schrödingervergelijking voor dit pro-
bleem nog steeds niet oplossen. Voor zeer grote koppelingsconstanten ("Strong 
Coupling" benadering) mogen we echter de interactie op een meer klassieke 
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wijze beschouwen. We kunnen аал stellen dat het systeem zich in een toestand 
met minimale potentiële energie bevindt. In deze "Strong Coupling" limiet 
kunnen we het deel van de golffunktie, dat van de representatie afhankelijk 
is, opschrijven en vervolgens het effect van de kinetische term in eerste 
orde storingsrekening bepalen. 
Deze berekeningen komen neer op het bepalen van matrix-elementen van 
het hoekafhankelijk deel van de Laplace-operator in een 8-dimensionale SU(3) 
ruimte (scalair) resp. 2i+-dimensionale SU(2) ® SU(3) ruimte (pseudo-scalair). 
Hiervoor hebben we een methode ontwikkeld die het expliciet definiëren van 
gegeneraliseerde poolcoördinaten omzeilt en het mogelijk maakt deze bereke-
ningen uit te voeren. 
We vinden in het scalaire geval een spectrum dat een continu verloop 
heeft als funktie van de F/(F+D) koppelingsverhouding α. Enkele discrete 
waarden van α (zoals a = 0 e n a = 5 ) moeten we echter uitsluiten omdat we 
voor die waarden moeilijkheden krijgen met ontaarding. We vinden voor het 
fysisch interessante gebied 0 < α < 5 een octet als laagste niveau direct ge­
volgd door een decuplet. 
In het geval van pseudo-scalaire koppeling hebben we alleen het gebied 
0 < α < 0.725 bekeken. Het opmerkelijke resultaat is hier het feit dat al­
leen zeer bepaalde SU(3)-representatie - spin combinaties geoorloofd zijn. 
Zo is er slechts één octet en wel met spin 1/2 en één decuplet met spin 3/2 
enz. De parameter α komt slechts voor in een algemene vermenigvuldigings­
factor, zodat de verhoudingen van de niveaus onafhankelijk van α zijn. Het 
merkwaardige is dat we voor een specifieke waarde van α in het scalaire mo­
del (α % 0.23) een niveauschema krijgen dat grote gelijkenis vertoont met 
het niveauschema in het pseudo-scalaire model. 
Omdat er in de natuur een duidelijke SU(3)-breking waarneembaar is, kan 
een volledig SU(3) invariante theorie slechts een eerste benadering zijn. 
Daarom hebben we in hoofdstuk IX een bepaalde vorm van SU(3)-breking nader 
bestudeerd voor het scalaire model. We kunnen dan de breking binnen het de-
cuplet vergelijken met die binnen het octet. We vinden echter slechts 65% 
van de experimenteel bekende waarde. Dezelfde afwijking vindt Goebel in zijn 
pseudo-scalaire model. 
Het is niet verwonderlijk dat we niet zo'n goede kwantitatieve over­
eenstemming met de experimentele situatie vinden, want we hebben nogal ri-
goreuze benaderingen ingevoerd. Deze benaderingen waren nodig om het pro­
bleem op te kunnen lossen. 
Resumerend kunnen we zeggen dat we met onze "Strong Coupling" modellen 
resultaten krijgen die de fysische situatie schijnen te weerspiegelen. We 
mogen echter de kwantitatieve uitkomsten niet overschatten. 
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STELLINGEN 
1. Het is in het algemeen niet mogelijk uit het teken van het residu van een pool die een gebonden toestand 
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2. Als de starre-rotator-benadering toegepast wordt bij de berekening van de hyperfijnstruktuur van de mo-
lekuulspectra, kan op eenvoudige wijze aangetoond worden dat de invloed van de Thomas-precessie zeer 
klein is. Het is dan overbodig deze term toch in de hamiltoniaan op te nemen. 
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3. Het theorema van Noether, dat in de veldentheorie wordt gebruikt om behoudswetten afte leiden, kan 
zodanig gegeneraliseerd worden dat het optellen van een divergentie bij de Lagrangedichtheid geoorloofd 
blijft. 
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het gedeelte dat betrekking heeft op de Kristallografie vaak niet geheel juiste of vage definities en stel-
lingen bevat. 
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5. De redenering die Ross en Shaw geven om aan te tonen dat de effectieve-drachtmatrix voor verstrooiing 
in meerdere kanalen vrijwel de diagonaal gedaante heeft, is niet juist. De berekeningen van Kim voor KN 
verstrooiing zijn daarom onvolledig. 
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6. Schwegler en Sauermann leiden met behulp van de Statistische Mechanica de relaties van de Irreversibele 
Thermodynamica af voor relaxatie-processen die verband houden met energieoverdracht tussen sub­
systemen. Hierin vertonen de temperaturen een tijdsafhankelijkheid die niet in overeenstemming is met 
de door hen gebruikte benadering. 
H. Schwegler und G. Sauermann, Zeitschrift für Physik 204, 375 (1967). 
7. Uit numerieke berekeningen blijkt dat Strong Coupling technieken met correcties op de golffunkties de 
laagste niveaus van een SU(2)-symmetrisch Strong Coupling Model voor intermediaire koppeling in goede 
benadering geven. 
8. De bewering van Rubin en Bumstein dat de Σ*ρ verstrooiingsexperimenten bij lage energie een Ση ge­
bonden toestand met kleine bindingsenergie onwaarschijnlijk maken, is niet juist. 
H.A. Rubin and R.A. Bumstein, Phys. Rev. 159, 1149 (1967). 
9. De gebruikelijke definitie van de waarschijnlijkheidsstroomdichtheid, ? = (ty2mi)l^*grad^ - i|/grad^*}, is 
alleen juist indien de Schrödingervergelijking alleen tweede orde differentiaties naar de plaatscoördinaten 
bevat. Het is echter mogelijk een meer algemene definitie te geven. 
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