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OPERATOR THEORY AND FUNCTION THEORY IN DRURY-ARVESON
SPACE AND ITS QUOTIENTS
ORR MOSHE SHALIT
Abstract. The Drury-Arveson space H2d (also known as symmetric Fock space or the d-
shift space), is the reproducing kernel Hilbert space on the unit ball of Cd with the kernel
k(z, w) = (1− 〈z, w〉)−1. The operators Mzi : f(z) 7→ zif(z), arising from multiplication by
the coordinate functions z1, . . . , zd, form a commuting d-tuple Mz = (Mz1 , . . . ,Mzd). The
d-tuple Mz — which is called the d-shift — gives the Drury-Arveson space the structure of
a Hilbert module.
This Hilbert module is arguably the correct multivariable generalization of the Hardy
space on the unit disc H2(D). It turns out that the Drury-Arveson space H2d plays a
universal role in operator theory (every pure, contractive Hilbert module is a quotient of
an ampliation of H2d) as well as in function theory (every irreducible complete Pick space is
essentially a restriction of H2d to a subset of the ball). These universal properties resulted in
the the Drury-Arveson space being the subject of extensive studies, and the theory of the
Drury-Arveson is today broad and deep.
This survey aims to introduce the Drury-Arveson space, to give a panoramic view of the
main operator theoretic and function theoretic aspects of this space, and to describe the
universal role that it plays in multivariable operator theory and in Pick interpolation theory.
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1. Introduction
The Drury-Arveson space is a Hilbert function space which plays a universal role in op-
erator theory as well as function theory. This space, denoted H2d (or sometimes F+(E)),
and also known as the d-shift space, Arveson’s Hardy space or the symmetric Fock space, has
been the object of intensive study in the last fifteen years or so. Arguably, it is the subject of
so much interest because it is the correct generalization of the classical Hardy space H2(D)
from one variable to several. The goal of this survey is to collect together various important
features of H2d , with detailed references and sometimes proofs, so as to serve as a convenient
reference for researchers working with this space.
Of course, a Hilbert space is a Hilbert space, and any two are isomorphic. Thus, when
one sets out to study the Drury-Arveson space one is in fact interested in a certain concrete
realization of Hilbert space which carries some additional structure. The additional struc-
tures are of two kinds: operator theoretic or function theoretic. For the operator theorist,
the object of interest is the space H2d together with a particular d-tuple S = (S1, . . . , Sd)
of commuting operators called the d-shift; in other words, the object of interest is a Hilbert
module over the algebra C[z] of polynomials in d variables. The function theorist would
rather view H2d as a Hilbert space comprised of functions on the unit ball Bd of C
d, in which
point evaluation is a bounded functional — in other words: a Hilbert function space.
There are many Hilbert modules and many Hilbert function spaces that one may study.
Many of the results presented below have versions that work in other spaces. This survey
focuses on the results in Drury-Arveson space for three reasons. First, as is explained below,
H2d is a universal object both as a Hilbert module and as Hilbert functions space, and results
about H2d have consequences on other spaces of interest. Second, H
2
d is an interesting object
of study in itself: being a natural analogue of H2(D) it enjoys several remarkable properties,
and it could be useful to have an exposition which treats various facets of this space. Third,
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the study of H2d is now quite developed, and can serve as a model for a theory in which
multivariable operator theory and function theory are studied together.
Most results are presented below without proof, but with detailed references. When a
proof is presented it is usually because the result and/or the proof are of special importance.
Sometimes a proof is also provided for a piece of folklore for which a convenient reference is
lacking.
2. Notation and terminology
2.1. Basic notation. Let d be an integer or ∞ (the symbol ∞ will always stand for a
countable infinity). Cd denotes d-dimensional complex Hilbert space. Bd denotes the (open)
unit ball in Cd. The unit disc B1 is also denoted D. It has become a convenient notational
convention in the field to treat d as a finite integer even when it is not. Some of the results
are valid (or are known to be valid) only in the case of d <∞, and these cases will be pointed
out below.
Let H be a Hilbert space. The identity operator on H is denoted by IH or I. If M is a
closed subspace of H then PM always denotes the orthogonal projection from H onto M . If
S is a subset of H , then [S] denotes the closed subspace spanned by S. All operators below
are assumed to be bounded operators on a separable Hilbert space.
If z1, . . . , zd are d commuting variables, then let z = (z1, . . . , zd) and write z
α for the
product zα11 · · · zαdd for every multi-index α = (α1, . . . , αd) ∈ Nd. The algebra of polynomials
in d commuting variables is denoted C[z1, . . . , zd] or C[z] (this has an obvious interpretation
also when d = ∞). The symbols α! and |α| are abbreviations for α1! · · ·αd! and |α| =
α1 + . . .+ αd, respectively.
For the purposes of this survey, a function f : Bd → C is said to be analytic if it can be
expressed as an absolutely convergent power series f(z) =
∑
α∈Nd cαz
α (when d <∞ this is
equivalent to the usual local definition). O(Bd) will denote the analytic functions on Bd.
2.2. Tuples of operators. A d-tuple of operators on a Hilbert space H is denoted T =
(T1, . . . , Td). If A and B are d-tuples on two Hilbert spaces H and K, and U : H → K is a
unitary such that UAiU
∗ = Bi for all i = 1, . . . , d, then one says that A and B are unitarily
equivalent, and one writes UAU∗ = B. Similarly, one writes T ∗ for the tuple (T ∗1 , . . . , T
∗
d ),
and so forth.
2.3. Commuting and essentially normal tuples. Let T be a d-tuple in B(H). T is said
to be commuting if [Ti, Tj ] := TiTj − TjTi = 0 for all i, j. If T is a commuting contraction
then for every p ∈ C[z] one may evaluate p(T ); for example, T α = T α11 · · ·T αdd .
A commuting tuple T is said to be normal if [Ti, T
∗
j ] = 0 for all i, j, and essentially normal if
[Ti, T
∗
j ] is compact for all i, j. Finally, a commuting tuple T that satisfies trace|[Ti, T ∗j ]|p <∞
is said to be p-essentially normal.
T is said to be subnormal if there is a Hilbert space K ⊇ H and a normal d-tuple N on
K such that T = N
∣∣
H
.
2.4. Row contractions and d-contractions. T is said to be a row contraction if
∑d
i=1 TiT
∗
i ≤
IH (when d =∞ it is assumed that the partial sums are bounded by I, and hence that the
sum converges in the strong operator topology to a positive operator less than the identity).
4
Equivalently, this means that the row operator[
T1 T2 · · · Td
]
: H ⊕ · · · ⊕H︸ ︷︷ ︸
d times
→ H
is a contraction. With every row contraction one associates a completely positive map
ΘT : B(H)→ B(H) given by ΘT (A) =
∑d
i=1 TiAT
∗
i . Note that when d =∞ the assumption∑
TiT
∗
i ≤ I ensures that
∑d
i=1 TiAT
∗
i indeed converges in the strong operator topology. T
is said to be pure if ΘnT (I) −→n→∞ 0 in the strong operator topology. A commuting row
contraction T = (T1, . . . , Td) is also called a d-contraction.
2.5. Defect operator and defect space. The defect operator of a row contraction T is the
operator ∆T =
√
I −ΘT (I), and the defect space is DT = ∆TH. The rank of T is defined
to be the dimension of the the defect space, rank(T ) = dim(DT ). When no confusion may
arise the notation ∆ = ∆T is used.
2.6. Hilbert modules. A popular and fruitful point of view for studying commuting oper-
ators on Hilbert space is that of Hilbert modules [56] (see the chapter on Hilbert modules by
J. Sarker in this Handbook). If T is a commuting d-tuple on H , then T induces on H the
structure of a Hilbert module via
p · h = p(T )h , p ∈ C[z], h ∈ H.
A Hilbert module is said to be pure/contractive/of finite rank/essenitally normal/etc., if T is
pure/a row contraction/of finite rank/essenitally normal/etc., respectively. In [56] Douglas
and Paulsen put emphasis on Hilbert modules over function algebras, but Arveson [24] has
found it useful to consider Hilbert modules over C[z]. In general there is a big difference
between these approaches, but by Section 6 below every pure contractive Hilbert module
over C[z] is in fact a Hilbert module over a certain natural, canonical algebra of functions.
2.7. Hilbert function spaces. A Hilbert function space is a Hilbert space H consisting of
functions on some space X , such that for every x ∈ X the point evaluation f 7→ f(x) is
bounded linear functional on H (such spaces are also commonly referred to as reproducing
kernel Hilbert spaces). The reader is referred to [3] as a reference for Hilbert function spaces.
3. Drury-Arveson space as a function space
The Drury-Arveson space is named after S. Drury, who basically introduced it into mul-
tivariable operator theory [60], and after W. Arveson, who has brought this space to the
center of the stage [20]. Though not all researchers prefer to use this name for this space,
everybody understands what is meant by it.
3.1. H2d as a graded completion of the polynomials. The most elementary definition
of the Drury-Arveson space H2d is as a graded completion of the polynomials [24]. Define an
inner product on C[z] by setting
(3.1.1) 〈zα, zβ〉 = 0 , if α 6= β,
and
(3.1.2) 〈zα, zα〉 = α!|α|! .
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The condition (3.1.1) may seem natural, but the choice of weights (3.1.2) might appear
arbitrary at this point; see Section 4.8. The completion of C[z] with respect to this inner
product is denoted by H2d . It is clear that H
2
d can be identified with the space of holomorphic
functions f : Bd → C which have a power series f(z) =
∑
α cαz
α such that
‖f‖2H2
d
≡ ‖f‖2 :=
∑
α
|cα|2 α!|α|! <∞.
3.2. H2d as a Hilbert function space. The space H
2
d turns out to be the Hilbert function
space on Bd determined by the kernel
(3.2.1) k(z, w) = kw(z) =
1
1− 〈z, w〉 .
Indeed, for |w| < 1, kw(z) =
∑∞
n=0〈z, w〉n =
∑∞
n=0
∑
|α|=n
|α|!
α!
wαzα is clearly in H2d , and
(3.2.2) f(w) =
∑
α
cαw
α =
∑
α
cα
|α|!
α!
wα〈zα, zα〉 = 〈f, kw〉.
This shows that point evaluation is a bounded functional on H2d , so H
2
d is a Hilbert function
space [3], and it has the kernel (3.2.1). Since the only function that is orthogonal to all the
kernel function kw is the zero function, span{kw : w ∈ Bd} is dense in H2d . When d = 1,
H2d = H
2(D) is the usual Hardy space on the unit disc (see [71] for a thorough treatment of
H2(D)).
3.3. The multiplier algebra of H2d . As every Hilbert function space, H
2
d comes along with
its multiplier algebra
Md := Mult(H2d) = {f : Bd → C
∣∣fh ∈ H2d for all h ∈ H2d}.
To every multiplier f ∈ Md there is associated a multiplication operator Mf : h 7→ fh.
Standard arguments (see [3]) show that Mf is bounded and that
(3.3.1) ‖f‖∞ ≤ ‖Mf‖.
The multiplier norm of f ∈Md is given by
(3.3.2) ‖f‖Md = ‖Mf‖,
and this norm givesMd the structure of an operator algebra. On the other hand,Md is also
an algebra of analytic functions contractively contained in H∞(Bd). It will be shown below
that Md is strictly contained in H∞, that the supremum norm is not comparable with the
multiplier norm, and hence that Md is not a function algebra.
A trivial but useful observation is that since 1 ∈ H2d , one immediately obtains Md ⊂ H2d ,
as spaces of functions.
3.4. The d-shift. The most natural d-tuple of operators occurring in the setting of H2d is
the d-shift, given by Mz = (Mz1 , . . . ,Mzd), where z1, . . . , zd are the coordinate functions in
Cd; thus
(3.4.1) (Mzih)(z) = zih(z) , i = 1, . . . , d, h ∈ H2d .
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It is straightforward that multiplication by every coordinate function is a bounded operator,
hence the coordinate functions are all in Md. In fact, by 4.6 and 4.8 below, Mz is a pure
row contraction. Consequently, C[z] ⊆Md.
When d = 1 then the d-shift is nothing but the unilateral shift on H2(D).
3.5. Homogeneous decomposition of functions. Every f ∈ O(Bd) has a Taylor series
f(z) =
∑
α aαz
α convergent in Bd, so in particular f has a decomposition into its homoge-
neous parts:
(3.5.1) f(z) =
∞∑
n=0
fn(z),
where fn(z) =
∑
|α|=n aαz
α, and the series (3.5.1) converges uniformly on compact subsets
of the ball. When f happens to be in one of the function spaces studied here then more can
be said.
For f ∈ H2d the homogeneous components fn are all orthogonal one to another, the series
(3.5.1) converges in norm and ‖f‖2 =∑ ‖fn‖2. If f ∈ Md this is still true since Md ⊂ H2d ,
but understanding (3.5.1) in terms of the structure ofMd is a more delicate task. The series
does not necessarily converge in norm (as can be seen by considering the case d = 1).
Recall that (3.3.2) allows one to consider Md as an algebra of operators on H2d . For
t ∈ R, let Ut be the unitary on H2d sending h(z) to h(eitz), and let γt be the automorphism
on B(H2d) implemented by Ut . A computation shows that Md is stable under γ and that
γt(f)(z) = f(e
itz) for f ∈Md.
Lemma 3.5.2. For all n = 0, 1, . . . ,, the integral
1
2π
∫ 2pi
0
γt(f)e
−intdt
converges in the strong operator topology to fn. In particular, ‖fn‖Md ≤ ‖f‖Md.
For r ∈ (0, 1), the function fr(z) := f(rz) has homogeneous decomposition
(3.5.3) fr(z) =
∞∑
n=0
rnfn(z),
and this series converges absolutely in the multiplier norm, by the lemma. Rewrite
(3.5.4) fr =
1
2π
∫ 2pi
0
γt(f)Pr(t)dt,
where Pr(t) denotes the Poisson kernel on the disc. By well known techniques of harmonic
analysis, one has the following theorem.
Theorem 3.5.5. Let f ∈ Md, and for all r ∈ (0, 1) denote fr(z) = f(rz). Then fr ∈ Md,
‖fr‖Md ≤ ‖f‖Md, and the the series (3.5.1) is Poisson summable to f in the strong operator
topology: limr→1 fr = f .
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3.6. The structure of Md. Denote by algwot(Mz) the unital weak-operator topology
(wot) closed operator algebra generated by the d-shift. The d-shift generates Md in the
sense of the following theorem.
Theorem 3.6.1. The unital wot-closed algebra generated byMz is equal to {Mf : f ∈Md}.
The following lemma is required for the proof of the theorem.
Lemma 3.6.2. Let {fα} be a bounded net in Md that is bounded in the multiplier norm. If
f ∈Md, then Mfα converges to Mf in the weak-operator topology if and only if fα(z)→ f(z)
for all z ∈ Bd.
Proof. See, e.g., [51, Lemma 11.10].
Proof of Theorem 3.6.1. Every multiplier algebra is wot-closed, so alg
wot
(Mz) is con-
tained in {Mf : f ∈ Md}. Let f ∈Md. For r ∈ (0, 1), define fr(z) = f(rz). Then by (3.5.3)
Mfr is in the norm closed algebra generated by Mz. By 3.5.5 the net {fr}r∈(0,1) is bounded
by ‖f‖. Since fr → f pointwise, the lemma implies the wot-convergence Mfr → Mf .
The above theorem allows one to make the identification
(3.6.3) Md = algwot(Mz).
3.7. The strict containment Md ( H∞(Bd). When d = 1, H2d = H2(D) is the usual
Hardy space, its multiplier algebra is equal to H∞, and the multiplier norm of a multiplier
f is equal to ‖f‖∞ = supz∈D |f(z)|. When d > 1 this is no longer true.
Theorem 3.7.1. For d > 1 the norms ‖ · ‖∞ and ‖ · ‖Md are not comparable on Md, there
is a strict containment
(3.7.2) Md ( H∞(Bd),
and the d-tuple Mz is not subnormal.
Proof. If f ∈Md and λ ∈ Bd, then for all h ∈ H2d
〈h,M∗f kλ〉 = f(λ)h(λ) = 〈h, f(λ)kλ〉.
Thus f(λ) is an eigenvalue of M∗f and in particular |f(λ)| ≤ ‖Mf‖. It follows that f is
bounded on Bd and that supBd |f | ≤ ‖Mf‖ (this argument works for any multiplier algebra).
Since 1 ∈ H2d it follows that f = f · 1 is analytic, thus Md ⊆ H∞(Bd).
For the strictness of the containment it suffices to consider the case d < ∞. Direct
computations show that for a suitable choice of constants a1, a2, . . ., the functions
fN(z) :=
N∑
n=0
an(z1 · · · zd)n
satisfy ‖fN‖∞ ≤ 1 while ‖fN‖Md → ∞. Moreover, the limit f := limN→∞ fN exists uni-
formly, and serves as an explicit example of a function that is in the “ball algebra” A(Bd)
(that is, the algebra of continuous functions on the closed ball which are analytic on the
interior), but is not in Md.
That Mz is not subnormal follows from the incomparability of the norms; see Section 3
in [20] for full details (see also Section 2 in [48] for a slightly different derivation of the first
parts of the theorem).
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3.8. Vector valued H2d and operator valued multipliers. Let K be a Hilbert space.
The Hilbert space tensor product H2d ⊗K can be considered as the space of all holomorphic
functions f : Bd → K with Taylor series f(z) =
∑
α aαz
α, where the coefficients aα are all
in K and ∑
α
α!
|α|!‖aα‖
2 <∞.
Let K1 and K2 be two Hilbert spaces, and let Φ : Bd → B(K1, K2) be an operator valued
function. For h ∈ H2d ⊗K1, define MΦh to be the function Bd → K1 given by
MΦh(z) = Φ(z)h(z) , z ∈ Bd.
Denote by Md(K1, K2) the space of all Φ for which MΦh ∈ H2d ⊗ K2 for all h ∈ H2d ⊗ K1
(another common notation is Mult(H2d ⊗ K1, H2d ⊗ K2)). An element Φ of Md(K1, K2) is
said to be a multiplier, and in this case MΦ (which can be shown to be bounded) is called a
multiplication operator. If K1 = K2 = K then Md(K1, K2) is abbreviated to Md(K). The
space Md(K1, K2) is endowed with the norm ‖Φ‖ = ‖MΦ‖.
The following characterization of multipliers, which is useful also in the scalar case, holds
in any Hilbert function space (the proof is straightforward, see [3, Theorem 2.41]).
Theorem 3.8.1. Let Φ : Bd → B(K1, K2) be an operator valued function. If Φ is a multiplier
then
(3.8.2) M∗Φ(kλ ⊗ v) = kλ ⊗ Φ(λ)∗v
for all λ ∈ Bd and v ∈ K2. Conversely, if Φ : Bd → B(K1, K2) and the mapping kλ ⊗ v 7→
kλ⊗Φ(λ)∗v extends to a bounded operator T ∈ B(H2d ⊗K2, H2d ⊗K1), then Φ ∈Md(K1, K2)
and T =M∗Φ.
It is immediate from (3.8.2) that any multiplier Φ is bounded (in the sense that there is
M > 0 such that ‖Φ(z)‖ ≤ M for all z ∈ Bd) and holomorphic (in the sense that for all
u ∈ K1, v ∈ K2 the function z 7→ 〈Φ(z)u, v〉 is holomorphic in the ball).
The following theorem, due to J. Ball, T. Trent and V. Vinnikov, provides a characteri-
zation of multipliers in Md(K1, K2), which is specific to the setting of H2d . For a proof and
additional characterizations, see [33, Section 2] (see also [8, 64]).
Theorem 3.8.3 ([33], Theorem 2.1; [64], Theorem 1.3). Let Φ : Bd → B(H2d⊗K1, H2d⊗K2).
Then the following statements are equivalent:
(1) Φ ∈Md(K1, K2) with ‖Φ‖ ≤ 1.
(2) The kernel
(3.8.4) KΦ(z, w) =
I − Φ(z)Φ(w)∗
1− 〈z, w〉
is a positive sesqui-analytic B(K2) valued kernel on Bd×Bd; i.e., there is an auxiliary
Hilbert space H and a holomorphic B(H,K2)-valued function Ψ on Bd such that for
all z, d ∈ Bd,
(3.8.5) KΦ(z, w) = Ψ(z)Ψ(w)
∗.
(3) There exists an auxiliary Hilbert space H and a unitary operator
(3.8.6) U =
(
A B
C D
)
:
(
H
K1
)
→
(⊕d1H
K2
)
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such that
(3.8.7) Φ(z) = D + C(I − Z(z)A)−1Z(z)B,
where Z(z) =
[
z1IH · · · zdIH
]
: ⊕d1H → H.
The formula (3.8.7) is referred to as the realization formula. Sometimes, U is said to be a
unitary colligation, and Φ is called the associated transfer function. The papers [28, 29, 30]
of J.A. Ball, V. Bolotnikov and Q. Fang provide more details on the connections of the
transfer function with systems theory in the context of Drury-Arveson space.
3.9. The commutant of Md. The commutant of an operator algebra B ⊆ B(H) is defined
to be
B′ = {a ∈ B(H) : ∀b ∈ B. ab = ba}.
A standard argument shows that Md is its own commutant:
(3.9.1) M′d =Md.
More generally, one has the following, which is a special case of the commutant lifting
theorem (Theorem 6.10.1 below).
Theorem 3.9.2. Let K1, K2 be Hilbert space, and let X ∈ B(K1, K2) such that
(3.9.3) X(Mf ⊗ IK1) = (Mf ⊗ IK2)X,
for all f ∈Md. Then there exists Φ ∈Md(K1, K2) such that X =MΦ.
3.10. H2d as a Besov-Sobolev space. The Drury-Arveson space also fits into a family of
function spaces which have been of interest in harmonic analysis (see, e.g., [13, 43, 122]). In
this subsection it is assumed that d <∞.
For an analytic function f ∈ O(Bd), the radial derivative of f is defined to be Rf =∑d
i=1 zi
∂f
∂zi
. It is useful to note that if f is a homogeneous polynomial of degree n, then
Rf = nf .
Let σ ≥ 0, p ∈ [1,∞), and let m be an integer strictly greater than d/p − σ. For every
f ∈ O(Bd), one can consider the norm ‖f‖m,σ,p defined by
‖f‖pm,σ,p =
∑
|α|<m
∣∣∣∣∂αf∂zα (0)
∣∣∣∣p +
∫
Bd
|Rmf(z)|p(1− |z|2)p(m+σ)−d−1dλ(z),
where λ is Lebesgue measure on the ball. It turns out that choosing different m > d/p− σ
results in equivalent norms. One defines the analytic Besov-Sobolev spaces Bσp (Bd) as
Bσp (Bd) = {f ∈ O(Bd) : ‖f‖m,σ,p <∞}.
When p = 2 one obtains a family of Hilbert function spaces, which — up to a modification
to an equivalent norm — have reproducing kernel (for σ > 0)
kσ(z, w) =
1
(1− 〈z, w〉)2σ .
The proof of this is straightforward, using basic integral formulas on the ball (available
in [107, Section 1.4] or [124, Section 1.3]) and the fact that the reproducing kernel in a
Hilbert function space is given by
∑
ek(z)ek(w), where {ek}∞k=1 is any orthonormal basis. In
particular this scale of spaces contains the Bergman space L2a(Bd) (σ = d/2) and the Hardy
space H2(Bd) (σ = (d+ 1)/2). For p = 2 and σ = 1/2 one gets the Drury-Arveson space.
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Theorem 3.10.1. Fix an integer m > (d−1)/2. For f ∈ O(Bd) the following are equivalent:
(1) f ∈ H2d .
(2) R(d−1)/2f ∈ H2(Bd) (the Hardy space of the ball).
(3) ‖f‖m,1/2,2 <∞.
(4) |||f ||| <∞, where
|||f |||2 =
∑
|α|<m
∣∣∣∣∂αf∂zα (0)
∣∣∣∣2 + ∑
|α|=m
∫
Bd
∣∣∣∣∂αf∂zα (z)
∣∣∣∣2 (1− |z|2)2m−ddλ(z).
Moreover, the norms ‖ · ‖m,1/2,2, ||| · ||| and ‖ · ‖H2
d
are equivalent.
Theorem 3.10.1 appears as Theorem 1 in [42] (one should beware that the same paper
included another characterization of Drury-Arveson space [42, Theorem 2], but unfortunately
that other result (which will not be stated here) is incorrect — see [66]). In [42] the result
was stated only for the smallest integer m satisfying m > (d − 1)/2, but the proof of the
theorem — which boils down to calculations of the various integrals defining the norms
(using formulas from [107, Section 1.4] or [124, Section 1.3]) — works for all m > (d− 1)/2.
4. Drury-Arveson space as symmetric Fock space
A crucial fact is that the Hilbert function space H2d can be identified with the familiar
symmetric Fock space. This identification (essentially contained in [60], but most clearly
explained in [20]) accounts for the universal properties of H2d , and among other things also
explains the significance of the choice of weights (3.1.2).
4.1. Full Fock space. Let E be a d-dimensional Hilbert space. The full Fock space is the
space
F(E) = C⊕ E ⊕ E⊗2 ⊕ E⊗3 ⊕ . . .
4.2. The noncommutative d-shift. Fix a basis {e1, . . . , ed} of E. On F(E) define L =
(L1, . . . , Ld) by
Lix1 ⊗ · · · ⊗ xn = ei ⊗ x1 ⊗ · · · ⊗ xn.
L is called the noncommutative d-shift. The tuple L is easily seen to be a row isometry,
meaning that the row operator
[
L1 L2 · · · Ld
]
from the direct sum of F(E) with itself d
times into F(E) is an isometry; equivalently, this means that L1, . . . , Ld are isometries with
pairwise orthogonal ranges. The tuple L plays a central role in noncommutative multivariable
operator theory, see, e.g., [15, 48, 49, 50, 97, 98, 101]. The noncommutative d-shift is a
universal row contraction, see Section 6.5 below.
The construction does not depend on the choice of the space E or the orthonormal basis,
and henceforth F(E) will be sometimes denoted Fd, understanding that some choice has
been made.
4.3. The noncommutative analytic Toeplitz algebra Ld. The noncommutative ana-
lytic Toeplitz algebra Ld is defined to be algwot(L). This algebra was introduced by G.
Popescu in [98], where it was shown that it is the same as the noncommutative multiplier
algebra of the full Fock space. Ld is also referred to as the left regular representation free
semigroup algebra, and plays a fundamental role in the theory of free semigroup algebras (see
the survey [44]).
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Since Ld is wot-closed, it is also weak-∗ closed as a subspace of B(Fd), the latter consid-
ered as the dual space of the trace class operators on Fd. Thus it is a dual algebra, that is, an
operator algebra that is also the dual space of a Banach space. One then has a weak-∗ topol-
ogy on Ld, and weak-∗ continuous functionals come into play. The following factorization
property for weak-∗ functionals has proved very useful [34].
Definition 4.3.1. Let B ⊆ B(H) be a dual algebra, and denote by B∗ its predual. B is said
to have property A1 if for every ρ ∈ B∗ there exist g, h ∈ H such that
ρ(b) = 〈bg, h〉 , b ∈ B.
If, for every ǫ > 0, g and h can be chosen to satisfy ‖g‖‖h‖ < (1 + ǫ)‖ρ‖, then B is said to
have property A1(1).
Theorem 4.3.2 ([50], Theorem 2.10). Ld has property A1(1).
Corollary 4.3.3. The weak-∗ and wot-topologies on Ld coincide.
4.4. Quotients of Ld. The following theorem is a collection of results from [15, Section 4]
and [48, Section 2].
Theorem 4.4.1. Fix a wot-closed two sided ideal J and denote N = [JFd]⊥. Put B =
PNLPN . Then the map π : A 7→ PNAPN is a homomorphism from the algebra Ld onto
PNLdPN which annihilates J . Moreover:
(1) PNLdPN = algwot(B) — the unital wot-closed algebra generated by B.
(2) PNLdPN has property A1(1).
(3) PNLdPN = (PNLdPN )′′.
(4) π promotes to a natural completely isometric isomorphism and weak-∗ homeomorphism
Ld/J onto PNLdPN .
Additional information on the predual structure of a quotient algebra Ld/J (where J is
a weak-∗ closed two sided ideal in Ld) is contained in the following two theorems of M.
Kennedy and D. Yang. A linear functional φ ∈ L∗d is said to be absolutely continuous if it is
weak-∗ continuous, and singular if it is far from being weak-∗ continuous in a precise sense
(see [83]).
Theorem 4.4.2 (Non-selfadjoint Lebesgue decomposition. [83], Theorem 1.1). Let J be a
weak-∗ closed two sided ideal in Ld, and let φ be a bounded linear functional on Ld/J . Then
there exists a unique absolutely continuous φa and a unique singular φs such that
φ = φa + φs,
and
‖φ‖ ≤ ‖φa‖+ ‖φs‖ ≤
√
2‖φ‖.
The constant
√
2 appearing in the above theorem is sharp [83]. From the above theorem
Kennedy and Yang deduced that every quotient of Ld by a weak-∗ closed two sided ideal has
a unique predual.
Theorem 4.4.3 ([83], Theorem 1.4). For every weak-∗ closed two sided ideal J in Ld, the
quotient Ld/J has a strongly unique predual.
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4.5. Symmetric Fock space. For every permutation σ on n elements, one defines a unitary
operator Uσ on E
⊗n by
Uσ(x1 ⊗ · · · ⊗ xn) = xσ(1) ⊗ · · · ⊗ xσ(n).
The nth-fold symmetric tensor product of E, denoted En, is defined to be the subspace of
E⊗n which consists of the vectors fixed under the unitaries Uσ for all σ. The symmetric Fock
space is the subspace of F(E) given by
F+(E) = C⊕E ⊕E2 ⊕ E3 ⊕ . . . .
If x1 ∈ En1, . . . xk ∈ Enk , write x1x2 · · ·xk for the projection of x1 ⊗ x2 ⊗ · · · ⊗ xk into
En1+...+nk . Letting {e1, . . . , ed} be an orthonormal basis for E, eα is shorthand for eα11 · · · eαdd
for all α ∈ Nd. A computation shows that {eα}|α|=n is an orthogonal basis for En and that
(4.5.1) ‖eα‖2 = α!|α|! .
The space F+(E) is not invariant under the noncommutative d-shift L, but it is co-
invariant, meaning that L∗iF+(E) ⊆ F+(E) for all i.
4.6. The d-shift. The (commutative) d-shift is the d tuple S = (S1, . . . , Sd) of operators
given by compressing the noncommutative d-shift to F(E). Thus, for all n and all x ∈ En
(4.6.1) Six = eix , i = 1, . . . , d.
It is straightforward to check that the d-shift has the following properties:
(1) S is commuting, i.e., SiSj − SjSi = 0.
(2)
∑d
i=1 SiS
∗
i = I − PC, and in particular S is a row contraction.
(3) S is pure.
Many results on the d-shift can be obtained by “compressing theorems” about the non-
commutative d-shift down to F+(E); see, e.g., [47, 48, 52, 101], the proof of Theorem 7.2.4
or Sections 4.9 and 8.2 below. This is a powerful technique, due to the availability of strong
results for the noncommutative d-shift, e.g., [49, 50, 97, 98] or more generally [92]. Another
advantage of this technique is that it allows to obtain similar results for a very large class
of Hilbert modules by compressing the noncommutative d-shift to other co-invariant spaces;
see [101, 110].
4.7. Essential normality of the d-shift. Let N be the unbounded operator N on H2d with
domain C[z] defined by Nh = nh for h ∈ En. N is usually referred to in this context as
the number operator (it is equal to the restriction of the radial derivative R from 3.10). A
straightforward computation (see [20, Proposition 5.3]) shows that
(4.7.1) [S∗i , Sj ] = S
∗
i Sj − SjS∗i = (1 +N)−1(δij1− SjS∗i ).
It follows readily that if d < ∞ then S is p-essentially normal for all p > d (but not for
p = d). In particular [Si, S
∗
j ] is compact when d <∞. It is not compact when d =∞.
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4.8. Identification of H2d with symmetric Fock space. Fix d ∈ {1, 2, . . . ,∞} and let E
be a d-dimensional Hilbert space with orthonormal basis {en}n. Define V : C[z1, . . . , zd] →
F+(E) by
V
(∑
α
cαz
α
)
=
∑
α
cαe
α.
By equations (3.1.2) and (4.5.1) V extends to a unitary from H2d onto F+(E). All separable
infinite dimensional Hilbert spaces are isomorphic, the important feature here is that
VMzV
∗ = S.
Alternatively, there is also an anti-unitary identification of these two spaces. Every f ∈ H2d
can be written in a unique way as
f(z) =
∑
〈zn, ξn〉,
where zn denotes the nth symmetric product of z ∈ Cd with itself, ξn ∈ (Cd)n, and∑
n ‖ξn‖2 < ∞ (see [20, Section 1]). Then the map J : H2d → F+(E) given by Jf =
∑
n ξn
is an anti-unitary and JMzJ
−1 = S.
Because of the above identification, the notation S is also used for the tuple Mz acting
on H2d . It is safe to switch from F+(E) to H2d and back, as convenient. Together with this
identification, the results of Section 3.6 allow one to identify between Md and the unital
wot-closed algebra generated by S.
4.9. Identification of Md with the compression of Ld. The antisymmetric Fock space
(over E) is defined to be F−(E) = F(E) ⊖ F+(E). By 4.4 and 4.8 Md can be identified
with the compression of Ld to F+(E), or as the quotient of Ld by the two sided wot-closed
commutator ideal corresponding to F−(E). From 4.4 the following theorem follows.
Theorem 4.9.1. Md is a dual algebra which has property A1(1) and a strongly unique
predual. In particular, the weak-∗ and weak operator topologies on Md coincide. The same
holds for quotients of Md by weak-∗ closed ideals.
4.10. Subproduct systems. The commutative and noncommutative d-shifts were defined
above in a way which might make it seems to depend on the choice of an orthonormal basis
in a d-dimensional space E (and, in the function space picture, on a choice of coordinate
system in Cd). Of course, there is an obvious theorem stating that the same structure is
obtained regardless of the choice of basis (see, e.g., [20]). Alternatively, a coordinate free
definition of the shift is given by viewing it as a representation of a subproduct system; see
[110] for details.
5. Operator algebras associated to the d-shift
5.1. The norm closed algebra and the Toeplitz algebra. Let Ad be the norm closed
algebra generated by S on H2d . This algebra is sometimes referred to as the “algebra of
continuous multipliers”, but this terminology is misleading — see 5.2.1 below. The Toeplitz
algebra Td is defined to be the unital C*-algebra generated by S, that is,
(5.1.1) Td = C∗(Ad) = C∗(1, S).
From 4.6 and 4.7 the following theorem follows (for proof see [20, Theorem 5.7]).
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Theorem 5.1.2. Fix d <∞ and denote the compact operators on H2d by K. Then K ⊂ Ad,
and
(5.1.3) Td/K ∼= C(∂Bd).
Thus, there exists an exact sequence
(5.1.4) 0 −→ K −→ Td −→ C(∂Bd) −→ 0.
The isomorphism (5.1.3) is the natural one given by sending the image of Si in the quotient
to the coordinate function zi on ∂Bd. It follows that the essential norm ‖Mf‖e of an element
f ∈ Ad is given by
(5.1.5) ‖Mf‖e = sup
z∈Bd
|f(z)| , f ∈ Ad.
Another consequence of the above theorem is
(5.1.6) Td = spanAdA∗d
‖·‖
.
It is worth noting that for d =∞ equation (5.1.3) fails, because S is not essentially normal
in that case. There is a naturally defined ideal I ⊳ Td that contains K (and coincides with K
when d <∞) such that Td/I is commutative. This ideal I is given by
I = {A ∈ Td : lim
n→0
‖APEn‖ = 0},
where PEn is the orthogonal projection F+(E) → En. The counterpart of (5.1.3) still fails,
instead one has
T∞/I = C(B∞).
See [121, Example 3.6] for details.
5.2. Continuous multipliers versus Ad. It follows from (3.3.1) and (3.3.2) that Ad ⊆
C(Bd) ∩ Md. When d = 1 this containment is an equality, but for d > 1 the reverse
containment does not hold.
Indeed, in [65] it is proved that there is a sequence of continuous multipliers {ψk} such
that limk→∞ ‖ψk‖∞ = 0 while infk ‖Mψk‖e ≥ 1/2. It follows that (5.1.5) does not hold for
the multipliers ψk. Since ψk ∈ C(Bd) ∩Md, it follows that
(5.2.1) Ad ( C(Bd) ∩Md.
5.3. Nullstellensatz and approximation in homogeneous ideals.
Definition 5.3.1. Let B ⊆ O(Bd) be an algebra. An ideal J ⊳B is said to be a homogeneous
ideal if for every f ∈ J with homogeneous decomposition (3.5.1) and every n ∈ N, it holds
that fn ∈ J .
Definition 5.3.2. Let B ⊆ O(Bd) be an algebra and J ⊳ B an ideal. The radical of J is the
ideal √
J = {f ∈ B : ∃N. fN ∈ J}.
An ideal J is said to be a radical ideal if
√
J = J .
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If B ⊆ O(Bd) is an algebra and X ⊆ Bd is a set, denote
IB(X) = {f ∈ B : f
∣∣
X
≡ 0}.
For J ⊆ B denote
V (J) = {z ∈ Bd : ∀f ∈ J. f(z) = 0}.
Theorem 5.3.3 ([51], Theorem 6.12; [105], Theorem 2.1.30). Let B be either Ad equipped
with the norm topology, or Md equipped with the weak-∗ topology, and let J ⊳ B be a closed
homogeneous ideal. Then
(5.3.4)
√
J = IB(V (J)).
The above may be considered as a Nullstellensatz for homogeneous ideals in the algebra
B. Besides its intrinsic interest, it also immediately implies the following approximation-
theoretic result.
Theorem 5.3.5 ([51], Corollary 6.13; [105], Corollary 2.1.31). Let B be either Ad equipped
with the norm topology, or Md equipped with the weak-∗ topology, and let I be a radical
homogeneous ideal in C[z]. If f ∈ B vanishes on V (I), then f ∈ I.
In other words, if a function f ∈ Ad vanishes on a homogeneous variety V ⊂ Bd, then it
can be approximated in norm (and, consequently, uniformly) by polynomials that vanish on
V .
Remark 5.3.6. The results for B = Ad were obtained in [51], while the extension to B =Md
is from [105]. For brevity, this Section describes the results in the setting of either Ad orMd;
but — as the proof depends only on the fact that Ad and Md are algebras of multipliers on
a Hilbert function space with circular symmetry — similar results hold in a more general
setting, in particular in the setting of the ball algebra A(Bd) or H
∞(Bd) (see the [51, 105]
for further details). In the setting of non-homogeneous ideals, however, not much is known.
6. Model theory
The importance of the d-shift stems from the fact that it is a universal model for d-
contractions, in fact, the unique universal model for d-contractions. The results of 6.1 and
6.2 have become well known thanks to their appearance in [20], though these results and the
techniques that give them have been known before, at least in some form or other (see, e.g.,
[25, 26, 60, 95, 97, 99, 118]), and have been extended and generalized afterwards (see, e.g.,
[7, 11, 94, 101, 102]).
6.1. Universality of the d-shift among pure row contractions. Recall the notation
from Section 2.
Lemma 6.1.1. Let T be a pure d-contraction on a Hilbert space H. Then there exists an
isometry W : H → H2d ⊗DT such that for every multi-index α and all g ∈ DT = ∆TH,
(6.1.2) W ∗(zα ⊗ g) = T α∆g.
Proof. Fix a Hilbert space E with orthonormal basis {e1, . . . , ed}. In this proof, H2d and
F+(E) will be identified. Define an operator W : H → F(E)⊗DT by
Wh =
∞∑
n=0
d∑
i1,...,in=1
ei1 ⊗ · · · ⊗ ein ⊗∆T ∗in · · ·T ∗i1h.
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By purity, one has
‖Wh‖2 =
∞∑
n=0
d∑
i1,...,in=1
〈Ti1 · · ·Tin∆2T ∗in · · ·T ∗i1h, h〉
= lim
N→∞
N∑
n=0
〈(ΘnT (I)−Θn+1T (I))h, h〉
= 〈h, h〉 − lim
N→∞
〈ΘN+1T (I)h, h〉 = ‖h‖2.
From commutativity of T is follows that W maps H into F+(E) ⊗ DT . Finally, letting
g ∈ DT and h ∈ H , it holds that
〈W ∗(eα ⊗ g), h〉 =
∞∑
n=0
d∑
i1,...,in=1
〈eα ⊗ g, ei1 ⊗ · · · ⊗ ein ⊗∆T ∗in · · ·T ∗i1h〉
=
|α|!
α!
‖eα‖2〈T α∆g, h〉
= 〈T α∆g, h〉.
Identifying zα with eα gives (6.1.2).
If A is tuple of operators on G, a subspace K ⊆ G is said to co-invariant for A if K is
invariant for A∗, (equivalently, if AK⊥ ⊆ K⊥).
Theorem 6.1.3. Let T be a pure d-contraction on H. Then there exists a subspace K ⊂
H2d ⊗ DT that is invariant for S∗, such that T is unitarily equivalent to the compression of
S ⊗ IDT to K. To be precise, there is an isometry W : H → H2d ⊗DT such that W (H) = K
and
(6.1.4) T ∗ = W ∗
(
S∗ ⊗ IDT
)∣∣
K
W.
Proof. Let W be as in Lemma 6.1.1 and denote K = W (H). From (6.1.2) one finds
W ∗(S ⊗ IDT ) = TW ∗, thus (S ⊗ IDT )∗W = WT ∗. From this the invariance of K under
S∗ ⊗ IDT as well as (6.1.4) follow.
In particular, if one identifies H with K via W , then for every polynomial p ∈ C[z]
(6.1.5) p(T ) = PK(p(S)⊗ I)PK .
6.2. Drury’s inequality. The following facts are well known (see [114] or the chapter on
commutative dilation theory by C. Ambrozie and V. Mu¨ller in this Handbook):
(1) (von Neumann’s inequality [123]) For every contraction T and every polynomial p,
‖p(T )‖ ≤ sup
|z|≤1
|p(z)|.
(2) (Ando’s inequality [10]) For every pair of commuting contractions S, T and every
bivariate polynomial p,
‖p(S, T )‖ ≤ sup
|y|,|z|≤1
|p(y, z)|.
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(3) (Varopoulos’s example [119]) There exists a triple of commuting contractions R, S, T
and a polynomial in three variables p such that
‖p(R, S, T )‖ > sup
|x|,|y|,|z|≤1
|p(x, y, z)|.
Thus, the naive generalization of von Neumann’s inequality to the multivariate setting,
(6.2.1) ‖p(T )‖ ?≤ ‖p‖∞,Dk
for every k-tuple of commuting contractions, fails. The failure of von Neumann’s inequality
(6.2.1) in the multivariate setting, and the search for a suitable replacement that does work
for several commuting operators, have been and are still the subject of great interest. A
candidate for a replacement of von Neumann’s inequality was obtained by Drury in 1978
[60].
Theorem 6.2.2. Let T be a d-contraction. Then for every matrix valued polynomial p ∈
C[z1, . . . , zd]⊗Mk(C),
(6.2.3) ‖p(T )‖ ≤ ‖p(S)‖.
Proof. It is enough to prove this inequality for rT instead of T , for all r ∈ (0, 1). But as rT
is pure, the inequality ‖p(rT )‖ ≤ ‖p(S)‖ is a direct consequence Theorem 6.1.3 (or equality
(6.1.5)).
When d = 1 then the above theorem reduces to von Neumann’s inequality. When d = 2
then the above theorem fundamentally differs from Ando’s inequality: one cannot replace
the right hand side by multiple of the sup norm of p on the ball (cf. Theorem 3.7.1).
6.3. Universality of the d-shift among d-contractions. The model theory for d-contractions
reached final form in [20, Theorem 8.5], and is presented in Theorem 6.3.3 below. For a pre-
cise formulation additional terminology is required.
Definition 6.3.1. Let A be a tuple of operators on a Hilbert space G and K a subspace of
G which is co-invariant for A. K is said to be full if
G = [C∗(1, A)K].
Definition 6.3.2. A spherical unitary is a d-tuple Z of commuting normal operators such
that
∑
i ZiZ
∗
i = 1.
Fix d ∈ {1, 2, . . . ,∞}. Given n ∈ {0, 1, 2, . . . ,∞}, one denotes by n · S the direct sum
of S with itself n times acting on n · H2d . Given a spherical unitary Z = (Z1, . . . , Zd) on a
Hilbert space HZ , one writes n · S ⊕ Z for the d-contraction
(S1 ⊕ · · · ⊕ S1︸ ︷︷ ︸
n times
⊕Z1, . . . , Sd ⊕ · · · ⊕ Sd︸ ︷︷ ︸
n times
⊕Zd)
onH2d ⊕ · · · ⊕H2d︸ ︷︷ ︸
n times
⊕HZ . The case where n = 0 or Z represents the nil operator is also alowed.
Theorem 6.3.3. Let d <∞ and let T be a d-contraction on a separable Hilbert space. Then
there is an n ∈ {0, 1, 2, . . . ,∞}, a spherical unitary Z on HZ , and subspace K ⊆ n ·H2⊕HZ
that is co-invariant and full for n·S⊕Z, such that T is unitarily equivalent to the compression
of n · S ⊕ Z to K.
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The triple (n, Z,K) is determined uniquely, up to unitary equivalence, by the unitary
equivalence class of T . Moreover, Z is the nil operator if and only if T is pure, and n =
rank(T ).
Proof. The main ingredient of the proof is a combination of Arveson’s extension theorem
[16] and Stinespring’s dilation theorem [111]. This method has appeared first in [17], and
has been reused many times to obtain many dilation theorems. It runs as follows.
Suppose that T acts on H . By Theorem 6.2.2, the map Si 7→ Ti extends to a unital
completely contractive homomorphism Ψ : Ad → B(H). By Arveson’s extension theorem
[16, Theorem 1.2.9], Ψ extends to a unital completely positive map Ψ : Td → B(H). By
Stinespring’s theorem [111], there is a Hilbert space G, an isometry V : H → G, and a
∗-representation π : Td → B(G) such that
Ψ(X) = V ∗π(X)V , X ∈ Td,
and such that G = [π(Td)V H ]. The space K = V H is full and co-invariant for π(S), and V
implements a unitary equivalence between T and a compression of π(S).
Using Theorem 5.1.2, basic representation theory (see [19]) shows that π breaks up as a
direct sum π = πa⊕πs, where πa is a multiple of the identity representation and πs annihilates
the compacts. It follows that πa(S) = n · S, that Z := πs(S) is a spherical unitary, and that
π(S) = n · S ⊕ Z dilates V TV ∗. That shows that a model as stated in the first part of the
proof exists. The remaining details are omitted.
Remark 6.3.4. The above theorem and proof are also valid in the case d = ∞, with the
important change that Z is not longer a spherical unitary, but merely a commuting tuple
satisfying
∑
ZiZ
∗
i = 1. In particular, Z is not necessarily normal, hence in this case the
model reveals far less than in the d <∞ case.
Theorem 6.3.3 implies the following subnormality result due originally to A. Athavale [25].
Corollary 6.3.5. Let T be a commuting d-tuple (d < ∞) on a Hilbert space such that
T ∗1 T1 + . . .+ T
∗
dTd = 1. Then T is subnormal.
6.4. Uniqueness of the d-shift. The d-shift serves as a universal model for pure row
contractions (Theorems 6.1.3 and 6.2.2). For d > 1, and in contrast to the case d = 1, the
d-shift turns out to be the unique model for pure row contractions in the following sense.
Theorem 6.4.1 ([20], Lemma 7.14; see also [106]). Suppose d ≥ 2, let T be a d-contraction
acting on H, and let K ⊆ H be a subspace such that the compressed tuple PKTPK is unitarily
equivalent to the d-shift. Then K reduces T .
For additional uniqueness and maximality properties of the d-shift, see [20, Section 7].
6.5. The noncommutative setting. The methods used above to show that S is a universal
model for d-contractions work in a greater generality, to provide various universal models
for tuples of operators satisfying certain constraints.
The key to these results is to examine what happens to the proof of Lemma 6.1.1 when
a row contraction T satisfies more, or less, assumptions other than the assumption of being
a commuting tuple. When T satisfies no assumptions besides that it be a row contraction,
then the range of W appearing in the proof of the lemma might be larger than F+(E). Thus
the commutative d-shift S has to be replaced by the noncommutative d-shift L on F(E).
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A tuple V = (V1 . . . , Vd) on a Hilbert space G is said to be a row isometry if V
∗
i Vj = δijIG
for all i, j, which means that all the Vis are isometries with mutually orthogonal ranges. A
row isometry is said to be of Cuntz type if
∑
ViV
∗
i = IG (the convergence being understood
as strong operator convergence in the case d =∞). Applying the same reasoning one obtains
the following theorem of J. Bunce [38], A. Frazho [69] and G. Popescu [97], which is a natural
generalization of the Sz.-Nagy isometric dilation theorem [112].
Theorem 6.5.1. Let d ∈ {1, 2, . . . ,∞} and let T be a row contraction on a separable Hilbert
space. Let L be the noncommutative shift acting on F(E), where dimE = d. Then there
is an n ∈ {0, 1, 2, . . . ,∞}, a row isometry V of Cuntz type acting on HV , and a subspace
K ⊆ n · F(E) ⊕ HZ that is co-invariant and full for n · L ⊕ V , such that T is unitarily
equivalent to the compression of n · L⊕ V to K.
The triple (n, V,K) is determined uniquely, up to unitary equivalence, by the unitary
equivalence class of T . Moreover, V is the nil operator if and only if T is pure, and n =
rank(T ).
6.6. Constrained dilations. The universality of the commutative and noncommutative
d-shifts (Theorems 6.3.3 and 6.5.1) can be interpreted in the following way.
Fix d and let E be a d-dimensional Hilbert spaces with fixed orthonormal basis {e1, . . . , ed},
giving rise to the noncommutative d-shift L = (L1, . . . , Ld). Let C〈z〉 = C〈z1, . . . , zd〉 denote
the free algebra in d variables. Let C be the commutator ideal in C〈z〉, that is, the ideal
generated by fg − gf , where f, g ∈ C〈z〉. Note that C〈z〉/C = C[z]. Now consider the
closed subspace [C] in F(E) (here C〈z〉 is identified with a dense subspace of F(E) in the
natural way). Then [C] is an invariant subspace for L, and F+(E) = [C]⊥. Recall also that
S = PF+(E)LPF+(E).
The noncommutative d-shift L is a universal for row contractions, and the commutative d-
shift S is universal for commuting row contractions. Now, a row contraction T is commuting
if and only if it satisfies the relations in C, that is, p(T ) = 0 for every p ∈ C. Thus the above
discussion can be summarized in the following way: the universal model for row contractions
which satisfy the relations in C is obtained by compressing L to F+(E) = [C]⊥.
Popescu discovered that the same holds when C is replaced by an arbitrary ideal J ⊳
C〈z〉: using more or less the same methods as above one obtains a universal model for row
contractions satisfying the relations in J by compressing the noncommutative d-shift L to
the co-invariant subspace FJ = [J ]⊥. See [101] for details; similar results for special classes
of ideals appear in [36, 110].
6.7. Constrained dilations in the commutative case. The results of [101] discussed in
the previous paragraph can be compressed to the commutative case, yielding the following
model theory for d-contraction satisfying polynomial relations.
For J ⊳ C[z1, . . . , zd] an ideal in the algebra of d-variable (commutative) polynomials, let
[J ] be its closure in H2d , and denote FJ = [J ]⊥ and SJ = PFJSPFJ . The tuple SJ gives FJ
the structure of a Hilbert module, and it can be identified naturally with the quotient of H2d
by the submodule [J ].
A row contraction V is said to be of Cuntz type if
∑
ViV
∗
i = 1.
Theorem 6.7.1. Fix d, and let J ⊳ C[z1, . . . , zd] be an ideal. Let T be a d-contraction such
that p(T ) = 0 for every p ∈ J . Then there is a cardinal n, a row contractions V of Cuntz type
on HV satisfying p(V ) = 0 for all p ∈ J , and subspace K ⊆ n · FJ ⊕HZ that is co-invariant
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and full for n · SJ ⊕ V , such that T is unitarily equivalent to the compression of n · SJ ⊕ V
to K.
Moreover, V is the nil operator if and only if T is pure, and n = rank(T ).
Remark 6.7.2. Under some additional conditions (for example, if J is a homogeneous
ideal) the triple (n, V,K) is determined uniquely, up to unitary equivalence, by the unitary
equivalence class of T .
Remark 6.7.3. For non-pure d-contractions the above model may not be very effective,
since there is not much information on what V looks like. It can be shown, however, that if
SJ is essentially normal (equivalently, if FJ is an essentially normal Hilbert module) then V
is a normal tuple with spectrum in V (J) ∩ ∂Bd.
6.8. Other commutative models. See the the chapter on commutative dilation theory
by C. Ambrozie and V. Mu¨ller in this Handbook for a systematic construction of alternative
models, given either by weighted shifts or by multiplication operators on spaces of analytic
functions, which include the d-shift as a special case.
6.9. Noncommutative domains. In a different direction of generalization, G. Popescu
obtained universal models for tuples satisfying a variety of different norm constraints, which
include the row contractive condition as a special case [102]. For example, under some
assumptions on the coefficients aα, Popescu obtains a model for all tuples T which satisfy∑
α
aαT
αT α∗ ≤ I.
6.10. Commutant lifting. The classical Sz.-Nagy and Foias model theory [114] finds some
of its most profound applications via the commutant lifting theorem [113] (see also [70]). It
is natural therefore to expect a commutant lifting theorem in the setting of the model of 6.3.
The following theorem is due to Ball, Trent and Vinnikov [33] (see also [8]).
Theorem 6.10.1 ([33], Theorem 5.1). Let K1 and K2 be Hilbert spaces. For i = 1, 2, suppose
that Mi ⊆ H2d ⊗Ki is co-invariant for S ⊗ IKi. Suppose that X ∈ B(M1,M2) satisfies
X∗(S ⊗ IK2)∗
∣∣
M2
= (S ⊗ IK1)∗X∗.
Then there exists Φ ∈Md(K1, K2) such that
(1) M∗Φ
∣∣
M2
= X∗,
(2) ‖MΦ‖ = ‖X‖.
Theorem 6.10.1 provides a commutant lifting result for the model of 6.3 only in the case
where Z is the nil operator. The following theorem of K. Davidson and T. Le handles the
non-pure case. If T is a d-contraction and T˜ = n · S ⊕ Z is the dilation given by Theorem
6.3.3 on H˜ = n · H2d ⊕ HZ , then one may consider H as a subspace of H˜ and T as the
co-restriction of T˜ to H .
Theorem 6.10.2 ([47], Theorem 1.1). Suppose that T = (T1, . . . , Td) is a d-contraction on
a Hilbert space H, and that X is an operator on H that commutes with T1, . . . , Tn. Let
T˜ = (T˜1, . . . , T˜d) on H˜ denote the dilation of T on provided by Theorem 6.3.3. Then there
is an operator Y on H˜ that commutes with each T˜i for i = 1, . . . , d, such that
(1) Y ∗
∣∣
H
= X∗ .
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(2) ‖Y ‖ = ‖X‖.
Remark 6.10.3. There is also a commutant lifting theorem in the setting of 6.5 (see [97,
Theorem 3.2]), and this commutant lifting theorem can be “compressed” down to co-invariant
subspaces of L, giving rise to a commutant lifting theorem (for pure row contractions) in the
constrained setting of 6.6. In particular one can obtain Theorem 6.10.1 above as a bi-product
of the noncommutative theory in this way (see [47, Section 3] or [101, Theorem 5.1]).
7. Interpolation theory and function theory on subvarieties
7.1. Zero sets and varieties.
Definition 7.1.1. Let F be a space of functions on a set X. Then a set Y ⊆ X is said to
be a zero set for F if there is an f ∈ F such that Y = {x ∈ X : f(x) = 0}. Y is said to be
a weak zero set if it is the intersection of zero sets.
As Md ⊆ H2d , every zero set of Md is a zero set of H2d . In the converse direction all that
is known is the following.
Theorem 7.1.2. If V ⊆ Bd is a zero set for H2d , then it is a weak zero set for Md.
Proof. See [3, Theorem 9.27], where this result is proved for any complete Pick Hilbert
function space and its multiplier algebra.
Definition 7.1.3. Say that V is a variety in Bd if it is is a weak zero set of Md, that is, if
it is defined as
V = V (F ) := {λ ∈ Bd : f(λ) = 0 for all f ∈ F},
for some F ⊆Md.
Remark 7.1.4. By Theorem 7.1.2, replacing H2d byMd would lead to an equivalent defini-
tion.
Remark 7.1.5. This is not the usual definition of analytic variety, as only subsets F ⊆Md
are allowed. Considering the familiar case d = 1 shows that the above definition is more
restrictive than the usual one: any discrete set in D is an analytic variety, but only sequences
satisfying the Blaschke condition can be zero sets of functions in H∞(D) =M1 [71, Section
II.2]).
It is immediate that if J is the wot-closed ideal generated by F , then V (F ) = V (J).
Given X ⊆ Bd, denote by JX the wot-closed ideal
JX = {f ∈Md : f(x) = 0 for all x ∈ X}.
Then JX = JV (JX).
For X ⊆ Bd, denote by HX = span{kx : x ∈ X}.
Lemma 7.1.6 ([51], Lemma 5.5). If J is a radical homogeneous ideal in C[z], then
HV (J) = FJ := H2d ⊖ J.
Lemma 7.1.7 ([52], Section 2). If V ⊆ Bd is a variety and X is a set, then V = V (JV ) and
HX = HV (JX).
V (JX) is the smallest variety containing X , thus the final assertion of the above lemma
can be rephrased to say that the space HX does not change when one replaces X by its
“Zariski closure”.
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7.2. The complete Pick property.
Definition 7.2.1. Let H be a Hilbert function space on X, and let KH be its kernel. Then
H said to have the complete Pick property if the following two conditions are equivalent:
(1) For all m,n ∈ N, all n points x1, . . . , xn ∈ X and all matrices W1, . . . ,Wn ∈Mm(C),
there is a contractive operator valued multiplier Φ ∈ Mult(H) ⊗ Mm(C) such that
Φ(xi) = Wi for all i = 1, . . . , n,
(2) The following mn×mn matrix is positive semi-definite:
(7.2.2)
[
(I −WjW ∗i )KH(xj, xi)
]n
i,j=1
≥ 0.
If H has the complete Pick property then it is said to be a complete Pick space, the kernel
KH is said to be a complete Pick kernel, and the multiplier algebra Mult(H) is said to be
a complete Pick algebra. Some researchers use the term complete Nevanlinna-Pick kernel
instead of complete Pick kernel, etc. The terminology comes from the fact that, if m = 1, H
is the Hardy space on the disc H2(D) and KH is the Szego˝ kernel s(z, w) = 1
1−zw
, then (7.2.2)
is the necessary and sufficient condition given by Pick’s classical interpolation theorem [71,
Theorem I.2.2].
The reader is referred to [3] for background and complete treatment of interpolation prob-
lems of this sort.
Remark 7.2.3. One may also consider the operator valued Pick property, where the matrices
W1, . . . ,Wn ∈ Mm(C) in the above definition are replaced with an n-tuple of operators on
some Hilbert space K, and the required Φ is a B(K) valued function on X multiplying H⊗K
into itself. However, it can be shown that the operator valued Pick property is equivalent to
the complete Pick property.
In any Hilbert function space (7.2.2) is a necessary condition for the existence of a con-
tractive multiplier Φ that satisfies Φ(xi) = Wi for all i = 1, . . . , n [3, Theorem 5.8]. Complete
Pick spaces are the spaces in which (7.2.2) is also a sufficient condition.
Theorem 7.2.4. The Drury-Arveson space H2d has the complete Pick property.
Proof. This theorem has several proofs.
A Hilbert function space theoretic proof was given by J. Agler and J. McCarthy [2] (fol-
lowing works of McCullough [90] and Quiggin [104]). In fact [2] characterizes all complete
Pick kernels, showing that an irreducible kernel KH is a complete Pick kernel if and only if
for any finite set x1, . . . , xn, the matrix[
1
KH(xj , xi)
]n
i,j=1
has exactly one positive eigenvalue. The kernel (3.2.1) is easily seen to satisfy this property.
A proof based on the commutant lifting theorem 6.10.1 was given by Ball, Trent and
Vinnikov [33, p. 118] (see also [15] for a proof via noncommutative commutant lifting). The
proof, based on a deep idea which goes back to [108], runs as follows.
Let x1, . . . , xn ∈ Bd and W1, . . . ,Wn ∈ Mm(C) be as in Definition 7.2.1. Put H = Cm,
and define
N1 = span{kxi ⊗ h : i = 1, . . . , n; h ∈ H}
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and
N2 = span{kxi ⊗W ∗i h : i = 1, . . . , n; h ∈ H}.
By (3.8.2), N1 and N2 are co-invariant. Now define X : N2 → N1 to be the adjoint of the
operator X∗ : N1 → N2 defined by
X∗(kxi ⊗ h) = kxi ⊗W ∗i h , i = 1, . . . , n; h ∈ H.
It is clear that X∗(S⊗I)∗∣∣
N1
= (S⊗I)∗X∗, and the condition (7.2.2) implies that ‖X∗‖ ≤ 1.
By Theorem 6.10.1 there exists a contractive multiplier Φ ∈Md(H) satisfying M∗Φ
∣∣
N1
= X∗.
Since
M∗Φkxi ⊗ h = kxi ⊗ Φ(xi)∗h
for all h ∈ H , it follows that Φ(xi) = Wi.
An alternative proof is provided in [33, p. 108] (see also [64]) using what is sometimes
called “the lurking isometry” argument. The main idea is that (7.2.2) is used to construct
directly a unitary as in (3.8.6) which realizes the interpolating multiplier by formula (3.8.7).
Finally, there is also a proof that passes through the noncommutative setting via a distance
formula, found independently by K. Davidson and D. Pitts [48] and by A. Arias and G.
Popescu [15]. The roots of this proof can also be traced back to [108]. Here are a few details
of the proof, compressed to the commutative setting.
Suppose that (7.2.2) holds, and for simplicity assume that W1, . . . ,Wn are all in C. It is
easy to see that there is some function f ∈ Md that satisfies f(xi) = Wi for i = 1, . . . , n.
The norm of f could be anything, but it can be modified by adding a function vanishing on
{x1, . . . , xn}. Let J be the ideal
J = {g ∈Md : g(xi) = 0, i = 1, . . . , n}.
If h is another multiplier satisfying h(xi) = Wi for i = 1, . . . , n, then there is some g ∈ J such
that h = f + g. Thus, there is a multiplier h ∈ Md satisfying ‖h‖ ≤ 1 and h(xi) = Wi for
i = 1, . . . , n if and only if infg∈J ‖f + g‖ = dist(f, J) ≤ 1. By the Arias-Popescu/Davidson-
Pitts distance formula alluded to above ([15, Proposition 1.3] and [48, Theorem 2.1]),
(7.2.5) dist(f, J) = ‖PNMfPN‖,
where N = [J ]⊥ = span{kxi : i = 1, . . . , n}. A computation now shows that ‖PNMfPN‖ ≤ 1
is equivalent to (7.2.2).
Remark 7.2.6. The second and fourth proofs described above (using commutant lifting
or the distance formula) generalize easily to give additional interpolation theorems for the
algebraMd, such as Carathe´odory interpolation (see [15, 48]). The third proof (the “lurking
isometry” argument) can be used to obtain interpolation results in other algebras of functions
(for example H∞(D2)), and further results as well (see [1, 31]). The first proof is based on
the characterization of complete Pick kernels, from which it follows that the kernel (3.2.1)
of the space H2d plays a universal role; this is discussed in the next paragraph.
7.3. The universal kernel. For d ∈ {1, 2, . . . ,∞}, the notation kd will be used below to
denote the kernel (3.2.1) of H2d , to emphasize the dependence on d.
Definition 7.3.1. Let H be an Hilbert function space on a set X with kernel KH. The
kernel KH is said to be irreducible if
(1) For every x 6= y in X, KHx = KH(·, x) and KHy = KH(·, y) are linearly independent.
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(2) For all x, y ∈ X, KH(x, y) 6= 0.
It is a fact that every (complete) Pick kernel can be broken up into irreducible pieces [3,
Lemma 7.2].
Definition 7.3.2. If H is a Hilbert function space on X with kernel KH and µ : X → C is
a non-vanishing function, then one denotes by µH the Hilbert function space {µf : f ∈ H}.
Remark 7.3.3. The kernel of µH is given by
KµH(x, y) = µ(x)µ(y)KH(x, y).
It follows from this that H and µH have identical multiplier algebras, meaning that the set
of multipliers is the same and that the multiplier norm is also the same.
Agler and McCarthy showed that H2d is a universal complete Pick space in the sense of
the following theorem.
Theorem 7.3.4 ([2], Theorem 4.2). Let H be a Hilbert function space with an irreducible
kernel KH. Then KH is a complete Pick kernel if and only if there is a cardinal number
d ≤ ℵ0, an injective function f : X → Bd and a non-vanishing function δ : X → C such that
(7.3.5) KH(x, y) = δ(x)δ(y)kd(f(x), f(y)) =
δ(x)δ(y)
1− 〈f(x), f(y)〉 .
Moreover, if this happens, then the map KHx 7→ δ(x)kdf(x) is an isometry from H onto a
subspace of δ ◦ f−1H2d .
A consequence of this result is that every for complete Pick space H, there is cardinal
number 1 ≤ d ≤ ∞ and a variety V ⊆ Bd such that Mult(H) is completely isometrically
isomorphic to the restriction algebra MV = {f
∣∣
V
: f ∈Md} (see Theorem 8.4.1 below).
7.4. Generalized interpolation problems. For further results on interpolation in H2d see
[27] and the reference therein; for interpolation in a broader framework including Drury-
Arveson space see [32].
8. Submodules, quotient modules and quotient algebras
8.1. Submodules and quotients. Let K be Hilbert space. A subspace L ⊆ H2d ⊗K that
is invariant under S⊗ IK is a Hilbert module over C[z] in its own right, and is referred to as
a submodule of H2d ⊗K. Algebraically, this determines a quotient module H2d ⊗K/L. The
quotient module can be normed using the quotient norm, making it a Hilbert module.
Put N = L⊥. As N is co-invariant for S ⊗ IK , it is also a Hilbert module determined by
the action of T = PNSPN . The Hilbert modules H
2
d ⊗K/L and N are unitarily equivalent.
A natural problem is to determine all submodules and all quotients of H2d ⊗K. This is a
fundamental problem, since, by Theorem 6.1.3, every pure contractive Hilbert module is a
quotient of H2d ⊗K for some K. The case K = C is the best understood.
25
8.2. Invariant subspaces of H2d and ideals. In [49, Theorem 2.1] it was shown that there
is a bijective correspondence between two sided wot-closed ideals in Ld and subspaces of
Fd which are invariant under L and also under the right shift. The bijective correspondence
is the map sending an ideal J to its range space [JFd] = [J · 1]. The following two theorems
concerning ideals and invariant subspaces in Md follow from this bijective correspondence
together with 4.4 and 4.9 (see [52, Section 2] for some details).
Denote by Lat(Md) and Id(Md) the lattices of the closed invariant subspaces of Md and
the wot-closed ideals in Md, respectively.
Theorem 8.2.1. Define a map α : Id(Md) → Lat(Md) by α(J) = [J · 1]. Then α is a
complete lattice isomorphism whose inverse β is given by
β(K) = {f ∈Md : f · 1 ∈ K}.
Theorem 8.2.2. If J is wot-closed ideal inMd with α(J)⊥ = N , thenMd/J is completely
isometrically isomorphic and weak-∗ homeomorphic to PNMdPN .
8.3. Quotients of H2d and quotients of Md associated to varieties. Let V ⊆ Bd be a
variety (see Section 7.1). The space HV can be considered as a Hilbert function space on
V , and its multiplier algebra Mult(HV ) is an algebra of functions on V . Denote MV = {g :
V → C : ∃f ∈ Md. f
∣∣
V
= g}. Using Theorems 7.2.4 and 8.2.2 the following theorem is
deduced.
Theorem 8.3.1. Let V ⊆ Bd be a variety. Then HV = [JV · 1]⊥, and
Mult(HV ) =MV ∼=Md/JV ∼= PHVMdPHV
where ∼= denotes completely isometric and wot-continuous isomorphisms, given by
f
∣∣
V
←→ f + JV ←→ PHVMfPHV .
8.4. The universal complete Pick algebra. Theorems 7.3.4 and 8.3.1 imply the following
result.
Theorem 8.4.1. Let H be a separable, irreducible complete Pick Hilbert function space on a
set X. Then there is a cardinal d ∈ {1, 2, . . . ,ℵ0} and a variety V ⊆ Bd such that Mult(H) is
completely isometrically isomorphic to MV . The variety V can be chosen to be the smallest
variety containing f(X), where f is the as in Theorem 7.3.4.
8.5. Maximal ideal spaces. Being commutative Banach algebras, the algebras MV are
determined to a very a large extent by their maximal ideal space M(MV ), that is, the space
of complex homomorphism from MV to C. Elements of M(MV ) are also referred to as
characters. The full maximal ideal space is too big to be tractable — it is the space of
wot-continuous characters that is amenable to analysis (see Section 11).
Theorem 8.5.1 ([49], Theorem 3.3; [52], Proposition 3.2). Let V ⊆ Bd be a variety. There
is a continuous projection π : M(MV )→ Bd given by
π(ρ) = (ρ(S1), . . . , ρ(Sd)) , ρ ∈M(MV ).
For each λ ∈ V there is a character ρλ ∈ π−1(λ) given by
ρλ(f) = f(λ) = 〈Mfkλ, kλ〉/‖kλ‖2 , f ∈MV .
ρλ is wot-continuous and every wot-continuous character arises this way.
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If d < ∞, then π(M(MV )) ∩ Bd = V , π−1(v) = {ρv} for all v ∈ V , and π
∣∣
pi−1(V )
is a
homeomorphism.
In the case MV = Md (i.e., the case V = Bd), π is onto Bd, and for every λ ∈ ∂Bd the
fiber π−1(λ) is canonically homeomorphic to the fiber over 1 in M(H∞(D)).
Remark 8.5.2. It was previously believed that the part “π(M(MV )) ∩ Bd = V , π−1(v) =
{ρv} for all v ∈ V , and π
∣∣
pi−1(V )
is a homeomorphism” holds also for d =∞, because in the
statement of Theorems 3.2 and 3.3 from [49] the condition d <∞ does not appear. However,
those theorems are false for d =∞, and there exist counterexamples showing that, in general
π(M(MV )) ∩ Bd may strictly contain V , and that π−1(v) might be bigger than {ρv} (see
[46]).
8.6. Beurling type theorems. In [91] S. McCullough and T. Trent obtained the following
generalization of the classical Beurling-Lax-Halmos theorem [35, 78, 87].
Theorem 8.6.1 ([91]). Let L be a subspace of H2d ⊗K. The following are equivalent.
(1) L is invariant under S ⊗ IK.
(2) L is invariant under Md ⊗ IK .
(3) There is an auxiliary Hilbert space K∗ and Φ ∈ Md(K∗, K) such that MΦM∗Φ is the
projection onto L and L =MΦ(H2 ⊗K∗).
Actually, a version of this theorem holds in any complete Pick space [91], thus in par-
ticular it holds for quotients of H2d of the type HV considered in Section 8.3. In [4, 5, 37]
finite dimensional invariant subspaces of S∗ ⊗ IK were studied, and further information was
obtained.
Since MΦM
∗
Φ is a projection, MΦ is a partial isometry. A multiplier Φ for which MΦ is
a partial isometry is called an inner function. When d = dimK = 1, it can be shown that
(unless L is trivial) K∗ can be chosen to be one dimensional and Φ can be chosen so thatMΦ
is an isometry. In this case Φ is a scalar valued function on the disc which has absolute value
1 a.e. on the circle, i.e. an inner function in the classical sense, and one recovers Beurling’s
theorem [35] (see [71, Chapter II]).
Theorem 8.6.1 was obtained by Arveson in the case where dimK = 1 [21, Section 2].
In this case Φ ∈ Md(K∗,C), and this means that there is a sequence {φn}dimK∗n=0 such that
PL =
∑
MφnM
∗
φn
and L =
∑
MφnH
2
d (just put φn = Φn(1⊗en) where {en} is an orthonormal
basis for K∗). Now ∑
|φn(z)|2‖kz‖2 = 〈
∑
MφnM
∗
φnkz, kz〉 ≤ ‖kz‖2,
so sup‖z‖<1
∑ |φn(z)|2 ≤ 1. In particular, for every n, φn ∈ H∞(Bd), and therefore the
radial limit φ˜n(w) = limrր1 φn(rw) exists for a.e. w ∈ ∂Bd (in fact the limit exists through
much larger regions of convergence, see [107, Theorem 5.6.4]). Arveson raised the problem
of whether or not
∑
n |φ˜n(w)|2 = 1 for a.e. w ∈ ∂Bd. This problem was solved by D. Greene,
S. Richter and C. Sundberg [73].
For every λ ∈ Bd, let Eλ : H2d ⊗K → K denote the point evaluation functional Eλf ⊗ k =
f(λ)k.
Theorem 8.6.2 ([73]). Let K be a separable Hilbert space, let L be an invariant subspace
of H2d ⊗K, and let K∗ and Φ be as in Theorem 8.6.1. If d <∞, then for a.e. w ∈ ∂Bd, the
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radial limit Φ˜(w) := limrր1Φ(rw) exists and is a partial isometry with
(8.6.3) rankΦ(w) = sup
λ∈Bd
dim(EλL).
In particular, if dimK = 1, then for a.e. w ∈ ∂Bd
(8.6.4)
∑
n
|φ˜n(w)|2 = 1.
8.7. Rigidity phenomena. Recall that Beurling’s theorem says that every submodule of
H2(D) has the form φH2(D), where φ is an inner function. Theorems 8.6.1 and 8.6.2 show
that a very similar result holds for submodules of H2d , thereby providing a strong analogy
between the submodule theories of H2(D) and H2d . On the other hand, there are some big
differences as well. For example, a consequence of Beurling’s theorem is that every two
submodules of H2(D) are unitarily equivalent; the following theorem of K. Guo, J. Hu and
X. Xu shows that for d ≥ 2, the situation with submodules of H2d is almost the opposite.
Theorem 8.7.1 ([74], Section 5; [41], Section 6). Let M and N be submodules of H2d , d ≥ 2.
Consider the following conditions.
(1) M or N is the closure of a polynomial ideal,
(2) M ⊆ N .
Under the assumption that one of the above conditions holds, if M is unitarily equivalent to
N , then M = N .
9. The curvature invariant of a contractive Hilbert module
9.1. The curvature invariant. In [21] Arveson introduced a numerical invariant for con-
tractive Hilbert modules of finite rank, the curvature invariant.
Let d < ∞, and fix a contractive Hilbert module of finite rank d. Recall that this means
that there is a d contraction T on H such that rankH := rank(T ) = dim∆H < ∞, where
∆ = ∆T =
√
I −∑TiT ∗i . For z ∈ Bd, define the operator valued functions
T (z) = z1T1 + . . . zdTd,
and
F (z) = ∆(1− T (z)∗)−1(1− T (z))−1∆.
For z, F (z) is an operator on the finite dimensional space ∆H , hence has a trace.
Lemma 9.1.1 ([21], Theorem A). For almost every w ∈ ∂Bd the limit
(9.1.2) κ0(w) = lim
rր1
(1− r2) traceF (rw)
exists and satisfies 0 ≤ κ0(w) ≤ rank(H).
Definition 9.1.3. The curvature invariant of H is defined to be
(9.1.4) κ(H) =
∫
∂Bd
κ0(w)dσ(w),
where σ is normalized area measure on the sphere.
One also writes κ(T ) for the curvature of H . From (9.1.2), κ(H) is a real number between
0 and rank(H).
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Theorem 9.1.5 ([21], Theorem 2.1). Suppose that H is a pure contractive Hilbert module of
finite rank. Then κ(H) = rank(H) if and only if H is unitarliy equivalent to the free Hilbert
module H2d ⊗∆H of rank rank(H).
The curvature invariant is evidently invariant under unitary equivalence. The above the-
orem shows that the curvature contains non-trivial operator theoretic information. Arveson
used the curvature invariant to prove the dimK = 1 case of Theorem 8.6.2 for the case where
the submodule L contained a polynomial [21, Theorem E].
9.2. The Euler characteristic. The analytically defined curvature invariant is closely tied
to an algebraic invariant called the Euler characteristic.
If H is a finite rank contractive Hilbert module, then the linear space
MH = {p · ξ| p ∈ C[z], ξ ∈ ∆H}
is a finitely generated Hilbert module over the ring C[z]. By Hilbert’s syzygy theorem [61,
Corollary 19.8] there is a finite free resolution
(9.2.1) 0→ Fn → . . .→ F2 → F1 →MH → 0
where each Fk is the (algebraic) module direct sum of βk copies of C[z].
Definition 9.2.2. The Euler characteristic of H is defined by
χ(H) =
n∑
k=1
(−1)k+1βk.
Remark 9.2.3. One can show that χ(H) does not depend on the choice of free resolution
(9.2.1).
Theorem 9.2.4. 0 ≤ κ(H) ≤ χ(H) ≤ rank(H).
9.3. Graded modules and Arveson’s “Gauss-Bonnet” theorem. A Hilbert module
H is said to be graded if there exists a strongly continuous unitary representation Γ of the
circle T = {z ∈ C : |z| = 1} on H such that
Γ(λ)TkΓ(λ)
−1 = λTk k = 1, . . . , d, λ ∈ T.
Denoting Hn = {h ∈ H : Γ(λ)h = λnh}, one obtains the decomposition
(9.3.1) H = . . .H−1 ⊕H0 ⊕H1 ⊕H2 ⊕ . . . ,
and every operator Tk is of degree one in the sense that TkHn ⊆ Hn+1. The existence of a
representation of T should be thought of as a kind of minimal symmetry that H possesses.
The Hilbert module H2d ⊗ K is a graded Hilbert module, and the decomposition (9.3.1)
is the natural one induced by the degree of polynomials (there are no negatively indexed
summands in the grading of H2d ⊗K). If I ⊳C[z] is a homogeneous ideal, then its closure in
H2d is also a graded contractive Hilbert module.
Theorem 9.3.2 ([21], Theorem B). Let H be a contractive, pure, finite rank and graded
Hilbert module. Then
(9.3.3) κ(H) = χ(H).
In particular, the curvature is an integer.
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In [68, Theorem 18] the above theorem was generalized to quotients of H2d ⊗ Cr by poly-
nomially generated submodules.
9.4. Integrality of the curvature invariant. Theorem 9.3.2 naturally raised the question
whether the curvature invariant is always an integer. Using Theorem 8.6.2, Greene, Richter
and Sundberg proved that this is so.
Recall that if H is a pure, contractive Hilbert module then, by Theorem 6.1.3, H can be
identified with the quotient of H2d ⊗K by a submodule L, where dimK = rank(H).
Theorem 9.4.1 ([73]). Let H be a pure, contractive Hilbert module of finite rank. Then
κ(H) = rank(H)− sup
λ∈Bd
dim(EλL).
In particular, κ(H) is an integer.
9.5. The curvature as index. The following theorem of J. Gleason, S. Richter and C.
Sundberg exhibits the curvature invariant as the index of a Fredholm tuple (for more details
on spectral theory and Fredholm theory of commuting d-tuples, see the chapter on multi-
parameter spectral theory by V. Mu¨ller in this Handbook).
Theorem 9.5.1 ([72], Theorem 4.5). Let T be a pure d-contraction of finite rank. Denote
the essential spectrum of T by σe(T ). Then σe(T ) ∩ Bd is contained in an analytic variety,
and for all λ ∈ Bd \ σe(T ) the tuple T − λ = (T1 − λ1, . . . , Td − λd) is Fredholm, and
κ(T ) = (−1)d ind(T − λ).
This theorem implies that the curvature invariant is stable under compact perturbations:
Corollary 9.5.2. Let T and T ′ be two pure d-contractions of finite rank. If Ti − T ′i is
compact for all i, then κ(T ) = κ(T ′).
9.6. Generalizations. The curvature invariant has also been defined for row contractions
which are not necessarily commutative [86, 100], and this notion has been generalized further
for completely positive maps [93]. An extension to the setting where row-contractivity is
replaced by a more general condition p(T, T ∗) ≥ 0 (for some polynomial p) is considered in
[62].
10. Essential normality and the conjectures of Arveson and Douglas
In [21] it was shown that the curvature invariant (as well as the Euler characteristic) is
stable under finite rank perturbations, but left open whether it is invariant under compact
perturbations. This problem was taken up in [22] for graded Hilbert modules. By exhibiting
the curvature invariant of H as the index of a certain operator — the Dirac operator of
the d-contraction T associated with H — it was shown that if H is essentially normal then
κ(T ) = κ(T ′) whenever T ′ is unitarily equivalent to T modulo compacts (the curvature
invariant was eventually shown to be equal to the index of a Fredholm tuple — hence
invariant under compact perturbations — by Gleason, Richter and Sundberg; see 9.5 above.
The conjectures in this section remained a subject of growing interest for other reasons, see
[54]).
Based on these considerations Arveson raised the question whether every pure graded
contractive Hilbert module of finite rank is essentially normal [22, Problem 2]. In fact,
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following the examination of several classes of examples, Arveson conjectured that every
pure graded contractive Hilbert module of finite rank is p-essentially normal for all p > d.
By Theorem 6.1.3 this can be reformulated as follows.
Conjecture 10.0.1. Let K be a finite dimensional Hilbert space, and let L ⊆ H2d ⊗K be a
graded submodule. Then (H2d ⊗K)/L is p-essentially normal for all p > d.
This conjecture attracted a lot of attention [23, 24, 53, 54, 57, 58, 59, 63, 67, 75, 76, 77, 81,
82, 109], where the conjecture was proved in particular classes of submodules, but it is still
far from being solved. In all cases where the conjecture was verified, the following stronger
conjecture due to Douglas was also shown to hold.
Conjecture 10.0.2. Let K be a finite dimensional Hilbert space, and let L ⊆ H2d ⊗K be a
graded submodule. Then (H2d ⊗K)/L is p-essentially normal for all p > dim(L).
Here dim(L) is defined as follows. Let H = H0 ⊕H1 ⊕ . . . be the grading of (H2d ⊗K)/L.
It is known that there is a polynomial pL(x) such that pL(n) = dimHn for sufficiently large
n. Then dimL is defined to be deg pL(x) + 1.
10.1. K-homology. Let I ⊳C[z] be an ideal of infinite co-dimension. Denote SI = PI⊥SPI⊥.
Thus, SI is the d-contraction acting on the quotient Hilbert module H2d/[I]. Define TI =
C∗(SI , 1), and let K denote the compact operators on H2d ⊖ I.
Lemma 10.1.1. K ⊆ TI .
If H2d/I is essentially normal, then by the Lemma one has the following exact sequence
(10.1.2) 0 −→ K −→ TI −→ C(X) −→ 0.
It can be shown (see, e.g., [75, Section 5]) that if I is homogeneous then X = V (I) ∩ ∂Bd,
where V (I) = {z ∈ Cd : p(z) = 0 for all p ∈ I}. Thus one obtains an element in the odd
K-homology group of the space V (I)∩∂Bd. R. Douglas raises in [54, Section 3] the problem
of determining which element of K1(V (I)∩∂Bd) this extension gives rise to, and conjectures
that it is a certain specific element, the so-called fundamental class of V (I) ∩ ∂Bd. K. Guo
and K. Wang have found some evidence for this conjecture, see [75, 76].
10.2. Some positive results. In this section some positive results in the direction of Con-
jecture 10.0.2 are listed. For simplicity, only the case L = [I], where I is a homogeneous ideal
in C[z], is treated. There is not much loss in this; [24, Corollary 8.4] reduces the problem
to the case where the submodule L ⊆ H2d ⊗K is generated by terms of degree 1, and [109,
Section 5] reduces the problem further to the case where dimK = 1 and L = [I] is the
closure of a homogeneous ideal I that is generated by scalar valued polynomials of degree
2 (the second reduction involves the loss in the range of p’s for which p-essential normality
holds).
Theorem 10.2.1. Let I be a homogeneous ideal in C[z], and let L = [I] be its closure in
H2d . If I satisfies any one of the following assumptions, then H
2
d/L is p-essentially normal
for all p > dim I.
(1) I is generated by monomials.
(2) I is principal.
(3) dim I ≤ 1.
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(4) d ≤ 3.
(5) I is the radical ideal corresponding to a union of subspaces.
Proof. The first item is proved in [23, 53] and the last one is proved in [82]; the rest are
proved in [75]. Several different approaches and generalizations appear in the other references
cited in the paragraph preceding Conjecture 10.0.2.
Note added in proof: the conjecture was recently verified for varieties smooth away from
the origin, by Englis and Eschmeier and independently by Douglas, Tang and Yu.
10.3. A non-graded counter example. Conjecture 10.0.2 is stated for quotients ofH2d⊗K
by a graded submodule L. There is reason to believe that the conclusion is true also for
the case where L is generated by K-valued polynomials, indeed some positive results have
been obtained for quasi-homogeneous submodules [57, 76, 77] or in the case of principal
submodules [58, 67, 77]. However, the conjecture cannot be stretched further to arbitrary
submodules. In [72, p. 72] an example is given of a submodule L ⊂ H22 such that L
(and therefore also the quotient H22/L) is not essentially normal. Thus, in general, a pure
d-contraction of finite rank need not be essentially normal.
11. The isomorphism problem for complete Pick algebras
Let V ⊆ Md be a variety as in Section 8.3. A natural problem is to study how the
structures of V and MV are related, and to try to classify the algebras MV in terms of the
varieties. Theorem 8.4.1 gives this problem additional motivation.
11.1. Isometric and completely isometric isomorphism. Let Aut(Bd) denote the group
of automorphisms of the ball, that is, the biholomorphisms of Bd onto itself.
Theorem 11.1.1 ([49] Section 4;[51], Theorem 9.2, [103], Theorems 3.5 and 3.10). For every
φ ∈ Aut(Bd) there exists a unitary U : H2d → H2d given by
(11.1.2) Uh(z) = (1− |φ−1(0)|2)1/2kφ−1(0)(z)h(φ(z)).
Conjugation with U is an automorphism Φ of Md and implements composition with φ,
Φ(f) = UfU∗ = f ◦ φ.
The following theorem due to K. Davidson, C. Ramsey and O. Shalit completely solves
the classification problem of the algebras MV up to completely isometric isomorphism.
Theorem 11.1.3 ([52], Theorems 4.4 and 5.10. See also [14]). Every φ ∈ Aut(Bd) defines
a completely isometric isomorphism Φ :MV →MW by Φ(f) = f ◦ φ, and every completely
isometric isomorphism arises this way and is unitarily implemented by a unitary of the form
(11.1.2). In particular, the algebrasMV andMW are completely isometrically isomorphic if
and only if they are unitarily equivalent, which happens if and only if there exists φ ∈ Aut(Bd)
such that φ(W ) = V . When d <∞ then MV and MW are isometrically isomorphic if and
only if they are completely isometrically isomorphic.
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11.2. Algebraic isomorphism. A more delicate question is when two algebras MV and
MW are algebraically isomorphic (since these algebras are semi-simple, this is equivalent to
existence of a bounded isomorphism).
Theorem 11.2.1 ([52], Theorem 5.6; [45]). Suppose that V,W are both subvarieties of Bd,
d < ∞, which are comprised of a finite union of irreducible components and a sequence
of points. Let Φ : MV → MW be an isomorphism. Then there exist holomorphic maps
φ, ψ : Bd → Cd such that
(1) φ(W ) = V and ψ(V ) =W ,
(2) φ ◦ ψ∣∣
V
= id
∣∣
V
and ψ ◦ φ|W = id
∣∣
W
,
(3) Φ(f) = f ◦ φ for all f ∈MV and Φ−1(f) = f ◦ ψ for all f ∈MW .
(4) The restrictions of ψ to V and of φ to W are bi-Lipschitz maps with respect to the
pseudohyperbolic metric.
The following corollary follows from the above theorem and Theorem 11.1.1.
Corollary 11.2.2. Every algebraic automorphism of Md is given by composition with an
automorphism of the ball, hence is completely isometric and unitarily implemented.
Two varieties V,W for which there are maps φ, ψ as in Theorem 11.2.1 are said to be
biholomorphic, and the maps ψ and φ are said to be biholomorphisms from V to W or vice
versa. In light of the above result, it is natural to ask: given a biholomorphism φ : W → V ,
does it induce an algebraic isomorphism MV → MW? If f ∈ MV and φ ∈ W → V is
holomorphic then evidently f ◦ φ ∈ H∞(W ); the crux of the matter is whether or not it
is a multiplier. The answer is negative in general [45, 52]. The first positive result in this
direction was obtained by D. Alpay, M. Putinar and V. Vinnikov.
Theorem 11.2.3 ([6], Proposition 2.1). Let d <∞, and let φ : D→ Bd be a proper injective
C2 function that is a biholomorphism of D onto V = φ(D). Then the map
Φ :MV → H∞(D) , Φ(f) = f ◦ φ,
is a bounded isomorphism. In particular, MV = H∞(V ).
Combining this theorem with 8.3.1 one obtains the following variant of a hard-analytic
extension theorem of Henkin [80].
Corollary 11.2.4 ([6], Theorem 2.2). Let V be as in Theorem 11.2.3. Then there is a
constant C such that for any bounded analytic function f on V there is a multiplier F ∈Md
(in particular, F ∈ H∞(Bd)) such that f = F
∣∣
V
and
‖F‖∞ ≤ ‖F‖Md ≤ C‖f‖∞.
Theorem 11.2.3 and Corollary 11.2.4 were extended to the case where D is replaced by
a planar domain by N. Arcozzi, R. Rochberg and E. Sawyer [13, Section 2.3.6] or a finite
Riemann surface by M. Kerr, J. McCarthy and O. Shalit [84, Section 4], and in these ex-
tensions φ was allowed to be a finitely ramified holomap. In the three papers mentioned
an additional assumption about V meeting the boundary of Bd transversally were imposed,
but this assumption was later shown to be satisfied automatically [45]. The case of a bihlo-
morphic embedding of a disc in B∞ was studied in [45, 52], and in particular it was shown
that a continuum of non-isomorphic algebras can arise this way. In [45] it was also shown
that the conclusion of Theorem 11.2.3 fails if the assumption is weakened slightly so that
φ(−1) = φ(1).
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11.3. Homogeneous varieties.
Definition 11.3.1. A variety V ⊆ Bd is said to be homogeneous if for all v ∈ V and all
λ ∈ D it holds that λv ∈ V .
A variety is homogeneous if and only if it is the zero set of a homogeneous ideal. There
are some satisfactory results for the isomorphism problem in the case where V and W are
homogeneous varieties. The following theorem was obtained by Davidson, Ramsey and Shalit
in [52] under some technical assumptions, which were removed by M. Hartz in [79].
Theorem 11.3.2 ([51], Theorems 8.5 and 11.7; [79], Theorem 5.9). Let V and W be two
homogeneous varieties in Bd, with d < ∞. Then MV and MW are isomorphic if and only
if there exist linear maps A,B : Cd → Cd such that A(W ) = V , B(V ) = W , AB∣∣
V
= id
∣∣
V
and BA
∣∣
W
= id
∣∣
W
.
11.4. The isomorphism problem for norm closed algebras of multipliers. The alge-
bras AV := Ad
∣∣
V
= {f ∣∣
V
: f ∈ Ad} and Ad/I (where I is a closed ideal in Ad) have also been
considered, but in this setting less is known. The case of homogeneous varieties is completely
settled by results of [51] and [79]. Some partial results are contained in [45, 52, 84].
Theorem 11.4.1. Let V and W be two homogeneous varieties in Bd. AV and AW are
completely isometrically isomorphic if and only if there is a unitary U such that U(W ) = V .
If d < ∞, then MV and MW are isomorphic if and only if there exist linear maps A,B :
Cd → Cd such that A(W ) = V , B(V ) = W , AB∣∣
V
= id
∣∣
V
and BA
∣∣
W
= id
∣∣
W
.
12. Some harmonic analysis in H2d
The d = 1 instance of Md, which is simply the algebra H∞(D) of bounded analytic
functions on the disc, has been the arena of a long-standing, beautiful and fruitful interaction
between function theory and functional analysis [71]. Among the most profound results
in this setting are Carleson’s interpolation and corona theorems [39, 40], and a technical
tool which Carleson introduced — now called Carleson measures — has been of lasting
significance. This section surveys some recent results in the case 1 < d <∞ regarding these
three topics: interpolating sequences, Carleson measures, and the corona theorem. For a
recent survey with emphasis on the harmonic analysis side of H2d see [12].
12.1. Carleson measures for H2d . Recall the Besov-Sobolev spaces B
σ
p (Bd) from Section
3.10.
Definition 12.1.1. A positive measure µ on Bd is said to be a Carleson measure for B
σ
p (Bd)
if there exists a constant C such that for all f ∈ Bσp (Bd),
(12.1.2) ‖f‖Lp(µ) ≤ C‖f‖Bσp (Bd) .
The space of all Carleson measures on Bσp (Bd) is denoted CM(B
σ
p (Bd)). The infimum of C’s
appearing in the right hand side of (12.1.2) is the the Carleson measure norm of µ, denoted
‖µ‖CM(Bσp (Bd)).
An understanding of Carleson measures has turned out to be a key element in the analysis
of the spaces Bσp (Bd). The focus of this survey is H
2
d = B
1/2
2 (Bd), but in the literature one
often finds a treatment for an entire range of p’s or σ’s. A characterization of the Carleson
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measures of Bσp (Bd) for ranges of p and σ that include p = 2, σ = 1/2 was obtained in
[13],[115] and [122]. The reader is referred to these papers for additional details.
Remark 12.1.3. Consider the scale of spaces Bσ2 (Bd). It is interesting that the value σ = 1/2
seems to play a critical role in some approaches, while in others it does not. For example, the
characterization of Carleson measures given in [13, Theorem 23] holds for 0 ≤ σ < 1/2, the
case σ = 1/2 is handled differently. On the other hand, the methods of E. Tchoundja [115]
work for the range σ ∈ (0, 1/2], but not for σ > 1/2. However, using different techniques, A.
Volberg and B. Wick give in [122, Theorem 2] a characterization of Carleson measures for
Bσ2 (Bd) for all σ > 0.
12.2. Characterization of multipliers. The strict containment (3.7.2) and the incom-
parability of the multiplier norm and the sup norm lead to the problem of characterizing
multipliers in function theoretic terms. One of the applications of Carleson measures is such
a characterization. A geometric characterization of Carleson measures such as the one given
in [13, Theorem 34] then enables, in principle, to determine in intrinsic terms whether a
function is multiplier.
Theorem 12.2.1 (Theorem 2, [13]; Theorem 3.7, [96]). Let d < ∞, let f be a bounded
analytic function on Bd, and fix m > (d− 1)/2. Then f ∈ Md if and only if the measure
dµf,k =
∑
|α|=m
∣∣∣∣∂αf∂zα (z)
∣∣∣∣2 (1− |z|2)2m−ddλ(z)
is a Carleson measure for H2d . In this case one has the following equivalence of norms
(12.2.2) ‖f‖Md ∼ ‖f‖∞ + ‖µf,m‖CM(H2d).
The equivalence of norms (12.2.2) together with Theorem 6.2.2 (Drury’s von Neumann in-
equality) gives a version of von Neumann’s inequality for d-contractions that avoids mention
of the d-shift, but is valid only up to equivalence of norms.
Corollary 12.2.3. Let T be a d-contraction (d < ∞), and fix m > (d − 1)/2. Then there
exists a constant C such that for every polynomial p ∈ C[z],
‖p(T )‖ ≤ C
(
sup
z∈Bd
|p(z)| + ‖µp,m‖CM(H2
d
)
)
.
For an explicit description of the right hand side see [13, Theorem 4]. A function theoretic
version of von Neumann’s inequality for d-contractions resulting from the above corollary
was also noted by Chen [42, Corollary 3].
12.3. Interpolating sequences.
Definition 12.3.1. Let Z = {zn}∞n=1 be a sequence of points in Bd. Z is said to be an
interpolating sequence for Md if the map
Md ∋ f 7→ (f(zn))∞n=1 ∈ ℓ∞
maps Md onto ℓ∞.
There is also a notion of interpolating sequence for H2d , but since H
2
d contains unbounded
functions, the definition has to be modified.
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Definition 12.3.2. Let Z = {zn}∞n=1 be a sequence of points in Bd. Define a sequence
{wn}∞n=1 of weights by wn = (1− ‖zn‖)1/2. Z is said to be an interpolating sequence for H2d
if the map
H2d ∋ h 7→ (wnh(zn))∞n=1
maps H2d into and onto ℓ
2.
Remark 12.3.3. There exists a similar notion of interpolating sequence for an arbitrary
Hilbert function space H with kernel KH, where the weights are given by wn = ‖KHzn‖−1.
Theorem 12.3.4. Let Z = {zn}∞n=1 be a sequence of points in Bd (1 ≤ d ≤ ∞). Then Z is
an interpolating sequence for Md if and only if Z is an interpolating sequence for H2d .
Proof. The theorem, due to D. Marshall and C. Sundberg, holds for arbitrary Hilbert
function spaces with the Pick property. See [3, Theorem 9.19] or [89, Corollary 7] for a
proof.
The thrust of the above theorem is that it allows to approach the problem of understanding
interpolating sequences for the algebra Md by understanding the interpolating sequences
for the (presumably more tractable) Hilbert space H2d . A characterization of interpolation
sequences in Bσp (Bd) and Mult(B
σ
p (Bd)) for σ ∈ [0, 1/2) was found by Arcozzi, Rochberg and
Sawyer [13, Section 2.3.2]. The case σ = 1/2 (i.e., Drury-Arveson space) is an open problem
[12].
12.4. The corona theorem for multipliers of H2d . Lennart Carleson’s corona theorem
[40] for H∞(D) is the following.
Theorem 12.4.1 (Carleson’s corona theorem, [40]). Let δ > 0, and suppose that f1, . . . , fN ∈
H∞(D) satisfy
N∑
i=1
|fi(z)|2 ≥ δ , for all z ∈ D.
Then there exist g1, . . . , gN ∈ H∞(D) such that
N∑
i=1
gifi = 1.
An equivalent way of phrasing this theorem is that the point evaluation functionals
H∞(D) ∋ f 7→ f(λ)
are weak-∗ dense in the maximal ideal space of H∞(D), in other words D is dense in
M(H∞(D)) — hence the metaphor corona. In fact, Carleson proved a stronger result, which
included bounds on the norm of g1, . . . , gN in terms of δ and the norms f1, . . . , fN .
Over the years a lot of effort was put into proving an analogue of this celebrated theorem
in several variables, and some results were obtained [9, 85, 88, 116, 117, 120]; see also the
recent survey [55]. However, the most natural several variables analogues of Theorem 12.4.1,
which are precisely the same statement in the theorem but with the disc D replaced by either
the unit ball Bd or the polydisc D
d, remain to this day out of reach.
The growing role that the Drury-Arveson space played in multivariable operator theory
suggests that the “correct” multivariable analogue of H∞(D) is not H∞(Bd) or H
∞(Dd), but
Md. Indeed, using a mixture of novel harmonic analytic techniques with available operator
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theoretic machinery, Costea, Sawyer and Wick [43] proved a corona theorem for Md. Their
main technical result is the following result that they call the baby corona theorem.
Theorem 12.4.2 (Baby corona theorem. Theorem 2, [43]). Fix δ > 0 and d < ∞. Let
f1, . . . fN ∈Md satisfy
(12.4.3)
N∑
n=1
|fn(z)|2 ≥ δ , for all z ∈ Bd .
Then for all h ∈ H2d , there exist g1, . . . , gN ∈ H2d such that
(12.4.4)
N∑
n=1
fngn = h.
Moreover, there is a constant C = C(d, δ) such that whenever f1, . . . , fN satisfy
(12.4.5)
N∑
n=1
M∗fnMfn ≤ I
then g1, . . . , gN can be chosen to satisfy
(12.4.6)
N∑
n=1
‖gn‖2 ≤ C‖h‖2.
Remark 12.4.7. Note that C does not depend on N . In fact, the theorem also holds for
N = ∞, and also in a semi-infinite matricial setting. Moreover, the theorem holds with
Bσp (Bd) replacing H
2
d and Mult(B
σ
p (Bd)) replacing Md for all 1 < p < ∞ and σ ≥ 0 (see
[43]).
To see why Theorem 12.4.2 is called the “baby” corona theorem note the following. A
full (or “grown-up”) corona theorem forMd would be that given f1, . . . , fN ∈Md satisfying
(12.4.3), there are g˜1, . . . , g˜N in Md for which
∑
fng˜n = 1 (implying that Bd is dense
in M(Md)). In the baby corona theorem (Theorem 12.4.2) g1, . . . , gN are only required
to be in the (much larger) space H2d . Clearly the full corona theorem implies the baby
theorem, because if g˜1, . . . , g˜N are as in the full corona theorem, then given h the functions
gn := g˜nh ∈ H2d clearly satisfy (12.4.4).
Stated differently, the assertion of Theorem 12.4.2 is that, given (12.4.3), the row operator
T := [Mf1 Mf2 · · · MfN ] : H2d ⊗ CN → H2d is surjective, equivalently, it says that
(12.4.8)
N∑
n=1
MfnM
∗
fn ≥ ǫ2I
for some ǫ > 0. On the other hand, the full corona theorem asserts that under the same
hypothesis the tuple (Mf1 , . . . ,MfN ) is an invertible tuple in the Banach algebra Md.
In [18, Section 6] Arveson showed, in the setting of H∞(D), that (12.4.8) implies a full
corona theorem. This was extended to several variables by Ball, Trent and Vinnikov, using
their commutant lifting theorem (Theorem 6.10.1).
37
Theorem 12.4.9 (Toeplitz corona theorem. p. 119, [33]). Suppose f1, . . . fN ∈ Md satisfy
(12.4.8). Then there are g1, . . . , gN ∈Md such that
N∑
n=1
fngn = 1.
Moreover, g1, . . . , gN can be chosen such that
∑ ‖Mgn‖2 ≤ ǫ−2.
Remark 12.4.10. The converse is immediate.
Remark 12.4.11. Both the theorem and its converse hold for d =∞. In fact, the theorem
and its converse hold for any multiplier algebra of a complete Pick space.
As a consequence of Theorems 12.4.2 and 12.4.9, one has the full corona theorem forMd.
Theorem 12.4.12 (Corona theorem forMd. Theorem 1, [43]). Let δ > 0, and suppose that
f1, . . . , fN ∈Md satisfy
N∑
i=1
|fi(z)|2 ≥ δ , for all z ∈ Bd.
Then there exist g1, . . . , gN ∈Md such that
N∑
i=1
gifi = 1.
Remark 12.4.13. Since for σ ∈ [0, 1/2] the space Bσ2 (Bd) is a complete Pick space, the
above theorem also holds for the algebra Mult(Bσ2 (Bd)), σ ∈ [0, 1/2] (see Remarks 12.4.7
and 12.4.11).
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