I. INTRODUCTION
Passive optical networks (PONs) are receiving more and more attention by the telecommunications industry as the "last mile" solution for next-generation fiber access networks [1] [2] . PONs are point-to-multipoint optical networks with no active elements in the signal's path from the source to the destination (utilizing only passive combiners, couplers, and splitters). Passive optical networks provide longer direct connectivity from central offices to customer premises, they minimize fiber deployment, and also provide higher bandwidth due to deeper fiber penetration.
There are several multipoint topologies suitable for PONbased access networks including tree, tree-and-branch, ring, and bus. All transmissions in a PON are performed between an optical line terminal (OLT) and optical network units (ONUs); the OLT resides in the central office, connecting the optical access network to the metro backbone, whereas an ONU is located at either the curb (FTTC) or the end-user location (FTTH and FTTB) and provides broadband voice, data, and video services. In the downstream direction (from the OLT to the ONUs), a PON is a point-to-multipoint network, and in the upstream direction it is a multipoint-to-point network. The preferred candidates among the different PON architectures are time-division-multiplexed (TDM) PONs and wavelengthdivision-multiplexed (WDM) PONs. Nowadays, WDM PON is becoming the most promising access solution as it can provide evolutionary upgrade to existing TDM PONs [3] .
In a traditional tree-based WDM-PON architecture, each ONU is assigned a pair of dedicated wavelengths for its upstream and downstream operations providing dedicated point-to-point optical connectivity, bit rate and protocol transparencies, and guaranteed Quality-of-Service (QoS). This type of WDM-PON architecture, however, also suffers from several and important limitations in terms of its ability to efficiently meet future bandwidth demands.
A ring-based WDM-PON architecture has been proposed in [4] , that combines the salient features of tree-based WDMPONs (dedicated connectivity to all subscribers with bit rate and protocol transparencies, guaranteed QoS, and increased security), with additional flexibility in terms of LAN capabilities. In addition, the ring-based architecture, as described in [5] , provides additional resiliency capabilities, compared to the conventional tree-solutions.
Nowadays, service providers (SPs) worldwide are being challenged to deliver new innovative offerings beyond voice and basic data services to their customers [7] .This has led to the development and deployment of new wireless broadband access technologies including 5G Mobile and cellular LongTerm Evolution (LTE), as well as to the development of nextgeneration broadband optical access network architectures. However, traditional optical and wireless networks have their limitations as standalone networks in order to support and manage the future traffic which is predicted to be more than 1000 times today's traffic volume [4] . This has led to the development of converged optical-wireless network solutions, integrating advanced optical access networks with the 5G infrastructure, as described in detail below. 
II. CONVERGED OPTICAL-WIRELESS ACCESS NETWORKS
Combining the capacity of WDM-PONs with the ubiquity and mobility of wireless networks forms a powerful platform for the support and creation of future applications and services. In particular, PON architectures can be utilized to backhaul traffic from individual base stations (BSs) to the Radio Network Controller (RNC), which then connects to the mobile operators' core network or gateway (this mobile backhaul is also referred to as the Radio Access Network (RAN)). However, in order for the PON architectures to backhaul mobile traffic, new distributed TDM/WDM-PONbased backhaul architectures are needed, as the 4G/5G technologies require more distributed RAN architectures. It was demonstrated in [8] that the proposed ring-based WDM-PON topology, together with its supporting distributed control plane can be efficiently used for mobile backhaul of nextgeneration wireless technologies.
Integration of next-generation WDM-PON architectures with 5G mobile broadband access technologies presents a number of open issues, challenges, and opportunities which need to be studied in order to be able to provide innovative future Fiber-Wireless (FiWi) networks. Next-Generation optical-wireless access networks need to be able to provide and guarantee services that are high-speed, symmetric, and with guaranteed QoS, supporting different types of traffic for both fixed and mobile users.
Even though significant research work has been undertaken for converged FiWi access architectures, most of this work has utilized the typically centralized tree-based PON topology [10] [11] [12] , and did not consider architectures that can support distributed control and management functionalities. On the other hand, a fully distributed ring-based WDM-PON architecture not only enables the support of a converged 4G/5G mobile infrastructure but also supports distributed network control as well as management operations [7] . Through the usage of a ring-based architecture now for the WDM-PON, the network resources can be more efficiently utilized via wavelength selection and scheduling in the downstream direction, as well as traffic flow rerouting and sharing in the upstream direction [4] , [7] , [8] . In addition, the ONUs are now directly interconnected, allowing again for a more efficient utilization of network resources via dynamic bandwidth allocation among LAN users. Simple techniques for WSaS in the downstream direction have been previously proposed [4] , [7] , [8] ; however, for these types of network architectures an attempt was never made to obtain the optimal scheduling solution that minimizes the downstream packet delay, which is precisely the focus of this work.
The rest of the paper is organized as follows. In Section III the standalone ring-based WDM-PON architecture is briefly presented, while in Section IV the Wavelength Selection and Scheduling (WSaS) problem is described. The proposed optimization algorithm is discussed in Section V and two WSaS heuristic algorithms are described in Section VI. In Section VII, the performance evaluation of the optimization algorithm is presented and compared to the two WSaS heuristics, while Section VIII offers some concluding remarks.
III. RING-BASED WDM-PON ARCHITECTURE
The proposed WDM-PON architecture is shown in Figure  1 . An OLT is connected to N ONUs via a 10-20km trunk fiber, a passive 3-port optical circulator, and a short distribution fiber ring. The N ONUs are interconnected with point-to-point unidirectional links in a closed loop around the access ring. Since the links are unidirectional, both downstream and upstream signals are transmitted in one direction only as a combined signal. Each ONU is assigned a single-dedicated wavelength for both downstream and upstream transmissions and a wavelength for monitoring and inter-communication among the ONUs. The LAN wavelength channel ( ) is terminated, regenerated, and retransmitted at each ONU (as shown in Figure 1 ) [9] . 
ONU2
The OLT houses N fixed transmitters (Tx) and N+1 fixed receivers (Rx). Each pair of Tx/Rx corresponds to one ONU and utilizes the same dedicated wavelength for transmitting and receiving downstream and upstream traffic, respectively. The extra receiver is used for detecting the control LAN signal. The OLT also houses a passive 3-port circulator, a flow scheduler, and a low-cost WDM multiplexer/demultiplexer. In addition, each ONU houses a pair of Tx/Rx which is matched to the corresponding pair of Tx/Rx at the OLT in order to receive and transmit downstream and upstream traffic, and also an extra pair of Tx/Rx for receiving and transmitting the local LAN traffic through the . As illustrated in Figure 1 , the 3-port circulator at the ring side is used to couple the DWDM signal to the ring which is then recombined with the re-circulated LAN signal via a 2x1 WDM combiner. Then, the combined signal circulates around the ring in a drop/add and pass-through fashion via the N ONUs. In addition, the 90:10 splitter, the filter, and the multiplexer on the ring side are utilized to allow for the LAN signal to circulate around the ring while directing the WDM signal towards the OLT. The reader is referred to [9] for a detailed description of the ring-based WDM-PON architecture.
IV. DOWNSTREAM WAVELENGTH SELECTION & SCHEDULING
In the ring-based WDM-PON architecture, when the traffic reaches the OLT from the metro backbone destined for specific ONUs, this traffic will be carried downstream utilizing specific wavelengths. This wavelength selection and scheduling process takes place within the OLT scheduler as shown in Figure 2 . To accommodate this process, the OLT houses N queues, one queue per ONU. Each queue (e.g.,
) is assigned to a specific ONU (e.g., ONU i ) and is connected to a dedicated downstream wavelength (e.g., λ i ). The downstream traffic from the OLT which is destined to ONU i is sent through its dedicated wavelength via its assigned queue . Also, at each ONU, two more queues are utilized, one queue, , which is assigned to the dedicated upstream wavelength, λ i , and a second queue , which is assigned to the LAN/control traffic.
In the normal wavelength selection and scheduling operation, if queues and have available space for ONU i 's downstream traffic, the traffic will be sent through the dedicated downstream wavelength, λ i . However, if a downstream dedicated wavelength, λ i , with traffic destined to ONU i , is overloaded and its corresponding is congested, the scheduler at the OLT will divert the traffic to a different ONU, by sending the traffic to a different (not overloaded) queue that corresponds to a different downstream wavelength. The LAN wavelength is subsequently used in the ring to ultimately send the traffic to the correct destination (where the traffic was originally destined to). The decision of which wavelength will be selected for the transmission of the packets of the overloaded wavelength, depends on which of the wavelength selection and scheduling (WSaS) algorithms the scheduler at the OLT is utilizing. In the case where the queue is full, then a different wavelength can be used. The ILP is formulated in order to find the best scheduling for the packets, in terms of time delay, that need to be routed through different wavelengths than the ones that correspond to their dedicated ONUs. This optimization is used for benchmarking the performance of the network under different traffic conditions. Note that the optimization algorithm developed addresses an inherently dynamic problem by considering snapshots of a dynamic scenario during which offered traffic and current queue status are known and fixed. The following parameters and variables are used to formulate the problem. Parameters: 
Packets on different w (OLT queue):
Maximum capacity for each wavelength (OLT queue):
Extra cycles needed due to limited-size queues at ONUs:
Time capacity for each wavelength:
Maximum delivery time:
The objective is used in order to minimize the total time required to deliver all the packets to their corresponding destinations (ONUs). The total time is determined by the most-loaded queue in the OLT in combination with the queues in the ONUs. Constraint (1) corresponds to the packet delivery constraint, ensuring that the packets of a destination (ONU) will be delivered using any available wavelength (any available OLT queue). At the same time, this constraint ensures that each packet can be assigned only to one wavelength (one OLT queue). This constraint differentiates one packet from the other. Constraint (2) is used to activate the Boolean variable f w . This variable is enabled when packets that correspond to ONU i , will use wavelength w, i w to reach their destination. The large constant M is used to activate the variable with at least one packet that uses wavelength w to reach the destination ONU i , i w . This variable is useful in order to count the extra time a packet requires to reach its destination. The extra time is added due to the fact that this packet has to be dropped at a different ONU and then added again to reach its destination ONU using λ LAN . Constraint (3) prohibits the use of a wavelength (OLT queues) that exceeds the maximum capacity of the corresponding queue. Q w is the available size in the queue that uses wavelength w and can be used by the packets to reach their destination. Constraint (4) counts the extra cycles that are required due to the limited-size queues at the ONUs. The queue at an ONU corresponds to the size of the available time that can be used by an ONU in order to receive packets using λ LAN . If this queue is full, extra cycle(s) are required to receive all the packets. Variable g w counts the required cycles. Constraint (5) counts the required time in order for all the packets of a queue to reach their destination. This time is equal to the time required by the packets that are sent through their dedicated wavelength (Q w ) plus the required time for the packets that use a different wavelength to reach their destination. The packets that use a different wavelength require at least one extra cycle. This is taken into account by the Boolean variable f w . Moreover, the extra cycles required due to the queues at the ONUs are taken into account by the variable g w . Constraint (6) is used to find the queue that requires the maximum time in order to deliver the packets to their corresponding destinations.
VI. DOWNSTREAM WAVELENGTH SELECTION AND SCHEDULING HEURISTIC ALGORITHMS
The process of dynamically assigning and sharing downstream wavelengths is implemented jointly at both the OLT and ONUs. If a dedicated downstream wavelength channel, λ i , which is connected to ONU i is overloaded, one of two different Wavelength Selection and Scheduling heuristic algorithms can be utilized: a) First-Fit Wavelength Selection and b) Lightly Loaded Wavelength Selection. The reader should note that even though the focus of this work is on the optimization algorithm, the implementation of these heuristics is useful so as to demonstrate whether complex WSaS techniques will be required in order to achieve good resource utilization in the downstream direction of the proposed WDM-PON architecture.
For the first-fit WSaS heuristic algorithm, if a dedicated downstream wavelength channel, λ i , which is destined to ONU i is overloaded, the following steps are executed: (i) The scheduler at the OLT searches for the first available downstream wavelength channel, λ j , j>i, that can accommodate λ i 's excess flow -without searching if the channel is heavily or lightly loaded; (ii) If the search is successful and the scheduler at the OLT finds an underutilized downstream wavelength channel, λ j , whose corresponding queue has some available space that can accommodate one or more of λ i 's excess traffic, then λ j is selected if and only if its corresponding LAN queue at ONU j , ONU j,LAN , has also available space to accommodate the excess flow. For the Lightly-Loaded WSaS heuristic, if a dedicated downstream wavelength channel, λ i , which is destined to ONU i is overloaded, the scheduler at the OLT initially searches for another underutilized downstream wavelength channel, λ j , whose corresponding queue has the maximum available space in comparison to all the other wavelengths that can accommodate one or more of λ i 's excess downstream traffic flows. If the search is successful, the available channel with the maximum capacity, λ j , is selected if and only if its corresponding LAN queue at ONU j , ONU j,LAN , is also available (e.g., it can accommodate the excess traffic originally destined for wavelength λ i ). The flowchart of this heuristic can be seen in Figure 3 .
Subsequently, for both techniques, the scheduler redirects one, some, or all of λ i 's excess flow(s) to the selected wavelength, λ j , where it is then transmitted, along with ONU j 's native downstream traffic to ONU j over its dedicated wavelength channel λ j . Then, ONU j terminates all of λ j 's downstream traffic including both native downstream traffic destined to ONU j and traffic destined to ONU i , and performs the following two functions: (i) The native downstream traffic that matches ONU j 's address is copied and delivered to the end-users and (ii) the transient traffic destined to ONU i is redirected to ONU j 's LAN queue and then retransmitted to its final destination, within the proper designated LAN timeslot of ONU j .
VII. PERFORMANCE EVALUATION The proposed ILP formulation for wavelength selection and scheduling as well as the two heuristic were implemented for a converged ring-based WDM-PON backhaul network, with 16 ONUs, interconnected in a ring configuration, where an OLT including a scheduler function was connected to the ring utilizing a 20km bidirectional trunk fiber.
The downstream flows are generated by aggregating multiple sub-streams, where each sub-stream is modeled as an on/off source, with Pareto distribution to generate packets according to a self-similar process, with a Hurst parameter H=0.7. The system parameters used in the simulation are the following: (i) All the channels (downstream, upstream, and LAN) are operating at 1Gbps; (ii) Each ONU houses a LAN queue (Q i,LAN ) with maximum size equal to 10Mbits; (iii) The OLT houses 16 downstream queues, each one corresponding to a given ONU with a maximum size of Q max equal to 10Mbits; (iv) The maximum access LAN link rate from users to an ONU is 200Mbps; and (v) The maximum LAN cycle T LAN is equal to 2ms.
The First-Fit and the Lightly-Loaded heuristic algorithms are implemented with a variable downstream load destined to each ONU that is incremented from 0.1 to 1.0 in 0.1 steps. An output file is generated, with the packets that cannot be accommodated by their respective dedicated queues, which is used as the input for the ILP in order to redirect them to other available queues. To solve the ILP formulation, the Gurobi library was used [13] . Note that whereas the two heuristics are scheduling all the arriving packets at the available queue, by using a first-in firstout order, the ILP is trying to find the best match to redirect them in the available queues (not necessarily in a first-in firstout order), so as to improve the transmission delay of the packets for a transmission cycle (T cycle ). Figure 4 shows the Maximum Delay Time per ONU Offered Load (OOL) (averaged over 10 runs), which is needed in order to transmit the last packet to its destination within a transmission cycle, assuming a strict priority scheduling mechanism at each LAN queue and zero upstream traffic.
It can be seen from that figure that, as expected, as the OOL increases, the maximum time delay also increases. By increasing the OOL of each ONU, many more packets are generated, so that the occupancy of each queue is higher, thus the transmission time for each packet is becoming higher as well. Additionally, in Figure 4 it is shown that for higher loads, from 0.6 to 1.0, the time delay increases considerably and it almost reaches the maximum queue time. Finally, it is clear that the ILP improves the transmission delay of the packets, compared with both the First-Fit and the LightlyLoaded WSaS heuristics. Results demonstrate that the First-Fit approach produces unacceptably high delay performance results. In addition, even though the Lightly-Loaded technique has better performance results, it is still far from the optimal, especially for low-to-medium traffic loads.
Furthermore, simulations were also performed with a fixed (light) traffic load of 0.6, a fixed (small) number and size of packets generated, but different size of queues so as to ascertain the effect of the queue size on the optimization algorithm and the proposed heuristics. In Figure 5 , it can be observed that for lower-size queues, the maximum time delay is higher, because there are many more packets that need to be shared, as there are many congested queues. However, as the size of queues increases, the maximum time delay decreases, as the number of packets that need to be shared is also decreased. For large-sized queues, it can be observed that the maximum time delay is the same for all algorithms, as now the queues can accommodate all their assigned packets, with no congestion, thus no sharing is required and there are no dropped packets in the network. Clearly, this is true only for the case of light traffic load and small number of packets. As the traffic load and the number and size of packets increases considerably, even for queues with larger sizes, the network will experience considerable congestion and there will be a need for wavelength sharing and scheduling so as to minimize the maximum traffic delay as well as to avoid having packets being dropped in the network.
VIII. CONCLUSIONS
In this work, a new optimization algorithm is presented, for downstream Wavelength Selection and Scheduling (WSaS), for converged fiber-wireless access networks that use a ringbased WDM-PON architecture for mobile backhaul. The ILP proposed provides the lower bound in terms of the maximum experienced delay of the packets until they reach the end-users in downstream operation. Of the two proposed heuristics, the Lightly-Loaded one has the best performance; however, it is still far from the optimal solution particularly for lower traffic loads.
Ongoing work includes the design of more efficient WSaS heuristics, including exploring the ordering in which the requests are considered, as well as the flow and congestion control techniques for the converged FiWi architecture.
