This paper describes an Imprecise Dirichlet Model and the maximum entropy criterion to learn Bayesian network parameters under insufficient and incomplete data. The method is applied to two distinct recognition problems, namely, a facial action unit recognition and an activity recognition in video surveillance sequences. The model treats a wide range of constraints that can be specified by experts, and deals with incomplete data using an ad-hoc expectation-maximization procedure. It is also described how the same idea can be used to learn dynamic Bayesian networks. With synthetic data, we show that our proposal and widely used methods, such as the Bayesian maximum a posteriori, achieve similar accuracy. However, when real data come in place, our method performs better than the others, because it does not rely on a single prior distribution, which might be far from the best one.
Introduction
Bayesian Networks (BNs) encode joint probability distributions using a compact representation based on a directed acyclic graph where nodes are associated to random variables and conditional distributions are specified for variables given their parents in the graph. The adoption of BNs has increased in the past years. For instance, recent research in computer vision uses BNs for representing causal relationships in facial expression recognition, image segmentation, visual surveillance, activity understanding, among others [17, 21] .
Accuracy of results relies on the quality of model parameters. Ideally, with enough data, it is possible to learn parameters by standard statistical methods like maximum likelihood (ML) or maximum a posteriori (MAP) estimations. However, learning reliable parameters may require a large amount of training data. In spite of that, approximate domain knowledge through constraints on parameters is available in many real applications and can improve estimations. We propose a framework for parameter learning that combines training data and domain knowledge in the form of constraints, and where imprecise priors are considered. We use the Imprecise Dirichlet Model (IDM) [18] to work with prior distributions so that we have a set of Dirichlet distributions on which we apply the maximum entropy principle to obtain a final estimation. The imprecise priors may be viewed as a conservative choice when data are scarce to avoid overfitting. Furthermore, the proposed idea requires less hyper-parameters to be specified by the user (for instance, we do not need to define the prior of a maximum a posteriori estimation), which makes it reliable and adaptive, as shown in the experiments with real data. In our formulation, convex programming can be used, which quickly finds the global optimum solution. For incomplete data sets, a variant of the Expectation-Maximization method is used, where the expectation step is done as usual and the maximization is replaced with the new formulation. The methods are general and deal with Dynamic Bayesian Networks as well. Experiments with synthetic and real data from a facial action unit recognition and a human activity recognition captured with surveillance cameras show better results than ML and Bayesian MAP results, which are among the most used methods to learn such networks.
Previous work has either explored constraints together with a precise criterion, such as isotonic regression [10], closed-form solutions for the constrained ML estimation with complete data [16] , constrained EM method with penalties [11], or has used an imprecise model, such as the naive and the tree-augmented credal classifiers [6, 7] or the imprecise decision trees [1] . Lukasiewicz [14] explores maximum entropy properties, but does not discuss a parameter learning procedure. de Campos and Cozman [4] work with constraints on priors and formulate the learning problem as a constrained optimization problem, but their formulation is restricted to complete data sets and uses a (somewhat slow) non-convex optimization procedure.
The paper is divided as follows. Section 2 introduces the notation and the problem of parameter learning. Maximum entropy and the Imprecise Dirichlet Model are presented, as well as constraints that can be used to guide the learning. Section 3 summaries the learning model and discusses the case of incomplete data. Section 4 presents experimental results and Section 5 concludes the paper.
BNs, Dynamic BNs and Parameter Learning
A BN can be defined as a triple (G, X , P), where G is a directed acyclic graph with nodes associated to random variables X = {X 1 , . . . , X n } (which we assume to be categorical), and P is a collection of parameters p(x ik |π ij ), with k p(x ik |π ij ) = 1, where x ik ∈ Ω Xi is a category or state of X i and π ij ∈ × Y ∈πi Ω Y a complete instantiation of the parents π i of X i in G (j is viewed as an index for each parent configuration). In a BN every variable is conditionally independent of its non-descendants given its parents. The joint distribution is obtained by p(x) = i p(x ik |π ij ), with x ∈ X and all x ik and π ij compatible with x. We focus on parameter learning in a BN where the structure (i.e. the graph) is known. Given a data set D where each element is a sample of the BN variables, the goal is to find the most probable values for the whole parameter set P. One way to quantify the result is by the log likelihood function log(p(D|P)). Assuming that samples are drawn independently from the underlying distribution, we
