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ABSTRACT
Perhaps the most popular approach for solving 
classification problems is the backpropagation method. In 
this approach, a feedforward network is initially built by 
an intelligent guess regarding the architecture and the 
number of hidden nodes and then trained using an iterative 
algorithm. The major problem with this approach is the 
slow rate of convergence of the training. To overcome this 
difficulty, two different modular approaches have been 
investigated. In the first approach, the classification 
task is reduced to sub-tasks, where each sub-task is solved 
by a sub-network. An algorithm is presented for building 
and training each sub-network using any of the single-node 
learning rules such as the perceptron rule. Simulation 
results of a digit recognition task show that this approach 
reduces the training time compared to that of 
backpropagation while achieving comparable generalization. 
This approach has the added benefit that it develops the 
structure of the network while learning proceeds as opposed 
to the approach of backpropagation where the structure of 
the network is guessed and is fixed prior to learning. The 
second approach investigates a recently developed technique 
for training feedforward networks called comer 
classification. Training using corner classification is a 
single step method unlike the computationally intensive 
iterative method of backpropagation. In this dissertation,
v
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modifications are made to the comer classification 
algorithm in order to improve its generalization 
capability. Simulation results of the digit recognition 
task show that the generalization capabilities of the 
networks of the corner classification are comparable to 
those of the backpropagation networks. But the learning 
speed of the comer classification is far ahead of the 
iterative methods. Designing the network by corner 
classification involves a large number of hidden nodes. In 
this dissertation, a pruning procedure is developed that 
eliminates some of the redundant hidden nodes. The pruned 
network has generalization comparable to that of the 
unpruned method.
vi




The human brain contains about 1011 neurons [Tho85]. A 
neuron is a cell. The major role of a neuron is to transmit 
information to other neurons or to other (muscle or gland) 
cells. A typical neuron has three major parts: the cell 
body containing the nucleus, the dendrites, and the axon.
A neuron usually receives information at its dendrites, and 
sends information out to other neurons and cells along its 
one long fiber, the axon.
As the axon approaches its target cells, it branches 
into a number of smaller fibers that end in synaptic 
terminals or knobs. These terminals form synapses with 
other cells. The synapse is the place where one neuron 
transmits information to another. A given neuron in the 
brain may have several thousand synaptic connections with 
other neurons. If the human brain has 1011 neurons, then it 
must have at least 1014 synapses.
A neuron's ability to generate and conduct electrical 
impulses depends on the different kinds of protein 
molecules in its cell membrane. These protein molecules 
are known as different kinds of ion channels, such as 
sodium and potassium channels. These molecules are said to
1
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be "voltage gated" because the voltage differences across 
the cell membrane determine whether the channel is open or 
closed. Most of the potassium channels in the membrane are 
without a gate and are open, and most potassium ions are 
inside the cell. On the other hand, most sodium channels 
are outside the cell. The differences in the 
concentrations of sodium and potassium ions inside and 
outside the cell results in a resting potential of.about 
-70 millivolts.
The action potential is the quick voltage change that 
sweeps along the neuron membrane. It begins with a slight 
reduction in the negative potential across the membrane 
where the axon leaves the cell body. This voltage change 
opens some of the sodium channels for a short time (about 
half a millisecond) . Sodium ions (Na+) rush in and add to 
the inside of the local region of the membrane where the 
sodium channel has opened positive relative to outside (+50 
millivolts). This voltage change causes the sodium 
channels to close and the potassium channels to open. The 
potassium ions (K+) move out until the resting membrane 
potential is restored there. Meanwhile, the membrane 
potential at the next closed sodium channel is a little 
less negative than at its rest since some sodium ions have 
been accumulated there. When the potential at the next 
closed sodium channel becomes sufficiently less negative
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(about -60 millivolts) its gate opens and the process goes 
on down the axon.
A neuron can affect another cell with which it 
synapses by either increasing or decreasing its activity. 
Synaptic excitation increases the activity of the target 
neuron whereas synaptic inhibition decreases its activity. 
Almost all synapses in the mammalian nervous system are 
chemical in nature, and only some are electrical. In 
chemical synapses, information is passed from one cell to 
another by means of neurotransmitter molecules. In 
electrical synapses, electrical impulses are transmitted 
directly from one cell to another.
In chemical synapses, a space about 20 nanometers 
wide, called a synaptic cleft, separates the terminal knob 
of the axon referred to as the presynaptic terminal and the 
target cell membrane, or postsynaptic membrane. There are 
many small vesicles inside the presynaptic terminal near 
the membrane that are filled with the chemical 
neurotransmitter molecules.
The process of chemical synaptic transmission starts 
when an action potential arrives at the terminal knob of an 
axon. Upon its arrival, large numbers of neurotransmitter 
molecules are released into the synaptic cleft. Every 
neuron releases only one kind of neuro transmit ter molecules 
which either excites or inhibits the postsynaptic cell with 
which it synapses. The released neurotransmitter molecules
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diffuse to the postsynaptic membrane and attach to receptor 
protein molecules in it. This attachment causes a shape 
change in the receptor molecules which further causes some 
ion channels to open.
As a result of the flow of ions, the target 
postsynaptic membrane potential changes. Finally, what 
determines whether or not a neuron generates an action 
potential is the combination and magnitude of all 
excitations and inhibitions it receives. If the magnitude 
of this combination is above the action potential threshold 
level an action potential is initiated at the start of the 
axon.
The electrical characteristics of the neuron are 
captured by the McCulloch-Pitts neuron model, where each 
neuron is a threshold circuit. Networks of such model 
neurons have been investigated for their computational 
abilities.
1.2 Artificial Neural Networks
Present computer systems are able to successfully 
solve a variety of tasks. But in problems that are hard to 
define, such as speech or image recognition, present 
computer systems fail, performing far behind the brain. 
Although the functioning of the brain is imperfectly 
understood, it has provided inspiration for new ideas for 
developing more intelligent systems. Artificial neural
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
networks, or simply neural networks or neural models, are 
the results of the first steps in this direction.
Artificial neural networks estimate a function without 
a mathematical definition of how outputs depend on inputs. 
Training data forms the input-output function of neural 
models. In other words, neural networks "learn from 
experience". "Learning from experience" without 
mathematical formulas enables systems to generalize. 
Generalization is a property of a system to generate an 
appropriate output in response to an unseen input.
Problems that are hard to define generally require an 
enormous amount of processing. The brain accomplishes these 
problems using massive parallelism. Instead of performing a 
set of instructions sequentially, as in a von Neumann 
computer, neural models process information simultaneously 
using massively parallel nets. Information is processed in 
a neural net over the entire network in a distributive 
manner, not at specific places as is done in conventional 
systems. This style of information storage makes the 
network fault tolerant since no single site is of critical 
importance.
Development on artificial neural networks began more 
than fifty years ago. The McCulloch and Pitts model of 1943 
led to the study of simple neural networks represented as 
electrical circuits. Another important contribution was 
Donald Hebb's book, The Organization of Behavior (1949),
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which pointed out that a neural pathway is reinforced each 
time it is used; this is now known as Hebb's learning rule. 
In 1960, two similar neural models were developed 
independently, perceptron by Rosenblatt [Ros73], and 
Adaline by Widrow and his colleagues [Wid90]. These 
networks were able to perform input to output mapping 
through simple learning algorithms. It was believed that 
these networks were the right start in developing more 
sophisticated neural networks. However, it was soon shown 
that these models were incapable of mapping functions such 
as XOR. This slowed down research in neural networks for 
several years. Later, in the early eighties, networks such 
as Hopfield's feedback model [Hop82] and the 
backpropagation algorithm [Rum86] triggered renewed 
interest in neural networks.
1.3 General Structure of an Artificial Neuron
The artificial or model neuron is based on the salient 
signal characteristic of biological neurons. An artificial 
neural network consists of a large number of model neurons 
usually called nodes that are connected together. 
Information (signal) is passed from one node to another 
through a connection line. A connection line simulates an 
axon or a dendrite in the nervous system. Associated with 
each connection line there is a weight which is analogous 
to the connection strength at a synapse in the nervous 
system. Each node performs a function. In general, the
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function that a node performs involves three parts. In the 
first part, each input signal coming through a connection 
line to the node is multiplied by the weight on that 
connection line. All such weighted inputs are summed 
together and combined with the threshold of the node at the 
summing element of the node. Finally, the output of the 
slimming element is usually passed through a non-linearity 
(activation function) to produce the output of the node.
The non-linearity is sometimes a simple threshold function 
which produces ±1 as output. In general, other forms of 
non-linearity, mostly of sigmoid type, have been used. 
Figure 1.1 shows the structure of a typical node along with 
its two typical non-linearities (activation functions).
In real networks of neurons learning occurs at 
synapses; when the connection strengths at synapses change 
the neurons behavior change [CAM92]. Learning in artificial 
neural networks occurs when the weights on the connection 
lines between the nodes change.
Several types of artificial neural models have been 
described in the literature; these vary according to the 
network architecture, node characteristic (i.e. activation 
function used for nodes), and the training or learning 
algorithm used to adjust the connection weights so that the 
network responds correctly to an input [Lip87], [Vem90].
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Figure 1.1 (a) The structure of a typical node
(b) Two typical activation functions.
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The arrangement of nodes and their interconnections in 
an artificial neural network defines the architecture of 
the network. There are different types of architectures 
[McS92]. In one kind of architecture, known as the 
feedback networks [Hop82] , [Kak89], [Kak92], and [Kak93a] ,
there is one layer of nodes; the outputs of the nodes are 
fed back to their inputs. The feedback networks are used 
as associative memories [Sti88], [Has90], [Has91], or for
optimization problems [Hop85].
In another architecture, the network consists of 
distinct layers of nodes; the nodes in each layer receive 
their input from the nodes of the preceding layer and feed 
their output to the nodes in the succeeding layer. The 
networks of this kind of architecture are known as 
feedforward networks [Wid90]. Biological structures, such 
as the vision system, have aspects of feedforward as well 
as feedback networks. Feedforward networks are used for 
pattern classification problems. This dissertation focuses 
on feedforward networks.
1.4 Neural Nets as Classifiers
In classification problems, given a set of disjoint 
known classes, the task is to assign each input pattern (to 
be classified) to one of the known classes. A pattern is 
represented in terms of a set of n features; as a n- 
dimensional binary vector.
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A popular approach in solving multi-class 
classification tasks is a monolithic approach. In this 
approach, the separation of the m classes is considered as 
one problem. A network is designed. Given a set of sample 
patterns of the m classes - called a training set - the 
network is trained to assign the samples in the training 
set to their respective classes. The training algorithm 
used is called the backpropagation algorithm.
This approach, though very powerful on relatively 
small problems, breaks down as soon as sufficiently complex 
problems are considered [Bal93]. The followings are the 
major problems with this approach:
(1) The backpropagation algorithm is not guaranteed 
to converge to a solution. For large problems, 
even if this algorithm converges, the speed of 
convergence is very slow. The computation time 
is proportional to the number of weights in the 
network. Bigger networks have more weights to 
train, and also have more training samples to 
present to the network for training. As a result, 
as the size of the network (problem) increases 
the time required to train the network increases 
by even more.
(2) The number of hidden nodes needed in a network 
trained by the backpropagation algorithm must be 
picked "right". Also, the architecture of the
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network must be fixed prior to learning. If the 
number of hidden nodes is picked too small, the 
training samples (the problem) would not be 
learned and a larger network would have to be 
retrained. If this number is picked too large, a 
pruning procedure would be needed as the 
network's generalization capability would 
degrade. On the other hand, there is no exact 
guideline for choosing this number.
Biology seems to have chosen another approach in 
solving complex problems. Studies of human and animal 
brains suggest that different parts of the brain are 
specialized for different tasks [Sha92], [Gol92], [Dam92].
An example of functional specialization is the visual 
system. Studies show that different areas in the visual 
cortex are individually specialized to perform different 
tasks; i.e. color, form, and motion are processed 
separately in parallel [Zek92].
Following the approach of nature, some researchers 
have suggested modular approaches in solving multi-class 
classification problems.
Some approaches have chosen a two-stage classification 
scheme in which the first stage scans the input and 
recognizes the overall features of it. Depending on the 
results of the first stage, either one [Cho92] or several 
[Wan91] of the networks of the second stage are selected to
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resolve the confusion among similar classes and perform the 
final mapping. Networks based on the backpropagation 
algorithm are used in their schemes. This way of mapping, 
where several smaller neural networks are designed and 
used, requires less training time than the approach of 
designing a single network trained by backpropagation.
In another approach for recognition of hand-printed 
Chinese characters [Yon88], a neural network based on the 
Hopfield model is used. This network is a content 
addressable associative memory. It consists of one fast 
sub-network and several slow sub-networks. The fast sub­
network is used to recognize the overall structure of the 
input whereas the slow sub-networks tell us about the 
detail. Being based on a content addressable memory, this 
network uses a large number of nodes.
Not knowing the optimum network for a task, in [Alp93] 
several single networks are independently developed and 
trained for the same task. Then a vote over their responses 
is taken. Such an approach uses far more resources than a 
modular approach.
Some researchers have developed more modular schemes 
than the two-stage scheme mentioned earlier. In [Aud94], a 
modular network is designed for a character recognition 
task. At first, they divide the classes into a number of 
groups of classes. This is done by an unsupervised network; 
a network trained using an unsupervised learning algorithm.
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This way they have divided the task into a number of 
simpler sub-tasks. Then, each sub-task, which is to 
classify the classes within its group, is solved using one 
module trained by backpropagation. Upon the arrival of an 
input character, each module independently tries to 
recognize it. In this sense this approach is more modular 
than the two-stage approaches mentioned earlier where the 
first stage scans the input and then one of the several 
networks in the second stage is activated. Then, another 
layer above the outputs of the modules is introduced whose 
task is to integrate the work of the different modules in 
order to vote for the final decision. They have shown that 
their scheme gives a faster learning time and a somewhat 
higher accuracy in response than a single backpropagation 
network.
In some other approaches, the modularity is designed 
by the network-builder in order to use resources more 
efficiently [Ana95]. Instead of using a network for 
deciding on the different modules needed to carry out the 
task, [Ana95] simply uses a module to separate each class 
from all other classes. In other words, their approach 
reduces a m-class classification task into a set of m 2- 
class sub-tasks. Each module of a sub-task is trained by 
backpropagation. They have also shown that their approach 
is much faster than a non-modular backpropagation network 
while achieving comparable performance results.
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In another approach [Kne90], [Kne92], in which the
modularity is still planned by the network builder, simpler 
networks are used. Here, networks having one layer of 
trainable connections are used instead of multi-layer 
trainable networks of backpropagation. They have shown that 
these networks are simpler in structure and take much less 
time to train while they achieve comparable performance to 
the single networks of backpropagation.
In this dissertation, we have used different modular 
approaches to a multi-class classification problem. After a 
review of the different feedforward learning algorithms in 
chapter 2, chapter 3 presents one such modular approach. In 
this approach also the modularity is designed by the 
network-builder; a m-class classification task is broken 
into m 2-class sub-tasks. Each sub-task is independently 
solved by a sub-network having one layer of trainable 
connections. An algorithm is presented for building and 
training each sub-network. Our algorithm starts with one 
node per class and creates more nodes as needed to separate 
each class from all others. This approach differs from the 
approach of [Kne92] which is more of a pairwise separation 
between classes and as such it tends to create more nodes. 
Also, in the case where two classes are not pairwise 
linearly separable we suggest simple automatic rules which 
are carried out without user intervention, instead of using 
backpropagation networks or other more complex approaches.
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Furthermore, in their simulations, [Kne92] have used nodes 
with sigmoidal function, whereas in our simulations we have 
used nodes with simple threshold function which is much 
easier for hardware implementations.
The corner classification approach [Kak94], which is a 
more modular approach, is presented in chapter 4. In this 
approach, the classification task is broken into sub-tasks 
where each sub-task is to separate each sample training 
pattern along with its neighboring patterns from all other 
training patterns. This contrasts with the approach of 
chapter 3 in which each sub-task was to separate all the 
training samples of one class from all other patterns. In 
the corner classification, each sample training pattern is 
considered a corner in the n-dimensional cube to be 
separated from all other training patterns using a single 
hidden node.
In chapter 4, improvements are also made to the 
comer classification algorithms in order to improve their 
generalization capability. The modular structure of this 
network along with its fast learning algorithms make this 
approach much faster than all the previously mentioned 
approaches. Finally, a pruning procedure for the networks 
of comer classification is introduced that reduces the 
number of the hidden nodes in the network. Chapter 5 
concludes the work of this dissertation.
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CHAPTER 2 
FEEDFORWARD NEURAL NETWORKS
2.1 Sincrle-Node Neural Network
The single-node neural network [Wid90] consists of an 
input layer of nodes and a single output node. The input 
layer does not perform any operation on input data. It 
only passes the data through the connection weights to the 
single output node. The output node is a processing node 
of the kind discussed in 1.1. The name single-node comes 
because there is only one processing node in the network. 
The threshold of the output node is simulated in the 
following way. There is a special connection between a 
constant input Xn+1 = 1 and the output node. The weight on 
this connection, wn+1, simulates the threshold level of the 
output node. By changing this weight, wn+1, the threshold 
level of the output node is changed.
Upon presentation of an input vector at the input 
layer the corresponding output of the output node is 
computed. This output is compared to the desired output. If 
there is a discrepancy, an error measure is computed which 
is then used to adjust the weights so as to produce the 
desired output. This process is shown in Figure 2.1. 
Depending on the different error measures taken, there are 
different learning algorithms for adjusting the weights so 
that it responds correctly to the given input patterns and
16
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input patterns not presented during training. These 
learning algorithms, the perceptron rule, the delta rule, 




Figure 2.1. A single-node network
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2 .2 Linear- Separability
Many real world problems involve the categorization of 
regions of points in a n-dimensional space into different 
classes. One way to define this categorization is to choose 
hyperplanes to separate the space into the proper regions 
[Fre91]. In a n-dimensional space a hyperplane is a n-1 
dimensional object. The equation of a hyperplane in a n- 
dimensional space is;
where WjS and 0 are constants such that at least one w^O, 
and xts are the coordinates of the space.
The single-node neural network used the above 
technique to classify a set of patterns. Consider a node 
that classifies a 2-dimensional input vector into two 
classes A and B. Let its nonlinearity element be a simple 
threshold function.
The equation for the output node becomes:
where 0 is the threshold of the output node. This node 
separates the space spanned by the two inputs into two 
regions. This division is done by a hyperplane, in this 
case a line whose equation is :
1 -* class A if w1x1 + w2x2 > 0 
-1 -* class B otherwise
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0 = w1x1 + v2x2. (2.3)
Now, it remains to find the values of the weights wt and w2 
and the threshold 0 that define this line. A single output 
node can compute these values only if the classes A and B 
are linearly separable. Two classes are linearly separable 
if there exists a hyperplane to separate them [U1173] . But, 
many classification problems are not involved with linearly 
separable classes.
For example the XOR problem, shown in Table 2.1 is a 
classification problem that involves non linearly separable 
classes:






There is no line that can separate points (0,0) and 
(1,1) from the points (0,1) and (1,0).
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The single-node neural network is limited to only 
linearly separable pattern classification. In order to be 
able to classify nonlinearly separable patterns either 
multi-node networks or multi-layer feedforward neural 
networks are used.
2.3 Sincrle-Node Network Learning Algorithms
The iterative supervised learning algorithms described 
in the following sections attempt to reduce the output 
error for the current training pattern with minimal 
disturbance to patterns already learned. There is one 
layer of connections from the input nodes to the output 
node to be trained.
These algorithms could be grouped into one of the 
following two groups [Wid90]. Error-correction rules 
change the weights of a network with the objective of 
reducing error in the present input training pattern. 
Gradient rules update the weights during pattern 
presentations by gradient descent with the objective of 
reducing mean square error (MSE) in the output averaged 
over all training patterns.
2.3.1 The Gradient Descent Method
One of the basic mathematical tools to find the 
minimum of a function is the method of gradient descent.
Let X = (xL, x2, . . . xj , and f (X) .
The gradient of f(X) is :
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. df df df .
V f ( X )  =  [-=—  3 —  ------3 — ]- ( 2 . 4 )ox. dx, dx„
l  c n
The basis of the gradient descent method could be described 
in the following way.
Proposition: If f(X) is a scalar function and vf * 0, then 
vf (X) at X = X0 gives the direction of maximum increase of 
f(X) at X0 .
Basically, the gradient shows the direction of maximum 
ascent of the function. Therefore, the negative of the 
gradient defines the direction of minimum descent. Knowing 
only the gradient of the function, a reliable approach for 
finding the minimum of a function would be to follow the 
direction of the negative gradient, the steepest descent.
2.3.2 Learning Based on Gradient Descent
Usually, the objective of adaptation is to reduce 
error averaged over all the patterns in the training set.
A common error function is mean square error (MSE). A 
popular approach to MSE reduction is by the method of 
steepest descent. Training a network by this method starts 
with an initial value for the weight vector, W0. The 
gradient of the MSE function is measured. Then, the weight 
vector is changed in the direction opposite of the measured 
gradient. This procedure is repeated until the weight 
vector approaches a locally optimal value.
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Updating the weight vector by steepest descent can be 
described by:
Wk+1 = Wk + u(-Vk) (2.5)
where k is the learning cycle, y is a parameter that 
controls stability and rate of convergence, and Vk is the 
value of the gradient at a point on the MSE surface 
corresponding to Wk [Wid90] .
2.3.3 w-i d-row-Hoff Delta Rule
This algorithm attempts to minimize the MSE surface in 
the weight space. The connection weights connecting the n 
input nodes to the output node are represented as a vector 
W = [wx w2 ... .wn+1] . There is a special connection between 
a constant input Xj,+1 = 1 and the output node. The weight 
on this connection, wn+1, simulates the threshold level of 
the output node. By changing this weight, wn+1, the 
threshold level of the output node is changed.
The training set consist of pattern pairs {Xk, tk}, 
k=l, 2,...p (p = size of training set), of sample pattern 
vectors Xk = [XjX2. . . .x„]k and their corresponding desired 
outputs tk. At each iteration of the learning (training) 
cycle one of the input-output training pairs, (Xk, tk) , is 
presented to the network. If the actual output computed 
for this pattern (Xk) is different from the target output, 
tk, the weights are updated using a small learning rate y. 
One reason y is kept small is to insure that the weight 
updates are not geared to any particular pattern. The
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whole training set is presented repeatedly (k = l,2,....,p) 
in the same order.
At the kch iteration, let the weight vector be Wk and 
the input vector be Xk. Then, the linear error is the 
difference between the desired output and the actual linear 
output:
This algorithm tries to minimize the mean of the square of 
the difference between the desired output and the actual 




The gradient of the MSE at Wk is:
aE(ek)
V, (2 .8 )k
dE(el)
(n+l) k
The above gradient is approximated by:
(2.9)
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Updating the weight vector by steepest descent on the MSE 
surface gives:
w t . i  =  fft  *  p  (
= ff, * 2 |ieA .
(2 .10)
The weight update equation for the original form of the 
delta rule is :
In other words, weights are corrected at each iteration by 
an amount which is proportional to the difference between 
the target output and the actual output. The choice of p 
controls stability and speed of convergence.
This learning rule makes error corrections proportional to 
the error itself:
where 0<p<l. (2.11)
Aek = A(t* - Wk*Xk) =-Xk*LWk
(2 .12)
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This learning algorithm can generalize from training 
patterns (patterns used during learning). Patterns similar 
to a training sample are classified into the same class as 
that of the training sample. This rule converges to the 
least squares solution. But, in some cases it may fail to 
separate training patterns that are linearly separable.
2.3.4 Perceotron Learning Rule
This rule uses a binary state node, o = {+1,-1}. It 
alters the weights to correct error in the output in 
response to the present input pattern. In contrasts to 
delta rule which is a linear rule that makes error 
corrections proportional to the linear error, perceptron 
learning rule is a nonlinear rule.
This rule uses the nonlinear error which is the 
difference between the desired response and the actual 
nonlinear output at the presentation of training pattern, 
pair { Xk, tk }:
-1 otherwise.
The possible values for each ek are (0,2,-2}. The 
weight update equation for the perceptron rule is, then:
where o i if £ (2.13)k
(2.14)
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In contrast to the delta rule which sometimes may 
fail to separate linearly separable training sets, the 
perceptron rule is capable of separating linearly separable 
sets. The following example is a case where the perceptron 
rule succeeds in separating the patterens and the delta 
rule fails. Suppose we have a one-dimensional input 
vector. The following three input pattern pairs are to be 
learned {x = 2, t = l}, {x = 1, t = -1}, and (x = -1, t = - 
1}. We would like to separate the first input (x = 2) from 
the other two inputs (x = 1, x = -1 ) by assigning an 
output of t = 1 for the first input and t = -1 for the 
others. The delta rule with its linear output function, t 
= wLx + w2 , can not find any Wj_ and w2 such that the 
desired t values are obtained for the above 3 input values. 
However, the perceptron rule where the output function is:
can find values for w2 and w2 (e.g.Wi = 2, w2 = -2) such 
that the desired t values are obtained for the given three 
inputs. The perceptron rule can separate lineraly 
separable sets, but if the patterns are not linearly 
separable this algorithm goes on forever unable to find a 
solution that separates the patterns.
2.3.5 Generalized Delta Rule
Nodes with sigmoidal nonlinearity elements are used 
for this learning rule. These nonlinearities have
(2.15)
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
2 7
saturation points helpful for decision making, and they 
have differentiable characteristics that help learning. As 
an example of such a function is the sigmoid function 
(sketched in Figure 1.1b):
o =f(v) = 1 / (1 + exp'1')
«  (2 .16) 
where v = 2̂ ,i=1
The error measure to be minimized is:
* = ° J 2. (2-17)jt=i * *
As of with the delta rule, the method of gradient descent 
is used in minimizing the above error function. At the kch 
iteration the error is :
ek = tk~ °k = tk ~ f K ) *  (2-18)
The approximate gradient Vk of the MSE at Wk is:
de 2 de
$ = __*_ = 2e __-
k dWk k dWk
where
de. 3f(v.) , dv.
— - =  -  —  = - f (vj—  ̂ (2.19)
dwk *"k k) df7k
and
dvk _ - y
dW„ k '
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Then, the weight update equation for this learning rule 
becomes [Wid90]:
- * 2^<tt - ok)f ' (Vk)Xk. (2 .20)
The generalized delta rule reduces to the delta rule by 
reducing the sigmoid function of the output node to the 
linear function ( o = VFX) .
2.4 Capacity of Single-Node Network
The average number of random patterns that a single­
node network (Figure 2.1) can learn to correctly classify 
is approximately twice the number of connection weights in 
the network (p= 2w) [Wid90]. It is found that the
probability of a set of random input patterns being 
linearly separable by a single-node network is a function 
of the number of patterns in the set, p, and the number of 
weights in the network, w:
The above result applies to randomly selected 
patterns. In real problems the patterns are not random. 
They have some regularities which support generalization. 
In a practical problem the number of patterns that a
p = 12 
1
for p >w 
for pz w.
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single-node network can learn is far more than the capacity 
mentioned above.
2 .5 Multi-node Neural Network
Multi-node neural networks are networks consisting of 
an input layer, multiple output type nodes at the second 
layer, and various fixed logic devices such as AND and OR 
in the third layer. The learning rule used to train the 
weights connecting the input layer to the second layer are 
those of the single-node network learning algorithms, 
namely; the perceptron rule; the delta rule; and the 
generalized delta rule. Later in this dissertation (chapter 
4) a recent algorithm [Kak94] , is discussed that can be 
used for training the weights in these networks.
Multi-node neural nets are capable of separating 
nonlinear separable sets, while a single-node network is 
limited to only linearly separable sets. Also, the average 
number of random patterns that a multi-node network can 
learn to correctly classify is approximately twice the 
number of connection weights in the network.
2.6 Multi-Laver Feedforward Neural Nets
A multi-layer feedforward neural network is a 
structured hierarchical layered network. It consists of an 
input layer, an output layer, and one or more layers of 
(hidden) nodes separating the input and the output layers 
[Lip87], [Hay94]. Unlike the multi-node networks where only
the connections between the input layer and second layer
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are adaptive, all the connections between all the layers in 
a multi-layer network are usually adaptive. The nodes in 
the hidden layers create intermediate representation of the 
input useful for solving recognition tasks. Figure 2.2 
shows a typical feedforward neural network with one layer 
of hidden nodes. Usually, the number of nodes in the 
output layer (m) corresponds to the (m) different number of 
classes to be separated.
Usually, each node in one layer is connected to all 
the nodes in adjacent layers. Each connection between two 
nodes at different levels is associated with a weight which 
measures the degree of interaction between them.
Xi Oi.
O u tp u tsI n p u t s ■ 
X n T
Figure 2.2 A typical 3-layer feedforward network with
one layer of hidden nodes.
Generally, each layer receives input only from its previous 
layer and produces output to be fed as input to its next
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higher layer. Information flows in one direction from the 
input layer to the output layer.
The next section describes the most popular algorithm 
for training multi-layer feedforward networks, the 
backpropagation algorithm.
2.7 The Backpropaqation Algorithm
The backpropagation algorithm is a supervised learning 
algorithm [Rum86] [Vee95] for feedforward neural networks.
Input / output pattern pairs which are to be learned 
(training patterns) are supplied to the network during 
training. The goal is to adjust the weights of connections 
between the nodes so as to obtain the desired outputs given 
the input training patterns.
The total input to node j at a hidden layer or output 
layer upon the presentation of input training pattern k is:
where o^ is the output of node i from previous layer which 
is fed as input to node j upon presentation of pattern k, 
and w-ji is the weight of the connection between nodes i and 
j at adj acent layers. The total input to each node j at a 
hidden layer or output layer passes through a sigmoid 
function f3- to produce the output of node j at the kth 
presentation :
a*, = £ (2 .22)
(2.23)
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Let,
= |E (ty - %)2 (2.24)
be our error measure upon the presentation of input pattern 
k with tkj, okj being the target output and the actual 
output for output node j at the presentation, 
respectively. The goal of this algorithm is to minimize 
the overall measure of error which is the sum of the errors 
of all output units upon the presentation of all input 
training patterns:
To achieve this goal, upon the presentation of pattern 
k the gradient vector of the error measure VEk which is a 
function of all free parameters (weights) is computed. 
Initially the weights on the connections between the nodes 
are randomly chosen to small values. The reason for 
choosing the initial weights small is to keep the output of 
the nodes away from its extreme values in which case the 
convergence could be extremely slow. Then, the weights are 
updated in the direction of -VEk, as :
(2.25)
wk*i = Wk - pVEk (2.26)
where Wk is the weight vector at the kch iteration.
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To compute the elements of the gradient vector VEk at 
the kch iteration (presentation of an input pattern), we 
notice that:
dE. dEk da. .k = _ *----kj (2.27)
dw.. dakj dwjt
where 3akj is the change in the input of node j at the kch 
iteration, dwiL is the change in the weight between node i 
and node j. By differentiating Eq.(2.22) with respect to 
wjii, We have that :






to be the error signal at the kch iteration for each node 
in the hidden or output layer. To compute ekj/ one can 
write:
dEk dE. do.. 
eki = "tt-1 = (2-30)J dakj d°kj dakj
where from Eq.(2.23):
d o ki '-3-^ = f A a k1) . (2.31)
daki J 1
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By differentiating Eq.(2.24) with respect to okj, we have:
(2.32)
Hence, at the kch iteration the error signal for a node in 
the output layer becomes :
=■ <t„ - <2 -33>
At the kth iteration the error signal for any node in the 
hidden layer is shown [Rum86] to be :
where e^ s are the error signals of nodes at the output 
layer to which hidden node j gives input.
Finally, during the k^ iteration the weights are 
adjusted as :
where o^ is the output of the i61* node which is the input 
to the jch node at the next higher layer ( if ich node is in 
the input layer its output is equal to its input). Also, 
ekj is the error signal of the node at the next higher 
layer, and p. is the learning rate which controls stability 
and speed of convergence ( 0< p < 1 ).
2.7.1 Analysis of Rate of Convergence of Backpropagation 
In an study [Ana95], it has been shown that even 
though each iteration of backpropagation reduces the
(2.34)
= ^ekj°ki (2.35)
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difference between the actual and the desired output 
vectors, in the first few iterations the difference between 
some of the elements of these vectors actually increases. 
This results in small changes in weight values which 
neccessitates a large number of iterations. This study 
concludes that as the number of classes increases the speed 
of convergence decreases.
Consider a three layer network designed to classify 
input patterns into one of m classes. There are m output 
nodes in the output layer, each node corresponds to one 
class. Let us denote a weight vector connecting the input 
layer to a node in the hidden layer by W, and denote a 
weight vector connecting the hidden layer to a node in the 
output layer by V. The error associated with the sch 
output node upon presentation of the kch pattern of class i 
is:
= t u,n _ 0 u,z) {2 36)
where ts(k'i> and os(lc,il are the target output and the actual 
output of the sch output node, respectively. The square 
error associated with the sch output node for all patterns 
of class i is:
EUtS) = £  ( e ^ ) 2. (2.37)k
The total square error associated with the sch output node
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upon presentation of patterns of all classes would be :
The weight change on the connection between the rch 
hidden node and the sch output node upon the presentation 
of the kth pattern of class i is a product of the error 
signal for the s'* output node and the output of the rch 
hidden node:
where hr(k,i) is the output of the rch hidden node upon the 
presentation of the kth pattern of class i. Also, the 
weight change on the connection line between the 1th input 
node and rch hidden node due to the (k,i)ch sample is :
where is the input from the lch node at the input
layer at the presentation of the kch pattern of class i .
Propositionl: In any iteration of backpropagation, the 
weight change between any hidden node and the sch output 
node is positive upon presentation of any sample from class 
s, (AVs r(1''i) > 0), and is negative upon presentation of any 
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Proof: In the equation for the weight change on the 
connection between a hidden node and an output node every 
term is positive except for ( t,.'*'11 - oslk'11 ) . The sign of 
this term is positive for all patterns of class s and is 
negative otherwise.
Proposition 2: In the first few iterations of 
backpropagation, the change of weight in a link between a 
hidden node and an output node is expected to be negative 
for multiclass problems upon presentation of all patterns 
[Ana95].
Proof: Each output node is intended to recognize the 
patterns of one class, only. The change in weight between 
the rch hidden node and the sch output node due to the 
presentation of all patterns is :
The first term on the right hand side of the above 
equation is the change in weight due to the presentation of 
patterns of class s only, and the second term is the change 
in weight due to the presentation of patterns of classes 
other than s ( Vi * s ). The change in weight due to 




The change in weight due to all other patterns is
negative :
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where i * s. For output node s, when the number of classes 
m>2, the number of samples in classes other than s are 
about m-1 times more than the number of samples in class s. 
Hence the number of negative weight changes above is more 
than the number of positive weight changes. Since the 
weights in the network are initialized to small random 
values, the magnitude of most of the weight changes are 
small for the first few iterations. The small values of 
weight changes along with the more negative summands in the 
equation for AVs r will make the expected value for AVs r 
negative in the first few iterations. The mathematical 
derivations are shown in [Ana95].
Proposition 3 : In the first few iterations of 
backpropagation on a network with one hidden layer, the 
change in each weight on a link between the input layer and
the hidden layer is expected to be negative upon
presentation of all the training samples.
Proof: It is shown [Ana95] that the expected change of each
weight connecting an input node and a hidden node is:
A s - i i ~ ( ( J i i!*'1))2(l-hJ*'1)) (x±k,i)) . (2.44)' 4 8
since every term in the above equation is positive, 
the minus sign makes the expression negative. The sum of 
these expressions over all training samples :
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*Wr.l = E  (2.45)ik.i)
will also be negative.
Conclusion: In brief, the above results show that all
weights decrease after the first few iterations. This 
causes the outputs of the hidden nodes (h) to decrease 
since they are monotonic functions of the first layer 
weights (W). Outputs of the output nodes decrease as they 
are monotonic functions of the second layer weights (V) and 
the hidden node outputs (h). For a training sample of 
class s the error E(SiS) increases but E(is) , ( Vi * s )
decreases. The increase in E(ss) causes the magnitude of 
ivs rlsl to increase in later iterations. Conversely, the 
decrease in E(i>s) , ( Vi * s ) , causes the magnitude of 
each AVs r(il, ( Vi * s ) to decrease. These small positive 
and negative contributions almost cancel each other 
resulting in very small changes in V weights which in turn 
necessitates a very large number of iterations in order to 
converge. Finally, one can conclude that as the number of 
classes increases the speed of convergence decreases even 
more.
2.7.2 Deficiencies of the Backpropagation Algorithm
The deficiencies of the backpropagation algorithm are 
summarized in the followings:
■ The algorithm is not guaranteed to converge to a 
solution even if one exists.
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■ The training procedure is very slow. The training 
time increases in a faster rate than the size of the 
network. On the one hand the amount of the 
computation needed to update the weights upon the 
presentation of a training sample is proportional to 
the number of weights in the network, and on the other 
hand the bigger the size of the network is the more 
training patterns are required for it.
■ Given a problem, there is no procedure to guide one
to a specific architecture (number of layers and 
number of nodes per layer). The number of hidden 
nodes for a three-layer network must be guessed. There 
are studies [Mir89], [Geo91] that help us in choosing
this number. They show that in a n-dimensional space, 
the maximum number of regions r that are linearly 
separable using h hidden nodes is:
r(h, n) = £  ( ^ )i =o x
(2.46)
where 
( * )=0, h <  i.
One would like to place at least one training 
pattern in each of the r regions in order to separate 
the r regions. Hence, the minimum number of training 
patterns needed to train a three-layer network by
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backpropagation is equal to the number of linearly 
separable regions in the input space (p >= r). Having 
p number of training patterns and replacing it for r 
in equation 2.46, one can estimate the necessary 
number of hidden nodes. Although this study sheds 
some light on the size of the network, it fails to 
give accurate results. For classification problems 
the shapes of the regions are not known. If the 
number of hidden nodes,h, is picked too small the 
training patterns would not be separated, and if it is 
picked too large the generalization would degrade 
[Ree93].
■ The architecture of the network is fixed prior to the 
learning. Any addition/deletion of nodes requires the 
computations to be redone.
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CHAPTER 3
A MODULAR APPROACH FOR SOLVING C L A SSIFIC A T IO N
PROBLEMS
3.1 Introduction
A popular approach for multi-class classification 
tasks is a monolithic approach. In this approach a network 
is designed and trained to separate the training samples of 
the different classes. The training algorithm used is the 
backpropagation algorithm.
In this chapter, an attempt is made to design a 
modular network for a classification task. In this 
approach a m-class classification task is reduced to m 2- 
class sub-tasks where each sub-task is independently solved 
by a sub-network. An algorithm is presented for building 
and training each sub-network using any of the single-node 
network learning rules such as the perceptron rule [Wid90].
Our aim is to overcome some of the deficiencies of the 
backpropagation algorithm [Rum86]; in particular the 
problems of slow rate of convergence and of fixed 
architecture.
3.2 Goals Behind Proposed Algorithm
The goals behind the proposed algorithm are: 
a To improve the rate of learning compared to that of
the non-modular network trained by the backpropagation 
algorithm. By breaking a classification task into 
sub-tasks such that each sub-task is independently run
42
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on a sub-network, it is expected that each sub-network 
is trained faster than the comparable non-modular 
network trained by backpropagation.
B To have a constructive method to guide us in
determining the number of hidden nodes needed in the 
network as opposed to the backpropagation algorithm in 
which one has to guess.
B To have a structure that develops as it learns as
opposed to that of backpropagation where the 
architecture of the network is fixed prior to learning 
and any addition or deletion of nodes requires 
retraining.
3.3 Proposed Algorithm
Given a set of m disjoint classes S = { Cx, C2,
.....   Cm } the problem is to separate each class Ci
( where Ct e S ) from all other classes in the set S, S - 
{Ci}. The following algorithm should be run for each class 
Ci independently.
Algorithm
• For a class Ci, order the other classes and assign
them to set A, A = S - {Ci> = { Cal, Ca2,........ Cal }
where Cai e S & Cai =£ Ci.
• Linear - Sep(Ci, A) ; Linearly separate class Ci from
the classes in set A. Set a maximum number of 
iterations allowed for this attempt.
• If Ci is not linearly separable from A, then
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If set A has two or more classes, then 
recursively
• Break recursively the set A into two subsets 
At and A2 where
= { Cal, Ca2, .......  Câi/2j } and
A2 = { Ĉ l/2kl' '̂a(_l/2J»2' ..... . Oil }
• Linear - Sep(Ci, Ax)
[node ( i/a1; . . . ., â i/2j ) is created ]
• Linear - Sep(Ci, A2)
[node ( i/aL1/2j+i» . . . . , ax ) is created]
• (i , . . . ., ax) — ( l /ax, . . . . , âi/2j ) ̂
( i/̂ i/2j+i' • • • •' )
• Else, set A has one class only, A = {Ca}.
consider the training samples of this class, 
and order them; Ca = {tj., .... tL} .
Break the training samples in Ca into two 
subsets Cal, and Ca2 where;
Cai = {tj_, . . . , t|l/2j) ' -̂a2 = ‘ ’ ' '
• Linear-Sep(Ci, Cal)
[node (i/ax) is created]
• Linear-Sep (Ci, Ca2)
[node (i/a2) is created]
(i/a) = (i/ai) v (i/a2)
Else, Ci is linearly separable from the classes
in set A. Create a node called, (i/ai, .....
ax) .
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Training samples of one class is always linearly 
separable from one training sample of another class. In 
doing so, one can use either the perceptron rule or one of 
the comer classification algorithms discussed in chapter- 
4.
3.3.1 Alternative to the Proposed Algorithm
Given a set of m disjoint classes S={C!, C2, ...., Cm }
such that the classes are ordered in the set, separate each 
class Ci from the set of classes numbered higher than
itself {Ci+l, Ci+2, --- - Cm}. The algorithm introduced in
the previous section is used to create the necessary nodes 
for this separation. The classes numbered lower than this 
class are already separated from Ci- Then, an AND gate is 
used to separate Ct from S - (Ci) as shown in Figure 3.1.
1 /2 ,3 [i-lj/i, ,mm
Figure 3.1 An alternative way to separate CL from S-
{Ci> .
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This alternative approach creates less number of nodes in 
the network, but it has the drawback that it either 
correctly assigns an input pattern to a class or it 
misclassifies it. It never rejects the input due to 
ambiguity.
3.3.2 Example
The following example shows the steps of our algorithm 
to classify the 4-class classification task of Figure 3.2. 
The problem is to classify the points in a two-dimensional 
space into one of the 4 classes.
Our proposed approach breaks this 4-class 
classification task into four 2-class sub-tasks each with 
its own network 1/2,3,4 , 2/1,3,4 , 3/1,2,4 , and 4/1,2,3.
Class 1 is linearly separable from all other classes. 
Hyperplane 1/2,3,4 in Figure 3.2 separates this class from 
all other classes. Hence, the sub-network of 1/2,3,4 has 
only one node as shown in Figure 3.3.
Class 2 is not linearly separable from all other 
classes. An attempt is made to linearly separate this 
class from class 1 by one node 2/1, and also linearly 
separate it from classes 3 and 4 by another node 2/3,4. To 
train node 2/1 pattern samples corresponding to classes 2 
and 1 are used, only. The outputs of the nodes 2/1 and 
2/3,4 are fed as inputs to an AND gate to create the sub­
network of 2/l,3,4.
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Classes 3 and 4 are not linearly separable from each 
other. A number of nodes are created to separate training 
samples of class 3 from different sub-sets of training 
patterns of class 4. The outputs of these nodes are fed to 
an OR gate to separate all training samples of class 3 from 
those of class 4. A layer of AND gates is used at the last 
layer so that an input pattern is assigned to at most one 
class. It should be mentioned that only the connections 
between the input nodes and the created nodes are 
trainable.
In the alternative network structure each class is 
linearly separated from another class by only one node. For 
example for the 4 class problem, as Figure 3.4 shows, a 
node is created to separate class 2 from classes 3 and 4, 
only. Class 2 has already been separated from class 1 by 
the node 1/2,3,4. Class 4 has been separated from all the 
other classes by the nodes created; hence, no nodes needs 
to be created for it. This way the number of nodes created 
are less than the number of nodes created by the first 
approach in which each class is separated from all other 
classes. Less nodes to be created means less time is spent 
during learning. But as the simulation results show, the 
generalization capability of the first network structure,






Figure 3.2 Two-dimensional input space divided into
four classes.
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Figure 3.3 The proposed network structure for the 4
class example.
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Figure 3.3, is somewhat better than the generalization 
capability of the second network structure Figure 3.4.
3.3.3 Analysis of the Algorithm
The c o m p le x ity  o f  a n eu ra l netw ork can be m easured by  
th e  number o f  mapping th a t  are  p o s s ib le  in  th e  n etw ork .
For a network with n binary input nodes, the number of 
possible binary patterns is 2". A number of these possible 
pattern samples p <= 2n is usually chosen to train the 
network. If we design a single non-modular network to 
assign these p training patterns into m different classes, 
then the number of possible mapping to be considered by our 
network would be:
JIp  = mp where ps 2". (3.1)
On the other hand, if the task is decomposed into m 2- 
class sub-tasks each handled by a sub-network then the 
number of possible mapping to be considered by each sub­
network would be:
2^  = 2P where ps 2n. (3.2)
These sub-networks run in parallel. Hence, for multi­
class classification tasks where m > 2 the modular scheme 
would be faster. Our algorithm guarantees the separation 
of training samples of one class from the training samples 
of all the other classes. In doing so, our algorithm keeps





Figure 3.4 An alternative network structure for the
class problem.
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breaking the problem into smaller ones. This breaking if 
necessary goes on until samples of the class are separated 
from only one sample of another class, and we know from the 
convergence of the perceptron [Ros73] that this can be 
done.
A network designed according to our modular approach 
is anticipated to learn faster than a comparable non- 
modular network trained by the backpropagation algorithm in 
the following ways:
1} The sub-networks of our modular network can be 
trained independently and in parallel.
2) Each sub-network of our modular network is
smaller than the comparable non-modular network 
trained by backpropagation. As a result, the 
number of weights updated in training each sub­
network is anticipated to be less than the number 
of weights updated to train the non-modular 
network of backpropagation:
zlp.i.w. < piw. (3.3)
H  3 3 3
The right hand side of the above inequality shows 
the number of weights updated for the non-modular 
network trained by backpropagation. This number 
is the product of the following three numbers; 
the number of samples in the training set (p);
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the number of presentations (iterations, i) of 
this training set; and the number of weights in 
the network (w) .
The number of weights updated for each sub­
network of our modular network is represented in 
the left hand side of the above inequality. For 
each sub-network a number of nodes are attempted 
to be created but some may have failed to be 
created. Assume the sum of all these nodes be N 
for a sub-network. Let Pj be the number of 
samples in the training set presented to the jch 
node of the sub-network, j e {1,2,...N}. And, ij 
is the number of presentations (iterations) of 
this training set to the network. Finally, w:- is 
the number of weights from the inputs to the jch 
node.
Our modular approach is adaptable; adding a new class 
adds new nodes to the existing network. For example, if 
class 5 were to be added to the 4-class problem of Figure 
3.2, the sub-networks created would remain. In addition, 
more nodes would be created for each sub-network to 
separate class 5 from each of the existing 4 classes.
3.4 Handwritten Digit Recognition
The performance of the proposed algorithm is 
investigated by its application to a handwritten digit
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recognition task. In this experiment two different size 
data bases are used.
3.4.1 Data Bases
The first data base (DB1) consists of 500 digits 
written by 3 different people. Each digit has 50 samples. 
Each digit was created using Bitmap software supported by 
Unix on a Sun workstation. Each digit was coded as a 8 * 8 
binary pattern (+1,-1) . The data base was randomly 
partitioned into a training set of 400 samples and a test 
set of 100 samples.
The second database (DB2) consists of 900 digits 
written by 4 different people, 500 digits of which are the 
same as the first database. Each digit has 90 samples, and 
was created using the same software as the first database. 
The second data base was partitioned into a randomly, picked 
training set of 700 samples, and a test set of 200 samples.
Some digit samples used are shown in Figure 3.5(a) 
along with an example for two sample digits 3.5(b) . The 
digit samples shown in the Figure 3.5(a) and the Figure 
3.5(b) are some of the hand written digits that are 
generated for this purpose.
3.4.2 Learning Rule
Each hidden node of our network which separates 
training samples of a class from the training samples of 
other classes is trained using the perceptron learning
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Figure 3.5(a) Hand written Numeral Samples.
. . oooo. . . . 0 .................
. . 0 . . 0 . . . . 0 .....
.....0. . . . 0 . 0 . .  .
.....0. . . 00 . 0 . . .
. . . 000. . 0 0 . . 0 . . .
.................0. . 0000000.
.................0. . . . . . 0 .  . .
. . . 000 . . . . . . 0 .  . .
Figure 3.5(b) Two 8x8 grids (64-input vectors) for two 
digits.
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rule. In other words the weights connecting input lines to 
each hidden node are updated as:
+
f/here 
AWk = )l{tk - ok)Xk 
and
(3.4)
+1 if w£xk > 0 
-1 otherwise
Wk is the weight vector and Xk is the input pattern vector 
at the kch iteration, and tk, ok are the target and actual 
outputs, respectively. This learning rule has the 
advantage that it uses nodes with simple threshold 
function. From the hardware implementation point of view, 
the structure of the analog sigmoidal node is more complex 
than the simple threshold one. For this reason many 
researchers have designed training approaches using simple 
threshold nodes [Yu94], [Zha94], and [Goo94]. Studies
[Roy95] show that if the perceptron algorithm is applied to 
linearly nonseparable input patterns, it can learn a large 
linearly separable subset of the given nonseparable 
training set, and identify nonseparable patterns in the 
training set.
3.4.3 Performance Measure and Assignment Criteria
To measure the performance of the classifier a set of 
test samples, samples not seen during training the network,
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is supplied. Each such input sample is given to the trained 
network. Depending on its output result, this input is 
either classified as a well classified pattern, a 
misclassified pattern, or a rejected item. It is well 
classified if the input is assigned to the correct class 
only; it is misclassified if it is assigned to a wrong 
class only; and rejected otherwise. The rate of well 
classified R^, rejected Rj., and misclassif ied patterns 
measure the generalization performance of a classifier.
Let us assume that G = G(Rwc,Rr,Rinc) . In order for G to 
measure the generalization capability of the classifier, it 







For most applications 3g/3rwc, SG/SRj., and dG/dR̂ ,. are 
considered constant [Cor95]. Therefore, G is expressed as 
a linear function of its three parameters:
G = C R  - C R  - C R  (3.6)
w c  w c  r r m e  m e  ' '
where Cwc, Cr, Cmc are the cost of well classification, 
rejection, and misclassification, respectively. For most 
applications misclassification degrades the generalization 
function G much more than rejection:
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We have assumed the following normalized function G for our 
simulation results:
G = RWC (3.8)
To assign a pattern to a class the following procedure is 
taken. A node in a network designed according to our 
algorithm separating class i from a set of one or more 
classes in the set S of all possible classes (S = 1, 2,
   m) is represented as (i/Ji) where = {j; j e S} .
The binary output (+1,-1) of this node is represented as 
v(i/Ji) .The output node for each class is determined as:
• v(i/S - i) = v(i/Ji) a  v(i/J2) a  .... a  v(i/Js)
The final decision of the network is then :
• if v(i/S-i) = 1
and v (j/S-j ) = -1
for all j * i & j e S 
then, the input pattern is assigned to class i.
• Otherwise, the input pattern is rejected.
For the network designed according to the alternative 
to the proposed algorithm, the assignment of a pattern to a
(3.9)
where Ji u J2 u .... u Js = S - i
and Jx, J2, Js are disjoint.
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class is done in the following way:
v ( i / ( i + l ) ,     m) = v ( i / J L) A  a  v ( i / J s)
and
v(i/S-i) =~v(l/2, .... , m) a  .... A~v((i-l)/i,...., m)
AV(i/(i+l), ...., m). (3.10)
3.4.4 Results and Discussion
Each row of Table 3.1 corresponds to a sub-network of 
our proposed network which has learned the 400 digit 
samples of our first database (DB1). The column '# of 
nodes created' shows the number of nodes in each sub­
network. For example, to separate samples of digit 1 from 
samples of all other digits three nodes are created such 
that each node separates samples of digit 1 from samples of 
one of the following three sets of digits {0,2,3,4}, {5,6}
, {7,8,9}.
In an attempt to create a node to linearly separate 
samples of one digit from samples of other digits, we have 
to set the maximum number of iterations (presentations of 
the training set) which are allowed before we decide that 
the perceptron learning rule has not converged. The 
maximum number of iterations allowed for table 3.1 is 100.
The column '# of weights created' shows the total 
number of connection weights in each sub-network; i.e. to 
separate samples of digit 1 from all the other digits 3x65 
= 195 connection weights are created. Upon presentation of 
each training sample, the connection weights to one node
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(65 weights) are updated at a time. In other words, nodes 
are created one at a time.
The column '# of weights updated' shows the total 
number of weights that are updated to train each sub­
network. The following example shows how to compute the 
number of weights that are updated in training a sub­
network of our proposed network. Consider the sub-network 
of the second row of table 3.1 where samples of digit 1 are 
separated from samples of all the other digits. First, an 
attempt is made to do this separation by one node. A 
maximum number of iterations (100) through the training set 
(400 samples) is run before we decide that this separation 
can not be done by one node; 400x100 patterns are 
presented. Upon presentation of each pattern 65 connection 
weights to the node are updated. Hence, 400x100x65 weights 
are updated in an attempt to separate digit 1 from other 
digits by one node. Since this attempt is not successful, 
another attempt is made to separate digit 1 from digits 
0,2,3,4 by one node, and also separate it from digits 
5,6,7,8,9 by another. The weights to the node 1/0,2,3,4 
are found in 40 iterations through the training set of 5x40 
= 200 samples. Hence, 40x200x65 weights are updated to 
create node 1/0,2,3,4. After an unsuccessful attempt to 
create node 1/5,6,7,8,9 (240x100x65 weight updates), 
attempts are made to create nodes 1/5,6 and 1/7,8,9. These 
last two nodes are successfully created by 20 and 53
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iterations through their respective training sets. Hence, 
the total number of weights updated to create the sub­
network for digit 1 is computed as:
400x100x65 + 200x40x65 + 240x100x65 + 120x20x65 + 160x53x65 
= 5387.2xl03.
The first row of Table 3.2 corresponds to the network 
of Table 3.1 where the maximum number of iterations for 
each node creation is set to 100. The second row of it 
corresponds to another network where the maximum number of 
iterations is set to 300. Table 3.3 shows the
generalization capability of our two networks of Table 3.2
when a test set of 100 samples is presented on them.
Table 3.6 and 3.7 show the sub-networks of two of our 
proposed networks which have learned the 700 training 
samples of our database 2(DB2). The maximum number of 
iterations allowed for Table 3.6 and Table 3.7 are 300 and 
100, respectively. As Figure 3.6 shows the higher we set 
the maximum number of iterations the less nodes are created 
in the construction of our network. If this number is set 
at a too large number, there is a waste of C.P.U. time. 
Table 3.8 corresponds to a network designed according to 
the alternative to the proposed algorithm.
The rows of Table 3.9 show the generalization
capability of the networks of Tables 3.8, 3.6, and 3.7 on a
test set of 200 samples digits, respectively. As this 
table shows the network designed by the alternative to the
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proposed algorithm (row 1) has higher misclassification 
than the other two networks.
Tables 3.4 and 3.10 show the results of constructing 
different networks to train samples of database 1 (DB1) and 
database 2 (DB2) by the backpropagation algorithm, 
respectively. Each network consists of a single-layer of 
hidden nodes. Hence, one of the problems is to determine 
the number of hidden nodes needed. The number of hidden 
nodes must be large enough for the network to be able to 
learn the problem, and restricted enough for the network to 
generalize properly [Eig93]. Having p number of training 
patterns, the number of hidden nodes, h, is approximated by 
[Mir89], [Geo91]:
h = log2p (3.11)
where p = 400 for database 1 (DB1) and p = 700 for database 
2 (DB2) in a 65-dimensional input space. For each network 
the learning rate and the momentum term were 0.35 and 0.9, 
respectively. Networks of Table 3.4 learned 100% of the 
400 training samples, whereas one of the networks of Table 
3.10 learned 99.86% of the 700 training samples by 300 
iterations (through the training set) of the 
backpropagation algorithm.
According to our modular approach, the process of 
separating samples of one numeral from samples of all the 
other numerals is an independent sub-task. In other words, 
all these 10 sub-tasks can simultaneously run on different
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processors. The maximum number of weights updated to 
train a sub-network of our proposed modular network of 
Table 3.1 is 5387.2xl03 whereas the minimum number of 
weights updated training any of the comparable non-modular 
networks of Table 3.4 by the backpropagation is 2128xl04. 
Comparison of the number of weights updated training each 
sub-network of our modular networks of Table 3.6 or of 
Table 3.7 with any of the comparable non-modular networks 
of Table 3 .10 show that training our modular networks is 
faster than the comparable non-modular networks by the 
backpropagation algorithm. Working on a time shared 
system, it was hard to get accurate C.P.U. times spent 
during execution of the programs. On the basis of 
different runs, it was noticed that to train each sub­
network of our modular network of Table 3.7 took about 0.1 
second C.P.U. time whereas to train the second network of 
Table 3.10 by the backpropagation took about 1.5 second
C.P.U. time.
The generalization capability of our modular networks 
could be compared with those of the non-modular networks 
trained using the backpropagation algorithm; Table 3.3 vs. 
Table 3.5; and Table 3.9 vs. Table 3.11. For Table 3.11 the 
networks of second and fourth row of Table 3.10 are used. 
Each row of Table 3.5 and Table 3.11 shows a different 
limit of error tolerated in the output nodes of the 
networks. Ek is the measure of the error upon presentation
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of pattern k:
Ek = £  ( - okj )2. (3 .i2)
Comparisons of Table 3.3 and Table 3.5 on one hand, 
and Tables 3.9 and 3.11 on the other show that the 
generalization capability of our networks is comparable to 
those of the networks learned using the backpropagation 
algorithm.
3.5 C o n clu s io n
In this chapter a modular approach to a multi-class 
classification task is taken. In this approach a m-class 
task is broken into m 2-class sub-tasks where each sub-task 
is independently solved by a sub-network. An algorithm is 
presented for building and training each sub-network using 
any of the single-node network learning rules such as the 
perceptron rule. Our modular approach is compared to the 
non-modular approach in which the whole task is considered 
as one problem for which a network is designed and trained 
by the backpropagation algorithm. Our modular approach to 
a classification task has advantages over the non-modular 
approach in the following ways:
A. A network designed according to our proposed 
approach is trained faster than a non-modular 
network trained by the backpropagation. 
al. Each sub-network (module) of our modular
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Table 3.1 This table shows the sub-networks created using 
the proposed algorithm for training 400 samples. 
Maximum number of iterations (presentation of all 
the training samples) allowed for each node 
creation is 100.
# of nodes created = # of nodes in a sub-network 
to separate one digit class from all other 
digit classes.
# of weigths created = # of nodes created x(64+l)
# of weight updates is explained earlier in this 
section (3.4.4) .


























2 1 65 25 650x103
3 1 65 36 936x103
4 1 65 15 390x103









7 1 65 41 1066x103
8 1 65 91 2366x103
9 1 65 30 780x103
Total 13
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Table 3.2 Training 400 digit samples using proposed 
algorithm with different maximum number of 
iterations allowed for each node created.
maximum number of iterations for each 
successful node created




Table 3.3 Results showing generalization capability of the 
two networks of Table 3.2 on 100 test samples.
R̂ . = the rate of well classified patterns
Rj. = the rat of rejected patterns
Rjnc = the rate of misclasified patterns
G = RwC -- d/10) Rr - R*c.





11 42% 41% 17% 20.9
13 46% 41% 13% 28.9
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Table 3.4 Different size networks for training 400 digit 
samples by Backpropagation algorithm.
#  of 
hidden 
nodes





# of iterations 
through the 
training se t
#  of weight 
updates
learned
9 10 685 123 3370.2x104 100%
10 10 760 70 2128x104 100%
15 10 1135 69 3132.6x104 100%
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Table 3.5 Results showing generalization capability of
the networks of Table 3.4 for 100 test 
samples.
Rwc = the rate of well classified patterns 
Rj. = the rate of rejected patterns 
R̂ . = the rate of misclasified patterns






Rwc R r Rm c G
9
E k <  0.1 40% 53% 7% 27.7
Ek < 0.2 47% 36% 17% 26.4
Ek < 0.3 54% 2 0 % 26% 26.0
1 0
E k <  0.1 30% 62% 8% 15.8
E k <  0.2 41% 44% 15% 21.6
Ek < 0.3 52% 26% 2 2 % 27.4
15
Ek < 0.1 35% 57% 8% 21.3
E k <  0.2 43% 41% 16% 22.9
Ek < 0.3 48% 33% 19% 25.7
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Table 3.6 This table shows the sub-networks created using 
the proposed algorithm for training 700 sample 
digits. Maximum number of iterations 
(presentation of all training samples) allowed 
for each node created is 300.











# of iterations 
through the 
training set
# of weight 
updates
0 2 {1,2,3,4} 
{5,6,7,8,9}
130 435 = sum of 
70,65,300
170.17x10s
1 3 {0,2,3,4} 
{5,6} 
{7,8,9}





2 1 65 156 70.98x10s
3 2 {0,1,2,4} 
{5,6,7,8,9}




4 2 {0,1,2,3} 
{5,6,7,8,9}
130 465 = sum of 
20,145,300
180.635x10s
5 2 {0,1,2,3} 
{4,6,7,8,9}
130 547 = sum of 
114,133,300
198.744x10s
6 3 {0,1,2,3} 
{4,5} 
{7,8,9}




7 1 65 220 100.1x10s
8 2 {0,1,2,3} 
{4,5,6,7,9}
130 429 = sum of 
58,71,300
169.078x10s
9 1 65 86 39.13x10s
Total 19 .- ■: .'-t- \ V - ' /  -
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Table 3.7 This table shows the sub-networks created using 
the proposed algorithm for training 700 sample 
digits. Maximum number of iterations 
(presentation of all training samples) allowed 
for each node created is 100.





#  of nodes 
created
#  of 
weights 
created




#  of weight 
updates
0 2{1,2,3,4}, {5,8 ,7,8 ,9} 130 2 3 5 79.17x10s
1 5{0,2},{3,4},{5,6},{7},{8,9} 325 5 63 133.861x10s
2 2{0,1,3,4}, {5,6 ,7,8,9} 130 2 0 6 71.1165x10s
3 3(0,1,2,4},{5,6},{7,8,9} 195 3 3 7 100.4185x10s
4 3{0,1,2,3},{5,6 },(7,8 ,9} 195 2 7 7 85.722x10s
5 4{0,1 },{2,3}t{4,6},{7,8,9} 2 60 4 0 0 110.3375x10s
6 4{0,1,2,3}1{4},{5}1{7I8,9} 2 60 3 7 4 96.915x10s
7 3(0,1 }I{2,3}1{4,516,8,9} 195 2 8 7 83.265x10s
8 2(0,1,213}1{4,5,6,719} 130 2 2 9 78.078x10s
9 1{0,1,2,3,4,5,6 .7,8} 65 8 6 39.13x10s
Total 29
















16 —  
100 700500 600200 300 400
liaxim um  Number of Iterations
Figure 3.6 The number of nodes in the networks vs.
different number of maximum iterations 
allowed for creation of each node by the 
proposed algorithm.
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Table 3.8 This table shows the number of nodes created
using the alternative to the proposed algorithm 
for training 700 sample digits. Each digit class 
is separated from the digit classes numbered 
higher than itself. Maximum number of iterations 
allowed to create each node is 3 00.
digit to be separated from 
digits numbered higher 
than itself
# of nodes 
created
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Table 3.9 Results showing generalization capability of the 
networks of Tables 3.6 - 3.8 for 200 test 
samples.
R̂ . = the rate of well classified patterns 
R,. = the rate of rejected patterns 
R̂ . = the rate of misclasified patterns
G = RwC - d/10 )Rr - Rnc.
number of nodes 
in the network
Rwc Rr R mc G
12 82% 0 18% 64.00
19 66.5% 27.5% 6% 57.75
29 72% 24.5% 3.5% 66.05
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Table 3.10 Different size networks for training 700













# of weight 
updates
learned
10 10 760 100 53.2x106 75.12%
10 10 760 300 159.6x10s 99.86%
10 10 760 500 266x10s 99.86%
15 10 1135 100 79.45x10s 99.4%
15 10 1135 300 238.35x10s 99.1%
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Table 3.11 Results showing generalization capability of
the networks of Table 3.10 for 200 test 
samples.
Rwc = the rate of well classified patterns 
Rr = the rate of rejected patterns 
Rr,,. = the rate of misclasified patterns





Rwc Rr Rmc G
10
Ek<0.1 67.5% 25% 7.5% 57.50
E|c<0.2 71% 20% 9% 60.00
Ek<0.3 76% 13.5% 10.5% 64.15
15
Ek<0.1 66.5% 31.5% 2% 61.35
Ek<0.2 74% 21.5% 4.5% 67.35
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network can be trained independently and in 
parallel.
a2. The number of weights updated to train each 
sub-network is less than the number of 
weights updated to train the non-modular 
network by backpropagation. The simulation 
results for the digit recognition task 
presented in this chapter reveal this 
finding.
a3. Each weight updated by the perceptron
learning rule takes less computation than a 
weight updated by backpropagation.
B. As the simulation results of this chapter show, 
the generalization capabilities of our modular 
networks are comparable to the non-modular 
networks trained by backpropagation.
C. Our modular approach is adaptable; adding a new 
class to an existing classification problem 
introduces only new nodes to separate this class 
from the existing classes.
D. Finally, the number of nodes in our modular 
network is not guessed and fixed in advance. By 
setting a maximum number of attempts allowed to 
linearly separate patterns of one class from 
those of other classes, the nodes are created as 
needed.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 4
TRAINING USING CORNER C L A SS IFIC A T IO N
4.1 Introduction
In this chapter another modular approach [Kak94] is 
presented. This approach is more modular than the approach 
of the previous chapter. Instead of breaking a m-class 
classification task into m 2-class sub-tasks as done in the 
previous chapter, the task is broken into many more 2-class 
sub-tasks. The number of these sub-tasks can grow to equal 
the number of training samples used. The main motivation 
behind this approach is to have a network trained much 
faster than the networks of other approaches, i.e. networks 
of backpropagation. One hidden node is allocated for each 
training pattern. This hidden node recognizes the 
designated training pattern and patterns at a close hamming 
distance from it. The weights to this node are adjusted by 
a direct approach rather than the iterative approach of 
backpropagation which makes this approach very fast.
The following section describes the procedure for 
building the structure of the network. Later sections 
review the different learning rules called comer 
classification algorithms [Kak93b],[Kak94] for training the 
connection weights in the network. These learning 
algorithms are studied and then modified to give better 
results. Finally, a pruning procedure is given that
77
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eliminates the unnecessary hidden nodes to make the network 
smaller. The reduced network has the same performance as 
that of the unpruned network.
4.2 The Network Structure
This network structure along with its learning 
algorithms can be used to map any given binary 
associations [Kak93b], [Kak94]. In this network the output
of the hidden node j is given by the function:
n+1
0 otherwise.
An extra input of value one is fed as input to each hidden 
node whose weight with that node simulates the node's 
threshold.
Consider the function Y = f(X), where X and Y are p 
binary vectors of dimensions n and m respectively.
Table 4.1 Input output pattern pairs.
Sample Inputs Outputs
1 XxlX12. . .xln Y i i Y u  • • • Yim
2 X 21X 22 • • • X 2n Y 21Y 22 • • • Y 2m
P X o 1X d2 • • • X on Y DlY02 • • • Yom
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The p output patterns could be viewed as m p- 
dimensional vectors ZjS. Consider the output vector Zlf 
whose elements are the first output elements (yx values) 
for the p inputs. There are 3i elements of value 1 in Zx.
The key step in this algorithm is to create 3i nodes in the 
second layer in order to be able to separate the individual 
n-dimensional input patterns that produce a value of 1 for 
y1. These 3i nodes are connected to the n input lines 
through weights that define the correct hyperplanes to 
isolate each of the input patterns. The outputs of these 3X 
nodes go through a logical-OR gate at the output node to 
produce the correct response at the output layer. This 
procedure is done for the other Zt vectors, too.
Figure 4.1 shows the structure of this network. In 
classification tasks the number of output elements, m, is 
equal to the number of classes. Each output element 
represents a class for which only the input patterns 
belonging to it have a value of 1 and all other patterns 
have a value of 0. This structure only needs to train a 
single layer of weights, the weights of connections from 
the n-input lines to the hidden nodes.
4.3 Corner Classification Algorithms
To train the connections from the input nodes to the 
hidden nodes of the described network, one can use the 
Perceptron rule. Another approach presented by Kak [Kak94] 
is called comer classification. In this approach training
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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=1
Fig. 4.1: The general structure of the 
network.
samples are considered as the comers of a n-dimensional 
cube. The algorithms that find a set of weights to isolate 
a comer of the n-dimensional cube do so by a direct method 
of inspection of the training samples.
This direct way of adjustment of weights has the 
benefit that information does not have to travel in reverse 
direction. Some researchers [Hin92] believe that the 
backpropagation algorithm seems biologically implausible.
In backpropagation information travels through the same 
connections in reverse direction. It seems that this does 
not happen in real neurons.
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The direct style of weight adjustment of the comer 
classification algorithms result in very fast training.
For these algorithms the amount of computation grows only 
linearly with the number of patterns to learn. Also, the 
time to learn each pattern is independent of the number of 
training patterns and as a result it is very fast. This 
contrasts with the slow training procedure of the 
backpropagation algorithm for which the time to learn each 
training pattern depends on the number of training 
patterns.
4.3.1 Algorithm CC2
This algorithm, CC2 [Kak94], is based on the corner 
classification learning approach. Each hidden node 
isolates a particular training pattern vector, X1. It 
produces a 1 when X1 is presented and a 0 when other 
patterns are applied. To accomplish this, the weights must 
be assigned so that they are positively correlated with XL 
and negatively correlated with the other input training 
vectors. Suppose the input training vector X1 is
represented by vector (xlf x2, ...... x„ x„+1) . The weights
of connections to this hidden node are computed as:
where s is the number of l's in the input vector X1, and
- 1  for Xj =  0  
1  for Xj =  1  
-  (s - 1 ) for j =  n + 1
(4.2)
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wn+1 simulates the threshold of the hidden node. However, 
this learning algorithm does not generalize from the 
training patterns. Each hidden node of the network picks 
only one training pattern, one corner of the n-dimensional 
cube. In order for CC2 to generalize, it should pick the 
neighboring corners as well. It has been suggested in 
[Kak94] that by randomly modifying the weight values after 
using CC2 some of the learnt training patterns become 
unlearned, but the network achieves generalization 
capability. One interesting randomization [Mad94] adds 
small positive values to weights with positive value and 
small negative values to weights with negative value. This 
makes the network to classify patterns in the vicinity of 
the corner patterns as the corner patterns.
4.3.2 Algorithm CC3
The randomization process of algorithm CC2 could 
result in misclassifying patterns and thus rejecting them. 
This specially could happen when large random numbers are 
added and subtracted from the weights. In order to 
somewhat correct this problem, a procedure is suggested in 
[Kak94] that for each weight vector W1 it increases its 
correlation with its corresponding input training vector 
X1, and it decreases its correlation with all other input 
vectors in the training set. This procedure works in the 
following manner [Rai94]. Consider the weight vector W1 
corresponding to pattern X1 in the training set. The inner
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product of this weight vector, W1, with every input vector 
Xj in the training set such that jfi, s = X^.W1, is 
computed. If s>0, one of the followings is followed:
1. Find a 1 such that x\ = 0 and x3! = 1, update 
wi1 to wi1-s. Note that Xi1 is an element of the 
X1 training vector corresponding to W1 weight 
vector.
2. Find a 1 such that x\ =1 and x3x = 0, update 
w^ to wi1+s and change w1̂  to win+1-s.
4.3.3 A Remark on Corner Classification
Consider a set of input patterns represented as 
vectors in a n-dimensional space. A hidden node in a 
feedforward network consisting of one hidden layer, such as 
a network discussed in this chapter, acts as a (n-1)- 
dimensional hyperplane that divides the space into two 
regions [Mir89]. If the portions of these hyperplanes 
divide the input space into r disjoint regions, we say that 
the input space is linearly separable into r regions. The 
association of the regions with classes is done by the 
output nodes at the output layer. Figure 4.2 shows an 
input space divided into 5 disjoint regions. Each region 
is associated with one of the 2 classes. Having a n- 
dimensional space, the total number of binary




Figure 4.2 Two-dimensional input space with five
separable regions divided into two 
classes.
patterns in this space is 2n. Assuming that the space of 
the 2“ patterns is divided into r disjoint regions where 
each region i has p£ number of patterns, then we have that:
Let each region i be identified by the following two 
characteristics; (1) a pattern; (2) a radius of 
generalization di. In other words let us assume that 
associated with each region i there is a pattern such that 
the other patterns in this region are at most at a hamming 
distance of di from it. Then the number of patterns in
(4.3)
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each such region i with di radius of generalization is 
[Kak95]:
Pi = £<£>• (4-4)jt=o ^
Also that the total number of patterns in all the r 
regions is:
£  < £  ( ? > >  =  2". (4-5)i=l k=Q K
Example
Consider n=3, the total number of all possible binary 
patterns is 23=8. Assume that this space is divided into 
the following two regions:





If we pick the patterns 011 and 100 from the above two 
regions as the patterns for each region respectively, and 
take the radius of generalization di=l for each region then 
we have all the patterns:
2 x £  (3) = 23. (4-6)
lr=0 K
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8 6
If one places a training pattern in each of the 
regions and sets the radius of generalization for each 
region such that it covers the patterns in that region, 
then the classification problem is solved. This is the 
idea behind the corner classification algorithms; i.e. by 
randomly adding positive values to weights with positive 
value and adding negative values to weights with negative 
value, one is trying to create a radius of generalization.
Not knowing which patterns to place as centers of the 
regions, one picks all the training patterns and forms a 
region around each one. In doing so, one has to pick the 
radius for each region large enough to be able to pick 
patterns close by and small enough not to include outside 
patterns. Also that having placed a pattern in region i, 
some patterns at d* hamming distance from it may belong to 
this region while some other patterns at the same hamming 
distance may not belong to this region. In the following 
sections, we modify the corner classification algorithms so 
as to have a better radius of generalization for each 
region.
4.3.4 Modified CC2
Consider training pattern Xi=(xi1,x2i, . . . ,xLn+1) 
belonging to class c. The weights Wi= (w\,w^, . . .,win„1) to 
the hidden node for this pattern are assigned as:
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if Xj1 =  1
Pc
* -  d
Pc
~(S ~ 1 )
if x /  =  0
(4.7)
for j =  n +  1
where p3 is the number of training patterns belonging to 
class c that have a value of 1 in their jch element. Also, 
pc is the total number of training patterns in class c and 
a is an integer value that gives the step size. In the 
same way as before, s is the number of Is in the X1 
training vector.
This way of adjusting the weights differs from the 
algorithm of CC2 in that to create a radius of 
generalization knowledge of the training patterns is used. 
For example, for a connection to a hidden node 
corresponding to a pattern of a particular class, if most 
of the patterns in that class have one sign then a greater 
weight is assigned toward that sign.
4.3.5 Modified CC3
When adjusting the weights according to the procedure 
of the modified CC2, as larger values are chosen for a more 
of the training patterns become unlearned. This is because 
the radiuses of the generalization become larger which
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result in having overlapping regions. This causes the 
generalization to degrade.
In order to ensure that most of the training patterns 
are learned, after using the procedure of the modified CC2 
a modification of the algorithm of CC3 is used. For each 
weight vector W1, where W1 corresponds to X1, compute its 
inner product
with every other input vector Xj in the training set(j^i);
S = X j . W L. ( 4 - 8 )
If s exceeds zero, do the followings;
1. Compute the number of input places where patterns 
X1 and Xj differ; call this number c.
2. For each place where xi1 = 0 and xjx = 1, update wL 
to wx - s/c.
3 . For each place where xil = 1 and x3! = 0, update 
wx to w1 + s/c and also update wn+1 to wn+1 - s/c.
As of CC3 this procedure increases the correlation 
between W1 and X1, and reduces the correlation between W1 
and the other input vectors in the training set. This 
procedure differs from the CC3 in that the weights are 
updated in a smoother way. Instead of updating one element 
of a weight vector, the change is broken into small pieces 
with more elements updating each piece. Experiments have 
shown that networks with smoother solution weights generalize 
better than networks with less smooth weights[Jea94].
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4.3.6 Simulation Results
The digit recognition task of chapter 3 is used to 
compare the generalization capability of the comer 
classification algorithms with that of backpropagation. 
Database 1 of chapter 3 which consists of 400 training 
samples and 100 test samples is used. Tables 4.2 and 4.3 
show the results using the different comer classification 
algorithms. Each of these algorithms adds positive values 
to positive weights and negative values to negative weights 
in certain way. For each of them the ranges of positive 
and negative values added are (0,a) and (-a,0), 
respectively. As the results of tables 4.2 and 4.3 show, 
the performance of the modified CCs are better than the 
original CCs. Table 4.4 shows the generalization ability 
of two networks of chapter 3 trained by backpropagation.
One of the networks has 10 hidden nodes in its second layer 
and the other network has 15 hidden nodes. Both networks 
learned the 400 input training patterns. Generalization 
ability of the comer classification networks ( as shown 
in Tables 4.2 - 4.3) are comparable to the generalization 
ability of the networks trained by backpropagation (as 
shown in Table 4.4). However, in the learning time, the 
comer classification algorithms outperform 
backpropagation.
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Table 4.2 Different corner classification Algorithm used 
for the digit recognition task. In each 
algorithm a=2.
R̂t- = the rate of well classified patterns 
Rc = the rate of rejected patterns 
i?nc = the rate of misclassified patterns 





Algorithm Rwc Rr Rme Rwc Rr Rnic G
CC2 74% 26% 0% 40% 51% 9% 25.9
Modified
CC2
77.3% 22.7% 0% 40% 55% 5% 29.5
CC3 90% 10% 0% 37% 54% 9% 22.6
Modified
CC3
95.8% 4.2% 0% 38% 57% 5% 27.3
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Table 4.3 Different comer classification algorithm used 
for the digit recognition task (a=4).
R^ = the rate of well classified patterns 
Rr = the rate of rejected patterns 
Rnc = the rate of misclassified patterns 





Algorithm Rwc Rr Rn,c Rwc Rr Rmc G
CC2 19% 81% 0% 17% 78% 5% 4.2
Modified
CC2
40.3% 59.7% 0% 33% 59% 8% 19.1
CC3 70.8% 24.2% 0% 32% 56% 12% 14.4
Modified
CC3
89% 11% 0% 37% 57% 6% 25.3
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Table 4.4 Results showing generation capability of the
backpropagation algorithm on 100 test samples.
= the rate of well classified patterns 
Rr = the rate of rejected patterns 
R,̂  = the rate of misclassified patterns 






R«C Rr Rmc G
Ep < 0.1 30% 62% 8% 15.8
10 Ep < 0.2 41% 44% 15% 21.6
Ep < 0.3 52% 26% 22% 27.4
< 0.1 35% 57% 8% 21.3
15 E P < 0.2 43% 41% 16% 22.9
Ep < 0.3 48% 33% 19% 25.7
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4 .4  Prunincr o f  Hidden Nodes in  C om er C l a s s i f i c a t i o n
An important question in neural network research is 
the size of network; the number of nodes and connections 
needed for a particular task. The size of network must be 
large enough to learn the training patterns, and small 
enough to extract the relevant features from them. It is 
commonly believed that smaller networks that fit the data 
generalize better than larger networks [Ree93]. This is 
because smaller networks have less space to store 
information. Hence, they extract only the relevant 
features when learning the training set. Besides better 
generalization, smaller networks have other advantages to 
larger networks; they cost less to build and are faster.
For backpropagation networks, not knowing the optimum 
size network, one starts with a network larger than 
necessary and then tries to prune it. Studies for the 
backpropagation networks have shown that even if the 
optimum size is known, the smallest size network to fit the 
data is usually sensitive to initial conditions and rarely 
moves to a solution. Many algorithms start with a network 
larger than necessary and then remove the nodes or 
connections that are not required [Kar90], [Sie91]. In the
following section a procedure for pruning corner 
classification networks is described. This is then 
followed by some simulation results.
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4.4.1 A Procedure
To ensure the separation of the separable regions in 
the input space one would like to place a training pattern 
in each of the regions and then create a hidden node for 
each pattern according to one of the comer classification 
algorithms. But, for most problems one does not know the 
shapes of the regions so as to choose the necessary 
training patterns. Usually one takes all the training 
patterns and creates a hidden node for each one. Since the 
number of training patterns is often high, a pruning 
procedure is desired to reduced the number of hidden nodes. 
In this procedure, the outputs of the hidden nodes are 
examined to determine which nodes can be eliminated.
Consider the hidden nodes corresponding to the 
training patterns of class c. For each such hidden node i, 
compute two numbers; (1) the number of training patterns in 
class c for which hidden node i gives an output of 1; (2)
the number of training patterns in all other classes for 
which node i gives output of 1. We say that node i covers 
the training patterns for which it gives output of 1. The 
hidden node with a maximum number of covering of training 
patterns in class c and a low number of covering of 
training patterns in other classes is kept. All the hidden 
nodes corresponding to the covered training patterns of 
class c are eliminated. Since their removal does not 
change the final output. Each hidden node separates a















100 150 200 250 300 350 400




Figure 4.5 The effect of pruning a network of comer
classification on generalizing 100 digit 
test samples.
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Number of Nodes in the Network
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4.6 The effect of pruning a network of corner
classification on learning 400 digit 
samples.
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region around one training pattern. If a few training 
patterns of a class are in one region and can be separated 
by one node, then the nodes that separate each of the 
patterns in that region separately can be removed.
This procedure is repeated until all or most of the 
training patterns of class c are covered by some hidden 
nodes. Following this procedure for the hidden nodes of 
the other classes, one can prune the network.
4.4.2 Simulation Results
The second network of table 4.2 with 400 hidden nodes 
is used to be pruned by the above procedure. When every 
training pattern is covered by some hidden node according 
to the pruning procedure, a total of 208 hidden nodes is 
used. Some training patterns are rejected because two or 
more hidden nodes of different classes cover them. As 
figures 4.5 and 4.6 show, when half the number of hidden 
nodes are eliminated according to our procedure the 
performance of the network remains comparable to that of 
the unpruned network.
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CONCLUSION
In this dissertation two different modular approaches 
for designing feedforward neural networks for 
classification problems are presented. In the first 
approach, discussed in chapter 3, a classification task is 
broken into sub-tasks each one of which is solved by a sub­
network. An algorithm is presented by building and 
training each sub-network using any of the single-node 
learning rules such as the perceptron rule. The 
performance of this approach is compared with that of the 
popular non-modular approach of the backpropagation 
algorithm by their application on a digit recognition task. 
The simulation results show that this approach is faster 
than backpropagation while it has similar generalization. 
This approach has the benefit of incrementally building the 
hidden nodes as opposed to that of backpropagation where 
there is no procedure to guide one to a specific 
architecture.
The second modular approach, presented in chapter 4, 
is used in conjunction with a recent method called corner 
classification. Training using comer classification is a 
one step method and as a result it is a much faster method 
than the computationally intensive iterative method of 
backpropagation. In this dissertation some modifications
98
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are made to comer classification to improve its 
performance. The digit recognition task of chapter 3 is 
used to compare the generalization capability of the corner 
classification algorithms with that of backpropagation, and 
it is shown that they are comparable. Designing a network 
by comer classification involves a large number of hidden 
nodes. As the number of hidden nodes increases the network 
becomes more fault tolerant. However, the increase of 
hidden nodes will require more components for the hardware 
implementation. So, the unnecessary hidden nodes must be 
eliminated. In chapter 4 a pruning procedure is introduced 
that eliminates a large number of unnecessary hidden nodes.
Training algorithms based on iterative procedures have 
the benefit of not creating too many hidden nodes and the 
drawback of being too slow. Training based on corner 
classification has the benefit of being very fast at the 
expense of creating too many hidden nodes. As a direction 
for further research one could combine these two approaches 
by arranging a number of training patterns belonging to a 
class into clusters and use a hidden node for each cluster. 
This could be done by some form of comer classification 
followed by a pruning procedure. Then an iterative 
learning procedure such as the perceptron rule could be 
used to learn the remaining training patterns. This way 
the number of hidden nodes could be reduced compared to the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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approach of using only comer classification while having a 
faster method than an iterative one.
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