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ABSTRACT OF DISSERTATION
A STUDY OF PERIODIC AND APERIODIC FERROMAGNETIC ANTIDOT
LATTICES
This thesis reports our study of the effect of domain wall pinning by ferromagnetic (FM)
metamaterials [1] in the form of periodic antidot lattices (ADL) on spin wave spectra in
the reversible regime. This study was then extended to artificial quasicrystals in the form
of Penrose P2 tilings (P2T). Our DC magnetization study of these metamaterials showed
reproducible and temperature dependent knee anomalies in the hysteretic regime that are
due to the isolated switching of the FM segments. Our dumbbell model analysis [2] of
simulated magnetization maps indicates that FM switching in P2T is nonstochastic. We
have also acquired the first direct, two-dimensional images of the magnetization of Permal-
loy films patterned into P2T using scanning electron microscopy with polarization analysis
(SEMPA). Our SEMPA images demonstrate P2T behave as geometrically frustrated net-
works of narrow ferromagnetic film segments having near-uniform, bipolar (Ising-like)
magnetization, similar to artificial spin ices (ASI). We find the unique aperiodic transla-
tional symmetry and diverse vertex coordination of multiply-connected P2T induce a more
complex spin-ice behavior driven by exchange interactions in vertex domain walls, which
differs markedly from the behavior of disconnected ASI governed only by dipolar interac-
tions.
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Chapter 1 Introduction
1.1 Introduction
Recent advances in nanofabrication and simulation techniques for magnetic nanomaterials
allow researchers to study novel systems that are important from both the fundamental
physics and application perspectives. In particular, this thesis addresses various topics that
are governed by patterning on a mesoscopic (50 nm - 1 µm) scale. Ferromagnetic thin
films used in hard disk drives are often deposited using the sputtering method. Such a
film consists of sub-micron magnetic alloy grains that are separated by roughly 1 nm of
weakly magnetic material. A FM thin film can be divided into separate domains, and the
magnetization directions (e.g., up/down) of these domains correspond to binary logic states.
Perpendicular (longitudinal) magnetic recording media consists of FM thin films with an
easy axis perpendicular (parallel) to the thin film plane. The current hard drive technology
uses perpendicular media for data storage purposes (see Fig.1.1a) [3]. A “bit” is written
by a magnetic write head (in a hard drive) by moving along the disk track and magnetizing
media into one of the two configurations: up or down, as shown by red and blue colors
in Fig. 1.1b. As the magnetic head (shown in blue in Fig. 1.1a) travels above the media,
it switches the magnetization direction of these particles, and thereby records data in the
form of ones and zeroes. The data is stabilized by the control of exchange coupling by a
weakly magnetic material between the grains. The sensor (shown in red in Fig. 1.1a) reads
the data by recording magnetic flux transitions along the data track.
The signal-to-noise ratio (SNR) of a magnetic bit is proportional to the number of mag-
netic grains per bit, or SNR ∝ wbt/VG, where w, b, and t represent the width, breadth, and
(a) (b)
Figure 1.1: (a) An artist’s sketch of a write head (that supplies the magnetic field needed
for a bit formation) moving over a perpendicularly magnetized media on a disk. (b) TEM
micrograph of a perpendicularly magnetized medium. Red and blue indicate bits in a track
of opposite polarity. Fig. 1.1 is reproduced from [3].
1
(a) (b)
Figure 1.2: (a) An artist’s sketch of conventional media vs. patterned media. (b) FM
dot arrays. The dark blue and white correspond to magnetic and non-magnetic regions,
respectively. Fig. 1.2a is reproduced from [3].
thickness of the bit, respectively, and VG is the grain volume. Therefore, if one wants to
increase the bit areal density without lowering the SNR, one needs to reduce the average
grain size in the media. However, if the grain volume is continually reduced, a grain will
become small enough so that its magnetization direction can be flipped by ambient thermal
energy, which is referred to as the superparamagnetic effect. The superparamagnetic effect
occurs when the thermal energy (E = kBT ) of a grain is comparable to its anisotropy energy
(E = kAVG), where kB is the Boltzmann constant, T is the absolute temperature, and KA is
the uniaxial anisotropy energy per unit volume [3].
The superparamagnetic limit can be extended by using one of the two approaches: 1)
One continues to reduce the grain size but increase the anisotropy of the composite media.
2) One uses the bit-patterned-media (BPM) approach. There are many candidates for BPM,
and these can be summarized as follows.
1. FM single-domain dot arrays: A bit is in the form of a single-domain magnetic island
(called a “magnetic dot”) in this approach. Each single-domain dot is larger in size
than individual grains of the composite media, but the bit switches as an entire unit.
This approach of BPM is still limited by the superparamagnetic limit. Figure 1.2a
displays the difference between the conventional hard drive storage scheme and the
BPM in the form of single-domain magnetic dot arrays (see Fig. 1.2b) [3].
2. FM dot lattices (DL) that support vortices: Here the thickness and diameter of a
magnetic dot is chosen so that it supports a vortex core at its center in the field-cycled
remnant state (see Fig. 1.3a). A magnetic dot in the vortex regime can be divided
into two sections: an out-of-core region and a core region. The out-of-core can have
either a clockwise or counterclockwise curling configuration, called vorticity. The
core area can have either an up or down configuration (perpendicular to the plane of
the dot), called polarity. A magnetic dot exhibits four-fold degeneracy in chirality in
the vortex regime (see Fig. 1.3b); and therefore, two bits can be stored per magnetic
dot.
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(a) (b)
Figure 1.3: (a) Phase diagram for a magnetic dot with the radius R, thickness L, and ex-
change length LE . The three stable configurations are shown: 1) The in-plane single do-
main state (small thickness) 2) A vortex state, and 3) The perpendicular single domain state
(small radii). (b) Four possible configurations for a magnetic dot that supports the forma-
tion of a vortex. Polarity (purple arrows in Fig. 1.3b) and vorticity (red arrows in Fig.
1.3b) are represented by the letters P and V, respectively. Fig. 1.3a is reproduced from [4].
Chirality is the product of vorticity and polarity.
3. FM Antidot Lattices (ADL): Figure 1.4 shows a representative image of an ADL
in the saturated state and in the field cycled remnant state. Magnetic bits can be
stored in regions where magnetization directions are preserved after an applied field
is reduced to zero. There are several advantages of ADL over single domain DL for
purposes of memory storage [5].
a) ADL do not suffer from the superparamagnetic limit because there is no isolated
volume; therefore, a bit will not undergo switching at room temperature due to
thermal energy.
b) The coercive field increases with decreasing antidot size. Hence, the stability
of written bits increases with increasing storage density.
c) Since the entire film remains exchange-coupled, the Curie temperature of the
system may not vary greatly as one reduces the bit size.
Even though single-domain DL and DL that support vortices have been intensively stud-
ied, only preliminary studies have been done on FM ADL. Furthermore, FM vortices
have not yet been extensively studied in films patterned with ADL.
FM thin films generally exhibit domain walls (DW), whose existence and uncontrolled
motion can adversely affect device performance. In particular, DW greatly complicate the
low-field regime where magnetic reversal takes place, and their control is therefore highly
important in IT applications. FM thin films patterned into sub-micron ADL offer the possi-
bility to control DW stability and pinning (see Fig. 1.5) [6–8]. Spin waves are fundamental
excitations in a uniform magnetic medium. Strong modifications of spin waves and related
collective excitations can be induced by sub-micron film patterning, which may facilitate
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(a) (b)
Figure 1.4: (a) FM ADL in the saturated state with magnetization directions shown by blue
arrows. The applied field direction is from left to right. Gray and white correspond to
magnetic and non-magnetic regions, respectively. (b) FM ADL in the field cycled remnant
state with magnetization directions shown by blue and red arrows. A high enough field
was applied from left to right and was subsequently switched off. Blue arrows designate
regions that preserved their initial magnetization state even after the field was reduced to
zero; magnetic bits can be stored in these regions. Red arrows represent a magnetization
direction along the -y direction that is different from the initial state, and therefore this
region is not suitable for data storage.
Figure 1.5: Magnetic force microscopy images of two different ADLs. The size of an AD
was D = 1.5 µm. Antidots form a 3 µm× 7 µm rectangular array, and a 5 µm× 5 µm
oblique square array in Sample A and Sample B, respectively. Gray and black represent
magnetic and non-magnetic regions, respectively. The field was applied from left to right
along the horizontal direction and then reduced to zero. Figure 1.5 is reproduced from [8].
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low-power magnetic switching schemes for RAM and disk storage media [9, 10]. Funda-
mental interactions that give rise to magnetic excitations and their dispersion relations can
be sensitively probed via ferromagnetic resonance (FMR) measurements. Previous FMR
studies of periodic lattices of sub-micron Permalloy rings and dots have demonstrated the
high sensitivity of their spectra (and potentially magnetic switching) to separation, edge
imperfections and small asymmetries of the patterned features [11, 12]. Previous FMR
studies on ADL and analyses of mode spectra have concentrated on the higher-field, sat-
urated regime, which is simpler to understand than the device-relevant, low-field regime
that is dominated by the hysteretic pinning of (presumably disordered) DW.
1.2 FM Artificial Quasicrystal
An entire crystal structure can be generated from a unit cell by translation, and the physical
properties of crystals can be related to their translational symmetry. An ideal quasicrystal
exhibits the following properties:
1. It is aperiodic, that is, it does not have a translational symmetry.
2. It may exhibit a rotational symmetry that is forbidden for a periodic crystal.
3. It exhibits long range order, like a crystal.
4. It is self-similar, that is, same pattern occurs on larger and larger scales.
For the past 30 years, one of the main questions in the study of natural quasicrystals has
been how to relate the observed physical (such as electronic, vibrational, and magnetic)
properties to the aperiodic nature of the quasicrystal lattice [13]. Conventional techniques,
such as X-ray and neutron diffraction, cannot be used to determine the local spin order in
natural quasicrystals because these techniques average over a large number of unit cells to
determine physical properties. A quasicrystal that is grown in a laboratory (or found in
nature) contains defects and/or impurities; furthermore, it also exhibits a certain level of
disorder due to the presence of dislocations and point defects, which further complicates
the analysis.
From a fundamental physics perspective, patterning allows one to fabricate structures with
tailored degrees of freedom, allowing the collective behavior of various magnetic interac-
tions (such as dipolar, exchange, etc.) to be systematically studied. Furthermore, one can
tune the physical dimensions of individual nanomagnets artificially and study their effect
on various magnetic interactions. Such an approach is known as the material-by-design
approach [14]. One can study artificial magnetic structures using various experimental
(such as FMR, magnetic force microscopy, photoemission electron microscopy, etc.) and
simulation techniques (based on finite difference or finite element methods). Furthermore,
artificial quasicrystalline tilings (for example, Penrose P2 tilings, as shown in Fig. 1.6) do
not exhibit defects or dislocations because they are generated by an algorithm. Table 1.1
summarizes various types of studies that have been performed on periodic and aperiodic
magnetic DL and ADL. One readily observes that there was no study performed on any
kind of magnetic aperiodic ADL prior to this thesis work. This motivated us to carry out
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Figure 1.6: A quasicrystal tiling called the Penrose P2 tiling.
exploratory studies of pinning of DW in the reversible regime and the behavior of spin
waves in the reversible and saturated regime in artificial quasicrystalline tilings.
The study of FM reversal in artificial quasicrystals may also be interesting from a tech-
nological application perspective, and can be understood as follows. Consider a periodic
ADL that is made of a connected network of single-domain FM segments on a periodic
lattice. During the FM reversal, all of the segments that are identical to one another will
have an equal probability of undergoing switching in the presence of an external field, that
is, FM switching in a periodic ADL is stochastic. Vertices that have the same number of
segments connected to them can have nonidentical environments in an artificial quasicrys-
tal. Therefore, it would be interesting to study the effect of aperiodicity on FM switching
of magnetic segments. If the aperiodicity introduces an intrinsic bias within the system and
causes FM switching to be non-stochastic, then it may be important from a technological
perspective. For example, consider a magnetic periodic antidot lattice system with all
of its segments magnetized along their respective long axis. We now apply an external
field in the reverse direction. For an isolated single-domain nanomagnet (of moment m)
the only energy barrier for switching is that due to the shape anisotropy, µomHShape. FM
reversal in a magnetic antidot lattice (in the presence of an external applied field) occurs
when ~Be f f = µo(HShape +HS +HEx +HExt) is along the direction of ~BExt = µoHext , where
HExt , HShape, HS, and HEx represent field due to external magnetic field, shape anisotropy
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field, stray field due to all other nanomagnets within the antidot lattice on a given nano-
magnet, and exchange field within the vertices (due to misalignment of magnetization
within vertices of the ADL), respectively. Now consider two segments that have same
shape anisotropy but different local environments (due to a different coordination number
of vertices to which the segments are connected) within the ADL. If one segment undergoes
FM switching before the other one, then it means that the stray field and the domain walls
within the vertices are supplying an additional field (say H1 Oe) along the same direction
as the external field direction. Therefore, the total external field needed to switch the seg-
ment would be HShape−H1 Oe. If one wants to reverse the magnetization direction of the
same segment again, then one needs to provide an external field of value HShape +H1 Oe.
Since energy, E =−µomH, this in turn means that the energy barrier to switch the segment
is lower in one direction as compared to the reverse direction. Therefore, a magnetic bit
stored in this segment would be more stable compared to a segment that needs a higher
external field to be switched. Artificial aperiodic structures are generated via an algorithm,
and therefore the writing head in a hard disk drive can be programmed to write a particular
bit first. Depending upon the duration for which data needs to be stored, the writing head
can write bits by switching a particular set of segments.
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(a) (b)
Figure 1.7: (a) An atomic force microscope image of a square artificial spin ice. Magenta
and yellow correspond to Permalloy and silicon, respectively. Figure 1.7a is reproduced
from [15]. (b) SEM image of a honeycomb artificial spin ice. Bright and dark regions
correspond to Permalloy and silicon, respectively. Figure 1.7b is reproduced from [16].
Periodic Arrays Aperiodic Arrays
Various shapes and sizes of dots and antidots
have been fabricated on different types of pe-
riodic lattices, such as square, triangular, etc.
NONE
DC magnetization of DL and ADL have been
studied using various experimental and simu-
lation techniques.
NONE
The study of spin waves has been performed
using various methods, such as FMR, BLS,
and simulations.
NONE
Static and dynamic magnetization of periodic
DL and ADL have been studied using MFM,
PEEM, LTEM, etc., and simulation methods.
NONE
Table 1.1: Studies performed on periodic and aperiodic magnetic DL and ADL.
1.3 Geometric Frustration in Artificial Quasicrystals
A physical system is called frustrated when all the competing interactions within the sys-
tem cannot be optimized simultaneously [17]. From the fundamental physics point of view,
frustrated systems are of significant interest because they exhibit highly degenerate ground
states. From a technological perspective, the understanding of physical properties of frus-
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trated system helps in modeling protein dynamics, neural networks, etc. [18–21]. Frus-
tration occurs in some magnetic materials because of certain geometrical arrangements
of spins, and therefore such systems are called geometrically frustrated magnetic systems
[15].
Frustrated systems in the form of single crystals are difficult to make and often need
the use of expensive facilities (such as neutron diffraction) to understand their physical
properties. Artificial FM systems that are geometrically frustrated have attracted immense
interest from the scientific community [15, 16, 22–24]. This is because one can tune frus-
tration within a given system by varying physical dimensions and magnetic properties of
individual mesoscopic units. One can also study these systems using various instruments
including table-top set ups, such as magnetic force microscopy. Furthermore, one can di-
rectly image the behavior of individual sub-micron units (that carry a magnetic moment)
in the presence of various internal and external forces, which is not possible in the case of
single crystals. This provides a great platform for theorists to test their models of frustra-
tion.
There are two types of artificial geometrically frustrated FM systems that have been
studied extensively:
1. Square artificial spin ice [15, 25]: These are periodic arrays of nanomagnets on a
square lattice (see Fig. 1.7a).
2. Honeycomb artificial spin ice [23, 26]: These are made of a connected or discon-
nected honeycomb network of nanomagnets (see Fig. 1.7b).
The main goal in the study of artificial spin ice (ASI) is to investigate ground state(s)
of the system via direct imaging methods. Different protocols have been proposed and
applied to drive ASI into the ground state configuration. Although there is a considerable
advancement towards thermalization of ASI, the complete equilibration of ASI has still
not been achieved. The difficulty in thermalization of ASI can be understood as follows:
Consider a Permalloy nanomagnet with the length, width, and height of 200 nm, 100 nm,
and 25 nm, respectively. Then, from a simple Zeeman energy argument, one observes
that it would take 105 K to thermalize the system (see Chapter 6 for the explanation).
Furthermore, FM reversals in ASI systems have also gained interest due to the excitation
of quasiparticles called Dirac monopoles. Different types of artificially frustrated systems
have been proposed [14, 27]. Geometric frustrations in artificial magnetic quasicrystals
have yet not been studied, and are interesting for the following reasons:
1. They contain vertices of different coordination numbers.
2. Their vertices are asymmetric.
3. They are aperiodic.
Therefore, direct imaging of artificial quasicrystals will help us to understand the effects
of above mentioned factors on geometrical frustration.
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1.4 Dissertation Outline
The outline of the dissertation can be stated as follows:
• Chapter 1 presented a brief introduction to various candidates for BPM. We further
described the importance of studies of pinning of DW and spin waves in reversible
regimes. We then explained why studies of artificial quasicrystals would be inter-
esting from the perspectives of both fundamental physics and applications. A brief
description of studies on geometrically frustrated magnetic systems was given in this
Chapter. We then stated the importance of studying geometric frustration in an arti-
ficial quasicrystal.
• Chapter 2 begins by giving a brief introduction of the micromagnetic formulation of
magnetism. We then move on to discuss FM domains and spin waves in magnetic
thin films. We also provide an explanation of FMR and derivations of the FMR
resonance frequency via the equation of motion and free energy approaches.
• Chapter 3 gives a brief introduction to experimental an simulation techniques that are
utilized in this thesis work: narrow-band FMR, broad-band FMR, DC magnetometry,
micromagnetic simulation, and SEMPA techniques.
• Chapter 4 presents DC magnetization, narrow-band (NB) FMR, and broad-band (BB)
FMR data for Permalloy thin films of thickness t ≈ 25 nm, patterned with square
lattices of square-shaped antidots (ADs). We observe highly reproducible magnetic
hysteresis curves and FMR spectra in the low-field reversal regime H < HC. Our
micromagnetic simulations show that edge pinning of moments or DW by antidots
strongly enhances the reproducible evolution of spin maps in ADL, as compared to
unpatterned films.
• Chapter 5 presents DC magnetization and FMR data for ADL in the form of con-
nected networks of Permalloy segments on a Penrose P2 tiling [28]. The effects of
relaxation of periodic symmetry on the magnetic reversal, DW motion, and spin wave
propagation and dispersion in the hysteretic regime, are our primary interests. Fur-
ther analysis of simulated magnetization maps by using a charge model [2] reveals a
nonstochastic switching behavior in the artificial quasicrystals.
• Chapter 6 reports our work on the world’s first two-dimensional direct imaging of
artificial quasicrystals in as-grown and field-cycled states. Our results show artificial
FM quasicrystals are geometrically frustrated FM systems and can be classified as
novel and complex types of artificial spin ice.
• Chapter 7 proposes future direction that may serve as a direct extension to studies
performed on P2T.
Copyright c© Vinayak S Bhat, 2014.
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Chapter 2 Background
2.1 Micromagnetics
Quantum mechanical exchange interactions force neighboring spins to align parallel to one
another. Since an atomic spin supports a magnetic moment, one can observe long range
order of magnetic moments in ferromagnetic materials. However, in the study of ferro-
magnetic bulk materials or thin films, the following question arises: How are atomic spin
properties related to the observed bulk physical properties (such as FM hysteresis) of a FM
material? Such a question arises because the observed physical properties of a given ma-
terial are strongly dependent upon two parameters: 1) The exchange energy is effective on
a length scale of nanometers (for example, the exchange length of Permalloy is approxi-
mately 6 nm [29]). 2) The magnetostatic energy has a contribution from the macroscopic
boundaries of the material itself, and therefore introduces a very different length scale.
The aim of micromagnetics is to develop a formalism in which the macroscopic properties
of a material can be simulated by introducing adequate approximations to the fundamental
atomic behavior of the material [29]. This, combined with an energy minimization method,
forms a basis for classical micromagnetics [30].
A useful example is a thin, infinitely long FM rod, for which the spontaneous magneti-
zation is aligned parallel to the long axis, thus forming a single-domain. If the ferromagnet
is of finite size, then surface poles are formed on the boundaries of a ferromagnet. Such
a distribution of magnetic charges on the surface gives rise to magnetostatic energy, EMS
(see Appendix F). The spin distribution must be altered in order to reduce the EMS. Such a
redistribution of spins modifies the single-domain behavior of the ferromagnet, and causes
increase in the exchange energy (EEx). The final state of the system corresponds to the state
where the sum of exchange and magnetostatic energies is minimized.
Micromagnetics adopts two additional conventions:
1. A magnetization is a continuous vector of position, or
−→
M ≡−→M(x,y,z).
2. A magnetization vector has a unit length, or M2 = 1.
2.1.1 Energies and Magnetic Fields
An equilibrium configuration of the magnetization under the influence of various forces
is obtained in micromagnetics via energy minimization principles. There are four impor-
tant contributions to the free energy of a ferromagnetic body: the exchange energy, the
demagnetization energy, the anisotropy energy, and the Zeeman energy (the energy due to
an external magnetic field). The relation between the total effective magnetic field and its
energy is given by
ETot =−
∫
µo ~M · ~He f f dV (2.1)
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The effective field can be calculated using the following relation:
~He f f =−
(
∂ETot
µo∂ ~M
)
(in SI units). (2.2)
The micromagnetic form of various energy terms are described below.
2.1.1.1 Self-Magnetostatic or Demagnetizing Energy
Consider a FM thin film of finite size and net magnetization M. Every magnetization com-
ponent (at the film boundaries) normal to the surface gives rise to uncompensated fictitious
magnetic charges (magnetic poles), and the resultant field of these charges is called the
demagnetizing field . The demagnetizing field ( ~HD) acts in the opposite direction to the
magnetization, ~M. Thus the magnetic induction inside the bar magnet after removing the
external field becomes
~B = µo(~H + ~M) =−µo~HD +µo ~M (in SI units). (2.3)
One can calculate the demagnetizing field (in micromagnetics) using the following expres-
sion:
HDi =−Ni jM j, i, j = x,y,z (2.4)
where Ni j is called the demagnetization tensor and is usually written using a 3 x 3 matrix
that has unit trace. In the case of an ellipsoid, ~HD and ~M are collinear along the principle
axes, and the off-diagonal elements in the demagnetizing tensor are zero [30–34]. Thus,
Nx +Ny +Nz = 1 (in SI units), or Nx +Ny +Nz = 4π (in CGS units). For an infinitely large
thin film that lies in xy plane, these demagnetizing factors become [33]
Nx = Ny = 0, Nz = 1 (2.5)
The energy associated with the demagnetizing field is called the self-magnetostatic or de-
magnetizing energy and can be written as
EMS =
µo
2
∫
~HD · ~M =
µo
2
∫
NDM2 (SI units) (2.6)
2.1.1.2 Exchange Energy
The exchange energy is essentially short range, and it involves a summation over nearest
neighbors. If we assume a small spatial variation of the magnetization at the mesoscopic
length scale, the exchange energy density for cubic lattices can be written as [34, 35]
EEx =
∫ (
−µoλ ~M · ~M−
2A
µoM2
~M ·∇2 ~M
)
dV, (2.7)
where A is the exchange stiffness constant in units of energy/length (A =
−nJS2
a
), ~M =
n g µB~S, and λ =
J z
n g2 µ2B
, n is the number atoms in a unit cell, J is the material dependent
phenomenological exchange constant in units of energy, z is the number of nearest-neighbor
spins, and µB is the Bohr magneton.
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2.1.1.3 Anisotropy Energy
Anisotropy means that the properties of a magnetic material are dependent on the direc-
tion along which they are measured. Anisotropy makes an important contribution to the
magnetic reversal mechanism in magnetic materials, and it is therefore of considerable
fundamental importance. Even though there are several anisotropy energy terms, shape
anisotropy is the only relevant anisotropy term for this thesis, because the patterned thin
films studied herein are polycrystalline, and therefore individual grains of Permalloy film
have random orientation. Therefore, the effect of magnetocrystalline anisotropy will be
negligible compared with the shape anisotropy.
2.1.1.4 Shape Anisotropy Energy
As the name suggests, the shape anisotropy energy term has its origin in the shape of a
finite-size ferromagnet. For example, consider the case of a two-dimensional nanowire.
The demagnetizing factors for such a nanomagnet are very low along the long axis as
compared to that along the short axis. This in turn means that it is easy to magnetize the
nanowire with an in-plane external field applied along the long axis. Thus, there is an
induced anisotropy, called the shape anisotropy, due to the shape of an object. The shape
anisotropy energy increases as demagnetizing field ~HD increases. The phenomenological
expression for the shape anisotropy energy for an ellipsoid is
EUniaxial = KDV sin2θ . (2.8)
Here, θ is the angle between the long axis of the sample and the magnetization direction.
The anisotropy constant is KD =
1
2
(Nx−Nz)M2, where Nx and Nz are demagnetization
factors in the short and long axis direction, respectively.
2.2 FM Domains
Certain ferromagnets, such as Permalloy, need an external magnetic field of the order of
790 A/m to achieve the saturation magnetization value, 8.6×105 A/m. Such a low value of
external field would have a negligible effect in paramagnets. Weiss proposed the concept
of magnetic domains to explain why different values of applied fields are needed to achieve
a given magnetization value for different materials. Weiss proposed that each domain ex-
hibits a uniform magnetization, but the direction of magnetization of one domain need not
be parallel with that of another domain. When a ferromagnet possesses zero total magne-
tization, it means that the direction of magnetization in each of these domains is such that
the overall magnetization of the system becomes zero, and a wall that separates any two
domains is called the domain wall (DW) [30–33].
2.2.1 Domain Wall Structure
Depending upon the angle the magnetization makes between the two adjacent domains,
DW can be classified as the “Bloch DW” (see the Fig. 2.1a) or the “Neel DW” (see Fig.
2.1b):
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(a) (b)
Figure 2.1: (a) A Bloch wall. (b) A Neel wall. Fig. 2.1 is adapted from [32].
1. Bloch DW: Magnetization directions of domains on either side of a Bloch DW differ
by 180o. Within the Bloch DW, the magnetization rotates through the plane of the
wall.
2. Neel DW: Unlike Bloch wall, the magnetization direction in the Neel wall rotates
within the plane of wall.
2.2.2 Origin of FM Domains
Consider a ferromagnet with an easy axis and suppose that it is entirely one domain, as
shown in Fig. 2.2a. Free poles will form on the edges, and these poles will be the source of
a large H field. The self-magnetostatic energy of the ferromagnet is µo2
∫
H2Ddv (in SI units),
where HD is the demag field, and the integral is evaluated over all space [32, 33]. This
considerable energy can be reduced by almost a factor of 2, if the ferromagnet splits into
two domains that are magnetized in the opposite directions with a domain wall in between
them, as shown in Fig. 2.2b. Because this brings north and south poles closer to one
another, it decreases the magnetostatic energy. If the crystal splits into four domains (see
Fig. 2.2c), the magnetostatic energy decreases further to about one-fourth of its original
value, and so on. Such a division of the ferromagnet into smaller and smaller domains
cannot continue indefinitely. This is because a domain wall exhibits finite wall energy per
unit area, which adds energy to the system; therefore, an equilibrium domain size will be
reached eventually [33].
Domain wall formation in a FM thin film strongly depends upon film thickness. If the
thickness of the film is greater than 30 nm or so, one observes a Bloch DW as shown in
Fig. 2.3. If the thickness of a FM thin film is less than 15 nm or so, it exhibits a Neel wall,
as shown in Fig. 2.3. For film thicknesses between 15 and 30 nm, one observes a cross tie
domain wall, as shown in Fig. 2.3. An empirical phase diagram for various domain wall
configurations is shown in Fig. 2.3 [37].
2.3 Magnetization Process
Figure 2.4 exhibits a representative hysteresis curve (for a FM material) that shows the
variation in magnetization as a function of an external field. Initially, magnetization of a
ferromagnet increases as a function of the applied magnetic field. Beyond a certain field
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(a)
(b) (c)
Figure 2.2: (a) A single-domain configuration of a ferromagnet with surface charges. (b)
Reduction in stray field energy due to division of the single-domain ferromagnet into two
domains. (c) Further reduction in the stray field energy due to division of the single-domain
ferromagnet via four domains. Fig. 2.2 is adapted from [33].
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Figure 2.3: Phase diagram for a DW as a function of thickness. Figure 2.3 is reproduced
from [36].
value, the magnetization does not increase further, and the ferromagnet acquires a saturated
magnetization state (with value Mo ), as shown in Fig. 2.4. If we apply the external field
in the reverse direction, the magnetization value decreases and retains a finite value even
at zero applied field. This state of magnetization is called a remnant state (see Fig. 2.4).
Further application of the external field eventually forces magnetization to attain a value of
zero. The external field that is required to drive the magnetization of a sample to zero is
called the coercive field HC (see Fig. 2.4).
Figure 2.4: A typical hysteresis curve for a FM material.
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(a) (b)
Figure 2.5: (a) A uniform spin wave. (b) A nonuniform spin wave. Figure 2.5 is adapted
from [38].
2.4 Spin Waves
At T = 0 K, all of the magnetic moments of a single-domain permanent ferromagnet are
perfectly aligned along one particular direction; however, at T 6= 0 K, these moments are
not perfectly ordered. The order is broken by the formation of magnons, which are thermal
fluctuations out of the ordered state [31]. Magnons are Goldstone modes (GM), which oc-
cur in an ordered system whenever a (rotational or translational) symmetry is continuously
broken. A magnon of energy E can be viewed as a quantized spin wave of frequency f.
The presence of wave-like excitations within a system can be attributed to the presence of
a restoring force. The restoring force in the case of spin waves (SW) is the exchange field,
which tends to force all of the magnetic moments to be parallel to one another.
When a magnetic thin film is in static equilibrium, the magnetization is held in its position
by its local effective field, ~He f f , which has contributions from the exchange, anisotropy,
dipolar, and external fields. If we apply a weak microwave pumping field, ~hRF , in a di-
rection that is perpendicular to the plane of the effective field direction, the pumping field
exerts a small perturbative torque (µo ~M×~hRF) on the magnetization, and because of this
torque, the magnetization starts precessing around its equilibrium position. If we apply
a short pulse of the RF field, the magnetization would afterwards align along the effective
field direction (after performing many revolutions) due to the intrinsic damping mechanism
of the material. Therefore, to keep up the precessional motion, the RF field needs to be ap-
plied continuously. When the frequency of the pumping or the RF field matches with the
eigenfrequency of the magnetization precession, one observes resonant absorption [38]. If
the RF field is uniform, then one observes that all the dipoles precess in phase, as well as
with the same amplitude. Such a spin wave is called the uniform mode and has a wavevec-
tor~k = 0 or wavelength λ = ∞, as shown in Fig. 2.5a . If the RF field is non-uniform,
one can observe SW with varying phase, amplitude, or both (see Fig. 2.5b) [39–41]. This
thesis deals with the case where the external RF field is uniform, and hence the case of
non-uniform SW will not be considered further.
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2.5 Magnetodynamics
2.5.1 Landau−Lifshitz−Gilbert Equation
Landau, Lifshitz, and Gilbert (LLG) [42] gave a phenomenological derivation of the equa-
tion of motion for the magnetization in the presence of an effective field, ~He f f . Classically,
an electron orbiting around a nucleus can be considered as a current loop with a magnetic
moment ~m = iAn̂, where n̂ is a unit vector normal to the plane of the loop. Such a dipole
moment is related to the spin (~S) and orbital (~L) angular momentum via following equa-
tions:
~mL =
gLqe
2me
= γL~L, (2.9)
and
~mS =
gSqe
2me
= γS~S, (2.10)
where γ =
gqe
2me
=
gµB
h̄
is known as the gyromagnetic ratio, gS = 2 for the dipolar moment
associated with the spin angular momentum, gL = 1 for the dipolar moment associated with
the orbital angular momentum, and µB = eh̄2me is known as the Bohr magneton. From now
on we will exclusively deal with the spin dipole moment, and write γ =
gqe
2me
=− e
me
. The
rate of change of the total angular momentum ~J (and hence dipole moment) is related to
the torque~τ , and it can be written as follows:
d~m
dt
= γ
d~J
dt
=~τ = γ
(
~m×~B
)
= µoγ
(
~m× ~He f f
)
. (2.11)
One can now rewrite Equation (2.11) in terms of magnetization ~M as,
d ~M
dt
=−µo|γ|(~M× ~He f f ). (2.12)
Scalar product of Equation (2.12) with ~M gives
~M · d
~M
dt
=
1
2
d ~M2
dt
=−µo|γ|~M · (~M× ~He f f ) = 0. (2.13)
Also, dot product of Equation (2.12) with ~He f f gives
~He f f ·
d ~M
dt
=−µo|γ|~He f f · (~M× ~He f f ) = 0. (2.14)
From Equations (2.13) and (2.14) one infers that ~M precesses around ~He f f at a constant
angle and in a circular trajectory, and that the length of the magnetization vector remains
constant. LLG further incorporated the effect of damping by adding a phenomenological
damping term in Equation (2.12), and the resultant equation becomes [30, 32, 34, 43]
d ~M
dt
=− µo |γ|
(1+α2)
~M× ~He f f −
α µo |γ|
(1+α2) |~M|
~M× (~M× ~He f f ), (2.15)
where α is a phenomenological damping constant, which is determined empirically.
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2.5.2 Ferromagnetic Resonance
Ferromagnetic resonance (FMR) is one of the most widely used techniques to characterize
a magnetic material because the resonant absorption of electromagnetic radiation by a FM
substance is very sensitive to local fields. The response of a magnetic material to elec-
tromagnetic radiation of frequency is represented by the complex magnetic susceptibility
χ(ω) = χ ′(ω)+ iχ ′′(ω). The power absorbed at frequency ω in a magnetic material of
volume V can be given as follows [35]:
P =
ω
2
V µ ′′h2o =
ω
2
V (1+χ ′′)h2o, (2.16)
Here, µ ′′ and χ ′′ are the imaginary parts of the dynamic permeability and susceptibility of
the magnetic material, respectively. We now give a derivation of the dynamic susceptibility
(←→χ = ~m
~hRF
). Since components of the dynamic magnetization and the magnetic field can
be in different directions,←→χ is a tensor, and it can be represented by 3 x 3 matrix. Assume
that the static magnetization, ~Mo, has a constant magnitude, and it is in the same direction
as the external magnetic field, ~Ho—say, along the x-axis. One assumes that ~Mo ~m and
~Ho~h in the analytical derivation of the FMR frequency and the susceptibility. In a first-
order approximation, the effect of~h and ~m can be restricted to a plane perpendicular to ~Mo,
which, in this case, is the y-z plane [34]. The total magnetization vector and the effective
field can be written as
~M = Mox̂+myŷ+mzẑ,
~HExt = Hox̂+hyŷ+hzẑ.
(2.17)
The total internal field can be written as
~He f f = ~HExt + ~HExc + ~HA + ~HD. (2.18)
Since the system under consideration is assumed to be a single-domain system, the contri-
bution of the exchange field term to the equation of motion becomes zero (see Appendix
A). Since the FM thin films studied in this thesis are polycrystalline, individual grains do
not have preferred orientation. Therefore the magnetocrystalline anisotropy term can be
neglected. Substituting Equations (2.17) and (2.18) into the LLG equation
d ~M
dt
= µoγ ~M× ~He f f +
α
Mo
(
~M× d
~M
dt
)
, (2.19)
one obtains(
(ωH +(Ny−Nx)ωM− iαω) −iω
iω (ωH +(Nz−Nx)ωM− iαω)
)(
my
mz
)
=ωM
(
hy
hz
)
. (2.20)
It was assumed that ~m and~h have harmonic time dependence in the above Equation, i.e.,
~h(t) =~hoe−iωt ,
~m(t) = ~moe−iωt ,
(2.21)
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and
ωM = |γ|µoMo,
ωH = |γ|µoHo,
(2.22)
The susceptibility tensor can be obtained by inverting Equation (2.20) and can be written
as
ωM
Det(←→χ −1)
(
(ωH +(Nz−Nx)ωM− iαω) iω
−iω (ωH +(Ny−Nx)ωM− iαω)
)(
hy
hz
)
=
(
my
mz
)
,
(2.23)
and
Det(←→χ −1) =
(
ω
2
FMR− (1+α2)ω2
)
− iαω [2ωH +(Ny +Nz−2Nx)ωM] , (2.24)
where
ω
2
FMR = (ωH +(Ny−Nx)ωM)(ωH +(Nz−Nx)ωM) (2.25)
is called the Kittel FMR frequency formula, and is plotted for a plain Permalloy film in
Fig. 2.6a. One applies the RF field in cavity FMR experiments perpendicular to the film
plane, that is, along the z-axis, and the sample sits in the x-y plane. The relevant external
dynamic field component here is hz; and therefore we will discuss the susceptibility along
the z-axis only, as off-diagonal components are zero. From Equation (2.23) one can write
the dynamic susceptibility along the z-direction as
χzz =
ωM (ωH +(Ny−Nx)ωM− iαω)
ω2FMR− (1+α2)ω2− iαω[2ωH +(Ny +Nz−2Nx)ωM]
. (2.26)
For Permalloy α = 0.01 [44]; therefore, (1+α2) ≈ 1. Since the power absorbed in the
FMR experiment is related to the imaginary component of the susceptibility, one needs to
write down the real and imaginary part of susceptibility separately. Using Equation (2.26)
the real and the imaginary components of the susceptibility can be written as [45]
χ
′
zz =
ωM(ω
2
FMR−ω2)(ωH +(Nz−Nx)ωM)α2ω2 [2ωH +(Ny +Nz−2Nx)ωM]
(ω2FMR−ω2)+α2ω2[2ωH +(Ny +Nz−2Nx)ωM]2
, (2.27)
χ
′′
zz =
αωωM[(ω
2
FMR−ω2)+(ωH +(Nz−Nx)ωM) [2ωH +(Ny +Nz−2Nx)ωM]]
(ω2FMR−ω2)+α2ω2[2ωH +(Ny +Nz−2Nx)ωM]2
. (2.28)
For a infinitely large thin FM film that lies in the x-y plane, the demagnetization factors
are: Nx = Ny = 0 and Nz = 1 [33]. If the FM thin film is made of Permalloy, then µoM ≈
1.3 T [44, 45]. Fig. 2.6b shows a plot of the real and the imaginary components of the
dynamic susceptibility.
2.6 Smit-Beljers Formalism
FM elements (such as stripes of Permalloy) studied in this thesis have a dimension ratio of
l/w > 1, where l and w represent the length and width of a strip. Such a high aspect ratio
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(a)
(b)
Figure 2.6: (a) Frequency versus field dispersion relation obtained using the Kittel formula.
(b) Dynamic susceptibility plot as a function of frequency of the RF field. Note that the
maximum in χ” for f = fFMR for µoH = 100 mT . Figure 2.6 is inspired from [45].
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give rise to an induced uniaxial anisotropy term, called the shape anisotropy. Because of
the shape anisotropy effect, it is easier to magnetize a strip of Permalloy along its length, as
compared to along its width (due to surface charges on the edges). This in turn means that
for a constant external field value, |~HExt |, the value of |~B| (and hence the FMR frequency
value) will be strongly dependent upon the angle (with respect to the long axis of the strip)
at which the external field |~HExt | is applied.
We derived the FMR frequency expression in the previous Section by solving the equa-
tion of motion. Such an approach becomes very cumbersome when one needs to include
additional anisotropy terms. The expression for the FMR frequency can also be derived
using a different approach (where an anisotropy term can be easily included) called the free
energy approach, which was first proposed by Smit and Beljers [46]. The FMR frequency
derived from using this formalism is called the Smit-Beljers formula (SBF) [45].
The free energy, F, can be expressed in terms of direction cosines, α , of ~M, with respect
to the x, y, and z axes as
F ≡ F(α1,α2,α3). (2.29)
Since the SBF makes use of the free energy expression in spherical polar coordinates (SPC),
we first write the unit vectors for SPC in terms of Cartesian coordinates:
r̂ = sinθ cosφ x̂+ sinθ sinφ ŷ+ cosθ ẑ,
θ̂ = cosθ cosφ x̂+ cosθ sinφ ŷ− sinθ ẑ,
φ̂ =−sinφ x̂+ cosφ ŷ.
(2.30)
Differentiating these unit vectors with respect to time gives
∂ r̂
∂ t
= ˆ̇r = sinθ φ̇ φ̂ + θ̇ θ̂ ,
∂ θ̂
∂ t
= ˆ̇θ ,=−θ̇ r̂+ cosθ φ̇ φ̂ ,
∂ φ̂
∂ t
= ˆ̇φ =−φ̇
(
sinθ r̂+ cosθ θ̂
)
.
(2.31)
We assume that the length of the magnetization vector is constant, that is,
|~M|=
√
M2x + M2y + M2z = Mo = constant. (2.32)
Using equations 2.30-2.32), we can express ~M in SPC as follows:
~M = Mo ~α = Mo (sinθ cosφ x̂+ sinθ sinφ ŷ+ cosθ ẑ)
= Mo r̂.
(2.33)
The total effective field, ~He f f , in SPC can be given as
~He f f = Hr r̂+Hθ θ̂ +Hφ φ̂ , (2.34)
and the LLG equation without the damping term can be written as
d ~M
dt
= γµo
d~J
dt
= τ =−|γ| µo(~M× ~He f f ). (2.35)
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Substituting Equations (2.33) and (2.34) in (2.35) we obtain
d ~M
dt
=−|γ| µo(~M× ~He f f ) =
 0θ̇ Mo
φ̇ sinθ Mo
=
 0Mo|γ| µo Hφ
−Mo|γ| µo Hθ
 , (2.36)
We consider only small deviations from the equilibrium magnetization along θ and φ .
Thus,
θ = θo +δθ δθ  θo, (2.37)
φ = φo +δφ δφ  φo. (2.38)
Since these deviations are small, we can expand the free energy about the equilibrium
values (θo,φo), using the Taylor expansion formula, as
F = Fo +
∂F
∂θ
∣∣∣∣∣
θ = θo
δθ +
∂F
∂φ
∣∣∣∣∣
φ = φo
δφ +
1
2
∂ 2F
∂ 2θ
∣∣∣∣∣
θ = θo
δθ
2 +
1
2
∂ 2F
∂ 2φ
∣∣∣∣∣
φ = φo
δφ
2
+
∂ 2F
∂φ∂θ
∣∣∣∣∣
θ = θo φ = φo
δφ δθ + . . .
= Fo +Fθ δθ +Fφ δφ +Fθθ (δθ)
2 +Fφφ (δφ)
2 +Fθφ δθ δφ + . . .
(2.39)
It is assumed that the system is in thermal equilibrium; therefore, the free energy is at its
minimum. In other words,
∂F
∂θ
∣∣∣∣∣
θ = θo
=
∂F
∂φ
∣∣∣∣∣
φ = φo
= 0. (2.40)
We now express the effective field in the Equation (2.34) in terms of the free energy:
~He f f =−∇F =−
1
µo
(
∂F
∂Mo
r̂+
1
Mo
∂F
∂θ
θ̂ +
1
Mo sinθ
∂F
∂φ
φ̂
)
=− 1
µoMo
Fθθ δθ −
1
µo Mo sinθ
Fφφ δφ −
1
µo Mo sinθ
Fθφ δθ −
1
µoMo
Fθφ δφ .
(2.41)
Substituting Equation (2.41) into (2.36) we obtain
Mo
|γ|
sinθo
∂θ
∂ t
= Fθφ δθ +Fφφ δφ , (2.42)
Mo
|γ|
sinθo
∂φ
∂dt
= Fθθ δθ +Fθφ δφ , (2.43)
where we have used
sin(θo +δθ) = sin(θo)cosδθ + cosθoδθ ≈ sinθo. (2.44)
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We assume harmonic time dependence for θ(t) and φ(t); that is, θ(t) ∝ e−iωt and θ̇ =
δ θ̇ =−iωe−iωt . We can then write Equations (2.42) and (2.43) in matrix form as
0 =
[
Fφθ − iwMosinθo|γ| Fφφ
Fθθ Fφθ + iw
Mosinθo
|γ|
][
δθ
δφ
]
(2.45)
whose nontrivial solution (by setting the determinant equal to zero) can be written as(
ω
γ
)2
=
1
M2osin2θ
∂ 2F
∂θ 2
∂ 2F
∂φ 2
∣∣∣∣∣
θ=θo,φ=φo
− ∂
2F
∂θ∂φ
∣∣∣∣∣
θ=θo,φ=φo
 . (2.46)
Equation (2.46) is called Smit-Beljers formula for FMR frequency. The advantage of the
SBF is that one can readily incorporate various anisotropy terms in the free energy and
obtain the relevant resonance frequency values [35]. Thus the methodology to obtain the
FMR frequency can be summarized as follows:
1. Write the appropriate free energy in SPC in terms of θ and φ .
2. Obtain position of the equilibrium or static magnetization by setting
∂F
∂θ
∣∣∣∣∣
θ = θo
= ∂F
∂φ
∣∣∣∣∣
φ = φo
= 0.
3. Finally, apply Equation (2.46) to obtain the resonance frequency value.
2.7 SBF for a Ferromagnetic Thin Film
In this Section we will derive the FMR frequency value for the FM thin film geometry
shown in Fig. 2.7. We assume x-axis is an easy axis. The free energy can be written as
F =−MHsinθsin(φ +α)+2πM2cos2θ +Kusin2θcos2φ (in CGS units),
=−µoMHsinθsin(φ +α)+
µo
2
M2cos2θ +Kusin2θcos2φ (in SI units).
(2.47)
In Equation 2.47, the first, second, and the third term represents the Zeeman energy, shape
anisotropy energy, and uniaxial anisotropy energy, respectively. Here the anisotropy energy
constant Ku is negative. The FMR frequency (in CGS units) in SPC can be written as(
ω
γ
)2
=
1
M2osin2θ
∂ 2F
∂θ 2
∂ 2F
∂φ 2
∣∣∣∣∣
θ=θo,φ=φo
− ∂
2F
∂θ∂φ
∣∣∣∣∣
θ=θo,φ=φo
 . (2.48)
The first thing we need to do is to determine the equilibrium polar and azimuthal angles.
For this we use following (given in CGS units):
∂F
∂θ
∣∣∣∣∣
θ=θo
=
(
−MHcosθsin(φ +α)−4πM2cosθsinθ +2Kusinθcosθcos2φ
)
|θ=θo = 0,
(2.49)
24
Figure 2.7: Schematic of the thin-film configuration in our FMR setup. Thin film is placed
in the xy-plane with the easy axis along the x-axis. θ and φ are the polar and azimuthal
angles, respectively. α is the angle magnetic field makes with respect to the y-axis.
and
∂F
∂φ
∣∣∣∣∣
φ=φo
=
(
−MHsinθcos(φ +α)+2Kusinφcosφsin2θ
)
|φ=φo = 0. (2.50)
From Eq. (2.49) we see that
θ = 90o (2.51)
From Equations (2.50) and (2.51) we obtain
cos(φ +α) =
−2Ku
MH
cosφsinφ =−HA
H
cosφsinφ , (2.52)
where HA =
2Ku
M
(in CGS units) is defined as a uniaxial anisotropy field. One observes that
Eq. (2.52) is a transcendental equation and can be solved numerically for φo, if one knows
the value of HA and the external field angle α . We now proceed towards calculating terms
that appeared in equation in Eq. (2.47):
∂ 2F
∂ 2θ
∣∣∣∣∣
θ=θo,φ=φo
=
(
MHsinθsin(φ +α)+4πM2−2Kcos2φ
)
, (2.53)
where we have used θ = 90◦ in Eq. (2.53).
∂ 2F
∂ 2φ
∣∣∣∣∣
θ=θo,φ=φo
=
(
MHsinθsin(φ +α)+2Ksin2θsin2φ −2Ksin2θcos2φ
)
, (2.54)
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with θ = 90◦. Equation (2.54) becomes:
∂ 2F
∂ 2φ
∣∣∣∣∣
θ=θo,φ=φo
=
(
MHsinθsin(φ +α)+2Ksin2φ −2Kcos2φ
)
. (2.55)
Using θ = 90◦, one observes that
∂ 2F
∂θ∂φ
∣∣∣∣∣
θ=θo,φ=φo
=−MHcosθcos(φ +α)−4Ksinθcosθ cosφsinφ
∣∣∣∣∣
θ=θo,φ=φo
= 0.
(2.56)
Substituting Equations (2.53), (2.55), and (2.56) into Eq. (2.48), we get(
ω
γ
)2
=
(
Hsin(φ +α)+4πM−HAcos2φ
)(
Hsin(φ +α)−HAcos2φ +HAsin2φ
)
(in CGS units),(
ω
µoγ
)2
=
(
Hsin(φ +α)+M−HAcos2φ
)(
Hsin(φ +α)−HAcos2φ +HAsin2φ
)
(in SI units).
(2.57)
Using Eq. (2.52), we obtain two special cases:
Case I: θ = 90o, α = 0o. This gives us φ = 90o and hence(
ω
γ
)2
= (H +4πM)(H +HA) (in CGS units),(
ω
µoγ
)2
= (H +M)(H +HA) (in SI units).
(2.58)
Case II: θ = 90o, α = 90o. This gives us φ = 0o and hence(
ω
γ
)2
= (H +4πM−HA)(H−HA) (in CGS units),(
ω
µoγ
)2
= (H +M−HA)(H−HA) (in SI units).
(2.59)
2.7.1 Example: Thin Film Strip
Consider a Permalloy strip (with M = 860 emu/ cm3) with w l, where w and l represent
the width and length of the strip. Since a high aspect ratio (l/ w) induces shape anisotropy,
it is easier to magnetizes the stripe along its long axis (assumed to be the x-axis in Fig.
2.7) as compared to along its short axis. Suppose the magnetic field due to the uniaxial
shape anisotropy is HA = 1 kOe, then the frequency versus field dispersion can be plotted
as shown in Fig. 2.8.
Copyright c© Vinayak S Bhat, 2014.
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Figure 2.8: Dispersion relation for a ferromagnetic thin film with an easy axis along the
x-axis, as shown in Fig. 2.7.
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Chapter 3 Experimental Tools and Research Techniques
3.1 Nanofabrication
FMR and SQUID (for DC magnetization) measurement techniques require ADL that are
approximately 4 mm2 to 6.25 mm2 in total area for sufficient signal-to-noise. Furthermore,
data interpretation (via micromagnetic simulations) also becomes easier and more reliable
because large-area samples are comprised of a large number of copies of a prototype (for
example, Sample III134E has more than 40,000 copies of a 3rd generation Penrose P2
tiling).
Electron beam lithography (EBL) and lift-off procedures to remove resist are two of
the most prominent techniques used to pattern nanostructures. Two major issues with the
use of EBL equipment located in user facilities are its low throughput and user charges.
Therefore, considerable efforts were made to try different ebeam resists and to explore new
writing strategies. However, even if one successfully patterns these arrays, it is difficult
to obtain near-perfect lift-off of the ebeam resist. We found that samples with imperfect
lift-off of the ebeam resist (and/or scratches) produce experimental FMR data that are very
complex and could not be verified by simulations. To the best of our knowledge, currently
we are the only research group (among those using the same type of academic research
instruments) who can fabricate complex mesoscopic FM structures that exhibit almost
perfect lift-off and require minimum EBL writing time. Key process steps that were
performed to obtain magnetic nanostructures can be described as follows (see Appendix B
for detailed instructions on how to fabricate mesoscopic FM structures):
1. Spin coat an ebeam resist (ER) on top of a silicon wafer.
2. Expose the ER using a commercial EBL and specially optimized software routines.
3. Develop the ER in an appropriate solution.
4. Deposit Permalloy film (typically of 25 nm thickness) on top of patterned substrate.
5. Strip off the remaining resist by immersing it in an appropriate chemical solution.
This procedure is explained schematically in Fig. 3.1a.
3.1.1 Electron Beam Resist
The first step in the fabrication of Permalloy nanostructures is to coat a mask that is sensi-
tive to electrons of particular energy. Such a mask is known as the ebeam resist (ER). An
ER is a liquid polymer linked by chemical bonds that are sensitive to the incident electron
beam. When a primary (or incident) electron beam of sufficient energy enters the ER, two
things can happen: 1) The incident beam can get absorbed within the resist and excites
the resist atoms. 2) It ionizes ER atoms. As the incident beam strikes the ER, it initiates a
chemical reaction because of the ionization and excitation processes. The ER is categorized
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(a) (b)
Figure 3.1: (a) Process steps in nanofabrication. (b) Schematic diagram of the main com-
ponents of an SEM.
as a positive ER or a negative ER based upon the effect of the incident beam. The incident
electron beam induces chain-scission (cross-linking) reactions where it strikes in the case
of positive (negative) ER. Here, chain-scission (cross-linking) means a polymer chain is
broken up into much smaller pieces (additional chemical bonds are formed) by the incident
beam. This process reduces (increases) the molecular weight of the positive (negative) ER,
which makes it more (less) soluble in an organic solvent known as the developer. The
exposed area in the case of positive (negative) ER is thus dissolved (resists dissolution),
leaving behind unexposed (exposed) areas of resist to form the desired pattern [47–49].
The performance of the ER is judged upon following parameters [48, 49]:
1. Tone: determines the area of the ER that will be removed in the development pro-
cess. Therefore, this parameter basically determines whether the ER is a positive or
a negative type.
2. Sensitivity: determines the number of electrons per unit area (also known as the
dose) of the incident beam of the specified energy needed to expose the particular
ER; subsequently, the exposed part readily dissolves in the developer.
3. Resolution: determines the minimum feature size that can be patterned using a par-
ticular resist.
4. Contrast: determines the dependence of the dose on the thickness of the resist.
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(a) (b)
Figure 3.2: (a) Emission of different types of electrons as a result of interaction between ER
and the incident electron beam. Fig. 3.2a is adapted from [49]. (b) The main components
of a secondary electron detector. Fig. 3.2b is adapted from [50].
5. Etch Resistance: determines the effect of chemical (wet) etching or physical (dry)
etching on the resist.
There are two positive ERs that are widely used:
1. Polymethylmethacrylate (PMMA): PMMA is a positive ER. PMMA (from MicroChem
Corp.) has a high resolution (between 5 and 20 nm), high contrast, low sensitivity,
and low resistance towards dry etching [49]. Since PMMA has a low sensitivity, it
requires a higher dose to clear an area. This resist has been primary choice among
the EBL community. Since EBL writing times for PMMA were very high due to its
low sensitivity, we had to search for an alternative ER.
2. ZEP: This ER is three times more sensitive to the primary beam compared with
PMMA. ZEP (from ZEONREX Electronic Chemicals) also has about the same reso-
lution as PMMA (between 10 and 20 nm). Therefore, use of ZEP resist allows EBL
writing time to be reduced by three times as compared to PMMA. One major is-
sue with ZEP was its low adherence to the substrate during spin coating—even after
coating the wafer with HMDS (from MicroChem Corp.). We then tried placing our
wafers in a commercial UV ozone cleaner (see Appendix B) to transform a wafer
from hydrophobic to hydrophilic, and produce a high-quality coating of a ZEP on a
silicon waver. All of the samples reported here were fabricated using the ZEP ER.
We also spent considerable time in optimizing a negative ER, called Hydrogen Silsesquiox-
ane (HSQ), especially the lift-off procedure. HSQ (from Dow Corning, Inc.) is the best
known negative ER and is very easy to use, like PMMA. However, HSQ is converted into
silicates wherever the electron beam strikes, and therefore these silicates can only be dis-
solved in hydrofluoric acid (HF). This resist could not be used to pattern our samples, as
HF also attacks Permalloy.
30
3.1.2 Electron Beam Lithography (EBL)
Figure 3.1b shows the main components of a scanning electron microscope (SEM): an
electron gun, a collimating aperture, condenser lenses, deflection coils, a blanking aper-
ture, an objective lens, and an electron detector [47–49]. An electron gun, located inside an
ultra-high vacuum (P≈ 10−10 Torr) chamber, generates the primary electron beam. While
moving along the optical axis, the electron beam gets collimated by a series of apertures
and electromagnetic lenses. The function of a beam blanker is to allow the beam to move
away from the optical axis. Deflection coils are used to deflect the beam to a given position
or to perform a raster scan across a given surface. The finely collimated beam is finally
focused onto the sample by an objective lens, with the final spot size potentially as small
as a few nanometers. The sample is mounted in a specimen chamber through a load-lock
in our SEM ( Zeiss, Inc.). The chamber is kept at moderate vacuum (P ≈ 10−6 Torr) to
prevent moisture or airborne contaminants from interfering with the electron beam. When
the incident electron beam strikes and enters the sample, the beam gets scattered within
the specimen; it slowly loses its energy, and eventually gets absorbed within the specimen.
The scattering of the incident beam by the specimen causes many types of photons and
electrons to be emitted from the surface, as shown schematically in Fig. 3.2a. The sec-
ondary electrons (SE) and the backscattered electrons (BSE) are of primary interest here,
as they are collected for imaging due to their ability to produce surface topography images.
SE result from inelastic scattering of the primary electrons by the substrate atoms, and are
primarily emitted from the surface of the substrate (from depth between 1 and 10 nm), with
relatively low energies ranging from 2 eV to 50 eV [49]. Most SE are collected in a de-
tector positioned at an angle of about 45 degrees to the vertical axis of the electron beam.
The high energy BSE have a large scattering angle and are produced by elastic scattering
events between the primary electrons and the atomic nuclei of the specimen under study.
Our SEM is equipped with a SE detector; Fig. 3.2b shows the main components of a typical
SE detector [50]. The tip of the detector is coated with a fluorescent substance, and a high
voltage is applied to it. SE from the specimen are attracted to this high voltage. When SE
hit the fluorescent substance, they generate light. This generated light is then passed to a
photomultiplier tube (PMT) via a light guide. The PMT converts light into electrons, which
are then amplified as an electric signal [50].
To convert the Zeiss SEM into an EBL system, Raith installs a proprietary ELPHY Plus
(Raith GmbH) pattern generator, as well as a new automated sample mounting stage, in the
SEM [49]. The pattern generator operates by taking remote control of the deflection coils
and blanking element of the SEM. An arbitrary pattern and exposure parameters (such as
write field size, scanning step size, and dose) are edited using proprietary computer-aided
design (CAD) software. The pattern generator converts this digital information into an
analogue signal using a 16 bit digital to analogue converter (DAC) (resulting in a pixel
resolution of less than 2 nm). This analogue signal is then supplied to deflection coils and
blanking elements to steer the finely focused electron beam to the desired area in the ER.
The amount by which the incident beam can be steered as well as the beam resolution is
limited by the user defined writefield (WF). The pattern generator rasters the incident beam
within the boundaries of the WF. The beam resolution is defined by the ratio WF/216,
where 216 is due to the 16 bit DAC. Therefore, if a WF size is 100 µm, the beam resolution
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becomes equal to 1.53 nm [51]. This is the reason why one does not use very large WF,
such as 1 mm or more. However, in practice the resolution in the patterning is limited by the
electron beam spot size, electron scattering, and the resolution of a resist. When the Raith
pattern generator finishes a raster scan on one writefield, it instructs the Raith software to
move the stage by an amount specified in the Raith CAD program. This process takes a
couple of seconds to finish. Therefore, if one selects a very small writefield (say 10 µm)
and duplicates it 4000 times (to obtain 4 mm2 area), the resulting EBL exposure time will
be very long. To achieve optimum lithographic resolution, the highest accelerating voltage
and the minimum available beam spot size needs to be selected. In this study, an electron
beam with an accelerating energy of 30 keV (since this is the highest value of voltage that
is available in our system) was used for high resolution patterning.
3.1.3 Thin Film Deposition
Patterned Permalloy thin films that were studied in this thesis were deposited using a
custom-built electron beam evaporator (the main components were from MDC Vacuum,
Inc. and Kurt Lesker, Inc.). A thin film of a given material is deposited in an ebeam
evaporator (see Fig. 3.1.3) by boiling the material (Permalloy in our case). The melting
of the target material takes place when high energy electrons, which are emitted from a
tungsten filament and guided by four permanent rare earth magnets, strike the target mate-
rial. Once the material melts inside a crucible, it generates a vapor of the target material;
subsequently, this vapor of the target material travels some distance in the high vacuum
(P ≈ 1× 10−6Torr in our case) chamber until it strikes some part of the chamber interior
or a substrate. In the case that the vapor condenses on the substrate, a thin-film coating of
the target material results. Since magnetic materials usually melt at a very high temperature
(the melting point of Permalloy is 1723 K), a large amount of heat radiation exists inside
the vacuum chamber. Continuous cooling of the crucible, chamber and the substrate holder
by cold tap water is necessary to prevent their deterioration by radiative heating. Even such
a cooling protocol is not sufficient, and author of this thesis found that one needs to deposit
material as fast as possible to prevent the burning of an ER. If the ER burns, it is very dif-
ficult to dissolve in a standard lift-off solution, and one does not obtain desirable patterned
nanostructures in the end. Permalloy thin films reported in this thesis were deposited at a
nominal rate of 1 nm/ minute. The vertical distance between the substrate holder and the
crucible in our system is 18 inches; furthermore, our system can accommodate a crucible
with very small inner volume (V ≈ 1.7cc). Such a large vertical distance and small source
size make Permalloy deposition very isotropic [52].
3.2 SQUID Magnetometer
We used a Quantum Design MPMS5 SQUID magnetometer to characterize the DC mag-
netic moment of thin-film samples with a sensitivity of the order 1×10−8 emu. The differ-
ent measurement options of the MPMS5 are described below.
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Figure 3.1.3: Schematic of an electron beam evaporator system.
3.2.1 Magnetic Property Measurement System (MPMS)
FM hysteresis curves were measured using a quasi-DC measurement method. In this tech-
nique a given sample moves vertically through superconducting pickup coils that are con-
nected in series along the applied field axis to form a superconducting flux-locked loop
[53]. The diameter of a pickup coil is 2 cm; furthermore, to minimize noise, these coils are
counter-wound in a second-order gradiometer configuration (see Fig. 3.2.1) [54, 55]. As
the sample moves through the pickup coils, an electric current is produced in the detection
coils to compensate for the magnetic flux the sample links to the flux-locked loop. Since the
detection coils are inductively coupled to a SQUID coil via a superconducting transformer,
any change in the magnetic flux in the detection coils gives rise to a change in the persistent
current in the detection circuit, which is proportional to the change in magnetic flux due to
the sample movement. Variations of the current in the detection coil produce corresponding
changes in the SQUID output voltage, which are proportional to the magnetic moment of
the sample. If the system is fully calibrated, measurements of the voltage variations from
the SQUID provide a highly accurate measurement of the sample’s magnetic moment. The
calibration of a system is usually performed using a small piece of material (usually Palla-
dium) whose mass and the magnetic moment are specified by Quantum Design [56].
3.2.2 Quantum Design RSO Option
The Reciprocating Sample Option (RSO) differs from the standard DC method in that the
sample moves up and down sinusoidally in time through the pickup coils; this technique
therefore permits application of a digital signal processor and lock-in techniques to max-
imize the signal-to-noise ratio. The RSO option has a noise floor of magnitude 5× 10−8
emu for magnetic moment determinations. The MPMS signal processing software assumes
that the largest dimension of the sample is much less than the diameter of pickup coils; this
allows the MPMS software to treat the sample as a point dipole. However, if the sample
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Figure 3.2.1: MPMS gradiometer configuration as well its inductive linkage to the SQUID
assembly. Figure 3.2.1 is adapted from [57].
film area becomes less than 2 mm2 or so, it is hard to obtain a strong magnetic moment
signal; therefore, samples were patterned in such a way that the total area of each sample
was 4 mm2 or 6.25 mm2. Furthermore, the effective sample position may vary because of
the occurrence of “macroscopic FM domains” during the FM reversal [58]. Therefore, we
constantly monitored the quality of the fits of SQUID voltmeter output using the Regression
Fit parameter R provided by the MPMS software [58, 59]:
R = 1− 1
V 2peak(N−1)
N
∑
i=1
(VM(i)−VF(i))2 (3.1)
Here Vpeak is the maximum value of the SQUID voltmeter output over a scan, VF(i) repre-
sents fitted value of the voltage, and the VM(i) is the measured voltage at the sample position
zi. In this thesis, we generally required magnetometer data to have R values between 0.9
and 1.0.
3.3 Narrow-Band FMR
Narrow-band (NB) FMR experiments were performed at fixed frequency (f ≈ 9.7 GHz)
and fields up to 10 kOe using a Bruker EMX EPR Spectrometer located in the Department
of Chemistry of the University of Kentucky. The EMX Spectrometer uses a microwave
cavity in order to amplify the weak FMR signals that are typical of our sample films. Fig-
ure 3.5a shows a block diagram of our NB FMR system. Our spectrometer operates in a
reflection mode; thus, it measures the amount of power coming out of a resonant cavity
containing a sample. A DC magnetic field H directed along the x-axis is supplied by an
electromagnet shown in Fig. 3.5a. Figure 3.5b shows the main components of the mi-
crowave bridge (MB), which includes a microwave source (MS), an attenuator, a reference
arm, and a diode detector. Since the power level of the MS cannot be changed, an attenuator
34
is located in front of the MS, allowing control of the amount of power entering the cavity
resonator (sample space). Since the spectrometer operates in the reflection mode, one uses
a circulator to direct incident power into the cavity (sample), and reflected power toward
a diode detector, so that diode detector does not see incident radiation from the MS. The
diode detector then converts reflected microwave power from the cavity (sample) into an
electrical current, which is then post-processed by Bruker proprietary electronics and soft-
ware to yield the microwave power absorption versus DC field data, which are exported to
a computer.
Our resonant cavity operates in the TE102 mode, with the DC magnetic field H applied
along the horizontal x-axis (see Fig. 3.6); the microwave AC field is applied along the
vertical z-axis. The sample film lies in the x-y plane and can be rotated about the about
the z-axis (see Fig. 3.6). The sample absorbs microwave power at a particular DC mag-
netic field corresponding to a sample FMR mode; consequently, the cavity Q-value (energy
stored in the cavity) goes down. This means the diode detector registers less microwave
power at the applied field value for the mode.
3.4 Broad-Band FMR
Broad-band FMR (BB FMR) data for patterned films discussed herein were collected in
Prof. John Kettersons laboratory at the Northwestern University by Joseph Sklenar and
the author. NB FMR has a higher signal-to-noise ratio (because the sample sits inside a
closed cavity and is isolated by the cavity walls), but can only be operated within a narrow
frequency range. On the other hand, a BB FMR instrument has a lower signal-to-noise ratio
(because sample is exposed to the surroundings), but can be operated over a wide frequency
range (10 MHz - 20 GHz) [60, 61]. This allowed us to obtain dynamic magnetization
response from patterned thin films in the saturated as well as the reversal regime. As
opposed to a NB FMR, BB FMR works in a transmission mode where microwave power
transmitted through a copper meander-line is measured.
The meander line is made up of of GE7031-varnish-coated copper wire and is attached
to a copper ground plane. The magnetic thin film sample is pressed against the meander
line. The schematics of the experimental setup are shown in Fig. 3.7. The meanderline
(with the sample) was placed inside a graphite cup so that parasitic resonances can be
minimized. Two coax cables (with 50 Ω impedance) were connected to the meanderline.
The other end of one coax cable was connected to a microwave synthesizer (HP model
83623A) that can supply input signals between 10 MHz and 20 GHz. The second coax
cable was fed to a diode detector through an amplifier. At this juncture, the rectified signal
contained a large background component that was compensated by a dc offset circuit. The
difference signal was then applied to a dc amplifier, the output of which was recorded using
a computer [61].
3.5 Micromagnetic Simulations
Exact analytical solution for magnetic induction ~B inside a FM sample is only available for
an ellipsoid [33]. For FM thin films with complex patterns, one needs to perform micro-
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(a) (b)
Figure 3.5: (a) Block diagram of the EPR instrument. (b) The main components of the
microwave bridge.
Figure 3.6: Schematic of the rotation of a sample in static applied magnetic field HDC,
which remains in-plane. The microwave field hRF is directed perpendicular to the film
plane. These (nonstandard) definitions are equivalent to a rotation of the DC field away
from the x-axis.
magnetic simulations (MS) to obtain descriptions of energetically favored magnetization
states. Advantages of MS can be listed as follows:
1. Reproduce experimental results such as FM hysteresis and FMR spectra.
2. Interpret dependence of experimental results (such as coercivity, resonance frequency,
etc.) on simulation parameters (such as an exchange length of the FM material).
3. Help researchers to fine tune physical parameters for future experiments.
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Figure 3.7: Block diagram of the sample cell and the BB FMR set up. Figure 3.7 is repro-
duced from [61].
A finite difference method (FDM) based program called Object Oriented Micromagnetic
Framework (OOMMF) was used to perform MS [44]. The geometry of an object was first
discretized in the form of cuboid spins of sizes p nm× q nm× 25 nm. The magnitude (|~M|)
of the magnetization vector within each cuboid is assumed to be constant. The equilibrium
magnetization (~M ≡ ~M(θ , φ)) state for a given geometry under the application of global
external field was obtained using the gradient descent method (GDM). The GDM method
is based upon the assumption that a physical system will evolve along a path that minimizes
the total energy of a given system. The above stipulated process is iterated until the M̂×
(M̂× ~He f f ) = ~Be f f /µo < 0.1 A/m, where the total internal effective field by using the
formula
~He f f =−
(
∂ETot
∂ ~M
)
(in SI units) (3.2)
OOMMF allows users to store the local as well as the global magnetization and local de-
magnetization field values. Local magnetization and demagnetization field values were
plotted as a function of spatial coordinates using the OOMMF graphics viewer module
and the open source OOMMFTools module [44, 62]. Dynamic MS were performed us-
ing OOMMF and our own MATLAB script. Steps involved in the calculation of the FMR
frequency for a given applied external field can be summarized as follows:
1. Obtain the DC magnetization map for a given external field via energy minimization
method mentioned above.
2. Apply a Gaussian pulse with full width at half maximum (FWHM) of few ps (say
2.5 ps) and amplitude of few mT (say 5 mT) perpendicular to the film plane. The
simulated system was then allowed to relax via the LLG equation for 10.24 ns or
more. A map of the local magnetization was then recorded in ∆t = 20 ps steps. The
frequency resolution of the simulated FMR spectra can be written as ∆ f =
1
T
. The
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stored data for the magnetization ~M≡ ~M(x,y,z, ti) was then read into MATLAB matrix
format [62] and Fourier transformed. Then the local power density, (i.e., the squared
amplitude for each pixel) was integrated over the whole geometry to yield the global
power density. Also, the local power densities were mapped for each frequency to
show the inhomogeneous distribution of the power absorbed for the corresponding
frequency.
3.6 Scanning Electron Microscopy with Polarization Analysis (SEMPA)
Magnetization textures of Penrose P2 tilings discussed herein were obtained by Dr. Andrew
Balk and Dr. John Unguris at the SEMPA facility at NIST, Gaithersburg. Unlike any
other magnetic imaging technique (e.g., PEEM, MFM, etc.), SEMPA provides a true, two-
dimensional vector image of the magnetization. SEMPA operates on the principle that
when secondary electrons are ejected from a sample, they maintain their three-dimensional
spin polarization; therefore, by detecting the polarization direction of collected secondary
electrons, the magnetization of the sample can be determined [63]. One spin detector in the
microscope is simultaneously sensitive to two orthogonal spatial directions, which have
been fixed in the sample plane for this measurement. When mapped with the position
of the excitation electron beam, an image of the nanoscale domain structure is obtained.
The simultaneous acquisition of the x- and y- component of the magnetization (of a P2T
sample) by the spin detector can be seen in Figs. (a) and (b), respectively. Thus we can
obtain quantifiable angular maps of the in-plane domain structures, where the magnitude(
|~M|=
√
M2x +M2y
)
and the angle of magnetization (θ = tan−1(My/Mx)) were projected
onto the film plane, as shown in Fig. (c).
SEMPA not only allows us to determine the direction of the magnetic polarization of a
Permalloy segment, but also allows us to view the domain walls within a P2T vertex. Before
imaging, the sample surface was ion-milled using a ≈ 1 keV argon beam that removed
oxygen and carbon surface contaminants. The quality of the exposed surface of permalloy
was confirmed by additional Auger spectroscopy. Finally, we deposited 1-2 monolayers of
iron in situ, which is too thin to independently undergo ferromagnetic ordering. However,
it exchange-couples to the underlying, weaker magnetization of permalloy to enhance the
domain contrast. To rule out interaction effects from the deposited iron, we verified the
absence of magnetic domains at positions on the sample with no deposited permalloy. The
resulting magnetic images are masked with simultaneously obtained secondary electron
images to highlight magnetic regions over surrounding non-magnetic areas. For example,
the magnetic image in Fig. (c) was masked with the simultaneously obtained secondary
image in Fig. (d); this highlights magnetic areas over surrounding areas that have zero
average moment. The final representative SEMPA image after the subtraction of the mask
for Sample (9-1) is shown in Fig. (e). Because of threshold artifacts from the creation
of the mask, widths of segments in masked images are slightly different from their actual
values. Furthermore, directions of black arrows are reliable, but their lengths are distorted
by image processing and do not necessarily indicate magnetic inhomogeneities within the
sample.
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(a) (b)
(c)
(d)
(e)
Figure 3.8: (a) Secondary electron polarization image of the x-component of magnetization
(Mx). (b) The y-component of magnetization (My). (c) The angular map of the magnetiza-
tion. (d) Simultaneously obtained secondary electron image (without polarization analysis)
of the P2T sample. (e) Map of magnetization direction after masking the magnetic image
in Fig. (c) by the SEM image shown in (d). The color scale and the pixel arrows both
represent the direction of the local moment (see color wheel in (e)).
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Chapter 4 A Study of Pinning of Domain Walls and Spin Waves in Periodic ADLs
4.1 Motivation
FM thin films patterned on a sub-micron length scale have been intensively studied for ap-
plications in data storage schemes in which a local magnetization direction (e.g., up/down)
corresponds to a binary logic state. However, FM thin films generally exhibit domain walls
(DW), whose existence and uncontrolled motion can adversely affect device performance.
In particular, DW greatly complicate the low-field regime where magnetic reversal takes
place, and their control is therefore very important in IT applications. Fortunately, FM
thin films patterned into sub-micron dot or antidot lattices (ADL) offer the possibility to
control DW stability and pinning [6, 7]. ADL exhibit relatively stable FM order compared
to nanoscale dots that are prone to superparamagnetism [5]. On the other hand, FM dots
of appropriate thickness and size adopt a remnant state composed of FM vortices (FV) of
positive or negative chirality that are promising candidates for data storage. However, FV
have not yet been systematically studied in films patterned with ADL.
Strong modifications of spin waves and related collective excitations can be induced by
sub-micron film patterning, which may facilitate low-power magnetic switching schemes
for RAM and disk storage media [9, 10]. Moreover, the fundamental interactions that give
rise to magnetic excitations and their dispersion relations can be sensitively probed via
FMR measurements. Previous FMR studies of periodic lattices of submicron Permalloy
rings and dots have demonstrated the high sensitivity of their spectra (and potentially mag-
netic switching) to separation, edge imperfections and small asymmetries of the patterned
features [11, 12]. Nevertheless, existing FMR studies and analyses of mode spectra have
concentrated on the higher-field, saturated regime, which is simpler to understand than the
device-relevant, low-field regime that is dominated by the hysteretic pinning of (presum-
ably disordered) DW.
4.2 Sample Fabrication
We used electron beam lithography to pattern periodic ADL of different shapes and sizes.
Three square antidot lattices with the same lattice constant d = 1000 nm, but with different
antidot sizes were studied: D = 300 nm (III122D), D = 500 nm (III123E), and D = 700 nm
(III122F). ZEP positive resist was spin-coated on a Si wafer prior to electron beam expo-
sure. After the exposure and the development, Permalloy film was deposited using electron
beam evaporation, with a base pressure of 10−7 Torr. Final lift-off of the photoresist was
done using N-Methyl-2-pyrrolidone (NMP). All ADL samples had overall dimensions of 2
mm x 2 mm. SEM images of Sample III122D and Sample III122F are shown in Figs. 4.1a
and 4.1b, respectively.
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(a) (b)
Figure 4.1: (a) SEM micrograph of Sample III122D with D = 300 nm and d = 1000 nm.
Bars define the parameter listed. (b) SEM micrograph of Sample III122F with D = 700
nm, d = 1000 nm. The total pattern dimensions of Sample III122D and Sample III122F
were 2 mm × 2 mm. The film material is Permalloy of t = 25 nm thickness. Bars define
the parameter listed. The ADL [1 0] direction (φ ≡ 0o) is defined to be horizontal.
(a) (b)
Figure 4.2: (a) SQUID hysteresis plot of a plain Permalloy film of dimensions 2 mm x 2
mm x 25 nm at T = 310 K. (b) NB FMR plot for a plain Permalloy film. The peak at H =
970 Oe is called a uniform mode.
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(a) (b)
Figure 4.3: (a) DC hysteresis results for ADL with the same d = 1000 nm, but with different
D (indicated by color). Note the increase in the coercive field values as D increases. (b)
Simulated and experimental hysteresis plots for square ADL with D = 700 nm and d =
1000 nm. The solid black curve indicates OOMMF simulation results for T = 0 K. Open
circles and squares represent DC magnetization data for T = 310 K and 5 K, respectively.
The external magnetic field, ~H, was applied parallel to the film plane. Adapted from [64].
4.3 Plain Permalloy Thin Film Characteristics
Since a periodic ADL is nothing but an array of non-magnetic region in an otherwise con-
tinuous FM thin film, it is imperative to first study DC and dynamic properties of a plain
FM thin film. DC hysteresis data (see Fig. 4.2a) for a 25 nm thick plain Permalloy film at
T = 310 K exhibit a very low value of coercive field (≈ 10 Oe), HC. Room-temperature NB
FMR, as well as BB FMR, spectra for a 25 nm thick, plain Permalloy film exhibits a single
FMR mode in the saturated regime (see Fig. 4.2b).
4.4 Square ADL
DC magnetization data for several ADL show that HC increases monotonically with AD
feature size D (see Fig. 4.3a). A strong increase in HC with increasing D indicates that
longer AD edges or narrower film segments are more effective in pinning DW in the low-
field reversal regime. One also observes from Fig. 4.3b that for a given AD size, HC
increases as one decreases the temperature. This indicates that, as compared to room-
temperature, more applied field is needed to overcome the energy barrier for switching the
magnetization at lower temperatures. Simulated hysteresis for III122F show the presence
of knees in the DC hysteresis (see Fig. 4.4a). These knee values correspond to major
events in magnetization reversal, where partial or the entire horizontal stripe reverses along
the applied field direction (see Figs. 4.5, 4.6, 4.7, and 4.8).
NB FMR spectra for Sample III122F for an in-plane angle φ = 0o show three prominent
resonance modes at H = 0.31 kOe, 1.48 kOe, and 1.67 kOe (see Fig. 4.9a). Figure 4.9b
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(a) (b)
Figure 4.4: (a) Simulated DC hysteresis for D = 700 nm and d = 1000 nm ADL. Prominent
knees (at H =−0.275, −0.285, −0.31, and −0.46 kOe) in the DC hysteresis are indicated
by solid black arrows. (b) Local magnetization map for H =−0.26 kOe during the negative
field sweep. Color scale indicates the individual pixel polarization.
(a) (b)
Figure 4.5: (a) Simulated local magnetization map for Sample III122F at H =−0.275 kOe
during the negative field sweep. This field value corresponds to the knee 1 in Fig. 4.4a.
Color scale indicates the individual pixel polarization. (b) Simulated local magnetization
map for Sample III122F at H = −0.28 kOe during the negative field sweep. Notice the
switching of an entire stripe along the applied field direction for such a small increment in
the field. Color scale indicates the individual pixel polarization.
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(a) (b)
Figure 4.6: (a) Simulated local magnetization map for Sample III122F at H =−0.285 kOe
during the negative field sweep. This field value corresponds to the knee 2 in Fig. 4.4a.
Color scale indicates the individual pixel polarization. (b) Simulated local magnetization
map for Sample III122F at H = −0.29 kOe during the negative field sweep. Notice the
switching of an entire stripe along the applied field direction for such a small increment in
the applied field. Color scale indicates the individual pixel polarization.
displays NB FMR results for various in-plane angles for Sample III122F at microwave
frequency f = 9.67 GHz. Compared with NB FMR spectra for the plain Permalloy film
(see Fig. 4.2b), we observed multiple resonance modes that are strongly dependent upon
the relative angle, φ , between the applied field and the x-axis. The observed fourfold
rotational symmetry in Fig. 4.9b can be attributed to the fourfold rotational symmetry of
the ADL. One may attribute multiple resonance modes to the lower translational symmetry
of the square ADL as compared to the plain Permalloy film.
Figures. 4.10a and 4.10b show BB FMR results at microwave frequency f = 9 GHz
for Samples III122D and III122F, respectively. In the case of Sample III122D, four modes
were observed, whereas only three modes were seen for Sample III122F. Earlier studies
on ADL with circular antidots of micron dimensions reported only two resonance modes
in the saturated regime [65]. This indicates the importance of edges of antidots as one
increases the antidot feature size D. From Figs. 4.9a and 4.10b one also notes that there
is a good agreement between NB FMR and BB FMR spectra in the saturated regime. The
field separation between the lower- and higher-field modes increased from 290 Oe to 1050
Oe (at frequency f = 9 GHz) in the saturated regime, as we increased D from 300 to 700
nm. This indicates that the field separation between the FMR modes is related to the feature
size of the antidots.
Our BB FMR results for Sample III122D and III12F show (see Figs. 4.11a and 4.11b)
remarkable hysteretic behavior of FMR modes in the low-field reversal regime: When the
external magnetic field was swept from positive saturation to negative fields, the lowest-
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(a) (b)
Figure 4.7: (a) Simulated local magnetization map for Sample III122F at H = −0.31 kOe
during the negative field sweep. This field value corresponds to the knee 3 in Fig. 4.4a.
Color scale indicates the individual pixel polarization. (b) Simulated local magnetization
map for Sample III122F at H = −0.315 kOe during the negative field sweep. Notice the
switching of an entire stripe along the applied field direction for such a small increment in
the field. Color scale indicates the individual pixel polarization.
field mode appears at a negative field, but is absent for positive fields; conversely, when
the field was swept from negative saturation to positive fields, the same mode appears at
a symmetric positive field and is absent for negative fields. We therefore denote these
low-field FMR modes in the hysteretic regime as asymmetric FMR modes.
We found good agreement between experimental and simulated dispersion relations
in the saturated regime (see Figs. 4.12a and 4.12b). As compared to Sample III122F,
Sample III122D exhibits multiple FMR modes in the reversible and saturated regimes.
Since simulations were performed at T = 0 K, they provide only a qualitative understanding
of FMR modes in the reversible regime.
4.5 Micromagnetic Simulations in the Saturated Regime
To understand the nature of FMR modes, we performed MS in the saturated and rever-
sal regimes. Studies of local magnetization maps in the near-saturated regime show that
the magnetization is nicely directed along the field direction (see Figs. 4.13a and 4.13b);
therefore, these magnetization maps do not offer an explanation of multiple FMR modes
for ADL. Figures 4.13c and 4.13d display local demagnetization field maps for Samples
III122D and III122F, respectively, for applied field H = 1.5 kOe during a negative field
sweep. The magnetization and demagnetizing field maps in the saturated regime indicate
that the local magnetization is highly uniform, but the local demagnetization field is highly
complex. This in turn implies that ~B is also non-uniform and |~B| ≤ µo|~H| for the ADL. One
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(a) (b)
Figure 4.8: (a) Simulated local magnetization map for Sample III122F at H = −0.46 kOe
during the negative field sweep. This field value corresponds to the knee 4 in Fig. 4.4a.
Color scale indicates the individual pixel polarization. (b) Simulated local magnetization
map for Sample III122F at H = −0.465 kOe during the negative field sweep. Notice the
partial switching of the bottom stripe along the applied field direction for such a small
increment in the field. Color scale indicates the individual pixel polarization.
(a) (b)
Figure 4.9: (a) Room temperature NB FMR spectra for Sample III122F for frequency
f = 9.67 GHz for φ = 0. (b) Room temperature NB FMR plot of absorption derivative
versus applied DC magnetic field H of Sample III122F at frequency f = 9.67 GHz. Colors
correspond to FMR spectra for different in-plane angles 0≤ φ ≤ 90. Note that FMR spectra
for φ = 0 is reproduced at φ = 90, which is indicative of the fourfold rotational symmetry
of this ADL.
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(a) (b)
Figure 4.10: (a) BB FMR spectra of Sample III122D for microwave frequency f = 9.0
GHz. DC magnetic field was aligned along the ADL [1 0] direction. Mode numbers cor-
respond to the Branch numbers shown in 4.12a. Note the reproducibility of absorption
peaks for positive and negative magnetic field sweeps in the saturated regime. (b) BB FMR
spectra for Sample III122F for frequency f = 9 GHz.
(a) (b)
Figure 4.11: (a) BB FMR spectra for Sample III122D for microwave frequency f = 6.0
GHz. DC magnetic field was aligned along the ADL [1 0] direction. Note the hysteretic
and highly reproducible behavior of the low-field absorption peaks for opposite magnetic
field sweeps, suggesting they are controlled by DW pinning by AD edges. (b) BB FMR
spectra for Sample III122F for frequency f = 2.75 GHz.
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(a) (b)
Figure 4.12: (a) Experimental BB FMR data (points) and simulated (solid line) field de-
pendencies of resonances for Sample III122D. (b) Experimental BB FMR data (points) and
simulated (solid line) field dependencies of resonances for Sample III122F. Compared with
(b), (a) shows simpler dispersion in the high field regime. A greater number of FMR modes
can be seen in the hysteretic regime for Sample III122D as compared to that for Sample
III122F. This suggests that the occurrence of FMR modes in the hysteretic regime depends
upon the AD size or segment width.
also notes the higher non-uniformity of the demagnetization field near edges of antidots.
Such a complex behavior in ~B can be attributed to the presence of surface charges on the
edges of antidots.
Figure 4.14a shows simulated FMR spectra for applied field H = 1.5 kOe for Sample
III122D, where mode numbers indicate branch numbers (see Fig. 4.12a); local power
absorption maps corresponding to these FMR modes are plotted in Fig. 4.15. Studies
of these power maps indicate that Modes 3 and 4 are from the region that has a higher
demagnetization field, whereas Modes 1 and 2 correspond to the low demagnetizing field
region. Further inspection reveals that Mode 3 is mostly located on the edges of antidots
and can be called an edge mode, whereas Mode 4 is from the region between the two
antidots (located at φ = 90o with respect to field direction). A power map for Mode 2 in
Fig. 4.15c shows that it is mostly concentrated in the region above an AD. Inspection of
a local power map for Mode 1 in Fig. 4.15d suggests that it is concentrated in the region
between the two antidots.
Figure 4.14b shows simulated FMR spectra for field H = 1.5 kOe for Sample III122F.
Mode numbers correspond to the Branch numbers shown in Fig. 4.12b. Figure 4.16 ex-
hibits local power absorption maps for four modes in Fig. 4.14b. From Fig. 4.16 one
observes that power absorption maps for Modes 1 and 2 are similar to those for Modes 2
and 3 in Fig. 4.15. Figure 4.16c indicates that Mode 3 amplitude is concentrated more on
the edges as compared to in the region between the two antidots. Mode 4 (which was not
observed in experiment) is mainly concentrated on the edges of antidots.
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(a) (b)
(c) (d)
Figure 4.13: (a) and (b) Simulated magnetization maps obtained in an external magnetic
field H = 1.5 kOe during a negative field sweep for Sample III122D and Sample III122F,
respectively. Color scale indicates the individual pixel polarization. (c) and (d) Simulated
demagnetization field maps obtained in an external magnetic field H = 1.5 kOe during a
negative field sweep for Sample III122D and Sample III122F, respectively.
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(a) (b)
Figure 4.14: (a) Simulated absorption spectra for Sample III122D at H = 1.5 kOe. Mode
numbers correspond to Branch numbers shown in Fig. 4.12a. Note that Mode 5 was not
observed in the experiment. (b) Simulated absorption spectra for Sample III122F at H = 1.5
kOe. Mode numbers correspond to Branch numbers shown in Fig. 4.12b. Note that Mode
4 was not observed in the experiment.
4.6 Micromagnetic Simulation in the Reversible Regime
We now proceed towards understanding the origin of FMR modes in the unsaturated regime.
The magnetization texture is highly non-uniform (as indicated by multiple colors and in-
plane tilt of black arrows) in the reversible regime. One may also observe the tendency
toward formation of flux closure loops around an individual antidot for the case of Sample
III122D, as it minimizes the stray field energy. Local magnetization and demagnetization
maps are highly nonuniform (as indicated by multiple colors and in-plane tilt of black ar-
rows) in the reversible regime (see Fig. 4.17). Furthermore, in the reversal regime one also
observes that the ADL with D = 700 nm exhibits stronger pinning of DW (measured by
higher coercive field) as compared to the ADL with D = 300 nm. Figure 4.18a displays
simulated power versus frequency for H = −30 Oe, where two prominent modes can be
seen: a sharp one at f = 0.93 GHz and a broad mode at f = 6 GHz. Figures 4.19a and
4.19b show the local power maps at these frequencies. Comparison of Fig. 4.19 with Fig.
4.17c reveals that the FMR mode at f = 0.93 GHz can be attributed to DW resonances,
whereas the FMR mode at f = 6 GHz appeared to be highly disordered, given power is
absorbed by most of the sample at this frequency. Figure 4.18b exhibits simulated power
versus frequency for H =−100 Oe, where two prominent modes can be seen: a sharp one
at f = 2.3 GHz and a broad mode at f = 8.2 GHz. Figures 4.20a and 4.20b display local
power maps at these frequencies. Comparison of Fig. 4.20a with Fig. 4.17c reveals that
the FMR mode at f = 2.3 GHz can be attributed to domains that are pinned by antidots,
whereas the FMR mode at f = 8.2 GHz appeared to be due to power absorption from the
entire sample. Thus, for D < 0.5d, we observed multiple resonance modes that are closely
spaced in applied magnetic field, and that power absorption is highly non-uniform..
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(a) (b)
(c) (d)
Figure 4.15: (a) Simulated OOMMF power absorption map for Sample III122D for fre-
quency f = 10.6 GHz. DC magnetic field H = 1.5 kOe was applied along the [1 0] direc-
tion. Color scale indicates magnetization tipping amplitude (red is greatest). This power
map corresponds to Branch 4 (red in color) in Fig. 4.12a. (b) Simulated OOMMF power
absorption map for frequency f = 11.76 GHz. The applied DC magnetic field was H = 1.5
kOe. This power map corresponds to Branch 3 (purple in color) in Fig. 4.12a. (c) Sim-
ulated OOMMF power absorption map for frequency f = 12.94 GHz. The applied DC
magnetic field was H = 1.5 kOe. This power map corresponds to Branch 2 (black in color)
in Fig. 4.12a. (d) Simulated OOMMF power absorption map for frequency f = 13.96
GHz. The applied DC magnetic field was H = 1.5 kOe. This power map corresponds to
Branch 1 (dark brown in color) in Fig. 4.12a.
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(a) (b)
(c)
Figure 4.16: (a) Simulated OOMMF power absorption map for Sample III122F for fre-
quency f = 15.1 GHz. The applied DC magnetic field, H = 1.5 kOe, was applied along
the [1 0] direction. Color scale indicates magnetization tipping amplitude (red is greatest).
This power map corresponds to Branch 1 (purple in color) in Fig. 4.12b. (b) Simulated
OOMMF power absorption map for frequency f = 9.6 GHz. The applied DC magnetic
field was H = 1.5 kOe. This power map corresponds to Branch 2 (green in color) in Fig.
4.12b. (c) Simulated OOMMF power absorption map for frequency f = 9.2 GHz. The
applied DC magnetic field was H = 1.5 kOe. This power map corresponds to Branch 3
(red in color) in Fig. 4.12b.
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(a) (b)
(c) (d)
Figure 4.17: Simulated magnetization map (a) for Sample III122D at H =−30 Oe during
a negative field sweep; (b) for Sample III122F at H = −100 Oe during a negative field
sweep. Color scale indicates the individual pixel polarization. Simulated demagnetization
field map (c) for Sample III122D at H = −30 Oe during a negative field sweep; (d) for
Sample III122F at H =−100 Oe during a negative field sweep.
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(a) (b)
Figure 4.18: (a) Simulated absorption spectra for Sample III122D at H = −30 Oe. (b)
Simulated absorption spectra for Sample III122F at H =−0.1 kOe.
(a) (b)
Figure 4.19: (a) Simulated OOMMF power absorption maps for Sample III122D for field
angle φ = 0o, frequency f = 0.93 GHz. The applied DC magnetic field was H = −30
Oe along the -x̂ direction. Color scale indicates the magnetization tipping amplitude (red
is greatest). (b) Simulated OOMMF power absorption maps for Sample III122D for field
angle φ = 0o, frequency f = 6 GHz. The applied DC magnetic field was H = −30 Oe
along the -x̂ direction.
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(a) (b)
Figure 4.20: (a) Simulated OOMMF power absorption maps for frequency f = 2.3 GHz.
The applied DC magnetic field was H = −100 Oe along the -x̂ direction. (b) Simulated
OOMMF power absorption maps for frequency f = 8.2 GHz. The applied DC magnetic
field was H =−100 Oe along the -x̂ direction.
4.7 Summary
The following conclusions can be drawn from our work on periodic ADL.
1. Coercivity in a periodic ADL increases as the size of an antidot increases (or the
width of film segments decreases) for the same lattice constant. The extent of pinning
of FM domains on the edges of antidots is directly related to coercivity of ADL.
2. The patterning of ADL causes multiple resonance modes, as compared to a plain
Permalloy film. Experiments and simulations suggest multiple resonance modes are
due to a complex spatial distribution of ~B.
3. Symmetric FMR modes were observed in the saturated regime, whereas in the hys-
teretic regime we observed reproducible asymmetric modes. Observation of asym-
metric modes can be attributed to the pinning of well-ordered FM domains on the
edges of AD.
Copyright c© Vinayak S Bhat, 2014.
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Chapter 5 Artificial Quasicrystal
5.1 Motivation
The vast majority of previous micromagnetics studies have been done on simple dot or
antidot (AD) shapes (circle, square, etc.) patterned on periodic lattices (square, kagome
etc.) [65]. Simulations of periodic antidot lattices (ADL) exhibit a reproducible evolution
of FM domain walls (DW) in the low-field, reversal regime critical to magnetic switching
applications [64]. This high degree of reproducibility contrasts the uncontrolled evolution
of disordered DW textures under applied magnetic fields in unpatterned FM films and bulk
solids.
Artificial quasiperiodic ADL in FM thin films offer an interesting alternative to periodic
ADL, but have been largely ignored. Quasiperiodic tilings are generated by explicit rules
that dictate long-range order without periodic translational symmetry [66–69]; yet they are
locally self-similar so that any finite-area pattern occurs infinitely many times within an
arbitrarily large tiling. Infinite Penrose tilings possess ten-fold rotational symmetry that is
inconsistent with periodic lattices.
In this Chapter, we describe DC magnetization data and FMR spectra for ADL formed
by quasiperiodic Penrose P2 tilings (P2T) [70]. Further analysis of simulated magnetization
maps, using a charge model [2] reveals the nonstochastic switching behavior in the artificial
quasicrystal [71]. Effects of relaxation of periodic symmetry on magnetic reversal, DW
motion and therefore, spin wave propagation and dispersion in the hysteretic regime, are
our primary interests.
5.2 Penrose P2 Tiling Construction
Familiar crystal structures by definition exhibit periodic translational symmetry and can
only have twofold, threefold, fourfold, or sixfold rotational symmetry [72]. A quasicrystal
exhibits properties in common with a typical crystal: long range positional and rotational
order. However, a quasicrystal differs from a crystal in two fundamental aspects: The
absence of periodic translational symmetry and the presence of forbidden rotational sym-
metry.
One of the first theoretically proposed quasicrystalline tilings is the well-known Pen-
rose P2 tiling [66, 67, 69]. Penrose tilings can be constructed by a deflation method, im-
plemented with a modified Mathematica (Wolfram Research) code [28, 68]. The tiling is
based upon two building blocks: kites and darts. A kite is a quadrilateral with four interior
angles of 72◦, 72◦, 72◦, and 144◦; a dart is a quadrilateral with four internal angles of 36◦,
72◦, 36◦, and 216◦ (see Fig. 5.1a). The ratio d1/d2 of the long to the short edges of kites and
darts is the “golden ratio” = 1.618. . . (an irrational number). Bisection of a kite along its
symmetry axis creates a pair of acute (“type +1”) Robinson triangles [67] having interior
angles 36◦, 72◦, and 72◦ degrees. Alternatively, bisection of a dart along its symmetry axis
yields a pair of isosceles (“type -1”) Robinson triangles having interior angles 36◦, 36◦, and
108◦ degrees. Robinson triangles have the important property that they can be dissected
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(a) (b)
Figure 5.1: (a) Kite and darts as prototypes of a Penrose tile. (b) Dissection rule used in the
deflation method: Each kite converts into two kites and one dart, and each dart transforms
into one kite and two half-darts. The matching rule demands that the green and red arcs
must separately match at edges. Fig. 5.1b is adapted from [68].
into smaller triangles, one of each type: A kite can be dissected into two kites and one dart;
whereas a dart can be sliced into a kite and two half-darts, as shown in Fig. 5.1b. Fiducial
green and red circular arcs positioned on the kites and darts facilitate the application of the
matching rules: The circular arcs of each color must smoothly connect when two kites or
darts share an edge, as shown in Figs. 5.2a and 5.2b.
Higher-generation tilings can be constructed by repeated dissection of kites and darts.
A possible starting point is a tiling of five kites joined at a common vertex, which is denoted
as the “Penrose Sun”, or the “0th generation” of the Penrose P2 tiling (see Fig. 5.2a). Kites
joined in such a manner follow the “matching rule” described above. Next, each kite is
dissected into two smaller kites and a dart, and rejoined according to the matching rule to
obtain the 1st generation tiling. One can rescale the 1st generation tiling to make it the same
size as the 0th generation tiling; kites and darts of the 1st generation will then be smaller
in size, compared to those of the 0th generation. Continued dissection and rescaling yields
higher-generation Penrose P2 tilings (P2T), and the deflation process can be terminated at
some chosen, finite generation (see Fig. 5.2c). The next step is to convert the final P2T
tiling into an Autocad (Autodesk, Inc.) file format that can be imported into commercial
electron beam lithography (EBL) software. Raith EBL software (Raith U.S.A.) enables one
to rescale the entire P2T tiling in order to obtain the desired lengths of the long and short
edges of the kites and darts. Note that the deflation process maintains the golden ratio of
lengths of the long and short segment edges; but one can independently assign a desired
segment width W (of the edges of kites and darts) to the P2T . The final, finite P2T exhibits
exact fivefold rotational symmetry about the center point of the 0th generation Penrose sun,
contrasting the ten-fold symmetry extrapolated for a theoretical, infinite P2T; however,
there is no periodic translational symmetry for either finite or infinite P2T. A quasicrystal
tiling can continuously fill all space, but the lack of periodic translational symmetry implies
that a shifted copy of the tiling will never match with its original.
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(a) (b)
(c)
Figure 5.2: (a) Construction of the 0th Gen. P2T with matching arcs. (b) Construction of
the 3rd Gen. P2T using the deflation method with matching arcs. (c) The 3rd Gen. P2T
using the deflation method after subtracting the matching arcs. Note the definition of the
x- and y-axes used herein. Figs. 5.2a and 5.2b are obtained from modified open source
Mathematica code [28].
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(a) (b)
Figure 5.3: (a) SEM image of a 3rd generation P2T Sample III134E with apical width D
= 6.8 µm. Bright and dark regions correspond to Permalloy, and Si substrate, respectively.
Segment lengths are d1 = 810 nm and d2 = 500 nm, and width W = 85 nm [70]. (b) SEM
image of a 5th generation P2T Sample III134A with apical width D = 18.3 µm. Bright and
dark regions correspond to Permalloy and Si substrate, respectively. Segment lengths are
d1 = 810 nm and d2 = 500 nm, and width W = 60 nm.
5.3 Nanofabrication
Sample films were patterned using a Raith eLine EBL System (Raith U.S.A.). First, a
120-nm-thick layer of ZEP520A positive ebeam resist (ZEON Chemicals) was spun onto
a Si substrate. The exposed resist mask was then developed in the xylene and isopropanol
solutions, respectively. A Permalloy film of thickness t = 25 nm was then deposited at
a rate of 1 nm/min on the masked Si substrate via electron beam evaporation method,
followed by a lift-off procedure in N-methylpyrilidone solution and a rinse in isopropanol.
A SEM image of Sample III134E is shown in Fig. 5.3a; note this finite-area, 3rd generation
tiling has fivefold rotational symmetry about the central Penrose star. A SEM image of
an 8th generation Sample III130C is shown in Fig. 5.4a. Note that the apical width (76
µm) of Sample III130C is much greater than that of III134E (6.8 µm). Sample patterns
were initialized with long and short kite edges d1 and d2, respectively, which were reduced
during deflation to a final generation while maintaining the golden ratio d1/ d2 = 1.618
for P2T. There are N decagons of apical width D and spacing d (see Figs. 5.4 and 5.3)
in a write field that was copied P times onto a square array of spacing dW to yield a total
pattern area (≈ 4 to 6 mm2) containing N x P decagons suitable for magnetometer and
FMR measurements. All pattern parameters are summarized in the Table5.1, and the P2T
samples are exemplified by a SEM image (Sample III134E) in Fig. 5.5.
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(a) (b)
Figure 5.4: (a) SEM image of a 8th generation P2T Sample III130C with apical width D =
76 µm. Bright and dark regions correspond to Permalloy and Si substrate, respectively. (b)
Blown-up SEM image of the P2T of (a) with color-coded lines showing the long (d1 = 810
nm) and short (d2 = 500 nm) segment lengths. The segment width W = 90 nm.
5.4 DC Magnetization Characteristics
Experimental DC magnetizations M(H,T) for three P2T samples are shown in Fig. 5.6;
and hysteresis loops for the 3rd generation Sample III134E at temperatures T = 310 K and
5 K are shown in Fig. 5.7. The data are also compared with the results of an OOMMF
simulation (performed at T = 0 K ) for a P2T of essentially the same geometry. Highly
reproducible knee anomalies are observed in both the experimental and simulated (T = 0
K) M(H,T) data in the low-field, reversal regime that is normally dominated by hysteresis
and disordered textures of magnetic domain walls in unpatterned thin films. The knees are
fewer and more pronounced in experimental DC magnetization data. The DC hysteresis
curves exhibit increased coercivity for T = 5 K compared with the T = 310 K data; more-
over, the T = 5 K DC magnetization curve for Sample III134E is in good agreement with the
simulated data for a 3rd generation P2T. It is important to note that qualitative similarities
between reproducible knee anomalies in the experimental and simulated magnetizations at
the onset of reversal. The experimental and simulated data for the magnitude of the slopes
just before and just after a knee, and the rough sizes of the knees are also reproduced by
simulations. Note, however, a fourth knee exists in the simulated magnetization at H =
-490 Oe, and the room-temperature magnetization exhibits only two strong knees. Figure
5.8 displays the simulated hysteresis for the 3rd generation P2T with widths W = 50, 100,
and 250 nm. One readily observes that the coercive field is enhanced, and knees become
more pronounced for lower widths.
Our simulations show that knees represent abrupt changes in M(H,T) of the P2T within
the low-field, hysteretic regime (see Fig. 5.9). The size and sharpness of the knees, which
are quite reproducible, depend on the amount of the P2T area that simultaneously reorients
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Figure 5.5: SEM image of EBL write fields of 3rd generation P2T, Sample III134E, based
upon square arrays of decagonal P2T with spacing d = 13.21 µm. Note the 20 µm scale bar
at lower left. Each EBL write field has 49 P2T decagons. The write fields are arrayed on a
square lattice of spacing dW = 100 µm. Bright and dark regions correspond to Permalloy
and Si substrate, respectively.
at the characteristic field of a given knee. The reproducibility and temperature depen-
dence of the size and number of the knee anomalies suggest that these events are highly
cooperative in nature, and may be related to symmetry breaking of the magnetization in
the presence of an applied DC field. The finite P2T under study have fivefold rotational
symmetry about the pattern center, and mirror symmetry about their equatorial x-axis. Ex-
amination of simulated magnetization maps reveals that DW are nearly always located at
vertices of the P2T, and the pattern segments tend to be uniformly polarized over a wide
range of applied DC field (see Fig. 5.9). The simulated magnetization maps consequently
exhibit a high degree of mirror symmetry over a range of field in the hysteretic regime.
The hysteretic nature of the lowfield regime nevertheless demands that disorder among the
segment magnetizations will be present. The low-field reversal is dominated by abrupt re-
versals of individual segments, but the order of segment reversals strongly depends upon
the segment orientation with respect to the applied field. One can discern five distinct sub-
sets of film segments oriented at angles of 0◦, 72◦, 144◦, 216◦, and 288◦ with respect to the
x-axis.
63
Figure 5.6: Horizontal DC magnetization MX normalized to saturation value MS vs. ap-
plied DC magnetic field H for Samples III130C (the 8th generation P2T), III133C (the 12th
generation P2T), and III133E (the 3rd generation P2T) at temperature T = 310 K. Inset
shows first knees encountered in a negative field sweep. For Sample III130C (W = 90 nm),
two sharp knees are observed at H ≈ 0 Oe and ±60 Oe; and a broader anomaly is seen at
H ≈ ±280 Oe. For Sample III133C (W = 107 nm) two clear knees are visible at H ≈ ±50
Oe and ±340 Oe; a weak knee is seen at H ≈ 0 Oe. For Sample III133E (W = 1100 nm)
two knees are observed at H ≈ ±15 Oe and ±20 Oe [70].
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Figure 5.7: MX/MS for Sample III134E versus H for T = 310 and 5 K, compared with the
simulated magnetization (black line) at T = 0 K. Knees in simulated and experimental (T
= 5 K) M(H) are indicated by black and red colored arrows, respectively. Three relatively
small knees in the simulated magnetization (marked by black arrows in the inset of 5.7)
occur at H = -290, -330, and -450 Oe. In comparison, three more robust anomalies are
observed in the experimental data at H = -20, -220, and -440 Oe for T = 5 K (red dashed
arrows in the inset) [71].
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Figure 5.8: Simulated hysteresis of horizontal magnetization MX normalized to saturation
value MS for three P2T of W = 50, 100, and 250 nm. Applied DC field H protocol was ~H =
0x̂ → +12kOex̂ → −12kOex̂→ +12kOex̂. A near-saturated region can be defined as the
region that starts at the point where two normalized magnetization curves (corresponding to
the two opposite direction of DC field sweeps) meet each other (as shown by a dashed red
arrow for W = 0.05 m hysteresis curve in Fig. 5.8), and ends at the point where normalized
magnetization becomes equal to 1.0 or -1.0. Note that this is a rough, qualitative definition
and is based upon author’s experience in the simulation of FMR modes.
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(a) (b)
(c) (d)
Figure 5.9: Simulated DC magnetization maps during a negative field sweep for (a) H =
−0.29 kOe, (b) H = −0.33 kOe, (c) H = −0.46 kOe, and (d) H = −0.7 kOe. Color scale
(φ = 0◦, red; φ = 180◦, turquoise) and small arrows indicate the direction of the local
magnetization.
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(a) (b)
Figure 5.10: (a) Simulated global power vs. frequency for 3rd generation P2T with W =
100 nm in applied field H = 12 kOe. (b) Simulated FMR mode frequencies f as a function
of segment width W. Lines are guides to the eye, and branch numbers correspond to Modes
defined in (a).
5.4.1 Dynamics
Dynamic simulation results for a P2T of W = 100 nm are simplified in the case of saturating
DC fields where FMR modes are better dispersed and have simple spatial topologies. The
frequency dependence of the integrated power versus frequency for H = 12 kOe x̂ (see Fig.
5.10a) exhibits four prominent peaks and one weak satellite peak. Note that an unpatterned
Permalloy film of thickness t = 25 nm exhibits only a single uniform mode at f = 46.33 GHz.
We expect that the influence of pinning of the local magnetization by film segment edges
will increase as W decreases, as shown in Fig. 5.10b, where simulated mode frequencies
exhibit noticeable dependence on widths of segments.
Figures 5.11a and 5.11b show the local magnetization and demagnetization field maps
at H = 12 kOe. Now, the magnetic induction inside a magnetic object can be given as ~B
(= µo(~M + ~HExt + ~HD)), where ~M, ~HExt , and ~HD represent magnetization, external field
and demagnetization field respectively. Here the external field (+12kOex̂) is global, that is
every magnetic cell in the P2T is experiencing the same amount of external field and in the
same direction. The local magnetization is also almost uniform (can be seen via red color
and direction of the black arrows in Fig. 5.11a) in every magnetic cell, whereas the local
demagnetizing field is not uniform (can be seen via different colors and arrow directions
in Fig. 5.11b) in every unit cell. Furthermore, the x-component of local demagnetization
fields for φ = ±72◦ (±36◦) and ±108◦ (±144◦) segments points in opposite direction
with respect to the local magnetization direction. This simply means that the value of the
magnetic induction ~B (= µo(~M + ~HExt + ~HD)) depends upon the direction of the demag
field, ~HD. Therefore, segments at different in-plane angles with respect to the applied field
will have different FMR frequencies since the Larmor frequency ω ∝ |~B|.
A local power map shown in Fig. 5.12a for Mode 1 at f = 47.91 GHz and H = 12 kOe
involves uniform absorption within single, or two (adjacent) segments oriented at φ= 0◦. A
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(a) (b)
Figure 5.11: (a) Simulated DC magnetization map and (b) Simulated local demagnetization
field map at H = 12 kOe during a negative field sweep. Color scale (φ = 0◦, red; φ = 180◦,
turquoise) and small arrows indicate the directions of the local magnetization and local
demagnetization field in the case of Figs. 5.11a and 5.11b, respectively.
local power map shown in Fig. 5.12b for Mode 2 at f = 46.69 GHz involves nonuniform
absorption within one or two (adjacent) segments oriented at φ= 0◦, as well as activity
among ±144◦ and ±36◦ segments. A power map shown in Fig. 5.12c for Mode 3 at f =
43.5 GHz exhibits absorption exclusively along the edges of 144◦ and 36◦ segments. The
power map shown in Fig. 5.12d for Mode 4 at f = 41.08 GHz involves uniform absorption
among short chains of segments oriented at ±72◦ and ±108◦. Mode 5 at f = 35.2 GHz,
is similar to Mode 4, but tightly confined to edges of film segments oriented at φ = ±72◦
and ±108◦. The lower frequency and higher resonance field for Mode 5, as compared to
Modes 2 and 3 for 144◦ and 36◦ segments, appears due to higher demagnetizing fields
present in the 72◦ case. Similar observations can be made for additional modes active in
near-saturated fields (e.g., for 2 kOe < |H| < 12 kOe).
5.4.1.1 Tenfold Rotational Symmetry in Near-Saturated Regime
We have observed ten-fold rotational symmetry in the experimental as well as in the simu-
lated FMR spectra in the near-saturated regime. Figures 5.13a and 5.13b exhibit BB FMR
and NB FMR data for Sample III129A and III133E, respectively. This tenfold symmetry in
FMR spectra of a fivefold symmetric P2T may be explained using demagnetizing field ar-
guments: The strength of the x-component of the demag field (see Fig. 5.11b) in segments
making an angle of φ = ±72◦ (±36◦) and ±108◦ (±144◦) with respect to the field axis
(+x̂) is the same, furthermore, the number of Permalloy segments along these directions
are also the same; therefore, the power absorption along each of these ten directions would
be the same.
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(a) (b)
(c) (d)
(e)
Figure 5.12: Simulated local power absorption maps for H = 12 kOe at (a) f = 47.91 GHz
(b) f = 46.69 GHz, (c) f = 43.5 GHz, (d) f = 41.08 GHz, and (e) f = 35.2 GHz . Color
scale indicates the magnetization tipping amplitude (red is greatest, dark blue is smallest).
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(a) (b)
Figure 5.13: (a) BB FMR absorption derivative versus applied DC magnetic field H of 8th
generation Sample III129A in negative field sweeps at room temperature for microwave
frequency f = 15.5 GHz. Different colors of curves correspond to data taken at different
in-plane angles 0◦ ≤ φ ≤ 40◦; adjacent curves correspond to field angles incremented by
∆φ = 4◦. These data correspond to the near-saturated regime, and exhibit ten-fold rotational
symmetry (black, blue curves reproduce for ∆φ = 36◦). (b) NB FMR spectra of Sample
III133E at fixed f = 9.61 GHz for 0◦ ≤ φ ≤ 180◦. Note the ten-fold rotational symmetry
for H > 20 HC.
5.4.1.2 Observations of Asymmetric Modes in Low-Field Reversal Regime
Representative BB FMR spectra for Sample III129A at frequencies near 12 to 15 GHz
are shown in Figs. 5.14, 5.15, and 5.16. These data were acquired in fields ~H = Hx̂ that
span the strongly hysteretic (e.g., |H| < 1 kOe) and near-saturated (|H| > 1 kOe) regimes.
In the near-saturated regime, symmetric mode signatures repeat in both sweep directions,
in spite of finite hysteresis (see Fig. 5.17). We also observe asymmetric FMR modes
defined by their presence on only one side of the field origin in a given sweep; nevertheless,
the asymmetric signatures quantitatively reproduce in opposite field sweeps. Remarkably,
asymmetric modes are only observed in the experimental FMR power absorption in the
lower-field regime where the knees in M(H,T) are observed.
Figure 5.18 shows a frequency-field dispersion plot, which summarizes experimentally
observed modes that span the low-field, reversal and near-saturated regimes for Sample
III129A. We have identified distinct mode Branches in the data shown in Fig. 5.18 (note
asymmetric brancheses 10 and 11). It is important to note that simulated global power spec-
tra also exhibit asymmetric modes quite clearly (see Figs. 5.17a and 5.17b). Other asym-
metric modes exist at frequencies below 10 GHz; however, the dispersion of the modes
with DC field shown in Fig. 5.18 makes it hard to resolve the lower frequency behavior.
71
(a) (b)
Figure 5.14: (a) Experimental BB FMR absorption derivative vs. DC field H for Sample
III129A at frequency f = 13 GHz [70]. Arrows mark clear asymmetric mode signatures
near |H| = 0.1 kOe, corresponding to Branch 11 in Fig. 5.18. (b) Experimental BB FMR
absorption derivative vs. DC field H for Sample III129A at frequency f = 13.5 GHz. Note
reproducible, symmetric spectra for |H| > 1 kOe. Arrows mark clear asymmetric mode
signatures near |H| = 0.1 kOe, corresponding to Branch 11 in Fig. 5.18.
(a) (b)
Figure 5.15: (a) Experimental BB FMR absorption derivative vs. DC field H for Sample
III129A at frequency f = 15 GHz. Note reproducible, symmetric spectra for |H| > 1 kOe,
and strong hysteresis for |H| < 1 kOe. Inset defines angle φ= 0◦ between central Pen-
rose star and H ‖ x-axis. (b) Blow-up of low-field regime of (a), showing an asymmetric
anomaly near H = -0.20 kOe.
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(a) (b)
Figure 5.16: (a) Experimental BB FMR absorption of Sample III29A at low fields for f = 10
GHz and φ = 0◦. Note reproducible, symmetric spectra for f = |H | > 1 kOe. Asymmetric
modes only occur on one side of the field origin for |H | < 1 kOe. (b) Blow-up of low-field
regime of (a). At least one asymmetric mode is visible over the interval 50≤ |H| ≤ 200 Oe.
This group of unresolved asymmetric modes extends well below Branch 11 in Fig. 5.18.
(a) (b)
Figure 5.17: (a) Simulated global power vs. frequency for a 3rd generation P2T at H =
±1.0 kOe x̂. Note the near-perfect overlap of the FMR response for symmetric modes. (b)
Simulated global power vs. frequency for a 3rd generation P2T at H = ±0.46 kOe x̂. Note
the clear hysteresis of the FMR response for asymmetric modes.
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Figure 5.18: Frequency versus field dispersion relation for Sample III129A [70].
5.4.2 Origin of Asymmetric Modes: Comparisons of Dynamic Simulations with M(H,T)
Knees
Comparisons of simulated power absorption, static magnetization maps, and global power
spectra (see Figs. 5.19, 5.20, 5.21) provide interesting insights into the origins of low-field
asymmetric modes that are sufficiently separated in their resonance fields for f > 10 GHz. It
is also important to relate the knees observed in M(H,T) to sharp, reproducible peaks visible
in the low-field BB FMR absorption derivative. For example, we focus here on Branch 11
in 5.18, which can be associated with a mode localized within or near 0◦ segments: The
FMR absorption for Branch 11 frequencies near 13.5 GHz is localized within the first
few 0◦ segments to switch in negative field sweeps, as shown in Figs. 5.9b, 5.19a, and
5.19b. The amplitude of this Branch increases rapidly as more 0◦ segments reverse their
magnetization; and as additional horizontal segments reverse with decreasing DC field,
a more complex, nonlocal FMR response in segments surrounding switched segments is
apparent, as shown in Figs.5.9c 5.20a, and 5.20b. A similar nonlocal response is evident in
other low-field modes, as shown in Figs.5.9d 5.21a, and 5.21b. These results imply that the
low-field dynamics of the P2T segments are collective and nonlocal in character, rather than
dominated by single-segment effects (e.g., segment orientation with respect to an applied
field).
5.4.3 Nonstochastic switching in Artificial Quasicrystal
The strong shape anisotropy of the P2T film segments allows them to be viewed as a
multiply-connected network of three types of FM wires: Type A, Type B, and Type C; in
other words, segments can be grouped according to their angle with respect to the applied
magnetic field (usually aligned along the x-axis). Figure 5.22 summarizes a simulated FM
reversal of a 3rd generation P2T (see Fig. 5.7) in terms of the percentage of each Type of
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(a) (b)
Figure 5.19: (a) Simulated power vs. frequency plot for H = −0.33 kOe. A peak at
f = 13.43 GHz, which first emerges for H = −0.29 kOe, is indicated by a red arrow. (b)
Simulated power absorption map for f = 13.43 GHz, corresponding to Figs. 5.9a and
5.19a. Color scale indicates magnetization tipping amplitude (red is greatest). Note strong
correlation between switched (turquoise) segments in Fig. 5.9a and resonant (red) segments
in Fig. 5.19b.
(a) (b)
Figure 5.20: (a) Power vs. frequency plot for H =−0.46 kOe. A peak at f = 13.72 GHz,
which first emerges for H = −0.29 kOe, is very intense at this field, as indicated by a red
arrow. (b) Simulated power absorption map for f = 13.72 GHz, corresponding to Figs.
5.9c and 5.20a. Color scale indicates magnetization tipping amplitude (red is greatest).
Note strong correlation between switched (turquoise) segments in Fig. 5.9c and resonant
(red) segments in Fig. 5.20b.
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(a) (b)
Figure 5.21: (a) Simulated power vs. frequency plot for H = −0.7 kOe. A peak at
f = 12.35 GHz is very intense at this field, as indicated by red arrow. (b) Simulated power
absorption map for f = 12.35 GHz, corresponding to Figs. 5.9d and 5.21a. Color scale in-
dicates magnetization tipping amplitude (red is greatest). Note the resonant (red) response
is extended over many segments of various orientations.
segment that has flipped at a given applied field during a negative field sweep. Each of the
three Types of segments exhibits a different switching behavior during reversal. In order
to better understand the complex switching of our P2T, we took advantage of the strong
shape anisotropy and the Ising nature of the segment magnetizations in the reversal regime
by referring to a dumbbell model (DM), which assigns a total magnetic charge to each of
the P2T vertices for the purpose of estimating the magnetic energy of microscopic systems
[2]. According to the DM one can consider each segment as a dumbbell of length l with
two equal charges of opposite polarity, ±q = ±m/l = ±Mtwl/l = ±Mtw, residing at the
dumbbell’s ends, where m, M, t, and w represent the magnetic dipole moment, saturation
magnetization, thickness, and width of a film segment, respectively. A vertex with coordi-
nation number N can acquire a total charge Q = ∑i qi =+Nq,(N−2)q, ,(−N +2)q,−Nq.
The total dipolar energy is E = 1/2∑i j Ei j, where Ei j can be written as:
E(ri j) =
µ0
4π
QiQ j
ri j
i 6= j
= υoQ2i i = j
(5.1)
Here µo, ri j, and νo represent the permeability of free space, separation between charges
Qi and Q j, and a self-energy coefficient, respectively. The second term in Eq. 5.1 favors
vertices with N = 2, 3, 4, and 5 to acquire low total charges Q = 0, ±1, 0, and ±1, re-
spectively, which is consistent with ice rules and corresponds to the lowest-energy states
for vertices of a given N [2, 24]. The energy Ei j does not include the interaction energy
of the segments with the external applied field (Eext = −~m · ~H) or exchange contributions
from domain walls in vertices. Therefore, Eq. 5.1 only serves as a qualitative guide to
understanding the evolution of the P2T magnetization.
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A simulated map of vertex charges for the remnant state (during a negative field sweep
from H = 12 kOe) is given in Fig. 5.23a. The numbers of high-energy vertices present
for a given N as a function of the applied field are shown in Fig. 5.23b, which shows FM
reversal initiates among high-energy vertices with N = 2 (|Q| = 2), 3 (|Q|= 3), and 4 (|Q| =
2). There were no high-energy vertices observed in simulations with N = 5 (|Q| = 3, 5) for
fields near saturation (see Fig. 5.23b). Furthermore, throughout reversal |Q| = 4 and 5 for
N = 4 and 5, respectively, were never observed. The high-energy vertices with N < 5 are
stabilized by the external field near positive saturation, and they quickly switch into lower-
energy states at the beginning of reversal (e.g. H = -300 Oe). Vertices with N = 5 remain
in low-energy states (|Q| = 1) until the applied field forces them to switch into high-energy
configurations over the range -750 ≤ H ≤ -500 Oe. These vertices quickly return to their
reversed low-energy state before vertices with N = 2, 3, and 4 finish their reversal. Figure
5.22 shows that once a net zero-moment state is attained near H = -520 Oe, the Type C
segments begin to slowly switch into the reverse-saturated state. At the same time, stable
flux closure (vortex) loops exist over a finite field interval about H = -530 Oe, at which the
number of vortex loops is maximal, as shown in Figs. 5.24a and 5.24b.
A comparison of Figs. 5.22, 5.23b, and 5.24b reveals a relationship between the oc-
currence of vortex loops and FM switching in the P2T. Initiation of vortex formation cor-
responds to a switching regime where only Type A segments are active. The rate of vortex
formation increases as Type B segments start to switch, indicating a synergy exists between
the evolution of the two segment orientations, and that the occurrence of vortex loops is
an emergent phenomenon. The maximum number of vortex loops at H = -530 Oe (Fig.
5.24b) corresponds to the switching of 86%, 53%, and 4% of Type A, B, and C segments,
respectively. The number of vortex loops rapidly decreases beyond H = -560 Oe, where
only Type C segments remain unswitched. Thus the rapid fall in the number of vortex loops
is associated with the field region where high-energy, N = 5 vertices peak in number, and
only Type C segments remain (the latter switch into states with high-energy vertices that
are stabilized by the increasingly negative applied field).
5.5 Summary
1. We have fabricated a novel class of FM films patterned into quasiperiodic P2T that
exhibit long-range order, but no periodic translational symmetry.
2. Reproducible knees in the DC magnetization occur in the low-field regime. The
number and size of the knees depends upon temperature and P2T generation (sample
area), suggesting cooperative behavior exists among segments.
3. Simulations in the low-field regime reveal switching of individual segments is ac-
companied by local FMR absorption among clusters of segments having several ori-
entations with respect to DC field.
4. The orientation of film segments with respect to DC field strongly influences static
and dynamic magnetization in the near-saturated regime.
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Figure 5.22: Percentage of segments reversed as a function of horizontal applied field H
for a 3rd generation P2T with width, W = 100 nm. The field was swept from positive (+12
kOe) to negative saturation (-12 kOe). The black, dashed vertical line indicates the field
value (H = -530 Oe) at which the number of vortex loops is maximal (see Fig. 5.24) and
Mx = 0 in Fig. 5.7. Note the substantial slowing of the rate of switching of Type C segments
as the reverse-saturated state is approached [71].
5. FMR spectra for finite P2T exhibit ten-fold rotational symmetry in the near-saturated
regime, which is only expected for infinite P2T.
6. As opposed to periodic ADL systems studied so far, P2T may exhibit nonstochastic
switching.
7. Simulations also reveal a strong connection between FM reversal in P2T and the for-
mation of vortex loops that are stable over a relatively wide field range, as compared
to periodic ADL studied so far [23].
Copyright c© Vinayak S Bhat, 2014.
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(a) (b)
Figure 5.23: (a) Map of total vertex charges, Qi, of a 3rd generation P2T in the remnant state
during a negative horizontal field sweep from positive (+12 kOe) to negative saturation (-12
kOe). Note the presence of high and low energy vertices for a given coordination number N.
The color scale represents the in-plane magnetization direction (see circular color-wheel).
The small black arrows denote the magnetization direction. (b) Number of high-energy
vertices, for a given coordination N, as a function of applied field H during a negative field
sweep from positive (+12 kOe) to negative saturation (-12 kOe). The black, dashed vertical
line indicates the field value (H = -530 Oe) at which the maximum number of vortex loops
were observed, as shown in Fig. 5.24b. Note the very different field evolution of high-
energy vertices for N = 5 versus other N [71].
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(a) (b)
Figure 5.24: (a) Simulated DC magnetization map for applied horizontal field H = -530
Oe during a sweep from positive (+12 kOe) to negative saturation (-12 kOe). Circular
arrows are drawn to indicate clockwise and counter-clockwise flux closure configurations
(vortices) formed within P2T kites and darts. (b) Plot of number of vortices (clockwise
and counter-clockwise) as a function of the applied DC field during a sweep from positive
(+12 kOe) to negative saturation (-12 kOe). Clockwise loops number slightly more than
counter-clockwise loops. Note the strong peaking in the number of vortex loops at H =
-530 Oe, where Mx = 0 in Fig. 5.7 [71].
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Chapter 6 Artificial Quasicrystal Spin Ice
6.1 Background
Geometrical frustration arises in a system where all the competing interactions cannot be
satisfied simultaneously, and therefore, the system exhibits degenerate ground states down
to T = 0 K. Giauque et al. [73] observed that the most common phase of water ice (Ih phase)
exhibits a residual entropy of value 0.82 Cal/ deg-mol. Linus Pauling solved this problem
by using Bernal-Fowler ice rules [74]. Pauling showed residual entropy is due to proton
disorder in the ice Ih phase [75]. When water freezes, oxygen atoms order, but hydrogen
atoms do not. The structure of an ice was explained by Bernal and Fowler using the two
ice rules (as shown in Fig. 6.1):
1. There should only be one proton per O O bond, on average.
2. Two protons must be located closer to the O2− ion, and the other two must be situated
further away.
Pauling used these ice rules to explain the configurational entropy observed in water ice.
Pauling’s argument can be understood as follows: Consider one mole of hexagonal ice
that contains No O2− or 2No O O bonds satisfying the first Bernal-Fowler ice rule.
A proton located on each of such bonds can assume two positions: towards or away from
the O2− ion, as shown in Fig. 6.1. This gives 22No possible proton configurations in total.
Out of the sixteen possible arrangements of protons for each oxygen ion, one can discard
10 for being high-energy configurations: four OH+3 , four OH
−, one O−2 , and one OH
+
4
configuration. This leaves four configurations that satisfy Bernal-Fowler ice rules [76].
Thus, the number of ground state configurations (Ωo) that are possible for the system can
be written as Ωo ≤ 2 2No (6/16) No = (3/2)No . Subsequently, the entropy can be written as
S = kBlnΩo = NokBlnΩo = 0.81 Cal/ deg-mol. This calculated entropy is very close to the
observed residual entropy of water ice.
Geometrical frustration in some magnetic materials occurs if the direction of the spins
of the magnetic moments within the material are constrained. Since pairwise interaction
energies of all the magnetic moments cannot be minimized simultaneously, such materials
are called spin ices (SI), in analogy with the geometrical frustration observed in a water ice.
Harris et al. [17] discovered the first SI material, Ho2Ti2O7, where rare earth ions (Ho3+)
with large magnetic moments (mB = 10 µB) sit on the corners of a tetrahedron, as shown in
Fig. 6.1c. These moments behave like Ising spins and are either pointing towards or away
from the center of each tetrahedron (see Fig. 6.1c). Exchange and dipolar interactions in
SI allow only two spins to point towards the center of each tetrahedron. SI have gained
considerable interest recently because (unlike water ice) these systems can be probed by
different experimental techniques. Recent experiments in SI showed exotic phenomena
such as Dirac monopoles and Dirac strings [2, 79].
Recent advances in nanolithography and imaging techniques allows one to construct novel
structures on which theoretical concepts can be tested: One such system is artificial spin ice
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(a) (b)
(c)
Figure 6.1: (a) Configuration of protons, H+ (solid black circles), and oxygen ions, O2−
(empty circles) in water ice. Solid and dotted lines represent covalent and hydrogen bonds,
respectively. (b) The same picture shown in (a), with proton positions replaced by solid
black arrows. Protons located closer (farther) to the oxygen ion are replaced by arrows
pointing towards (away from) the center oxygen ion. (c) The holmium titanate lattice with
Ho3+ ions shown by solid and empty circles. Here solid (empty) circles imply the rare
earth spin is pointing towards (away) from the center of the tetrahedron [77]. Figures 6.1a
and 6.1b are adapted from [76]. Figure 6.1c is reproduced from [78].
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(ASI) that allow one to tune geometrical frustration via variations in the physical parame-
ters, such as the length and width of a nanomagnet. Furthermore, ASI can be easily studied
using various imaging techniques, unlike natural spin ice [15, 80]. ASI are made up of sin-
gle domain nanomagnets—each nanomagnet acts as one giant spin—that are geometrically
frustrated. Two types of ASI have been studied the most:
1. Square ASI
This system is made of a disconnected network of nanomagnets on a square lattice.
Various imaging techniques, such as magnetic force microscopy (MFM) [15, 25],
Lorentz transmission electron microscopy (LTEM) [81], and photoemission electron
microscopy (PEEM) [82], have been utilized to study square ASI.
2. Kagome ASI
Kagome ASI is made of connected, as well as disconnected, networks of nanomag-
nets on the Kagome lattice. Like Square ASI, this system has been studied exten-
sively using MFM [16], LTEM [26], and PEEM [24, 83] techniques.
6.1.1 Dirac Monopoles and Dirac Strings in ASI
The existence of magnetic monopoles in SI was first proposed by Castelnovo et al. [2].
Magnetic monopoles in SI are emergent quasiparticles that arise due to the collective be-
havior. These are sources and sinks in magnetic field, ~H, and not in the magnetic induction,
~B. Emergence is a way by which a complex system or pattern arises out of multiple simple
interactions acting collectively. One example of an emergent phenomenon in physics is
sound waves in crystals. Most emergent phenomena do not involve an elementary particle;
however, they have certain properties in common with such particles. For this reason, they
are also referred to as quasiparticles. An electron, for example, is described by two in-
separable quantities: its negative electric charge and spin magnetic moment of a particular
strength; however, in a solid a quasiparticle can, in principle, possess a magnetic moment,
of an electron, but carry no charge (or vice-versa).
Castelnovo et al. explained the existence of spin ice rules, Dirac monopoles, and Dirac
strings in SI using a simple dumbbell model (DM) [2]. They approximated the interaction
energy of magnetic dipoles located on pyrochlore sites (see Fig. 6.1a) using the interaction
energy of dumbbells (see Chapter 5 for the explanation of the DM). A dumbbell represents
a magnetic dipole of moment m composed of a rod of length l with two equal and opposite
charges ±q = ml residing at its end, as shown in Fig. 6.2a. Since the self-energy term is
proportional to the square of the total magnetic charge at a given vertex, a system tries
to minimize the total charge at a given pyrochlore site. Using this model, the authors
successfully explained the observed two-in, two-out rule in pyrochlore SI.
The DM was applied to ASI by considering each nanomagnet (Permalloy segments in
our case) as a giant spin. One can then assign a charge ±q = ml =
Mlwt
l = Mlh at the two
opposite ends of the nanomagnet, as shown in Fig. 6.2a, where l, w, and t represents the
length, width, and thickness of the nanomagnet, respectively. Thus, the magnitude of a
charge depends upon the width and thickness of a segment, but not on its length.
One can understand the significance and utility of magnetic monopoles and Dirac strings
[84] via Fig. 6.2b. The first step is to prepare the system so that it is in a state that is
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(a) (b)
Figure 6.2: (a) A dumbbell with charges +q (= m / l ) and -q (= - m / l ) constructed from
a nanomagnet. Here m and l represents the magnetic moment and length of a nanomagnet,
respectively. (b) Formation of magnetic monopole-antimonopole pair connected by a Dirac
string (shown in red color) in square ASI. Figure 6.2b is adapted from [84].
reproducible and unique. One way to obtain such a reference state (for a Square ASI) is to
apply an external magnetic field along the [1 1] direction and then reduced the field back
to zero. The resultant magnetization configuration of the square artificial spin ice after the
application of such a field protocol is shown in Fig. 6.2b, where all of the horizontal and
vertical segments are along the +x-axis and +y-axis, respectively. One can also see that
each vertex satisfies the local ice rule (total charge, Q = 0 ): two-in, two-out. Consider the
switching of the magnetization direction in a Permalloy segment (near +G in Fig. 6.2b)
to lie along the -y-axis by some external mechanism, say temperature or magnetic field;
consequently, the vertex toward which this switched segment is pointing acquires a charge
Q = +2q (Q = -2q). A magnetic monopole in ASI occurs when ∆Q = Q f inal−Qintial 6= 0.
Because the self-energy term is proportional to Q2, the system goes into higher energy
state. When such a monopole (∆Q > 0) and an anti-monopole (∆Q < 0) are separated by
vertices that carry total charges such that ∆Q = 0, then the connecting region is known as
Dirac string (shown in red color in Fig. 6.2b) [24, 84].
6.2 Artificial Spin Ice in the As-Grown State
Magnetic imaging of an as-grown ASI was first performed by Morgan et al. [85]. They
used the electron beam evaporation method to deposit Permalloy film at a rate of about
0.1 nm/s. Morgan et al., proposed that such a low deposition rate will allow the system to
thermally equilibrate. One can understand this argument via basic statistical mechanics and
the Neel-Arrhenius law. For a system in thermal equilibrium, the probability that a given
state of energy Ek can be occupied is proportional to e−Ek/kT . Therefore, for a system to
thermally equilibrate, the energy barrier between various states needs to be less than kT.
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During the initial stage of deposition (0 < t < 1 nm), a thin film of Permalloy is typ-
ically discontinuous, and will be in the superparamagnetic state. Each nano-particle in a
superparamagnetic state will randomly flip back and forth at a relaxation rate, τ , given by
the Neel-Arrhenius law: τ = τo exp(− EkkBT ), where Ek =
µoM2V
2 [33]. A typical relaxation
rate in a superparamagnetic state is between 10−9 s and 10−12 s, until the blocking tem-
perature is reached [33]. Assuming a continuous layer of Permalloy thin film just forms at
t = 1 nm, we obtained EkkB = 10
6 K for w = 70 nm, M = 106 A/m, and l = 810 nm, where l
and w represent the length and width of a nanomagnet. Therefore, for temperatures above
the blocking temperature, the particles forming the nanomagnet can switch back and forth
to achieve true minimum energy state. After the nanomagnet cools below the blocking
temperature, the energy barriers are too big to overcome and therefore system remains in a
frozen state called as-grown state [85].
6.3 Penrose P2 Tiling as Artificial Spin Ice
Studies performed on ASI have so far been constrained to assemblies of nanomagnets on
periodic lattices (square, kagome, etc.). Since these ASI systems are periodic, each vertex
has the same local environment as any other vertex (that is far from a system edge) in the
lattice, which can be clearly seen from Fig. 6.2b.
We chose multiply-connected, Penrose P2 tilings (P2T) for study, as they have intrigu-
ing topological properties (e.g., fivefold rotational and aperiodic translational symmetries)
that test the impact of reduced symmetry on spin ice behavior. A SEM image of a 3rd gen-
eration P2T sample [67] is shown in Fig. 6.3. Elongated segments of two different lengths
and asymmetric vertex geometries spanning a wide range of coordination numbers 2 ≤ N
≤ 5 are apparent: One notes four distinct configurations of N = 5 vertices, a single N = 4
vertex, two N = 3 vertices (one on an edge), and two N = 2 edge vertices.
The use of micron-scale film segments in ASI introduces energy barriers estimated to
be ≈ 106 K, which suppresses thermal fluctuations of segment magnetizations and im-
pedes their reversal and equilibration at room temperature [15]. Indeed, recent experiments
indicate ASI samples can retain nonequilibrium, quenched magnetization textures during
the deposition process [85]. Anticipating the effects of large energy barriers, we sought
to acquire and compare direct magnetic images of initially as-grown with subsequently
field-cycled, magnetic textures of several P2T samples.
SEMPA is a superior tool for obtaining direct characterization of sub-micron variations
of thin-film magnetization, including DW structures within vertices that connect segments
[86] (see Fig. 3.8 of Chapter 3), as shown in Figs. 6.4a and 6.4b (Note: SEMPA images
were obtained by Dr. Andrew Balk and Dr. John Unguris at NIST). One easily recognizes
differences in texture between Figs. 6.4a and 6.4b. Note that directions of black arrows in
all of the SEMPA images are reliable, but their lengths are distorted by image processing
and do not necessarily indicate magnetic inhomogeneities. Our P2T segments have a high
aspect ratio d/ w ≥ (500 nm/ 70 nm) ≈ 7, favoring perfectly uniform, bipolar (Ising) mag-
netizations; whereas the SEMPA images reveal local magnetizations imperfectly aligned
with the long segment axes. Nevertheless, coarse-grained averages of P2T segment tex-
tures approximate classical Ising spins, as shown in Figs. 6.4c and 6.4d. The low charges
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Figure 6.3: SEM image of P2T Sample III143B. Bright (dark) regions correspond to
Permalloy film (Si substrate). Long (d1) and short (d2) edges of kites and darts were 810
nm and 500 nm, respectively. The width (w) and thickness (t ) of Permalloy segments were
kept constant at 70 nm and 25 nm, respectively. Total apical width of the pattern is 6.8 µm.
of the as-grown state are consistent with SIR, except for four vertices, shown in orange
circles in Fig. 6.4d. One also observes perfect mirror symmetry of the magnetization and
total charge values about the applied field direction in the case of field-cycled remnant state
(see Figs. 6.4b and 6.4d).
In the original derivation of the DM for microscopic spins, the exchange energy was
subsumed into a self-energy term proportional to the net charge of a vertex, which implies
the magnetostatic energy is lowest when the charges residing on the vertices are minimized
according to spin ice rules (SIR). However, we expect that the asymmetric vertex coordi-
nations of P2T will invalidate the DM and support vertex DW configurations that are much
more complex than those previously studied in periodic ASI.
6.4 Simulation
6.4.1 OOMMF Cluster Simulations
It is impossible to carry out numerical simulations that include all possible nearest-neighbor
and long-range interactions among P2T segments. In our Monte Carlo simulations we
used a local cluster energy to approximate all nearest-neighbor and short-range exchange
interactions in our sample. To do this, we simulated all available polarization states for all
cluster types (as indicated in Fig. 6.5) and calculated the local cluster energy, defined as:
Ecluster = Eexchange +
1
2
Edemag (6.1)
Where Eexchange and Edemag are direct outputs from OOMMF. The exchange energy term
comes from DW localized within the magnetic material common to segments connected
to a given vertex, and the demag energy term represents dipolar interactions between seg-
ments. The demag energy contains a 1/2 factor to avoid double counting. An approximate
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(a) (b)
(c) (d)
Figure 6.4: (a) SEMPA image for Sample 8-2 in the as-grown state. White arrow denotes
a flux closure loop extending around the central P2T star. Inset shows a high-resolution
SEMPA image of the central N = 5 vertex showing vertex DW for low-energy, 2-in/3-
out segment configuration. (b) SEMPA image of the remnant state after the applied field
protocol, H = 0 Am−1→ +7.96 x 104 Am−1→ -7.96 x 104 Am−1→ +7.96 x 104 Am−1→
0 Am−1, along the direction of white dotted arrow. (c) The dumbbell model analysis of (a)
showing total charge values of vertices inside circles, and coarse-grained polarizations of
segments denoted by colored arrows. (d) Dumbbell analysis of (b) showing many violations
of SIR (orange circles).
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Figure 6.5: Complete set of geometrically distinct clusters within a 3rd generation P2T
sample. Clusters with the same coordination number are distinguished by their asymme-
tries in segment angular positions and lengths. Clusters with vertices located only on the
edges of the P2T are indicated as CN 3-edge, CN 2-edge-1, and CN 2-edge-2.
total cluster energy is then calculated by taking the sum of all the individual local cluster
energies. (Note: The OOMMF cluster simulation technique was first successfully applied
to P2T by Vinayak Bhat, based upon the work done by Qi et al. on periodic artificial spin
ice [87]). Later, this technique was applied to P2T by Barry Farmer; and Monte Carlo
simulations and ground state calculations for P2T discussed herein were done by Barry
Farmer).
From a simple combinatorial perspective, a vertex intersected by N film segments (co-
ordination number N) can be in any one of 2N possible configurations; such a combination
of the vertex and segments that are connected to it can be termed a cluster. Furthermore,
clusters of the same coordination number may differ, based upon the arrangement of long
and short segments around their common vertex. Thus, the first step was to identify differ-
ent types of clusters for the 3rd generation P2T. As shown in Fig. 6.5, there are 9 different
cluster types in a 3rd generation P2T.
The following procedure was used to determine the lowest energy configuration of a
given cluster: Initially, we forced the magnetization of each Permalloy segment in a given
cluster to uniformly point toward, or away from the vertex. This was achieved by mapping
colors to magnetization directions. Each cluster could then be drawn with segments having
a color such that the magnetization pointed in or out of the central vertex. The program used
to generate the clusters produced regions within the central vertex where colors overlapped
(see Fig. 6.6). Such an initial configuration was then imported into the OOMMF program,
which proceeded to minimize the magnetostatic energy for zero external magnetic field.
The resultant total, exchange, and demagnetization energies of the final relaxed state were
recorded.
Our numerical studies demonstrate significant energy differences arise from vertex DW
configurations, even in cases where their calculated DM energies are degenerate. In or-
der to fully consider all possible DW configurations, we treat nearest-neighbor segments
(intersecting at a given vertex) as isolated vertex clusters classified according to angular
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Figure 6.6: One of the initial magnetization configurations (out of 32) for a cluster with N
= 5. Notice the hard domain wall within the common vertex. Different colors correspond
to different directions of magnetization.
asymmetry. We chose zero-temperature OOMMF simulations to model the strong, short-
range exchange interactions and associated DW pinned in the vertices. Magnetostatic en-
ergies were calculated for each of the 2N possible configurations of segment polarization
directions for each of the nine cases of cluster asymmetry (see Fig. 6.5).
Figure 6.7a shows the OOMMF cluster calculation results for N = 5 vertex. Figure 6.7a
demonstrate that there are four distinct bands of energy; the uppermost band consists of
all 5-in or 5-out, the next lower band is 4-in/1-out or 1-in/4-out, and the lowest two bands
are SIR obeying states, 3-in/2-out or 2-in/3-out. Figures 6.7b and 6.7c give an example
of two N = 5 vertex cluster configurations that obey SIR and have the same DM ener-
gies. Our simulations show these two configurations have significantly different cluster
energies, depending on whether the magnetization texture bends through the vertex (low-
energy) (see Fig. 6.7c), or exhibits hard (high-energy), head-to-head or tail-to-tail DW (see
Fig. 6.7b). OOMMF simulations indicate a 1.6% difference in the dipole energies, and a
127% difference in the exchange energies between the higher- and lower-energy, 2-in/3-out
configuration (see the table of energy values located below Figs. 6.7b and 6.7c).
We compared our vertex cluster simulations with experimental SEMPA images of eight
randomly-selected, as-grown P2T samples (each containing 121 vertices), and found only
86 high-energy vertices (34 of which disobey SIR) (see Appendix E). The cluster energy
analysis is therefore in satisfactory agreement with SEMPA results, and suggests the high-
energy vertices are dilute topological defects that must arise from an ordered equilibrium
ground state. To verify this conjecture, we summed the individual vertex cluster energies
to approximate the total P2T magnetostatic energy. This energy was then minimized in
a finite-temperature, simulated annealing Monte Carlo algorithm [88], as described in the
next Section.
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(a)
(b) Total Energy = 7.4876 × 10−17 J,
Dipole Energy = 6.4704 × 10−17 J,
Exchange Energy = 1.0172 × 10−17 J
(c) Total Energy = 6.5948 × 10−17 J,
Dipole Energy = 6.3707 × 10−17 J,
Exchange Energy = 2.2413 × 10−18 J
Figure 6.7: Calculation of OOMMF cluster energy for coordination 5 vertex. (a) OOMMF
total energy versus configuration for a symmetric, N = 5 vertex with all segment lengths
equal. (b) The higher-energy, 2-in/3-out configuration (c) lower-energy, 2-in/3-out config-
uration. The large white arrows indicate how configurations are indexed, where -1 (1) is a
segment pointing away (toward) the center.
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6.4.2 Simulated Annealing Monte Carlo
The simulated annealing algorithm [88] begins with a random configuration of segments.
First, a random, single-segment flip is proposed. The energy difference due to the segment
flip is calculated, and if the energy difference is less than zero, the flip is accepted; if not,
the energy difference is compared to a thermal bath energy by means of a Boltzmann factor
whose arguments are the bath temperature and the input energy difference. A random
number is then generated; if the Boltzmann factor is greater than the random number, the
flip is accepted. The temperature of the thermal bath is initially set such that most proposed
segment flips are accepted. The temperature is then allowed to decrease as the simulation
progresses. The simulation stops when there are multiple decreases in temperature with
no further decrease in summed cluster energy. Remarkably, our Monte Carlo simulations
converged to magnetic configurations with summed vertex cluster energies lying within
0.0001% of a common value, corresponding to a highly degenerate set of slightly different
dipole maps that could be further broken down into four weakly interacting P2T sublattices
shown in Fig. 6.9a.
6.5 Sublattices (SL)
Figure 6.8 shows four representative states, their energies, and the differences between their
configurations. Segments that do not exhibit long-range ordering are darkened for clarity
(i.e., SL1 and SL2, whose definitions will be addressed later). When the magnetizations of
two separate configurations are subtracted from one another, double-arrows indicate cases
where segments were in different polarizations between the two states. This subtraction
technique identifies two long-range-ordered sublattices: One is composed of the segments
surrounding the central star (SL3), and the other is composed of a complex group of outly-
ing segments (SL4). A sublattice contains segments and vertices; specifically for a vertex
with attached segments belonging to two separate sublattices (as in the magenta segments
in Fig. 6.9a), the vertex belongs to the sublattice containing the majority of the connected
segments (e.g., SL2 includes no vertices).
The darkened areas of Figure 6.8 are occupied by SL1 and SL2. SL1 is the subset of seg-
ments containing single vertices. SL1 contains N = 2 and N = 5 vertices; the segments
connected to SL1 vertices are only required to be in a local low-energy state. The non-SL1
vertices shared with SL1 segments are in locally low-energy states regardless of the polar-
ization of the SL1 segment. The SL2 segments are connected to two vertices that are also
in low-energy states regardless of the orientation of the SL2 segment.
The number of degenerate configurations within the lowest-energy manifold can now be
easily calculated by enumerating the number of states for each independent sublattice. Each
independent sublattice has the following degeneracies (see Fig. 6.9a): 25 from the outer,
N = 2 red vertices, 210 for the individual magenta segments, 106 for the five red wheels
and central star, and 2 for each of the larger ordered sublattices (SL4 and SL3). The total
degeneracy = 25×210×106×2×2 = 1.31×1011 of possible P2T segment configurations.
The Monte Carlo ground states are very different from those proposed for periodic,
disconnected honeycomb [89] and square [90] ASI, which are governed by only dipolar
coupling between segments. In the case of P2T, the additional energy splitting due to DW
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Figure 6.8: The four ordered states of SL3 and SL4 are shown in the topmost row and
leftmost column (SL3 and SL4 are twofold degenerate), where the polarization of each
segment is shown by an arrow. We have not enumerated all the states when we include
SL2 and SL1 because then the degeneracy would be 1.31 x 1011 (see text). Furthermore,
any other degenerate, low-energy state would not show any specific ordering of sublattices
SL1 or SL2, as they are independently ordered. Double arrows indicate segments that have
opposite polarization with respect to each other.
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formation favors ferromagnetic coupling between adjacent segments, which leads to spa-
tially extended, collectively ordered sublattices. Overall, a time-reverse operation can be
applied to each ordered P2T sublattice without affecting the calculated energy or mag-
netic texture of any other sublattice. For example, cluster energy minimization forces SL3
segments to cooperatively order, independent of SL1 and SL2, as is indeed verified by a
SEMPA image of as-grown Sample 8-2 in Fig. 6.4a (see also Figs. 6.4c and 6.9b), where a
large clockwise dipole loop occupies the central star of the P2T.
The observation of large dipole loops in as-grown P2T contrasts the behavior of dis-
connected periodic ASI, where dipole interactions favor a ground state with small-scale,
closed loops of nearest-neighbor segments (vortices) [23, 89, 90]. In the case of P2T, large
numbers of small vortices do exist in simulations of field-cycled samples at applied fields
near mid-reversal [71], a non-zero applied field regime that is inaccessible to the SEMPA
facility at NIST, Gaithersburg. Such nearest-neighbor vortices are absent in SEMPA images
of the field-cycled remnant state of Sample 8-2 (see Figs. 6.4b and 6.4d), whose texture
also contains both high- and low-energy vertices, and exhibits perfect mirror symmetry
with respect to the magnetic field axis. It is clear that the texture symmetry and topological
defects of as-grown P2T are unlike those of the remnant states of field-cycled P2T (see the
appendix E); this is consistent with the existence of energy barriers to the full equilibration
of our P2T samples to a well-ordered ground state after field cycling.
In spite of their apparent lack of equilibration, the SEMPA images of as-grown P2T and
their high-energy vertices can still be understood in terms of assemblies of superdomains
of magnetically ordered sublattices, as shown in Fig. 6.9. Superdomains of two (time-
reversed) orderings are observed to coexist on SL4 in the as-grown state, and all high-
energy vertices are observed to lie on DW separating the superdomains (see Fig. 6.9b),
which is similar to the behavior of the lowest-energy textures of periodic ASI [25]. Fur-
thermore, our sublattice definitions also explain the observed locations of high-energy ver-
tices. For example, SL1 vertices are decoupled from other sublattices, which only requires
local ordering on their clusters, which explains our non-observation of high-energy SL1
vertices. A similar argument applies to the SL2 segments. The lack of long-range order
among SL1 or SL2 segments implies long-range dipole correlations are decisive in fully
ordering a P2T ground state. Moreover, all (89) high-energy vertices observed in SEMPA
images of our eight as-grown P2T samples are located in either SL3 or SL4, which are the
highly correlated sublattices.
6.6 Summary
Our work on quasicrystalline ASI can be summarized as follows:
1. We used SEMPA to acquire the first direct, two-dimensional images of magnetization
textures of ferromagnetic films patterned into artificial quasicrystals whose unique
attributes include long-range, aperiodic translational order, fivefold rotational and
mirror symmetry, and are made up of connected networks of segments of two differ-
ent lengths. Magnetic P2T therefore constitute a new class of complex ASI, whose
magnetic textures are strikingly different from previously studied periodic ASI.
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(a) (b)
Figure 6.9: Coarse-grained dipole maps. (a) Sublattice assignments for a low-energy, fully
ordered P2T phase that is a candidate for the spin-ice ground state. SL4 is composed of
green dipoles whose vertices are coupled via low-energy cluster interactions. SL1 is com-
posed of red dipoles with N = 2 and N = 5 clusters that can be in several degenerate,
low-energy configurations without strongly affecting their surroundings. SL2 is composed
of single magenta dipoles that can flip without strongly affecting the summed cluster en-
ergy. SL3 is composed of coupled blue dipoles whose polarizations are independent of
SL1 and SL2 (see Supplementary Sublattices). (b) Dipole map corresponding to a SEMPA
image of as-grown Sample 8-2 shown in Fig. 6.4a, and modeled in Fig. 6.4c. Two or-
dered superdomains of SL4 are colored dark green (clockwise vorticity) and light green
(counter-clockwise vorticity), respectively. High-energy vertices separate superdomains,
as indicated by yellow dots (N = 2, 4 vertices violating SIR), or red dots (N = 3 vertices
obeying SIR). Low-energy vertices obeying SIR are not highlighted. A perfectly ordered
SL3 is shown in light blue; SL1 and SL2 dipoles have been omitted for clarity.
2. The remnant state of field-cycled P2T exhibits a large number of high-energy vertices
and mirror symmetry. In contrast, as-grown (non-field-cycled) P2T can be described
in terms of highly-degenerate, low-energy textures with vertices that obey SIR but
lack mirror symmetry, by favoring large closed loops of Ising segments. A novel
combination of OOMMF and Monte Carlo simulations agrees with SEMPA images
of as-grown P2T in which high-energy vertices are confined to DW between large
superdomains of magnetically ordered sublattices.
3. A composite of perfectly ordered sublattices (as shown in Fig. 6.9a) is a clear candi-
date for an emergent ground state of an artificial quasicrystal of classical Ising spins.
Copyright c© Vinayak S Bhat, 2014.
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Chapter 7 Future Direction
7.1 Future Work
This thesis explored various properties of ADL that had not been seen before (see the sum-
maries of Chapters 4, 5, and 6). This thesis only covered connected networks of Permalloy
segments on periodic and aperiodic ADL. One can extend this work to study additional
variants of artificial magnetic quasicrystals, including the Penrose P2 and P3 tilings [67],
and Ammann tilings [67]. The main motivation behind such studies would be to understand
the effect of aperiodicity on fundamental phenomena (e.g., propagation of spin waves) in a
magnetic material. First, we propose studies that are a direct extension of our initial work
on P2T.
7.1.1 Circular Holes on a Quasicrystalline Tiling
A considerable amount of study has been performed on propagation of spin waves in peri-
odic ADL with circular antidots [91–93]. One can perform such a study on circular antidots
on a quasicrystalline tiling, such as the P2T. For example, one can send a spatially localized
high frequency (MHz - GHz) pulse of RF magnetic field on one end (say the bottom-most
part of Fig. 7.1) of the P2T (via a coplanar waveguide) and detect spin waves at the top-
most part of the P2T (see Fig. 7.1) using another coplanar waveguide. The amplitude and
phase of the detected spin waves will strongly depend upon the size of the antidots and
(a) (b)
Figure 7.1: (a) Bitmap of circular antidots with diameter D = 200 nm on a Penrose P2
lattice with d1 = 500 nm (shown on solid red line) and d2 = 810 nm (shown in dashed red
line). The black (white) region corresponds to Permalloy (silicon). (b) Bitmap of circular
antidots with diameter D = 400 nm on a Penrose P2 lattice with d1 = 500 nm (shown on
solid red line) and d2 = 810 nm (shown in dashed red line). The black (white) region
corresponds to Permalloy (silicon).
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(a) (b)
Figure 7.2: (a) Bitmap of a disconnected network of Permalloy segments on a 3rd gener-
ation P2T lattice. The lengths of long (d1) and short (d2) segments are 608 nm and 376
nm, respectively. The width (w) of all of the segments is 100 nm. The black (white) region
corresponds to Permalloy (silicon). (b) Bitmap of a disconnected network of Permalloy
segments on a 3rd generation P2T lattice. The lengths of long (d1) and short (d2) segments
are 405 nm and 250 nm, respectively. The width (w) of all of the segments is 100 nm. The
black (white) region corresponds to Permalloy (silicon).
the generation of the P2T under consideration (see Fig. 7.1); using the same experimental
set up one can also calculate the group velocity of spin waves as a function of the size of
antidots on a quasicrystalline tiling of a given generation. Comparison of such results with
the results obtained for periodic ADL [91–93] may allow us to gain deeper understanding
of the effect of aperiodicity on spin wave propagation in a given artificial quasicrystal.
7.1.2 Circular Dots on a Quasicrystalline Tiling
One can also pattern single-domain circular dots (see Chapter 1) on various quasicrystalline
lattices. One can then study the effect of aperiodicity on dipolar interaction as a function
of the separation between the two dots using DC magnetometry and various imaging tech-
niques (such as MFM, PEEM, etc.). One can then compare these results with the highly
studied [4] periodic dot arrays; such a study will deepen our understanding of the effect of
aperiodicity on dipolar interactions.
7.1.3 Penrose P2 vs. P3 Tilings
One clear distinction between the P2 and P3 tiling is Permalloy segments with two different
lengths. One can extend the study performed on P2T to P3T, and see whether there are
some minute differences in FMR spectra or DC characteristics in the reversible regime, as
compared to P2T.
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(a) (b)
Figure 7.3: (a) Bitmap of a connected network of Permalloy segments on a 2nd generation
P3T lattice. The length and width of each segment are 810 nm and 100 nm, respectively.
The black (white) region corresponds to Permalloy (silicon). (b) Bitmap of a disconnected
network of Permalloy segments on a 2nd generation P3T lattice. The length and width of
each segment are 608 nm and 100 nm, respectively. The black (white) region corresponds
to Permalloy (silicon).
7.1.4 Dirac Monopoles and Strings in P2T
If one looks at the field-cycled remnant state of the P2T (see Chapter 6), one quickly real-
izes that P2T contain vertices that cannot contribute to a Dirac string, because ∆Q 6= 0 for
these vertices during the magnetization reversal. This is very different from periodic ASI
studied so far, where every vertex can contribute to the Dirac string during the magnetiza-
tion reversal. Therefore, it would be interesting to image the magnetization reversal in P2T
(using PEEM, MFM, etc.) and see how monopoles propagate in P2T.
Copyright c© Vinayak S Bhat, 2014.
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Appendix A
Micromagnetic Exchange Energy
Here we will derive (using micromagnetics) the expression for the exchange energy when
the magnetization within the system is not uniform[35]. The total magnetization in a solid
can be written as
M = N < m >, (1)
where N = number o f atoms/cm3 ( in CGS units). Values of N for different types of cubic
structure are given in Table 1.
N Type of crystal structure
1/a3 Simple Cubic (SC)
2/a3 Body Centered Cubic (BCC)
4/a3 Face Centered Cubic (FCC)
Table 1 Values of N for various types of cubic crystal structures.
The magnetic moment, in quantum mechanics, can be written as
< m >= gJµB < mJ >, (2)
where mJ = J,J−1,J−2, · · ·− J and µB = γ h̄ [34, 35]. In the above picture we assumed
that the atom is isolated and can be represented by a point in a solid. But as we know in
solids atoms do overlap with neighboring atoms. Therefore, there would be a repulsive
force between the electrons and hence there would be an exchange interaction between the
two atoms in a solid. The exchange energy can be written as
EExc =−J ∑
i6= j
~Si · ~S j, (3)
where we have assumed that Ji j = J for nearest neighbors and Ji j = 0 for next nearest
neighbors. Now, the Zeeman energy can be given as
EZ =−gµB
N
∑
i=1
~Si · ~H. (4)
We now define a molecular field as follows:
~HMF =
Jz <~S j >
gµB
=
JzNgµB <~S j >
Ng2µ2B
= λex ~M, (5)
where z = number of nearest-neighbor ions for the site j. For the simple cubic crystal
structure, we get z = 6. Substituting Equation (5) in (3) we obtain
EExc =−gµB
N
∑
i=1
~Si · ~HMF . (6)
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As the temperature T → 0 K, all of the spins in a ferromagnet become parallel to one an-
other, whereas for the temperature T 6= 0 K the ferromagnet will have thermal fluctuations.
We will now see the effect of such thermal fluctuations on the exchange energy. If nearest
neighbor spins are not precisely parallel, then we need to modify Equation (5).
First we consider the dot product of spin operators that appeared in the exchange energy.
Following Kittel’s approach we will assume that these are classical vectors and not quan-
tum mechanical operators; we also assume that the FM system under consideration exhibits
cubic symmetry. Let us consider a continuous vector function S(~r) that provides the spin
on the ith site when computed at~r =~ri. If we assume spins are not parallel to each other,
the sum over nearest-neighbors can be written as
∑
j
~S j = ∑
j
S(~ri +~δ j), (7)
where~δ j is the position vector from the ith to the jth site. Let us consider a cubic lattice that
has six nearest-neighbors. The sum over nearest-neighbors, with a as the nearest neighbor
distance can be written as
∑
j
S(~ri+~δ j)= S(~ri+ax̂)+S(~ri−ax̂)+S(~ri+aŷ)+S(~ri−aŷ)+S(~ri+aẑ)+S(~ri−aẑ). (8)
If we assume function ~S slowly varies, then we can expand it using Taylor series
method. For example,
S(~ri +ax̂) = S(~ri)+∆x
(
∂S(~ri)
∂x
)
+
(∆x)2
2!
(
∂ 2S(~ri)
∂x2
)
+ · · · (9)
S(~ri−ax̂) = S(~ri)−∆x
(
∂S(~ri)
∂x
)
+
(∆x)2
2!
(
∂ 2S(~ri)
∂x2
)
−·· · (10)
Adding Equations (9) and (10) we obtain(
∂ 2S(~ri)
∂x2
)
≈ a
2
2!
[S(~ri−ax̂)+S(~ri +ax̂)−2S(~ri)] . (11)
Extending Equation (11) to three dimensions we obtain
∑
j
S(~ri +~δ j)≈ a2
[
∂ 2S(~ri)
∂x2
+
∂ 2S(~ri)
∂y2
+
∂ 2S(~ri)
∂ z2
]
+ zS(~ri)
= a2∇2S(~ri)+ zS(~ri).
(12)
Thus Equation (3) becomes [34]
EExc =−J ∑
i 6= j
~Si · ~S j
= a2S(~ri) ·∇2S(~ri)+ zS2(~ri).
(13)
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We can write Equation (13) as
Eex =−JzNS2(~ri)+ J
N
∑
i=1
a2S(~ri) ·∇2S(~ri)
=
−JzN(NgµBS(~ri) · (NgµBS(~ri))
N2g2µ2B
− J
a
S2
(NgµB)
N2g2µ2BS2
S(~ri) ·∇2S(~ri).
(14)
Let λ =
Jz
Ng2µ2B
and M(~ri) = NgµBS(~ri).
Equation (14) then can be written as
EExc =−λex ~M · ~M−
A
M2
~M ·∇2 ~M. (15)
Here A = Ja2 for SC, A =
2J
a2 for BCC, and A =
4J
a2 for FCC.
Let us see what happens when we assume that the magnetization is uniform throughout
the sample, that is, the sample is in a single-domain state. From Equation (15) one readily
observes that the second term would be zero, since ∇~M = 0, for ~M = constant. Now if
we assume that the magnetization is in the direction of the internal effective field, then
µo(~M× ~HEx) = µo[~M× (−λex ~M · ~M)] = 0. Thus, the exchange field contribution to the
LLG Equation in a system that is in a single-domain state can be neglected.
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Appendix B
Nanofabrication Procedure
The patterns mentioned in this thesis have been fabricated using ZEP520A (from ZEON-
REX Electronic Chemicals) ebeam resist (ER). Below we give detailed sample fabrication
procedure.
1. Clean a silicon wafer in the UV ozone cleaner system (from Novascan Technologies,
Inc.) for 15 minutes. Here the silicon wafer needs to be placed within 5 mm of the
UV source (low-pressure mercury grid lamps). When the system is turned ON, the
UV light from mercury lamps dissociates molecular oxygen and ozone into atomic
oxygen. UV light also excites hydrocarbon contaminants that lie on the surface of the
silicon wafer. The products of this excitation of contaminant molecules react with
atomic oxygen to form simpler, volatile molecules, and subsequently gets desorb
from the surface. After the UV Ozone treatment there is considerable improvement
in the surface wettability[94]. This process does not damage the silicon wafer [94,
95].
2. Dilute the ZEP520A resist with an anisole solvent in 1:2 ratio.
3. Spin coat the resist on a cleaned silicon wafer at 2000 rpm for 60 sec to obtain
approximately 120 nm thick coating.
4. Bake the spin coated ER on a hotplate at 180oC for 120 seconds.
5. EBL Patterning: Following steps should be considered before writing a desired pat-
tern.
a) Try to see if you can design your pattern (in Raith CAD program) that requires
a single pixel line dose as opposed to an area dose.
b) Design a pattern in such a way that the settling time (waiting period at the
beginning of each element) for the pattern is minimum.
c) Use structure reference method of Raith software for duplicating the basic unit
structure. This minimizes the file size, and therefore RAM memory require-
ment.
d) Adjust dose, step size, dwell time, and beam current in such a way that beam
speed remains below 10 mm/s for better placement accuracy.
e) Always perform a dose test before exposing the pattern. If one is exposing an
area then start with the base area dose of 50 µC/cm2 and increase the area dose
up to 150 µC/cm2 in steps of 10 µC/cm2 for 20 nm step size. If one is exposing
single pixel lines then start with the base area dose of 600 µC/cm and increase
the area dose up to 1800 µC/cm in steps of 120 µC/cm for 20 nm step size.
The beam current for 30 KV and 30 micron aperture is usually between 0.37
and 0.4 nA.
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6. After the EBL exposure, sample needs to be developed (to remove the exposed resist)
in xylene, MIBK:IPA (1:3 ratio), and IPA solutions for 40 seconds, 30 seconds, and
30 seconds, respectively.
7. Place the sample in an electron beam evaporator for the Permalloy thin film depo-
sition. Sample stage is 4” x 4” in size, so make sure your sample is placed in an
area that is closest to the thickness monitor crystal. This will give better thickness
measurement.
8. In the thickness monitor controller window, insert the values 8.7 (for Permalloy),
0.337 (for Permalloy), and 1.28 for the density, acoustic impedance, and the z-factor,
respectively [96].
9. Set the voltage (in electron beam voltage controller box) between 5.6 and 5.76 kV.
Initially, increase the current as fast as it is allowed (between 10 and 15 minutes).
Once material starts melting (at around 100 mA or so) one should increase the beam
current slowly until the desired deposition rate is achieved (usually between 130 and
140 mA). Wait for 3 minutes or so before opening the shutter. Magnetic alloys are
little bit trickier to deposit due to different vapor pressures of its elements. Therefore,
one needs to continuously monitor the process and needs to increase the beam current
by a very small amount (in step of 1 mA) during the deposition (to maintain the
deposition rate). The deposition rate should be 1 nm per minute for the deposition
of 25 nm thick Permalloy film. This deposition rate will ensure that the ER does not
burn up. If the beam is not at the center of the crucible adjust the voltage to bring it
towards the center.
10. After the thin film deposition, heat the N-methyl pyrilidone (NMP) solution at 105 o
C on a hotplate and immerse the sample in the NMP solution for few hours. Place the
beaker (that contains the sample) in an ultrasonicator and perform the ultrasonication
for few seconds. Keep on repeating this process until the lift-off is achieved.
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Appendix C
DC Hysteresis OOMMF MIF File
Here we give a representative OOMMF input file (equipped with comments) that was used
for DC hysteresis simulation. Text after the “#” signs below denote comments. This
script is written in open source Tcl-Tk programming language. This MIF input file is
based on several example MIF files provided in the OOMMF folder C : \oomm f 12a4pre−
20100719\app\oxs\ examples”.
# MIF 2.1
# Description: This OOMMF MIF file take a bitmap image
#file as an input and generates a DC hysteresis output.
##################################################
# Define the permeability of free space constant
set pi [expr 4*atan(1.0)]
set mu0 [expr 4*$pi*1e-7]
RandomSeed 1
# Define the geometry of the sample that needs to be simulated.
Specify Oxs_ImageAtlas:atlas {
xrange {0 6910e-9}
yrange {0 6600e-9}
zrange {0 25e-9}
viewplane xy
# Tell the program where the bitmap is located.
image "/home/vsbhat2/oommf/Hysteresis/W_100nm_1382_by_1320_pixel.bmp"
colormap {
black Py
white vacuum
}
}
# Tell the program what grid size should be used.
Specify Oxs_RectangularMesh:mesh {
cellsize {5e-9 5e-9 25e-9}
atlas :atlas
}
# Specify the Permalloy exchange stiffness constant in J/m
Specify Oxs_UniformExchange {
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A 13e-12
}
# Specify range of the applied field values in mT.
Specify Oxs_UZeeman [subst {
multiplier [expr 0.001/$mu0]
Hrange {
{ 1200 0 0 200 0 0 100 }
{ 200 0 0 -200 0 0 400 }
{ -200 0 0 -1200 0 0 100 }
{ -1200 0 0 -200 0 0 100 }
{ -200 0 0 200 0 0 400 }
{ 200 0 0 1200 0 0 100 }
}
}]
# Specify that the demagnetization field module needs to be used.
Specify Oxs_Demag {}
# Specify that the energy minimization method to be used.
Specify Oxs_CGEvolve {}
# Specify the magnetization (in A/m) parameter corresponding
# to various colors in the imported bitmap image file and the user
# defined stopping condition for the energy minimization module.
Specify Oxs_MinDriver {
basename test
evolver Oxs_CGEvolve
stopping_mxHxm 0.1
mesh :mesh
Ms { Oxs_AtlasScalarField {
atlas :atlas
values {
Py 860e3
vacuum 0
}
}}
m0 {Oxs_RandomVectorField {
min_norm 1.0
max_norm 1.0
}}
}
#Record the calculated local magnetization as well as
#averaged global magnetization at each applied DC field.
#Destination archive mmArchive
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#Schedule Oxs_MinDriver::Magnetization archive Stage 1
#Schedule DataTable archive Stage 1
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Appendix D
OOMMF Dynamic Magnetization Simulation
Here we give a representative OOMMF input file (equipped with comments) that was used
for FMR simulation. Text after the “#” signs below denote comments. This script is written
in open source Tcl-Tk programming language. This MIF input file is based on several
example MIF files provided in the OOMMF folder C : \oomm f 12a4pre−20100719\app\
oxs\ examples”.
# MIF 2.1
# Description: This OOMMF MIF file takes a bitmap image file
as an input and generates a DC hysteresis output.
###############################################
################################################
# Define the permeability of free space constant
set pi [expr 4*atan(1.0)]
set mu0 [expr 4*$pi*1e-7]
RandomSeed 1
Parameter pamp 2 ;# Maximum amplitude of the applied field pulse, in mT
Parameter pwidth 2.5 ;# Pulse width at half height, in ps
Parameter pwait 0.1 ;# Location in time of pulse peak, in ns
# Convert pulse amplitude from mT to A/m
set pamp [expr {$pamp*0.001/$mu0}]
# Convert pwait to seconds
set pwait [expr {$pwait*1e-9}]
# Compute exponential factor, in 1/sec^2. Field formula is
# pamp.exp(pfac.(t-pwait)^2), with t in seconds.
set pfac [expr {-log(2.)/(($pwidth*0.5*1e-12)*($pwidth*0.5*1e-12))}]
# Define the geometry of the sample that needs to be simulated.
Specify Oxs_ImageAtlas:atlas {
xrange {0 6910e-9}
yrange {0 6600e-9}
zrange {0 25e-9}
viewplane xy
# Tell the program where the bitmap is located.
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image "/home/vsbhat2/oommf/Dynamics/Field2000Gauss/W_70nm.bmp"
colormap {
black Py
white vacuum
}
}
# Tell the program what grid size (in m) should be used.
Specify Oxs_RectangularMesh:mesh {
cellsize {5e-9 5e-9 25e-9}
atlas :atlas
}
# Specify the Permalloy exchange stiffness constant in J/m
Specify Oxs_UniformExchange {
A 13e-12
}
# the OOMMF module, called Oxs_ScriptUZeeman,
#to implement the Gaussian pulse.
Specify Oxs_ScriptUZeeman {
script_args total_time
script GaussianPulse
}
proc GaussianPulse { total_time } {
global pamp pfac pwait
set t [expr {$total_time-$pwait}]
set Hz [expr {$pamp*exp($pfac*$t*$t)}]
set dHz [expr {2*$pfac*$t*$Hz}]
return [list 0 0 $Hz 0 0 $dHz]
}
# Specify the value of the external static field (in mT)
# at which geometry needs to be simulated.
Specify Oxs_FixedZeeman [subst {
field { 200 0 0}
multiplier [expr {0.001/$mu0}]
}]
# Specify that the demagnetization field module needs to be used.
Specify Oxs_Demag {}
# Tell the program to use time evolve module and specify the damping parameter.
Specify Oxs_RungeKuttaEvolve:evolve {
alpha 0.01
}
# Rrun the time evolver for 20.48 ns total in step of 20 ps .
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Specify Oxs_TimeDriver [subst {
evolver :evolve
stopping_time 20e-12
stage_count 1024
mesh :mesh
# Specify the magnetization (in A/m) parameter corresponding
# to various colors in the imported bitmap image file.
Ms { Oxs_AtlasScalarField {
atlas :atlas
values {
Py 860e3
vacuum 0
}
}}
# Input a OOMMF file that contains local equilibrium magnetization
# value at the #external bias field that was obtained using the energy
# minimization method.
m0 { Oxs_FileVectorField {
atlas :atlas
norm 1.0
file "/homeoommftest-Oxs_MinDriver-Magnetization-00000100-0003045.omf"
}}
}]
# Record the local magnetization at the end of each step of value 20 ps.
Destination archive mmArchive
Schedule Oxs_TimeDriver::Magnetization archive Stage 1
Schedule DataTable archive Stage 1
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Appendix E
P2T in the As-Grown State
Figures 1 and 2 show SEMPA images, their dumbbell model charge maps, and SL identi-
fication for the various 3rd generation P2T samples. Even though magnetization textures
appear moderately disordered in all SEMPA images, the charge maps show that spin ice
rules are predominantly obeyed for samples in the as-grown state. Furthermore, extended
superdomains of ordered segments are apparent in SL3 and SL4. (We reserve the term, do-
main to apply to microscopic volumes of approximately uniform polarization in permalloy
film.)
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(a) Processed SEMPA magnetization map for
the as-grown P2T Sample (1-2). The color
compass at bottom left denotes the direction
of the in-plane magnetization.
(b) Dumbbell model analysis of (a). Ar-
rows indicate a coarse approximation of the
magnetization direction of a corresponding
permalloy segment in (a). Arrows are col-
ored according to direction (see color com-
pass shown at bottom left). Numbers indi-
cate net magnetic charge at a given vertex;
filled (unfilled) circles indicate vertices that
disobey (obey) the spin ice rule.
(c) SL identification of (a). Grey-green (lime-
green) indicates domain of CW- (CCW-) ordered
SL4 segments. Dark-blue (light-blue) indicates
domain of CW- (CCW-) ordered SL3 segments.
High-energy vertices that act as domain walls are
indicated with colored dots; yellow (red) indicates
SIR are disobeyed (obeyed). (obeyed).
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(d) Processed SEMPA magnetization map for
the as-grown P2T Sample (2-2).
(e) Dumbbell model analysis of (d).
(f) SL identification of (d).
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(g) Processed SEMPA magnetization map for
the as-grown P2T Sample (3-2).
(h) Dumbbell model analysis of (g).
(i) SL identification of (g).
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(j) Processed SEMPA magnetization map for
the as-grown P2T Sample (4-2).
(k) Dumbbell model analysis of (j).
(l) SL identification of (j).
113
(m) Processed SEMPA magnetization map for
the as-grown P2T Sample (6-2).
(n) Dumbbell model analysis of (m).
(o) SL identification of (m).
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(p) Processed SEMPA magnetization map for
the as-grown P2T Sample (7-2).
(q) Dumbbell model analysis of (p).
(r) SL identification of (p).
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(s) Processed SEMPA magnetization map for
the as-grown P2T Sample (8-2).
(t) Dumbbell model analysis of (s).
(u) SL identification of (s).
Figure 1: Processed SEMPA images as well as their Sublattice domain and dumbbell model
analyses for the various 3rd generation P2T samples in the as-grown state.
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(a) Processed SEMPA magnetization map for
the as-grown P2T Sample (9-1). The color
compass at bottom left denotes the direction
of the in-plane magnetization.
(b) Dumbbell model analysis of (a). Ar-
rows indicate a coarse approximation of the
magnetization direction of a corresponding
permalloy segment in (a). Arrows are col-
ored according to direction (see color com-
pass shown at bottom left). Numbers indi-
cate net magnetic charge at a given vertex;
filled (unfilled) circles indicate vertices that
disobey (obey) the spin ice rule.
(c) SL identification of (a). Grey-green (lime-
green) indicates domain of CW- (CCW-) ordered
SL4 segments. Dark-blue (light-blue) indicates
domain of CW- (CCW-) ordered SL3 segments.
High-energy vertices that act as domain walls are
indicated with colored dots; yellow (red) indicates
SIR are disobeyed (obeyed). (obeyed).
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(d) Processed SEMPA magnetization map for
the as-grown P2T Sample (9-2).
(e) Dumbbell model analysis of (d).
(f) SL identification of (d).
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(g) Processed SEMPA magnetization map for
the as-grown P2T Sample (9-3).
(h) Dumbbell model analysis of (g).
(i) SL identification of (g).
Figure 2: Processed SEMPA images as well as their Sublattice domain and dumbbell model
analyses for the various 3rd generation P2T samples in the as-grown state.
P2T in the Field-Cycled State
Figure 3 shows processed SEMPA images, their dumbbell model charge maps, and SL
identification for the various 3rd generation P2T samples in the field-cycled remnant state.
These images were obtained after the application of the following field protocol: H = 0
Am−1 → +7.96 x 104 Am−1 → -7.96 x 104 Am−1 → +7.96 x 104 Am−1 → 0 Am−1.
SEMPA images obtained after the application of such a field protocol revealed a magne-
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tization texture that was completely different from the as-grown state image for the same
P2T sample.
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(a) Processed SEMPA magnetization map for
field-cycled P2T Sample (1-2). The color
wheel at bottom left denotes the direction of
the in-plane magnetization. The dashed white
line indicates the applied field direction.
(b) Dumbbell model analysis of (a). Ar-
rows indicate a coarse approximation of the
magnetization direction of a corresponding
permalloy segment in (a). Arrows are col-
ored according to direction (see color com-
pass shown at bottom left). Numbers indi-
cate net magnetic charge at a given vertex;
filled (unfilled) circles indicate vertices that
disobey (obey) the spin ice rule.
(c) SL identification of (a). Grey-green (lime-
green) indicates domain of CW- (CCW-) ordered
SL4 segments. Dark-blue (light-blue) indicates
domain of CW- (CCW-) ordered SL3 segments.
High-energy vertices that act as domain walls are
indicated with colored dots; yellow (red) indicates
SIR are disobeyed (obeyed).
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(d) Processed SEMPA magnetization map for
the field-cycled P2T Sample (2-2).
(e) Dumbbell model analysis of (d). Note the
perfect mirror symmetry with respect to the
applied field axis, even though there are Q =
1 charges at the N = 3 vertices at 1 and 11
o’clock positions.
(f) SL identification of (d).
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(g) Processed SEMPA magnetization map for
the field-cycled P2T Sample (3-2).
(h) Dumbbell model analysis of (g). Note the
perfect mirror symmetry with respect to the
applied field axis.
(i) SL identification of (g).
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(j) Processed SEMPA magnetization map for
the field-cycled P2T Sample (4-2).
(k) Dumbbell model analysis of (j). The mir-
ror symmetry is broken due to Q = -1 CN3
vertices at the 1, 6 and 8 o’clock positions.
(l) SL identification of (j).
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(m) Processed SEMPA magnetization map for
the field-cycled P2T Sample (5-2).
(n) Dumbbell model analysis of (m). The
mirror symmetry is broken due to Q = 1 CN3
vertex at the 1 o’clock position.
(o) SL identification of (m).
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(p) Processed SEMPA magnetization map for
the field-cycled P2T Sample (6-2).
(q) Dumbbell model analysis of (p). The
mirror symmetry is broken due to Q = 1
CN3 vertex at the 1 o’clock position. White
colored lines highlight permalloy segments
which are unidentifiable in the SEMPA im-
age.
(r) SL identification of (p).
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(s) Processed SEMPA magnetization map for
the field-cycled P2T Sample (7-2).
(t) Dumbbell model analysis of (s). Note
the nearly perfect mirror symmetry with re-
spect to the applied field axis. White colored
lines highlight permalloy segments which
are unidentifiable in the SEMPA image.
(u) SL identification of (s).
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(v) Processed SEMPA magnetization map for
the field-cycled P2T Sample (8-2).
(w) Dumbbell model analysis of (v). Note
the nearly perfect mirror symmetry with re-
spect to the applied field axis. White colored
lines highlight permalloy segments which
are unidentifiable in the SEMPA image.
(x) SL identification of (v).
Figure 3: Processed SEMPA magnetization map as we as the dumbbell model analysis of
several P2T samples.
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Sample
Number
As-Grown State Field Cycled State
Percent
High-Energy
Vertices
Percent Non-
SIR Obeying
Vertices
Percent
High-Energy
Vertices
Percent Non-
SIR Obeying
Vertices
(1-2) 9.9 5.0 34.7 31.4
(2-2) 8.3 5.8 34.7 30.6
(3-2) 14.0 7.4 34.7 31.4
(4-2) 7.4 2.5 31.4 28.1
(5-2) Not Measured 34.7 30.6
(6-2) 5.0 0 32.2 28.1
(7-2) 5.8 0 33.1 29.8
(8-2) 9.9 4.1 34.7 31.4
(9-1) 9.1 5.0 Not Measured
(9-2) 7.4 4.1 Not Measured
(9-3) 9.1 2.5 Not Measured
Table 2: Percentage of high-energy vertices in as-grown and field-cycled states in various
3rd generation P2Ts.
Table 2 shows the number of high energy and non-SIR obeying vertices in the as-grown,
as well as in the field-cycled remnant state. High energy vertices are those not in the lowest
energy state as determined by OOMMF simulations.
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Appendix F
(Note: This appendix is based on several textbooks [33, 97–100]). It is a common knowl-
edge that there exists a force of attraction or repulsion between two magnets. Such a force,
according to Coulomb, can be explained by assuming free magnetic poles, of strength p, on
the ends of each magnet. Such a force of attraction or repulsion between the two magnets is
due to the force exerted by the poles of one magnet onto the poles of another magnet. The
force between two magnetic poles of strength p1 and p2, which are separated by a distance
r, is given by
~F = k
p1 p2
r2
~ro. (16)
The proportionality constant k has different values in CGS and SI units: k = 1 and 14πµo in
CGS and SI units, respectively, where µo = 4π×10−7Hm−1. A magnetic pole of a given
strength, p, creates a field around it, and such a field exerts a force on a nearby second pole.
The force on a test pole p2 due to the field created by the source pole p1 (Eq. 16) can be
written as follows:
~F = p2~H, (17)
where
~H = k
p1
r2
~ro. (18)
Such a magnetic field follows superposition principle, that is, the field produced by several
poles at a given test pole is the vector sum of all the individual forces at that test pole.
Assuming there is no applied field present, ∇× ~H = 0; therefore, we can express ~H as
~H =−∇φ , (19)
where φ = +pr is a scalar potential. Magnetic poles always come in pairs: a north (positive)
pole, +p, and a south (negative) pole, -p; such a pair is called a magnetic dipole [98]. The
magnetic moment of a dipole can be defined as
~m = p~d, (20)
where ~d points from the north to the south pole. One can obtain an ideal dipole when
~d→ 0.
According to Faraday, magnetic fields can be represented by lines-of-force. These lines-of-
force radiates outward (inward) from a single north (south) pole. Maxwell used this idea
to quantify the notion of lines-of-force by defining a magnetic field, ~H, as the number of
lines-of-force passing through unit area perpendicular to the field. Such a line-of-force is
known as a maxwell and is related to the unit of the magnetic field (Oe) as
1 Oe = 1
line−o f − f orce
cm2
= 1
maxwell
cm2
. (21)
Consider a sphere with radius of 1 cm (and therefore a surface area of 4π cm2) centered on
a unit pole, then the field strength at the surface of a sphere is 1 Oe, or 1 line-of-force/ cm2.
This implies that there must be a total of 4π lines-of-force passing through the surface of a
sphere. Therefore, a pole of strength p, in general, issues 4πp lines-of-force.
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((a)) ((b))
Figure 4: (a) A magnetic dipole with poles, +p and -p, separated by a distance d. (b) A
Potential produced by a dipole at a point G.
Magnetic Field of a Dipole
Here we will derive the expression for the field produced by a dipole. The field potential,
φG, of positive and negative poles (of equal strength p) at a given point G (with ~d <<~r1
and~r2) (see Fig. 4(b)), can be written as
φG = φ
+
G +φ
−
G ,
=
p
r1
− p
r2
,
=
p
r1r2
(r1− r2).
(22)
Since ~d <<~r, one can write dcosα ≈ r1− r2, where α is the angle between the vector
drawn from the dipole to the field point, G, and the dipole axis. If we assume the dipole in
the present discussion is an ideal dipole, then d → 0 and r1 = r2 ≈ r. Applying vectorial
notations to Eq. 22 gives
φG =−p~d ·∇
1
r
,
=−~m ·∇1
r
,
=−|~m| 1
r2
cosα,
(23)
where
∇
1
r
= ∇
1√
(x− xi)2 +(y− yi)2 +(z− zi)2
,
=− 1
r2
[
(x− xi)
r
î+
(y− yi)
r
ĵ+
(z− zi)
r
k̂
]
.
(24)
(xi,yi,zi) and (x,y,z) in Eq. 24 are the source and the field coordinates, respectively, and
the differentiation is with respect to the field coordinate.
The magnetic field ~H can be written as
~m =−∇
(
−~m ·∇1
r
)
=
~m
r3
+
(3~m ·~r)~r
r5
.
(25)
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Magnetic Surface and Volume Charge Density
It is a common practice to define an intensive quantity called the intensity of magnetization
(or just magnetization), ~M, for a substance that has a net magnetic moment. Magnetization
is defined as magnetic moment of a small volume at some point within the material to that
volume. The size of the volume is selected in such a way that when a larger volume of the
same material is chosen, it will yield the same ~M; this indicates that atomic fluctuations are
neglected in the definition of ~M. When ~M is constant for a given magnetic material, it is
called a uniformly magnetized material.
One observes that the magnetization can also be treated as pole strength per unit area per-
pendicular to ~M. One can quantify this using following equation:
σ = ~M · n̂, (26)
where σ is the pole strength per unit area, and n̂ is a unit vector normal to the surface of
magnetic material. Since the unit of magnetic moment ~m is erg/Oe, the unit of magnetiza-
tion, ~M , would be erg/Oe-cm3. However, it is a common practice to write magnetization
in units of emu/cm3. Here emu means electromagnetic units (see the appendix G for more
information on this unit system). The definition of ~M allows us to generalize Eq. 23 as
φG =−∑~m ·∇
1
r
,
=
∫
~M.∇
1
r
dv.
(27)
Green’s theorem allows one to write Eq. 27 as
φG =
∫ 1
r
~M · n̂dA−
∫ 1
r
∇
′.~Mdv,
=
∫ 1
r
σdA−
∫
ρ
r
dv.
(28)
∇′ implies that the differentiation is with respect to the source coordinate, and dA represents
the area of a given element. Equation 27 implies that the magnetic potential is due to
surface (σ ) and volume (ρ) charge densities. Surface charges arise due to uncompensated
poles on the surface of a finite magnetic material, whereas the origin of volume charge lies
in the uncompensated poles that arise due to an inhomogeneous distribution of moments,
as shown in Fig. 5.
Magnetic Interaction Energy
The potential energy of a magnetic dipole in the presence of a magnetic field, ~H, is defined
as the work done in bringing dipole in from infinity. Consider a dipole with two poles, of
strengths +p and −p, that are separated by a distance d. If the potential at the pole +p
(−p) is φ+p (φ−p), then the work done is pφ+p (−pφ−p). The potential energy of a dipole
can be written as follows:
W = p(φ+p−φ−p),
= p d
∂φ
∂n
,
(29)
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((a)) ((b))
Figure 5: (a) Distribution of magnetic dipoles, each of which carry same dipole moment,
represented by arrows. (b) Uncompensated charges for the dipole distribution shown in
Fig. (a). This demonstrates the origin of volume charge volume charges. This figure is
adapted from [97].
where n denotes the direction from +p to −p. One can rewrite Eq. 29 as
W = ~m ·∇φ ,
=−~m · ~H.
(30)
The interaction energy of a magnet made of such dipoles can be obtained by summing Eq.
30 over all the dipoles, and can be written as
W =
∫
~M ·∇φ dv,
=−
∫
~M · ~H dv.
(31)
Self-Magnetostatic Energy
We derived, in the above section, the energy of a dipole in the presence of an external
field ~H . A permanent magnet exhibits potential energy due to its own field, and such an
energy is usually called self-magnetostatic energy. One can calculate such a self-energy by
evaluating the work done in bringing a sequence of dipoles, 1,2, . . .N, in from infinity (the
sum over these dipoles creates a permanent magnet). No work is required to bring dipole
number 1 to a given position. The work done in bringing dipole number 2 into a position in
the field due to dipole number 1 will be W1(2). Similarly, the work done in bringing dipole
number 3 into a position in fields due to dipoles 1 and 2 will be W1(3) + W2(3). If one
follows such a procedure, the total work done for N number of dipoles is
W =W1(2)
+W1(3) + W2(3)
. . . . . . . . . . . . . . . . . . . . . . . .
+W1(N)+W2(N)+W3(N)+ . . .WN−1(N).
(32)
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If we bring these dipoles in reverse order, the total work done is
W =W2(1)
+W3(1) + W3(2)
. . . . . . . . . . . . . . . . . . . . . . . .
+WN(1)+WN(2)+WN(3)+ . . .WN(N−1).
(33)
Addition of Eqs.s 32 and 33 gives
2W =
N
∑
N=1
W (N), (34)
where W (1) is the energy of a dipole placed in the field due to an assembly of dipoles, and
W1(1) = 0. If each of the dipole has a moment ~m, then (using Eq. 30) one obtains
W (N) = ~m ·∇φ , (35)
and
W =
1
2
N
∑
N=1
~mN ·∇φ ,
=−1
2
N
∑
N=1
~mN ·∇~HLocal,
(36)
where ~HLocal is the local field acting on a the test dipole. A local field that acts at the site
of a dipole is significantly different from the value of a macroscopic magnetic field acting
on the same site. This is because the macroscopic magnetic field is averaged over a large
number of dipoles. The local magnetic field on a dipole is influenced by its surroundings;
therefore, the macroscopic field can be different from the local field.
Calculation of Local Field via Lorentz’s Method
A local magnetic field on a test dipole can be calculated using Lorentz’s method. Con-
tribution to the local field, according to Lorentz, is from an external field (if present) as
well as all other dipoles in the system. A test dipole is thought to be at the center of a
sphere of radius R in Lorentz’s model (see Fig. 6(a)). The value of R is large compared
to inter-dipolar distance, but small compared to macroscopic distance. The distribution of
dipoles outside the spherical cavity, from the test dipole’s perspective, can be considered
a continuous medium. The interaction of the test dipole with other dipoles lying inside
the cavity needs to be treated microscopically. Such a microscopic approach takes into
account discrete nature of the medium very close to the dipoles. The total local field on the
test dipole can be written as
~HLocal = ~Ho + ~HD + ~H2 + ~H3, (37)
where ~Ho is the external field, ~HD is the field due to surface charges lying on the external
surface of a given magnetic material of a given shape (also known as demagnetizing field),
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((a)) ((b))
Figure 6: (a) Spherical non-magnetic cavity (shown in white color) inside a magnetic ma-
terial (displayed in gray color). (b) Surface charges on a spherical cavity of radius R
~H2 is the field due to surface charges lying on the external surface of the spherical cavity,
~H3 is the field due to dipoles that lie within the spherical cavity (excluding the field due to
the test dipole). One readily notes that the part of the medium between the spherical cavity
and the external surface of a magnetic material of a given shape does not contribute any
field. This is because magnetic volume charges compensate each other, resulting in zero
net charge in this region.
~HD: Demagnetizing Field
If we assume that the specimen is of ellipsoidal shape then
~HD =−N ~M. (38)
~H2: Lorentz field
Magnetization charges on the surface of the Lorentz cavity may be considered as a con-
tinuous distribution. The density of surface charges is equal to Mcosθ . An infinitesimal
surface element at the angle θ on the walls of the cavity (see Fig. 6(b)) can be written as
dΩ = R2sinθdθdφ , 0≤ θ ≤ π. (39)
The contribution of this surface element to the field d~H2 parallel to n̂ is
d~H2 = n̂Mcosθsinθdθdφ . (40)
The z-component of n̂ is cosθ , and therefore the contribution of the surface element to the
field along z-direction is
d~H2z = M(cosθ)2sinθdθdφ . (41)
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Contributions of surface element to the field in directions other than the z-direction cancels
out. Integration of Eq. 41 over the whole surface
~H2 =
∫ ∫
d~H2z
= M
∫
π
0
(cosθ)2sinθdθ
∫ 2π
0
dφ ,
=
4π
3
M.
(42)
~H3: Magnetocrystalline Anisotropy Field
The field due to the dipoles within the spherical cavity is the only term that depends on
the crystal structure and is called the magnetocrystalline anisotropy field. This term is
considered to be part of magnetocrystalline anisotropy energy term and will not be taken
into account in the local field.
One can now write Eq. 36 in integral form using following substitutions:
~m→ ~Mdv, ~HLocal → ~H2 + 4π3 ~M, and ∑→
∫
. Since we are interested in the evaluation
of self-magnetostatic energy, external field, ~Ho, has the value 0 Oe. The self-magnetostatic
energy of a magnetized body now can be written as
Esel f =W =−
1
2
∫
~M · (~HD +
4π
3
~M)dv,
=−1
2
∫
~M · ~HDdv−
2π
3
∫
~M · ~Mdv.
(43)
If the magnetization within the permanent magnet is uniform, the second term in Eq. 43
will be a constant. This constant can be neglected by shifting the zero point of energy.
Then,
W =−1
2
∫
~M · ~HDdv (44)
Equation 44 indicates the energy to be localized at the dipole. We now show that the energy
can be considered to be in the field, distributed throughout space. First we establish a few
relations. Using Gauss’s divergence theorem we get∫
∇ · (~HDφ) =
∫
n̂ · ~HDφdA, (45)
where the surface integral is taken over a surface whose radius r approaches infinity. The
integral is zero if the ferromagnet is of finite size, so that as r→ ∞, ~HD ∝
1
r2
, and φ ∝ 1r .
Therefore, ∫
∇ · (~HDφ) dv = 0. (46)
Similarly, ∫
∇ · (~Mφ) dv = 0. (47)
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We can write Eq. 44 as
W =−1
2
∫
~M · ~HDdv
=
1
2
∫
~M ·∇φdv.
(48)
The integration can now be considered to be taken over all space, since ~M equals zero
everywhere except in the permanent magnet. Using Eq. 47 we get
W =
1
2
∫
~M ·∇φdv
=
1
2
∫ [
∇ · (~Mφ)− (∇ · ~M)φ
]
dv
=−1
2
∫
(∇ · ~M)φdv
(49)
Since
~M =
1
4π
(~B− ~HD), (50)
Eq. 49 becomes
W =− 1
8π
∫
[∇ · (~B− ~HD)φ ]dv. (51)
Using the condition, ∇ ·~B = 0 and Eq. 46 one obtains,
W =
1
8π
∫
[∇ · (~HDφ)− (∇ · ~HD)φ ]dv
=− 1
8π
∫
~HD∇φdv
=
1
8π
∫
H2Ddv.
(52)
Equation 52 gives the self-magneostatic energy in terms of demagnetizing field, ~HD.
~B: Magnetic Induction
The origin of ~B can be understood in the following way. Consider a torus with empty space
inside it. We now apply an external magnetic field H Oe or maxwell/cm2 (by passing
currents through wires that are wrapped around the torus) within the torus. If A (in cm2) is
the cross-sectional area of the torus, then the total number of lines-of-force inside the torus
is HA = Φ maxwells and is called magnetic flux. Therefore, H may be called flux density.
It was found experimentally that the measured flux matches with the calculated flux (within
relevant instrumental error) when the torus has empty space inside it. When a ferromagnetic
material was inserted inside the torus (where there was empty space initially), it was found
that the measured flux does not match with the calculated flux, HA = Φ.
We can understand the effect of a ferromagnetic material on the measured flux by cutting
out a very thin transverse cavity of the ferromagnetic material of the torus, as shown in Fig.
7. Even after removing the material the applied flux density H (lines/cm2) would be the
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Figure 7: A transverse cavity in a portion of the torus. This figure is adapted from [33]
.
same because it does not depend upon the presence or absence of the material (it depends
upon the value of the current in the wire and other geometrical parameters). Suppose the
direction of the current in the wire is such that the field H is applied from left to right. This
implies that the north (south) pole would be formed on the left (right) surface end of the
cavity. If the intensity of magnetization is M, then each cm2 of the surface of the cavity will
have pole strength of M. This implies that each cm2 of the surface of the cavity is issuing
4πM lines, and in literature these are called lines of magnetization [33]. These so called
lines of magnetization add to the lines-of-force (due to the applied field H), and together
they form a group of lines crossing the gap and are called lines of induction. The total
number of lines/cm2 are called the magnetic flux density or the magnetic induction, B. One
can write the expression for ~B as follows
~B = ~H +4π ~M (53)
Equation 53 not only gives B lines inside the gap but also in the ferromagnetic material
on either side of the gap and throughout the torus. This is because lines of B are always
continuous.
Demagnetization Field
Consider a bar (of a FM material) that is magnetized by an external magnetic field that is
directed from left to right. As soon as the bar gets magnetized the external magnetic field
~Ho is removed. Then a north pole is formed at the right end, and a south pole at the left, as
shown in Fig. 8. We see that the ~H lines, radiating out from the north pole and ending at the
south pole, establish a stray field outside the magnet, and a field inside the magnet that acts
from north to south pole, and therefore tends to demagnetize the magnet This field can be
termed as demagnetizing field ~HD that acts in the opposite direction to the magnetization ~M
which creates it. Thus the magnetic field inside the bar magnet after removing the external
field becomes [33]
~B = µo(~H + ~M) = µo(~HD + ~M). (54)
The demagnetizing field can be written as HD =
←→
N (~r)~M. Here
←→
N is called demagne-
tization tensor, and it depends upon the lengths and orientations of principal axes of an
ellipsoid.
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Derivation of the Demagnetization Tensor
Here the expression for a generalized demagnetization tensor,
←→
N , will be derived [101].
This form of
←→
N can be used to calculate the internal (self-demagnetization field) as well as
external field (stray field) due to an uniformly magnetized object. Consider two uniformly
magnetized bodies with volumes v and v′.
First, we magnetize a body (made of magnetic material) with an external magnetic field,
~Ho. Once the magnetic body gets uniformly magnetized, we turn off the external magnetic
field. For a uniformly magnetized ferromagnetic body with no external applied magnetic
field, we obtain
∇ ·~B = µo∇ · (~HD + ~M) = µo∇ · ~HD +∇ ·µo ~M = 0 (55)
and
∇× ~HD = 0 (56)
From Eq. (55) one observes that the field ~HD can be written as the gradient of the scalar
potential φm
~HD =−∇φm (57)
If we substitute Eq. (57) into (55), we obtain the Poisson equation
∇
2
φm = ∇ · ~M =−ρm (58)
where ρm is the fictitious volume charge density. The solution to Eq. 58 can be given as
[99],
φm =
1
4π
∫
M(~r′) ·∇′
(
1
|~r−~r′|
)
dv′. (59)
Here~r indicates the location of the source object, and~r′ indicates the location at which
one measures the potential or the field.~r−~r′ indicates the distance between a source and a
field point. ∇′ and ∇, represent gradient with respect to~r and~r′, respectively. If we assume
that the body is uniformly magnetized then
φm =
1
4π
M(~r′) ·
∫
∇
′
(
1
|~r−~r′|
)
dv′. (60)
Here, the integration is over the magnetized region. If v is another volume then the average
field in v is [101]
< H >v=
1
v
∫
v
(−∇φm)dv =
1
4πv
M(~r′) ·
∫
v
dv
∫
v′
∇
′
∇
′
(
1
|~r−~r′|
)
dv′ =−~M′ ·←→N , (61)
where we have used the identity [99, 100]
∇
′
(
1
|~r−~r′|
)
=−∇
(
1
|~r−~r′|
)
. (62)
Ni j =−
1
4πv
∫
v
dv
∫
v′
∇
′
i′∇
′
j′
(
1
|~r−~r′|
)
dv′. (63)
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If the two volumes v and v′ coincide then Eq. 63 is called self-demagnetization tensor. One
readily observes that the trace of the self-demagnetization
Tr(
←→
N ) =− 1
4πv
∫
v′
dv′
∫
v′
∇
′2 1
(|~r−~r′|)
dv′ = 1. (64)
This is because [99, 100]
∇
′2 1
(|~r−~r′|)
dv′ =−4πδ (~r−~r′). (65)
The integral in Eq. 63 can be written in a surface integral form (using Gauss’ divergence
theorem) as [101],
N =− 1
4πv
∫
v
dv∇
∫
v′
∇
′
(
1
|~r−~r′|
)
dv′
=− 1
4πv
∫
S
d~S
∫
S′
(
1
|~r−~r′|
)
d~S′.
(66)
Here d~S = n̂dS, where n̂ is the unit vector normal to the surface. For example, the compo-
nent Nyy would be obtained by replacing d~S by nydzdx and d~S′ by n′ydz
′dx′ .
Example:Demagnetization Tensor for a Sphere
Here the demagnetization factors for a uniformly magnetized sphere will be given [101].
Consider a sphere of volume v and magnetization ~M = ~m/v. Outside the sphere the mag-
netic field is [99, 100]
~HD =
3~r(~m ·~r)−mr2
4πr5
(67)
One can write down the components of ~HD as,
HDx =
r
4πr5
[Mx(2x2− y2− z2)+3Myxy+3Myxz]
HDy =
r
4πr5
[3Myxy+My(2y2− x2− z2)+3Mzyz+3Mzyx]
HDz =
r
4πr5
[3Mxxz+3Myyz+Mz(2z2− x2− y2)]
. (68)
Therefore, the demagnetization tensor can be written as,
N(x,y,z) =
r
4πr5

x2− r23 xy xz
xy y2− r23 yz
xz yz z2− r23
 . (69)
The field inside the uniformly magnetized sphere can be written as [99, 100]
~HD =−
~M
3
=−←→N ~M, (70)
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((a)) ((b))
((c))
Figure 8: Various field configurations of a bar magnet after the external magnetic field
was removed. (a) Demagnetizing field ( ~HD) configuration. Notice the presence of stray
field lines outside the bar magnet. (b) Magnetic induction (~B) configuration. (c) Relative
strength and the direction of ~B, ~HD, and µo ~M. Fig. 8 is adapted from [33].
where
←→
N =
1
3
1 0 00 1 0
0 0 1
 . (71)
is the self-demagnetization tensor.
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Appendix G
CGS vs. Electrostatic vs. Electromagnetic vs. Gaussian Units
The difference between various non-SI unit systems lies in the definition of electric charge
and current in various unit systems [102].
Ampere’s Force Law
Ampere’s Law states that the electromechanical force, Fm, between two parallel wires (of
length l) can be written as
Fm =
2kmI1I2
r
, (72)
where r is the separation between the two wires. I1 and I2 in the above equation indicate
current in the two wires. Here km is called the magnetic force constant, and its value
depends upon the unit system that is used to measure electric currents, forces, and distances.
Coulomb’s Law
Coulomb’s Law states that the electrostatic force, Fe, between two particles, with charges
q1 and q2, that are separated by a distance r is given by the following equation:
Fe =
keq1q2
r2
, (73)
where ke is a constant whose value depends upon the unit system utilized to measure elec-
tric currents, forces, and distances.
Current and Charge
A charge can be expressed in terms of an electric current via
Q = I×T, (74)
where T is the time in seconds. Weber showed that the relation between constants ke and
km can be expresses as
ke
km
= c2, (75)
where c is the velocity of light in vacuum.
CGS Units System
The unit of force in CGS system is dyne, whereas in the SI system it is newton. Depend-
ing upon values of km and ke, electromagnetic quantities in the CGS units system, can be
expressed either in electromagnetic units or in electrostatic units [102].
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Electromagnetic Units (emu) System
km = 1 in the emu system. The unit of current in emu systems is abampere. Consider a
system of two wires with following parameters: I1 = I2 = 1 abampere, l = 1 cm, r = 1
cm. The force of attraction or repulsion between the two wires, according to equation 72,
becomes equal to 2 dynes. Using the same equation one can easily see that 1 abampere in
emu units = 10 amperes in SI units. Furthermore according to equations 74 and 75, Q =
1 abcoulomb and ke = 8.988×1020cm2/s2. Also, 1 abcoulomb = 10 coulombs in SI units
[102].
Electrostatic Units (esu) System
ke = 1 in the esu system. Consider a system of two wires with the following parameters:
q1 = q2 = 1 statcoulomb, l = 1 cm, r1 = 1 cm. The force of attraction or repulsion between
the two particles, according to equation 73, becomes equal to 1 dyne. Using the same
equation one can easily see that 1 statcoulomb in esu units = 3× 10−10 coulombs in SI
units. Furthermore according to equations 74 and 75, I = 1 statampere and km = 1.113×
10−21cm−2/s−2. Also, according to equation 72 1 statampere = 3.336×10−21 amperes in
SI units [102].
Gaussian Units System
Maxwell and Hertz used the esu and emu units and came up with a composite system,
called the Gaussian system. They took magnetic units of field strength, flux, flux density,
magnetization etc. from the emu system and electric units of charge, current, resistance,
inductance, capacitance, permittivity etc. from the esu system [102]. Journal articles and
books of magnetism often use the terms Gaussian and CGS units interchangeably. This
thesis uses the term CGS to describe quantities that are not SI (see Table 3 ).
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Quantity Name ESU dimensions EMU dimen-
sions
cm g s cm g s
Electric charge +3/2 +1/2 -1 +1/2 +1/2 +0
Magnetic flux +1/2 +1/2 +0 +3/2 +1/2 -1
Current +3/2 +1/2 -2 +1/2 +1/2 -1
Electric flux density -1/2 +1/2 -1 -3/2 +1/2 +0
Magnetic flux density -3/2 +1/2 +0 -1/2 +1/2 -1
Magnetic field strength +1/2 +1/2 -2 -1/2 +1/2 -1
Inductance -1 +0 +2 +1 +0 +0
Permittivity +0 +0 +0 -2 +0 +2
Permeability -2 +0 +2 +0 +0 +0
Table 3: Dimensions of electromagnetic quantities in CGS units; Gaussian units are shown
in red. Table 3 is adapted from [102].
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