Abstract. We present an algorithm for constructing cryptographic hyperelliptic curves of genus 2 and p-rank 1, using the CM method. We also present an algorithm for constructing such curves that, in addition, have a prescribed small embedding degree. We describe the algorithms in detail, and discuss other aspects of p-rank 1 curves too, including the reduction of the class polynomials modulo p.
Introduction
An important class of problems in computational number theory is to find techniques for constructing explicit algebraic curves with certain specified properties. Solutions to such problems have applications in cryptography and primality proving. Elliptic curves with specified properties can be constructed using the complex multiplication (CM) method, first outlined by Atkin and Morain [1] . The CM method has been extended to ordinary hyperelliptic curves of genus 2, by Spallek [19] and others. Using the CM method, we present here the first construction of genus 2 curves with p-rank 1. In particular, we construct curves whose Jacobian group order is of cryptographic size.
The layout of this paper is as follows. In Section 2 we give the background for the paper. This section includes a review of endomorphism rings, and discusses genus 2 curves, and those having p-rank 1, in particular. Section 2 also discusses cryptographic applications. Section 3 presents our algorithms for constructing p-rank 1 curves with the property that the Jacobian has prime order. That section also gives an algorithm (based on the algorithm proposed by Freeman, Stevenhagen and Streng in [5] ) that constructs p-rank 1 curves with a prescribed embedding degree. Section 4 provides an overview of the CM method, which occurs as the final step of our algorithms. In Section 5 we apply basic class field theory to explain the behaviour of the class polynomials modulo p, which is relevant to a particular speedup of the CM method. With precomputed class polynomials, we computed examples using Magma in less than 10 seconds on an Intel Core 2 Duo. The details are given in an appendix.
Background
In this section we present a summary of the background needed for this paper. Throughout, p will denote a prime in Z and q will be a power of p. We use k to denote the finite field F q with q elements, and we fix an algebraic closure k of k.
Whenever we talk about curves, we mean smooth projective geometrically irreducible curves over a field. Any curve C has an associated abelian variety, called the Jacobian of C and denoted J C . The dimension of the Jacobian is the genus of the curve. The abelian varieties in this paper will be Jacobians of genus 2 curves, but for the moment we state some known results for arbitrary abelian varieties. Every principally polarized 2-dimensional abelian variety over a perfect field is either the Jacobian of some genus 2 curve or becomes isomorphic to a product of two elliptic curves with the product polarization over a field extension of degree at most 2.
Given an abelian variety A defined over k, the p-rank of A is defined by
where A(k) [p] is the subgroup of p-torsion points over the algebraic closure. We have 0 ≤ r p (A) ≤ dim(A). The number r p (A) is invariant under isogenies over k, and satisfies r p (A × A ′ ) = r p (A) + r p (A ′ ). An abelian variety defined over k is called k-simple if it is not k-isogenous to a product of abelian varieties of smaller dimensions. The term absolutely simple means k-simple.
An elliptic curve over k is called ordinary if its p-rank is 1, and is called supersingular if its p-rank is 0. An abelian variety A of dimension g over k is called ordinary if its p-rank is g and supersingular if it is k-isogenous to a power of a supersingular elliptic curve.
A supersingular abelian variety has p-rank 0. If g ≤ 2, then the converse also holds [16] . For genus g > 2, there are several intermediate types, but for g = 2, the only intermediate type between supersingular and ordinary is the case where the p-rank is equal to 1. This intermediate case is the topic of this paper.
Zeta functions, Weil q-numbers
The zeta function Z C (T ) of a smooth projective curve C over k = F q is defined by
where N m is the number of F q m -rational points on C. The zeta function was first defined by E. Artin and F. K. Schmidt, who proved that the zeta function (of a curve) is a rational function in T of the form
where P (T ) is a polynomial of degree 2g with rational coefficients, and g is the genus of the curve. Schmidt also proved a functional equation for the zeta function, from which it follows that if α is a root of P (T ), so is α/q. The Riemann Hypothesis for curves over finite fields (proven by Weil) states that the roots of the numerator have absolute value q −1/2 . For genus 2 curves, these facts imply that P (T ) has the form
for some integers a 1 , a 2 . These integers are related to N 1 , N 2 by
For any abelian variety A, the characteristic polynomial of the Frobenius endomorphism (acting on the ℓ-adic Tate module of A), will be denoted f A (t). It is independent of ℓ and has coefficients in Z. If A = J C for a curve C, then it was shown by Weil that f A (t) is the reciprocal polynomial of the numerator P (T ) of the zeta function of C. For genus 2 curves, then,
An algebraic integer π is called a Weil q-number if its image under every complex embedding of Q(π) has absolute value √ q. The minimal polynomial over Q of a Weil q-number is thus a candidate for being f A for some A. We say that a polynomial f is a Weil q-polynomial if f = f A for some abelian variety A defined over F q . Honda showed that every Weil q-number is a root of some Weil q-polynomial, see [22] . Tate showed that two abelian varieties are F q -isogenous if and only if their associated Weil q-polynomials (characteristic polynomials of Frobenius) are equal.
The following theorem summarizes the results of Rück [17] and Maisner and Nart [13] , which gives conditions on a 1 , a 2 for a hyperelliptic genus 2 curve C to have p-rank 1.
n for a prime p and positive integer n. Let
is the characteristic polynomial of a simple p-rank 1 Jacobian of a projective smooth curve of genus 2 defined over F q if and only if 
Endomorphisms
For any field l ⊃ k, let End l (A) denote the ring of endomorphisms of A that are defined over l. Let End
, where the A i are pairwise non-isogenous, then End
Here is an important result on the endomorphism ring End
Theorem 2 ([24]
). Let A be a simple abelian variety over the field k with q elements. Then there exists an integer e such that In Section 2.4 we detail the implications of this result for genus 2 curves.
Complex multiplication
A CM field is a totally imaginary quadratic extension of a totally real algebraic number field of finite degree. In particular, a field K is a quartic CM field if K is an imaginary quadratic extension of a totally real field K 0 of degree 2 over Q.
Definition 3. Let C be a curve of genus 2 defined over k = F q , and let K be a quartic CM field. For any order O of K, we say that C has complex multiplica-
We say that C has CM by K if C has CM by an order in K.
The moduli space of 2-dimensional principally polarized abelian varieties over C is 3-dimensional. Its function field is generated by three invariants (j 1 , j 2 , j 3 ) called the (absolute) Igusa invariants of C [12] . We define three Igusa class polynomials of an order O of a quartic CM field K by
Here s is the number of isomorphism classes of 2-dimensional principally polarized abelian varieties over C with CM by O, and the product is over the invariants j (i) ℓ from the s classes. For the sake of simplicity of both theory and computations, we will restrict our attention to O = O K .
Endomorphisms in genus 2
We summarise some facts for endomorphism algebras of 2-dimensional abelian varieties with p-rank 1 here.
For elliptic curves E, we can read off the p-rank from the Q-rank of the algebra End Proof. We note that Maisner-Nart [13, Corollary 2.17] show that a simple abelian surface of p-rank 1 is absolutely simple. By going to an extension field of k, we can therefore assume without loss of generality that all endomorphisms of A over k are already defined over k.
By Theorem 2, the characteristic polynomial of Frobenius is f A (t) = m(t) e for some irreducible monic polynomial m(t) ∈ Z[t]. Also, End 0 k (A) is a field if and only if e = 1. In this e = 1 case, the field End 0 k (A) = K is a totally imaginary quadratic extension of K 0 , a totally real quadratic algebraic number field. In other words, K is a quartic CM field. To complete the proof, it only remains to show that e = 1. But for simple abelian surfaces of p-rank 1, f A (t) must be irreducible by the remarks after Theorem 1, so indeed e = 1.
⊓ ⊔
Note that if A is not simple, and has p-rank 1, then A is isogenous to the product of an ordinary elliptic curve and a supersingular elliptic curve. Both of these are well understood.
Example 5. When q = 2, k = F 2 , the curve y 2 + y = x 3 + 1/x has p-rank 1 (see [14] for example, or use Theorem 1). It is easy to calculate that N 1 = N 2 = 4, and the formulas in section 2.1 give a 1 = 1, a 2 = 0. Then the characteristic polynomial of Frobenius is f A (t) = t 4 + t 3 + 2t + 4, which is irreducible over Q and so J C is simple. Thus End 0 k (J C ) is a CM field for this curve.
The reflex field, and splitting of primes
Given a CM field K and a CM-type Φ of K, i.e. a set of embeddings of K into its normal closure such that Φ and Φ are disjoint and their union is the complete set of embeddings of K. The reflex field K * of K with respect to Φ is the field generated by elements φ∈Φ φ(x) for x ∈ K. We call the CM type primitive if there is no subfield K ′ ⊂ K such that the set of restrictions of elements of Φ to K ′ is a CM type of K ′ . If Φ is primitive and K is Galois over Q, then K = K * . In this paper we will consider non-Galois extensions, and K * will be different from K, although both fields will be degree 4 extensions of Q. The Galois closure L of K (and K * ) is a degree 2 extension of K, with Galois group D 4 over Q. Given a CM field K, an abelian variety A defined over C which has CM by K, and a prime p, the splitting behavior of primes above p in K determines the p-rank of the reduction A over F p modulo a prime above p. Whenever A has dimension 1 (an elliptic curve), a criterion of Deuring states that A is supersingular if p is either ramified or inert in K and A is ordinary if p splits completely in K. However, whenever A has dimension 2, then there are more possibilities that occur.
For dimension 2, Goren distinguishes the cases in [9] assuming p is unramified in K and Gaudry, Houtmann, Kohel, Ritzenthaler and Weng in [6] extend this result to the ramified case. They show that whenever K is cyclic, then the reduction of A is either ordinary or supersingular, but whenever K is non-Galois, then it is possible for A to be in the "intermediate" case, and have p-rank 1. If K is Galois non-cyclic, then A will not be absolutely simple. As simple p-rank 1 varieties are absolutely simple, we will restrict to the case that K is non-Galois. The result of [9] and [6] is as follows.
Lemma 6. Let K be a quartic CM field and C a curve of genus 2 over a number field L ⊇ K with endomorphism ring O K . Let p be a prime number and p a prime of O L , lying over p. The reduction of C modulo p is a genus 2 curve with p-rank
If that is the case, then the reduction (C mod p) is absolutely simple.
Given any triple of invariants (j 1 , j 2 , j 3 ), the main theorem of complex multiplication implies that the field K * (j 1 , j 2 , j 3 ) is an unramified abelian extension of the reflex field K * , and is therefore contained in the Hilbert class field H * of K * . On the other hand, Q(j 1 , j 2 , j 3 ) contains K * 0 by [18] .
Cryptography
Elliptic and hyperelliptic curves with certain special properties are used in elliptic curve cryptography and hyperelliptic curve cryptography. One common requirement is that the Jacobian should be a group of prime (or nearly prime) order. The CM method provides a means of finding such curves quickly. An alternative method for constructing curves with a certain number of points is to randomly choose a curve and count the number of points. The speed of this method clearly depends on the speed of the point-counting algorithm.
Relations between CM field K, reflex field K * and Hilbert class field H * .
At present, point-counting algorithms are fast enough to compete with the CM method for elliptic curves, but not for hyperelliptic curves.
An important example for an application of the CM method in cryptography is the construction of pairing-friendly curves. An algebraic curve C over a finite field F q is called pairing-friendly if the number #J C (F q ) of F q -rational points on its Jacobian J C is divisible by a large prime r and the embedding degree of J C (F q ) with respect to r is small. The number κ is called the embedding degree of J C with respect to r, if κ is the smallest integer such that r | q κ − 1. In general, for random curves the embedding degree grows linearly with r and thus tends to be very large.
Pairing-friendliness means that the Jacobian group order must fulfill a very special condition that will never be satisfied by chance. For constructing such curves one thus seeks Weil numbers that fulfill this condition and afterwards constructs a corresponding curve by using the CM method. To measure the quality of a pairing-friendly curve one introduces the ρ-value
This ratio shows how far the size of the group we can actually use for cryptographic applications differs from the size of J C (F q ). Optimally the ρ-value is 1, meaning that we have a prime order group of F q -rational points. This optimal value currently is only achieved for elliptic curves, for an overview see [4] .
We present three algorithms here. Algorithm 1 constructs curves of genus 2 and p-rank 1 with a Jacobian of prime order. Algorithm 2 is an alternative to Algorithm 1. Algorithm 3 constructs curves of p-rank 1 with a prescribed embedding degree. Before we begin, we would like to point out that the final step in all our algorithms is always the same, to invoke the CM method and construct a curve from a given CM field Q(π). We present the details of the CM method later in Section 4. There are different ways to implement the CM method, but the specific implementation is not relevant for our paper so we leave this unspecified. Here is our first algorithm.
Algorithm 1
, where p 3 has degree 2, continue. Otherwise, go to step 1. 3. If p 1 is principal and generated by α, let π = αα −1 p. Otherwise, go to step 1. 4. If N (uπ − 1) is prime for some root of unity u ∈ K, then replace π by uπ.
Otherwise, go to step 1. 5. Compute the curve corresponding to π using the CM method and return this curve.
Here is our second algorithm, which has the same input and output.
Algorithm 2 Input: A non-Galois CM field K of degree 4 and a positive integer n Output: A prime p of n bits and a curve of genus 2 over F p 2 that has p-rank 1 and a Jacobian with a prime number of rational points.
1. Take a random element α of O K \ O K0 of which the norm has n bits. 2. If p = N (α) is prime in Z, continue. Otherwise, go to step 1. 3. If the prime β = pα
Otherwise, go to step 1. 4. If N (uπ − 1) is prime for some root of unity u ∈ K, then replace π by uπ.
Theorem 7. For both Algorithms 1 and 2, the following holds. If the algorithm terminates, then the output is correct. The heuristic expected runtime of the algorithm is polynomial in n for fixed K.
Proof. In both algorithms, we have ππ = p 2 , so π is a Weil p 2 -number. Let β = pα −1 α −1 . Then p factors in K as a product of three primes ααβ, so the output has p-rank 1 by Lemma 6. By the CM method of Section 4, the curve has a Jacobian of prime order N (uπ − 1).
For the runtime of Algorithm 1, note that, by the prime number theorem and fast primality checking, it takes time polynomial in n to find a prime p of n bits. By Chebotarev's density theorem, a prime factors into principal primes as p = p 1 p 2 p 3 with a positive probability, depending only on the class group of K, which is fixed. We view the number N (π − 1) as random and it has about 2n bits, so by the prime number theorem, it is prime with probability 1/(2n log (2)). In particular, we expect the number of iterations to be quadratic in n.
In Algorithm 2, we view N (α) as a random number of n bits. By the prime number theorem, we expect it to be prime with probability 1/(n log(2)). We expect the prime β of O K0 to be inert in K/K 0 with positive probability depending only on K. Again, we view N (π − 1) as random and use the prime number theorem to get an expected number of iterations which is quadratic in n.
⊓ ⊔
We have implemented Algorithm 1 in Magma [2] . We give some examples of cryptographic relevant bitsizes in Appendix A. Using precomputed class polynomials the curves can be found very quickly. All our examples were computed in less than 10 seconds on an Intel Core 2 Duo.
The following algorithm constructs p-rank 1 curves with prescribed embedding degree. It is modeled after the method by Freeman, Stevenhagen and Streng [5] .
Algorithm 3 Input: A non-Galois CM field K of degree 4, a positive integer κ and a prime number r ≡ 1 (mod 2κ) which splits completely in K. Output: A prime p and a curve of genus 2 over F p 2 that has p-rank 1 and embedding degree κ with respect to r.
1. Let r be a prime of K dividing r and let s = rr −1 r −1 . 2. Take a random element x of F * r and a primitive 2κ-th root of unity ζ. 3. Take α ∈ O K \ O K0 such that α mod r = x, α mod r = xζ and α mod s = x −1 . 4. If p = N (α) is prime in Z and different from r, continue. Otherwise, go to step 2.
If the prime
Otherwise, go to step 2. 6. Compute the curve corresponding to π using the CM method and return this curve.
Theorem 8. If the algorithm terminates, then the output has p-rank 1 and embedding degree κ with respect to a subgroup of order r. The heuristic expected runtime of the algorithm is polynomial in r for fixed K.
Proof. The number π is defined in step 4 by π = α 2 β, where p factors into primes of O K as ααβ, just as in Algorithm 2. In particular, the facts that the output has p-rank 1 and a Jacobian of prime order N (π − 1) is proven as in the proof of Theorem 7 We find π mod r = (α mod r) 2 (φ(αα) mod r), where φ is the non-trivial automorphism of K 0 . Inside F r , the right hand side is equal to (α mod r) 2 (α mod s) 2 = 1, so r|N (π − 1). On the other hand,
As s = s, we have (α mod s) = (α mod s) = (α mod s), so p 2 mod r = (α mod r) 2 (α mod r) 2 (α mod s) 4 = ζ 2 is a primitive κ-th root of unity. By [5, Proposition 2.1], the facts that p 2 mod r is a primitive κ-th root of unity and that r|N (π − 1) imply that J C has embedding degree κ with respect to r.
This finishes the proof of the correctness of the output. To prove the runtime, as r splits completely, α is a lift of some element modulo r. We treat its norm p = N (α) as a random integer around r 4 , which by the prime number theorem is prime with probability 1/(4 log r). Again, we expect the prime β = pα
of K 0 to be inert in K/K 0 with constant positive probability. ⊓ ⊔ Algorithm 3 produces curves with prescribed embedding degree κ with respect to a prime number r that is chosen in advance. Our algorithm is an adaptation of the method proposed by Freeman, Stevenhagen and Streng in [5] . They give a heuristic analysis of their method. It is shown in [5, Thm. 3.4 ] that one expects the prime q to yield a ρ-value of about 8 for genus 2, which means that log(q) = 4 log(r). The same reasoning holds for our algorithm. The prime p computed as the norm of the element α in step 4 is therefore expected to give log(p) = 4 log(r). Since our p-rank 1 curve will be defined over F p 2 , its ρ-value will be ρ = 2 log(p 2 )/ log(r) ≈ 16. For cryptographic applications one requires that the prime r has at least 160 bits, since r is the order of the subgroup used in protocols. Then p already has 640 bits. This makes field and curve arithmetic very slow, compared to elliptic curve implementations of the same security level, where it is possible to have p of the same size as r. Thus the curves produced by algorithm 3 currently have no relevance for practical applications in cryptography. Still, our examples show, that in principle pairing-based cryptography is possible for p-rank 1.
The CM method
Roughly speaking, the basic principle of the complex multiplication (CM) method of constructing curves over finite fields with desired properties is to construct a complete list of all candidate abelian varieties in characteristic 0 whose reduction modulo Q could be the Jacobian of the curve we seek (where Q is a prime over q). Then each entry on the list of candidates is checked.
The Lubin-Serre-Tate lifting theorem states that any ordinary abelian variety over F q is the reduction modulo Q of some characteristic 0 abelian variety, so we know that if the curve we seek exists it will be found by this method.
It seems to be standard to include the computation of Igusa class polynomials as part of the CM method, although this is the most costly step. We propose separating this step from the CM method. Reasons for doing this include 1. Computation of class polynomials has other applications in computational number theory. 2. In practice the class polynomials are pre-computed and stored, and a lookup table is used. 3. The method used after obtaining the class polynomials does not depend on the way the class polynomials are computed.
So we shall not present any particular method of computing the class polynomials. There are a few methods in the literature. The complex analytic approach, first described by Spallek [19] and van Wamelen [23] computes the CM abelian varieties as lattices in C 2 and evaluates Igusa invariants in them via Siegel modular forms. Recently, a complete runtime analysis of the complex analytic method was given by Streng [21] . Eisenträger and Lauter [3] present an algorithm for constructing genus 2 curves over finite fields that differs from the classical approach in that their method computes the class polynomials using a Chinese Remainder Theorem method rather than complex analytic techniques. Gaudry, et al [6] , [7] modify the classical CM method by using a 2-adic lifting method to construct the class polynomials.
In more detail the genus 2 CM method is as follows.
1. Fix a quartic CM field K = Q(π).
Somehow get the Igusa class polynomials H
Choose a "suitable" (we will address this below) prime p and reduce H i (x) modulo p to get Igusa invariants in F q . 4. Then an algorithm such as that of Mestre can be used to generate a curve over F p with the given invariants such that J C = A. 5. Select correct twist.
Remark 9. The "suitable" prime needs to be one whose splitting behavior in K is as one desires. For example, if one wants an ordinary curve, then one could require that p splits completely in K. This case has been studied before in [3] , [6] , [7] , for example. We shall be looking for curves of p-rank 1, and we will require that (p) splits as P 1 P 2 P 3 or P 1 P 2 P 2 3 as we explained in Section 2.5. By a twist of a curve C/k in step 5, we mean a curve C ′ /k such that C and C ′ become isomorphic over k. The number of such curves is small and depends only on the number of k-automorphisms of C.
In step 3, we need to pick one root j 1 ∈ F q of h mod p for every irreducible factor h of H 1 (x), and for each, take all roots j 2 , j 3 ∈ F q of H 2 mod p and H 3 mod p. If s is the degree of the class polynomials and n the number of irreducible factors of H 1 (x), then among the s 2 n triples (j 1 , j 2 , j 3 ) ∈ F q obtained, there are n that correspond to the reductions of CM curves. All the twists of those n curves are exactly all possible reductions of curves with CM by O K . The correct triples and twists, if they exist, can be selected by probabilistic checking of the order of the Jacobian of C, which is N K/Q (π − 1) for the correct curve C.
One refinement put forth in [7] is that we replace H 2 (x) and H 3 (x) by two other polynomials in such a way that we directly only have the correct n triples (j 1 , j 2 , j 3 ) instead of the ns 2 mentioned above. This refinement works only if H 1 (x) has no roots of multiplicity greater than 1 in characteristic 0, and the j 1 we are looking for has multiplicity 1 as a root modulo p. They define G 2 (x), G 3 (x) by Lagrange interpolation and H 2 (x), H 3 (x) by a modification thereof. More precisely, G k (x) and H k (x) are defined by saying that they have degree at most n − 1 and that for all zeroes j 1 of H 1 (x) and for ℓ ∈ {2, 3},
.
We mention G because it is much more straightforward and H because its height is smaller ( [7] ). So we first find a root of H 1 (x) modulo a prime p of mixed reduction, and this will be the potential j 1 Igusa invariant. Then the invariants j 2 , j 3 that go with this j 1 are computed from these formulas. This refinement means we do not have to try all n triples, just one, which is a big speedup when the class number is large. Notice also that such a representation proves that
has only simple roots. We will prove in Section 5 that these G i or H i do not work in the case (p) = P 1 P 2 P 2 3 , and we will show how to adapt the formulas in that case. The formulas do work in the case (p) = P 1 P 2 P 3 . The problem in the case where (p) = P 1 P 2 P 2 3 is that H 1 (x) has only roots of higher multiplicity modulo p, so that G i (j 1 ) and b Hi(j1) H ′ 1 (j1) have a zero in the denominator.
Multiplicity of roots of class polynomials modulo p
In this section we shall explain why the refinement of the CM method from [7] with polynomials G 2 (x), G 3 (x), does not work directly for curves of p-rank 1 when (p) = P 1 P 2 P 2 3 . We will explain how to get around the problem by modifying G 2 (x), G 3 (x).
As stated in the previous section, the CM method for ordinary curves with its refinement of the G i (x) polynomials appears to require that the H i (x) have no repeated roots (or at least some roots of multiplicity 1) modulo p. Computer experiments indicated that, for the primes of mixed reduction with (p) = P 1 P 2 P 2 3 , the reduction of H 1 (x) mod p always had all roots of multiplicity > 1. This turns out to be always true, and we will provide a proof below. This means that the modified CM method for ordinary curves will not work directly.
Note that the degree of H 1 (x) is twice the class number of the CM field K, as stated in [7, Theorem 1] .
We will study the splitting behavior of relevant primes in the reflex field K * . This turns out to be the key, along with the fact that Q(j 1 ) is an unramified abelian extension of K * 0 .
We will use the following theorem.
Theorem 10 (Kummer-Dedekind). Let f ∈ Z[x] be a monic irreducible polynomial. Let α be a root of f , and let K = Q(α). Let p be a prime in Z and write
where the g i mod p are distinct irreducible polynomials in
If P i is not invertible as a fractional Z[x]-ideal, then e i > 1 and p divides the index of A in the maximal order of K. If P i is invertible, then its ramification index over Z is e i and the residue class field degree dim Fp A/P i equals deg(g i mod p).
Proof. This is part of Theorem 8.2 of [20] .
We will use L to denote the Galois closure of K. Let G denote the Galois group of L/Q, which is isomorphic to the dihedral group of order 8.
Lemma 11. Let K be a quartic CM field and K * its reflex field. Let p be a prime that splits in K as (p) = P 1 P 2 P 2 3 , for some prime ideals P i . Then (p) = S 2 in K * 0 (the real quadratic subfield of K * ) and S splits in K * /K * 0 . Proof. Let P be a prime of L lying over P 1 . As P splits in K 0 /Q, its decomposition group D P contains Gal(L/K), but as P does not split completely in L, we find that D P is equal to Gal(L/K). As there is ramification and the inertia group I P is contained in D P , it must also be equal to Gal(L/K). As K * is one of the non-conjugate non-normal degree 4 fields in L, this implies that P ramifies in K * 0 /Q and splits in K * /K * 0 .
⊓ ⊔
Next we prove a lemma relating the invariants and p. Assume that H 1 (x) has only roots of multiplicity 1. Recall that Q(j 1 , j 2 , j 3 ) = Q(j 1 ) as we explained in Section 3.
Lemma 12. Let K be a quartic CM field and K * its reflex field. Let p be a prime that splits in K as (p) = P 1 P 2 P 2 3 , for some prime ideals P i . Let E = Q(j 1 ). Then any prime of E lying over p has ramification index 2.
Proof. By Figure 1 , we know that K * (j 1 ) is unramified over K * and hence by Lemma 11 over K * 0 . In particular, the subfield E is also unramified over K * 0 . By Lemma 11, (p 
We call a prime p ∈ Z ok for a monic irreducible polynomial F ∈ Q[x] if there exists a positive rational number a such that ord p a = 0, G = F (ax) is in Z [x] , and the index of Z[x]/(G) in its normal closure is coprime to p. We call a prime p ∈ Z ok for an arbitrary polynomial F ∈ Q[x] if p is ok for every monic irreducible factor of F and ord p b = 0 for the leading coefficient b of F .
Corollary 13. Let K be a quartic CM field and K * its reflex field. If a prime p splits in K as (p) = P 1 P 2 P 2 3 , for some prime ideals P i , and p is ok for H 1 , then H 1 mod p is a square.
Proof. Let F be an irreducible factor of H 1 (x) in Z[x] ; we prove that G (as in the definition of 'ok') is a square modulo p. By Theorem 10, it suffices to prove that (p) factorizes into prime ideals with even powers in E = Q(j 1 ), where w.l.o.g. j 1 is a root of F (x). This follows from Lemma 12.
⊓ ⊔ Corollary 14. Let K be a quartic CM field and K * its reflex field. If a prime p splits in K as (p) = P 1 P 2 P 2 3 , for some prime ideals P i , then all roots of H 1 (x) mod p in F p have multiplicity greater than 1.
Proof. As the CM curves have good reduction, there exist positive integers d and a such that dH 1 (ax) is monic in Z[x] and ord p d = ord p a = 0. Let F be a monic irreducible factor of dH 1 (ax) in Z[x]; we prove that F mod p has only roots of multiplicity at least 2. By Theorem 10, it suffices to prove that (p) factorizes into ramified prime ideals in E = Q(j 1 ), where w.l.o.g. j 1 is a root of F (x). This follows from Lemma 12.
⊓ ⊔ Remark 15. The above is not specific for the invariant j 1 , it will hold for any rational function in j 1 , j 2 , j 3 .
We now proceed to obtain even more information about the factorization of H 1 (x) modulo p.
Lemma 16. If K as above contains a Weil p-number (recall p is prime), then any prime R of K * 0 lying over p splits completely in E * = EK * .
Proof. The main theorem of complex multiplication states that E * is an unramified abelian extension of K * . Class field theory tells us that the decomposition group of a prime lying over R in E * /K * is the subgroup of the class group generated by the class of R. In particular, it suffices to prove that R is in H 0 , where H 0 is the subgroup corresponding to the extension E * /K * . This will imply that the decomposition group is trivial.
If K contains a Weil p-number π, then (π) = P a 1 P b 2 P c 3 and as P 1 = P 2 , P 3 = P 3 and ππ = p, we find a + b = 1, c = 1, so without loss of generality, P 1 P 3 and P 2 P 3 are principal and generated by π and π. By [7] , H 0 consists of those ideals of K * whose type norm for the reflex type is principal. The type norm of R is either P 1 P 3 or P 2 P 3 , hence R is in H 0 . ⊓ ⊔ Corollary 17. Let K be a quartic CM field. Let the characteristic polynomial of Frobenius used to generate K be f (t) = t 4 + a 1 t 3 + a 2 t 2 + a 1 pt + p 2 for integers a 1 , a 2 and a prime p that splits in O K as (p) = P 1 P 2 P 2 3 for some prime ideals
2 where the α i are distinct elements of F p .
Proof. We know that p ramifies as S 2 in K * 0 /Q and then S splits in K * /K * 0 by Lemma 11. By Lemma 16, the resulting two primes lying over S split completely in E * /K * . In particular, any prime of E lying over p has residue field degree 1. By Theorem 10, this implies that every irreducible factor of H 1 (x) splits into linear factors when reduced mod p, and H 1 (x) has the form stated.
⊓ ⊔ Adapting G i or H i to the case where p ramifies in K * 0 is not that hard. First of all, we can factor H 1 in K * 0 [x] and get an irreducible factor f ∈ K * 0 [x]. As there is no more ramification of p in E/K * 0 , this polynomial modulo the unique prime S of K * 0 over p has no roots of higher multiplicity (assuming of course that p does not divide the index of Z[j 1 ] in the ring of integers of its field of fractions).
If one works with G i , then simply replacing G i by its remainder R i ∈ K * 0 [x] upon division by f solves the problem. Indeed, R i is the Lagrange interpolation when only zeroes j 1 of f are considered, because for them we have
If one works with H i , then a similar argument shows that it suffices to replace H 1 by a K * 0 [x]-irreducible factor f and H i by the unique polynomial S i of degree at most deg(f ) − 1 which is equivalent modulo f to
Unlike the previous section, this case presents no obstruction, and the CM method used in for ordinary curves can be applied directly. We proceed to prove this. Continue the notation from the previous section.
Lemma 18. Let K be a quartic CM field and K * its reflex field. Let p be a prime that splits in K as (p) = P 1 P 2 P 3 , for some prime ideals P i . Then (p) is inert in K * 0 and splits in K * /K * 0 .
Proof. Completely the same as the proof of Lemma 12, except that this time the inertia group is trivial and primes are inert where they ramified in the other case. See also the proof of Theorem 3.5 (3) in [6] . ⊓ ⊔ Corollary 19. Let K be a quartic CM field and K * its reflex field. If a prime p splits in K as (p) = P 1 P 2 P 3 , for some prime ideals P i , and p is ok for H 1 , then all roots of H 1 (x) mod p are distinct.
Proof. By Figure 1 , we know that K * (j 1 ) is unramified over K * , and hence by Lemma 18 over Q. In particular, the subfield Q(j 1 ) is also unramified over Q.
Let F (x) be an irreducible factor of H 1 (x) in Z[x]; we prove that F (x) is separable mod p. By Theorem 10, it suffices to prove that (p) does not ramify in E = Q(j 1 ), where w.l.o.g. j 1 is a root of F (x). This follows from Lemma 12. ⊓ ⊔ Lemma 20. If K as above contains a Weil p 2 -number (recall p is prime) corresponding to a p-rank 1 abelian surface, then the unique prime R of K 0 lying over p splits completely in E * = EK * .
Proof. We follow the proof of Lemma 16. This time, K contains a Weil p 2 -number π, so (π) = P a 1 P b 2 P c 3 . As P 1 = P 2 , P 3 = P 3 and ππ = p, we find a + b = 2, c = 1. If a = b = 1, then End k (A π ) has order 2 in the Brauer group of Q(π) and we don't have p-rank 1, so without loss of generality, P 2 1 P 3 and P 2 2 P 3 are principal and generated by π and π. The type norm of R is either P 2 1 P 3 or P 2 2 P 3 , hence R is in H 0 .
⊓ ⊔ Corollary 21. Let K be a quartic CM field. Let the characteristic polynomial of Frobenius used to generate K be f (t) = t 4 + a 1 t 3 + a 2 t 2 + a 1 pt + p 2 for integers a 1 , a 2 and a prime p that splits in O K as (p) = P 1 P 2 P 3 for some prime ideals P i in K. If p is ok for H 1 , then H 1 (x) mod p has the form h i=1 g i where the g i are distinct irreducible polynomials of degree 2 over F p .
Proof. We know that p is inert in K * 0 /Q . By Lemma 20, it then splits completely in Q(j 1 ). By Theorem 10, this implies that every irreducible factor of H 1 (x) splits into distinct irreducible quadratic factors when reduced mod p, and H 1 (x) has the form stated.
⊓ ⊔ Remark 22. The same argument works in the ordinary case since p is unramified everywhere, and shows that H 1 (x) has distinct roots modulo p.
Conclusion
In this paper we have presented algorithms to construct genus 2 curves of p-rank 1, using the complex multiplication (CM) method. We have demonstrated that it is possible to efficiently construct curves such that their Jacobian has a prime number of rational points over the ground field. These curves might be useful for cryptographic purposes, and we have given examples for certain bitsizes of the Jacobian group order, suitable for different security levels. Further, our method can be used to construct p-rank 1 curves with a prescribed small embedding degree. We have discussed the CM method and the modulo p reduction of class polynomials in the case of p-rank 1. Our algorithms show, that for genus 2, constructing p-rank 1 curves is as easy as constructing ordinary curves.
