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Résumé
La notion de décomposition arborescente est un sujet
important pour l’étude et la résolution de problèmes
NP-difficiles en intelligence artificielle, et notamment
en programmation par contraintes. D’un point de vue
théorique, son exploitation, dans le cadre général des
modèles graphiques (réseaux bayésiens, CSP (pondérés),
. . .), a conduit, sous certaines hypothèses, à la définition
d’algorithmes de résolution polynomiaux. Par ailleurs, ces
dernières années, des solveurs l’exploitant ont fait montre
de leur intérêt pratique pour la résolution de problèmes
de décision, d’optimisation ou de comptage.
Dans cet article, nous nous intéressons aux décompo-
sitions arborescentes optimales et à leur intérêt pratique
pour la résolution d’instances CSP. La motivation de ce
travail est double. D’une part, des progrès considérables
ont été accomplis au niveau des méthodes calculant de
telles décompositions, rendant envisageable leur exploi-
tation pratique. D’autre part, la complexité temporelle
des méthodes de résolution exploitant une décomposi-
tion arborescente est directement liée à la largeur de la
décomposition employée et donc employer une décom-
position optimale permet théoriquement de minimiser
cette complexité. Nous évaluons d’abord la capacité des
méthodes calculant des décompositions optimales à dé-
composer des instances CSP avant de mesurer l’apport
de ces décompositions optimales au niveau de l’efficacité
de la résolution.
Ce papier est un résumé de [2].
1 Contexte
Une instance CSP (pour Problème de Satisfaction
de Contraintes) est définie par la donnée d’un triplet
(X, D, C), où X = {x1, . . . , xn} est un ensemble de n
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variables, D = {dx1 , . . . , dxn} est un ensemble de do-
maines finis de taille au plus d, et C = {c1, . . . , ce} est
un ensemble de e contraintes. Chaque contrainte ci est
un couple (S(ci), R(ci)), où S(ci) = {xi1 , . . . , xik} ⊆ X
définit la portée de ci, et R(ci) ⊆ dxi1 × · · · × dxik est
une relation de compatibilité. La structure d’une ins-
tance CSP est donnée par un hypergraphe, appelé
hypergraphe de contraintes, dont les sommets corres-
pondent aux variables et les arêtes aux portées des
contraintes. Une affectation d’un sous-ensemble de X
est dite cohérente si toutes les contraintes portant sur
ce sous-ensemble sont satisfaites. Une solution est une
affectation cohérente de toutes les variables.
Déterminer si une instance CSP possède une so-
lution est un problème NP-complet. Il en découle
que les algorithmes de résolution habituellement em-
ployés ont une complexité en O(exp(n)). Toutefois,
certains algorithmes, comme BTD [3], sont capables
de fournir de meilleures bornes de complexité tem-
porelle en exploitant une décomposition arborescente
[4] de l’hypergraphe de contraintes pour identifier des
sous-problèmes indépendants.
Définition 1 Une décomposition arborescente d’un
graphe G = (X, C) est un couple (E, T ) où T = (I, F )
est un arbre (I est un ensemble de nœuds et F un
ensemble d’arêtes) et E = {Ei : i ∈ I} une famille de
sous-ensembles de X, telle que chaque sous-ensemble
(appelé cluster) Ei est un nœud de T et vérifie : (i)
∪i∈IEi = X, (ii) pour chaque arête {x, y} ∈ C, il existe
i ∈ I avec {x, y} ⊆ Ei, et (iii) pour tout i, j, k ∈ I,
si k est sur un chemin de i à j dans T , alors Ei ∩
Ej ⊆ Ek. La largeur d’une décomposition est égale
à maxi∈I |Ei| − 1. La largeur arborescente dite tree-
width w∗ de G est la largeur minimale pour toutes les
décompositions arborescentes de G.
Leur complexité temporelle peut alors s’exprimer en
O(exp(w)), avec w la largeur de la décomposition ar-
borescente employée (w < n), pour une complexité
spatiale en O(exp(s)), avec s la taille de la plus grande
intersection entre deux clusters (s ≤ w). D’un point de
vue théorique, elle semble d’autant plus intéressante
que w est proche de w∗ et, à ce titre, le calcul d’une
décomposition arborescente de petite largeur paraît
constituer une étape importante en vue de la résolu-
tion efficace d’instances CSP.
2 Calculs de décompositions
De nombreuses méthodes de calculs de décompo-
sitions arborescentes ont été proposées dans la litté-
rature. Nous pouvons les diviser en trois catégories :
les méthodes exactes, les méthodes approchées et les
méthodes heuristiques. Les méthodes exactes ont pour
objectif de calculer des décompositions optimales (c’est-
à-dire dont la largeur est w∗). Ce problème étant NP-
difficile, elles ont une complexité en temps exponen-
tielle, rendant généralement trop coûteuse leur utilisa-
tion. Toutefois, des progrès considérables ont été réali-
sés dans le cadre du défi PACE [1], rendant désormais
possible la décomposition de graphes ayant plusieurs
centaines de sommets contre quelques dizaines précé-
demment. Les méthodes approchées, elles, fournissent
des garanties sur la qualité de la largeur obtenue. Mal-
heureusement, à l’heure actuelle, elles s’avèrent trop
coûteuses en temps, surtout vis-à-vis de la qualité des
décompositions calculées. Enfin, les méthodes heuris-
tiques permettent de calculer rapidement des décom-
positions arborescentes, mais n’offrent aucune garantie
sur la qualité de la largeur obtenue.
3 Résultats expérimentaux
Nous comparons les méthodes exactes larisch, ta-
maki et bannach [1] à des méthodes heuristiques avec,
d’une part, Min-Fill et MCS (qui visent à minimiser la
largeur) et, d’autre part, Connected et Small-sep (dont
l’objectif est de calculer des décompositions adaptées à
la résolution d’instances CSP). Pour cela, nous avons
considéré 7 597 instances CSP au format XCSP3.
Du point de vue de la capacité à décomposer, les
méthodes heuristiques parviennent à décomposer qua-
siment toutes les instances. Si les méthodes exactes ne
font pas aussi bien dans le temps imparti (1 800 s par
instance), elles réussissent tout de même à décompo-
ser au moins 75 % des instances. De plus, grâce aux
largeurs optimales ainsi calculées, nous avons pu éta-
blir que Min-Fill produit des décompositions dont la
largeur est souvent proche de l’optimum.
Maintenant, si nous nous intéressons à l’efficacité de
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Figure 1 – Nombre cumulé d’instances résolues.
la résolution avec un algorithme comme BTD (figure
1), nous pouvons à nouveau constater que les méthodes
heuristiques conduisent à obtenir de meilleurs résultats.
Au niveau de ces heuristiques, Connected et Small-
sep permettent à BTD de résoudre plus d’instances
qu’avec Min-Fill ou MCS. Une des explications réside
dans la valeur du paramètre s. En effet, nous avons pu
observer que, pour Min-Fill et MCS comme pour les
méthodes exactes, la valeur de s est souvent proche,
voire égale, de la largeur de la décomposition calculée.
Si nous considérons uniquement les temps de résolution
(c’est-à-dire sans compter le temps de décomposition),
l’emploi de décompositions optimales peut se révéler
pertinent pour certaines instances. Par contre, si nous
prenons en considération le temps total, le calcul de
décompositions optimales reste souvent encore trop
coûteux pour permettre une résolution d’instances CSP
efficace.
4 Conclusion
Contrairement à ce que peut laisser penser la théo-
rie, l’emploi d’une décomposition optimale n’est pas
le gage d’une résolution d’instances CSP plus efficace.
Différents paramètres influent sur l’efficacité de la réso-
lution, la largeur de la décomposition employée n’étant
que l’un d’eux. Il est à noter que nous avons réalisé des
observations similaires dans le cadre de la résolution
d’instances WCSP ou du problème #CSP.
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