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The initial value problem on [-R, R] is considered: 
u,(t, x) = u,,(t, 4 + u(t, x)Y 
u(t, kR) = 0 
NO, x) = co(X)> 
where v, > 0 and y is a fixed large number. It is known that for some initial values q 
the solution u(t, x) exists only up to some finite time T, and that IJu(t, .)I[, --t co as 
t + T. For the specific initial value cp = k~, where w > 0, wXx + y/Y= 0, v(Q) = 0, 
k is sufficiently large, it is shown that if x # 0, then lim,,,u(t, x) and lim,,,u,(t, x) 
exist and are finite. In other words, blow-up occurs only at the point x = 0. 
0 1984 Academic Reas. Inc. 
1. INTRODUCTION 
Blow-up of solutions of nonlinear evoluation equations has been the object 
of continued investigation over the past several years. In particular, 
semilinear wave, SchrGdinger, and heat equations with nonlinear terms of 
polynomial growth have received considerable attention. The reference list 
contains a representative sample of recent and current work on this subject. 
Additional references are contained in these works. 
Many of the results on blow-up have the following form. For a particular 
equation (or type of equation) one identifies a class of initial values u, for 
which the maximum existence time T of a solution u(t) with initial value cp is 
finite. Then one shows that u(t) blows-up in some appropriate sense as t -+ T. 
As pointed out by Ball [ 1,2], these two problems are indeed distinct. 
In this paper we study the initial value problem 
q(t, x) = &-(6 x) + u(t, x)’ 
u(t, fR)=O (1.1) 
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where x E [-R, R], t 2 0, and y > 1 is a fixed parameter. This initial value 
problem is (formally) equivalent o the integral equation 
u(t) = efAcp +i,’ e(t-s)Au(s)yds, (1.2) 
where u(t) = u(t, .) and A = (d/dx)* with homogeneous Dirichlet boundary 
conditions on [-R, R 1. The nonlinear function F(u) = 1 u IY- ’ u is locally 
Lipschitz on C,([-R, R]), the continuous functions vanishing at fR; and so 
by a standard contraction mapping argument, if (p is a nonnegative function 
in C,([-R, RI), there is a unique nonnegative local solution u(t) of the 
integral equation (1.2). This solution can be continued to a maximal solution 
u: [0, T) -+ C,( [-R, RI). I n other words, T is the existence time of the 
maximal solution of (1.2) with initial value p. It is well known [l, 10, 191 
that for any nontrivial w > 0, if v, = kv for sufficiently large k > 0, then 
T < co. In this case, it is also well known [ 141 that Ilu(t, .)I/, + co as t -+ T. 
In fact, work of the author [ 191 shows that if p > 1 and p > (y - 1)/2, then 
IIu(t)llp+ co as t+ T. 
This information is far from giving a complete picture of the spatial 
function u(t, .) as t -+ T. There are two natural questions to ask. First, if 
l<P<(Y-I)/29 what is the behavior of Ilu(t) as t + Z? Also, does 
u(t, x) -+ co as t + T for all x E (-R, R); or is blow-up restricted to a smaller 
interval, perhaps just a point? These questions are clearly related. The 
purpose of this paper is to answer the second question for a special class of 
initial values. 
THEOREM 1. Let v: [-R, R] + [0, CQ) be the C* solution of the 
stationary problem 
0 = v,,(x) + v(x)’ 
0 = v(*R) 
0 < v(x)9 -R <x<R. 
Let p = kv, where k > 1 is chosen so that the maximal solution u(t) of the 
integral equation (1.2) hasjXte existence time T. If y > 2 and is sufJiciently 
large, then lim,,, u(t, x) and lim I.+T u,(t, x) exist and areflnite for all x # 0. 
In other words, blow-up occurs only at the point x = 0. 
We remark that the condition y > 2 enters into the proof of Theorem 1 for 
two crucial estimates, in the proof of Proposition 6.4 and in the analysis of 
formula (7.10) below. The condition that y be large is used to prove that 
u(t, x) is sufficiently regular (see Section 3). Also, the particular choice of 
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a, = ky is used in three ways. First, such a v, is sufficiently regular. (See near 
the end of Section 3.) Also, this choice of v, guarantees that the initial data 
for the initial value problems (1.1) and (4.3) are nonnegative, symmetric, 
and radially decreasing. (See the proof of Proposition 4.1 and the analysis of 
formula (7. lo).) Finally, this particular cp guarantees that ~(0, x) > 0, where 
z(t, x) is defined by (5.1). Any rp meeting these conditions would still allow 
Theorem 1 to be true. It would, of course, be interesting to prove Theorem 1 
under less restrictive hypotheses on y and VI. 
Unfortunately, I have not as yet been able to answer the first question 
raised just before the statement of Theorem 1. I conjecture that if 1 < p < 
(Y- W9 then IIWllp remains bounded as 1+ T. Furthermore, if one sets 
u(T, x) = lim,,, u(t, x) for x # 0, I conjecture that u(T, x),- C 1x1 -2'(y-1) for 
x near 0. 
One way to understand Theorem 1 and the related conjectures is by 
comparison with the initial value problem 
u& x) = u(t, x)’ 
u(t, fR) = 0 
@4 x> = (P(x). 
(1.3) 
One can solve this problem explicitly. Suppose v, satisfies 
(a) u,>O, 
@I v, E Cd--R, RI), 
(c) q(O) is a strict global maximum, 
(d) rp is C* near x = 0 and q,,(O) # 0. 
For the corresponding solution u(t, x) of (1.3) one can calculate directly that 
(a> lim,,, u(t, 0) = co for some finite T, 
(b) lim,+, u(t, x) < co for all x f 0, 
(c) if 1 < p < (y - 1)/2,[[ u(t) &, remains bounded as t + T, 
(d) u(T, x) - C IxI-~‘(~-~) for x near 0. 
Roughly speaking, to say that the existence time T is finite for a solution of 
(1.1) is to say that the nonlinear term UY becomes more important than the 
diffusion term in determining the behavior of the solution. Theorem 1 rein- 
forces this intuitive connection between (1.-l) and (1.3) near bloti-up. 
Verification of the conjectures would further reinforce it. 
The following result gives some additional information about the behavior 
of u(t, x) as t + T. 
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THEOREM 2. Under the hypotheses of Theorem 1: 
(a) Let the energy E(t) be defined b) 
u(t, x) y+l dx. 
Then E(t)+ --co as t+ T. 
(b) For all x # 0, V(x) = lim 1+T q(t, x) exists and is finite. Let U(x) = 
lim,,, u(t, x). Then ti E C2([-R, 0) U (0, RI), ZJ E C([-R, 0) U (0, RI), and 
B = U;, + Uy. Furthermore, for all x # 0, U;(x) = liml+T u,(t, x) and z&,(x) = 
lim t-tr- %x(t, xl- 
The proofs of Theorem 1 and 2 involve some.technical calculations. As an 
aid to the reader, in the next section we’ present a summary of the proof of 
Theorem 1, and in the subsequent sections we carry out the detailed 
arguments. The proof of Theorem 2 is in the final section. 
Throughout the rest of this paper w, o, u(t, x), u(t) = u(t, .), k, y, and T are 
as in the statement of Theorem 1. 
2. SUMMARY OF PROOF OF THEOREM 1 
The first step in the proof,of Theorem 1 is regularity. Given a positive 
integer M, we show (Section 3) that for large enough y, u(t, x) is of class Cm 
on [0, T) x [-R, R] and satisfies the initial value problem (1.1). This 
permits us to differentiate the first equation in (1.1) as often as we like. 
The next step (Section 4) is to make some preliminary observations about 
the shape.of u(t) and u,(t). Since a, is nonnegative, symmetric, and radially 
nonincreasing, the integral equation (1.2) implies that u(t) has these same 
properties. A similar argument shows the same for q(t). In particular, since 
q(t) 2 0, lim,,, u(t, x) always exists, but might be infinite. Similarly, lim,,, 
u,(t, x) always exists, but might be infinite (positive or negative). 
The first major technical result is that (uJuql > 0 on [0, 7’) X (-R, R). To 
prove this (Section 5), we write (aJay), = z/uy, where z = u,, - yuf/u. Then 
we show that z(t, x) satisfies a certain initial value problem, and therefore the 
corresponding variation of parameters integral equation. It turns out that this 
integral equation is positively preserving and that ~(0, x) > 0. Thus 
z(t, x) > 0 throughout he trajectory. 
Since u~z.$‘= u,,..uy + 1, it follows that (u,../u~~ > 0. In particular, if 
u,,(tO, x) > 0 for some t,, then u,,(t, x) > 0 for t, < t < T. In other words, 
regions of convexity are preserved in time. (Note that ~(0, x) = q(x) is 
everywhere concave.) 
We finish the proof of Theorem 1 in two more steps. In Section 6 we show 
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that if ~~~(t,,, a) > 0 for some cz E (0, R) and t, E (0, T), then the desired 
limits are indeed finite if a < x < R (and by symmetry if -R < x < -a). 
Finally, in Section 7 we show there is no fixed neighborhood of x = 0 on 
which u,,(t, x) < 0 for all t E [0, 7’). Thus, the result of Section 6 encom- 
passes all x # 0. 
3. REGULARITY 
The purpose of this section is to show that for any fixed positive integer 
m, if y > 1 is large enough, then 
u(t, x) E Cm@, T); W”?) = C”([O, r) x L-R, RI). 
This implies that u(t, x) satisfies (1.1) and allows us to differentiate u(t, x) as 
many times as we need. (Choose m larger than the number of derivatives we 
use.) 
The first step is carefully to identify the semigroup erA on C,([-R, RI). 
First, on L’([-R, RI), A = (d/dx)* with D,(d) = {u E L* : U, U, absolutely 
continuous, u,, E L*, u(kR) = 0) is a self-adjoint operator and generates a
contraction semigroup. It is well known that IIetAuIIP < IIuI(, for all 
u E Lpr) L*, 1 <p< co; and so etA is uniformly bounded on C,([-R, RI). 
Furthermore, et’ is a C, semigroup on D,(d) with its graph norm, which is 
continuously and densely embedded in C,([-R, RI). Thus etA is a C, 
semigroup on C,([-R, RI). The graph of the generator d in C,([-R, R]) is 
simply the restriction of the graph of the generator in L*. Thus, the domain 
of d as the generator of etA in C,([-R, R]) is 
D(d) = {u E C,([-R, R])n C*([-R, RI): u,, E C,([-R, RI)}. 
Therefore 
D(d”) = {u E C*“([-R, RI): (d/dx)*ju E C,([-R, RI), 0 <j< n}. 
D(d”) is a closed subspace of C*“([-R, RI), but not a subalgebra. 
Now letf: R+ R bef(s)= IsIY-is and F(u)(x)=f(u(x))= lu(x)l’-‘u(x). 
We wish to determine when F: &I”)+ D(d”) is of class C”. If 0 < j < y, 
then f E C’(R). For such j, let Fj(u)(x) =f”‘(~(x)). As a j-linear operator 
@F(u) is given by 
DjF(u)(v 1,..., uj)= Fj(u)v, ... vj. 
F will be of class Cm on D(d”) precisely when D”F(u) is a bounded m-linear 
operator on D(d”), varying continuously with u in D(d”). This certainly 
happens if y > 2n + m. Indeed, in this case F,(u) E C*“([--R, R]) since 
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ftrn) E C*“(R) and u E C’“([-R, RI). Furthermore, all the derivatives 
(d/dxy’F,(u) = (d/dx)‘f’“‘(u(x)), 0 < j Q 2n, contain 1 ~(x)]~-*~-~ as a 
factor. Consequently, for 0 < j < 2n, (d/dx)j(F,(u)u, ... v,) also has 
l4x)l - - Y 2n m as a factor, and so will vanish at *R. Thus, if u E D(d”), 
LVF(u) is a bounded m-linear operator on D(d”). Continuous dependence 
on u follows from the factor of ]u(x)JY-*~-~ which appears in all the 
derivatives of F,,,(U). Therefore, if y > 2n + m, then F: D(d”) + D(d”) is of 
class C”. 
For notational convenience let X, = &I”). We consider the integral 
equation (1.2) on the Banach space X,,. It follows from Theorem 3 in Segal 
[14] that if 
(4 F:Xft+j+Xn+j is of class Cm, 0 < j < m, 
(b) v EXn+m, 
then the corresponding solution of (1.2) is in Cm([O, 7’); X,). From our 
previous remarks, we see that (a) holds if y > 2n + 3m; and from the 
definition of rp = kty, we see that (b) holds if y > 12 t m. Putting this 
altogether, we see that if y > 5m, then 
u(t,x)E Cm([O, r>;X,,J~Cm([O, T> x [-&RI). 
This establishes the desired regularity. No claim is made that y > 5m is the 
lowest possible choice in terms of m. 
4. PRELIMINARY OBSERVATIONS 
In this section we collect some preliminary information about u(t, x). For 
convenience, we introduce the following notation, which will be used 
throughout he paper: 
v(t, x) = U& x> (4.1) 
w(t, x) = v&9 x) = U,,(4 x)9 (4.2) 
with v(t) = v(t, .) and w(t) = w(t, s). It is straightforward to verify that u and 
w, respectively, satisfy the following initial value problems: 
ut = u,, + yuy-‘u 
u(t, fR) = 0 (4.3) 
~(0, x) = (ky- k) y(x)’ 
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and 
w,=w,,+yuy-‘w+y(y-l)uy-2u2 
w(t, fR) = 0 
w(0, x) = y(kY- k)(kY-’ - 1) ly(x)2y-1 
+ Y(Y - 1 WY - k) v4x>‘-‘v,(-4’. 
(4.4) 
PROPOSITION 4.1 For each t E [0, T), u(t, a) and v(t, .) are nonnegutiue, 
symmetric, radially nonincreasing functions on [-R, R 1. Furthermore, 
(a) u>Oundv>Oon [O,T)x(-R,R); 
(b) u,(t,fR)#OforO<t<T,undu,(t,+R)#OforO<t<T; 
(c) z&t, +R) = vxx(t, fR) = w,,(t, fR) = 0,O < t < T. 
ProoJ: Note first that if J [-R, R] + R is a nonnegative, symmetric, 
radially nonincreasing function, then so is etAf: (The only nonobvious part is 
that efAf is radially nonincreasing. This follows from applying the maximum 
principle to (e’Af)x on [0, ZJ x [0, RI.) Now u(t) = lim,,, u”(t), where 
u,(t) = efAfp 
u,, l(t) = efA yl + 1’ e(r-s)A u,(s)Yds. 
Since (p is nonnegative, symmetric, and radially nonincreasing, it follows by 
induction that each u”(t) has these properties as a function of x; and 
therefore so must u(t). 
The same reasoning applies to u(t). We need only observe that ~(0, x) is 
nonnegative, symmetric, and radially nondecreasing, and that u(t) satisfies 
the variation of parameters integral equation corresponding to (4.3), 
analogous to (1.2). 
By the strong maximum principle for the heat equation (Protter and Wein- 
berger [ 13, Theorem 3, p. 170]), e”(p and e”(v(0)) are positive on (-R, R) 
and have nonvanishing derivative at x = fR when t > 0. Furthermore, by 
(1.2) and the analogous equation for u(t), u(t) 2 e”p and u(t) > e’“(v(0)). 
This establishes (a) and (b) for 0 < t < T. For t = 0, one simply notes that 
w(x) > 0 for x E (-R, R) and vx(fR) # 0. (&/2 + vy+‘/y + 1 has zero 
derivative, and so must be constant. Thus v.JfR) # 0.) Note that 
u,(t, kR) # 0 also follows since u,(O, R) # 0, uf(t, fR) = 0, and uf(t, x) > 0 
for x E (-R, R). 
To prove (c) we argue as follows. Since u(t, fR) = 0, it must be that 
uf(t, fR) = 0. Thus, from the first equation in (1.1) we get u,.(t, fR) = 0. 
That uxx(t, &R) = 0 and w.Jt, fR) = 0 follow similarly from (4.3) and 
(4.4). 
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Remark. Since w, < 0 for Ix I< R, v/x can equal 0 only at x = 0. Thus, 
v, is strictly radially decreasing. This fact will be used crucially in the 
analysis of Eq. (7.10) below. 
COROLLARY 4.2 lim,,, u(t,x) and lim,,,u,(t,x) exist for all 
x E [-R, R], but are possibly inj%zite. 
ProoJ: ut(t, x) = v(t, x) > 0; and uxt(t, x) = u,(t, x) has the sign opposite 
of x. 
COROLLARY 4.3. (y- l)u(t,O)Y-‘~(T-~)-‘,forO~t< T. 
Proof: Since u(t, x) is nonnegative, symmetric, and radially nonin- 
creasing, u(t, 0) is a global maximum on [-R, R]. Thus u,,(t, 0) < 0; and so 
at(t, 0) < u(t, 0)Y throughout he trajectory. Thus 
i 
1 1 --. 
1 y-l u(t,O)Y-r I 
Q 1. 
Furthermore, u(t, 0) + co as t -+ T since we know II~(t)ll, --t 03 as t-+ T. The 
corollary now follows by integrating (4.5) from t to T. 
COROLLARY 4.4. u,(t, x)*/2 < u(t, O)yt’/(y + 1) for 0 < t < T and 
-RQx<R. 




1 Y+l x 
= u,u,, + uyu, = u,u, < 0, 
since u, > 0 and U, < 0. The result follows by integrating (4.6) from 0 to x. 
COROLLARY 4.5. For each t, 0 < t < T, there is an E > 0 such that 
u,,(t, x) > Ofor x E (-R, -R + E) U (R - E, R). 
Proof: By (1. l), I’Hopital’s rule, and Proposition 4.1 (b), 
* %&x) 
.zR u(t, x)’ 
+ 1= lim 44 x) 
x+fR U(t, X)’ 
= lim VA x) 
x-&R J’U(t, X)‘-’ U,(t, X) 
= al. 
Remark. At this point we de not have any information about the depen- 
dence of E on t. It will follow from Corollary 5.6 in the next section that E is 
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a nondecreasing function of t. Also, note that ~(0, x) = o(x) is concave 
everywhere on (-R, R). 
5. PRESERVATION OF CONVEXITY 
PROPOSITION 5.1. (u@)t > 0 on [O, q x (-R, R), and (ut/uq, > 0 on 
(0, T> x (-&RI. 
Proof: (uJu~)~ = z/uy, where 
z(t, x) = w(t, x) - yv(t, 4’U(G x> * (5.1) 
Since ~(t, x) > 0 for -R < x < R and u,(t, fR) # 0, it follows that z(t, .) E 
C,([-R, R]) for 0 < t < T. Moreover, we claim that z satisfies the following 
initial value problem: 
z(t, +R) = 0 (5.2b) 
z(0, x) = y(y - l)(kY- k) a’-” l&(x)‘. (5.2~) 
We have just seen that (5.2b) holds. Equation (5.2~) follows by substituting 
~(0, x), ~(0, x), and ~(0, x) into (5.1). 
To verify (5.2a), at least for x E (-R, R), use (5.1) and treat U, v, and w 
as functions related to each other on/y through the initial value problems 
(l.l), (4.3), and (4.4): do not use (4.1) or (4.2). More precisely, differentiate 
(5.1) with respect to t, and use the first lines of (l.l), (4.3), and (4.4) to 
eliminate u,, v,, and wt from the right-hand side. This gives zt in terms of 
U, v, and w and their various first and second x-derivatives. Finally, compute 
z,, by differentiating (5.1) twice with respect o x, and subtract he resulting 
expression from the previous expression for zI. This confirms (5.2a). Admit- 
tedly, these calculations are somewhat edious, albeit straightforward. 
Next, we wish to show that each term on the right-hand side of (5.2a) is in 
W, 7% W-R, RI)), and therefore that z E C’([O, 7); C,([-R, RI)). To 
this effect, we use the following lemma. 
LEMMA 5.2 v/u and (v/u), are continuous on [0, T) X [-R, R], 
Proof. We prove continuity on [0, T,] x [-R, R] for arbitrary T,, < T. 
For all E > 0, v/u is continuous on [0, T,,] x [-R + E, R - E]; and so we 
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need only show continuity on [0, T,] x [R - E, R] for small E > 0. (By 
symmetry, continuity at x = -R follows.) Since u(t, R) = u(t, R) = 0, 
~(64 (R - x)- ’ 1: ox@, v) @ 
u(t,= (R-x)-‘~R,u,(c,y)dy’ (5.3) 
Both the numerator and denominator of the right-hand side of (5.3) are 
continuous on [0, r,,] x [R - a, R]. Since u,(t, R) # 0, the denominator is 
never 0 on [0, T,,] x [R - E, R] for small enough E > 0. For such E, u/u must 
therefore be continuous on [0, T,] x [R - E, R]. 
Turning now to 
V 
( 1 
uv, - vu, 
- = 
u x uz ’ 
we again need only prove continuity on [0, rO] x [R - E, R] for small 
enough E > 0. Since at x = R, for all f E [0, T,,], 
uu,-z.ux=o 
(uu, - vu,), = 0 
u2 =o 
it follows that 
w, = 0, 
uv, - vu, 
U2 
= CR - xl-’ I: St w, - ~u,),(~, 0 & 4J 
(R-x)-*I~I~(U2),,(t,r)drdy * 
(5.4) 
Both the numerator and denominator of the right-hand side of (5.4) are 
continuous on [0, T,,] x [R - E, R]. Since uX(t, R) # 0 and u(t, R) = 0, the 
denominator is never 0 on [0, T,,] X [R - E, R] for small enough E > 0. For 
such E, (u/u), must therefore be continuous on [0, T,,] X [R - E, R]. 
Completion of proof of Proposition 5.1. Since v/u is continuous on 
[0, 7) x [-I?, R], it follows that z = w - yu*/u is in C([O, 7); C,([-R, RI)). 
Next, by (5.1) 
I-+$(~~-~)‘=~~~-zP,,(~) +yuxx(+)*. (5.5) 
Since u/u is continuous on [0, 7’) x [-R, R] and (Proposition 4.1 (c)) wXX, 
V XX, and u,, are all in C([O, 7); C,([-R, RI)), the right-hand side of (5.5) 
must also be in C([O, T); C,([-R, RI)). Furthermore 





By the lemma, it follows that the right-hand side of (5.6b) is continuous on 
[0, 7’) x [-R, R]. L’HBpital’s rule implies that the right-hand side of (5.6a) 
approaches 0 as x + +R. Thus 
and consequently also z,, are in C([O, T); C,([-R, RI)). 
We therefore know that z(t) is a C’ curve in C,([-R, R]) satisfying the 
initial value problem (5.2a), (5.2b), (5.2c), and that each term on the right- 
hand side of (5.2a) is a continuous curve in C,([-R, R[). It follows that z(t) 
satisfies the corresponding variation of parameters integral equation. This 
integral equation is clearly positivity preserving (as in the proof of 
Proposition 4.1), and z(0) > 0. Thus z(t, x) > 0 throughout the trajectory; 
and for 0 < t < T, z(t) > efA(z(0)) > 0 on (-R, R). 
Since (uJuY)~ = z/uY, the proof of Proposition 5.1 is now complete. 
COROLLARY 5.3. (u,.#‘), > 0 on [0, T) x (-R, R), and (u,Ju~~ > 0 on 
(0, r) x (-&RI. 
ProoJ 2.+/u = u,,/u y + 1. 
COROLLARY 5.4. u,Jt,O) < Ofir 0 <t < T. 
Proof: Since u(t, 0) is a maximum, uXX(t, 0) < 0. But for t > 0, (u,&, O)/ 
u(t, O)Y)I > 0. Thus, u,(c, 0) < 0 throughout he trajectory. 
COROLLARY 5.5. (1 - k-Y+l)(y - 1) u(t, O)Y-’ < (T- t)-*, for 0 < 
t < T. 
Proof. By Proposition 5.1 
U,(G 0) > ut(O, 0) kY - k -=-= 1 -k-Y+‘, 




y- 1 u(t,O)Y-i 
> 1 -k-y+‘. 
1 (5.7) 
The result now follows by integrating (5.7) from t to T. 
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Remark. Corollaries 4.3 and 5.5 together give very precise information 
about u(t, 0) = ]] u(t) ]la, as t + T. 
COROLLARY 5.6. If uxx(tO, x) > 0 fir some x E (-R, R) and t, E (0, T), 
then u,,(t, x) > 0 for all t, t, < t < T. 
ProoJ This follows immediately from Corollary 5.3. 
6. FINITE LIMITS 
Throughout this section a is a fixed number, 0 < a < R, with 
z&t,,, a) > 0 for some t, E (0, 7’). Thus, by Corollary 5.6 uxx(t, a) > 0 
whenever t, < t < T. Our goal is to prove that lim,,, u(t, x) and lim,,, 
ux(t, x) are finite for all x E (a, R]. (A corresponding result holds in 
l--R, 01.) 
Fix /?, a < /I < R, such that uxx(to, x) > 0 for all x E [a,/3]. Then 
uxx(t, x) > 0 on [to, 7’) X [a, p]. Throughout this section we restrict ourselves 
to tE [t,, T). 
PROPOSITION 6.1. If a < x < /3, then 
Proof: Let r(t, x) = u(t, x)/u(t, 0). Note that 0 < r ( 1. Moreover, r(t, .) 
is convex on [a, /I]. Thus for a < x < /I 
I r&9 xl I G 
r(t, a) - r(t, x) 1 
<- x-a x-a’ 
since r(t, a) - r(t, x) < 1. 
PROPOSITION 6.2. Let x, E (a,/?). Then there is a constant B, depending 
on x1, such that 
a XIIY <B 
u(t, 0) ’ 
for t, < t c T. 
Prooj Fix x0 with a < x0 < x, < /3. On the one hand, by the previous 
proposition, 
I 
x’ 44 x> dx ( 1 I 1 . 
xg u(t, 0) x, - a x0 - a 
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On the other hand, 
since u(t, x) is nonincreasing in x on [0, R]. This last integral is positive and, 
by Corollary 5.3, increasing in t. This proves the proposition. 
COROLLARY 6.3. For x E (a, /I), let 
U(k x)’ B(x) = sup -. 
t&t<T U@, 0) 
Then B(x) is a Jnite, nonincreasing function on (a, p). 
PROPOSITION 6.4. Zfa < x < R, then lim,,, u(t, x) < 00. 
ProoJ Recall (Corollary 4.2) that the limit always exists, but might be 
infinite. Fix a < x1 < x2 < p. Since u, = u,, + uy, 
(d/dt) jx2 u(t, x) dx = u&, x2) - u,(t, xl) + jx’ u(t, x)yds 
x1 XI 
< 46 0) 
1 1 x2 
-+ -+ 
x2 - a s x,--a x, 
B(x) dx 1 
< C(T- t)-“‘Y-l’, 
where we have used Proposition 6.1, Corollary 6.3, and Corollary 5.5; and C 
absorbs all the constants. Integrating from t, to t, we get that 
I 
x2 




Using the hypothesis y > 2 (for the first time), and the monotone 
convergence theorem, we finally have 
5 
x2 
lim U(t, x) dx = FyJ 
x2 
x, t-l= 
u(t, x) dx < co. 
XI 
Thus lim,,, u(t, x) < co a.e. on [x1, x2]. Since x1 and x2 were chosen 
arbitrarily in (a, /I), and since u(t, x) is a nonincreasing function of x on 
[0, R], the desired result follows. 
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COROLLARY 6.5. If a < x (R, then lim,,, ~,(t, x) > -co. 
Proof Let a < x,, < x < /I. By convexity of u(t, .) on [a, /I], 
Therefore, by the previous proposition ~,(t, x) is bounded below. Hence, 
using Corollary 4.2, we see that lim I+T u,(t, x) is finite. For x > /3, the result 
now follows from formula (4.6). 
Remark. In light of Corollary 4.5, we have already shown that ~(t, x) 
and u,(t, x) have finite limits as t -+ T for x near fR. In the next section we 
complete the proof of Theorem 1 by showing there is no fixed region of 
concavity around x = 0. 
7. No PERMANENT CONCAVITY 
In this section we prove the following proposition, which along with 
Proposition 6.4 and Corollary 6.5, completes the proof of Theorem 1. 
PROPOSITION 7.1. There does not exist a number a, 0 < a < R, such that 
u,,(t, x) < 0 for all x E [0, a] and t E [0, T). 
The proof of this proposition is by contradiction; so let us assume there 
does exist such an a. In what follows we derive a number of “conclusions” 
which follow from this assumption and which ultimately contradict each 
other. One should not forget that everything we “prove” from now on will 
ultimately be shown to be false, or, more precisely, vacuous. 
CONCLUSION 7.2. u(t, x) -+ co as t -+ T, for 0 < x < a. 
Demonstration. By concavity of u(t, a) on [0, a], 
4&x)> [(a-x)/al u&O). 
The result follows since u(t, 0) + co as t + T. 
CONCLUSION 7.3. For 0 < x < a, 
Demonstration. For 0 < x < a, let 
(7.1) 
(7.2) 
at, xl L(x) = lim -, 
t-t?. u(t, x)’ 
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This limit exists and is nonzero by Proposition 5.1; and since u,..(t, x) < 0, 
we must have L(x) < 1. By I’Hbpital’s rule it follows that 
lim u(t, 0)-y+’ L(0) 
f+T u(t, x)--y+’ = L(x)’ 
and so 
lim u(t’ x> L(O) 
L I 
‘/(Y-l) -= - t-t?. u(t, 0) L(x) 
Now u(t, x)/u@, 0) is a concave function of x E [0, a); and so its limit must 
be concave, hence continuous. Thus L(x) is continuous on [0, a). 
For 0 < x Q a, let 
(7.4) 
Then 0 < r(t, x) < 1 for all t E [0, T). Moreover, 
r,(t, x) = r& x) + u(t, oy- 1 r(t, x) 
L 
Uf@, 0) r(t, x)‘- 1 - - 
u(t, ojy I . (7.5) 
Integrating (7.9, we get 
u(t, 0)-y+ l I n rt(t, x) dx = rxk 40 + ja r[ ry-l -$$$I dx. u(t, O)Y-' 0 (7.6) 
By Corollary 4.4 
r&9 a> u,(t, a> --) o 
u(t, oy- ’ = ~ u(t, qy (7.7) 
as t--t T. Furthermore, since r < 1 and u,(t, O)/u(t, O)Y< 1, the integrand on 
the right-hand side of (7.6) is bounded. Thus, by (7.2), (7.3), (7.7), and the 
dominated convergence theorem, the right-hand side of (7.6) converges to 
L(O) a y/(y- 1) I L(x)-““-“(L(x)-’ - 1) dx 0 
as t -+ T. Recall L(x) < 1, so (7.8) is nonnegative. 
We claim L(x) EE 1 on (0, a). Suppose L(x) < 1 at some x E [0, a). By 
continuity L(x) < 1 on an interval, so (7.8) is positive. Then by (7.6) and 
Corollary 4.3, 
s ‘q(t,x)dx>C(T-t)-’ 0 
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for t near T, for some positive constant C. Integrating in t, we see that 
1 
a 
r(t, x) dx + co 
0 
as t + T, which is impossible since r < 1. 
This establishes L(x) s 1 on [0, a), and, along with (7.3), concludes the 
demonstration of (7.1). 
CONCLUSION 7.4. Given x0, 0 < x0 < a, there is a sequence t, + T such 
that 
(7.9) 
Demonstration. Fix b with 0 < x0 < b < a. For x E [0, x0] and t E [0, T), 
define 
f(t, x) = $$. , 
Then O<f(t,O)<f(t,x)< 1. By (7.1), f(t,O)+ 1 as t+T, and so 
f(t, .) -+ 1 uniformly on [0, x0]. Furthermore 
ft(t, = u,(t, _ ul(t, = u,,tt, b) + 4, bjY _ u,,(t, $‘x;1(t, x)‘. 
ftt, x) utt, b) u(t, x) UC, b) , 
Therefore 
Mt~ b) uxxk xl 
f,(t’x) = [ u(t, b) - u(t, x) + u(t, b)y-l - u(t, x)‘-’ 1 f(t, x), 
which integrates to give 
j;‘jJt. x) du = j;” (u(t, b)Y-l - u(t, x)‘- ‘)f(t, x) dx 
+ uxxttv b) X0 
(7.10) 
j 
46 b) o 
f(t, x) dx + I” - ‘f,t;) f(t, x) dx. 
Let us examine (7.10) term by term. First 
u(t, x)7-’ - u(t, b)Y-’ > u(t, b)y-2(u(t, x0) - u(t, b)) 
> u(t, b)@(u(O, x0) - ~(0, b)). 
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This last inequality follows since u tx < 0 for x E (0, R). Therefore, since 
I > o(b),f(t, .) + 1 uniformly on [0, x0], and u(t, b) -+ co as t + T, it 
follows that the first term on the right-hand side of (7.10) approaches -co as 
t + T. (Note that we are using y > 2 for the second time in the proof of 
Theorem 1.) Also, since 0 < b < a, u,.(t, b) < 0. On the other hand, since 
f(t, x) < 1 and f(f, x> -+ 1 uniformly on [0,x,,], there must be a sequence 
t, --f T such that 
It follows that 
(7.11) 
as n + co. Sincef(t, .) and U(C, .)/~(t, 0) converge to 1 uniformly on [0,x,,], 
(7.11) implies that 
as n -+ co. This establishes (7.9). 
Derivation of contradiction. We use (7.9) to derive the contradiction. 




and, by Fatou’s lemma and (7.12), 
1 
a 
lim - %(4#9 x> dx > 
n-m x0 u(t, 0) I 
(1 lim _ k&, x> 
’ xo n-m @9x) 
dx= mo, 
the left-hand side of (7.13) becomes arbitrarily large as t, + T. This is 
impossible since both terms are bounded by 1. 
This contradiction proves Proposition 7.1 and therefore Theorem 1. 
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8. PROOF OF THEOREM 2 
Consider first the energy. It is well known that -E’(t) = ]lz+(t)l]G. We 
estimate )] z+(t)]], from below as follows. Formula (4.6), integrated from 0 to 
R, gives 
u(t, oy+ ’ = F& RY 
Y+l 2 + jR (-u,) ut dx 
< s(h RI2 + I;~46 -)llz II M, -)llz \ 2 2 . 
(8.1) 
Furthermore, since U(C, x) is radially nonincreasing with u(t, kR) = 0, 
we have lldt, .)II1 < 24~ 0); and Corollary 4.4 says ]Iu,(~, .)I], Q 
Cu(t, O)‘Y+ l)“. Thus 
11 u,(t, -)ll* < Cu(t, o)‘y+3”4. (8.2) 
(C is a positive constant whose values may change from line to line.) Putting 
(8.2) into (8.1), we get that 
IIut(t, .)I/* > Cu(t, O)‘3y+1)‘4 - Cu,(t, R)2~(t, O)-“‘+3”4. (8.3) 
The second term on the right-hand side of (8.3) converges to 0 as t+ T, 
since u,(t, R) stays bounded and u(t, 0) --t co. Corollary 4.3 implies that the 
first term is bounded below by C(T- t)-“, where ,u = (3~ + 1)/4(y - 1). 
Since 2,~ > 1, it follows that 
and thus that E(t) + -co as t + T. 
Now we turn to zi and 0. Recall that v = U, and w = u,. It follows from the 
initial value problem (4.4), exactly as in the proof of Proposition 4.1, that w 
is nonnegative for all t E [0, ZJ. Thus lim,,, v(t, x) exists for all x, but might 
possibly be infinite. We claim that if x # 0, the limit must be finite. Suppose 
not, i.e., suppose for some x, E (0, R] u(t, x1)+ co as f + T. Since v(t, .) is 
radially nonincreasing (Proposition 4. l), we see that v(t, .) + co uniformly 
on [0, xi]. Furthermore, since uJt, x) = v(t, x) - u(t, x)7, and since u(t, x) 
has a finite limit for xf 0 (Theorem I), it follows that u,,(t, .)-, co 
uniformly on bo, x11 whenever 0 < x0 < x1. Therefore, %a x1) - 
ux(t, x,,) + co, which is impossible since both have finite limits (Theorem 1). 
This proves the claim. 
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It follows immediately that for x # 0 lim I+T u,,(t, x) exists and equals 
z?(x) - zi(x)Y. Thus, it remains only to prove U E C’((0, R]) and 
U;(x) = fi? U,(t, x) --t 
U,,(x) = ii: uXX(t, x). + 
(8.4) 
(8.5) 
For ease in notation, denote the right-hand sides of (8.4) and (8.5) by 
u,(T, x) and u,,(7’, x), respectively. For 0 < x, < x2 <R, 0 < t < T, 
and 
~(6 ~2) - 46 4 = j;,* u,(t, x> dx (8.6) 
u,(t, 4 - u,(c ~1) = jx2 ux&, x) dx. 
Xl 
(8.7) 
Since uX,(t, x) = u.Jt, x) < 0 and u,.(t, x) = v(t, x) - u(t, x)7, we may use the 
monotone convergence theorem as t + T in (8.6) and (8.7). This yields 
and 
U(xJ - U(xJ = jx2 u,(T, x) dx 
XI VW 
u,(T ~2) - u,(T, 4 = ,:: u,,(T, xl dx. (8.9) 
Formula (8.9) implies that u,(T, e) is locally absolutely continuous on 
(0, R]. Thus, (8.8) implies zi is C’ on (0, R] and U;(x) = u,(T, x), i.e., (8.4). 
The proof of Theorem 2 will now be complete if we show that u,,(T, -) is 
continuous on (0, R]. 
To this effect, since ti= u,,(T, .) + 3, it sufIices to show that 0 is 
continuous on (0, R]. Now for 0 < x, < xq Q R and 0 < t < T, 
u(t, x*) - ?I(& Xl) = jX’ u,(t, x) dx. 
x1 
Thus, the continuity of 5 on (0, T] is a consequence of the following lemma. 
LEMMA 8.1. For each x, E (0, R], there is a constant B such that 
Iu,(f,x)I<BforalltE [O,T)andxE [x,,R]. 
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ProoJ: Fix some x0 E [0,x1] to be chosen later. Since v, = v,, + yuY-%, 
we see that 
(vi + yuy-‘v2), = 2v,v,, + 2yu%v, + v*(yuy-‘)* 
= 2v,v* + v*(yuy-‘)x 
GO 
(recall v, = w 2 0). Therefore, if x0 < x < R, 
v,(t, x)’ < v,(t, x0)* + yu(t, X,)y-‘V(t, x0)*. 
Since u(t, x0) and v(t, x0) are bounded as t -+ T, it suffkes to find an 
appropriate x,, such that v,(t, x,,)’ remains bounded as t + T. 
By Proposition 7.1 we may choose x,, E [0, x,] such that uJt,,, x0) > 0 
for some 1, E [0, 7’). Clearly then, u,,(t,,, x) > 0 for x in some fixed interval 
[x,, - E, x,]. By Corollary 5.6 ux,(t, x) > 0 for x in that same interval and all 
t E [to, T). Next, using (1.1) and (4.3), one can verify that 
V 
xx- YUXX vt YUt -= --- 
V u V u 
(V/U% =- 
V/d’ 
where the last inequality is just Proposition 5.1. It follows that vX,(t, x) > 0 
for all x E [x, - E, x] and t E [to, Z’). Then by convexity, 
v&3 -%I> 2 
v(t, &J - v(t, xg - E) 
E 
for t E [to, T). Since v(t, x0) and v(t, x,, - E) have limits as t + T, it follows 
that 1 v,(t, x,)] is bounded as t + T. 
This completes the proof of Lemma 8.1, and therefore Theorem 2. Note 
that we have in fact shown that 17,, is locally Lipschitz on (0, R]. 
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