Abstract. The inexact Newton-Kleinman method is an iterative scheme for numerically solving large scale algebraic Riccati equations. At each iteration, the approximate solution of a Lyapunov linear equation is required. Specifically designed projection of the Riccati equation onto an iteratively generated approximation space provides a possible alternative. Our numerical experiments with enriched approximation spaces seem to indicate that this latter approach is superior to Newton-type strategies on realistic problems, thus giving experimental ground for recent developments in this direction. As part of an explanation of why this is so, we derive several matrix relations between the iterates produced by the same projection approach applied to both the (quadratic) Riccati equation and its linear counterpart, the Lyapunov equation.
1. Introduction. We study the numerical solution of the following large-scale continuous-time algebraic Riccati equation 1 ,
where A ∈ R n×n , B ∈ R n×p , C ∈ R s×n , with p, s n, and A T is the transpose of A. This type of equation appears in many areas of science and engineering, and in particular in control problems; see, e.g., [7] , [9] , [12] , [13] , [23] , [33] and references therein. Throughout this paper we shall assume that A is passive. A matrix is said to be stable (resp., passive) if its spectrum (resp., field of values 2 ) lies in the left-half plane; thus a passive matrix is always stable. A symmetric solution X to the Riccati equation (1.1) is called stabilizing if A T − BB T X is stable. Under the above assumptions, the sought after stabilizing solution is known to be symmetric and positive semidefinite. When n is large, one usually looks for a symmetric positive semidefinite approximation to the solution of low rank, in the form ZZ T ≈ X, so that only the tall matrix Z needs to be stored. Several methods have been proposed for the numerical solution of (1.1); we refer, for instance, to the thorough presentation in the recent monograph [9] . In this paper we focus on methods for large matrices, for which storing the n 2 entries of the full solution is unrealistic. In this situation, the roster of practical methods is essentially reduced to two approaches 3 .
One such approach is to use variants of Newton's method. As is well known, Newton's method exhibits locally quadratic convergence and each iteration requires the solution of an inner problem involving the Jacobian of the original function. In the case of the Riccati equation (1.1), this inner problem is a Lyapunov equation, i.e., an equation of the form
for some appropriate A ∈ R n×n , C ∈ R s×n . These coefficient matrices change from one Newton step to the next; see, e.g., [7] , [8] , [21] , [30] , and section 4 for more details. When these linear equations are approximately solved, the overall approach takes the name of inexact Newton method. Known subtle ingredients of the inexact Newton method include the choice of the starting approximation, the selection of the inner solver for (1.2) , and the derivation of a stopping criterion involving easily computable quantities. The Alternating Direction Implicit method (ADI) is a typical inner solution strategy, with an a-priori selection of the employed parameters [7] , [8] . Instead, we experiment with recently developed and competitive projection-type methods as Lyapunov equation inner solvers [46] , which do not require parameter tuning, and allow one to derive an extremely cheap expression for the true residual norm R(ZZ T ) , where
without explicitly computing the full residual matrix R(ZZ T ); see section 4.1. We observed that a few steps of a projection-type solver for the linear companion Lyapunov equation AX +XA T +C T C = 0 may yield a particularly good starting approximation for the Newton iteration. Some matrix relations are derived to help justify this choice.
By mimicking the linear case, the other method we consider is the projection of the original Riccati equation (1.1) onto an appropriate subspace, the solution of the projected problem by imposing a Galerkin condition, and the expansion of the solution back to the whole space. We shall refer to this approach as the Galerkin Projection (GP) method. This method has been experimentally explored with the projection space being the extended Krylov subspace [27] , [46] . Further details are given in section 2.
To the best of our knowledge, there is no work comparing these two practical approaches. In our numerical experiments, we have found that the projection method is superior when solving (1.1). Depending on the chosen approximation space, it converges faster (and often much faster) than the inexact Newton approach, and produces approximations of comparable rank; see section 5. While we do not have a full understanding of why this is so, we derived several equalities and bounds comparing the residuals corresponding to the Riccati and to the related Lyapunov approximate solutions indicating that in many cases, GP on the Riccati equation will converge faster than the corresponding Galerkin projection strategy applied to the Lyapunov equation (with the same coefficient matrices); see section 3.
A shortcoming of projection procedures such as GP is that it is not known in advance whether a stabilizing approximate solution can be obtained. In our experience projection methods indeed seem to produce stabilizing solutions, even though we do not have a way to guarantee this a priori. Nonetheless, we believe that the projection approach should in many cases be preferred in terms of computational performance and memory requirements over the inexact Newton method.
We end this introduction with additional definitions and notation.
We denote by M ≥ 0 a positive semidefinite matrix M . We say that M ≥ N if M − N ≥ 0. We denote by M the matrix spectral norm induced by the vector 2-norm, i.e., M = sup v 2 =1 M v 2 , while M F stands for the Frobenius norm, i.e., M 2 F = Σ i,j |m ij | 2 , where m ij 's are the elements of M . By I we denote the identity matrix.
Galerkin projection methods for Lyapunov and Riccati equations.
In this section we review projection methods with a Galerkin condition applied to the residual. We do this first for the (linear) Lyapunov equation (1.2) , and then show how this idea was also applied to Riccati equations.
Projection strategies reduce the problem dimension so that the reduced problem can be numerically solved with a method for small matrices. Saad [43] seems to have been the first to propose the idea of projecting the Lyapunov equation to a smaller space S m of dimension O(m), solving the projected equation there, and expanding the solution to the larger space. Let V m be a matrix whose orthonormal columns span S m , and consider approximate solutions of (1.2) of the form
We determine an approximation Y m by requiring that the residual
. Such condition could be formally imposed, for instance, by using a Kronecker formulation of the problem [43] . Together with (2.1) one obtains the much smaller (projected) Lyapunov equation
where the reduced matrices are [43] , Saad used the standard block Krylov subspace 3) and in this case V m is n × ms. Since then, other spaces have been used, including the extended Krylov subspace
which was first introduced in [15] . It was suggested for the solution of Lyapunov equations in [46] , and its convergence analyzed in [16] , [32] . In this case, V m is n × 2ms, assuming the space has maximum possible dimension. A more general approximation space can be determined by allowing the solution of more general systems. For given parameters σ 2 , . . . , σ m ∈ C, this leads to the rational Krylov subspace
whose dimension is not greater than ms. This class of subspaces was first introduced by Ruhe for solving eigenvalue problems [42] , and it has been largely explored in the context of model order reduction, matrix function approximations and in the solution of matrix equations; see, e.g., [1] , [17] , [16] , [24] , [25] , [26] , [31] , [40] , and references therein. Certain solution strategies, such as the ADI method [36] (see, further [7, §4] , [8] and references therein), also implicitly build rational Krylov subspaces [7] , [34] . The selection of the parameters σ's is crucial for the quality of the approximation space. For the Lyapunov equation, values of σ's on the mirrored spectral region of A represent an effective selection; we refer to, e.g., [3] , [45] , for a more detailed analysis. The parameters may be either estimated a-priori [41] , or computed adaptively as the generation of the space proceeds [18] . In our numerical experiments we shall employ this latter approach. We mention in passing that for the solution of large scale Lyapunov equations, in addition to the ones already mentioned, alternative approaches have been recently proposed, which address different important issues such as rank or data-sparsity optimization; see, e.g., [2] , [22] , [28] , [47] and references therein.
Using a similar philosophy to that for Lyapunov, in [27] it was proposed to apply the same projection procedure with a Galerkin condition, directly to the Riccati equation (1.1) using the extended Krylov subspace as projection space. Obviously, the idea is more general, and may be applied to other approximation spaces, such as the rational Krylov subspace. We will include this choice in our experiments.
All Krylov subspaces discussed here contain the columns of C T ; see (2.3)-(2.5), and we assume for the rest of the paper that all columns of C T are in S m . Thus, GP for Riccati equations can be described as follows. 
Since A is passive, T m is passive and thus stable therefore, for m > s and m > p, the projected Riccati equation (2.6) has a unique stabilizing solution. Let Y (R) m be such a solution obtained by a Schur-decomposition based algorithm [9] ; then, the approximation to the solution of (1.1) is determined as X
3. Matrix relations for the iterates of the Lyapunov and Riccati equations. In this section we show theoretical results comparing the projected approximate solution to the (quadratic) Riccati equation (1.1) with that of the (linear) Lyapunov equation obtained by setting B = 0 in (1.1). Our aim is to try to shed some light on the reasons why the two iterations often behave very similarly, as if the quadratic term did not have any influence. More precisely, in some cases the residual convergence history seems to be the same if one solves either (1.1) or the Lyapunov equation
In this setting, the projected Lyapunov equation in the subspace spanned by the columns of V m is
We will provide some norm bounds on the difference between the residual of PG and that of the same projection method applied to the Lyapunov equation. Moreover, we will show that R(X
where L is computed using A = A and C = C, i.e., that the approximate solution X (R) m of the Riccati equation gives a lower Riccati residual norm than Lyapunov residual norm, thus highlighting the role of the second order term; a more precise relation will actually be given.
We first focus our attention on the difference in residuals R(X
m ). We assume that the following relation holds
where [V m ,ṽ m+1 ] has orthonormal columns and t m is a matrix with the same number of columns asṽ m+1 . We remark that standard, extended and rational Krylov subspaces all satisfy (3.3) for different choices ofṽ m+1 . For instance, for the standard block Krylov subspace, (3.3) holds for t
, where e m is matrix containing the last s columns of the ms × ms identity matrix, and t m+1,m contains the orthogonalization coefficients to obtain the next block of vectors, v m+1 =ṽ m+1 , from the block Arnoldi procedure [44] . We refer to [35] for the case of the Rational Krylov subspace.
With this notation, it is known that (see, e.g., [27] , [46] )
With the same technical tools as those used to derive the two equalities above, we can prove the following result for the norm of the difference R(X 
Therefore, the result follows from writing
We note that the spectral norm is most used for theoretical and convergence analysis, but it is often hard to compute. On the other hand, the Frobenius norm is easier to compute, and it is used for the algorithms' stopping criteria; see further Remark 4.1 below.
We proceed now to compare the solutions to the two equations. to the Lyapunov equation
where −α is the largest eigenvalue of (T m + T T m )/2, i.e., the rightmost point of the field of values of
is the solution of the Lyapunov equation (3.2), we can write it formally as (see, e.g., [33] )
Similarly, we can write
as the solution of the "Lyapunov" equation (2.6) , that is
This proves the first assertion. In addition, we have
where the last inequality follows, e.g., from [12, Lemma 3.
m . We also note that these results can also be obtained by reworking [33, Corollary 9.1.6] to our notation and assumptions. Observe also that (3.5) provides an explicit formula for the difference of the two solutions, which we can use to derive a bound on the norm of this difference, as well as on the norm of the difference on the residuals.
We turn now to some bounds on the norm of the difference between the residuals. Proposition 3.3. Let the hypotheses and notation of Propositions 3.1 and 3.2 hold. Then
Proof. The upper bound follows directly from (3.4) and Proposition 3.2. From (2.6) and (3.
Let u be any real vector of unit norm with number of components matching the number of columns of t m , and let w = t m u. Then
and thus
for all u of unit norm of appropriate dimension. This inequality holds in particular for the vector u for which
m t m , and thus
The result follows from Proposition 3.1. As is to be expected, the bounds above depend on the action of B (which defines the quadratic term); cf. further comments below. Our next result relates the norm of the residual of the Riccati equation with that of the Lyapunov equation. 
Proof. For simplicity, we drop the subscript m. Consider the residual matrix
From the Galerkin condition, we have that the residual R(X (R) ) is orthogonal (in the Frobenius inner product) to the space range(V m ), so that (3.7) follows.
We note that X
m cannot be close to the solution of the Lyapunov equation, unless
F is small, or if the space range(V m ) is (almost) orthogonal to the columns of B. This implies that it may be worth balancing the magnitude of B, relative to A and C, as was done in [5] .
4. Newton's method. The version of Newton's method commonly used for the solution of the continuous-time algebraic Riccati equation (CARE) (1.1) was introduced by Kleinman [30] , and it is described in Algorithm 1.
Algorithm 1 Newton's method for CARE: Kleinman iteration
As a fixed point iteration, the approximation at the kth step of Newton's method, can be obtained as the solution of the linear system given by the Lyapunov equation (1.2) with A
. A traditional approach has been to solve each of these Lyapunov equations with the ADI method with a sufficiently high and fixed accuracy so as to guarantee that the Newton iteration converges to the stabilizing solution; see, e.g., [7, §4] , [8] and references therein.
An alternative is to use an inexact Newton method [14] . This consists of approximating the solution of the Lyapunov equation in the Newton step to a certain tolerance η k , which is decreasing with k. More precisely, one needs to compute a new
A study of different choices for this sequence of tolerances can be found in [20] . In [14] , [20] , it is shown that with such a sequence, the convergence rate of the inexact Newton method is similar to that of the exact Newton method. We mention that it was shown already in [30] that the sequence X k = X (R) k produced by Algorithm 1 is monotone in the sense that X
k+1 . In [21] the use of inexact Newton for Riccati equations is analyzed, and it is shown that this monotonicity property is maintained in the inexact case.
We summarize the inexact Newton method for Riccati equations in Algorithm 2. As mentioned in section 2, in this paper we use direct projection with extended or rational Krylov subspaces as inner Lyapunov equation solver, following the experience and analysis in [16] , [18] , [46] .
Algorithm 2 Inexact Newton method for CARE: Kleinman iteration
is stable, and a sequence of decreasing η k ∈ [0, 1) 2: For k = 0, 1, . . . , until convergence 3:
Approximately Solve
Comparing Algorithm 2 with Algorithm 1, and assuming that the same convergence rate translates in approximately the same number of Newton steps, one can see that savings could be obtained since the computational cost of loosely solving the inner Lyapunov equation may be significantly lower than what would be required by a very stringent stopping tolerance; see [21] , and the numerical results in [8] , [38] .
We also recall two key implementation details from the above mentioned references. The first one is that A k is not explicitly computed, instead, matrix-vector products and solves are done efficiently (see further section 5). The second one is that X k+1 should not be stored explicitly: a solution strategy should be used in step 5 that directly yields the low column rank factor Z of X k+1 = ZZ T , so that only Z is used throughout whenever matrix vector products with X k+1 are required.
Practical Computation of the Residual.
Estimates of the residual norm R(X) are needed, for example, to assess if the method has converged to a given tolerance, or in the case of inexact Newton, to choose the tolerance for the approximate solution of the associated Lyapunov equation (step 5 in Algorithm 2). Computing the residual R(X) is expensive and the matrix itself impossible to store in the large scale setting as a generally dense matrix. Thus, alternative estimates either for the matrix itself or more directly for its norm are needed. We refer to [7, §4.2] , [46, §3] for discussions on several approaches to this issue.
In this section, we present estimates together with computationally cheap exact expressions for R(X k ) F , i.e., for the Frobenius norm of the residual in Algorithm 2.
Remark 4.1. The usual rate of convergence results for inexact Newton use the spectral norm of the matrix, and this holds in particular for the condition (4.1). In practical computations, the Frobenius norm is used. The two norms are equivalent, as for any square matrix M it holds that M ≤ M F ≤ √ n M . Therefore, when implementing Algorithm 2, we use the stopping criterion
which implies (4.1). We begin with an equality relating the residual R(X k ) with L(X k ), the residual of the inner Lyapunov equation.
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Proposition 4.2. Let X k be the kth iterate produced by Algorithm 2. Then
Proof. We have that
from which the result follows. From (4.2) one can directly obtain the bound
This bound is general, and it may be employed for any given approximate solution to the inner linear equation. When using a Galerkin projection-type method for solving the inner Lyapunov equation, this result can be significantly improved, and the exact residual norm can be obtained almost for free. We first show that the inequality in (4.3) can be replaced with a related equality. Proposition 4.3. Let X k be the kth iterate produced by Algorithm 2, where the Lyapunov equations are solved by Galerkin projection. Then
Proof. The proof proceeds in the same manner as that of Proposition 3.4, using the fact that X k and X k+1 are both expressed in terms of spaces that satisfy the orthogonal condition with R(X k+1 ).
We end this section showing a convenient practical way to compute the norm of the residual R(X k+1 ) 
, the term X k B − X k+1 B can be written as
Thus, the result follows from using (4.6) and (4.4). The equality (4.5) shows that it is possible to compute the Frobenius norm of the Riccati residual by using the inner Lyapunov residual norm, together with the Frobenius norm of a small size matrix. The latter norm can also be used directly for the computation of R(
F , which we use in the computation of η k+1 ; see section 5.
Remark 4.5. The equality (4.5) provides the exact value of the Riccati residual norm in exact arithmetic, and not an estimate. In our numerical experiments, the computed values of the right-hand side of (4.5) always provided the value of the residual norm with an accuracy of at least five significant digits.
The identity (4.6) also allows us to replace the inequality (4.3) with the computable bound
5. Numerical Experiments. In this section we report on our numerical experience with the Galerkin projection procedures and with the inexact Newton method. All reported experiments were performed using Matlab 7.13 (R2011b) using the Control System Toolbox for calls to lyap and care (ver. 9.2) on a machine running Linux with 8Gb memory and a 64-Bit server. Table 5 .1 provides some information on the considered data, including the norm of the involved matrices. The last matrix stems from the finite difference discretization of the 3D Laplace operator on the unit cube, with homogeneous Dirichlet boundary conditions. When not available from the dataset, we used distinct matrices B and C with normally distributed random entries. The relative residual Frobenius norm was considered in our stopping criterion, with the norm of the residual computed efficiently as discussed in the previous sections; 10 −8 was used as stopping tolerance. As stopping criterion for the inner solver in inexact Newton, we used the sequence of tolerances recommended in [20] , namely
When the GP methods were employed, the projected problem was solved every 5 iterations, to limit computations. The same applies to the Lyapunov solvers within the inexact Newton iteration. In all tables, the names GP-EKSM or GP-RKSM were employed to distinguish between the use of the extended or rational Krylov subspaces as approximation space, respectively. In Newton's method, the inner Lyapunov equation at each iteration is solved by means of the extended Krylov subspace method (EKSM), as described and implemented in [46] . The coefficient matrix in the inner equation is given by A k = A − X k BB T , where X k is the current approximate solution to the Riccati equation. Systems with this matrix are solved with the Sherman-Morrison-Woodbury formula, so that only systems with A need be solved. To this end, and LU factorization of A is computed at the beginning of the process, so that only back solves are required during all calls to EKSM. On the other hand, were we to use rational Krylov within Newton's method, we would have to solve with A − X k BB T − σ i I = (A − σ i I) − X k BB T . The Sherman-Morrison-Woodbury formula could still be applied, so as to solve only with the sparse matrix A − σ i I; see, e.g., [6] for similar considerations. However, σ i would change at each iteration of the rational Krylov method, therefore requiring a larger amount of computational effort compared with EKSM. This motivated us to discard general rational Krylov subspace methods as inner solver. For the same reasons, we decided not to use other methods, such as ADI-based approaches, that would also need the solution of different shifted systems at each inner iteration. We have also run experiments using as a Lyapunov solver the global Arnoldi method proposed in [29] , and have found that this method is slower than the others considered here.
As is well-known the choice of the starting approximation is a bottleneck of Newton-type procedures. We tested the inexact Newton method for two choices of starting approximation X 0 : the zero matrix, and the result of applying a fixed number (four) of iterations of GP with EKSM (reported as X eksm 4 in the tables). The latter selection was in most cases more effective than the former. We note that while X 0 = 0 is stabilizable as an initial matrix, there is no guarantee that X 0 = X eksm 4
is, but in practice this caused no problems.
In the context of GP methods, EKSM was implemented as in [46] , where only the inner call to the Matlab care function substituted that to the lyap function; the computation of the residual norm remained unchanged. To solve systems with A, the sparse matrix was factorized once for all at the beginning. RKSM was implemented with an adaptive selection of the shifts, as done in [18] , and multiple columns in C T were treated by simply using a block form of the algorithm. Once again, the only main change was the substitution of lyap with the care function for solving the projected problem. Each multiple right-hand side shifted system with A − σ i I was solved using a sparse direct solver (backslash in Matlab [37] ). Tables 5.2 to 5.7 report the CPU time required to achieve convergence, the maximum space dimension employed by the method (for inexact Newton, it is the maximum space dimension generated in the inner iterations), and the rank of the final approximate solution X f . For completeness, we also report the number of inner iterations and the number of outer iterations, although the latter has a rather different meaning for the inexact Newton method and for the GP methods. All tables lead to similar considerations. More precisely, the GP methods display significantly lower CPU times and lower memory requirements (the latter in all cases, except for 3Dlaplace).
All methods delivered an approximate solution of comparable rank, where the final numerical rank was obtained by a truncated SVD of the approximate solution factor. It is interesting to note, however, that because of the intrinsic nature of the inner-outer Newton process, much more memory is required during the inner step. On the other hand, when a GP method is employed, the solution rank is usually closer to the actual space dimension. We also mention that RKSM, though less efficient than EKSM in most cases, consistently provides better memory allocations, as already noticed in [18] for the Lyapunov equation. To give an idea of the different workload between the Newton and the GP methods, we notice that in Table 5 .2, with s = 1 and p = 4, Newton's method with X 0 = 0, requires a total of 18 · 25 matrix solves with A (each inner EKSM method starts with 5 columns and builds a space of size 50, requiring 25 matrix solves). On the other hand, EKSM applied to the original problem requires only 15 solves with A. Slightly less favorable is the case when s > 1. Using the results in Table 5 We notice that using a few iterations of EKSM as initialization for the Newton iteration significantly improves the CPU performance of the approach. On the other hand, such choice may increase the rank of the known term in the first inner iteration. This explains the larger memory requirements in Table 5 .2, compared with the choice X 0 = 0, for which the first inner solve was very memory efficient, as the process started with the single vector corresponding to s = 1.
Finally, we remark that all methods appear to converge to the same solution matrix. An explicit computation for the smallest case, cf. Table 5 .2, revealed that the relative difference in the Frobenius norm between the Newton approximate solution with zero initial matrix and the other approximations was always around 10 −5 , for the considered stopping tolerance. 6. Conclusions. We have compared experimentally the two classes of methods which have been shown to be effective for the numerical solution of large scale Riccati equations: Inexact Newton-Kleinman, and direct projection onto a Krylov-type subspace, with a Galerkin condition. Our experiments indicate that the Galerkin projection approach using extended or rational Krylov subspaces produces approximations to the solution of the Riccati equations using less computational resources, both in terms of CPU time and storage. We proved some relations between the Riccati and the Lyapunov iterates, which provide some preliminary insights into the understanding of why the direct projection method works better than a Newton approach, where a Lyapunov equation is solved at each Newton step.
Finally, we mention that if memory is a serious concern, then further improvements may be achieved by replacing the rational Krylov subspace with a tangentialtype space, as those recently developed in [19] .
