A fast computational method of nonlinear receding horizon control is proposed, based on the continuation method combined with the quasi-Newton method. Jacobians in the differential equation of the unknown costate are replaced by their estimates, and the quasi-Newton method is employed to determine time derivatives of those estimates. Several modi ed algorithms are obtained by imposing different conditions. The proposed method leads to considerable reduction of computational load compared to the conventional algorithms. Numerical examples of a two-wheeled car and a tethered satellite demonstrate computational time, accuracy, and robustness against noises of the proposed method.
Introduction

V
ARIOUS control techniques have been developed for nonlinear systems in recent years. From the viewpoint of stabilization, backstepping 1 provides a systematic construction method of control Lyapunov functions to stabilize a class of nonlinear systems. A controller designed by backstepping can also be interpreted as an optimal controller in terms of the inverse optimal control problem. 2 However, backstepping does not give a synthesis method to minimize a performance index speci ed by a designer. Therefore, direct optimization methods for a given performance index should be explored.
In the direct optimization of a controller, one has to solve the Hamilton-Jacobi-Bellman equation (HJBE) . There have been numerous efforts to solve the HJBE. Because the HJBE is a partial differential equation for the optimal cost function, its solution has to be given over a some region in the state space. The structure of the solution is usually assumed for the HJBE, for example, in the form of power series, 3 interpolation, 4 or expansion with basis functions. 5 There is also a possibility of an approximate solution technique that does not assume the structure of the solution in the framework of genetic programming. 6 However, those methods cannot avoid the explosive growth of data storage or number of terms for high-dimensional systems and are dif cult to implement for a system whose dimension is higher than two or three.
On the other hand, if the optimal control input is calculated online only for the current state, a huge amount of data storage is not necessary, even for a high-dimensional system. In this case, an open-loop optimal control problem, which leads to a two-point boundary-value problem (TPBVP), is solved in place of the HJBE. Receding horizon control (model predictive control) is one of such control techniques. In receding horizon control, a nite horizon performance index with a moving initial time and a moving terminal time is minimized. Receding horizon control is attractive from the theoretical point of view because it guarantees closed-loop stability, if the state is constrained to be zero at the end of the horizon, 7;8 or if other conditions are satis ed. 9¡13 Those characteristics concerning stability give guidelines for problem setting and selection of a performance index.
As the capability of digital computers grows, receding horizon control is applied successfully in the chemical industry, 14¡17 where the system dynamics are slow compared to mechanical systems. In those applications, the open-loop optimal control problem is solved with optimization techniques that are established for general optimization problems and require successive approximation. Because the sampling interval is suf ciently large (e.g., several tens of seconds or larger), successive approximation can be implemented, and various constraints can also be included in the problem. However, successive approximation is computationally expensive and is not suitable for mechanical systems controlled with a sampling interval on the order of milliseconds. Although an approximate algorithm of receding horizon control can be obtained explicitly through use of the Taylor expansion (see Refs. 18 and 19) , the length of the horizon and the form of the performance index are restricted in such an algorithm. Ef cient numerical algorithms should be explored to broaden the applications of receding horizon control. Algorithms for receding horizon control can utilize speci c features of the problem and may not necessarily be applicable to general optimization problems.
It is shown in Refs. 20 and 21 that the continuation method (homotopy method), which was originally a numerical method used to solve nonlinear algebraic equations (see, for example, Ref. 22) , leads to an algorithm to trace the solution in real time, without any successive approximation, and, therefore, is suitable for the receding horizon control. That real-time algorithm is successfully implemented in a hardware experiment of a two-wheeled car with the sampling interval of several tens of milliseconds. In the continuation method, the solution is traced by solving a differential equation that involves a Jacobian of a certain function. If the exact differential equation of the continuation method is employed in receding horizon control, one has to solve a differential Riccati equation backward over the horizon. Solving the differential Riccati equation backward is called the backward sweep method 23 and corresponds to evaluation of the Jacobian. Because the differential Riccati equation is complicated and requires a lot of computation for nonlinear systems in general, application of the continuation method to a complicated system of higher dimension may yet be prohibitive. Therefore, it is preferable to develop algorithms that do not involve the backward sweep method.
This paper proposes real-time algorithms of receding horizon control based on the continuation method and a modi ed version of the quasi-Newton method. The quasi-Newton method is a wellknown technique of Jacobian approximation in the numerical solution of nonlinear algebraic equations. 24;25 The quasi-Newton method is employed in this paper to avoid the backward sweep method. Because controlled systems and the continuation method are expressed by continuous-time differential equations, this paper modi es the quasi-Newton method to be expressed as differential equations, whereas the usual quasi-Newton method is expressed as a discrete update law. Consequently, the stability of the algorithm can be discussed straightforward as the characteristics of continuous-time dynamical systems. It is also shown that the quasi-Newton method can further be modi ed to improve the condition number of the estimated Jacobian. Although the differential equations have to be discretized for implementation on a digital computer, the discretization method can be chosen appropriately for individual problems, which is a degree of freedom in the design.
It is also shown that the total dimension of the differential equations in the resultant algorithms is not more than one-half of that in the conventional algorithm based on the backward sweep method. Therefore, the proposed algorithms are expected to be more efcient than the conventional algorithm. Furthermore, even in the case where the inverse of the estimated Jacobian is involved in the algorithm, it is shown that the quasi-Newton method can be executed with O(n 2 ) arithmatic operations for an n-dimensional system. The QR decomposition of the estimated Jacobian is updated, which is motivated by Ref. 26 , and the arithmatic operations required in the algorithm are analyzed. The derivation of the update law is more straightforward in the present continuous-time formulation than the discrete version in Ref. 26 .
The proposed method is applied to a two-wheeled car and a tethered satellite to demonstrate the computational time and accuracy in comparison with conventional methods. A potential drawback of the proposed method is the difference approximation of secondorder derivatives of some variables, which may make the algorithm sensitive to noises in practical implementation. Therefore, the proposed method is also examined numerically with regard to robustness against noises.
Although we treat receding horizon control problems in this paper, the real-time optimization algorithms based on the quasiNewton-type continuation method can also be applied to a wide class of problems, including the moving horizon state estimation problems treated in Refs. 27 and 28.
Nonlinear Receding Horizon Control Problem
This section brie y summarizes the nonlinear receding horizon control problem and rewrites the problem in the form of a timedependent nonlinear algebraic equation. We consider a general nonlinear system governed by a state equation:
where x.t / 2 R n denotes the state vector and u.t / 2 R m the input vector, respectively. The control input at each time t is determined to minimize a performance index with a receding horizon:
Constraints are not imposed, except the state equation, for the sake of simplicity. Although a terminal constraint x.t C T / D 0 guarantees the closed-loop stability under some conditions, the closed-loop system is often stable without the terminal constraint. If the terminal constraint or other constraints are necessary, the TPBVP in this paper can be modi ed to deal with the constraints, or the penalty function method can be employed. The receding horizon control problem is converted to a family of nite horizon optimal control problems along a ctitious time ¿ , as follows. Minimize
subject to
where a suf x denotes a partial derivative. The new state vector x ¤ .¿; t / denotes the trajectory along the ¿ axis starting from x.t / at ¿ D 0. Note that x ¤ .¿; t / does not necessarily coincide with the corresponding actual trajectory x.t C ¿ / for ¿ > 0. The optimal control input u ¤ .¿; t/ is determined on the ¿ axis as the solution of the nite horizon optimal control problem for each t, and the actual control input is given by u.t / D u ¤ .0; t/. The horizon T is a function of time, T D T .t /, in general, as explained later.
The rst-order necessary condition for the optimal control is obtained as a TPBVP:
where¸¤.¿; t / 2 R n denotes the costate vector and H denotes the Hamiltonian de ned as
In the preceding TPBVP on the ¿ axis, the initial state x ¤ .0; t / D x.t/ is given, and the initial costate¸¤.0; t / is not given explicitly. If the initial costate is given, the differential equations (5) and (6) for the state and costate can be integrated with the control input determined by Eq. (7) from the state and costate. The initial costate¸¤.0; t/ has to be determined so that the terminal condition on¸¤.T ; t / is satis ed. The unknown initial costate¸¤.0; t / is denoted by¸.t/ hereafter. Because the trajectories of the state and costate depend on the initial costate¸¤.0; t / D¸.t /, the terminal condition on the ¿ axis is regarded as an algebraic equation with respect to¸.t /, as follows:
The explicit form of the function F is not known, in general, because¸¤.T; t/ and x ¤ .T ; t / are determined as the solution of the nonlinear differential equations. Note that Eq. (9) depends on time t through x.t/ and explicit time functions in the state equation and performance index. Once Eq. (9) is solved with respect to¸.t /, the actual control input u.t / is determined as
Because¸.t / depends on x.t/, the control input u.t/ also depends on x.t /. That is, the present problem yields a state feedback law.
Quasi-Newton-Type Continuation Method
Because it is dif cult to solve Eq. (9), in general, we derive a differential equation for¸.t/ that can be integrated without any successive approximation. To this end, the following condition is employed:
where A 1 is a stable matrix chosen by the designer. If a differential equation of¸.t / is obtained so that Eq. (11) holds, then F D 0 is stable. That is, the solution of Eq. (9) can be traced with respect to time by integrating that equation. The initial condition of¸should be chosen so that F D 0 holds. This is discussed later. One can readily obtain the differential equation of¸.t / from Eq. (11) as
which corresponds to the Davidenko equation in the continuation method (see Ref. 22) . The right-hand side of Eq. (12) can be evaluated with the backward sweep method. 21 However, exact evaluation of the right-hand side of Eq. (12) requires a lot of computation involving numerical integration of differential equations of large dimensions on the ¿ axis. Hence, we replace Eq. (12) with
and we determine B.t/ 2 R n £ n and c.t / 2 R n so that Eq. (11) is satised asymptotically, without exact evaluation of the right-hand side of Eq. (12) . If Eq. (13) is used in place of Eq. (12), the resultant value of P F may not equal to A 1 F. Therefore, the difference between P F and A 1 F, namely,
has to attenuate as time increases. The matrix B is multiplied in the de nition of e so that the inverse of B does not appear in the righthand side of Eq. (14) . To attenuate e, we employ another condition:
where A 2 denotes another stable matrix chosen by the designer. Then, from Eqs. (14) and (15), it is apparent that
holds, which implies that F and e attenuate exponentially if B ¡1 is bounded.
The condition on P B and P c is also obtained from Eqs. (14) and (15) as
which corresponds to the secant condition in the usual quasi-Newton method and is a redundant equation with respect to P B and P c. The following lemma, which is a trivial modi cation of Theorem 2.2 in Ref. 24 (or Lemma 8.1.1 in Ref. 25) , is useful to solve Eq. (17) uniquely in the sense of minimal norm.
Lemma 1: Given two real vectors s and y, the unique solution to
where
denotes the Frobenius norm of the matrix X and ksk the Euclidean norm of the vector s, respectively.
Direct application of Lemma 1 to the present problem yields the following theorem, which gives an update law of B and c.
Theorem 1: The unique solution to
subject to Eq. (17) is
Note that the differential equations (13) and (21) can be integrated even if B.t / is singular. However, the asymptotic stability of Eq. (16) is not guaranteed in that case.
In summary, receding horizon control can be executed by integrating Eqs. (13) and (21) The quasi-Newton-type continuation method proposed here requires the second-order derivatives of¸and F with respect to time in Eq. (21), whereas the discrete quasi-Newton method does not. Those second-order derivatives have to be approximated for implementation by a technique such as nite difference, which may make the algorithm sensitive to noises and/or numerical errors. 
n¸1 (22) Therefore, roughly speaking, the proposed algorithm is at least twice as fast as the conventional algorithm based on the backward sweep method. Further relative reduction of computation is expected because the quasi-Newton-type continuation method does not require solving the Riccati differential equation, which involves secondorder partial derivatives and is usually much more complicated than the Euler-Lagrange equations.
In comparison with other general optimization algorithms, the proposed algorithm requires far less computational load. Most of general optimization algorithms require, at each update, determination of a search direction and a line search along that direction. Note that every evaluation of the performance index in the line search involves integration of the state equation, and determination of the search direction requires another expensive computation. In contrast, the quasi-Newton-type continuation method requires integration of the Euler-Lagrange equations only once at each update.
Modi cation of Quasi-Newton Method
When the matrix B.t / is singular, the stability of F and e is not guaranteed in Eq. (16), although the differential equations (13) and (21) can be integrated. Therefore, an algorithm that avoids singularity of B.t / is desirable. To avoid such a singularity, this paper modi es the preceding algorithm to decrease the condition number or other quantities as time increases. The following lemma is used for the modi cation.
Lemma 2: Given a matrix A, a real number ½, and two real vectors s and y, the unique solution to
Proof: The solution to Eq. (23) is a stationary point of
where ¹ denotes the Lagrange multiplier vector. The solution to @ N L=@ X D 0 and @ N L=@¹ D 0 is given by Eq. (24) with
Because Eq. (23) is a quadratic programming problem with respect to elements of X , with a positive-de nite Hessian subject to a linear constraint, the obtained stationary point gives the unique global minimum.
¤
Theorem 2: Given a smooth real-valued function g.B/ and a real number ½, the unique solution to
Proof: Because
holds, Lemma 2 implies Eq. (28). 
2) Deviation from an orthogonal matrix:
3) Deviation of the mean of squares of singular values from one: 
Initial Conditions
Although Eq. (16) holds for any initial conditions¸.0/, B.0/, and c.0/ of Eqs. (13) and (21) or (28), nonzero initial values of F and e may cause fatal control actions before they attenuate or may be attracted by a nonzero equilibrium with a singular Jacobian. Therefore, it is preferable to choose the initial conditions so that F and e are zero. First, to set the initial value of F to zero, we start from zero horizon T .0/ D 0 and increase T .t / gradually to a certain constant value T f , which is the same manner as Refs. 20 and 21. If T .0/ D 0, the TPBVP has a trivial solution, and the initial valuȩ .0/ is given by¸.
Next, we choose B.0/ and c.0/ to set the initial value of e to zero. Differentiating Eq. (9) yields
That is, for t D 0 and T .0/ D 0,
Comparing Eqs. (14) and (39), one obtains initial conditions to set e.0/ D 0 as follows:
which can also be expressed as
which is also obtained by comparing Eqs. (12) and (13) . Furthermore, we also need initial values of P B and P c because Ŗ and R F in Eq. (21) or (28) cannot be determined by nite difference at t D 0. In the case of F.0/ D 0 and e.0/ D 0, the derivatives of F and e are zero at any order because of Eq. (16) . Therefore, we obtain
that is,
Equations (37), (40), and (41) constitute the initial condition for the algorithm, and Eq. (44) is also used in the discretization of the algorithm.
Complementary Algorithm Update of Estimated Jacobian
In solving nonlinear equations, it is often the case that the least change update of the estimated inverse Jacobian does not work as well as the least change update of the estimated Jacobian. 24;25 The situation may also be same in the present continuous-time update law, even if the modi cation proposed in the preceding section is employed. In that case, the continuous-time formulation is necessary for the least change update of the estimated Jacobian instead of the estimated inverse Jacobian.
Denoting the estimates of the Jacobian F¸and F t by H and k, respectively, the differential equation of¸is given as follows:
The matrix H .t / and the vector k.t/ are updated to decrease the error " de ned by
Particularly, we employ the following condition on the error ":
If H .t / and k.t / are determined so that Eq. (49) is satis ed, then the dynamics of the errors F and " are stable, as follows:
From Eqs. (47) and (48), we have
Then, Eq. (49) yields the following continuous-time secant condition on P H and P k:
Direct application of Lemma 1 to the present problem yields the following update law for H and k.
Theorem 3:
The unique solution to
Such a modi cation as in the preceding section is also possible in the present algorithm. When Eq. (13) 
Factored Update Law
In general, evaluation of the right-hand side of Eq. (47) requires O.n 3 / arithmatic operations because multiplication of H ¡1 is equivalent to solving a simultaneous linear equation. Therefore, the present update law, Eq. (47), can be inferior to the preceding update law, Eq. (13), from the viewpoint of computational load for highdimensional systems. To reduce the computational load of Eq. (47), this paper proposes a factored update law motivated by Ref. 26 . A continuous version of the factored update law is given, whereas Ref. 26 gives an factored update law described by usual discrete computational steps.
In the factored update law, the matrix H .t / is replaced with its Q R factorization, H .t / D Q.t /R.t/, where Q.t/ 2 R n £ n is an orthogonal matrix and R.t / 2 R n £ n is an upper triangular matrix for any t . The differential equation for¸is then modi ed as
The arithmatic operations required to evaluate the right-hand side of Eq. (56) are O.n 2 / because of the triangular structure of R.t/. Therefore, if Q.t / and R.t / are updated in place of H .t / itself with arithmatic operations of O.n 2 /, then the total arithmatic operations are also O.n 2 / in updating¸.t /. Lemma 3: Let H .t / D Q.t /R.t / be the QR factorization of a smooth, time-dependent nonsingular matrix H .t/, with Q.t / 2 R n £ n an orthogonal matrix and R.t / 2 R n £ n an upper triangular nonsingular matrix. Then the matrices Q.t / and R.t/ are governed by the following differential equations:
where L.t / 2 R n £ n denotes a strict lower triangular matrix and S.t / 2 R n £ n an upper triangular matrix, respectively, and they are determined uniquely by
Theorem 4: Let H , Q, and R be same as in Lemma 3. If P H is given by Eq. (54), then computation of P Q and P R can be executed with O.n 2 / arithmatic operations. Proofs of Lemma 3 and Theorem 4 are rather elementary and are omitted because of a limitation of space. Theorem 4 implies that derivatives P Q and P R can be evaluated with O.n 2 / arithmatic operations. Therefore,¸.t/ can be updated with O. 
Numerical Experiments
We apply the proposed method to the receding horizon control of a two-wheeled car and a tethered satellite to examine its characteristics from the viewpoints of computational time, accuracy, and robustness against noises. The proposed method is compared with the conventional algorithm 21 based on the backward sweep method, a general nonlinear equation solver called MINPACK (FORTRAN code is available at http://www.netlib.org/ minpack/index.html ), and a general purpose optimization code based on the limited memory Broyden-Fletcher-Goldfarb-Shanno method (L-BFGS). (FORTRAN code is available at http://www. netlib.org/opt/lbfgs um.shar.) The algorithm of MINPACK is based on the Powell hybrid method with forward difference approximation of the Jacobian. In L-BFGS, the discretized sequence of the control input is optimized instead of the unknown costate. If the horizon of the performance index is divided into N grids, the number of optimized variables is m N in L-BFGS, whereas it is n in the other three methods.
Two-Wheeled Car
We rst employ the two-wheeled car. The state equation and performance index are given as follows: T the control input vector. The distance between the two wheels is denoted by 2L. S f denotes a weighting matrix. The horizon T of the performance index is chosen as Fig. 1 that the proposed quasi-Newton-type continuation method is much faster than the other three methods. For a suf ciently large number of grids on the horizon, the execution times for the quasi-Newton-type continuation method is less than the one estimated by the ratio r d .3/ D 0:4 in Eq. (22) compared to the backward sweep method. Note that the computational times of the four algorithms grow linearly with respect to the number of grids. Furthermore, the quasi-Newton-type continuation method achieves the smallest mean values of the error in the optimality condition as shown in Fig. 2 . The other three methods are also suf ciently accurate, so that trajectories by the four methods are virtually same, although the trajectories are omitted due to a limitation of space.
To examine robustness of the quasi-Newton-type continuation method against noises, simulation of the two-wheeled car with random process noises is carried out. That is, random numbers of normal distribution with an average of zero and a standard deviation of 0.1 are added to the time derivatives of the state variables. As shown in Fig. 3 , time histories of the singular values of B.t/ and the vector c.t / are noisy. However, the singular values are kept nearly constant, avoiding ill-condition of the matrix B.t /, and the error kFk remains within the order of 10 ¡3 . Although simulation results are omitted here, the complementary algorithm of Eqs. (47) and (54) also work well in this problem, and its computational time is almost the same as the algorithm of Eqs. (28) and (30) . Most of the computational time is spent in solving the Euler-Lagrange equations on the ¿ axis, and the computational time to solve the linear equation associated with H ¡1 is irrelevant.
Tethered Satellite
Next, we treat the tethered satellite. The tethered satellite is a subsatellite connected through a tether to a main body such as a space shuttle, with many applications in space. 29 Deployment control of a tethered satellite is essential in most applications and is employed as a numerical example of practical importance in this paper. The tethered satellite is modeled as a point mass, neglecting the mass and exibility of the tether. 
T denotes the state vector consisting of the dimensionless Cartesian coordinates in the orbital plane and their derivatives with respect to the dimensionless time t . The dimensionless time is de ned so that one orbit corresponds to 2¼ in the dimensionless time. The scalar control input u is de ned by trans-
), where m denotes the mass of the tethered satellite and Ä the angular velocity of the orbit. 30 For simulation of control responses over the dimensionless time of 15, Figs. 4 and 5 show computational times and errors in the optimality conditions, respectively, of the four algorithms. In the case of the tethered satellite, the computational time is not critical for implementation because of slow dynamics. Nevertheless, computational ef ciency of the quasi-Newton-type continuation method is apparent from Fig. 4 . It is also shown in Fig. 4 that the ratio of the computational times estimated as r d .4/ D 0:36 by Eq. (22) is valid for suf ciently large number of grids. The backward sweep method is not advantageous in comparison with MINPACK for the present problem with weak nonlinearity. Although Fig. 5 shows that MINPACK achieves the smallest mean value of the error in the optimality condition, all four algorithms achieve suf cient accuracy, and their trajectories are virtually the same. Figure 6 shows a typical simulation result of the quasi-Newtontype continuation method for the tethered satellite, and Fig. 7 shows corresponding time histories of the matrix B.t / D F ¡1 and the vector c.t / D ¡F ¡1 F t computed by the backward sweep method. The quasi-Newton-type continuation method generates almost the same c.t / as the true c.t / in Fig. 6 . Although B.t / in the quasiNewton-type continuation method is much different from the true B.t / in the backward sweep method, the overall algorithm results in the suf ciently small error in the optimality condition. Therefore, the exact Jacobian is not necessary for accurate computation of the receding horizon control input.
Conclusions
This paper presents real-time algorithms of the receding horizon control based on a quasi-Newton-type continuation method. The unknown costate is obtained by integrating a differential equation in real time. Matrices in the differential equation are also updated by differential equations in place of evaluating the exact Jacobian. Because the algorithms are expressed as differential equations, their stability can be discussed straightforward as the characteristics of dynamical systems. The total dimension of differential equations involved in the proposed algorithms is not more than one-half of that of the conventional algorithm based on the backward sweep method. Particularly, the proposed algorithms do not require solving the Riccati differential equation associated with the backward sweep method, which leads to considerable reduction of computational load. It has also been shown that the algorithm that involves the inverse of the estimated Jacobian can be executed with O.n 2 / arithmatic operations by updating the QR decomposition of the estimated Jacobian.
Numerical examples of a two-wheeled car and a tethered satellite have shown that, in comparison with the conventional algorithms, the proposed method is considerably faster with satisfactory accuracy. The proposed fast computational method can increase the possibility of real-time implementation of receding horizon control for many applications.
