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Abstract
This abstract is for a thesis titled ‘An Investigation Into Growing Correla-
tion Lengths in Glassy Systems’ submitted by Christopher Fullerton to
the University of Manchester in August 2011 for the degree of Doctor of
Philosophy.
In this thesis Moore and Yeo’s proposed mapping of the structural glass to
the Ising spin glass in a random field[1] is presented. In contrast to Random
First Order Theory and Mode Coupling Theory, this mapping predicts that there
should be no glass transition at finite temperature. However, a growing corre-
lation length is predicted for the size of rearranging regions in the supercooled
liquid, and from this a growing structural relaxation time is predicted. Also pre-
sented is a study of the propensity of binary fluids (i.e. fluids containing particles
of two sizes) to phase separate into regions dominated by one type of particle only.
Binary fluids like this are commonly used as model glass formers and the study
shows that this phase separation behaviour is something that must be taken into
account.
The mapping relies on the use of replica theory and is therefore very opaque.
Here a model is presented that may be mapped directly to a system of spins, and
also prevents the process of phase separation from occurring in binary fluids. The
system of spins produced in the mapping is then analysed through the use of an
effective Hamiltonian, which is in the universality class of the Ising spin glass in
a random field. The behaviour of the correlation length depends on the spin-spin
coupling J and the strength of the random field h. The variation of these with
packing fraction φ and temperature T is studied for a simple model, and the
results extended to the full system. Finally a prediction is made for the critical
exponents governing the correlation length and structural relaxation time.
Word Count: 49,844
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Chapter 1
Theories of the Glass Transition
The study of glassy systems is a large and complex field, and the question of
whether or not there is a thermodynamic glass transition (and if there is, of
what form it takes) is one of the unresolved mysteries of statistical mechanics.
Much work has been done, and new techniques have been developed to deal
with the problem but the central question as to the existence and nature of the
transition remains unanswered. Any serious discussion of glassy systems needs to
be prefaced by an overview of observed glassy phenomena and the theories that
exist to explain them. To cover all of this in the full detail it deserves is beyond
the scope of this thesis, but a tour of the most relevant areas will be given in this
introductory chapter.
1.1 The experimental glass transition
The experimental glass transition is observed in a wide range of materials. To
see it, a sample is prepared in the liquid state, and then cooled below its freezing
temperature in such a way as to prevent crystallisation. The rate of cooling must
be fast enough to avoid nucleation of the crystal phase, but also slow enough to
allow the sample to ‘equilibrate’. This is not really equilibration since the true
equilibrium state of the system when it is below the freezing temperature is the
crystal; equilibration in the supercooled phase keeps the system on a metastable
extension of the liquid branch of the phase diagram.
A key feature of this metastable supercooled phase is the large increase in
the system’s structural relaxation time τα. This relaxation time is the timescale
over which the system is trapped in or near its initial configuration. For times
14
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greater than τα the system effectively forgets the initial conditions at the start of
the experiment (or simulation). The experimental glass transition temperature
Tg is usually defined as the temperature at which τα = 100s, and as the system
is cooled below Tg this relaxation time grows extremely rapidly. It should be
noted that Tg is not a genuine phase transition temperature; it just denotes the
temperature at which ‘glassy’ behaviour is setting in.
On the famous Angell plot the log of relaxation time τα (or of the viscosity,
η which is proportional to τα) is plotted against temperature and the separation
of glass formers into two groups is observed[2]. This plot can be seen in figure
1.1. The first group are the ‘strong’ glass formers (the upper group in figure 1.1),
with relaxation time growth that is traditionally fitted to an Arrhenius form:
τα = τ∞ exp [T0/kBT ] . (1.1)
This suggests activated barrier crossing of some kind as a means of relaxation
(controlled by T0). The second group are the ‘fragile’ glass formers (the lower
group in figure 1.1), with relaxation time growth sometimes fitted to the Vogel-
Fulcher-Tammann (VFT) form:
τα = τ0 exp
(
AT1
T − T1
)
, (1.2)
which suggests that there is a divergence of τα at finite temperature T1. Such
a divergence in relaxation time (if real) would indicate the presence of a phase
transition at T1. The relaxation times of the fragile glass formers may also be
fitted to a stretched exponential (or super-Arrhenius) form:
τα = τ0 exp
[
B
(
T2
T
)D]
, (1.3)
which does not diverge at finite temperature. This is typical of activated barrier
crossing and a zero temperature fixed point. The above equation with D = 2
is due to Ba¨ssler[3]. It should be noted that these proposed forms for τα were
originally designed to fit experimental (and simulation) data and not derived from
any theory. There is now some theoretical support for each of these forms, but
the arguments remain controversial.
Some of the problems which make glassy systems difficult to study can now
16 CHAPTER 1. THEORIES OF THE GLASS TRANSITION
Figure 1.1: The Angell Plot (from reference [2]). The log of viscosity, η is plotted
against inverse temperature rescaled to the experimental glass transition temper-
ature Tg. The inset shows jumps in specific heat on passing Tg.
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be seen. As τα grows larger it becomes more and more difficult to remain in
‘equilibrium’ on the metastable fluid branch - this means that collecting good
simulation results is a difficult and time consuming process. Unfortunately, since
it is very difficult to fit data to sharply increasing curves (the fitting can be done,
but it is hard to tell which of the two forms for τα in fragile glasses is doing the
best job) lots of high quality data at low temperatures is required. This makes
it hard to tell which (if any) of the proposed theories of the glass transition is
correct.
The fact that the Angell plot shows the collapse of so many different data sets
(from widely different materials) onto two distinct sets with different behaviours
is very interesting. It is precisely this sort of behaviour that leads one to wonder
if there might be some universal behaviour underlying what is observed in all of
these different materials. Is there a transition at finite temperature (as intimated
by the presence of (T − T1)−1 in the VFT form of τα)? Is this a reachable
transition, or one which is avoided but still controls the behaviour? It is questions
like this that have lead to glassy systems being such an active area of research.
1.1.1 The Kauzmann temperature
Apart from the experimental glass transition temperature Tg, there is another
important temperature to consider. Kauzmann[4] extrapolated the entropy of
both the crystal and the supercooled liquid past temperatures were equilibration
is possible (since the relaxation timescales have become so large). The excess
entropy of the supercooled liquid, ∆S is the difference between the entropy of the
liquid (SLiquid(T )) and the entropy of the crystal (SCrystal(T )):
∆S = SLiquid(T )− SCrystal(T ). (1.4)
The extrapolation shows that as T decreases, ∆S decreases and for some cases
∆S → 0 at finite temperature. The temperature at which this occurs is referred
to as the Kauzmann temperature, TK . The excess entropy going to zero means
that at TK the liquid has less entropy than the crystal, and this is referred to
as the ‘entropy crisis’ or ‘Kauzmann paradox’ since it seems bizarre that the
unstable liquid would have less entropy than the stable crystal. Kauzmann himself
believed that TK was unreachable and proposed the presence of a kinetic spinodal
at a higher temperature which would ensure that the supercooled liquid always
18 CHAPTER 1. THEORIES OF THE GLASS TRANSITION
Figure 1.2: Pair correlation function g(r) for the A particles in a simulated binary
Lennard-Jones mixture at a range of temperatures. The inter-particle potential
is Vij(r) = 4[(σij/r)
12 − (σij/r)6] where σAA = 1.0, σBB = 0.88 and σAB = 0.8
and there are equal numbers of A and B particles. Reproduced from [6].
crystallises before anything untoward happened[5].
1.1.2 Signatures of the glass transition in correlation func-
tions
The first question it is natural to ask about the glass transition is whether or not
there is any signature of it in the static correlation functions that are measured
for liquids - the pair distribution function and structure factor. The simplest
functions of the positions of the molecules in supercooled liquids are the local
density function ρ(~r), and its Fourier transform ρ~k:
ρ(~r) =
N∑
i=1
δ(~r − ~ri), (1.5)
ρ~k =
∫
e−i
~k.~rρ(~r) d~r =
∑
l
e−i
~k.~rl . (1.6)
From this, correlations in the density fluctuations about the average density ρ
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(where ρ = 1/V
∫
ρ(r)dr or equivalent) are defined as:
G(~r1 − ~r2) = 〈[ρ(~r1)− ρ][ρ(~r2)− ρ]〉
= ρδ(~r1 − ~r2) + ρ2g(~r1 − ~r2)− ρ2 (1.7)
Here (and from hereon) pairs of angular brackets 〈. . .〉 mean that a thermal
average has been carried out. The pair distribution function, g(~r) appearing in
the above equation is defined as:
g(~r) =
1
Nρ2
∑
i
∑
j 6=i
〈δ(~r + ~ri − ~rj)〉, (1.8)
and the structure factor S(~k) is related to its Fourier transform:
S(~k) = 1 +
∫
g(~r) exp(i~k~r) d~r. (1.9)
Unsurprisingly, there is no signature of the transition to be found in these
static correlation functions, with both appearing much the same as they do in
the liquid phase. For example, see figure 1.2, showing g(~r) calculated from a
simulation over a wide range of temperatures including Tg. This means that a
snapshot of the molecules in a glass is indistinguishable from a snapshot of the
molecules in a liquid .
Since there is no signature in the static correlation functions, the next obvious
place to look are the dynamic correlation functions. The most commonly studied
of these is the incoherent intermediate scattering function. This is derived from
the self part of the van Hove function:
GS(~r, t) =
1
N
∑
i
〈δ(~r − (~ri(t)− ~ri(0)))〉, (1.10)
where the sum over i is over all particles in the fluid. The temporal Fourier
transform of the self part of the van Hove function is the self dynamic structure
factor. The spatial Fourier transform gives the incoherent intermediate scattering
function:
F (~k, t) =
∫
Gs(~r, t)e
i~k.~r d~r. (1.11)
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Figure 1.3: Intermediate scattering function F (~k, t) for the large particles in a
binary Lennard-Jones mixture, measured at ~k = ~kmax where ~kmax maximizes
S(~k). For details of the liquid used, see the caption to figure 1.2. Reproduced
from reference [7].
For the purposes of calculation (from simulation data) this is usually written
in terms of the Fourier transform of the time dependent local density function
ρ(~r, t):
F (~k, t) =
1
N
∑
i
〈exp
[
i~k.(~ri(0)− ~ri(t))
]
〉, (1.12)
which is easy to calculate from data, given its dependence on ri(0)−ri(t). Related
to this is the mean-squared displacement, defined as:
rMSD(t) =
〈
1
N
N∑
i=1
[~ri(t)− ~ri(0)]2
〉
. (1.13)
When calculated from experimental data F (~k, t) exhibits some interesting
behaviour when a liquid becomes supercooled. At high temperatures the function
decays to zero fairly rapidly, as the liquid rapidly decorrelates from its starting
configuration at t = 0. However, as the liquid becomes supercooled a plateau
appears in F (~k, t), indicating the presence of two relaxation times. This can
be seen in figure 1.3 where F (~k, t) is shown for a simulated liquid over a wide
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Figure 1.4: Mean-squared displacement for the large particles in a binary
Lennard-Jones mixture. For details of the liquid used, see the caption to fig-
ure 1.2. Reproduced from reference [6].
range of temperatures - the appearance of the plateau can be seen clearly. The
accompanying changes in rMSD(t) can be seen in figure 1.4.
The function first decays over a short timescale τβ and reaches a plateau where
it remains for some considerable time, before decaying to zero at the structural
relaxation time τα. The time spent on the plateau (i.e. τα) grows longer as T
is decreased. This is usually explained by invoking the idea of ‘caging’. When
a liquid is dense and at low temperature, individual particles are blocked in or
‘caged’ by their neighbours - they are trapped in a local region by fairly immobile
neighbours. The short timescale τβ is associated with particles rattling backwards
and forwards and exploring their cages. The longer timescale τα is the time it
takes a particle to escape its cage. It is on this timescale that structural relaxation
takes place since this is the time the cages will typically persist for. This kind
of behaviour is strongly associated with glassy systems, and many theories of
the glass transition seek to explain its origin in various different ways. The
appearance of this plateau is also associated with the appearance of a plateau in
the root mean squared displacement (see figure 1.4).
Decay over two timescales with a plateau is found in many dynamic correlation
functions definable for a supercooled liquid - for example in the local dynamic
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density-density correlations:
G(0, t) = 〈ρ(0, 0)ρ(0, t)〉. (1.14)
The reason scattering functions are used is that they are easily measured using
experimental techniques. However, given that much work focuses on the simula-
tion of glassy systems (which have the obvious advantage of allowing access to
all data about the positions and velocities of molecules) many more correlation
functions can be calculated.
1.1.3 A growing correlation length?
As well as growing relaxation times, a growing correlation length is often as-
sociated with the glass transition. While there is plenty of experimental (and
simulational) evidence for the former, there is not quite so much for the latter.
A diverging correlation length is expected approaching a continuous thermody-
namic transition as the size of the fluctuating regions diverges. Growing corre-
lation lengths are also found in systems governed by activated processes, where
they are the typical size of regions of the system that can be rearranged on the
time scale τα.
Are growing correlation lengths expected in glassy systems? Since there is no
discernible thermodynamic transition (there is no discernible structural change)
this question has been open for debate. Recently Montanari and Semerjian have
shown rigorously that growing timescales in spin systems are necessarily accom-
panied by growing length scales[8], and this is taken by many as an indication that
a growing correlation length should be found in glassy molecular systems. There
are now several different candidates for a glass correlation length, but making
measurements of these in simulations has proven extremely difficult; the lengths
that are measured tend to be of the order of a single particle size.
1.1.4 Four-point correlation functions, dynamic hetero-
geneity and quenched disorder
Dynamic heterogeneity (and four-point correlation functions) are a fairly recent
addition to the field. As already stated there is no change in the static structure
of a fluid when it becomes supercooled and approaches the experimental glass
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transition. What about changes in the dynamic structure? It is known that the
dynamics become slow as the system becomes glassy, but is the slowing down
uniform throughout the system or is it divided into fast moving and slow moving
regions? The presence of dynamic heterogeneity in a supercooled liquid system
means that there are spatial fluctuations in the dynamical behaviour (i.e. one
expects to find regions exhibiting different dynamic behaviour).
One of the best ways to explore dynamic structure is through the study of
four-point correlation functions, which are based on correlation functions used to
investigate the growth of amorphous order in spin glasses[9]. Spin glasses will
appear again in the next chapter, so for now the only important thing to note
is that they are a type of spin system characterised by the presence of quenched
disorder. Quenched disorder is some random element (usually distributed with
known probability distribution) that takes a set of fixed values for the duration
of any particular experiment. The spin glass Hamiltonian is:
H = −
∑
<ij>
Jijsisj. (1.15)
The couplings Jij between spins si and sj are chosen at random, but have fixed
values for any particular realisation of the system. The disorder is quenched; it
remains the same for all time. Averaging over different realisations is an average
over different choices for the random couplings and hence an average over the
disorder.
There is disorder present in structural glasses - they are slow moving and have
an amorphous structure, so the local environment of any molecule is disordered.
However waiting for long periods of time and allowing the system to explore
different configurations effectively averages over the disorder. The disorder is not
quenched since in any one realisation of the glass an average over the disorder is
possible given enough time. The disorder is quenched for a finite timescale - that
which the system spends on the plateau of F (~k, t) before undergoing structural
relaxation. Given this, spin glass like correlation functions (i.e ones that assume
quenched disorder) may be appropriate for studying the behaviour of the fluid
on timescales of order τα.
The four-point correlation function G4(~r, t) is defined as follows[10]:
G4(~r, t) = 〈ρ(0, 0)ρ(0, t)ρ(~r, 0)ρ(~r, t)〉 − 〈ρ(0, 0)ρ(0, t)〉〈ρ(~r, 0)ρ(~r, t)〉, (1.16)
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4
FIG. 4: Time dependence of the susceptibility χ4(t) that
quantifies spontaneous fluctuations of the relaxation function
in a molecular dynamics simulation of a supercooled liquid.
For each temperature, χ4(t) has a maximum, which shifts to
larger times and has a larger value when T is decreased, re-
vealing the increasing length scale of dynamic heterogeneity
in supercooled liquids that approach the glass transition.
FOUR-POINT SUSCEPTIBILITIES IN
MOLECULAR, COLLOIDAL, AND GRANULAR
GLASSES
The dynamical function χ4(t) has now been measured
in computer simulations of many different glass-forming
liquids, by molecular dynamics, Brownian, and Monte
Carlo simulations [18–23]. An example is shown in Fig. 4
for a Lennard-Jones numerical model, but the qualitative
behavior is similar in all cases [24–26]: as a function of
time χ4(t) increases at first, it has a peak on a timescale
of the order of the typical relaxation time of the fluid, and
then it decreases at large times. This time dependence
simply reflects the the transient nature of the dynamical
heterogeneity.
The peak value of χ4(t) approximately measures the
volume over which structural relaxation processes are
correlated. Therefore, the most important result ob-
tained from data such as those presented in Fig. 4 is
the temperature evolution of the peak height, which is
found to increase when the temperature decreases and
the global dynamics slows down. Such data provides di-
rect evidence that the approach to the glass transition
is accompanied by the development of increasingly long-
ranged spatial correlations of the dynamics.
In experiments, direct measurements of χ4(t) have
been made in colloidal [27] and granular materials [14, 15]
close to the colloidal and granular glass transitions, and
also in foams [28] and gels [29], because dynamics is more
easily spatially and temporally resolved in those cases.
The results obtained in all these cases are again broadly
similar to those shown in Fig. 4, both for the time de-
pendence of χ4(t) and its evolution with a change of the
relevant variable controlling the dynamics.
Obtaining information on the behavior of χ4(t) and
G4(r; t) from experiments on molecular systems is diffi-
cult, because it is hard to disentangle the spontaneous
fluctuations embodied in χ4(t) in Eq. (5) from the ex-
perimental noise. Such measurements are however cru-
cial because numerical simulations and experiments on
colloidal and granular systems can typically only be per-
formed for relaxation times spanning at most 5-6 decades.
On the other hand, in molecular liquids, up to 14 decades
are in principle relevant, and extrapolation of simulation
data all the way to the experimental glass transition is
fraught with difficulty. Indirect estimates of χ4(t) from
experiments are discussed below.
REAL-SPACE MEASUREMENTS AND
DYNAMIC STRUCTURE FACTORS
We mentioned above that a growing peak in χ4(t) “di-
rectly” reveals the growth of a dynamic correlation length
scale as the glass transition is approached. This can only
be true if the assumptions made in Eq. (3) for the scal-
ing form of G4(r; t) are correct. Dynamic length scales
should in principle be obtained by direct measurements
of a spatial correlation function.
However, in contrast to χ4(t), detailed measurements
of G4(r; t) are technically more challenging as dynamic
correlations must now be resolved in space over a large
range of distances with a very high precision, and so there
is much less data to draw on. From the point of view of
numerical simulations where many measurements of χ4
were reported, the main limitation to properly measur-
ing ξ4 is the system size. This might seem surprising as
typical numbers extracted for the correlation length scale
ξ4 are rather modest, but a precise determination of ξ4
requires an accurate study of the tail of G4(r; t) at large
r, which entails an important numerical effort [30, 31].
However, such studies are important in that they allow
the dynamical length scale ξ4(t) to be measured directly.
Moreover, such studies help infer the behavior of ξ4(t)
from measurements of χ4(t). Published work is consis-
tent with χ4(t)/G4(0, t) representing the number of par-
ticles involved in heterogeneous relaxation. Therefore,
truly ‘direct’ measurements indeed confirm that the in-
crease of the peak of χ4(t) corresponds, as expected, to
a growing dynamic length scale ξ4(t) [21, 23, 26, 30, 31].
Instead of direct inspection of G4(r; t), it is often con-
venient to analyse its Fourier transform,
S4(q; t) =
∫
ddreiq·rG4(r; t). (6)
which is known as the four-point structure factor of dy-
namic heterogeneity. In Fourier space, the large domains
observed in Fig. 3 impact the low wavevector behavior of
S4(q; t) in the form of a peak that grows when the glass
transition is approached. This peak is often fitted with
Figure 1.5: The dynam c susceptibility χ4(t) at various temperatures for a sim-
ulated liquid. Note the appearance of the peak which gets later in time as the
temperature is decreased showing the increase in τα. Reproduced from reference
[11].
which is the cumulant of the function G(~r, t) = ρ(~r, 0)ρ(~r, t). G(~r, t) de-
velop a plateau when the liquid becomes glassy and can be thought of as an
order parameter for the dynamic transition (i.e. the appearance of two relax-
ation times). The presence of disorder leads to positive nd negative correlations
between quantities, and squaring them ensures that they do not just cancel out
when the quantity is summed over all particles (thereby giving zero, despite the
fact that correlations exist).
The dynamic susceptibility is calculated by integrating G4(~r, t) over volume:
χ4(t) =
1
V
∫
G4(~r, t) d~r. (1.17)
When measured, χ4( ) is observ d to grow with time, peaking a times comparable
to τα before decaying back to zero. As the temperature is lowered, the peak moves
to longer and longer times (corresponding to the increase in τα). Th s can be
seen in figure 1.5, where χ4(t) is hown at decreasing temperatures. The dynamic
susceptibility can be thought of as a ‘correlation volume’ which reveals the scale
of regions which are dynamically correlated[11], so measurements of this provi e
evidence for a growing corr lation l ngth in glassy systems.
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1.2 Theories of the glass transition
The observed phenomena described in the previous section are what any theory
of the glass transition must set out to explain. In this section some proposed
theories will be discussed, starting with the intimately connected Mode Coupling
Theory and Random First Order Theory. After that some alternatives will be
outlined.
1.2.1 Mode Coupling Theory and the p-Spin model
Mode Coupling Theory (MCT) was one of the first theories to successfully predict
some of the observed behaviour associated with glassy systems[12] as well as
having strong connections with mean-field spin glass systems. Because of this,
it has been very influential and an outline is presented here since it forms an
important part of any discussion of the glass transition.
The core of MCT gives the following self consistency equation for the inco-
herent scattering function F (~k, t)[13]:
∂2F (~k, t)
∂t2
−
(
k2kBT
mS(~k)
)2{
F (~k, t) +
∫ t
0
[MR(~k, t− t′)
+M(~q, t− t′)]∂F (
~k, t′)
∂t′
dt′
}
= 0, (1.18)
where m is the mass of the particles in the liquid and M(~k, t) is the memory
function. The memory function has been split into two parts: MR(~k, t) which
describes the short time behaviour of the fluid, and M(~k, t) which describes the
long time behaviour of the fluid. MR(~k, t) would appear in the description of a
normal fluid, while M(~k, t) appears only in descriptions of glassy fluids. To com-
plete the calculation, the memory function is expressed in terms of F (~k, t) thus
yielding a set of closed equations which can be used to calculate an approximate
form for F (~k, t).
The success of MCT is that this approximate form for F (~k, t) shows the ap-
pearance of a plateau and two relaxation times τα and τβ as the temperature is
lowered. As temperature is decreased, there is a temperature Tonset at which the
plateau appears, and then as the temperature decreases the plateau persists for
longer and longer times. This is where the theory fails; as temperature is reduced
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further the structural relaxation time diverges approaching a temperature TMCT
with the form[5]:
τα =
1
(T − TMCT )γ . (1.19)
Below TMCT , the plateau in F (~k, t) persists for all time and the function does not
decay to zero, as it does in the real world. TMCT is invariably much higher than
the experimental glass transition temperature TG.
The divergence of τα indicates the presence of a true thermodynamic phase
transition, where the phase space becomes disjoint and structural timescales di-
verge as the system is no longer able to explore all of it. This behaviour has not
been observed in simulation or experiment. While MCT gets the appearance of
the plateau in F (~k, t) correct it does not offer any physical insight into exactly
what causes the presence of two relaxation times.
Another interesting aspect to MCT is its connection with mean field spin glass
models, most notably the p-spin model. In the p-spin model groups of p spins are
coupled together through the Hamiltonian:
H = −
N∑
i,j,...,k=1
Jij...ksisj . . . sk, (1.20)
where the si are spins which can be Ising or continuous and the couplings are
quenched random variables. In the mean-field p-spin model, all spins can interact
with all others regardless of their spatial separation. The dynamic spin-spin
correlation function C(t) can be studied, where:
C(t) =
1
N
∑
i
〈si(0)si(t)〉, (1.21)
and this correlation function shows exactly the behaviour of the approximate
F (~k, t) derived from MCT - the appearance of a plateau at Tonset and diverging
relaxation times at TMCT . The advantage of this link is that analysis of the mean-
field p-spin is much simpler than analysis of a supercooled liquid (it can in fact be
done analytically). This shows what happens in the p-spin model as the various
transition temperatures are reached (and by extension gives some idea about
what is happening in MCT). The appearance of the plateau at Tonset is caused
by the appearance of many local minima in the energy landscape. The system
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is trapped by these minima, and takes some time to escape. This leads to the
presence of two relaxation times, τβ as the system relaxes into a local minimum
and τα as the system escapes that particular local minimum and explores others.
As temperature is decreased, it becomes harder to find a way out of the minima so
the length of the plateau in C(t) increases. Eventually it becomes impossible to
escape the minima, they become stable and τα diverges approaching TMCT when
the system becomes trapped in a single minimum. It is precisely this picture of
how the energy landscape behaves that underlies Random First Order Theory
(RFOT), which is the most ‘complete’ theory of the glass transition in existence.
1.2.2 Random First Order Theory and the Mosaic
Random First Order Theory (RFOT) was first proposed by Kirkpatrick, Thiru-
malai and Wolynes in 1987[14, 15], and has seen much development since then. It
is based on the study of the free energy landscape of the supercooled liquid, and its
behaviour as temperature is reduced. The behaviour of the free energy landscape
is a very useful way of understanding what is going on in supercooled liquids, but
is too difficult to calculate for a real liquid. Often simplified models are studied
instead (such as the p-spin model described in the preceding section). The sim-
ilarity found in all the models studied is that as the temperature is decreased,
many minima appear in the free energy landscape - in fact an exponentially large
number. A configurational entropy Sc(T ) can be defined:
Sc(T ) =
1
N
log Ξ(T ), (1.22)
where Ξ(T ) is the number of minima. This is also referred to as the ‘complexity’.
Three key temperatures appear in this analysis. The first is called Tonset and
is linked with the appearance of the plateau in F (~k, t). When the system is above
Tonset there is only one minima present, which corresponds to the liquid state[9].
As T decreases past Tonset, local minima appear in the free energy landscape and
the phase space of the system becomes more difficult to navigate. This (as in
MCT) is a purely dynamic transition, with no thermodynamic signature. The
second key temperature is TD. As temperature decreases towards TD the system
becomes trapped in a single minimum. The third temperature is TK , so called
because of its links with the Kauzmann temperature. At TK the complexity
vanishes and so to does the configurational entropy. In RFOT, thermodynamic
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quantities may be calculated by summing over these minima (which are equated
with metastable states) with an appropriate weighting factor.
RFOT is also referred to as Mosaic Theory, and in this guise it allows a
correlation length which grows with decreasing temperature to be defined. With
an exponential number of states available to a finite system, it is possible that
there may be regions of the system found in different states. Having regions
in different states results in an energy cost due to the presence of boundaries
between regions (this is often described as a ‘surface tension’). Traditionally the
surface energy of a region size R grows as Rd−1 where d is the dimension of the
system but it is not entirely clear if this is the case in supercooled liquids so an
exponent θM is used instead (where θM ≤ d− 1[5]). Thus if a region of size R is
changed to be in a different state, there is an energy cost due to the boundary of:
EC = Υ(T )R
θM , (1.23)
where Υ(T ) is the generalised surface tension[16]. What does the system gain
from rearranging such a region? Since there are an exponentially large number
of states available, it is proposed that there is an entropic gain from exploring
other states, which scales as the volume of the rearranged region, Rd[16]:
EG = −TSc(T )Rd (1.24)
Balancing the energy cost and energy gain of rearrangement gives the typical size
of a rearranging region, which will be referred to as the Mosaic correlation length,
ξM :
ξM =
(
Υ(T )
TSC(T )
) 1
d−θM
. (1.25)
RFOT predicts that approaching TK , SC(T ) should go to zero as:
SC(T ) ∼ (T − TK)α where α = 1. (1.26)
This means that as T → TK the mosaic correlation length will diverge as the size
of fluctuating regions becomes similar to the system size. The name ‘Mosaic’ is
used, as in this theory the supercooled liquid below TMCT is expected to be found
in a patchwork (or Mosaic) of regions fluctuating between the many stable states,
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with the typical size of each region being defined by the length-scale ξM .
Attempts have been made to measure the mosaic correlation length through
point-to-set correlations[16] (which freeze all but a droplet of particles and look
for correlations between the frozen bulk and the still mobile particles). This
method has also been used to gain more knowledge about how Υ(T ) behaves[17].
1.3 Other outlooks
Not all theories of glassy behaviour rely so strongly on the existence of thermody-
namic transitions occurring at finite temperature. Dynamical facilitation theory
(DFT) claims that there is no interesting thermodynamic behaviour at all, and
instead the source of the glassiness is to be found in a system’s dynamics. The
cornerstone of this theory is the idea of dynamic facilitation - this says that when-
ever a liquid has become sufficiently cold (or dense) the only way a particle can
move is if its neighbours have recently moved[9]. This naturally leads to the ac-
tive and inactive areas that are such a strong signature of glassy systems and it is
the restricted dynamics that lead to the appearance of a plateau in F (~k, t). These
active and inactive areas are the fluctuations preceding a dynamical transition
from an active to an inactive phase[18].
Predictions about how timescales and correlation lengths should scale with
temperature (or packing fraction) are often made using Kinetically Constrained
Models (KCMs for short) such as the Kob-Anderson or Fredrickson-Anderson
models. These are lattice gas models (i.e. there is a lattice with spins that are 0
or 1 depending on whether or not a lattice site is occupied by a molecule of the
gas and there are rules governing how the molecules move). There is nothing of
real interest in the interaction Hamiltonian and instead interesting behaviour is
caused by the rules about moving particles around on the lattice. For example,
moves may depend on the number of occupied sites that neighbour a particle’s
starting and finishing positions - in this way, a particle can be ‘blocked in’ if it
has a lot of neighbours. One of the predictions of note to come from most KCM’s
is that relaxations times should only diverge at T = 0. The growth in relaxation
time of fragile glass formers may be predicted to have the Ba¨ssler form:
τα = τ0 exp
[
β
(
T2
T
)2]
, (1.27)
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Figure 1.6: Compressing hard spheres - the red line represents equilibrium be-
haviour. At Φcrystal there is an entropy driven transition to the crystal. If this
is avoided by rapid compression, the system stays on the fluid branch. It may
reach a maximum packing fraction at ΦRCP , with the possibility of undergoing a
glass transition at ΦG before reaching this point.
although this is only one possibility. For example, for the Fredrickson-Anderson
model in d ≥ 2 the relaxation time is predicted to have a nested exponential
form.
1.4 Jamming and the glass transition
An area of study closely related to the glass transition is that of jamming. Jam-
ming is a process which occurs in many systems, but hard spheres are a common
simulation test bed. A jammed configuration is one that is rigid(i.e. it has infi-
nite shear modulus) but is non-crystalline. The control parameter used in these
systems is the packing fraction, φ. The packing fraction is the ratio of the volume
occupied by the particles in a system to the volume of the system. For N hard
spheres where sphere i has radius Ri in a box of side L:
φ =
N∑
i=1
4
3
piR3i
L3
. (1.28)
It is known that hard spheres undergo an entropy driven transition at φcrystal ≈
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Figure 1.7: The jamming phase diagram as suggested by O’Hern et. al [19]. The
axes are temperature (T ), one over packing fraction (1/Φ) and one over applied
shear stress (1/Σ).
0.494 to a face-centred-cubic (FCC) crystal. This transition can be avoided if the
spheres are compressed rapidly, causing the system to end up on the metastable
branch of the phase diagram (see figure 1.6). The study of jamming asks what the
eventual fate of such a system is if the compression is continued, while avoiding
crystallisation. Is there some maximum packing fraction at which compression
stops and the pressure diverges? This is usually called φRCP (for random close
packing), although there are many problems with defining such a packing fraction.
There is also the possibility the system undergoes some kind of transition at φG
where timescales diverge before reaching φRCP too. Figure 1.6 shows a schematic
outline of these possibilities.
1.4.1 The jamming phase diagram and the glass transition
The usual starting point for any discussion of jamming is to mention the remark-
able reproducibility of the packing fraction reached by a collection of small balls
placed in a box and shaken - most experiments of this kind find a packing fraction
of φRCP ≈ 0.64[20]. ‘RCP’ stands for Random Close Packing, and indicates that
the system is thought to be as densely packed as it can be while still being in a
32 CHAPTER 1. THEORIES OF THE GLASS TRANSITION
non-crystalline jammed state. The seeming reproducibility of this number leads
to the question - is this caused by a phase transition to some amorphous state?
This proposed phase transition is usually referred to as the jamming transition,
and there has been much study of what happens in dense athermal systems in an
attempt to discover what is going on. Many studies focus on simulations of hard
particles (disks or spheres) and there are some important distinctions from the
shaken balls experiment. Firstly the jamming in the experiment is in some part
driven by gravity which provides a downward force driving the balls into a dense
state. Secondly, most simulations do not include friction which is clearly present
in the experiment (and does have an important effect). Systems which include
the action of friction between the particles are usually referred to as granular
systems.
There are many different categories of jammed configuration (for example, see
the recent review by Torquato and Stillinger[21]), but here jammed is taken to
mean that the system should be at high packing fraction, in a non-crystalline con-
figuration and with infinite shear modulus (i.e. rigid or immune to re-arrangement).
It will turn out that defining exactly what a jammed configuration is remains one
of the central issues with this area of study.
What then of the relation of jamming and the jamming transition to the
glass transition? The idea of the ‘jamming phase diagram’ was first proposed by
O’Hern et al. in their seminal paper on jamming[19]. A schematic version of this
is shown in figure 1.7. The phase diagram is one in inverse packing fraction 1/φ,
temperature T and shear stress Σ. In their paper, they argue that since in the
limit T → 0 systems of particles with purely repulsive potentials are essentially
hard particles the jamming transition is intimately linked to the glass transition.
Their glass transition is a line in the Σ = 0 plane and the ‘J-Point’ occurs on the
T = 0 axis and is the critical point controlling this transition.
They simulate a system of particles with harmonic potentials:
V (r) =
{
V0
(
1− r2
σ2
)
when r2 < σ2
0 otherwise
, (1.29)
where r is the separation of the disk centres, and σ is the radius of the disks.
Zero energy configurations of the system at high packing fraction are taken to be
equivalent to jammed configurations of hard disks of the same size, σ. Jammed
states are generated by randomly placing the particles and searching for the
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nearest local energy minima. The zero energy configurations mimic hard sphere
jammed configurations, but the use of soft potentials makes their generation
easier as well as allowing regions on both sides of the J-point to be explored.
Their study of systems of increasing size leads them to the conclusion that in
the thermodynamic limit, the transition becomes sharp and occurs at a critical
packing fraction φC at which (for example) pressure diverges and other critical
behaviour is observed.
1.4.2 Is RCP really well defined?
There is one problem with this outlook - the more one thinks about how the
‘J-Point’ is defined, the more problematic it becomes. While it is certain that
jammed states exist there are issues with the idea of a reproducible RCP state.
Torquato, Truskett and Debenedetti argue convincingly that there is an essential
problem in the definition of Random Close Packing[20]. Firstly φRCP may not
be as reproducible as it first appears - different simulation algorithms can yield
anything between φRCP ≈ 0.60 and φRCP ≈ 0.68. Secondly there is an essential
contradiction in the term ‘Random Close Packing’. One can imagine generating
a dense, non-crystalline state and then generating a denser one by rearranging
a small part of it to be more ordered (i.e. in the crystalline state) since this
will always be packed more efficiently. This process can be continued until the
entire system is in the crystal configuration. This makes defining a definite cutoff
for Random Close Packing difficult - you can always make the packing closer by
making it less random, but where do you draw the line? How random is random
enough? Thinking about the problem in this way makes it seem like a somewhat
arbitrary way to define the transition.
Torquato et. al instead use the term ‘Maximally Random Jammed’ packing
instead. They propose choosing an appropriate order parameter (for example
a four-fold local bond orientational order parameter is appropriate for spheres),
and define the MRJ packing as the packing which is jammed and has the lowest
value of the order parameter. In essence, the desirable state is the one that is
densest while being the least ordered as measured by the chosen order parameter.
In this picture there are a large number of states which are jammed, occurring
at different packing fractions and values of the order parameter from very loose
marginally jammed packings all the way up to the crystalline state, while the
MRJ state is the one that is least ordered.
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Figure 1.8: Berthier and Witten’s[22] two scenarios for the relationship between
jamming and the glass transition. The structural relaxation time τα diverges at
the G-point, while the pressure p diverges at the J-point.
1.4.3 The G-point - a dynamic transition separate from
jamming
The discussion of the relation between jamming and the glass transition so far
makes no reference to the dynamic transition observed in experiments and pre-
dicted by many theories. Berthier and Witten propose two possible glassy phase
diagrams that include jamming and the dynamic transition[22], which are illus-
trated in figure 1.8. In the first picture there is a dynamical transition which
separates the glass phase from the fluid phase. This transition line crosses the
T = 0 axis at the ‘G-Point’ (or Glass Point) and approaching the line results in
diverging relaxation times. The J-Point is a point on the T = 0 axis past the
G-Point where the pressure of the system diverges. The packing fraction here is
the Glass Close Packing or GCP packing fraction (in obvious parallel to RCP -
the difference is to mark that it occurs within the glass phase). In their second
picture there is no dynamic transition at T = 0 before jamming is reached and
timescales and pressure diverge at the same point. It is important to note that in
the second picture (where the J-point and the G-point occur in the same place)
there is no glass transition at finite temperature. In the low temperature, high
packing fraction regions timescales will get extremely long - long enough that it
is hard to distinguish them from diverging timescales - but no divergence occurs
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anywhere except at T = 0 for φ > φG.
In these pictures the G-Point represents the place where the phase space of
the T = 0 system becomes fractured into different regions (i.e. it is where the line
on which TMCT lies intercepts the T = 0 axis). GCP occurs when the system has
been forced to the highest packing fraction it can reach within one of these regions
(i.e. it is where the line on which TK lies intercepts the T = 0 axis). The picture
with the separate G-point and J-point corresponds to the MCT/RFOT picture,
while the other picture corresponds to a theory that predicts no glass transition
at finite temperature. Their simulation work supports the former picture, with a
dynamic transition followed by a diverging pressure, but as ever obtaining good
results in the region of interest proves difficult (and does so in subsequent work
too[23]).
1.5 Thesis overview
This chapter contains an overview of the most commonly observed glassy phe-
nomena and some of the theories that seek to explain them. There is as yet no
consensus as to which (if any) of these theories is correct. This is in part due
to the difficulty in collecting data in the relevant temperature/packing fraction
regime due to extremely long relaxation times. Much progress has been made, but
the central questions still remain: is there a glass transition at finite temperature,
and if there is what form does it take?
RFOT and MCT predict a pair of transitions: a dynamic transition at TD
where the characteristic two step relaxation appears, and one at TK (or TMCT )
where structural relaxation times diverge. The dynamic transition is not a gen-
uine transition, but the status of the second transition is not so clear. Given
that the RFOT picture is motivated largely by a mean-field solution of the p-spin
model (this is where predictions for the behaviour of the systems phase space
come from) it is entirely possible that the transition at TK will not appear in a
real system.
In Chapter 2 of this thesis a non mean-field treatment of the structural glass
due to Moore and Yeo[1] will be presented. This treatment involves mapping
the glass to a spin system through use of the replica method, and then studying
the behaviour of the spin system in finite dimension to reveal the nature of the
glass transition. The rest of the thesis consists of further study and elucidation of
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this treatment and its consequences for the glass transition. In Chapter 3 simple
one-dimensional models are used to consider the importance of phase separation
in binary fluids (these are a commonly used model glass former). In Chapters
4, 5 and 6 an old model (the Single Occupancy Model) is presented and used in
a new way - to provide a system in which phase separation will not be an issue
and which can be easily and directly mapped to a spin system. This model is
studied in detail and used to make predictions about how the correlation length
and structural relaxation time behave in structural glasses.
Chapter 2
The Spin Glass and the
Structural Glass
2.1 Away from a mean field treatment of the
structural glass
The theoretical approach to the glass transition outlined in the previous chapter
(RFOT, MCT and the p-spin model) is a mean-field treatment of the model. This
treatment is motivated strongly by the mean field solution of the p-spin model
by 1-step Replica Symmetry Breaking. This solution is known to be exact in the
mean field limit, but it is unclear if it holds in finite dimensions (this issue will be
covered in more detail later in the chapter). Mean-field models are an extremely
useful tool in statistical mechanics - they identify the key symmetry breaking
properties of transitions and are (very importantly!) more tractable than an
exact treatment. However, their weakness is that the transitions they predict
may not persist past the mean field limit (i.e. into the real world where d = 3).
Below the upper critical dimension, the character of the transition changes and the
mean field treatment is no longer sufficient. Below the lower critical dimension,
fluctuations are sufficient to wipe any transitions out and nothing is observed
(e.g. in one-dimensional systems there are no transitions above T = 0 for this
reason).
RFOT predicts two temperatures at which interesting transitions take place.
Firstly there is TD, where a dynamic transitions occurs. Here an exponentially
large number of minima appear in the free energy landscape and the familiar
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plateau structure appears in F (~k, t). The second temperature is TK , where the
‘Kauzmann transition’ occurs. Approaching this temperature the number of min-
ima decrease, becoming sub-exponential at TK and leaving the system trapped
in the single remaining minima for all time. Which of these (if either) will persist
outside the mean field limit? Certainly some interesting dynamic behaviour is
observed in both real molecular and simulated systems - a plateau does indeed
appear in F (~k, t), the system spends more time on it as T is lowered and there
is evidence of dynamic heterogeneity. Almost nothing is known about what hap-
pens beyond this - the nature of glassy systems means that relaxation timescales
are so huge that no relaxation can be observed well before the proposed TK is
approached. Since there are no observations of what occurs in this deeply su-
percooled region, all that remains are the projections of excess entropy made by
Kauzmann[4].
It is uncontroversial to argue that the transition at TD is not a genuine one.
Outside the mean-field limit, metastable states are separated by finite energy
barriers and behaviour below TD is controlled by activated barrier crossing. The
phase space just becomes difficult to navigate (ergodicity has not been broken)
since the system just has to wait for the right kind of fluctuation to occur so it can
escape from the region of phase space it is in. Crystallisation can still occur, it
will just take an extremely long time since a series of rare moves will be required.
It is not clear what is expected to happen to the other transition at TK . If
a transition occurs here, the system becomes trapped in a single region of phase
space and is no longer able to crystallise. This requires ergodicity to be broken
(i.e. the phase space splits into disconnected regions). However, it is difficult to
argue for this occuring: one can imagine a series of rearrangements that takes
the system from one configuration to another. These rearrangements may be
extremely rare, leading to an extremely long wait before crystallisation occurs
but in this case a true thermodynamic transition will not have occured.
The theory described in this chapter is an attempt to investigate in a non-
mean field manner whether or not anything occurs at some TK which could be
described as a thermodynamic glass transition[1]. It involves replication of the
structural glass Hamiltonian, which can then be mapped to a spin glass Hamil-
tonian through successive cumulant expansions. Rather than the mean field, one
step RSB solution that leads to RFOT, droplet theory is used to give a non-
mean-field prediction of structural glass behaviour.
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2.2 The replica method and structural glasses
The replica method was introduced as a means of dealing with quenched disorder.
To calculate (for example) the free energy of a spin system with couplings Jij
which are drawn from a distribution P (J), the following must be calculated[24]:
FQ =
−kBT
N
∫
dJ P (J) log
[∫
Ds e−βH(s,J)
]
. (2.1)
This is problematic, since the log of the partition function must be averaged
over the quenched disorder and this is extremely difficult to calculate. Moving
the average within the log makes the calculation possible, but the disorder is no
longer quenched (this is an annealed average):
FA =
−kBT
N
log
[∫
dJ P (J)
∫
Ds e−βH(s,J)
]
. (2.2)
Quenched averages can be calculated using the replica trick, a method intro-
duced to deal with the spin-glass Hamiltonian. The ‘trick’ consists of using the
identity:
Z = lim
m→0
Zm − 1
m
, (2.3)
to rewrite the partition function. The Hamiltonian is copiedm times, re-expressed
in terms of overlap between replicas qαβ (where α and β index copies of the
system) and then the limit m→ 0 is taken to obtain the final answer.
The use of the replica method is not confined to systems where there is
quenched disorder to be averaged over. Its use in the study of structural glasses
was first proposed by Monasson[25]. The starting point is some density field φ(x)
which is described by a Hamiltonian H[φ]. It is imagined that below some tem-
perature the system becomes stuck in a metastable state, and this is represented
by introducing a term in the Hamiltonian coupling φ(x) to the field σ(x) with
strength g:
Fφ[σ, g, β] = − 1
β
∫
dφ(x) exp
[
−βH[φ]− g
2
∫
dx [σ(x)− φ(x)]2
]
. (2.4)
Here σ(x) is designed to represent the particular metastable state (from expo-
nentially many) that the system finds itself stuck in. The system is copied m
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times, and an average is performed over the field σ(x). The purpose of this is
to investigate all possible metastable states in which the system could end up at
low temperature. This gives the free energy:
F (m,β) = lim
g→0+
−1
βm
log
∫ m∏
ρ=1
dφρ(x)
× exp
{
−β
∑
ρ
H[φρ]− g
2m
∑
ρ<λ
∫
dx[φρ(x)− φλ(x)]2
}
. (2.5)
The configurational entropy of the system can now be calculated from this equa-
tion.
This technique was further employed by Me´zard and Parisi [26] using the idea
of ‘molecular bound states’. Similarly to Monasson’s method, the Hamiltonian
of the liquid is replicated and a coupling between replicas is introduced. The
interaction potential between a pair of molecules is v(rαi −rαj ) where i and j label
molecules and α is the replica index. The coupling between replicas is intro-
duced through the attractive potential W (x1j1 , . . . x
m
jm) which couples all particles
labelled j across the replicas (jm labels particle j in replica m). The replicated
Hamiltonian takes the form[26]:
Hm =
∑
1≤i<j≤N
m∑
α=1
v(xαi − xαj ) +
∑
j1...jm∈{1,...,N}
W (x1j1 , . . . x
m
jm). (2.6)
At low temperature the interaction potential W acts to bind particles with the
same label j together across the replicas into molecules. The labels can always
be arranged so that particles with the same label are found close to each other.
The co-ordinates are re-expressed as xαi = ri + u
α
i , where ri is the centre of
mass of the molecule i. The system to be analysed is now one of N molecules
each containing m particles. Analysis is performed by perturbing the particles
about their positions in the molecule. This is related to the concept of caging in
glassy systems, whereby particles are found in cages created by their neighbours.
The method corresponds to performing a pertubative expansion of the partition
function about the particles’ caged positions.
This method of replication and molecular bound states has more recently
been employed by Parisi and Zamponi[27] and again by Jacquin, Berthier and
Zamponi[28] to the problem of hard spheres. The idea is to explore jamming as
2.3. MAPPING TO THE SPIN GLASS 41
an equilibrium problem and explore its links with the glass transition. Stevenson
et al.[29] have also employed the method to analyse the structural glass.
2.3 Mapping to the spin glass
The starting point for the mapping is to write down the density fluctuations in a
copy i of the liquid: δρi(~r) = ρi(~r) − 〈ρi〉. Then the overlap between these fluc-
tuations in two copies of the liquid is written: pc(~r) = δρ2(~r)δρ1(~r). A partition
function is defined by averaging over ρ1 while constraining ρ2 in such a way as to
hold the overlap constant:
Z[pc(~r), δρ2(~r)] =
∫
e−βHliq(ρ1)δ (pc(~r)− δρ1(~r)δρ2(~r)) Dρ1(r) (2.7)
= 〈δ (pc(~r)− δρ1(~r)δρ2(~r))〉ρ1 , (2.8)
where Hliq(ρ1) is an appropriate Hamiltonian for the liquid, and the brackets
〈. . .〉ρi mean that the co-ordinate ρi has been averaged over. Then the effective
potential energy can be found by averaging the log of the partition function over
ρ2:
Ω[pc(~r)] = −T 〈lnZ[pc(~r), δρ2(~r)]〉ρ2 . (2.9)
As is usual when presented with an average over a logarithm, the replica trick
is used. The Hamiltonian is replicated n times and each replica labelled with α.
The copy of the system with which the overlap is measured is kept the same, so
the result includes n co-ordinates ρα1 and ρ2.
The δ-function can be written as:
δ (pc(~r)− δρ1(~r)δρ2(~r)) =
∫
exp
[
−iλ(~r)
∫
(pc(~r)− δρ1(~r)δρ2(~r)) d~r
] Dλ(~r)
2pi
,
(2.10)
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and with this, the effective potential becomes:
Ω[pc(~r)] = −T
∫ ∏
α
Dλα(~r)
2pi
exp
[
i
∑
α
∫
d~rλα(~r)pc(~r)
]
〈〈
exp
[
−i
∑
α
∫
d~rδρα1 (~r)δρ2(~r)λα(~r)
]〉
ρ2
〉
ρα1
. (2.11)
The first step in evaluating this integral is to make a Taylor expansion of the
exponential in the angular brackets (assuming that fluctuations in the density
are small):
exp
[
−i
∑
α
∫
d~r1δρ
α
1 (~r1)δρ2(~r1)λα(~r1)
]
= 1− i
∑
α
∫
d~r1δρ
α
1 (~r1)δρ2(~r1)λα(~r1)
− 1
2!
∫ ∫ ∑
α
∑
β
d~r1 d~r2δρ
α
1 (~r1)δρ2(~r1)δρ
β
1 (~r2)δρ2(~r2)λ
α(~r1)λ
β(~r2) + . . . .
(2.12)
Performing the averages over ρα1 and ρ2 and then re-exponentiating everything
produces a cumulant expansion as follows:
exp [iF (x)] = exp
[ ∞∑
m=1
im
m!
Θm
]
, (2.13)
where in this case:
F (x) =
∑
α
∫
d~r1δρ
α
1 (~r1)δρ2(~r1)λα(~r1), (2.14)
and Θm is a cumulant of F (x) order m, so here:
Θ1 = 〈〈F (x)〉ρ2〉ρα1 ,
Θ2 = 〈〈[F (x)]2〉ρ2〉ρα1 − 〈〈F (x)〉ρ2〉2ρα1 ,
Θ3 = 〈〈[F (x)]3〉ρ2〉ρα1 − 3〈〈[F (x)]2〉ρ2〉ρα1 〈〈F (x)〉ρ2〉ρα1 + 2〈〈F (x)〉ρ2〉3ρα1 . (2.15)
The name of the game is to calculate what these cumulants are, and a flavour
of this procedure will now be given. The first order cumulant Θ1 is zero, since
the δρ’s are all fluctuations of the density about its average. The second order
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cumulant Θ2 is a bit more complicated. As already stated, 〈〈F (x)〉ρ2〉ρα1 is zero
so any term involving it can be ignored. This leaves:
Θ2 = 〈〈[F (x)]2〉ρ2〉ρα1
=
∑
α
∑
β
∫ ∫
d~r1 d~r2
〈〈
δρα1 (~r1)δρ2(~r1)δρ
β
1 (~r2)δρ2(~r2)λ
α(~r1)λ
β(~r2)
〉
ρ2
〉
ρα1
.
(2.16)
Taking only the object over which is being averaged, and replacing the double
angle brackets with single angle brackets (to conserve space):〈
δρα1 (~r1)δρ2(~r1)δρ
β
1 (~r2)δρ2(~r2)λ
α(~r1)λ
β(~r2)
〉
ρ
=
〈
δρα1 (~r1)δρ2(~r1)δρ
β
1 (~r2)δρ2(~r2)
〉
ρ
λα(~r1)λ
β(~r2)
=
[〈
δρα1 (~r1)δρ2(~r1)
〉
ρ
〈
δρβ1 (~r2)δρ2(~r2)
〉
ρ
+〈
δρα1 (~r1)δρ
β
1 (~r2)
〉
ρ
〈
δρ2(~r1)δρ2(~r2)
〉
ρ
+〈
δρα1 (~r1)δρ2(~r2)
〉
ρ
〈
δρβ1 (~r2)δρ2(~r1)
〉
ρ
]
λα(~r1)λ
β(~r2). (2.17)
Since the process of averaging only couples density fluctuations in the same copy
of the system together, the only surviving term is the second one and then only
when α = β. This gives:
Θ2 =
∑
α
∫ ∫
d~r1 d~r2
〈
δρα1 (~r1)δρ
α
1 (~r2)
〉
ρ
〈
δρ2(~r1)δρ2(~r2)
〉
ρ
λα(~r1)λ
α(~r2)
=
∫ ∫
d~r1 d~r2
(
G(~r1, ~r2)
2
)∑
α
λα(~r1)λ
α(~r2). (2.18)
The definition G(~r1, ~r2) = 〈δρ(~r1)δρ(~r2)〉 is used. G(~r1, ~r2) is the static two-point
correlation function for the liquid, which is related to the pair correlation function
in the following way[13]:
G(~r1, ~r2) = ρδ(~r) + ρ
2g(~r)− ρ2, (2.19)
where ~r = ~r1 − ~r2.
The rest of the cumulants can be calculated in a similar way, leading to the
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form:
Ω[pc(~r)] = −T
∫ ∏
α
Dλα(~r)
2pi
exp
[
i
∑
α
∫
d~rλα(~r)pc(~r)
−1
2
∫ ∫
d~r1 d~r2
(
G(~r1, ~r2)
2
)∑
α
λα(~r1)λ
α(~r2)
+
i
6
∫ ∫ ∫
d~r1 d~r2 d~r3
(
G(~r1, ~r2, ~r3)
2
)∑
α
λα(~r1)λ
α(~r2)λ
α(~r3)
+O
(
(λα)4, (λα)2(λβ)2
)]
. (2.20)
The next step is to introduce the overlap qαβ(~r) = λα(~r)λβ(~r) (where α 6= β),
inserting this δ-function:
1 =
∫ ∏
α<β
Dqαβ(~r) δ (qαβ(~r)− λα(~r)λβ(~r))
=
∫ ∏
α<β
DqαβDuαβ(~r)
2pi
exp
[
i
∑
α<β
∫
d~r uαβ(~r) (qαβ(~r)− λα(~r)λβ(~r))
]
. (2.21)
After this has been done, all that remains is the integration over the λ’s and
finally over uαβ leaving an equation in qαβ.
To perform the integration over the λ’s, another cumulant expansion is per-
formed this time taking the term quadratic in λα as the probability distribution:
P (λα(~r)) = exp
[
−1
2
∫ ∫
d~r1 d~r2
(
G(~r1, ~r2)
2
)∑
α
λα(~r1)λ
α(~r2)
]
. (2.22)
This gives (for example) 〈λα(~r)〉 = 0 and 〈λα(~r1)λα(~r2)〉 = K(~r1, ~r2). This process
produces a huge number of terms, most of which evaluate to zero or do not couple
to uαβ and are thus ignored in anticipation of the final step (the integration over
uαβ. It is impractical to present the rest of the calculation in detail, but some
steps will be shown to give a flavour of what is going on. The only relevant term
from the first cumulant is:
Θ1 = i
∫
d~r
∑
α<β
uαβ(~r)qαβ(~r). (2.23)
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The only surviving term from the second cumulant is:
Θ2 = −1
2
∫ ∫
d~r1d~r2(K(~r1, ~r2))
2uαβ(~r1)uαβ(~r2), (2.24)
which comes from the product of two uλλ terms with α = δ and β = γ:
〈(−iuαβ(~r1)λα(~r1)λβ(~r1))(−iuδγ(~r2)λδ(~r2)λγ(~r2))〉λ
= 〈λα(~r1)λα(~r2)〉λ 〈λβ(~r1)λβ(~r2)〉λ uαβ(~r1)uαβ(~r2). (2.25)
The result of the expansion, ignoring terms not coupled to uαβ(~r) is:
Ω[pc(~r)] ≈ −T
∫ ∏
α<β
Dqαβ(~r)
∫ ∏
α<β
Duαβ(~r)
2pi
exp
[
i
∫
d~r
∑
α<β
uαβ(~r)qαβ(~r)
+
i
2
∫
d~r1 d~r2 d~r2
∑
α<β
A(~r1, ~r2, ~r3)uαβ(~r1)pc(~r2)pc(~r3)
−1
2
∫
d~r1 d~r2
∑
α<β
B(~r1, ~r2)uαβ(~r1)uαβ(~r2)
+
i
6
∫
d~r1 d~r2 d~r3
∑
α,β,γ
C(~r1, ~r2, ~r3)uαβ(~r1)uβγ(~r2)uγα(~r3)
+
i
6
∫
d~r1 d~r2 d~r3
∑
α<β
D(~r1, ~r2, ~r3)uαβ(~r1)uαβ(~r2)uαβ(~r3) + . . .
]
.
(2.26)
Where the coefficients are products of various K’s and G’s:
A(~r1, ~r2, ~r3) ≈ K(~r1, ~r3)K(~r2, ~r3), (2.27)
B(~r1, ~r2) ≈ [K(~r1, ~r2)]2, (2.28)
C(~r1, ~r2, ~r3) ≈ K(~r1, ~r2)K(~r2, ~r3)K(~r3, ~r1), (2.29)
D(~r1, ~r2, ~r3) ≈ −
∫ 9∏
i=4
[G(~r4, ~r5, ~r6)]
2[G(~r7, ~r8, ~r9)]
2K(~r1, ~r4)
×K(~r1, ~r7), K(~r2, ~r5)K(~r2, ~r8)K(~r3, ~r6)K(~r3, ~r9). (2.30)
The final step is to perform the integral over uαβ by means of a final cumulant
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expansion, this time taking:
P (uαβ(~r)) = exp
[
−1
2
∫
d~r1 d~r2
∑
α<β
B(~r1, ~r2)uαβ(~r1)uαβ(~r2)
]
. (2.31)
This gives the effective Hamiltonian[1]:
H[qαβ(~r)] =
∫
d~r
[
c
2
∑
α<β
(∇qαβ(~r))2 + t
2
∑
α<β
(qαβ(~r))
2
−w1
6
Tr(qαβ(~r))
3 − w2
3
∑
αβ
(qαβ(~r))
3
]
. (2.32)
This Hamiltonian is the same as that found by Moore and Drossel for the p = 3 p-
spin model in finite dimensions[30], which was obtained by Bray and Roberts[31]
in a study of the Ising spin glass in a random field.
The Ising spin glass in a random field has the Hamiltonian:
H = −
∑
<ij>
Jijsisj −
∑
hisi, (2.33)
where the spins si are Ising variables which take the values ±1, the couplings
Jij are quenched random variables as are the local fields hi. It is worth pausing
to consider how unexpected this mapping is. The original Hamiltonian Hliq(ρ)
is a function of the density ρ(r), which is continuous and defined everywhere in
space. The Hamiltonian after the mapping is a function of Ising spins, which can
take one of two values and are distributed on a lattice. Such a mapping brings to
mind the lattice gas Hamiltonian. In a lattice gas, the system is divided into cells
which are either empty or contain a molecule of the gas. These are then mapped
to Ising spins by giving the value +1 to cells containing a molecule, or −1 to cells
that are empty. The two mappings are completely different and should not be
confused - the lattice gas is a far more direct mapping than Moore and Yeo’s.
2.4 Two rival theories
What does this mapping say about the glass transition? Unfortunately it takes
the problem from one area of controversy to one which is perhaps even more con-
troversial - that of the behaviour of the spin glass in finite dimension. Research
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into spin glasses has been ongoing for some forty years and has produced many
interesting discoveries and promoted the development of new techniques for deal-
ing with disordered systems (such as the replica method used in the mappings
described in the previous sections). Despite this many things remain unknown,
perhaps the chief of these being the exact nature of the ordering transition in
finite dimension.
There are two rival theories which seek to describe the transition, and widespread
consensus as to which is the correct one has yet to be reached. As with any rival
theories, it is important to examine the predictions they make and then to com-
pare those predictions with measurements made in experiment or simulation. One
of the systems that can be used to discriminate between the two theories is the
Ising spin glass in a random field, as each theory provides a different prediction
for what should occur. Because of this, a very brief outline of the rival theories
and their predictions for the system will be given. After that, the correctness of
one will be assumed for the rest of this thesis - this mapping is not designed to
act as a test bed for spin glass theories!
2.4.1 Replica symmetry breaking
The first of these theories is one-step replica symmetry breaking (one-step RSB
hereafter) proposed by Parisi. The spin glass Hamiltonian is replicated, and the
matrix Qα,βi stores the overlaps between spins i in the replicas α and β[32]:
Qα,βi = 〈sαi sβi 〉,
Qαβ =
1
N
∑
i
Qα,βi . (2.34)
The order parameter for the transition is the Edwards-Anderson overlap:
qEA =
1
N
∑
i
[〈si〉2]av , (2.35)
where [. . .]av is an average over the quenched disorder (i.e. the couplings Jij).
Below the ordering transition temperature, qEA becomes nonzero and the mean
field replica-symmetric solution to the model takes Qαβ = q for all α and β [33]
(hence replica symmetric).
Parisi proposed that in fact Qαβ takes on a more complicated form, called
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Replica Symmetry Breaking (for reasons which will soon be obvious). The basic
idea is that below the critical temperature TC , ergodicity breaking occurs and the
system’s phase space becomes split into many states (in a very similar manner to
what occurs in RFOT). Each configuration of the system can be associated with
one of these states. In one step replica symmetry, the elements of Qαβ can take
on one of three values: q = 1 if the replicas α and β are in the same configuration,
q = q1 if the replicas are in different configurations but in the same state and
lastly q = q0 if the replicas are in different states where q0 < q1 < 1. The matrix
then has the form[24]:
Qαβ =

1 q1 q1
q1 1 q1 q0 . . .
q1 q1 1
1 q1 q1
q0 q1 1 q1 . . .
q1 q1 1
...
...
. . .

, (2.36)
and from this the calculation of the properties of the ordered phase can proceed.
It is one-step replica symmetry breaking like this that is the solution to the mean
field p-spin model, and so it is intimately linked to the ideas about the appearance
of states at TD and what occurs at TK in RFOT.
2.4.2 Droplet theory
The second proposed theory is the droplet/scaling theory, proposed first by Fisher
and Huse[34] and by Bray and Moore[35]. Here it is assumed that there exists an
ordered phase characterised by non-zero overlap qEA for T < TC . The stability
of this phase is analysed by considering its low energy excitations. These take
the form of clusters (or droplets, the theory’s namesake) of spins of linear size L
which are all flipped together from their ordered positions. The typical size of
these regions (i.e. the length L) can be calculated by considering the change in
energy associated with the boundary of the droplet (where the flipped spins have
now broken bonds with their neighbours) and the change in energy associated
with the interior of the droplet (which will be relevant if there is a field present,
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Figure 2.1: Phase diagrams for the Ising spin glass in a random field. On the left
is the mean field phase diagram where the AT line divides a spin glass phase from
the paramagnetic phase. On the right is the finite dimensional phase diagram as
derived from droplet theory. Here the spin glass phase only exists at h = 0.
which the droplet will now be misaligned with).
2.5 The Ising spin glass in a random field
The mean field behaviour of the Ising spin glass in a random field is as follows. At
high temperature and high field strength, the system is found in a paramagnetic
phase. At low temperature and low field strength, the system is found in a spin
glass phase. The two phases are separated by a transition line called the de
Almeida-Thouless line (or AT line for short). This line intercepts the h = 0 axis
at TC and the T = 0 at the critical field strength hc. This is illustrated in the left
hand part of figure 2.1. If RSB is correct, then this behaviour persists in finite
dimensions for short range spins and the AT line should be observed in (say)
three dimensions.
Droplet theory differs from RSB in that it predicts that spins will always align
with the field h. This means that in the droplet theory phase diagram, the system
is always found in the paramagnetic phase, except at h = 0 where a line of spin
glass phase exists. This phase diagram is illustrated in the right hand half of
figure 2.1.
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Since the structural glass is mapped into an Ising spin glass in a random field,
asking about the presence of an ideal structural glass transition is the same as
asking about the presence of the AT line. While the correctness of neither the
RSB nor the Droplet Theory has been settled conclusively, there is plenty of
evidence that there is no AT line to be found in d = 3. Young and Katzgraber
find no evidence in simulations of the Ising spin glass in d = 3[36]. Moore[37]
and more recently Moore and Bray[38] have argued that there should be no AT
line for all dimensions less than six. It will be assumed from now on that there is
no AT line in d < 6 and consequently that the structural to spin glass mapping
implies that there is no thermodynamic glass transition to be found at finite
temperature.
2.5.1 A growing correlation length
This rather bold statement raises plenty of questions. Most importantly, if there is
no transition what is the source of all of the observations made in glassy systems?
Even without a transition, droplet theory allows for the presence of a growing
correlation length. The energy cost of flipping a region of spins of size L from their
equilibrium positions is JLθ (where θ is an exponent which may be determined
from simulation or renormalisation group calculations) on the boundary of the
region (since they will now be misaligned with their neighbours). Within the bulk
of the region, there is an energy change since all of the spins are now realigned
in the random field - some may now be unaligned and some may have become
aligned . This energy scales as hLd/2 since the field direction is random. Balancing
these two energy costs and rearranging for L gives the typical size of regions that
are susceptible to flipping:
JLθ ∼ hLd/2,
L ≡ ξ & ξ ∼
(
J
h
) 1
d/2−θ
. (2.37)
From this a relaxation time can be calculated as well. The energy required
to surmount the barrier to a region of the reversed state of size ξ is ξψ, where ψ
is some exponent that is yet to be determined. The system relaxes by means of
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activated dynamics, meaning it has a relaxation time τR which grows like:
τR ∼ τo exp
[
βξψ
]
∼ τ0 exp
[
β
(
J
h
) ψ
d/2−θ
]
. (2.38)
So, even without a dynamic transition or an ideal glass transition at finite tem-
perature, growing structural relaxation times can still be caused by a growing
correlation length.
Interestingly this derivation shares some similarities with the Mosaic length
scale derived in section 1.2.2. Both involve the comparision of costs of boundaries
and interiors of fluctuating regions - this connection is doubly interesting given the
opposition of one step RSB (which is connected to RFOT) and droplet theory. It
is worth remembering that the energy costs for both lengthscales are calculated
in different ways and scale with different exponents. Although an exponent θ
appears in both, these exponents are completely different.
2.6 Where to now?
The mapping presented in this chapter is an attempt to deal with structural
glass behaviour in a non mean-field manner. The conclusions are striking: the
structural glass is in the same universality class as the Ising spin glass in a random
field. As interpreted by droplet theory, this predicts no thermodynamic glass
transition at finite temperature, but allows for a growing correlation length and
relaxation times. These will depend on the spin glass critical exponents θ and ψ
as well as the exact details of the mapping (through the spin-spin coupling Jij
and the random field strength hi).
This is all well and good, but a few things are required to help make this
mapping more explicit. The mapping itself is opaque - it is not entirely clear
what is going on during the replication and averaging of the partition function.
As well as that there is no real physical insight into the source of the coupling
constant Jij and the random field hi. A simple molecular system which exhibits
glassy behaviour and which can be easily mapped to a spin system should be
the starting point. The properties of the spin system could then be investigated,
with the aim of analysing which type of system the mapping produces. Avoiding
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the rather opaque process of using replicas to achieve the mapping should make
the whole process clearer. Since the mapping has been carried out directly, this
should also provide some insight into how Jij and hi behave (assuming the spin
model has spin-spin coupling and a field, of course). This will also allow the spin
glass correlation length to be measured from simulations, and its behaviour can
be compared to behaviour derived from Jij and hi. This programme would allow
the validity of the mapping to be tested and also shed some light on how it works.
There are also in existence other mappings of structural glasses to spin sys-
tems. Stevenson et al.[29] map to a random bond ferromagnet in a random field.
This differs from the spin glass case in that the couplings Jij while random are all
positive meaning that ferromagnetic rather than amorphous, spin-glass ordering
is expected. Ideally, the mapping from molecular to spin systems should be blind
to the desired nature of the spin model. Then the nature of the correlations
that are observed should be used to indicate what spin model the mapping has
produced.
Chapter 3
Systems in one dimension
3.1 Introduction
Binary systems are used very commonly as model glass formers. If a simulation
of a glassy system is being performed, chances are it is of a binary system. These
systems are attractive because of their simplicity. Disks and spheres crystallise
far too easily when performing measurements over the long time periods required
to gather good data (although jammed states can be achieved in three dimensions
when rapid quenching is used). Introducing two different sizes of disk (hence the
term ‘binary’) suppresses crystallisation without making the system much more
complicated. There will be further discussion of the specifics of different flavours
of binary systems in Chapter 6.
There is an issue peculiar to binary systems (and to other systems with more
than two different sizes of particle), namely the drive for the separation of the
fluid into regions dominated by disks of one size (or phase separation/phase coars-
ening). Why would this happen at all? For the sort of size ratio of disks typically
used as model glass formers, the densest (or lowest energy) configuration is one
consisting of separate crystals of each particle type with some kind of interface
separating them. As density is increased, the system will aim to maximise its
local free volume (i.e. the volume available for moving a particle if all others are
frozen) and this will be best achieved by grouping particles of the same size to-
gether. It might be expected that these regions grow in size as the system is made
more dense. Exactly the same argument can be made using lowering temperature
and minimising potential energy. Surely in the high density/low temperature re-
gions where glassy phenomena are observed, this will be an important process?
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Evidence of this kind of behaviour can be seen in figure 3.1 whose parts are taken
from references [39] and [40]. Note the regions of larger disks which demonstrate
a high degree of ordering. In reference [39] the authors even focus on this be-
haviour (’curds’ of large particles separating from the ’whey’ of the surrounding
fluid) as a source of glassy behaviour. On top of this, recent simulational work
has shown that for many binary fluids, phase separation and crystallisation is
possible on simulational timescales (see for example references:[41, 42, 43]).
Nevertheless, this process is still not well understood. How strong is the drive
for phase coarsening? How do regions dominated by one size of particle grow as
the density is increased (or the temperature decreased)? What are the timescales
involved and how do they change with density (or temperature)? It is likely that
the timescales will be at least of the order of the structural relaxation time in
glassy systems (if not much longer). Could this behaviour be mistaken for glassy
behaviour? After all, it does generate a correlation length (the size of the regions
of each ‘phase’) and a relaxation time (the typical time for these regions to form).
It would also lead to dynamic heterogeneity: regions of different particles would
have different characteristic dynamic behaviour, with the larger particles being
slower moving than the smaller ones. This raises a worrying question: could
this be the mechanism behind glassy behaviour, or is it a process which affects
measurements made on the phase coarsening timescale?
The work presented in this chapter seeks to answer some of these questions.
An exactly solvable one-dimensional model is presented in which the typical size
of regions dominated by one type of particle can be calculated. This length scale
is found to grow extremely quickly with increasing density, and although the
growth will not be as strong when d > 1 it still suggests that this is an issue
which must be taken seriously.
3.1.1 One dimensional systems
The simplest molecular systems that can be studied are ones consisting of hard
rods in one dimension. They have the distinct advantage that most of their
properties can be calculated analytically without having to resort to simulations
with incredibly long running times. There is a long and venerable history in
the study of critical phenomena of solving simple models and then using their
behaviour to describe more complicated systems.
One dimensional systems are not without their problems. Chief of these is
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i.e., CV ¼ 2. What could not be seen in earlier simulations
is that there is a smaller second peak of the specific heat at
lower temperatures. To resolve it to the naked eye, we
present in Fig. 1, a blowup of the region of lowest tem-
peratures where the second peak is more obvious.
To understand the nature of the specific heat anomalies
one must understand the physics that is behind the glassy
behavior of this model in general and the existence of the
two specific heat peaks, in particular. When the tempera-
ture is lowered at a fixed pressure, this system [12] as well
as many other glass formers [13–18] tends to form micro-
clusters of local order. In the present case, large particles
form hexagonal ordering first (starting at about T ¼ 0:5,
and at lower temperatures (around T ¼ 0:1) also the small
particles form hexagonal clusters. The clusters are not that
huge, with at mostOð100Þ particles, (cf. Fig. 2), depending
on the temperature and the aging time. But we have shown
that the long time properties of correlation functions are
entirely carried by the microclusters [12]. Below, we will
refer to the microclusters as curds and the liquid phase as
whey. We will argue that the specific heat responds to the
micromelting of the clusters—those of small particles at
the lowest temperatures and those of the larger particles at
higher temperatures. The large increase in the number of
degrees of freedom when a particle leaves a crystalline
cluster and joins the liquid background is the basic reason
for the increase in entropy that is seen as a specific heat
peak.
We will calculate the specific heat at constant volume
per particle from the exact expression that can be derived
[19] for any system with inverse power law potential r$n,
CV
N
¼ 1þ 4K
1 $ K
n2!T
: (3)
For our system n ¼ 12, K is the bulk modulus and K1
[20,21] is given by
K1 ¼ !T þ nðnþ 2Þ
4
!
hUi
N
: (4)
The bulk modulus requires an equation of state for its
calculation. In the rest of this Letter, we will therefore
derive an approximate equation of state and compute the
specific heat, exposing the origins of the two peaks.
To start, we define v‘w, v
s
w, v
‘
c, and v
s
c, respectively, as
the volume of large particle in the whey, small particle in
the whey, large particle in the solid, and small particle in
the solid. Similarly, we denote by "‘w, "
s
w, "
‘
c, and "
s
c the
energy of a large and small particle in the in the whey and
in the crystalline phase, respectively. Needless to say, all
these quantities are temperature and pressure dependent;
we will therefore explicitly use our low-temperature
knowledge concerning v‘c and v
s
c in the crystalline phase,
but treat the difference v‘w $ v‘c and vsw $ vsc as constants
that we estimate below from our simulation knowledge.
Similarly, we estimate "‘c and "
s
c from our knowledge of the
hexagonal lattices at T ¼ 0. We assume that "‘w & "‘c and
similarly "sw & "sc since our simulations indicate a very
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FIG. 1 (color online). In dots: the temperature dependence of
the specific heat in the binary mixture model, computed at
constant volume, such that the volume agrees with the pressure
P ¼ 13:5 [7] at each temperature. The data indicate the exis-
tence of two specific heat peaks, one prominent at about T ¼ 0:5
and a smaller on at about T ¼ 0:1, and see the inset for finer
detail. The data at lower temperature represent two years of
computing time and are believed to be trustable. The error bars
are smaller than the points used in the graph. Note that the
specific heat is smaller than 2 at T ¼ 0:3 and T ¼ 0:2, but larger
than 2 for T ¼ 0:1. It must go to the limit CV ¼ 2 for T ! 0,
making a secondary peak around T ¼ 0:1.
FIG. 2 (color online). A snapshot of the system at T ¼ 0:44. In
colors, we highlight the clusters of large particles in local
hexagonal order. The colors have no meaning.
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see the plateau height increase. A structural relaxation time
￿e ,a is defined as the time required for the incoherent scat-
tering funtion Fs ,a(k ,t) to equal 1/e . Relaxation times for
large and small particles are plotted against 1/T* in Fig. 2.
We find a rapid non-Arrhenius increase in ￿e ,1 and ￿e ,2 on
cooling, in accord with the first part of criteria ￿i￿. A more
comprehensive analysis of the dynamics of the 2D mixture is
provided elsewhere ￿2￿.
B. Structural correlations
Is the slowing down associated with the appearance of
some form of long-range order? In the single component 2D
liquid, for example, we find a significant slowing down on
approaching the freezing transition as a result of the steadily
growing domains of hexagonal order ￿17￿. Comparison of
particle configurations in the mixture at T*￿0.1, 0.4, 0.6,
and 1.0 in Fig. 3 certainly indicates an increasing tendency
of the large particles to collect into hexagonal domains. In
what follows, we examine translational, compositional, and
hexatic order in the equimolar mixture.
1. Partial pair distribution functions
For the 2D equimolar binary mixture with ￿2 /￿1￿1.4,
we find no long-range translational order. The partial pair
distribution functions gab(r) decay exponentially, as shown
in Figs. 4–6, even at the lowest temperatures. The splitting
of the second peak which we observe in all three gab(r)’s
can be simply accounted for by the presence of the two par-
ticle sizes in the mixture. Details of this analysis are pro-
vided in Ref. ￿18￿. Appearing, as this feature does, at a tem-
perature (T*￿1.0) well above any glasslike behavior, we
conclude that it has nothing to do with the glass transition. A
similar conclusion with respect to a 3D binary mixture of
Lennard-Jones particles has been reached by Bernu et al.
￿19￿ and Kob and Andersen ￿20￿.
The partial distribution functions are also sensitive mea-
sures of local compositional correlations. Integrating under
the first peak of the distribution functions out to the first
minimum, provides the partial coordination numbers nab(1)
which are plotted against T* in Fig. 7￿a￿. In decreasing the
temperature from T*￿0.5 to T*￿0.4, we observe a small
step increase in n11(1) and n22(1), from approximately 2.6
to 2.9 and approximately 3.6 to 3.8, respectively, which is
accompanied by a corresponding drop in n12(1). This change
represents a slight increase in the tendency to microsegrega-
tion and clear evidence of the absence of global demixing.
The step is more pronounced in the second shell coordination
numbers nab(2) as shown in Fig. 7￿b￿. We stress that these
distribution functions were found to be stable over the long
run times indicated in Table I. At T*￿0.4, for example, the
total run time corresponds to ￿50 times the structural relax-
ation time ￿e ,1 . We will consider the stability of the low-
temperature disordered states further below. The stationary
character of the local distributions, however, is one of the
FIG. 3. Representative particle configurations at ￿a￿ T*￿1, ￿b￿ T*￿0.6, ￿c￿ T*￿0.4, and ￿d￿ T*￿0.1 for the equimolar binary mixture
with ￿2 /￿1￿1.4. The small and large particles are represented by the open and filled circles respectively and have been drawn slightly
smaller than their actual sizes to avoid significant overlapping that would obscure the pictures.
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Figure 3.1: Binary disk system with interaction potential V (r) = (σAB/r)
12 at
T = 0.44 measured in units of . Note regions of larger disks showing a high
degree of hexagonal ordering. Taken from reference [39] and [40].
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the fact that no phase transitions at finite temperatures can occur, since they
are always destroyed by thermal fluctuations[44]. As glassy systems are being
considered, this might be a problem; with the complicated phase behaviour and
many proposed transitions (see Chapter 1) how can a one dimensional system tell
us anything about this with all its transitions occurring at T = 0? Even at T = 0
looking at the density/packing fraction behaviour, little of interest is expected
to happen away from the system’s maximum density. As packing fraction is
increased the rods simply get closer and closer together before becoming stuck
at the system’s maximum density (which usually occurs at ρ = 1 when the rods
occupy all of the system’s volume).
This does not even take into consideration the dynamical oddities that occur
in one dimensional systems. For example, if two rods of equal mass collide they
simply switch velocities[45]. This means that if a system of N rods with equal
masses are given random initial velocities, this distribution will remain for all
time and therefore it will be impossible to equilibrate the system.
Nevertheless, steps can be taken to overcome these problems. In the case of
the preservation of the initial velocity distribution, the system can be attached
to a heat bath or the particles can be given a random distribution of masses.
In answer to the charge that nothing of interest can happen as the density is
increased, in this chapter some new mechanisms are introduced to the hard rod
model in an attempt to make it more interesting and relevant to the glass problem.
3.2 Hard rods
The simplest one-dimensional system consists of N hard rods, all of equal length
a which are placed in a one-dimensional volume of size L (which may or may not
have periodic boundary conditions). The rods have a density ρ = N/L and free
volume VF = L−Na. Free volume is defined as the volume over which a particle
can be translated if all other particles in the system are frozen in place[46]. Their
equation of state is that of a Tonks linear gas[47]:
βp =
ρa
1− ρa. (3.1)
Assuming that the difficulties with velocity distributions can be overcome the
system will reach equilibrium.
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Figure 3.2: g(r) for a one-dimensional system of hard rods, calculated at ρ = 0.8.
3.2.1 The equilibrium correlation length
An equilibrium correlation length for the hard rod system can be identified from
the decay of the pair correlation function g(r). Its analytical form can be derived
following the work of Fisher and Widom[48]. In this hard rod system, g(r) appears
as a series of decaying peaks which eventually become smeared out since g(r →
∞) = 1 . A plot of g(r) can be seen in figure 3.2. The peaks correspond to
the likely places rods will be found, given that there is a rod at r = 0. The
equilibrium correlation length, ξeq is defined as the length over which these peaks
decay. Beyond this length, rods become uncorrelated with the rod at the origin.
To start, the Laplace transform J(s) of the interaction potential of the rods
V (r) is calculated:
J(s) =
∫ ∞
0
e−sre−βV (r) dr, (3.2)
where in this case V (r) is a simple hard core potential:
V (r) =
{
∞ when 0 ≤ r ≤ a
0 otherwise
. (3.3)
Fisher and Widom express the Laplace transform of G(r) = g(r)− 1 (where g(r)
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is the pair correlation function) in terms of J(s):
ρG˜(σ) =
[
J(βp)
J(σ + βp)
− 1
]−1
− ρ
σ
. (3.4)
The poles of G˜(σ) are then the roots of the equation:
J(σ + βp) = J(βp). (3.5)
This has roots σn, and if the trivial root at σ0 = 0 is ignored, then the pair
correlation function can be expressed as:
G(r) =
∑
n=1
γne
σnr, (3.6)
where γn is the residue of J(s) when s = σn and G(r) = g(r) − 1. The long
distance decay of G(r) is of interest, and this is dominated by the root σ1 which
is closest to zero - in other words, at long distances G(r) ∼ f(r)eσ1r (where f(r)
is a function defining the positions of the peaks) so that ξeq ∼ −1/σ1. In figure
3.3 the plot of g(r) at ρ = 0.99 suggests that this form for the decay of g(r) is
valid at fairly large r. In the high density limit (i.e. when ρa→ 1), this gives:
ξeq =
2a
pi2
ρa
(1− ρa)2 . (3.7)
Unsurprisingly this length-scale diverges approaching ρa = 1, since at this density
all rods are fixed in place and therefore their positions cannot fluctuate.
3.2.2 The hopping correlation length
As discussed in Chapter 1, two relaxation times can be identified in glassy sys-
tems: τβ which corresponds to rapid local relaxation, and τα which is the timescale
for structural relaxation. Often structural relaxation requires some form of col-
lective movement (i.e. several particles must participate in the same movement
event to allow the fluid to relax).
In a one-dimensional hard rod system this sort of collective motion will not
occur - the system just isn’t complex enough. With some modifications something
like it can be introduced. The details of the hard rod system remain the same (N
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Figure 3.3: g(r) for a one-dimensional system of hard rods, calculated at ρ = 0.99.
The inset demonstrates the exponential decay of the peaks at high density and
large r.
rods of size a in a periodic one-dimensional box of length L), but some new dy-
namics are introduced. Initially rods are placed in some allowed (non-overlapping)
configuration, and the dynamics proceed through ‘hopping’ movements. A rod
is chosen at random and a move of distance d (where −dmax ≤ d ≤ dmax) is
attempted. A move consists of removing the rod from its current position and
placing its centre a distance d from where it started. A move is successful if there
is a gap of at least size a centred a distance d away from the rod’s centre; if there
is no gap of the right size the move is unsuccessful.
These gaps bear some similarities to the idea of cavity volume which is the
volume of a connected region which is available for the addition of an extra
particle to the system[46]. Since these hopping moves are non-local they can be
thought of as being like the addition of an extra particle to the region to which
they re being moved. As the packing fraction is increased it becomes more and
more difficult to find moves that will be accepted. Stable regions will appear
since gaps of large enough size will become more and more spaced out and the
relaxation time will become large because of this. At some point all gaps within
distance dmax of a rod will be too small, and at that point the system will have
reached kinetic arrest. At what packing fraction does this occur?
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To determine this, the probability of finding all gaps in the system to be less
than size a is calculated, and from that a length-scale is extracted. A new set
of co-ordinates are introduced, corresponding to the gaps between rods and their
neighbours. The co-ordinate hi measures the size of the gap between rod number i
and rod number i+1. These co-ordinates are constrained by VF =
∑
i hi (i.e. the
sum of the gaps between the rods is equal to the systems free volume, VF ). With
this constraint in mind, the probability that all hi are less than a is calculated -
this is the probability that the system is in kinetic arrest. It may be written in
integral form:
P (∀hi < a) =
∫ a
0
dh1 . . .
∫ a
0
dhN δ (VF −
∑
i hi)∫∞
0
dh1 . . .
∫∞
0
dhN δ (VF −
∑
i hi)
. (3.8)
By expressing the δ-function as a Fourier Transform:
δ
(
VF −
∑
i
hi
)
=
∫ ∞
−∞
dk
2pi
eik(VF−
P
i hi), (3.9)
the N integrals over hi can be factorised into N identical integrals over hi:
P (∀hi < a) =
∫∞
−∞
dk
2pi
eikVF
(∫ a
0
dh eikh
)N∫∞
−∞
dk
2pi
eikVF
(∫∞
0
dh eikh
)N . (3.10)
The integrals over h are simple and the integral over k is performed using the
method of steepest ascent. Then the probability is found to be:
P (∀hi < a) = exp
[
−Lρe− ρa1−ρa
]
. (3.11)
From this a density dependent length-scale ξhop can be extracted, where it is
expected that for a system of size L at density ρ a region of size ξhop will tend
not to include gaps of size a and hence will remain largely immobile:
ξhop =
e
ρa
1−ρa
ρ
. (3.12)
This length-scale diverges exponentially with ρ compared to the power law di-
vergence with ρ of the equilibrium length-scale ξeq. The density at which kinetic
arrest occurs will happen when dmax ∼ ξhop. A plot of the two length-scales to-
gether can be seen in figure 3.4. A more detailed derivation of this length-scale
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Figure 3.4: Comparison of the equilibrium and hopping length-scales for the
standard hard rod system.
can be found in appendix A.1.
3.3 Binary non-additive hard rods
It was argued in the opening section of this chapter that in binary systems there
will be a drive towards ‘phase separation’ (which here means a separation of the
fluid into regions dominated by one size of particle). We wish to understand more
about this behaviour, chiefly how these regions grow when packing fraction is
increased. One-dimensional systems offer the chance to calculate exact behaviour,
but there are some issues associated with trying to replicate this phase separation
behaviour.
It is hard to mimic this behaviour in one dimension. If a system has two
different sizes of rod in it, nothing fundamentally changes about its behaviour. As
packing fraction increases the rods rattle about, and eventually a point is reached
when all rods are touching their neighbours. This maximum density is still the
only interesting point, and even if the rods were allowed to rearrange themselves
(i.e. move past each other) there is nothing that would drive them to phase
separate at all. This drive to phase separate can be mimicked by introducing
non-additive interactions between the species. The rods are split evenly into
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two groups: species A and species B. Rods interact with members of their own
species as before - as if they are rods of width a. If rods of different species are
next to each other, they interact as if they are twice this width (as if they are
of width 2a) - this is the part of the interaction referred to as ‘non-additive’.
Thus as the packing fraction is increased, it becomes more and more desirable to
keep rods of the same species together. This is reasonably like what drives phase
separation in the higher dimensional systems - there is a volume cost to having
a well mixed fluid versus a phase separated crystal so as free volume becomes
scarce (as packing fraction is increased) the phase separated crystal becomes the
most desirable state.
A parameter ∆ is introduced to track the number of rods of species A that are
next to rods of species B (how ‘mixed’ the system is). If NAB is the number of A
rods next to B rods, then the mixing parameter ∆ is defined as ∆ = NAB/N . The
equation of state is modified to take account of the new ∆ dependent maximum
packing fraction:
βp =
ρa
1− ρa(1 + ∆) . (3.13)
There are now different ‘arrangements’ of the system characterised by different
values of ∆ and different maximum packing fractions. Each arrangement can be
‘realised’ in several different ways, since the maximum packing fraction depends
only on NAB not the specific order the A’s and B’s are placed in. For example
there is only one way to arrange the rods so that ∆ = 1 or ∆ = 0. A simple
configurational entropy can now be defined as the log of the number of realisations
of each arrangement.
If the rods are allowed some method to rearrange themselves (for example the
hopping process just described) the system will tend towards the arrangement
(or equivalently value of ∆) that has the largest number of realisations. This is
(perhaps unsurprisingly) the arrangement characterised by ∆ = 0.5. The fluid
attempts to get as close to ∆ = 0.5 as it is allowed by the available volume. With
this in mind, it should be possible to determine the equilibrium size of typical
regions dominated by each species.
3.3. BINARY NON-ADDITIVE HARD RODS 63
0 2 4 6 8 10 12 14 16 18 20
r
0
2
4
6
8
10
gAA(r)
ρa =  0.8
Figure 3.5: gAA(r) at ρ = 0.8 for the binary non-additive hard rod system.
3.3.1 Equilibrium length-scales
For a binary system, three distinct pair correlation functions can be defined.
GAA(r) which measures the correlation of a rod of species A at the origin with
other rods of species A at separation r, GBB(r) which is the equivalent func-
tion for B rods and GAB(r) = GBA(r) which measures the correlation of a rod
at the origin with rods of the other species at separation r. These will be rea-
sonably complex oscillating functions decaying toward one at large separations,
representing the decay of any regular structure over large distances to an essen-
tially random arrangement of rods of both species. There are two obvious ways
of combining these correlation functions together to create two new correlation
functions, each of which tracks an important feature of the binary system. Firstly,
to measure correlations between rods, regardless of species the ’structural’ pair
correlation function is defined:
Gs(r) =
1
4
(GAA(r) +GBB(r) + 2GAB(r)) . (3.14)
When plotted for a particular density, this function is exactly the same as the
corresponding pair correlation function G(r) in the single species system at the
same density.
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Figure 3.6: Comparison of the structural correlation function (Gs(r)) and the
compositional correlation function (Gc(r) for the binary non-additive hard rod
system. Note the similarity of the structural correlation function to g(r) measured
for the normal hard rod system and the decay of GC(r) towards zero at large r.
Secondly a ’compositional’ correlation function can be defined:
Gc(r) =
1
4
(GAA(r) +GBB(r)− 2GAB(r)) . (3.15)
This function will decay to zero as correlations between the rod at r = 0 and rods
of either species becomes equal (i.e. when the species of rod at the origin ceases
to be the dominant one) and it should provide a typical length-scale for regions
dominated by rods of one species. The long distance behaviour (or decay) of this
function Gc(r) was sought, using an extension of Fisher and Widom’s method[48]
for a hard rod system with an arbitrary number of species[49]. The spirit of
the procedure is essentially the same, although the actual method is slightly
different. Once again, behaviour as ρa → 1 is examined and now a length-scale
ξbineq is recovered:
ξbineq =
1− ρa∆
ρ
exp
[
ρa
1− ρa(1 + ∆)
]
. (3.16)
The equilibrium values of ∆ may be calculated by determining numerically
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the values βp takes at different densities and rearranging the equation of state
for the non-additive binary mixture (equation 3.13) to find how ∆ depends on ρ.
This then allows the correlation length ξbineq to be plotted as a function of density
only. This is the same as introducing some mechanism which allows the system
to demix as it pleases when the density is increased. The lengthscale plotted in
this way can be seen in figure 3.7.
3.3.2 Hopping length-scale
The length-scale associated with hopping dynamics may again be calculated for
the extended system. The calculation is almost exactly the same, bar a few added
complications due to the non-additivity of the rods. The main difference is that
now the size of gap required for a successful move depends on the species of the
rod that is attempting to move, and the species of rod on either side of the gap
into which the move is attempted. As the rods are split equally between species,
there is an equal chance that the rod attempting to move is of species A or species
B. There are three types of gap into which a move can be attempted - either
the rods on either side are both of the same species as the rod that is attempting
a move, they are both of different species or one is of the same species and one
is of the other. This gives three minimum sizes of gap: a for the first case, 3a
for the second and 2a for the third. The probabilities that each of these gap
types are encountered by a moving rod can be characterised simply using the
non-additivity parameter, ∆:
P (hmax = a) =
1
2
(1−∆),
P (hmax = 2a) = ∆,
P (hmax = 3a) =
1
2
(1−∆).
Using these, equation (3.10) is modified with the N integrals from 0 to a being
split into three different groups of integrals form 0 to a, 0 to 2a and 0 to 3a each
raised to a power corresponding to the above probabilities. The calculation then
proceeds exactly as before, with the limit ρa → 1 being taken. The hopping
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Figure 3.7: Comparison between the hopping (ξ′hop) and static equilibrium (ξ
′
eq)
length scales in a binary system of hard rods. Calculated for the equilibrium
values of the mixing parameter ∆.
length-scale for the non-additive hard rod system is found to be:
ξbinhop =
1
ρ
[
1
2
(1−∆)e− ρa1−ρa+
1
2
(1−∆)e−3ρa1−ρa + ∆e−2ρa1−ρa
]−1
.
(3.17)
which in the limit of interest (ρa→ 1) will be completely dominated by the first
exponential term.
Notably both of the length scales calculated for the binary system grow with
density in a similar way. This would mean that areas dominated by rods of species
A and rods of species B are largely stable under hopping dynamics. The hopping
lengthscale plotted with the equilibrium value of the mixing parametr ∆ can be
seen in figure 3.7.
3.4 Conclusions
While the behaviour of one-dimensional systems is different in many ways from
their counterparts in two and three dimensions, there is still much we can learn
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from studying them. The binary non-additive hard rod system mimics the free
volume cost a binary fluid experiences by not demixing. Including this non-
additive interaction means that (given access to all possible particle arrange-
ments) the rods have a strong tendency to phase separate as the density is in-
creased. This is shown through the growth of the correlation length derived
from GC(r), which measures the typical size of regions dominated by one type of
particle.
While the equivalent correlation lengths in binary fluids in two and three
dimensions will not grow as rapidly, this is still an indication that there is a strong
drive to phase separation and coarsening in these systems. We return to the earlier
question, then: is this the source of glassy behaviour, or is it something that will
interfere with measurements of glassy phenomena? In the next three chapters
a model will be presented which allows a binary hard disk fluid to be studied
while preventing the process of phase separation and coarsening from occurring.
This system still exhibits glassy behaviour, so it must be concluded that this
process has little to do with glassiness. As to the question about whether or not
measurements are affected by phase separation, this is something that requires
more investigation. If measurements are being made using a binary system then
making them on timescales shorter than the phase coarsening timescale (however
long it may be), but longer than τα (to allow the system to forget its initial
configuration) will avoid any problems. Otherwise measurements are being made
of what is an ordering process and nothing to do with glasses at all.
Appendix A
Dynamic length-scales
A.1 One species of rod
The system is defined in the following way - N hard rods of width a are placed in
a one-dimensional volume of size L, they have density ρ = N/L and the system
has free volume VF = L−Na. The system has equation of state:
βp =
ρa
1− ρa. (A.1)
Hopping dynamics are introduced - the system is frozen in some random configu-
ration and a rod is chosen at random. An attempt is then made to move the rod
by a random distance d (with d < dmax). A move is successful if there is enough
space to remove the rod from its original position, and place it a distance d away
(i.e. there must be a gap of at least size a centred on a point a distance d away
from the centre of the rod in its original position). This can be thought of not
so much as dynamical behaviour, but as a probe for the distribution of rod sized
gaps in the system.
A new set of co-ordinates are introduced - the rods are numbered 1 to N as
are the gaps between them, with hi being the size of the gap between rod number
i and rod number i + 1. The gap sizes summed together must be equal to the
system’s free volume, VF =
∑
i hi.
The probability that the system is in kinetic arrest at a given density is cal-
culated by considering the likelihood that all gaps hi are smaller than a. This
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probability is given by the integral:
P (∀hi < a) =
∫ a
0
dh1 . . .
∫ a
0
dhN δ (VF −
∑
i hi)∫∞
0
dh1 . . .
∫∞
0
dhN δ (VF −
∑
i hi)
. (A.2)
Then the δ-function is expressed as a Fourier transform:
δ
(
VF −
∑
i
hi
)
=
∫ ∞
−∞
dk
2pi
eik(VF−
P
i hi), (A.3)
allowing the N unique integrals over hi to be expressed as N identical integrals
over h:
P (∀hi < a) =
∫∞
−∞
dk
2pi
eikVF
(∫ a
0
dh eikh
)N∫∞
−∞
dk
2pi
eikVF
(∫∞
0
dh eikh
)N . (A.4)
The integrals over h are simple to perform, leaving:
P (∀hi < a) =
∫∞
−∞
dk
2pi
eikVF
(
1−e−ika
ik
)N
∫∞
−∞
dk
2pi
eikVF
(
1
ik
)N . (A.5)
First, the numerator of equation (A.5) is considered and re-written in the form:∫ ∞
−∞
dk exp [Nf(k)] , (A.6)
with:
f(k) = ik
(
1− ρa
ρ
)
+ ln(1− eika)− ln(ik). (A.7)
This is integral is solved using the method of steepest ascent - that is approx-
imating f(k) using the first term of a Taylor expansion about its saddle point
with the largest real component. To begin, f(k) is differentiated with respect to
k and then k is re-expressed as k = x + iy. The saddle point with the largest
real part will dominate the integral, so as a first try k is taken as being purely
imaginary (since it appears in the integral as ik) and solutions to f ′(y0) = 0 are
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sought. The equation to be solved is then:
0 =
1− ρa
ρa
+
ey0a
1− ey0a +
1
y0a
, (A.8)
where y0 is the position of the saddle point.
The high density limit is taken - that is when ρa→ 1 - which means that:
ey0a
1− ey0a +
1
y0a
→ 0. (A.9)
It is noted that this condition is only fulfilled when y0 → −∞ and that the
first term is much smaller than the second. Given this, the stationary point
dominating the integral is to be found at:
iy0a =
ρa
1− ρa, (A.10)
in the high density limit.
A similar method is employed to solve the integral in the denominator of
equation (A.5). This time the integral is written:∫ ∞
−∞
dk exp [Ng(k)] , (A.11)
with:
g(k) = ik
(
1− ρa
ρ
)
+ ln(ik). (A.12)
For all densities the dominant zero is found at:
ik′0a =
ρa
1− ρa. (A.13)
When these values are substituted back into equation (A.5), the denominator
cancels with most of the numerator, leaving only:
P (∀hi < a) ∼ exp
[
ln
(
1− e−ik0a)] (A.14)
∼ exp
[
−Ne− ρa1−ρa
]
(A.15)
∼ exp
[
−Lρe− ρa1−ρa
]
, (A.16)
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or in other words, the probability of finding a gap of at least size a decays over a
length-scale:
ξhop =
e
ρa
1−ρa
ρ
. (A.17)
A.2 Two species of rod
The above calculation can be repeated for a system containing two species of hard
rod with a non-additive interaction between them. Again N hard rods are placed
in a one-dimensional volume of size L, but this time they are divided equally into
two species, species A and species B with NA = NB = N/2. Rods of species
A interact with other rods of species A like they are both of width a and the
same occurs for rods of species B interacting with rods of species B. However,
rods of species A interact with rods of species B like they are of width 2a and
vice-versa. The obvious consequence of this is that as the system is compressed,
mixing of different specie together will not be favoured. To measure the degree of
mixing in a particular realisation of the system, a new parameter is defined. If the
number of A rods next to B rods is NAB, then a mixing parameter ∆ is defined
as ∆ = NAB/N . The equation of state for this system is found by modifying the
equation of state for a Tonks Gas to take account of the reduced free volume due
to the non-additivity of the system:
βp =
ρa
1− ρa(1 + ∆) . (A.18)
Hopping dynamics are introduced as before: a random rod is chosen along
with a random distance d < dmax with a move being successful if there is a gap
big enough for the rod to fit into a distance d from it’s starting position. The
calculation is complicated by the fact that the size of a gap depends on both the
species of rod that is attempting to move and the species of rod on either side of
the gap it is trying to move into - for example an A rod moving between two A
rods requires a gap of size a and an A rod moving between two B rods requires
a gap of size 3a. There are six ’types’ of move that are associated with three gap
sizes - A moving between A and A and B moving between B and B requiring a
gap size of 2a, A or B moving between A and B requiring a gap size of 2a and
A moving between B and B or B moving between A and A requiring a gap size
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of 3a. The probabilities of these types of move occurring are easily characterised
using the mixing parameter ∆. If the minimum gap size required for a move to
be successful is hmin, each occurs with the following probabilities:
P (hmax = a) =
1
2
(1−∆),
P (hmax = 2a) = ∆,
P (hmax = 3a) =
1
2
(1−∆).
The calculation now proceeds as before, with the integrals over h being split
into three groups each with different upper limits (a, 2a and 3a) and each raised
to a power corresponding to its probability of occurring:
P (∀hi < hmin) =
[ ∫∞
−∞
dk
2pi
eikVF∫∞
−∞
dk
2pi
eikVF
(∫∞
0
dh eikh
)N
]
×
[(∫ a
0
dh eikh
)N/2(1−∆)(∫ 2a
0
dh eikh
)N∆
(∫ 3a
0
dh eikh
)N/2(1−∆)]
.
(A.19)
Following the same method as before, and taking the high density limit (ρa→ 1)
with ∆ → 0, the integrals in the numerator and denominator are dominated by
the same zero as in (A.10) leaving the probability of finding a gap:
P (∀hi < hmin) ∼ exp
[
Lρ
(
1
2
(1−∆)e− ρa1−ρa+
1
2
(1−∆)e−3ρa1−ρa + ∆e−2ρa1−ρa
)]
,
(A.20)
which decays over a length-scale:
ξbinhop =
1
ρ
[
1
2
(1−∆)e− ρa1−ρa+
1
2
(1−∆)e−3ρa1−ρa + ∆e−2ρa1−ρa
]−1
.
(A.21)
Appendix B
Static length-scales in a binary
system
The following calculations, while original, are based upon quantities defined by
Santos [49]. While these quantities will be defined as they are used, they will not
be derived. Derivations can be found in the original paper [49] and for ease of
reference, similar notation is used here.
The Laplace transformations of the three pair correlation functions in the
binary system GˆAA(s), GˆBB(s) and GˆAB(s) can be written:
GˆAA(s) =
QAA(s) [1−QBB(s)] +Q2AB(s)
ρAD(s)
, (B.1)
GˆBB(s) =
QBB(s) [1−QAA(s)] +Q2AB(s)
ρBD(s)
, (B.2)
GˆAB(s) =
QAB(s)√
ρAρBD(s)
, (B.3)
where ρA and ρB are the global densities of rods of species A and species B
respectively. In the system being considered, since there are equal numbers of
rods of each species, ρA = ρB = ρ/2. D(s) is given by:
D(s) = [1−QAA(s)] [1−QBB(s)]−Q2AB(s), (B.4)
and the various Qij(s) by:
Qij(s) =
√
ρiρjKijΩij(s+ βp), (B.5)
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where Ωij(s) is the Laplace transform of e
βVij(x) with Vij(x) the interaction po-
tential between rods of species i and j. The three Kij (KAA, KBB and KAB) are
defined using the following relations:
KAAKBB = K
2
AB, (B.6)
KAB =
2e2aβpβp
aρ2
(
1− ρ
βp
− aρ
)
, (B.7)
1− ρ/(βp)− ρa
ρa
=
1
1 + eaβp
. (B.8)
It should be noted that due to the symmetry between the species KAA = KBB.
The above relations allow Qij(s) to be expressed in terms of a (the rod width)
and βp.
Due to the high level of symmetry between species A and species B, these
expressions become simpler. For example, since QAA(s) = QBB(s) this will from
now on be written as Q(s). The simplicity of the interaction potentials mean
that the Ωij(s) are simple too, with:
ΩAA(s) = ΩBB(s) =
e−as
s
, (B.9)
ΩAB(s) = ΩBA(s) =
e2as
s
. (B.10)
First it is noted that D(s) can be factorised as D(s) = (1−Q(s)−QAB(s))(1−
Q(s) +QAB(s)). Then the quantities defined above are used to write the Laplace
transforms of the structure and composition correlation functions Gˆs(s) and Gˆc(s)
defined in section 3.3.1:
Gˆs(s) =
1
4
(
GˆAA(s) + GˆBB(s) + 2GˆAB
)
=
1
ρ
Q(s)−Q2(s) +QAB(s) +Q2AB(s)
D(s)
=
1
ρ
(Q(s) +QAB(s))(1−Q(s) +QAB(s)
(1−Q(s)−QAB(s))(1−Q(s) +QAB(s)
=
1
ρ
Q+QAB(s)
1−Q(s)−QAB(s) ,
(B.11)
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Gˆc(s) =
1
4
(
GˆAA(s) + GˆBB(s)− 2GˆAB
)
=
1
ρ
Q(s)−Q2(s) +QAB(s)−Q2AB(s)
D(s)
=
1
ρ
(Q(s)−QAB(s))(1−Q(s)−QAB(s)
(1−Q(s)−QAB(s))(1−Q(s) +QAB(s)
=
1
ρ
Q−QAB(s)
1−Q(s) +QAB(s) .
(B.12)
The real space divergence of the correlation functions will be governed by any
zeros in the denominator of these equations, with the dominant behaviour given
by the zeros occurring at values of s closest to zero. These dominant zero will
define the lengthscale controlling the decay of the real space correlation func-
tions at long distances. Numerical calculation of the laplace transforms of G(S)
and Gs(s) (i.e. the pair correlation function and the structural pair correlation
function) shows that they have the same form. It is therefore expected that the
correlation length derived for the structural pair correlation function should be
the same as that derived in section 3.2.1. This is in fact the case.
The other length scale is of more interest. To begin, 1 = Q(s0)−QAB(s0) is
rewritten using equations (B.5), (B.6) and (B.7), giving:
1 =
1
aρ
βp
βp+ s0
e2aβp
(
1− ρ
βp
− aρ
)
(
e−a(s0+βp) − e−2a(s0+βp)) . (B.13)
Then equation (B.8) can be used to simplify things further:
1 =
βp
βp+ s0
ea(βp−s0) − e−2as0
eaβp + 1
. (B.14)
Then the high density limit is taken (i.e. ρa → 1, ∆ → 0). This makes βp
large, allowing the approximation eaβp + 1 ≈ eaβp to be taken, and with some
rearrangement the equation becomes:
1 +
s
βp
= e−as0 − e−aβpe−2as0 . (B.15)
The exponentials are Taylor expanded in as0, terms of order (as0)
2 and as0e
aβp
76 APPENDIX B. STATIC LENGTH-SCALES IN A BINARY SYSTEM
are ignored, leaving:
1 +
s0
βp
= 1− e−aβp − as0, (B.16)
which can be rearranged to give:
s0 =
−e−aβp
a+ 1
βp
, (B.17)
or using the equation of state to replace βp, the associated length-scale:
ξbineq =
1− ρa∆
ρ
exp
[
ρa
1− ρa(1 + ∆)
]
. (B.18)
The mixing parameter ∆ takes a fixed value for any rearrangement of the rods in
the system, but it is possible to determine the equilibrium value of ∆ numerically
as a function of density and hence plot the correlation length as a function of
density only.
Appendix C
The configurational entropy
In a one dimensional hard rod system, the equivalent of a jammed state is one in
which all rods are touching their neighbours. For a system with soft potentials,
it is one in which the density is as high as possible while the system’s energy
remains equal to zero. For a simple monatomic fluid, there is only one jamming
density: ρJa = 1. However, in a binary non-additive system each value of the
mixing parameter ∆ is associated with a different value of the jamming density
ρJ . The jammed length (i.e. the length of the system when it is at it’s jamming
density), LJ is simply given by LJ = Na(1 + ∆) and the associated jamming
density by ρJ = N/LJ = 1/a(1 + ∆).
Because there are several ways that a system with a particular value of ∆
can be realised (i.e. there are different ways the rods can be ordered to give
the same number of A and B rods next to each other) there is an equilibrium
value of ∆ - the one that gives the largest number of realisations, as it has the
highest chance of occurring in a random arrangement of particles. If rods are
placed randomly in a large (but finite system) so that the free volume doesn’t
restrict their placement, and then the system is compressed until it ’jams’ a
distribution of different jamming densities will be found around the equilibrium
value. With some simple calculations both the equilibrium jamming density and
the distribution of jamming densities for a finite system can be found.
The starting point is to count the number of ways a system can be realised
for any given value of ∆. For any ∆ = NAB/N there are NR ways the system
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can be realised, and NR is given by the simple formula[50]:
NR =
NA!NB!
NAA!NBB!
(
NAB
2
!
)2 . (C.1)
For large N the identities NAA = NA − NAB/2 and NBB = NB − NAB/2 hold.
Taking the log of the equation and using Stirling’s approximation, along with
these identities the following is found (with some rearrangement):
ln[NR] = N (−(1−∆) ln[1−∆]−∆ ln[∆]) . (C.2)
This has a maximum of ∆ = 1/2 which is the equilibrium value of ∆. To find
how the jamming densities are distributed around this point, the substitution
∆ = x− 1/2 is made and all the logarithms Taylor expanded around x=0. This
gives:
ln[NR] = N
(−2x2 − ln[1/2])+ 0(x4), (C.3)
which means (unsurprisingly) that to this order, the number of jammed states
have a Gaussian distribution about the ’equilibrium’ state. Getting rid of x,
replacing ∆ with ∆ = (L−Na)/Na and taking the exponential of the equation
it is found that:
NR ≈ e−N ln[ 12 ]e−2N[(
L−Na
Na )− 12 ]
2
. (C.4)
Chapter 4
The single occupancy model
As stated at the end of Chapter 2, a model is required which is a glass forming
system and which allows an easy, direct mapping to a system of spins to be
undertaken. In this chapter a model is presented which accomplishes both of
these things. As well as this it provides a solution to the problem of separation
by particle size in binary fluids and (in theory) allows the glass transition to be
studied as an equilibrium problem.
4.1 Cell occupancy models
Cell occupancy models have a long history in the study of phase transitions in
fluids and liquids. In these models the system is divided up into a series of equal
cells with a particular geometry (for example, one might chose a square, trian-
gular or hexagonal cell geometry in two dimensions) and then a cell occupancy
constraint is applied to fix the number of particle centres found in each cell. The
extreme limit of this is the single cell occupancy model, where the centre of only
one particle is found in each cell. The single cell version of the model will be used
and we will focus our efforts entirely on the two-dimensional case. More and more
particle centres can be allowed into each cell, until eventually all particle centres
are found in the same cell (it may be easier to think of this process as including
an increase in the size of the cells as well). At this point the unconstrained sys-
tem is recovered, although strictly the cell is the same size as the system - this
would make a difference if periodic boundary conditions were used since particle
centres cannot pass across the boundary (see [51] for an example of this practice).
As more particle centres are allowed into each cell, the behaviour at all packing
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Figure 4.1: The hard disk system with single cell occupancy constraints. The
square cells have grey outlines, and each cell can contain the centre of only one
disk (these are marked as black points). The outer edges of the disks do not
interact with the cell walls, only with the outer edges of other disks.
fractions becomes closer to that of the unconstrained fluid. An example of a hard
disk fluid with square cell single occupancy constraints applied to it is shown in
figure 4.1 - the grey lines mark the square cells, and each one contains the centre
of only one disk (shown as black points). The centres of the disks interact only
with the cell walls, and the edges of the disks interact only with the edges of
other disks.
This is a particularly useful method for two reasons. Firstly it makes simula-
tions easier to perform, given that it vastly simplifies the amount of book keeping
required to keep track of which disks are likely to collide with each other (the
‘neighbour list’). In reference [52] for example, Hoover and Ree use a single cell
occupancy model with hexagonal cells to investigate the nature of the transition
to a crystal in a two-dimensional hard disk system by simulation. The second
reason is that it makes analytical calculations easier to perform due to the way
space is partitioned by the cells. Cell occupancy models may be used to calculate
(for example) the equation of state of hard spheres at high density[53] or to place
bounds on derivatives of the free energy[54] or entropy[52].
The clear disadvantage of using cell models is that at low packing fraction
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they do not behave like real disk systems. When the disks are small compared
to the cells, most of their collisions will be with the cell walls and correlation
functions will simply measure the symmetries of the cells in the liquid. As the
disks get larger and larger they collide more and more with each other, and their
behaviour gets closer and closer to that of the real disk fluid. At the highest
packing fractions, almost all collisions are between disks and the the fluid under
the single occupancy constraints (SOC) essentially behaves like the unconstrained
fluid.
Another peculiarity of the single cell occupancy model is the appearance of
discontinuities in its thermodynamic properties. These occur because of how the
cell constraints affect the clustering of particles, as shown by Hoover and Alder for
one-dimensional hard rod single cell occupancy models[55]. The same reasoning
(if not the actual mathematical derivations) can be applied to higher dimensional
systems. In an unconstrained hard particle system at low packing fractions the
number of particles that can be in a cluster (where a cluster means a group of
particles that are touching at least one other particle in that group) is unlimited -
even at the lowest packing fractions it is possible (but very unlikely) to find all of
the particles together in one cluster. However, in the single cell occupancy model
things are different. The cell constraints limit the positions of the particles, which
affects their ability to form clusters. For example in a one-dimensional fluid of
hard rods with single occupancy constraints, below a certain density only clusters
of two rods can be found (a rod can touch one of its neighbours but not the other
at the same time). As the density is increased, eventually three rods can be in a
cluster, then four and so on until at a certain density all rods can be in a cluster.
As density increases, and each of these special packing fractions is passed the
partition function changes its analytical form[55] leading to jumps in the partition
function. These jumps occur at densities ρ = 1/2, 2/3, 3/4, 5/6, . . . and the
jumps become smaller and smaller as ρ → 1. This means that in high density
regions, the discontinuities can effectively be ignored. The same thing will occur
in higher dimensional systems, but it will not be so strong an effect (since in
d = 2 for example, each disk has four nearest neighbour disks and four next
nearest neighbour disks).
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4.1.1 In practice
It is worth including a brief description of how these constraints are implemented
in practice, as an understanding of what exactly is going on is important. Figure
4.1 shows a hard disk system with square single occupancy constraints applied to
it. There is a dot at the centre of each disk, and the constraint means that there
can be only one of these per cell.
Rather than generating lots of configurations and discarding them if they
do not fulfil the single occupancy constraints (which would be an extremely time
consuming process!), configurations are generated in such a way as to always fulfil
the constraint. To ensure this each disk is imagined to have two parts (the centre
and the circumference), which interact with different things. The circumference
of the disk collides with the circumferences of other disks, but does not collide
with the cell walls. The centres of the disks collide with the cell walls only. If
dynamics are simulated with these interactions, all configurations produced will
fulfil the single occupancy constraints.
4.2 Single cell models as glass formers
Of particular interest is the use of the hard disk fluid with single cell occupancy
constraints as a glass former. The single cell model has been frequently used
to investigate the nature of the transition to a crystal in two dimensional hard
disk fluids[52] - the system is divided into hexagonal cells so at high density the
appropriate crystal is readily formed. However, it is also possible to use the
single cell model to prevent crystallisation from occurring. The exact method of
doing this (and why it works) will be discussed in more detail in the following
two chapters, but for now it is sufficient to note that certain cell geometries will
interfere with the formation of crystals.
This raises some intriguing possibilities. With crystallisation removed, might
it be possible to explore the glassy region at equilibrium? The glassy system is
out of equilibrium - there is nothing preventing it from crystallising apart from
its extremely long relaxation times and the rarity of certain rearrangements of
particles required for crystallisation to occur. In other words, give it long enough
and it will crystallize eventually (where ‘long enough’ may mean an extremely
long time). With crystallisation ruled out the fluid can be cooled (or the particles
expanded) extremely slowly so that it is in equilibrium at all temperatures (or
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Figure 4.2: Mapping of a disk to a spin - the spin ~si is defined by the equation
~xi = ~Ri +~si where ~xi is the position vector of disk i and ~Ri is the position vector
of the centre of cell i.
packing fractions). This (in theory) allows any putative glass transition to be
explored at equilibrium. Whether or not this is actually achievable given the
length of relaxation times involved is another matter.
If crystallisation cannot occur, there is also the possibility that the problems
with defining random close packing might be removed. Recall that when creating
a proposed random close packed state, it is always possible to make a denser
one by rearranging some of the particles to have more crystalline order, and to
continue to do this to make better packed states all the way up to a totally crys-
talline one (the densest). Any cutoff point in this process seems rather arbitrary
- how crystalline is too crystalline? With the cell constraints, this cutoff is well
defined - it is simply the maximum amount of crystalline order allowed within
the constraints.
4.3 The spin mapping
The main reason for choosing this model is that it makes mapping to a spin
system very easy. The system comes with a ready made lattice structure in the
form of the cells. The disk system is mapped to a spin system by drawing a vector
from the centre of each cell to the centre of the disk that occupies that cell. The
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cells are labelled i, where i = 1, . . . , N and the spin si is defined as:
~xi = ~Ri + ~si (4.1)
where ~xi is the position vector of the disk i and ~Ri is the position vector for the
centre of the cell i (thus the ~R’s are the lattice vectors for the spin system). This
mapping is illustrated in figures 4.2 and 4.3
Having made this mapping, all details of the disk system are forgotten about
and the system is analysed as if it were a spin system. The spins are all con-
sidered equal, and all details of the interactions between them will be found in
the system’s Hamiltonian. In practical terms this means that data would be
collected from a simulation of the disk system, and then analysed using correla-
tion functions, order parameters and correlation lengths appropriate to the spin
system.
What are the basic characteristics of this spin model? In two dimensions,
the spins are two dimensional vectors which immediately brings to mind the XY
model. The XY model in a field ~h = (h, 0) has Hamiltonian:
H = −
∑
<ij>
Jij~si.~sj −
∑
i
~h.~si
= −
∑
<ij>
Jij cos(θi − θj)−
∑
i
h cos(θi), (4.2)
assuming spins are of fixed length |si| = 1 and make angles of θi with the x-
axis. Of course, the effective Hamiltonian is not really like this since the spins
produced by the mapping are not of fixed length and there may also be additionl
interaction terms beyond the spin-spin and field interaction terms that need to
be considered.
Unlike the XY model these spins are not of fixed length, so for the spin i we
have:
~si = (ri cos(θi), ri sin(θi)) . (4.3)
The spins are constrained to be found within the cells, so if the cell has size l = 1,
then:
|ri cos(θi)| ≤ 1
2
& |ri sin(θi)| ≤ 1
2
. (4.4)
4.3. THE SPIN MAPPING 85
Figure 4.3: The spin mapping in action. Vectors are drawn from the centre of
each cell to the centre of the disk occupying that cell - these vectors are the spins.
The disks are then forgotten, and the statistics are investigated as if the system is
a spin system. Note that while there are two types of disk (large and small) there
is only one type of spin after the mapping. The spin system contains quenched
disorder, a consequence of the fact that each disk is constrained to remain in the
cell it is assigned to.
86 CHAPTER 4. THE SINGLE OCCUPANCY MODEL
This is a slightly unusual constraint to have on spin length, since it lacks the
rotational symmetry usually seen in spins with more than one component. The
fact that there is an underlying hard-disk interaction also imposes a constraint
on the spin lengths. If σij is the minimum separation of the centres of disks i and
j and ~Rij = ~Rj − ~Ri, then:
σ2ij ≥ [ri cos(θi)− rj cos(θj)−Rxij]2 + [ri sin(θi)− rj sin(θj)−Ryij]2. (4.5)
This is simply the condition that no two disks may overlap, and clearly becomes
more and more significant as the packing fraction of the fluid is increased and σij
gets large.
It is of course possible to write down the exact Hamiltonian for the spin
system since no approximations have been made in the mapping. If Θ(x) is a
step function where Θ(x) = ∞ when x < 0 and Θ(x) = 0 when x > 0, then the
exact Hamiltonian is:
H =
∑
<ij>
Θ([ri cos(θi)− rj cos(θj)−Rxij]2 + [ri sin(θi)− rj sin(θj)−Ryij]2 − σ2ij).
(4.6)
Accurate though it may be, this form is not particularly useful since it is impos-
sible to re-express it in a way that creates a smooth function of the spins ~si (for
example, a Taylor expansion to get a polynomial in the spin components is not
useful since the derivative of the step function Θ(~x) is the δ-function δ(~x)).
4.4 Simulation methods
To acquire data for analysis, it is necessary to perform simulations of the system.
In this section, different methods of performing simulations on molecular systems
will be discussed and evaluated, and the chosen method will be described in detail.
4.4.1 Choosing a method
There are three main ways of performing simulations on molecular systems each
of which is appropriate for use in different situations. Monte Carlo simulations
involve choosing random moves for particles in the system, and accepting them
with some probability. For example, in the famous Metropolis algorithm moves
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are accepted with a probability that depends on the energy change ∆E which
results from carrying out the move: P (∆E) = exp[−∆E/kBT ] [56]. Random
moves can either be short range (where they can be considered as thermal noise
from a heat bath coupled to the system) in which case the behaviour of the
simulation is fairly close to real dynamics, or they can be long range in which
case the simulation does not mimic the real dynamics but it may be able to
explore phase space more efficiently.
Unfortunately, when hard spheres are being moved it is extremely likely that
moves are rejected especially when the simulation is performed at high packing
fraction. Since the disks are hard a move either involves overlapping disks and is
always rejected, or it does not involve overlapping disks and is always accepted -
when the packing fraction is high, almost all moves are rejected. Some alternative
(and very good) Monte Carlo methods have been developed which can be used
efficiently for hard disks, for example the Cluster Pivot Method[57] or the Event-
Chain algorithm[58]. Unfortunately the cell constraints make these difficult to
use.
In the Event Chain algorithm, a disk is moved until it comes into contact with
another disk then the disks are moved together until they contact a third and
then all three are moved together until they contact a fourth. This is repeated
until the sum of all the individual disk displacements is equal to some chosen
upper limit. With the cell constraints in use, it is likely that the presence of a
cell wall will interrupt any chain of moves before it gets long enough to be of any
use.
The Pivot Cluster method rotates a disk about a randomly chosen axis. Any
disks it overlaps are rotated too (to where the original disk started), and any disks
they overlap are also rotated. This continues until there are no overlaps, and any
move consists of large clusters of particles being switched with each other around
a random axis. This could be used with the cell constraints, if the randomly
chosen axis was always placed in the corner of a cell. It is unclear whether or not
this discrete choice of rotation axes causes any issues by limiting the moves too
much. Using the Pivot Cluster method would allow a constrained binary fluid
(i.e. one with two types of disk) to demix by allowing disks to change cells, where
it could not under normal dynamics. This lack of demixing is considered to be
an important part of the model, and is discussed more in Chapter 7.
The second method of simulating molecular systems is energy minimisation by
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the conjugate gradient method. This method is not appropriate for generating
equilibrium states of the system, or for investigating dynamical properties; it
is best used for generating high packing fraction jammed states. Particles are
placed completely at random, and the conjugate-gradient method[59] is used to
move from this point to the closest minima in the potential energy landscape.
This can be used to generate hard disk configurations if particles with short
range interaction potentials are used, and a final configuration with zero energy
is sought (see, for example [19] where this method is used to generate jammed hard
disk configurations). An attempt was made to use this method in combination
with the cell constraints, but it did not work well. This is due to the fact that
often the most direct way downhill on the energy surface involves moving through
a cell barrier. When this occurs either the disk can be placed on the cell wall
(which is no good, as it continues to try and move downhill through the cell wall)
or it can be randomly placed in the cell (which is also no good as it turns a move
downhill in energy to a random placement).
The last method is molecular dynamics simulation. Here particles are placed
randomly with random velocities at the start of the simulation, and the equations
of motion are integrated forward in time in discrete steps δt using the chosen
algorithm (for example the velocity Verlet algorithm[56]). This is quite a time
consuming method since a long time can be spent just moving particles along
in a straight line without anything interesting happening. Having said that, it
has the advantage of being as close to the real dynamics of the system as it gets.
With hard spheres, since the only events of interest are collisions, it is possible
to calculate when these occur and then to move time forward in steps between
the collisions instead of fixed intervals δt. This method is known as event driven
molecular dynamics, and was chosen as the most appropriate way of performing
simulations.
4.4.2 Event driven molecular dynamics
The event driven molecular dynamics algorithm used is based on one described
by Lubachevsky[60]. To start, disk i has position vector ~ri = (xi, yi) and velocity
vector ~vi = (v
x
i , v
y
i ). The core of the method is the event queue. This is an ordered
list with N entries, each of which is a time when a particle is due to have its next
collision, be it with a cell wall or with another particle. A separate list is kept
detailing the partners in each of these collisions. For every particle, two states
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are stored - an old state which is its position, velocity and the time just after the
last collision it made and a new state, which is its position, velocity and the time
just after the next collision it is due to make.
The simulation proceeds as follows. The current time is chosen to be the
smallest time in the event queue. The particles which are due to undergo a colli-
sion at this time have their old states wiped and replaced with their new states.
Then their new states are updated with their next collision time, calculated by
solving for tc in the equation:
σ2ij =[(xi + v
x
i (tc − toldi ))− (xj + vxj (tc − toldj ))]2
+ [(yi + v
y
i (tc − toldi )− (yj + vyj (tc − toldj ))]2, (4.7)
where σij = σi + σj and σi is the radius of disk i. The times t
old
i and t
old
j are
required since the simulation does not store the positions of all particles at the
current time (it only stores their post collision states). Velocities after a collision
are calculated using the rules for perfectly elastic collisions. The simulation then
proceeds, skipping between events and updating the event queue and new states
as required. When calculating new states for future collisions of disk i, the
equation for tc has to be solved for all disks that i might collide with. A brute force
method would be to check for collisions with all other disks, but this is needlessly
time consuming since far away disks will have undergone many collisions of their
own before they even get close to disk i. For a normal system, this is usually
achieved by dividing space up into a square grid, and only calculating tc with
disks in several neighbouring squares. The single occupancy system makes this a
bit easier, since it comes with a ready made grid system (in the form of the cells)
and it is possible to show that a disk may only collide with disks in any of the
twenty cells shown in figure 4.4. Thus when calculating the new state, only disks
in these cells need be considered as possible collision partners.
To start the simulation off it is assumed that there is a known starting config-
uration at the required packing fraction in which there are no overlapping disks.
All collision times in the event queue are set to t = 0, all entries for the old states
are set to zero and all the new states are set to the known starting configuration,
with randomly chosen velocities. The velocities are distributed at random in
such a way that |~vi| = 1 and there is no overall bias in direction (i.e.
∑
i ~vi = 0).
Since all times in the event queue are zero, the simulation works through all the
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Figure 4.4: Cells 1 to 20 contain disks which can possibly collide with the blue
disk when the hard disk fluid is at high packing fraction
disks placing them in the starting configuration and updating the event queue
as it goes. The first disk will be placed in the system, and since there are no
other disks present its next collision will be with one of its cell walls. Then the
second disk is placed, and its next collision is calculated. If it is due to collide
with the first disk, a check is performed to see if this occurs before the first disk’s
already scheduled collision and if it does, entries are updated accordingly. The
algorithm thus proceeds, constructing the initial event queue and then proceeding
as described above. The simulation will halt when the current time reaches some
chosen end time, tc = tend.
4.4.3 Growing radii and the Lubachevsky-Stillinger algo-
rithm
The remaining difficulty is in finding a configuration to start the simulation with
that has no overlapping disks in it. Placing disks down randomly and rejecting
placements that involve overlap is a very inefficient way of doing this, and it is
almost impossible to generate configurations at high packing fraction this way
(for the same reason basic Monte Carlo simulations were discounted as a viable
method). When the disks have zero radius (σi = 0) every placement is allowed
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since no overlap is possible. To generate a system at the desired packing fraction,
the simulation is started with the disks all having zero radius. Their radii are
allowed to grow at rate Γ so that σi(t) = Γt. If Γ is kept small (say Γ ∼ 10−4)
then it is very easy to generate configurations at high packing fractions. Now
collision times must be calculated from the equation:
σ2ij(tc) = [(xi + v
x
i (tc − toldi ))− (xj + vxj (tc − toldj ))]2
+ [(yi + v
y
i (tc − toldi ))− (yj + vyj (tc − toldj ))]2, (4.8)
where:
σij(tc) = σi(tc) + σj(tc) = tc(Γi + Γj). (4.9)
which is not very much more complicated. When the desired packing fraction
has been reached, the growth rate is set to zero and the simulation is continued
as measurements are made with the disks having fixed radii.
Jammed states are generated using the Lubachevsky-Stillinger algorithm[61].
The simulation is run, as described above. Zero radius particles are placed ran-
domly with random velocity so that
∑
i ~vi = 0. As the simulation proceeds, the
radii are grown at a constant rate Γ. Clearly as the simulation proceeds and
the disks get larger, the time between disk-disk collisions δtDD will tend to zero.
As the molecular dynamics is event driven this means that the simulation gets
slower as the time steps made get smaller, and there are more events to process.
At some point, 1/δtDD →∞ and when this happens, the configuration is consid-
ered to be jammed. This is equivalent to the pressure diverging. Obviously when
performing a simulation, it is impossible to identify the point when 1/δtDD →∞
so some reasonable cutoff is chosen as being close to this point. In this case, the
cutoff δtDD = 10
−8 (with 〈|vi|〉 = 1) is used.
4.4.4 Some subtleties
There a few subtleties that need to be taken account of when performing simu-
lations that involve disks with growing radii. When disks collide elastically, the
easiest way to calculate their velocities is to consider the motion parallel and per-
pendicular to the plane of their collision. The plane of collision is the plane that
is the perpendicular bisector of the line joining the centres of the colliding disks
92 CHAPTER 4. THE SINGLE OCCUPANCY MODEL
vparvperp
upar
uperp
Figure 4.5: Two disks just after a collision. The difference between the perpen-
dicular velocities uperp and vperp must be greater than the expansion rate of the
disks Γ.
at the time of their collision. A problem can occur if the rate of disk expansion
is greater than the difference between the velocities perpendicular to the collision
plane (as shown in figure 4.5). If this is the case, then as the disks move apart
and expand, they will end up overlapping. The edge of the disks are moving back
towards the point of collision faster through expansion than they moving away
from the point of collision through the motion of the disk.
This is a rare event, but happens with increasing frequency as the packing
fraction of the fluid is increased. To ensure that these overlaps never occur, the
difference between the components of the velocity perpendicular to the collision
plane must be checked after every collision, and if it is less than half of the
expansion rate it must be increased so that it is greater than the expansion rate.
This causes another problem: when the velocities are modified in such a way,
energy is no longer conserved on collision and the disk system heats up as the
disks gain more and more speed. Because of this it is necessary to periodically
rescale the velocity of all particles to return the fluid to the starting distribution,
otherwise the fluid heats up indefinitely.
Chapter 5
The monatomic hard disk fluid
under SOC
In this chapter the first of two hard disks systems where the single occupancy
constraint has been used will be discussed. First the system will be outlined and
then its behaviour at high density will be explored before an attempt to explain
this behaviour using the spin-mapping and effective Hamiltonian techniques is
made. This system turns out not to have the desired jamming behaviour, but is
interesting regardless. As such this chapter can be viewed as a ‘warm-up’ for the
main event which is to follow in Chapter 6.
5.1 Systems of hard and soft disks in two di-
mensions
Before launching into a discussion of the hard disk model with single cell occu-
pancy constraints, it is first worth pausing to consider what happens in systems
of disks in two dimensions without the constraints. This will prove to be good
background for what is to come.
Systems of hard disks in two dimensions are never used to study the glass
transition or jamming behaviour because they crystallise far too easily. A simple
way to see why this is the case is to consider the locally preferred order that
will appear in the system as its density is increased. This is the order a system
develops on a local scale in order to maximise the free volume available to par-
ticles - the global structure of the fluid is not considered, just how particles can
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arrange themselves around each other to maximise their ‘wiggle room’. In three
dimensions, the most efficient way to pack many spheres around a central sphere
is to make an icosahedral structure by placing twelve spheres around a central
sphere. If the spheres make this structure they will maximise the free volume
available to each sphere (if they are hard), or minimise their joint energy (if they
are soft)[62]. Due to the five fold symmetry of the icosahedron this arrangement
is not space filling - this means that the incipient order forming in the fluid as
it has its density increased is not the same as the crystal order, and as long as
the fluid is made dense fast enough to avoid crystal nucleation a jammed state
should be easy to find.
In two dimensions this does not happen. The preferred local order for disks
consists of six disks arranged around a central disk. This arrangement is space
filling, and is the same as the order of the crystal. As the disk fluid is made
more dense, incipient crystal order is forming so crystallisation occurs easily and
it is very hard to find a jammed (i.e. random) state. Amorphous jammed states
do not appear, instead a crystal at high packing fraction consisting of grains of
different orientation is found[63].
The ease with which crystallisation occurs will lead us to the use of binary disk
systems to generate jamming and glassy behaviour in two dimensions. The most
widely used of these is one in which there are two species of disks (which will be
labelled A and B) where the ratio between their radii is σA/σB = 1/1.4[40, 64].
These will be discussed in more detail in the following Chapter. This Chapter
will focus on the monatomic case.
5.1.1 Crystallisation in soft disks systems
Crystallisation in two dimensional disk systems is often described by KTHNY
(Kosterlitz-Thouless-Halperin-Nelson-Young) theory, and involves two transitions
[65, 66]. Each transition is associated with the onset of a different type of order,
the first being bond orientational order and the second being positional order.
On cooling there is first a continuous transition from the isotropic liquid phase
to the hexatic phase which is characterised by quasi-long-range six fold bond
orientational order. Quasi-long-range order means that correlations decay alge-
braically (g(r) ∼ r−η, where η < 1), as opposed to the exponential decay they
undergo in the liquid phase. Bond orientation describes the angles between bonds
from a central disk to its i nearest neighbours. The six fold nature of the order
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Figure 5.1: Halperin and Nelson’s phase diagram for a two-dimensional liquid
on a square substrate from reference [66]. The six-fold bond orientational order
parameter is on the y-axis. There is an Ising-like transition at TI to an equivalent
of the Hexatic phase which forms in one of two directions. This freezes to a
floating solid phase at Tm.
means that there is a local ‘hexagonal’ structure to the hexatic phase. As cooling
continues there is a further continuous transition from the hexatic phase to the
crystal phase, where bond-orientational order becomes long range and positional
order becomes quasi-long range.
These transitions are strongly linked with the binding and unbinding of two
types of topological defect: dislocations and disclinations. A dislocation in a
two dimensional crystal is (essentially) an extra row of disks inserted into the
crystal[65]. They act to disrupt positional order. A disclination in a two dimen-
sional crystal is caused by a disk having one more nearest neighbour (seven) or
one less nearest neighbour (five) than the average number(six)[67]. They bind in
pairs to form dislocations, and disrupt orientational order. The liquid phase has
free defects of both kinds, while in the hexatic phase disclinations bind in pairs
to form free dislocations. In the crystal phase the dislocations bind together in
pairs (or the disclinations in quartets).
Halperin and Nelson also studied the behaviour of two-dimensional liquids
on weak incommensurate substrates [66]. This is of interest since the easiest
experimental way to investigate molecular behaviour in two dimensions is to
study a gas being adsorbed onto a surface (or substrate). The atomic structure
of the substrate generates a potential with a particular geometry (this is linked
to the crystal structure of the substrate material). Since the single occupancy
cell model with square cells is of interest the behaviour of a two dimensional
liquid adsorbed onto a substrate with square geometry is likely to be relevant.
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Figure 5.2: Angles between the vectors connecting the disk i with the disks j and
k and the x axis, for use in calculating ψ6j
The phase diagram they propose is shown in figure 5.1. At low temperatures
(below Tm on the diagram) a floating solid phase is formed - here the usual
crystal is formed and the substrate has no effect on it at all (hence ‘floating’).
At Tm the floating solid melts into the equivalent of the hexatic phase. Here
bond orientational order is quasi-long range, but occurs only in two directions.
This happens because there are two ways of fitting the hexagonal structure on
the square substrate. This phase dissipates at TI in what is now an Ising-like
transition (since there is a choice of two possible states). Although the system
being studied here is different (the disks are hard, and the cells are equivalent to
having a hard substrate potential) there should be some similarities between the
behaviour.
5.1.2 Six-fold bond orientational order
The six-fold bond orientational order parameter can be measured as follows. First
the local six-fold bond orientational order parameter is calculated. This param-
eter is for the disk labelled i and contains a sum over its j nearest neighbours.
The angle θij is the angle between the vector connecting the centres of disks i and
j and an arbitrarily chosen axis (the x-axis will be used here). The parameter is
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π/6
Figure 5.3: Two possible orientations of local hexagonal ordering. The argument
of ψ
(6)
i would be pi greater for the one on the left.
defined as:
ψ
(6)
i =
1
zi
∑
j n.n. i
exp [6iθij] , (5.1)
where zi is the number of nearest neighbours of the disk i and the sum is over
the j nearest neighbours of i.
If ψ
(6)
i was measured for a system containing N particles and then these N
values were plotted in the complex plane, they would all lie within a circle of
radius one centred on the origin. The nearer to the edge of the circle the point
ψ
(6)
i is (i.e. when |ψ(6)i | → 1), the more ‘hexagonal’ the arrangement of the disks
around disk i will be. The modulus of ψ
(6)
j reveals how hexagonal the local
order is, but its argument reveals the angle the hexagonal ordering makes with
the arbitrary axis used to measure θij. After a rotation of pi/3 the triangular
lattice maps onto itself, so therefore a rotation of 2pi around the origin on the
Argand plot achieves the same thing. A rotation of pi around the origin in the
Argand diagram corresponds to local hexagonal order at an angle of pi/6 to the
chosen axis. Measuring the order parameter in this way allows the degree of local
hexagonal ordering to be measured, but also reveals the orientations of local
clusters of hexagonal ordering.
A global six-fold bond orientational order parameter can be calculated by
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summing the local parameter over i and dividing by the number of disks:
Ψ =
1
N
∣∣∣∣∣∑
i
ψ
(6)
i
∣∣∣∣∣ . (5.2)
When the system is found in a crystal configuration (i.e. all disks lie on one
triangular lattice) then Ψ = 1, but performing this sum will average out details
about domains of different crystal orientations (for example, if there are two equal
sized domains with orientations separated by pi/6, Ψ will be equal to zero).
When calculating the bond orientational order parameter knowledge of which
disks should be included in the sum over j in ψ6i is required. The most practical
way of identifying these disks is by constructing the Delaunay triangulation, or its
dual the Voronoi tessellation. The Delaunay triangulation is a triangulation of the
plane - the plane is divided into triangles with the centres of disks at their vertices
in such a way that the circle circumscribing each triangle contains no points (this
is usually achieved using a computer algorithm). Once this has been done it is
a simple matter to find a disk i’s nearest neighbours - these are simply the disks
corresponding to the vertices connected to vertex i in the triangulation. As an
aside, the Voronoi tessellation can be constructed by drawing the perpendicular
bisector to every line in the triangulation. This is a tessellation of the plane
into N n-gons, where n shows the number of nearest neighbours that disk i has.
Examples of the Delaunay triangulation and Voronoi tessellation for a hard disk
system under the single occupancy constraints can be seen in figure 5.4.
5.2 Crystallisation in hard disks systems
Crystallisation in hard disk systems has proven much harder to describe than in
soft disk systems. It is known that there is a transition to a triangular crystal
driven by entropy (which drives the crystallisation of hard spheres). What is
not altogether clear is whether this is a standard first order transition or if it
follows KTHNY theory. Some of the earliest molecular dynamics simulations were
performed on hard disk systems by Alder and Wainwright in 1962[68] before the
existence of KTHNY theory. They reported the presence of a loop in the measured
density-pressure curve which is indicative of a first order phase transition in a
finite system.
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Figure 5.4: Delaunay triangulation (left) and Voronoi tesselation (right) for a 16
by 16 single size disk system under the SOC at packing fraction φ = 0.83 - note
the high degree of hexagonal ordering present. The constructions are dual to each
other
After the introduction of KTHNY theory, there was an attempt to see if de-
fect mediated melting could be observed in the hard disk system. Frenkel and
McTague[69] report the existence of three phases, the second of these charac-
terised by a high degree of bond orientational order (the other two being the
isotropic liquid and the crystal phase). Subsequently it was argued that this re-
gion was not the hexatic phase, but instead a region of liquid-solid coexistence,
the high degree of six-fold order being caused by the solid phase aligning with
the periodic boundaries of the system[70].
This issue still proves controversial, with recent work involving the simulation
of extremely large systems of disks to try and avoid the effect of boundaries on the
transition and still proves hard to analyse. A recent paper involved the simulation
of a system containing 4 million hard disks, but was still unable to resolve the
issue of the nature of the transition totally[71].
Some recent work by Bernard and Krauth[72] uses their (already discussed)
Event Chain Monte Carlo algorithm to simulate over a million hard disks. They
show that there is a hexatic phase which exists over a narrow density range.
However, they find that the transition between the liquid and hexatic phase is
first order.
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5.3 The hard disk system with SOC
Crystallisation is an inevitability in two-dimensional hard disk systems (whether
hard or soft), meaning binary systems (with two disk sizes) are used in simulations
aimed at understanding glassy behaviour. However it is unclear to what extent
the process of phase separation in binary fluids is responsible for what is observed
as glassy behaviour (see Chapters 3 and 6 for more discussion of this). It would
be ideal if a way of preventing crystallisation in the standard hard disk system
could be found instead. This would allow jamming and glassy behaviour to be
investigated in a two-dimensional system as equilibrium phenomena. As noted in
Chapter 4, the single occupancy cell model provides a possible way of doing this.
If cells with a square geometry are used, then the fluid will no longer be able
to crystallise into a triangular crystal since the square and triangular structures
are incommensurate with each other. Will the addition of square cell single
occupancy constraints allow high packing fraction jammed states to be found in
the two-dimensional hard disk fluid?
Unfortunately the answer is no - the fact that Halperin and Nelson’s investi-
gation of two-dimensional liquids on incommensurate substrates showed evidence
of a hexatic-like phase means that this is not too surprising an outcome. It turns
out that the system circumvents the problem of wanting to crystallise into some-
thing that is incommensurate with the cell geometry by skewing the crystal it
forms and introducing defects into the structure. The process of skewing is shown
in figure 5.5 - a piece of the unskewed triangular crystal is on the left and a piece
of the skewed crystal is on the right.
The maximum packing fraction of the triangular lattice is Φtrimax = 0.9069,
and the act of skewing the unit cell reduces this. The unit cell for the triangular
lattice is a diamond with a disk at each corner, and at maximum packing the
disks meet. Φtrimax can be calculated from this formula, where D is the length of
the side of the diamond:
Φtrimax = max
[
pi(D/2)2
D2 cos(pi/2− θ)
]
, (5.3)
which yields the above quoted maximum packing fraction when θ = pi/3.
When the triangular lattice is skewed so it can fit in with the single occupancy
constraints, the angle θ is decreased in size, and the cell is stretched so that one
of its sides is longer than the other. The maximum packing fraction can then be
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Figure 5.5: A small section of triangular lattice on the left with Φtrimax = 0.9069,
and a small section of skewed triangular lattice on the right with Φskewmax = 0.88.
calculated as:
Φskewmax = max
[
pi(D/2)2
2D2 cos(θ) cos(pi/2− θ)
]
, (5.4)
which will always be less than Φtrimax.
5.3.1 Densest states in the SOCM
It is expected that the maximum packing fraction for the single occupancy model
will be reduced from the maximum packing fraction of the triangular lattice due
to the skewing of the unit cell. Does this fit in with what is observed in simulations
of the system?
The maximum packing fraction of the system can be estimated by allowing
the disks to grow slowly from zero radius, and then halting the simulation when
collision events are separated by extremely small time intervals (δt ≈ 10−8) which
is equivalent to the pressure diverging. The method of simulation is described
in more detail in Chapter 4. The results of applying this method to a range of
systems of different sizes can be seen in figure 5.6. The systems contain N = n×n
disks.
A spread of maximum packing fractions is found for each system size. If this
spread is ignored and the maximum packing fraction achieved is considered, it
is apparent that this depends on the system size (i.e. Φmax = ΦMax(N)). For
the very smallest systems, Φmax(N) ≈ 0.84. This increases as the system size is
made larger reaching a peak at Φmax(146) ≈ 0.875 before decreasing slowly. The
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Figure 5.6: Maximum packing fraction for systems of hard disks under the single
cell occupancy constraint with linear size n as generated by the Lubachevsky-
Stillinger algorithm. Disks are slowly increased in size until the time between all
their collisions becomes less than δt = 10−8 over 106 collisions per particle.
5.3. THE HARD DISK SYSTEM WITH SOC 103
Figure 5.7: Two configurations of 4 by 4 hard disk systems at Φ = 0.83. Note
the large spaces at the centre of the square pieces of the packing - these cause
the low maximum packing fraction.
reasons for this behaviour become clearer when typical configurations are studied
in more detail.
Two jammed configurations typical of the smallest system sizes can be seen
in figure 5.7. These configurations although jammed are found at relatively low
packing fraction. The structure can be broken down into groups of disks arranged
in squares and in triangles. The presence of the square arrangements is what
makes the packing fraction so low - there are large voids in their centres. This
behaviour is most likely caused by finite size effects. The presence of periodic
boundary conditions means that a structure that repeats on the scale of the
system size is required and clearly such small system sizes severely limit what
can be achieved.
The increase in packing fraction with system size occurs because as the system
gets larger more efficient packings can be formed. For system size N = 49 and
larger, the densest packings found are always skewed triangular crystals of some
kind - see figure 5.9 for two examples. Unfortunately this rules out the single cell
occupancy model with one type of disk as being a viable glass forming system -
there is quite clearly some kind of ordering transition going on here. A more in
depth discussion of this crystal can be found in the next section.
Why does Φmax start to decrease at larger values of n? There are two reasons
why this might happen. The first is simply to do with the efficiency of simulating
larger systems. The larger a system is, the larger its space of configurations is,
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and the harder it gets for the system to explore the whole of this space to find
the best packed states. The decrease in measured Φmax could simply be a result
of this. The second reason will be discussed in the next section.
5.3.2 Analysing the defected crystal
The first question it seems pertinent to ask about the skewed crystal is this: Why
does it only form in systems that are larger than some minimum size (apparently
N = 72 = 49)? The whole process is being driven by the disks’ attempts to form
the normal (i.e. undefected) crystal. This cannot be achieved with the single cell
occupancy constraints in place - the square geometry of the cells does not allow
the triangular geometry of the crystal to form. A compromise is reached - the
lattice is distorted in such a way that it satisfies the constraints. However, when
distorted it can no longer be repeated on a small scale, which is required by the
periodic boundary conditions when the system is small. Hence it can only be
formed when the system is larger than a certain size.
5.3.3 Analysing the defected crystal: Defects
In systems that are large enough to form a defected crystal, the defects observed
usually take the form of boundaries between grains of crystal with different ori-
entations (see figures 5.11 and 5.12 for examples) or ‘gaps’ in the crystal lattice
where a cluster of disks have numbers of nearest neighbours different than 6 (see
figure 5.9 for an example of this). Of course, defects and distortions are common
occurrences outside of equilibrium crystals[73] due to the way in which crystals
form in finite systems.
It can be argued that these defects in the single occupancy model are not a
result of the process of crystal formation, but are ‘intrinsic’, being caused by the
interaction between the square geometry of the cells and the triangular geometry
of the crystal. They are a compromise made to allow the disks to form a structure
that has (for the most part) a high degree of hexagonal ordering and can repeat
on the scale of the system. The defects act to focus the left over space in select
places. The lattice is skewed at an angle (see figure 5.5) to allow it to form in
concordance with the square cell constraints. If the skew angle (of the lattice) is
increased from zero, the minimum size of system that can form the lattice and still
tile over the periodic boundary conditions will increase. The defects exist because
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Figure 5.8: System with N = 5 × 14 disks showing no defects and a packing
fraction of Φ = 0.88.
of this - the disks choose a skew angle that maximises the packing fraction given
the square cell constraints and the defects exist to allow the resulting structure
to repeat on the scale of the system.
The first argument for this is the reproducibility of the defect patterns. Inde-
pendent simulations on systems of the same size that finish at the same packing
fraction produce extremely similar looking configurations. For example, the two
configurations shown in figure 5.9. This reproducibility suggests (but does not
confirm) that the presence and form of these defects is not an accident of the
particular way in which a simulation progresses.
The second argument is that certain system sizes can be found in which no
defects appear in the crystal at all. For example, see figure 5.8 which shows a
system of size 5 cells by 14 cells, which forms a crystal containing no defects and
is at a packing fraction higher (φ ≈ 0.88) than any seen for the square systems
probed in figure 5.6. There is nothing about this system apart from its size and
shape which suggest it should form defectless packings (it makes no sense to claim
this particular system size gives favourable dynamics and allows the packing to
‘equilibrate’ and form with no defects). It is likely that this happens to be the
size of skewed crystal that can form to maximise packing that does not require
defects to make it repeating.
These two arguments suggest that the defects are caused by the interactions
between the cell and the crystal geometry. The crystal is skewed so it can satisfy
the cell constraints, and the defects are introduced to create a packing which
repeats on the scale of the system since this is required by the periodic boundary
conditions. Certain system sizes allow packings to be created which contain no
defects and are repeating. Does this mean that the packing shown in figure 5.8
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Figure 5.9: Two 16 by 16 hard disk systems under the SOC at Φ = 0.83, each
displaying one of the two possible crystal orientations.
is the smallest repeating region, or are there smaller ones? In other words if
a system is of size N = 5n14m where n and m are integers, will it always be
possible to form a defectless packing given sufficient time?
The increase in Φmax towards a system size of N = 14
2 = 196 could be caused
by a reduction in the number of defects due to this effect - at the highest packing
fraction the system size is such that a repeating packing may be formed that
requires a minimum number of defects. Then as the system is increased in size,
the number of defects required increases again causing the maximum packing
fraction to decrease. At some point it may increase again, as another ‘sweet-spot’
system size is approached.
5.3.4 Analysing the defected crystal: Orientation
Observation of a few high packing fraction configurations of the disk system re-
veals something interesting about the orientation of the crystals: they are only
ever formed in one of two directions. This observation is confirmed by calcu-
lating the local six-fold orientational order parameter, ψ
(6)
i described earlier in
this chapter. The N values of ψ
(6)
i are calculated for a configuration and plotted
on an Argand diagram. As stated already, all points will lie within a circle of
radius 1 and their positions within this circle reveal information about the na-
ture of the packing. For example, the closer a point is to the edge of the circle,
the more hexagonal a local packing is with a point on the circumference of the
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Figure 5.10: Plots of the N = 256 values of ψ
(6)
i for the two 16 by 16 hard disk
systems shown in figure 5.9
circle revealing perfect hexagonal packing. The position of the points around the
centre of the circle reveals the orientation of the packing. Six particles packed
regularly around a seventh can be rotated through an angle of pi/3 before the
packing maps onto itself. Therefore a full rotation through 2pi on the ψ
(6)
i plot
represents a rotation through pi/3 in the crystal. Thus, if points are separated
by an angle of pi on the plot, the packings are separated by an angle of pi/6 as
shown in figure 5.3. The angle of rotation is measured relative to the same axis
used to calculated the angle θij in:
ψ
(6)
i =
1
zi
∑
j n.n. i
exp [6iθij] , (5.5)
where zi is the number of nearest neighbours of the disk i, and the sum is over its
j nearest neighbours. Plotting this for the high packing fraction configurations
reveals clusters of points in 2 places, around the real axis on either side of the
origin. This means that there are two crystal orientations present (either on their
own, or in the same configurations in different crystal grains), one offset from the
other by an angle of pi/6.
While there are differences in the systems being studied, this observation is
in line with what Halperin and Nelson[66] predict for two-dimensional liquids
on weak square substrates. While the details of the particles are different (they
don’t use hard disks) and the constraints are different (they use a weak potential
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with square geometry rather than hard square cell constraints) the geometry is
exactly the same. Clearly there is no equivalent to the floating solid phase, as
the cell constraints cannot be overcome. The two orientations of defected crystal
observed are equivalent to the two orientations observed in the Hexatic-like phase
in Halperin and Nelson’s system, and the transition to this state should be Ising
like. This means that the spin system produced from the mapping should exhibit
Ising like critical behaviour.
Figure 5.9 shows two configurations of a system with N = 256 disks at packing
fraction Φ = 0.83, while figure 5.10 shows the accompanying plot for ψ
(6)
i - note
the appearance of the points on opposite sides of the circle in each plot which cor-
respond to the two different orientations. For high packing fraction systems, only
these two orientations are ever seen - this is exactly the behaviour that Halperin
and Nelson were predicting. Figures 5.11 and 5.12 show two configurations of a
system with N = 1024 disks at different packing fractions, while figure 5.13 shows
ψ
(6)
i for the higher packing fraction system. These disk plots have been coloured
based on their bond orientational order parameter using a heat-map where blue
is one of the possible orientations, and red is the other. This allows the regions
of different orientation to be seen clearly.
This brings to light a peculiar oddity of the system size N = 1024. In figure
5.12 note the persistence of the regions of different orientation at high packing
fraction, and also the clear order in their arrangement (they form stripes around
the system). For all other system sizes studied, regions of different orientation
appeared but vanished when the packing fraction was increased and the system
was simulated for a while. A system with N = 4096 disks was simulated, and
showed only one crystal orientation. In the N = 1024 system these regions seem
to persist no matter how long the system was simulated. As with the presence of
defects, it seems that this is caused by some interaction between the triangular
crystal the fluid wants to form and the square lattice structure which prevents
this from happening. Clearly there is a further interesting interaction between
the crystal geometry and the cell geometry but any further discussion of this is
beyond the scope of this chapter.
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Figure 5.11: System with N = 1024 disks at a packing fraction of φ = 0.78.
The disks are coloured using a heat-map of the real part of their bond orienta-
tional order parameter. This means that one orientation is blue while the other
orientation is red.
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Figure 5.12: System with N = 1024 disks at a packing fraction of φ = 0.83.
The disks are coloured using a heat-map of the real part of their bond orienta-
tional order parameter. This means that one orientation is blue while the other
orientation is red.
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Figure 5.13: All values of ψ
(6)
i for the configuration of N = 1024 disks at φ = 0.83
shown in figure 5.12. Note the two distinct clusters of points on either side of the
plot corresponding to the two crystal orientations present in the configurations.
5.4 The spin mapping
Originally it was hoped that the hard disk system with the single cell occupancy
constraint would be a good model glass former. Then given the ease with which
it can be mapped to a spin system, it would be a good simulational test bed
for Moore and Yeo’s proposed structural glass to spin glass mapping. It is now
clear that the system is not a good model glass former, instead undergoing an
Ising-like transition to one of two possible defected crystals. Despite this, it is
still instructive to carry out the mapping and to analyse the spin system using
an effective Hamiltonian. Since the expected behaviour is known (an Ising like
transition is expected) it can serve as a test for the effective Hamiltonian method.
On top of that, a direct comparison of the spin systems corresponding to a glassy
system and a non-glassy system will be very instructive. What will be the key
ingredients that differentiates the two?
The mapping is described in detail in Chapter 4. To recap, spins are created
by drawing a vector from the centre of each cell to the centre of the disk occupying
that cell - these vectors are the spins. If ~Ri is the position vector of the centre
of cell i and ~xi is the position vector of the centre of disk i, then the spin ~si is
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defined by:
~si = ~xi − ~Ri. (5.6)
Once this has been done, all aspects of the disk system are forgotten, leaving N
spins on a square lattice. The Hamiltonian for these spins is known (it is the
sum of the hard core potentials of the disks), but is not very useful (not lending
itself easily to spin analysis). Instead an effective Hamiltonian which generates
the most important behaviour will be sought.
5.4.1 Simple correlations: Local magnetisation
The simplest correlation that can be calculated for a spin system is the local
magnetisation, ~mi. This is just the thermal average of the spin ~si:
~mi = 〈~si〉. (5.7)
When computed for different packing fractions, mi is found to be zero up until
a packing fraction in the range 0.75 < ΦC < 0.78 when it suddenly jumps to a
finite value. This behaviour is clearly caused as a result of the disks ordering into
the skewed crystal.
Zero local magnetisation means that the disks are free to move over the cells,
without a bias in any particular direction. This cell symmetry is broken when
the crystal forms, and the magnetisation becomes non-zero. The lack of bias in
the spins up until this point suggests that there are no terms in the effective
Hamiltonian of the form ~hi.~si.
5.4.2 Simple correlations: Spin-spin correlations
The next most complicated correlations that can be studied are those between
spin components i.e. correlations of the form 〈sνi sµj 〉 where i and j run over the
lattice sites and ν and µ run over the x and y components of the spins. It is
reasonable to assume that only interactions between spins close to each other
on the lattice need be considered in the effective Hamiltonian. After all, in the
disk version of this model only disks in the cells shown in figure 4.4 can come
into direct contact with the central disk. Here things are simplified further and
correlations with only the nearest neighbour and next-nearest neighbour spins
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Figure 5.14: Nearest neighbour and next-nearest neighbour cells. North, South,
East and West are nearest neighbours, while North-West, North-East, South-East
and South-West are next-nearest neighbours.
considered. These are shown on figure 5.14.
These correlations are shown in figures 5.15, 5.16, 5.17 and 5.18. The plots
cover all possible combinations of spin components and each of the four nearest
neighbour and four next-nearest neighbour spins. For these plots the correlations
were averaged over all disks in the system.
What is to be learned from these plots? The most obvious thing to note is
that the strength of the correlations increases with the packing fraction of the disk
system in the correlations between like spin components (in figures 5.15 and 5.16).
This indicates that the strength of the coupling between spins is increasing as the
packing fraction increases. This makes sense - as the hard-disk fluid becomes
denser, moving one disk requires movement of its neighbours as well to make
room. Because of this it is reasonable to expect a growing coupling in the spin
system.
The other significant feature of these correlation functions is how they behave
depending on ‘direction’ (i.e. between which spins the correlations are measured).
In figure 5.15 it is the East and West correlations (with the spins on either side
of the central spin) which are large and positive, while the other correlations are
small and negative. In figure 5.16 it is the North and South correlations (with the
spins above and below the central spin) which are large and positive, while the
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Figure 5.15: Spin correlations of the form 〈sxi sxj 〉 plotted against packing fraction
of the disk system under the SOC Φ. The break in the curves is caused by the
formation of the defected crystal.
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Figure 5.16: Spin correlations of the form 〈syi syj 〉 plotted against packing fraction
of the hard disk system under the SOC Φ. The break in the curves is caused by
the formation of the defected crystal.
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Figure 5.17: Spin correlations of the form 〈sxi syj 〉 plotted against packing fraction
of the disk system under the SOC, Φ. The break in the curves is caused by the
formation of the defected crystal.
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Figure 5.18: Spin correlations of the form 〈syi sxj 〉 plotted against packing fraction
of the disk system under the SOC, Φ. The break in the curves is caused by the
formation of the defected crystal.
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Figure 5.19: Fit of JA and JB from spin-spin correlations in a system with
N = 256 rods using equation 5.13. The four curves are taken from the North,
South, East and West directions. The break in the curves is caused by the
formation of the defected crystal.
other correlations are small and negative. Again, from the disk perspective, this
makes sense. If we move a disk up and down, the disks above and below it have to
move up and down as well so large positive correlations of this kind are expected.
As well as this, in figures 5.18 and 5.17 the nearest neighbour correlations are all
zero, while the next-nearest neighbour correlations are non-zero.
It turns out that correlations of this kind in a spin system are generated
by having a pseudo-dipolar interaction term in the Hamiltonian. This is an
interaction term of the form (~si. ~Rij)(~sj. ~Rij) where the vector ~Rij joins the lattice
sites i and j. The effect of this interaction term is to create an anisotropy between
the way the components of the spins interact with each other.
An effective Hamiltonian including this pseudo-dipolar interaction term takes
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the form:
βHeff =
∑
<ij>
J
[
A~si~sj − B|~Rij|2
(~si. ~Rij)(~si. ~Rij)
]
. (5.8)
It is assumed that the coupling constant J is the same for all spins, since there
is nothing different about the situation of one disk compared to any other. The
vector Rij joins the lattice sites i and j.
With the above Hamiltonian, a weak coupling expansion can be made which
allows fitting of JA and JB from the simulation results. Unfortunately, as this is
a weak coupling approximation (i.e. it is valid when J is small) it cannot be used
to accurately measure J in the region of most interest when the packing fraction
is large. The correlation 〈sνi sµj 〉 is calculated from:
〈sνi sµj 〉 =
∫ a/2
−a/2
∫ a/2
−a/2 s
ν
i s
µ
j e
−βHeff ∏
k
∏
ρ ds
ρ
k∫ a/2
−a/2
∫ a/2
−a/2 e
−βHeff ∏
k
∏
ρ ds
ρ
k
, (5.9)
where the spins sνi and s
µ
j are integrated over the cell, which has side length a.
The products are over the ρ components of all spins ~sk. For compactness sake
take Z =
∫ a/2
−a/2
∫ a/2
−a/2 e
−βHeff ∏
k
∏
ρ ds
ρ
k. The integrals can be performed by first
Taylor expanding the exponential, and then performing the integrals to give the
correlation in terms of A, B, Jij and some simpler averages:
< sνi s
µ
j > ≈
1
Z
∫ a/2
−a/2
∫ a/2
−a/2
sνi s
µ
j (1− βHeff )
∏
k
∏
ρ
dsρk (5.10)
≈ 1
Z
[∫ a/2
−a/2
∫ a/2
−a/2
sνi s
µ
j
∏
k
∏
ρ
dsρk −
∫ a/2
−a/2
∫ a/2
−a/2
sνi s
µ
j βHeff
∏
k
∏
ρ
dsρk
]
(5.11)
≈ 1
Z
∫ a/2
−a/2
∫ a/2
−a/2
sνi s
µ
j
∑
<kl>
J
[
A~sk~sl − B|~Rkl|2
(~sk. ~Rkl)(~sk. ~Rkl)
]∏
k
∏
ρ
dsρk.
(5.12)
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Expanding the scalar products and then checking which combinations of compo-
nents are non-zero when the integrals are performed yields the relation:
〈sνi sµj 〉 ≈ J
[
Aδνµ −B
RνijR
µ
ij
|~Rij|2
]
〈(sνi )2〉〈(sµi )2〉, (5.13)
where the spins labeled i and j are neighbours.
Measurement of 〈sνi sµj 〉, 〈(sνi )3〉 and 〈(sµi )2〉 from simulations around one cen-
tral spin i with all its neighbours and nearest neighbours allows fitting of AJ and
BJ . The results of such a fit for a system with N = 256 particles is shown in
figure 5.19. This formula works well for the nearest-neighbour disks (i.e. those
North, South, East and West of the central disk), but not so well for the next-
nearest-neighbour disks. This is most likely because correlations between (say)
the disk to the North-West and the central disk mediated through the disk to the
West were not considered. Effects such as this will be particularly important at
high packing fraction. The splitting into multiple curves observed at high packing
fraction in figure 5.19 is a result of the transition to the defected crystal. Once
this transition takes places, the effective Hamiltonian described above is no longer
valid.
More sophisticated fitting methods could be used. To generate figure 5.19
all fittings were done in isolation, but it would be more fruitful to attempt to
fit them all at the same time in such a way as to minimise some measure of
the quality of the fit (eg. the root mean squared deviation of the simulation
results from the proposed fitting). The size of the coupling JA should be noted
in particular - it is unphysically large. A yet more sophiscated method would
involve using the results from the disk simulation to estimate the values of the
coupling constants in the spin system and then simulate the spin system. The
values of the coupling constants could then be modified in such a way as to try and
replicate the correlation functions measured in the hard disk system. Although
this method would procuce the best values of JA and JB it would require a large
amount of computer time to perform.
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5.5 Discussion
While the single species hard disk system under the single occupancy constraints
does not exhibit any glassy behaviour at high packing fraction, it is still of inter-
est. A defected triangular crystal is formed as the packing fraction is increased,
and we find that this crystal forms in one of two possible orientations. This is in
agreement with Halperin and Nelson’s predictions for a liquid on a two dimen-
sional substrate[66] where the transition to the hexatic phase becomes Ising-like.
Although crystallisation in hard disk systems is still not completely understood,
and there are differences between the two systems these transitions are most likely
related and are caused by a competition between the geometry of the square cell
constraints and the geometry of the crystal the fluid wishes to form.
Mapping the disk system to a spin system and constructing an effective Hamil-
tonian reveals the presence of a pseudo-dipolar coupling term. The presence of
this kind of interaction is the result of the hard-core potentials of the disks. In
a spin system, pseudo-dipolar couplings act to break the symmetry between the
different components of vector spins. This captures the essence of what is going
in the hard disk system under the SOC - the continuous symmetry is broken
leading to an Ising-like transition.
Chapter 6
The Binary Hard Disk System
Under SOC
As demonstrated in the previous chapter, the monatomic hard disk system with
single occupancy constraints does not demonstrate glassy behaviour, instead un-
dergoing an Ising like transition to a defected triangular crystal formed in one
of two possible orientations. The obvious next step is to give the system two
different sizes of disk, a well-explored method of preventing crystallisation in
two-dimensional systems, and producing a system with glassy behaviour.
6.1 A brief history of binary disk systems
A binary disk system consists of disks of two species (which will be referred to as
species A and species B). The species of disk have different radii σA and σB), with
the ratio between them beingRAB = σA/σB. Extreme values of this ratio generate
very different behaviour. When RAB → 1, the system will undergo crystallisation
to a triangular crystal with substitution disorder - i.e. disks of species A and B
will be distributed at random throughout the crystal, with the difference in their
sizes distorting the crystal lattice. In the other extreme when RAB is very large,
or very small, the system behaves like a colloidal suspension (i.e. large particles
suspended in a fluid of smaller particles). Here the depletion interaction induces
an attraction between the large disks. There is a region around each large disk
which the small disks cannot enter due to the hard-core interactions. If two large
disks are side by side these regions overlap and the total volume accessible to the
small disks increases. This leads to an attraction between the large disks driven
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by entropy.
Another extreme of behaviour occurs when there is much more of one species
of disk than the other. In this case, a triangular lattice with defects is formed,
with the species of disks with low population acting as points where the defects
are pinned[74].
In the model used here, the two species of disk are given equal populations(NA =
NB = N/2) and the size ratio RAB = 1.0/1.4 is used. For some values of RAB,
specific mixed crystals of As and Bs are the densest possible states (for example
the large disks form a square lattice, and the small disks fill in the gaps - see
reference [75] for more possibilities). For RAB = 1.0/1.4, the densest state is a
phase separated crystal. A phase separated crystal in this system consists of a
triangular lattice of A disks and a triangular lattice of B disks with a boundary
between them. The maximum packing fraction will be close to that of the trian-
gular lattice, and will be achieved by minimising the length of the boundary. It is
clear that at the highest packing fractions this will be the most stable state, the
only question being on what sort of timescales it will form given that it requires
the separation of A from B in a dense and viscous fluid.
The binary disk system with size ratio RAB = 1.0/1.4 is the one most used to
simulate glassy and jamming behaviour in two dimensions [40, 64]. It is known
that for this size ratio the equilibrium state at high packing fraction/low tem-
perature will be the phase separated crystal[75]. The hope for any simulator is
that the approach to this state occurs on such a long timescale that it can never
be reached, allowing the mixed fluid to be investigated as an example of a glassy
system. This raises all sorts of issues. If one is really making an effort to explore
the phase space of the system, surely it will always find this phase separated crys-
tal state? If the process of phase separation has already started (which would
be signalled by the larger disks clumping together and coming ‘out of solution’)
slow dynamics, heterogeneous behaviour and growing correlations lengths would
all be caused by this process, rather than by anything ‘glassy’ (see for example
reference [64] for nascent phase separation being mistaken for glassy behaviour).
If phase separation is starting to occur, then the simulation is more the study of
a separating binary fluid than a genuine glassy system.
To make matters worse, recent work has shown that phase separation can
occur within simulation timescales for a number of different binary systems[41,
42, 43]. The work presented in Chapter 3 of this thesis on the non-additive binary
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hard rod system suggests that in systems where there is a volume cost to mixing
particle species (as there is in the binary fluid), there will be a strong drive to
phase separate as packing fraction is increased. This introduces an additional
worry - how much of the dynamic behaviour observed is to do with the glassiness
of the system and how much is to do with the process of slow phase separation
that is going on?
6.2 Introducing the single occupancy constraints
The possibility of phase separation occurring is completely removed by introduc-
ing the single occupancy constraints. Since the centre of each disk remains in its
cell for the duration of any simulation, there is no way the disks can rearrange
themselves so as to separate into regions dominated by disks of one size - if a
cell contains a large disk, it always contains a large disk. This fixes the local
composition of the fluid. Here ‘local composition’ means the species of disk to
be found in a localised region of the fluid - say the nearest neighbours and next
nearest neighbours of a chosen disk.
When performing a simulation there is some choice as to how the species of
disk are distributed over the cells. While any composition profile is possible in
theory, those with large clusters of one type of disk will cause problems at higher
packing fraction. Large groups of the larger disks clustered together will cause
the system to jam at lower than expected density. Imagine a system containing a
cluster of large disks where 8 surround a central disk and a cluster of small disks
in a similar arrangement. If the disks are expanded, the maximum radius will be
set by the large disks when the outer parts of the cluster get pinned against the
walls of their cells. At this radius, the small disks will still be free to move. In
other words, if the disks are not well mixed enough, then the interaction of large
clusters of the large disks with their cell walls will cause unwanted behaviour.
If the species of disk to be found in each cell is randomly chosen with equal
probability of it being an A or a B, then large cluster related problems are
avoided. This also mimics what would happen in the unconstrained system if a
rapid quench was performed to jam the system without allowing the disks any
chance to begin to phase separate. Although the composition is designed to mimic
the results of a rapid quench, the fact that the cell constraints prevent any phase
separation allows the system to be well equilibrated, at least in principle. With
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the possibility of phase separation removed, if the system still exhibits glassy
behaviour then there is evidence that the two processes are not connected.
6.2.1 Effect of the single occupancy constraints on the
binary fluid
As with the monatomic case, it is important to consider what exactly the presence
of the single occupancy constraints will do to the behaviour of the binary fluid.
Once again, at low packing fraction the behaviour is completely dominated by
the geometry of the cells. The disks rattle backwards and forwards in their cells,
only very rarely colliding with each other. At this point correlation functions
would reflect the symmetry of the cells (i.e. a square symmetry). As the packing
fraction is increased, the disks collide more and more with each other, and less
with the cell walls and the behaviour of the constrained fluid gets closer and
closer to that of the unconstrained fluid.
It is also important to know how the maximum packing fraction is affected
by the single cell occupancy constraints - in the single species disk system, this
was rather complicated. Maximum packing fractions were calculated for a range
of system sizes using the Lubachevsky-Stillinger algorithm described in Chapter
4. A plot of the values or the binary hard disk system can be seen in figure 6.1.
The behaviour of φmax is not so dramatic as it is for the single species system.
There is a fall from φmax(5) ≈ 0.855, then φmax(N) settles around φ = 0.835 be-
fore falling off slightly at large N . This fall off is most likely due to inefficiencies
in the simulation for higher system sizes. The lack of anything interesting hap-
pening in the structure is ideal - it is exactly what is required from a model glass
former. The value of φmax = 0.835 is close to the value of the packing fraction at
which unconstrained binary disk systems of this type jam, φJ ≈ 0.84.
The most significant change from the unconstrained binary fluid is the pres-
ence of a well defined maximum density φmax. In the unconstrained fluid when a
jammed configuration has been acquired (for example, by running molecular dy-
namics and increasing the size of the disks until the system becomes stuck), one
can always imagine creating a denser state by rearranging a few of the particles
into a more ordered (i.e. crystalline) arrangement locally. This will create a small
amount of free volume which will allow further arrangements to be made. If this
programme is continued, the final point is a completely crystalline configuration
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Figure 6.1: Maximum packing fraction for a binary hard disk fluid under the
SOC found in simulations for different linear dimension n.
with a continuum of (not necessarily stable) states at packing fractions between
φJ and φcrystal. This makes defining a densest non-crystalline state impossible
- how much crystalline order is too much crystalline order? However, since the
cell constraints do not allow the composition of the fluid to be altered, this pro-
gramme cannot be followed and there is a well defined maximum density. This
maximum density will clearly depend on the distribution of large and small disks
over the cells, but for each probability distribution it could be determined by
averaging φmax over successive realisations of the disk distribution. It is likely to
fluctuate from realisation to realisation by an amount 1/N1/2.
It is also important to consider how the cell constraints will affect the dynam-
ics of the system. This is a key concern since it will affect how quickly the system
can be equilibrated and hence the quality of measurements that can be made.
The system is clearly glassy - simulations performed on systems with packing
fractions above φ = 0.75 become noticeably slower, while approaching the maxi-
mum packing fraction of around φ = 0.835 makes good measurements extremely
hard to obtain. This is probably reinforced by the presence of the cell constraints.
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Imagine a binary fluid at high packing fraction, focusing on one single disk.
At any given time there will be a variety of moves the disk will be able to make.
Most will be short and rapid (the typical behaviour of a caged particle), but some
may be part of large rearrangements that will allow the structure of the fluid to
relax and change. It is reasonable to assume that the cell constraints will block
a lot of these movements (simply because the walls of the cell will intercept the
paths the disk wants to take), and it is more likely to interfere with the longer
paths. Thus with the cell constraints in place, it is expected that the dynamics
of the system will become slower. Lots of local rattling will be allowed, but the
system will have to wait for longer before large, co-operative movements that
allow structural rearrangements to take place.
6.3 Mapping to a spin system
As with the single species system, a mapping from the constrained disk system
to a system of spins is easily performed. A vector is drawn from the centre of
every cell to the centre of the disk occupying that cell. Spins si are defined by
the relation ~xi = ~Ri + ~si, where ~xi is the position vector of the centre of the disk
labelled i, and ~Ri is the position vector of site i on the lattice. All details about
the disk system are then forgotten. While there are two species of disk A and
B, there is only one type of spin. All of this detail (the size of the disks and
their shape) is contained in the interaction terms (and their coupling constants)
appearing in the Hamiltonian which describes the system.
Having a system that will under no circumstances be able to crystallise (this
would require phase separation which has been disallowed), an attempt can be
made to measure the growing spin glass correlation length that the theoretical
mapping predicts. Unfortunately it quickly becomes evident that making good
measurements in the region of interest (where the packing fraction is close to the
maximum) is extremely difficult. The simulation timescales required to observe
enough fluctuations in the system to make good measurements of correlation
lengths are extremely long. This means another approach is required to identify
the critical behaviour in the system as it approaches maximum density.
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6.3.1 The effective Hamiltonian
The ‘other approach’ is to construct an effective Hamiltonian that describes the
behaviour of the spins. With a simulation it is possible to calculate all kinds of
correlation functions between the spins. An effective Hamiltonian can be con-
structed by studying the most important of these correlations and then adding
interaction terms to the effective Hamiltonian which would generate these corre-
lations. Obviously the correct Hamiltonian is known - it is just the sum of the
interaction potentials between all of the disks, for example:
H =
∑
<ij>
Θ(|~ri − ~rj|2 − σ2ij), (6.1)
where σij is the sum of the radii of disks i and j and Θ(|~ri − ~rj| − σij) is a step
function returning infinity if the disks i and j overlap. Although accurate, it is
hard to introduce the spin variables ~si into it in any meaningful way (for example,
as a Taylor expansion in ~si about the lattice vectors ~Ri) given the presence of the
step function.
Instead it is much more useful to write down an approximate Heff that recre-
ates the most important behaviour. This should provide enough information to
tell what class of spin model the structural glass maps into. If there is evidence
of a random field ~hi, and a random spin-spin coupling Jij then these can be
used to examine the predicted correlation length behaviour against a measured
correlation length.
6.4 Direct spin averages and correlations
The obvious place to begin is with direct averages of and correlations between
spins, as these are the simplest things to calculate.
6.4.1 Local Magnetisation
The simplest average to calculate is the local magnetisation ~mi, which is just the
thermal average of the spin si:
~mi = 〈~si〉. (6.2)
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Figure 6.2: Origin of non-zero magnetisation at all φ in the binary disk system.
Disks of different size on either side of the central disk bias it in one direction - in
this case the larger disk on the right forces the central disk to spend more time
on the left of its cell.
The local magnetisation can be calculated for a range of different packing frac-
tions, and is found to be non-zero for all packing fractions and randomly dis-
tributed around ~mi = 0. As the packing fraction is increased the local magneti-
sation increases. The ~mi’s can be added together to give:
~M =
1
N
N∑
i=1
〈~si〉, (6.3)
which turns out to be zero for all packing fractions. This suggests that there is
no simple ordering transition as there is in the monatomic case.
What does the magnetisation represent in both the spin and disk pictures? In
the disk picture, the vector ~si is the displacement of the centre of the disk from
the centre of the cell. This means a small (or zero) local magnetisation tells us
one of two things. The first thing it could tell us is that the disk is trapped at the
centre of the cell for the duration of the measurement - i.e. ~si = 0. The second
thing this could tell us is that the disk is bouncing and forwards in the cell in such
as way that ~si averages to zero - in other words any instantaneous measurement
of ~si is nonzero, but it averages to zero over time. The second explanation is the
more likely one, since the first implies that the fluid has stabilised into a fairly
ordered configuration (with the same structure as the cells) - something that has
not been observed.
Zero local magnetisation means that a disk spends its time symmetrically
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distributed over its cell. With this in mind it is easy to see why the local mag-
netisation is finite at all φ in the binary system. When the packing fraction is very
low the disks rattle backwards and forwards in their cells, rarely colliding with
each other. The finite local magnetisation is caused by having disks of different
sizes on either side of the central disk. Say there is a large disk to the right, and a
small disk to the left (as shown in figure 6.2). The neighbouring disks will intrude
into the cell, so long as their radii are greater than zero. When their sizes are
different they intrude by different amounts - in the case just described the central
disk will spend slightly more time on the left hand side of the cell as there is more
free volume there. As the packing fraction is increased, there is more intrusion
by the neighbouring disks and the deviation from the centre of the cell becomes
larger (and hence the local magnetisation gets stronger and stronger). This sug-
gests that there should be three different types of behaviour (if we assume an
up-down, left-right symmetry) for the local magnetisation: large disk to the left
and small disk to the right (mxi > 0), large disk to the right and small disk to the
left (mxi < 0) and lastly disks of the same size on each side (m
x
i ∼ 0). Studying a
plot of the local magnetisation at low packing fraction shows that it divides into
three groups - more than zero, zero and less than zero - in accordance with this
prediction. See figure 6.3 for a plot of the components of the local magnetisation
for low packing fraction. As the packing fraction is increased, more of the local
environment (i.e. not just the disks on either side and above and below) affects
the disks’ behaviour and the situation becomes more complicated.
In the spin interpretation, a finite local magnetisation randomly distributed
about zero that grows with packing fraction suggests the presence of a locally
random field ~hi that interacts with each spin through a term of the form
∑
i
~hi.~si.
The field must be random because of the wide range of values that mi takes on.
The fact that ~M = 0 for all packing fractions suggests that the values hµi takes on
are evenly distributed around zero. The obvious source of the random nature of
the field is the random distribution of the species of disk over the cells, since this
affects the local magnetisation at all packing fractions through the mechanism
described above. There will be some more discussion about the form this field
may take in the following sections.
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Figure 6.3: All components of local magnetisation 〈sµi 〉 for the spin system derived
from the binary hard disk fluid under the SOC at low packing fraction. Note the
three distinct bands into which they fall.
132 CHAPTER 6. THE BINARY HARD DISK SYSTEM UNDER SOC
6.4.2 Spin-Spin correlations
The next simplest correlations which can be studied are correlations between spin
components and other spin components, specifically between the components of
spins that are nearest neighbours and next-nearest neighbours. It is reasonable
to assume that interactions between far apart spins can be ignored, since there is
no direct interaction between disks that are far apart. These correlations are of
the form 〈sνi sµj 〉 where i and j index the lattice sites and ν and µ label the x and
y components of the spins. This means that for a single spin, there are rather
a lot of correlations to calculate: 〈sxi sxj 〉, 〈syi syj 〉, 〈sxi syj 〉 and 〈syi sxj 〉 for nearest
neighbours (the spins north, south, east and west of the central spin i) and next-
nearest neighbours (the spins north-east, south-east, south-west and north-west
of the spin i) which is a total of 24 separate correlation functions. There are then
many different local environments (i.e. the size of the disks in the neighbouring
cells) to worry about.
All such correlations for a single spin are shown in figures 6.4 and 6.5. There
are some notable features here. Firstly, the correlations are (for the most part)
seen to grow as packing fraction increases. This suggests that the coupling be-
tween spins increases in strength with the packing fraction. Studying figure 6.4,
the strongest correlations are seen to be those with the East and West spins for
〈sxi sxj 〉 and with the North and South spins for 〈syi syj 〉. Studying figure 6.5, it is
clear that for 〈sxi sxj 〉 and 〈syi syj 〉, the North, South, East and West correlations
are all zero while the others are all finite. This particular pattern indicates the
presence of pseudo-dipolar interaction terms in the effective Hamiltonian (as with
the monatomic system). These are not surprising correlations to see given the
disk system generating the data. It makes sense that (for example) when a disk
is moved to the east, its neighbours to the east and west should also move in
that direction generating the large correlations when 〈sxi sxj 〉 is measured with the
spins to the east and west of the central spin.
An effective Hamiltonian with pseudo-dipolar terms takes the form:
βHeff =
∑
<ij>
Jij
[
A~si.~sj − B|~Rij|2
(~si. ~Rij)(~si. ~Rij)
]
, (6.4)
where ~Rij is the vector connecting lattice site i to lattice site j. It is assumed
that in this case, the coupling Jij is a random variable for similar reasons to the
6.4. DIRECT SPIN AVERAGES AND CORRELATIONS 133
-0.01
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8
<
s i
x s
jx >
Φ
North
North East
East
South East
South
South West
West
North West
-0.01
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8
<
s i
y s
jy >
Φ
North
North East
East
South East
South
South West
West
North West
Figure 6.4: Spin-spin correlations of the form 〈sxi sxj 〉 and 〈syi syj 〉 between spin i
and its nearest neighbours and next-nearest neighbours. Computed for the spin
system derived from the binary hard disk fluid under the SOC.
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field being random. The two species of disk are randomly distributed over the
cells creating a huge number of different local environments so it seems reasonable
that the coupling between spins is effectively random. The pseudo-dipolar terms
introduce an anisotropy between the components of the spins (which can be seen
in the correlations plotted in figure 6.4). Moore and Bray have shown that spin
glass Hamiltonians with continuous spins and weak pseudo-dipolar interaction
terms have Ising-like critical behaviour[76].
With the above Hamiltonian, a weak coupling expansion can be made which
allows fitting of JijA and JijB from the simulation results. Unfortunately, as this
is a weak coupling approximation (i.e. it is valid when Jij is small) it cannot be
used to accurately measure Jij in the region of most interest when the packing
fraction and (we expect) Jij are large. The correlation < s
ν
i s
µ
j > is calculated
from:
〈sνi sµj 〉 =
∫ a/2
−a/2
∫ a/2
−a/2 s
ν
i s
µ
j e
−βHeff ∏
k
∏
ρ ds
ρ
k∫ a/2
−a/2
∫ a/2
−a/2 e
−βHeff ∏
k
∏
ρ ds
ρ
k
, (6.5)
where the spins spins sνi and s
µ
j are integrated over the cell, which has side length
a. The products are over the ρ components of all spins ~sk. The calculation
proceeds in the same manner as that given in Chapter 5, except that the coupling
between spins i and j is now assumed to be random. The final result is:
〈sνi sµj 〉 ≈ Jij
[
Aδνµ −B
RνijR
µ
ij
|~Rij|2
]
〈(sνi )2〉〈(sµi )2〉. (6.6)
Measurement of 〈sνi sµj 〉, 〈(sνi )2〉 and 〈(sµi )2〉 from simulations around one central
spin i with all its neighbours and nearest neighbours allows fitting of AJij and
BJij. An example of such a fitting can be seen in figure 6.6. The alternative
fitting methods described in Chapter 5 could also be used in this case.
6.5 Spin Glass correlations
Due to the nature of spin glasses, the correlation functions discussed above will
not reveal anything about any spin-glass like ordering that the system undergoes.
Instead, to discover if there is any spin glass behaviour appropriate spin-glass
correlation functions must be calculated.
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Figure 6.5: Spin-spin correlations of the form 〈sxi syj 〉 and 〈syi sxj 〉 between spin i
and its nearest neighbours and next-nearest neighbours. Computed for the spin
system derived from the binary hard disk fluid under the SOC.
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Figure 6.6: Fitting of AJij and BJij for a binary hard disk system under SOC
with N = 256 particles through spin-spin correlations using equation 6.6. The
four curves for each quantity come from looking at the North, South, East and
West directions. Local environments have been averaged over leading to a strong
symmetry between the directions.
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6.5.1 Overlap and Susceptibility
The simplest spin-glass correlation function that can be calculated is the overlap.
This is done by squaring the averages 〈sxi 〉 and 〈syj 〉, summing over sites i and
dividing by the number of sites N :
q =
1
N
N∑
i=1
(
[〈sxi 〉2]av + [〈syj 〉2]av
)
, (6.7)
where the square brackets [. . .]av mean an average over the quenched disorder
in the system, which in this case is the choice of the cells that contain large or
small particles. Practically this average is taken care of in two ways. Since the
correlation functions being calculated are self averaging and include a sum over
all spins i, an average over the disorder is effectively carried out. As well as that,
simulations are repeated, each time generating a different distribution of the disk
species over the cells. Results can then be averaged over the different simulations
runs to improve the average over disorder.
This quantity is of interest as it takes account of the fact that although local
magnetisation is becoming large, it may not all be of the same sign so when it
is summed over all spins the result may be zero. Squaring the local magneti-
sation makes all quantities positive so the overlap measures magnetisation that
has become large regardless of direction. The overlap is therefore a measure of
amorphous ordering. A plot of the overlap can be seen in figure 6.7. It can be
seen that the overlap increases as the packing fraction is increased towards the
maximum.
In the molecular model, a finite overlap can imply one of two things. Either
the disks are all spending large amounts of time frozen in place a large distance
away from the centres of their cells, or there is an asymmetry in their distribution
over the cells as they move (i.e. they spend more time on one side of the cell than
the other). When the packing fraction is low, it is the asymmetry that causes
this. When the packing fraction is high, the overlap is high because the disks
become fixed for long periods of time away from the centres of their cells. In the
spin interpretation, this growing overlap is caused by increasing alignment with
the field (as it grows stronger) or is due to the increasing strength of coupling
between the spins as the packing fraction is increased.
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Figure 6.7: Overlap q measured for a range of packing fractions in a system with
N = 256.
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Another quantity that can be measured is the vector spin-glass susceptibil-
ity. First the cumulant χµνij = 〈sµi sνj 〉 − 〈sµi 〉〈sνj 〉 is calculated. This measures
fluctuations in the correlations between the µ and ν components of the spins i
and j. The vector spin-glass susceptibility is constructed by taking the Fourier
transform of the square of this cumulant and summing it over all pairs of spins
〈ij〉 and all pairs of components 〈µν〉:
χSG(~k) =
1
N
∑
<µν>
∑
<ij>
[(χµνij )
2]av exp(i~k. ~Rij), (6.8)
where ~Rij is once again the vector connecting lattice sites i and j. Squaring the
cumulant before performing the sum is required as it is possible for χµνij to take
both positive and negative values in a spin-glass. Cumulants are important since
their divergence reveals the appearance of system-wide fluctuations associated
with a phase transition.
Finding finite overlap at all values of the control parameter is something
typical of spin glasses in fields. In a standard spin glass, overlap is zero until the
transition. In a spin glass in a field, it is finite at all values of the temperature
growing larger as T → 0. This happens because the field biases the orientations
of all spins. Identifying potential transitions then becomes a matter of finding a
point where χSG(~k = 0) diverges (see for example reference [36] for an example
of χSG(~k = 0) being used to search for the AT line).
6.5.2 Finite overlap, Dynamics and τα
Another consequence of there being finite overlap q is that the system will have
infinite structural relaxation time τα. Traditionally τα is measured from the
incoherent scattering function:
F (~k, t) =
1
N
∑
i
〈
ei
~k.[~ri(0)−~ri(t)]
〉
. (6.9)
However, since the overlap q is non-zero, F (~k, t) will never decay to zero - it will
fall to a plateau and remain on the plateau for all time. Another way to see that
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this is the case is to consider the root-mean-squared displacement:
rMSD(t) =
〈
1
N
[~ri(t)− ~ri(0)]2
〉
. (6.10)
For the unconstrained system as t → ∞, rMSD(t) → ∞ also. For the system
under the single occupancy constraints this is impossible as the cell walls ensure
that rMSD(t) will saturate at a value determined by the size of the cell. This in
turn ensures that F (~k, t) remains non-zero for all time.
This may seem worrying: does it mean that the system can never forget its
initial configuration? This is not the case, there just needs to be new definition
of the function that the structural relaxation time is taken from. An appropriate
cumulant function such as:
C˜(t) =
1
N
∑
i
〈~si(0).~si(t)〉 − 〈~si(0)〉 〈~si(t)〉 , (6.11)
will decay to zero on a finite, but long timescale. The long time decay of a function
like C˜(t) provides the appropriate definition of the structural relaxation time for
the binary system with single occupancy constraints. It should be remembered
that there are some structural details about the system that remain fixed for all
time despite this. The local composition of the fluid (i.e. the size of particles
in local areas) is fixed for all time, although an average of a quantity over the
different particles in the fluid is equivalent to averaging over these different local
environments (which is why, for example, the sum over all values of the local
magnetisation ~mi is zero).
It is hoped that the timescale which might be obtained from the study of
C˜(t) is equivalent to τα. The relaxation time τα comes about because local rear-
rangements in the fluid relax the cages holding particles in a local area. In the
fluid under the SOC, local rearrangements are also required to allow relaxation
so the timescales should be of a similar order. Unfortunately time constraints
mean that the no calculation of C˜(t) from simulation data was completed in time
to be included in this thesis.
6.5.3 A growing random field
The overlap and the susceptibility together can be used to give some idea of the
behaviour of the random field[77]. Assume that the components of the locally
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random vector field are Gaussian random variables which have zero mean, and
satisfy:
[hµi h
ν
j ]av = h
2δijδµν . (6.12)
With an interaction term ~hi.~si small field h
µ
i will produce a small non-zero average
of the spin component sµi :
〈sµi 〉 =
1
T
∑
j
∑
ν
χµνij h
ν
j . (6.13)
The overlap can be calculated from these non-zero spin averages:
q =
1
T 2
1
N
∑
i,j,k
∑
µ,ν.σ
[(χµνij h
ν
j )(χ
µσ
ik h
σ
j )]av (6.14)
=
1
T 2
∑
i,j,k
∑
µ,ν.σ
[(χµνij χ
µσ
ik )]av[(h
ν
jh
σ
j )]av (6.15)
=
1
T 2
χSG0 (0)h
2, (6.16)
which can be arranged to give the relation:
(βh)2 =
q
χSG0 (0)
. (6.17)
The subscript 0 is on χSG0 (0) as a reminder that it is the zero-field susceptibility
that should be calculated. This means that the relation is approximate, and is
only a good approximation when the field is small.
Figure 6.8 shows this relation calculated for various packing fractions for a
binary disk system with N = 256 disks in a 16 by 16 grid of cells. It can clearly be
seen that the strength of the field is increasing as the packing fraction is increased
and it also seems that the strength may be flattening off, or evening starting to
decrease as the packing fraction gets higher. As (βh)2 is of the order 1 at these
higher packing fractions, the relation is becoming more and more approximate as
packing fraction is increased. All we can clearly deduce is that (βh)2 is clearly
increasing in magnitude as the packing fraction is increased.
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Figure 6.8: Approximation of (βh)2 where h is the random field strength in the
effective Hamiltonian for the spin system derived from the binary hard disk fluid
under the SOC. Note the growing field strength as packing fraction increases.
Calculated for a system with N = 256 disks.
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6.5.4 Measuring the correlation length
Ultimately the quantity of interest here is the spin glass correlation length. The
main prediction of the theoretical structural glass to spin glass mapping is that
there should be a growing spin glass correlation length, and that it should grow
as:
ξSG ∼
(
J
h
) 1
d/2−θ
. (6.18)
If there is any validity that the very simple spin mapping carried out using the
single occupancy cell constraint yields the kind of spin glass predicted in the
original mapping, then a growing spin glass correlation length should be seen as
the packing fraction is increased.
The spin glass correlation χSG can be calculated from the spin-glass susceptibility[36]
using the formula:
ξSG =
1
2 sin(|~kmin|/2)
[
χSG(0)
χSG(~kmin)
− 1
]1/2
, (6.19)
where ~kmin is the minimum non-zero wave-vector ~kmin = (2pi/L, 0, 0). Addition-
ally, a ferromagnetic correlation length can be calculated and compared to the
spin glass length to see which kind of correlations are dominating the system.
Firstly a ferromagnetic susceptibility is defined:
χF (~k) =
1
N
∑
<µν>
∑
<ij>
[(χµνij )]av exp(i
~k. ~Rij). (6.20)
This is similar to the spin glass susceptibility, but lacks the squaring of χµνij . From
this, a ferromagnetic length scale can be calculated:
ξF =
1
2 sin(|~kmin|/2)
[
χF (0)
χF (~kmin)
− 1
]1/2
, (6.21)
in an obvious parallel to the spin glass correlation length.
Figure 6.9 shows these length-scales plotted together. It is important to study
both cases, since with this mapping approach there is not yet an a priori way
of predicting the exact specifics of the spin system the mapping produces (i.e.
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Figure 6.9: Spin glass correlation length (in red) and ferromagnetic correlation
length (in green) for the spin system derived from the binary hard disk fluid.
Calculated for a system with N = 256 disks.
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whether it should be generating ferromagnetic or spin-glass like correlations).
This is a particularly important point to consider, since there exists another
mapping of the structural glass to a spin system by Stevenson, Wolynes et al. [29].
This method is similar to the mapping of Moore and Yeo [1], in that it requires
a replication of the structural glass Hamiltonian but it results in a random bond
Ising model in Random field. The distinction here is that the random bond
Ising model contains only couplings Jij of a positive sign, so leads to a growing
ferromagnetic correlation length rather than a spin glass correlation length. In
a more recent paper, Cammarota and Biroli propose a similar correspondence
between the structural glass and the Random bond Ising model in a random field
which is achieved through the use of renormalisation group theory on a specific
p-spin Hamiltonian[78].
As can be seen in figure 6.9 at low packing fraction ξF is larger than ξSG and
it grows with packing fraction. However, it does appear to saturate at around 1.5
large disk radii while ξSG starts to grow much more rapidly as the packing fraction
approaches φMax. This is good evidence that the important correlations here are
spin glass ones and the mapping to the random ferromagnet in a random field
is inappropriate. Further evidence of the system’s spin glass nature is given in
figure 6.10. Here each square is coloured by the value of the vector susceptibility
χij = 〈~si.~sj〉 − 〈~si〉〈~sj〉 measured between it (spin j) and the central square
(spin i). The range of positive and negative values that χij takes is behaviour
characteristic of a spin glass.
Unfortunately it is very hard to measure the correlation length well from
simulations in the region of interest. It measures the size of fluctuations in the
system (the correlation length being the typical size of a fluctuating region).
Since the system becomes so slow moving at high packing fraction, it takes an
extremely long time for fluctuations to occur. This in turn means that it takes an
extremely long time for the system to equilibrate and the susceptibility to reach
its correct level.
6.5.5 χSG and dynamic heterogeneity
As alluded to back in Chapter 1, there is a connection between the four point
susceptibility calculated to measure the scale of active regions in structural glasses
and the spin-glass susceptibility, χSG. This is not particularly surprising given
that the four-point susceptibility is inspired by measures of spin glass order.
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Figure 6.10: The vector susceptibility χij = 〈~si.~sj〉 − 〈~si〉〈~sj〉. The central (red)
square is i, and j runs over all the other squares, so that any square is coloured
based on the value of χij measured between the spin at that point and the spin at
the centre. This demonstrates the positive and negative values the suscptibility
takes when measured between individual spins, a characteristic of a spin glass.
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Both quantities rely on squaring the correlations between spins before summing
over them, which takes account of the fact that correlations between spins may
be positive as well as negative. A correlation function is constructed from the
quantity:
s˜νi (t) = s
ν
i (t)− 〈sνi 〉, (6.22)
so that sνi (t) measures the fluctuations of s
ν
i about its average at time t. From
this a four point correlation function can be constructed:
Gνµij (t) = 〈s˜νi (0)s˜µj (0)s˜νi (t)s˜µj (t)〉. (6.23)
This is very similar to the function G4(~r, t) (equation 1.16), except it has been
discretised over the cell/lattice indices and is in terms of disk positions rather
than density fluctuations. This is a function of time currently, but if there is
amorphous ordering present then long lived static amorphous correlations exist
(i.e. 〈s˜νi s˜µj 〉 is non-zero for at least some of the values of i, j, ν and µ), and as
t→∞:
Gνµij (t→∞) = 〈s˜νi s˜µj 〉2, (6.24)
which is the same as the susceptibility χνµij squared. The four-point dynamic
susceptibility χ4(t) is found by integrating G4(~r, t) over space. In a similar way
a dynamic susceptibility can be constructed from Gνµij (t) by summing it over all
possible values of i, j, ν and µ (i.e. over all spin components and possible pairings
of lattice sites):
χspin4 (t) =
1
N
∑
ij
1
M
∑
νµ
Gνµij (t), (6.25)
where N is the number of spins and M is the number of components each spin
has. In the long time limit this becomes:
χspin4 (t→∞) =
1
N
∑
ij
1
M
∑
νµ
Gνµij (t→∞) =
1
N
∑
ij
1
M
∑
νµ
(χνµij )
2 = χSG.
(6.26)
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In other words, if there is quenched disorder present leading to static amorphous
correlations, then in the long time limit χ4(t) tends towards χSG. In molecular
glasses, χ4(t) grows with time, reaches a peak on the scale of τα and then decays
to zero (see figure 1.5). If the decay did not take place, χ4(t) would continue to
grow and then saturate at χSG (or diverge). This means that χ4(t) reveals the
presence of transient amorphous ordering in a glass - amorphous order can be
measured, but only on the timescale τα which is the timescale for the system to
relax and destroy the order.
In the binary disk system, quenched disorder is present in the form of the ran-
dom distribution of disk species over the cells, which is fixed or any realisation of
the system. The growth of χSG and ξSG reveal the presence of growing amorphous
order. Since it can be argued that τα is infinite for this system (or rather that
the quenched disorder persists for all time, not just for τα) if χ4(t) were measured
it would be seen to grow and then saturate at χSG. Given this observation, it
would be interesting to compare the results obtained for the binary fluid with
single occupancy constraints to those for a binary fluid without the constraints
that had instead been quenched from low packing fraction to high therefore fixing
the local composition of the fluid. Unfortunately due to time constraints, this
comparison of χ4(t) could not be completed in time for inclusion in this thesis.
Presumably what occurs as the system is pushed to higher and higher packing
fractions is that it explores an increasingly small number of ‘nearly jammed’
configurations. This process allows a finite but long structural relaxation time
to be measured from C˜(t), while τα remains infinite due to the fact that the
quenched disorder in the form of the local composition of the fluid is unchanging.
Eventually the packing fraction reaches the maximum for the system and there
is only one ‘nearly jammed’ configuration left which can be compressed to φmax.
6.6 Scaling of J and h
The growth of the spin glass correlation length derived from Droplet Theory
depends on the ratio between J and h. To have a correlation length that grows
as the packing fraction is increased, it is required that J grows faster than h. A
diverging correlation length will occur if (J/h) diverges, but a growing correlation
length could be caused merely by (J/h) becoming large. It is expected that h
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will diverge like:
h ∼ 1
(1− φ/φmax) , (6.27)
and that J will diverge like:
J ∼ 1
(1− φ/φmax)2 . (6.28)
These forms are motivated by considering free volume arguments. The spins/disks
necessarily become trapped when the free volume goes to zero, so it is natural to
assume that J and h diverge at this packing fraction. This leads to a correlation
length that diverges like:
ξ ∼ 1
(1− φ/φmax)
1
d/2−θ
. (6.29)
Below is presented an argument about how J and h behave as packing fraction
is increased.
6.7 A toy model: Two disks in two cells
In an effort to make the scaling of h and J clearer, an analytically solvable
model is presented that although simple is designed to capture the important
aspects of the behaviour of the full system. The key behaviour is as follows: the
system should have a well defined maximum density; it should have non-zero
local magnetisation; it should be complex enough to have more than one stable
configuration at high packing fraction; and it should be as close to the real system
as possible. Several models were explored, and the simplest model which captures
this behaviour is one consisting of two disks in two cells. There are two square
cells, of side d = 1, each containing the centre of one disk. The disks are labelled
1 and 2, and are displaced from the centre of their cells by (x1, y1) and (x2, y2)
(or alternatively, (r1, θ1) and (r2, θ2)). A typical snapshot of the system is shown
in figure 6.11. The key point to grasp here is that (as before) the circumference
of the disks only interact with the other disk and not the cell boundaries, which
only interact with the disk centres. The spin mapping is performed in the same
way as for the real system; the positions of the centres of the disks map to spins
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Figure 6.11: The ‘two disks in two cells’ cell toy model, showing relevant cartesian
and polar co-ordinates.
s1 = (x1, y1) and s2 = (x2, y2).
The disks are of equal diameter σ. At low packing fraction, the disks are
free to rattle around in their cells and do collide with each other very often.
The maximum packing fraction occurs at σ2 = 5 and at this point there are
two ‘ground states’ available to the system. These are shown in figure 6.12, and
consist of disk 1 in the upper corner of its cell with disk 2 in the lower corner of
its cell and the opposite arrangement (disk 1 in the lower corner of its cell and
disk 2 in the upper corner of its cell). Before this limiting point is reached, several
things will be observed as the packing fraction is increased. Firstly the average
x-coordinate of each disk moves away from the centre of the disk (i.e. it becomes
more and more non-zero) which corresponds to the local magnetisation m1 and
m2 growing with packing fraction. The average 〈x1〉 is always negative and the
average 〈x2〉 is always positive. The physical reason for this is the fundamental
asymmetry in the system - each cell is bordered on one side by a cell and on
the other three sides by empty space. As the disks grow in size, they will spend
more time away from the side bordering the other cell as the other disk will be in
this space. The other noticeable effect is that the y-coordinate of each disk gets
larger although it spends equal amounts of time above and below the yi = 0 axis,
so that 〈yi〉 = 0 for all packing fractions. When σ2 > 4, it no longer becomes
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Figure 6.12: The two possible ground states for the 2 cell, 2 disk system.
possible for the disks to squeeze past each other and from this point onward, the
system will be found close to one of the states shown in figure 6.12.
6.7.1 Solving the model exactly
As the model is so simplistic (it is a function of only four co-ordinates and σ) it
can be solved exactly. The partition function is simple an integral over boolean-
valued functions B[x]. The boolean-valued function B[x] gives B[x] = 1 if the
statement x is true and B[x] = 0 if it the statement x is false. By feeding in
statements that check if the disks are overlapping, and integrating over the co-
ordinates of the cell the partition function can be calculated. The starting point
is:
Z =
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
dx1 dx1 dy2 dy2B
[
(x1 − x2 − 1)2 + (y1 − y2)2 ≥ σ2
]
.
(6.30)
Averages are calculated in the normal fashion, for example 〈x1〉:
〈x1〉 = 1
Z
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
dx1 dx1 dy2 dy2x1B
[
(x1 − x2 − 1)2 + (y1 − y2)2 ≥ σ2
]
.
(6.31)
6.7.2 Constructing an effective Hamiltonian
An effective Hamiltonian can be constructed by first switching to polar co-ordinates
(r1, θ1) and (r2, θ2) and integrating out the radial co-ordinates r1 and r2. When
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the packing fraction is very high, the system will be found close to one of its
‘ground states’, and in this region it is convenient to switch to co-ordinates ap-
propriate for describing perturbations away from these states. This leaves a joint
probability distribution for the disk in terms of angular co-ordinates (i.e. they
have been mapped to XY spins), and from this an effective Hamiltonian in the
same angular co-ordinates can be extracted.
When packing fraction is very high, r1 and r2 will be close to their maximum
value (i.e. when the disks are in the upper or lower corners of their cells) so that
ri → 1/
√
2. Deviations away from this will be of the order δri ∼ (5− σ2) - linear
in the free volume available to the disk. New radial co-ordinates appropriate to
this high packing fraction limit are:
r1 =
1√
2
[
1− (5− σ2)v1
]
,
r2 =
1√
2
[
1− (5− σ2)v2
]
. (6.32)
There are two possible choices for the angular co-ordinates when σ2 ≥ 4, each
corresponding to one of the ground states. Given the symmetry of the ground
states (the transformation yi → −yi takes the system from one to the other) the
contributions from only one need be considered, and then the answer doubled to
get the final value. Taking the first of the states shown in figure 6.12, this means
that θ1 → 3pi/4 and θ2 → −pi/4, and again deviations away from this will be of
the order δθi → (5− σ2). The new angular co-ordinates are therefore:
θ1 =
3pi
4
+ (5− σ2)u1,
θ2 = −pi
4
+ (5− σ2)u2. (6.33)
It should be kept in mind that u1, u2, v1 and v2 are all close to zero in the limit
of interest. The relationships between all of these co-ordinates are illustrated in
figure 6.13.
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Figure 6.13: Coordinates appropriate for the high packing fraction limit of the
two disks in two cells toy model
The substitution is made, and the new radial co-ordinates v1 and v2 are inte-
grated out, giving the solution:
P (u1, u2) =

64
3
(−1 + 2u1 + 2u2)2 when 0 < u1 < 12 & 0 < u2 < 12
64
3
(1− 2u1 + 4u2)2 when 0 < u1 < 12 & − 14 < u2 < 0
64
3
(1 + 4u1 + 4u2)
2 when − 1
4
< u1 < 0 & − 14 < u2 < 0
64
3
(1 + 4u1 − 2u2)2 when − 14 < u1 < 0 & 0 < u2 < 12
0 otherwise
.
(6.34)
This result has been normalised so that:∫ 1/2
−1/2
∫ 1/2
−1/2
P (u1, u2) du1 du2 = 1. (6.35)
There are four different solutions, each one valid in a different region of the
(u1, u2) plane. These regions are shown in figure 6.14, and are numbered in the
same order the solutions appear above. More details of this calculation can be
found in the appendix to this chapter.
From these probability distributions for u1 and u2 an effective Hamiltonian
describing u1 and u2 can be found. The two are related through the equation:
P (u1, u2) = exp[−Heff (u1, u2)],
Heff (u1, u2) = − log[P (u1, u2)]. (6.36)
By making a Taylor expansion of the logarithm, the effective Hamiltonian can
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Figure 6.14: Regions in u1−u2 plane where different forms of the effective Hamil-
tonian H[u1, u2] are valid.
be expressed as a polynomial in u1 and u2. The final step is to find an XY spin
Hamiltonian which generates the same polynomial. The Hamiltonian is written
in terms of XY spins ~s1 and ~s2, which are then expressed in terms of high packing
fraction radial components u1 and u2. Appropriate approximations are made (i.e.
that u1 and u2 are small) to generate the polynomial. By comparison between
the two polynomials from the spin Hamiltonian and the disk Hamiltonian the
forms of the various coupling constants in the spin Hamiltonian can be found.
There are a huge variety of choices that can be made about which interaction
terms should be included in the spin Hamiltonian. This list can be shortened
somewhat if an attempt is made to make the spin Hamiltonian as close to the
effective Hamiltonian derived for the full disk problem. This means that a starting
trial Hamiltonian should contain a local field term, a spin-spin interaction term
and a pseudo-dipolar interaction term:
H = −~h1.~s1 − ~h2.~s2 + J [~s1.~s2 − 2(~s1.~n)(~s2.~n)] . (6.37)
Bearing in mind the behaviour of < sx1 > and < s
x
2 > (they both become finite
and of the same size, one positive and the other negative), a good guess for the
forms of the fields are: ~h1 = (h, 0) and ~h2 = (−h, 0). The vector n is taken to be
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n = 1/
√
(2)(1,−1). With these choices, if s1 and s2 are taken to be fixed length
spins with angular co-ordinates u1 and u2 in the high packing fraction limit, then
this effective spin Hamiltonian reproduces the appropriate polynomial in u1 and
u2 in the regions labelled 1 and 3. The constants are relabelled h
i and J i where
i indexes the different regions, and it is found that:
hi =
hi0
5− σ2 with h
1
0 = −4
√
2 & h30 = 8
√
2,
J i =
J i0
(5− σ2)2 with J
1
0 = −8 & J30 = −32. (6.38)
In regions 2 and 4, this Hamiltonian does not produce the correct form of
polynomial in u1 and u2 since the quadratic terms are required to have different
co-efficients. This can be achieved by using single ion anisotropy terms of the
form (~n1.~si)
2 instead of the pseudo-dipolar terms, since these can couple to each
spin differently. This gives an effective spin Hamiltonian of the form:
H = −~h1.~s1 − ~h2.~s2 + J~s1.~s2 +D1(~s1.~n1)2 +D1(~s2.~n2)2. (6.39)
In these two regions, the linear terms differ in size by a factor of two, which
suggests that the fields should be taken as ~h1 = (h, 0) and ~h2 = (2h, 0) and vice
versa. The vectors ~n1 and ~n2 are chosen to be ~n1 = ~n2 = 1/2(1, 1) for no other
reason other than this produces the correct terms. With these choices, the same
programme is carried out to find a polynomial in u1 and u2. Then the co-efficients
are matched to give:
hi =
hi0
5− σ2 with h
2
0 = 4
√
2 & h40 = −4
√
2,
J i =
J i0
(5− σ2)2 with J
2
0 = 16 & J
4
0 = −16. (6.40)
This represents only a brief outline of the calculation, but a more complete
version can be found in the appendix to this chapter.
6.7.3 Discussion
Despite the fact that the effective Hamiltonian takes a different form in each of
the regions 1, 2, 3 and 4 the field ~hi and coupling J scale in the same way with
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σ:
h ∝ 1
(5− σ2) & J ∝
1
(5− σ2)2 . (6.41)
Both diverge approaching the maximum packing fraction limit for the system at
σ2 = 5, which is the same as diverging when φ→ φmax. With this in mind h and
J can be rewritten as:
h ∝ 1
(1− φ/φmax) & J ∝
1
(1− φ/φMax)2 . (6.42)
Is it reasonable to expect similar behaviour in the full system? In this toy
model the ~hi and J must take this form because of the typical size of fluctuations
in the spins and spin correlations at high packing fraction. The fluctuations
should be of a similar scale to the coupling that produces them, and it makes
sense that the fluctuations should be of a similar size to the volume the spins
have to move around in (i.e. the free volume). In the full hard disk system the
processes involved are basically the same, so it is expected that the values of J
and h for the full system will scale in the same way.
6.8 Temperature Dependence
So far this discussion has focused entirely on the behaviour of systems of athermal
particles (hard rods, hard disks and hard spheres) where temperature does not
play a role. The vast majority of work on glassy behaviour takes place with
thermal particles at finite temperature. Is it possible to extend the arguments
made about the growth of correlation lengths to thermal systems as well? The
mapping of the structural glass to the spin glass in a random field is valid for both
thermal and athermal systems, so they should both share the same correlation
length:
ξ ∼
(
J
h
) 1
d
2−θ
, (6.43)
and if we remain in the same dimension, the exponent θ will be the same as well.
What will differ is the behaviour of J and h and some idea of the behaviour of
these can be gained from the same simple two disk two cell model that was used
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for the hard disk case.
6.8.1 Two harmonic disks in two cells
The model is the same as that already discussed - there are two cells, each contain-
ing a disk. Instead of having hard core potentials, the disks now have potential:
V (r) =
{
V0
(
1− r2
σ2
)
when r2 < σ2
0 otherwise
, (6.44)
where r is the separation of the disk centres, r =
√
(x1 − 1− x2)2 + (y1 − y2)2.
The system has partition function:
Z(r) =
∫ √5
0
p(r)e−βV (r) dr, (6.45)
where p(r) is the distribution of disk separations and can be calculated from the
integral:
p(r) =
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
δ(r −
√
(x1 − x2 − 1)2 + (y1 − y2)2) dx1 dy1 dx2 dy2 .
(6.46)
In the very high packing fraction regime (when r2 → 5) it behaves like:
p(r) ∼ c(
√
5− r)3, (6.47)
which means that:
Z(r) ∼ c
4
(
√
5− r)4, (6.48)
which is consistent with Z obtained for the hard disk case.
As with the hard disk case, the limit r2 → 5 is taken allowing the substitution
r =
√
5− v where v is small to be made. Then 〈r〉 = √5− 〈v〉, where:
〈r〉 =
∫ √5
0
r p(r) e−βV r dr∫ √5
0
p(r) e−βV r dr
. (6.49)
Since r and v are related so simply, p(r) and p(v) are also related simply. In fact,
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since r =
√
5 − v, in the high packing fraction limit p(v) ∼ cv3 meaning〈v〉 can
be calculated easily. It is first assumed that σ2 > 5, which means that the two
disks will always be overlapping with each other (since this makes the calculation
simpler). The average is then given by:
〈v〉 =
∫∞
0
vv3 exp
[
−βV0
(
1− (
√
5−v)2
σ2
)]
dv∫∞
0
v3 exp
[
−βV0
(
1− (
√
5−v)2
σ2
)]
dv
. (6.50)
Given that v is small, the quadratic dependence of the potential on v can be
ignored:
V (v) = V0
(
1− (
√
5− v)2
σ2
)
= V0
(
1− 1
σ2
(5− 2
√
5v + v2)
)
≈ V0
(
1− 5
σ
2
+
2
√
5v
σ2
)
. (6.51)
This finally leaves:
〈v〉 =
∫∞
0
v4 exp
[
−2
√
5βV0v
a
]
dv∫∞
0
v3 exp
[
−2
√
5βV0v
a
]
dv
=
2√
5
σ2
βV0
. (6.52)
The hard disk version of this model can be analysed using the same method,
and comparing the results to the original calculation shows that it is the case
that:
h ∼ 1〈v〉 & J ∼
1
〈v〉2 . (6.53)
Using the form of 〈v〉 derived for the harmonic disk case, the result for the cor-
relation length is found to be:
ξSG ∼
(
V0
T
) 1
d
2−θ
. (6.54)
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6.8.2 Discussion
This correlation length diverges at zero temperature only - when J and h scale
like this, there is no transition at finite temperature. Of course, if T = 0 the hard
core form is returned and provided φ < φmax then:
ξSG ∼ 1
(1− φ/φmax)
1
d/2−θ
when T = 0, (6.55)
and then when φ > φmax (clearly this constraint is relevant for short range po-
tentials only):
ξSG ∼
(
1
T
) 1
d/2−θ
when T → 0. (6.56)
This is broadly in line with that suggested by Berthier and Witten[22] for the
scenario where the J-point and the G-point are found at the same packing fraction
(i.e. timescales and pressure diverge at the same point).
6.9 Timescales: the exponent ψ
The very final piece of the picture is the question of relaxation timescales. The
treatment given by Godfrey et al. in reference [79] will be followed in this section.
In the work presented already, no study of dynamics was carried out in the
simulations but something can still be learnt from the proposed form for the
correlation length. As stated in Chapter 2, structural relaxation in this picture
of glassy behaviour is based on the rearrangement of regions whose typical size
is given by ξSG between minima of the potential energy (for thermal systems)
or alternatively maxima of free volume (for athermal systems). This leads to a
simple activated dynamics form for the structural relaxation time:
τ ∼ τ0 exp
[
(Bξ)ψ
]
. (6.57)
Since the issue of metastable states, phase space behaviour and configurations
in glassy systems is such a contentious one (with many loaded terms) it is sensible
to pause and consider exactly what we mean when we are discussing them in this
instance. For thermal particles the picture is fairly obvious - as T → 0, the system
is forced to spend time in local minima of the potential energy. These are not well
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defined or very long-lived states. There are non-crystalline arrangements of the
particles in the liquid which minimise potential energy and regions of the system
are free to move between them provided they can pass over the energy barriers
that separate them (for example, some particles may need to be compressed
together to pass from one state to the another). There is a growing relaxation
time because the regions have to cross these barriers. Eventually the system will
crystallise - it just needs to find its way to the right configuration.
For an athermal system (i.e. one with hard particles) the picture is more com-
plicated. Potential energy is meaningless, and the system will seek to maximize
local free volume (or entropy) - it will endeavour to give its particles as much ‘wig-
gle room’ as possible. The configurations it finds itself in correspond to regions
near jammed states produced by (say) the Lubachevsky-Stillinger algorithm[61]
or the conjugate gradient minimisation used by O’Hern et. al [19] (this is essen-
tially the same as the inherent states picture put forward by Stillinger[80]). Why
is this the case? Clearly a configuration with high free volume can be compressed
more than one with low free volume, and will produce a jammed state with high
packing fraction. These configurations could be described as ‘nearly-jammed’ -
start with a jammed configuration, reduce the packing fraction, let the particles
rattle around and the result will be in the vicinity of the original jammed state.
Again these configurations do not correspond to well-defined, long lived states.
Regions of the system are free to pass between them as before (with some provisos
- since the particles are hard, some configurations are inaccessible above certain
packing fractions which may make some rearrangements impossible). Instead of
energy barriers to pass over, the regions must instead pass through bottlenecks -
configurations were they have lower free volume - to change to another favourable
configuration.
How does this affect the relaxation time? Transition state theory deals with a
system moving between these ‘nearly-jammed’ regions (see, for example reference
[21]). Say a system is close to a jammed configuration with packing fraction φJ
and to re-arrange it needs to pass through a bottle-neck with packing fraction
φN . Transition state theory says that the inverse relaxation time is given by the
ratio of the partition function for the system near the jammed state (Z) to the
partition function for the bottle-neck that must be passed over (Z∗):
1
τ
=
Z∗
Z
. (6.58)
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This gives:
1
τ
∼ (1− φ/φN)
N−1
(1− φ/φJ)N . (6.59)
This is the ratio of the partition function for the region around the jammed
configuration to the region around the bottleneck. Writing:
r = ln
[
1− φ/φJ
1− φ/φN
]
, (6.60)
and taking N to be large, equation 6.59 can be re-expressed as:
τ ≈ exp[rN ]. (6.61)
Now, in this picture it is not the entire system that is undergoing re-arrangement
but regions of size ξSG. So, if particles in the fluid are of linear size σ then a
rearranging region typically contains n particles where:
n ∼
(
ξSG
σ
)d
. (6.62)
Which means that the final form for the relaxation time is:
τ ∼ exp
[
r
(
ξSG
σ
)d]
∼ exp
[
r
(
1
σ(1− φ/φMax)
) d
d/2−θ
]
, (6.63)
and the exponent ψ = d.
This argument can also be applied to thermal particles, except now 1/τ is
given by the ratio of the partition function near a potential energy minimum to
the partition function for the barrier that must be crossed to leave the region of
that minimum. Thus, the behaviour is expected to be very similar in the limit
T → 0.
Berthier and Witten find the fit that best describes their simulation data for
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a three-dimensional system is the function[22]:
τ ∼ exp
[
A
(φC − φ)δ
]
, (6.64)
with δ ≈ 2.2 and φ ≈ 0.635. This is very similar to the form for τ derived above,
with δ = d/(d/2− θ). In d = 3, the spin glass exponent θ is found to be θ ≈ 0.2,
which gives δ ≈ 2.3. Given the difficulty with getting simulation data and fitting
functions to it in the glassy region, this is in good agreement.
As a side note, this form for the structural relaxation time is consistent with
the Adam-Gibbs relation, which is[81]:
τα = τ0 exp
[
C
Sc(T )
]
, (6.65)
where SC(T ) is the configurational entropy. Standard scaling for a system with a
large correlation length, ξ approaching a critical point (T = 0 in this case) gives
(to leading order) a free energy that scales as F ∼ −Tξ−d. For a hard sphere
system, the free energy is entirely entropic so that F ∼ −TSC(T ) which means
that the configurational entropy is given by SC(T ) ∼ ξ−d. Substituting for ξ in
the form for the relaxation time just derived returns the Adam-Gibbs relation
given above.
Appendix D
Detailed toy model calculation
The full details of the calculation of the effective Hamiltonian for the two cells,
two disks toy model is presented in this appendix. There are some important
points worth covering, but to detail them in the main text would disrupt the flow
of argument so the full derivation is presented here.
D.1 Finding the radial probability distributions
The starting point for the calculation is the Hamiltonian for the two cells, two
disks toy model expressed in terms of boolean-valued functions:
Z =
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
∫ 1/2
−1/2
dx1 dx1 dy2 dy2B
[
(x1 − x2 − 1)2 + (y1 − y2)2 ≥ σ2
]
.
(D.1)
The behaviour of the model approaching its maximum packing fraction is of
interest, so calculations are restricted to the limit σ → 5. In this limit, the
system will be found close to one of the two ground states shown in figure 6.12. If
the positions of the disks are expressed in polar co-ordinates (r1, θ1) and (r2, θ2)
in this limit: all ri → 1/
√
2,θ1 → 3pi/4 and θ2 → −pi/4, or θ1 → −3pi/4 and
θ2 → pi/4. The first of these cases will be dealt with now, but since these states
are symmetrical under yi → −yi multiplication of integrals by a factor of two will
return the correct full answer.
In this limit, all co-ordinates deviate from their ‘ground state’ positions by
perturbations of the order (5− σ2). This means that the radial co-ordinates can
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be re-expressed as:
r1 =
1√
2
[
1− (5− σ2)v1
]
,
r2 =
1√
2
[
1− (5− σ2)v2
]
. (D.2)
and the angular co-ordinates as:
θ1 =
3pi
4
+ (5− σ2)u1,
θ2 = −pi
4
+ (5− σ2)u2. (D.3)
where u1, u2, v1 and v2 are all small. The first step is to generate a probability
distribution for an effective XY model by integrating the boolean-valued function
in D.1 over the radial co-ordinates v1 and v2. First the argument of the function
is expressed in polar co-ordinates:
(x1 − x2 − 1)2 + (y1 − y2)2 ≥ σ2,
(r1 cos(θ1)− r2 cos(θ2)− 1)2 + (r1 sin(θ1)− r2 sin(θ2))2 ≥ σ2,
r21 + r
2
2 + 1− r1 cos(θ1) + r2 cos(θ2)− 2r1r2 cos(θ1 − θ2) ≥ σ2. (D.4)
Then u1, u2, v1 and v2 are substituted in and all terms of quadratic order in these
co-ordinates are ignored, giving:
r21 ≈
1
2
[1− (5− σ2)v1],
r22 ≈
1
2
[1− (5− σ2)v2],
cos(θ1) ≈ − 1√
2
[1 + (5− σ2)u1],
cos(θ2) ≈ 1√
2
[1 + (5− σ2)u2],
cos(θ1 − θ2) ≈ −1, (D.5)
which when substituted into the original expression give the inequality:
1 + u1 + u2
3
− (v1 + v2) > 0, (D.6)
which now goes inside the boolean-valued function. The last thing to worry about
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before performing the integral are the integration limits. The integration limits
can be written |x1| < 1/2, |y1| < 1/2, |x2| < 1/2 and |y2| < 1/2 and when the
new co-ordinates are substituted in and the approximate forms given above are
used, then the resulting limits are v1 > |u1| and v2 > |u2|. The upper integration
limist are taken to be infinity in both cases.
When the transformation to polar co-ordinates is made:
dx1 dy1 = r1 dr1 dθ1 & dx2 dy2 = r2 dr2 dθ2, (D.7)
and when the substitution is made for the high packing fraction co-ordinates:
dr1 = −5− σ
2
√
2
dv1 & dr2 = −5− σ
2
√
2
dv2, (D.8)
and lastly:
r1 dr1 r2 dr2 =
(5− σ2)2
2
dx1 dx2. (D.9)
Finally since P (θ1, θ2) = (5− σ2)2P (v1, v2), the final integral is:
P (u1, u2) = 2
∫ ∞
|u1|
∫ ∞
|u2|
(5− σ2)4
2
B
[
1 + u1 + u2
3
− x1 + x2
]
. (D.10)
This integral can be evaluated, and has four different solutions in four regions of
the (u1, u2) plane:
P˜ (u1, u2) =

(5−σ2)4
36
(−1 + 2u1 + 2u2)2 when 0 < u1 < 12 & 0 < u2 < 12
(5−σ2)4
36
(1 + 4u1 + 4u2)
2 when − 1
4
< u1 < 0 & − 14 < u2 < 0
(5−σ2)4
36
(1 + 4u1 − 2u2)2 when − 14 < u1 < 0 & 0 < u2 < 12
(5−σ2)4
36
(1− 2u1 + 4u2)2 when 0 < u1 < 12 & − 14 < u2 < 0
0 otherwise
.
(D.11)
This distribution is normalised using P (u1, u2) = P˜ (u1, u2)/Z where:
Z =
∫ 1/2
−1/2
∫ 1/2
−1/2
P˜ (u1, u2) du1 du2 =
(5− σ2)4
36
. (D.12)
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To give finally:
P (u1, u2) =

64
3
(−1 + 2u1 + 2u2)2 when 0 < u1 < 12 & 0 < u2 < 12
64
3
(1− 2u1 + 4u2)2 when 0 < u1 < 12 & − 14 < u2 < 0
64
3
(1 + 4u1 + 4u2)
2 when − 1
4
< u1 < 0 & − 14 < u2 < 0
64
3
(1 + 4u1 − 2u2)2 when − 14 < u1 < 0 & 0 < u2 < 12
0 otherwise
.
(D.13)
A plot of these four regions can be seen in figure 6.14.
D.2 Four regions, Four effective Hamiltonians
The task is now to construct an effective Hamiltonian that generates these prob-
ability distributions. The two are related by the formula:
P (u1, u1) = exp [−Heff (u1, u2)] ,
H(u1, u2) = − log [P (u1, u2)] . (D.14)
Taking first the region where both u1 and u2 are positive:
H(u1, u2) = − log
[
(64
3
(−1 + 2u1 + 2u2)2
]
= −2 log [1− 2(u1 + u2)] + C, (D.15)
where C is a term that has no u1 or u2 dependence. Since both u1 and u2 are
small, a Taylor expansion of the log may be made. Ignoring terms quadratic in
u1 and u2 and any constant terms:
H(u1, u2) = −4(u1 + u2)− 4(u1 + u2)2 + . . . . (D.16)
Now a XY spin Hamiltonian must be found that generates the same u1 and u2
dependence. Spins are chosen to have unit length. Starting with a Hamiltonian
containing fields acting on both spins, a spin-spin interaction term and a pseudo-
dipolar term:
H = −~h1.~s1 − ~h2.~s2 + J [~s1.~s2 − 2(~s1.~n)(~s2.~n)] . (D.17)
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Taking the fields to be ~h1 = (h, 0) and ~h2 = (−h, 0) and the vector ~n to be
~n = 1/
√
2(1,−1), the scalar products are expanded out. The field terms give:
−~h1.~s1 − ~h2.~s2 = −h cos
[
3pi
4
+ (5− σ2)u1
]
+ h cos
[
−pi
4
+ (5− σ2)u1
]
, (D.18)
which can then be Taylor expanded to give:
−~h1.~s1 − ~h2.~s2 = h
[√
2 +
1√
(2)
(5− σ2)(u1 + u2)
]
+ . . . . (D.19)
The spin-spin and pseudo-dipolar terms give:
J [~s1.~s2 − 2(~s1.~n)(~s2.~n)] = J [sy1sx2 + sx1sy2]
= J sin [θ1 + θ2]
= J sin
[
3pi
4
+ (5− σ2)u1 − pi
4
+ (5− σ2)u2
]
. (D.20)
Again this can be Taylor expanded to give:
J sin
[pi
2
+ (5− σ2)(u1 + u2)
]
= J cos
[
(5− σ2)(u1 + u2)
]
= J
[
1 +
1
2
(5− σ2)2(u1 + u2)2 + . . .
]
. (D.21)
Bringing all of this together, and ignoring terms not depending on u1 and u2
gives:
H =
h√
2
(5− σ2)(u1 + u2) + J
2
(5− σ2)2(u1 + u2)2 . . . . (D.22)
Comparison with equation D.16 shows that h and J take the form:
h =
h0
5− σ2 where h0 = −4
√
2,
J =
J0
(5− σ2)2 where J0 = −8. (D.23)
This is encouraging for two reasons. Firstly the presence of pseudo-dipolar terms
agrees with the results of simulations on the full single cell occupancy model.
Secondly there is evidence that when disk to spin mappings of this kind are made,
couplings that diverge as J ∝ (1− φ/φmax)−2 and fields that diverge as h ∝ (1−
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φ/φmax)
−1 generated. With correlation lengths that behave as ξ ∼ (J/h)θ, this
means that correlation lengths that diverge approaching the maximum achievable
packing fraction should be found.
In the second region, where both u1 and u2 are negative the effective Hamil-
tonian takes the form:
H = −8(u1 + u2) + 16(u1 + u2)2 . . . . (D.24)
The XY spin Hamiltonian (equation D.17) generates terms in u1 and u2 of the
correct sign, and this time J and h take the form:
h =
h0
5− σ2 where h0 = 8
√
2,
J =
J0
(5− σ2)2 where J0 = −32. (D.25)
The final two regions (where either u1 is positive and u2 is negative, or u2 is
positive and u1 is negative) are slightly more complicated to deal with. Taking
first the region where u1 is positive and u2 is negative, the effective Hamiltonian
is (ignoring constant terms):
H = 4u1 − 8u2 + 4u21 − 16u1u2 + 16u22. (D.26)
Already the added complications can be seen - the terms linear and quadratic in
u1 and u2 do not appear with the same strength, so the previous effective spin
Hamiltonian will not work in this case. The linear terms can be dealt with by
having different field terms for each spin, but the quadratic terms require the
spins to couple to themselves in some way. This can be achieved by introducing
single ion anisotropy terms of the form (~n1.~s1)
2 where ~n1 is a constant vector.
This gives an effective spin Hamiltonian of the form:
Heff = −~h1.~s1 − ~h2.~s2 + J~s1.~s2 +D1(~n1.~s1)2 +D2(~n2.~s2)2. (D.27)
Comparing the terms linear in u! and u2 in equations D.26 and D.27, a good choice
for the fields seems to be ~h1 = (h, 0) and ~h2 = (2h, 0) so that ~h2 = 2~h1. The
procedure is the same as it was with the other regions - the scalar products are
expanded out and rewritten using the high packing fraction angular co-ordinates,
then everything is Taylor expanded to get the final form.
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Starting with the field terms:
~h1.~s1 = h cos
[
3pi
4
+ (5− σ2)u1
]
,
= − h√
2
(5− σ2)u1 − h√
2
, (D.28)
and
~h2.~s2 = −2h cos
[
−pi
4
+ (5− σ2)u2
]
,
=
2h√
2
(5− σ2)u2 + 2h√
2
. (D.29)
Then taking the spin-spin interaction term:
~s1.~s2 = cos
[
2pi
4
+ (5− σ2)u1 + pi
4
− (5− σ2)u2
]
= − cos [(5− σ2)(u1 − u2)]
= −1 + (5− σ
2)2
2
(u1 − u2)2 . . . . (D.30)
The presence of (u1 − u2)2 in this expansion suggests the following factorisation
of the quadratic terms in the effective Hamiltonian:
4u21 − 16u1u2 + 16u22 = 8(u1 − u2)2 − 4u21 + 8u22. (D.31)
Lastly, the single ion anisotropy terms can be dealt with. The constant vectors
are chosen to be ~n1 = ~n2 = 1/
√
(2)(1, 1). Taking the first term:
(~n1.~s1)
2 =
1
2
{
cos
[
3pi
4
− (5− σ2)u1
]
+ sin
[
3pi
4
+ (5− σ2)u1
]}2
≈ (5− σ2)u21, (D.32)
and the second:
(~n2.~s2)
2 =
1
2
{
cos
[
−pi
4
− (5− σ2)u2
]
+ sin
[
−pi
4
+ (5− σ2)u2
]}2
≈ (5− σ2)u22. (D.33)
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Taking all of these terms together, the spin Hamiltonian becomes:
Heff ≈ h√
2
(5− σ2)u1 − 2h√
2
(5− σ2)u2 + J (5− σ
2)2
2
(u1 − u2)2
+D1(5− σ2)2u21 +D2(5− σ2)2u22. (D.34)
Comparing this with equation D.26 shows that h, J , D1 and D2 take the form:
h =
h0
5− σ2 where h0 = 4
√
2,
J =
J0
(5− σ2)2 where J0 = 16,
D1 =
−4
(5− σ2)2 & D2 =
8
(5− σ2)2 . (D.35)
The very last region, where u1 is negative and u2 is positive is dealt with in
the same way. The effective Hamiltonian is found to be:
H(u1, u2) = −8u1 + 4u2 − 16u21 + 16u1u2 − 4u22. (D.36)
This is the same as the region just studied, except u1 and u2 have swapped co-
efficients and signs. Exactly the same effective spin Hamiltonian can be used, but
this time h, J , D1 and D2 take the form:
h =
h0
5− σ2 where h0 = −4
√
2,
J =
J0
(5− σ2)2 where J0 = −16,
D1 =
−8
(5− σ2)2 & D2 =
4
(5− σ2)2 . (D.37)
Chapter 7
Conclusions and Outlook
7.1 The glass transition beyond the mean-field
limit
This thesis presents a theory (due to Moore and Yeo) that describes glassy be-
haviour beyond the mean-field limit, and then expands on it and provides clarifi-
cation of its more confusing elements. In this theory the structural glass Hamil-
tonian is mapped to the Hamiltonian for the spin glass in a random field using
the replica method. This spin system has no transition at finite temperature
in less than six dimensions. Nevertheless, a growing correlation length and an
associated growing relaxation time are predicted at low temperature. These are
derived from the typical size of regions of spins which it is energetically favourable
to flip which grow larger as temperature is decreased:
ξ ∼
(
J
h
) 1
d/2−θ
, (7.1)
τ ∼ exp
[(
ξ
D
)ψ]
. (7.2)
What does this mean for the structural glass? Firstly there is no finite temper-
ature phase transition (as is predicted in RFOT and by MCT), but there will be a
growing correlation length as temperature is decreased. Similar to the correlation
length in Mosaic theory, this is defined as the typical size of a rearranging region.
What is the equivalent to the ‘spin-flip’ rearrangement that defines the length-
scale in the spin glass system? If the particles in the structural glass are thermal
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particles (for example, particles with Lenard-Jones potentials), then regions will
re-arrange between local-minima of the potential energy of the supercooled liq-
uid and the rearrangement timescales are long because of the energy barriers that
must be surmounted to carry the system between these minima. If the particles
are hard, then regions re-arrange between different ‘nearly-jammed’ states. This
is rather loaded terminology to use, given that jamming is so hard to define, so
perhaps it would be better to refer to these states as being local maxima in the
system’s free volume or configurational entropy (i.e. they are arrangements of
particles that will maximise the wiggle room of individual particles). The term
‘nearly-jammed’ is used, since it is assumed that these states correspond to the
amorphous high packing fraction states that a jamming algorithm would find (if
free volume is at a local maximum, then there is a lot of free volume to squeeze
out before the system becomes jammed). Instead of energy barriers to surmount,
to pass between these ‘nearly-jammed’ states the system must go through par-
ticular rearrangements that allow it to pass between states (for example, some
particles must clump closer together to allow another particle to pass). These
rearrangements will be comparatively rare and so relaxation timescales will be
long.
This kind of rearrangement through activated dynamics leads to a relaxation
time which grows as:
τ ∼ τ0 exp
[
C
(
ξSG
σ
)ψ]
, (7.3)
where C is some model dependent constant and σ is the linear size of particles
in the fluid. Arguments from transition state theory (presented in reference [79]
and outlined in Chapter 6 of this thesis) suggest that ψ = d - a prediction in line
with relaxation times fitted to the Ba¨ssler law for fragile glasses and to fittings
by Berthier and Witten[22].
There is no singular behaviour at finite temperature for the particles with short
range thermal potentials, since as temperature is decreased it just becomes harder
and harder to pass over the energy barriers required to pass between states. No
arrangement of thermal particles is disallowed, some just require extremely large
amounts of energy and therefore occur rarely. At zero temperature particles with
short range potentials behave like hard particles, leading to correlation lengths
and relaxations times that diverge as φ is increased towards φmax. When φ >
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φmax, as temperature is decreased correlation lengths and relaxation times diverge
approaching T = 0. If φ < φmax these will grow large and saturate at large values,
but not diverge. All of this behaviour will take place below the temperature (and
above the packing fraction) where dynamics start to slow down (which will be
something similar to TMCT ).
7.2 Outlook
This thesis set out to clarify and expand on the structural glass to spin glass
mapping proposed by Moore and Yeo[1] and it achieves this. A disk system with
a clear mapping to a spin system was proposed and the behaviour of this system
was shown to be that of an Ising spin glass in a random field. It is the presence of a
pseudo-dipolar coupling term in the effective Hamiltonian that changes what are
XY spins to Ising spins[76]. The source of this term is the hard-core interaction
between the disks. The presence of two sizes of disk is responsible for generating
both a random field and a random coupling between the spins. Significantly,
the growth of ferromagnetic order as a significant factor was discounted. This
contradicts predictions made using other mappings of the structural glass to spin
systems[29, 78]. On top of this, physical insight into the behaviour of the coupling
J and the field strength h has been gained as well as some idea about their origins.
This has allowed a prediction to be made for the scaling of the structural glass
correlation length in the packing fraction/temperature plane. Applying some
simple arguments from transition state theory also allows predictions for the
growth of the structural relaxation time to be made as well[79].
With all these predictions, further calculations of the correlation length and
structural relaxation time need to be made for comparison. These could be done
either with a model with single occupancy constraints or with a more traditional
glass former. Of course the usual problems will arise here with the difficulty of
making reasonable measurements at high packing fraction and low temperature,
so other methods of simulation rather than event driven molecular dynamics may
need to be considered. Ideally, accurate measurements of the exponents ψ and
the exponent which governs the growth of ξSG would be made for the purposes
of comparison with their predicted values.
Other than these measurements, the dynamics of hard disk models under
single occupancy constraints need more study as well. The binary disk fluid
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under the SOC has τα → ∞ and measurement of a structural relaxation time
was proposed from the decay of:
C˜(t) =
1
N
∑
i
∑
ν
[〈sνi (0)sνi (t)〉 − 〈sνi (0)〉〈sνi (t)〉] . (7.4)
More investigation of the behaviour of this function is required to see how the
structural relaxation time measured from it behaves and if it is indeed comparable
to τα as predicted. As well as this, comparison of the behaviour of χ4(t) measured
for the system under single occupancy constraints to the same quantity measured
for the standard unconstrained system should shed light on the role dynamic
heterogeneity plays in the constrained system.
Lastly in terms of further simulations, some work on disks with short range
soft potentials would also be worthwhile. This would allow the predictions for
correlation length and relaxation time growth put forward at the end of Chapter
6 to be investigated in more detail.
Apart from this there are still some outstanding issues. Throughout this work
it has been assumed that at some packing fraction (and at some temperature) the
phase space of the system becomes difficult to navigate due to the appearance
of bottlenecks (and energy barriers) which need to be crossed to allow regions
of the system to move between favourable local arrangements. This will be the
point when the mapping to the Ising spin glass in a random field becomes valid.
While this is easy to justify as something that will reasonably happen when a
system is made dense, there is no real insight into why this happens. The theory
put forward is not one that deals with dynamic concerns, after all. This is an
important issue though, since the behaviour of the system’s phase space/energy
landscape is integral to many of the existing theories of the glass transition.
There is another issue as well - that of the existence of a maximum packing
fraction φmax for non-crystalline hard particle states. The existence of such a
packing fraction is easy to argue for the binary hard disk system under single
occupancy constraints. The fact that the rearrangement of particles is prevented
by the presence of the cell walls means that such a cut-off exists for each distri-
bution of large and small particles across the cells. Such a limit is impossible to
define for the real system (which is really what is of interest), since local moves
(no matter how rare) can always be imagined that will allow the system to phase
separate and crystallise eventually. Where does this leave φmax, which is such an
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integral part of the predicted behaviour of the correlation length and relaxation
time. It may be that at best this φmax is relegated to being another transitory
phenomenon (like the plateau in F (~k, t) caused by transitory quenched disorder).
This would require the existence of some very long timescale over which phase
separation occurs. These phase separation timescales must be longer than the
structural relaxation time to allow measurement of the correlation length to be
meaningful. Effectively, the local composition of the fluid is fixed for extremely
long timescales. Again, this phase separation/coarsening process requires further
investigation and comes with the warning that investigating timescales longer
than the already hard to measure structural relaxation time will be very difficult.
The existence of such a timescale in a real glass is plausible - many real glass form-
ers have complicated molecular structures and it may be that relaxation of these
structures is extremely slow, leading to a liquid composed of particles of different
sizes and shapes (at least on this ‘molecular relaxation’ timescale). Couple this
with a very slow timescale over which phase separation (or indeed crystallisation
to some complex crystal structure) of these different sized molecules takes place
and all the ingredients for the model of the glass transition as described in this
thesis are there.
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