We propose a maximum-likelihood approach for separating and estimating multiple synchronous digital signals arriving at an antenna array. The spatial response of the array is assumed to be known imprecisely or unknown. We exploit the nite alphabet (FA) property of digital signals to simultaneously determine the array response and the symbol sequence for each signal. Uniqueness of the estimates is established for signals with linear modulation formats. We introduce a signal detection technique based on the FA property which is di erent from a standard linear combiner. Computationally e cient algorithms for both block and recursive estimation of the signals are presented. This new approach is applicable to an unknown array geometry and propagation environment, which is particularly useful in wireless communication systems. Simulation results demonstrate its promising performance.
Introduction
Wireless communication systems are witnessing rapid advances in volume and range of services. A major challenge for these systems today is the limited radio frequency spectrum available. Approaches that increase spectrum e ciency are therefore of great interest. One promising approach is to use antenna arrays at the cell sites. Array processing techniques can then be used to receive and transmit multiple signals that are separated in space. Hence, multiple co-channel users can be supported per cell to increase capacity. In this paper, we study the problem of separating multiple synchronous digital signals received at an antenna array 1]. The goal is to reliably demodulate each signal in the presence of other co-channel signals and noise. The complementary problem of transmitting to multiple receivers with minimum interference at each receiver has been studied in 2, 3, 4] .
Several algorithms have been proposed in array processing literature for separating co-channel signals based on availability of prior spatial or temporal information. The traditional spatial algorithms combine high resolution direction-nding techniques such as MUSIC and ESPRIT 5, 6] with optimum beamforming to estimate the signal waveforms 7, 8] . However, these algorithms require that the number of signal wavefronts including multipath re ections be less than the number of sensors, which restricts their applicability in a wireless setting. In the recent past, several property-restoral techniques have been developed which exploit the temporal structure of communication signals, while assuming no prior spatial knowledge. These techniques take advantage of signal properties such as constant modulus (CM) 9], discrete alphabet 10, 11], self-coherence 12], and high-order statistical properties 13, 14] . In this paper, we propose a new property-restoral approach that takes advantage of the discrete as well as the nite alphabet (FA) property of digital signals.
Our approach is termed blind since it does not require any training signals for signal demodulation. This is particularly useful in situations where training signals are not available. For example, in communications intelligence, training signals are not accessible. In cellular applications, blind algorithms can be used to reject interference from adjacent cells. In GSM for example, adjacent cell interference appears only over a partial burst and training signals do not help. Blind algorithms are also bandwidth e cient due to elimination of training sets. Moreover, the study of blind algorithms can be used to complement existing non-blind techniques. For example, as a result of our investigation of uniqueness for the blind problem, we propose a minimal set of training signals which can be used in a non-blind multi-user scenario. An important advantage of our approach is that in such scenarios, training sets can easily be incorporated to initialize our algorithms.
The algorithms presented herein can be used to demodulate multiple synchronous digital signals in a coherent multipath environment. To guarantee unique signal estimates, we assume that the number of signals does not exceed the number of sensors, and that the channel is constant over a su cient number of snapshots. The synchronous assumption is reasonable in microcell air interfaces where symbol timing can be e ectively controlled. Extension of our approach to asynchronous transmission and delay spread channels is relatively straightforward, the main di erences in these scenarios being a) instead of matched ltering the array output is oversampled, and b) the signal estimation step is replaced by maximum-likelihood sequence estimation (MLSE) since the channel is no longer memoryless. Recently, some non-ML techniques have also been proposed which use subspace information to rst synchronize the signals and remove intersymbol interference, and then use one of the synchronous FA algorithms presented herein to separate the signals 15, 16, 17] .
The outline of the paper is as follows. We introduce the data model in Section 2. In Section 3, we consider the problem of uniquely identifying the signals when the array response structure is unknown. In Section 4, the maximum likelihood (ML) estimator for the array responses and symbol sequences is discussed. Two e cient block algorithms are presented in Section 5, and their convergence is analyzed. Recursive extensions of these algorithms are discussed in Section 6. In Section 7, we present simulation results to demonstrate the performance of these algorithms. Finally, we conclude with directions for future work in Section 8.
Problem Formulation
Consider d narrowband signals impinging at an array of m sensors with arbitrary characteristics.
The signal waveform received at each sensor is demodulated with respect to the carrier frequency (assuming perfect carrier phase lock recovery). The m 1 vector of sensor outputs, x(t), in the absence of multipath, is given by (1) where p k is the amplitude of the kth signal, a( k ) is the array response vector to a signal from direction k , s k ( ) is the k th signal waveform, and v( ) is additive white noise with covariance 2 I.
In a realistic communication scenario however, there are multiple re ected and di racted paths from the source to the array. These paths arrive from di erent angles, and with di erent attenua-tions and time delays. The array output becomes
where q k is number of subpaths for the k th signal, and kl and kl are, respectively, the attenuation and time delay corresponding to l th subpath. We assume that the propagation delays associated with these paths is much smaller than the inverse bandwidth of the signals. The delays can thus be modeled as phase-shifts under the narrowband assumption. The new data model becomes (2) where a k is now the total array response vector a k = P Dk l=1 kl e ?j!c kl a( kl ), and ! c is the carrier frequency. The spatial structure of the array response vector a k cannot be exploited if the number of paths is larger than the number of sensors. However, we can exploit the temporal structure of digital signals with memoryless linear modulation formats
where N is the number of symbols in a data batch (burst), fb k ( )g is the symbol sequence of the k th user, T is the symbol period, and g( ) is the unit-energy signal waveform of duration T. For simplicity, we assume that the symbols belong to the alphabet = f 1; 3; : : :; (L ?1)g for real signals, and = f 1; 3; : : :; (L ? 1)g f j; j3; : : :; j(L ? 1)g for complex signals. These correspond to the important cases of PAM and QAM modulation formats. Now, assuming that the signals are symbol-synchronous, we perform matched ltering on (2) to obtain the following equivalent discrete representation of the data
The noise term v(n) remains white, and it is easily seen that the output of the matched lter is a su cient statistic for determining the transmitted symbols 18]. We can rewrite (3) in matrix form x(n) = As(n) + v(n) (4) where x(n) is the ltered data, s(n) = b 1 (n) : : : Assuming that the channel is constant over the available N symbol periods, we obtain the following block formulation of the data X(N) = AS(N) + V(N) (5) where X(N) = x(1) : : : x(N)], S(N) = s(1) : : : s(N)], and V(N) = v(1) : : : v(N)]. The matrix A represents the spatial structure of the data, and the matrix S represents its temporal structure.
The problem addressed in this paper is the combined estimation of the array response matrix A and the symbol matrix S(N), given the array output X(N). We assume that the number of signals is known or has been estimated 19] . For notational convenience, we denote X X(N) and S S(N), from here on.
Identi ability
Before discussing the estimation problem, we consider the problem of uniqueness of signal estimates in the absence of noise. This problem can be viewed as a nonlinear factorization of the data matrix X m N into factors A m d and S d N , such that X = AS. In the case that columns of matrix A lie on the array manifold (de ned as the set fa( ) : 2 0; 2 ]g) and S is an an arbitrary full-rank matrix, it is well-known that this factorization is \unique" provided 1) any set of m vectors from the array manifold is linearly independent, and 2) d < m 20] . There is an ordering ambiguity in the signal estimates since X = AS = AP T PS = A S; where A and S is also a valid solution pair for any permutation matrix P.
Our problem is the opposite of the standard problem. We assume that A is an arbitrary fullrank matrix, but the elements of S belong to a nite alphabet . We rst consider the case of binary antipodal signals, i.e. = f 1g, and then generalize to larger alphabets. As before, the solution to the nonlinear system of equations, X = AS, is not unique under our assumptions. For example, A = AT and S = T ?1 S, is a solution for any nonsingular matrix T d d that is a diagonal with 1 entries or a permutation matrix or a product of the two. In this case, there is an additional ambiguity in the sign of the estimated signals, beyond the usual ordering ambiguity. However, the sign ambiguity can be easily removed once the signals have been estimated by appropriate decoding of each symbol sequence. Hence, the sign and ordering ambiguities do not present a serious problem as the correct signals are still received. We de ne the system X = AS to be identi able if all simultaneous solutions can be written as AT and T ?1 S, where T is a nonsingular matrix with exactly one non-zero element (+1 or ?1) Proof: It is easily seen that the condition on S also implies that it is full rank. Suppose there exists another pair, A and S, both full rank, such that X = A S. Then X = AS = A S (6) Solving for A, we get A = AS S y
where ( ) y denotes the pseudo-inverse. We multiply (7) by S to obtain A S = AS S y S and together with (6), this implies A(S ? S S y S) = 0. Since A is full rank, we must have S = S S y S: (8) Note S y S is a projection matrix which projects the rows of S onto the row space of S. Thus from (8), we see that S and S must share a common row space. That is S = TS: (9) Now, it remains to show that T is an ATM. We normalize the rst element of each column of S to +1 by post-multiplying (9) by a diagonal matrix D with diagonal elements D jj = S 1j (j = 1 : : :N) SD = TSD ) S (1) = TS (1) : (10) Next, we post-multiply the resulting system (10) by a N N permutation matrix that reorders the columns of S (1) to make the rst 2 d?1 columns distinct S (1) P = TS (1) P ) S (2) = TS (2) : (11) Dropping the superscripts in (11) where S is an arbitrary full rank matrix of 1 elements, and S is a normalized matrix with the rst n = 2 d?1 columns distinct. We can partition S = S n S r ], where S n is the submatrix of n distinct columns and S r is the submatrix of remaining columns. Note that the columns in S r are repeated from the rst n, and thus provide no extra information in determining T. Therefore, we consider only the equations de ned by S n . Each row t of T must satisfy t T S n = s T n , where s T n is a subvector of the corresponding row of S and can be of any one of the 2 n possible n-vectors. More t T S n = s T 1;n (13) t T (L ? 1)S n = s T 2;n (14) which implies (L ? 1) s T 1;n = s T 2;n : Since the elements of both s 1;n and s 2;n belong to the alphabet , the only possibilty for the entries of s 1;n are 1s. Thus, from Equation (13), we see that the problem is reduced to one of identi ability of binary signals. For this problem, we have shown previously that t is a trivial solution, and consequently, T is an ATM.
Finally, the generalization to complex signals is straightforward. In this case, we see that the signals can be identi ed uniquely up to a factor f+1; ?1; +j; ?jg. As before, we have the system of equations S = TS, where S and S are now complex matrices with elements in = f 1; 3; : : :; (L ? 1)g f j; j3; : : :; j(L ? 1)g. We are interested in nding a condition on the columns of S such that T is an ATM. For complex signals, we extend the de nition of an ATM to a nonsingular matrix with one non-zero element, f 1; jg, in each row and column.
We begin by noting that multiplication of complex matrices is isomorphic to multiplication of real matrices with twice the dimensions 21]. In particular, we have In Theorem 3.2, we give a su cient condition for identi ability of signals that belong to a nite alphabet . Now, we show that if N is su ciently large, the probability of achieving identi ability approaches one. We consider the case with real signals, noting that the following result also holds for complex signals, with d replaced by d.
Theorem 3.3 Let p denote the probability of receiving all the L d =2 distinct (up to a sign) columns of S in N snapshots, N L d =2. Assuming that the probability of receiving each symbol in is equal, and that the snapshots are independent, p is bounded by
Proof: See Appendix A.2. 2
We see from Equation (16) 
Hence, the probability of missing one of the distinct vectors approaches zero exponentially fast, the rate of decay depending on the ratio N (L d =2) .
Nevertheless, for large values of d, the number of snapshots required for identi ability seems quite large. But the condition requiring L d =2 distinct vectors is only su cient, and far from being necessary. In fact, we see in Appendix A.3 that if S contains a speci c set of d + 1 columns for = f 1g, it can be determined uniquely up to an ATM. Although this result remains to be generalized, it shows that in practice identi ability can be achieved with far fewer snapshots.
Maximum Likelihood Estimation
In this section, we consider the problem of estimating the digital signals in the presence of noise. From Section 2, we see that the signals can be modeled as unknown deterministic sequences corrupted by white Gaussian noise: x(n) = As(n)+v ( , and can be computationally prohibitive, even for modest size problems. In the next section, we consider two iterative block algorithms that have a lower computational complexity.
Block Algorithms
The block algorithms, ILSP and ILSE, were introduced in 1]. These algorithms take advantage of the ML estimator in Equation (17) being separable in the variables A and S. The ML criterion is minimized with respect to the two variables using an alternating minimizations procedure. The idea is to visit the received data iteratively until a best t with the channel (array response) and signal model is obtained. The ILSP algorithm performs well with no prior estimate of the array responses, and can be used to initialize ILSE. For a su ciently good initialization, ILSE algorithm converges rapidly to the ML estimate of the array responses and signal symbol sequences. Apart from their e ciency, the algorithms are naturally parallelizable, and can be easily extended for recursive estimation (see Section 6).
ILSP Algorithm
In the above description of the algorithm, proj ] implies projection onto a discrete alphabet. where X R and A R are real augmented matrices as shown above. Thus, the algorithm proceeds as before, the only di erence being that for real signals, we consider augmented matrices and replace ( ) by ( ) T .
Initialization
A common initialization strategy in optimization for nonlinear problems with mixed discrete and continuous variables is to use the solution of the continuous problem as an estimate for the mixed problem 23]. The continuous solution for the ML criterion in Equation (18) 
Comparison with Relevant Algorithms
The ILSP algorithm is similar to the LS-CMA and multi-target LS-CMA algorithms proposed in the CM literature 9, 24, 25]. But, there are two key di erences. First, the FA property is stronger than CM for digital signals (with PSK modulation format) since the signals are restricted to lie on discrete points on a disk. Second, these algorithms use a MMSE beamformer to estimate the signal waveforms. They minimize the following performance criterion using the alternating projections technique min W;S2CM kW X ? Sk 2 F : (19) It is shown in 24] that for a single user and an unknown spatial noise covariance, the above criterion yields the maximum likelihood signal estimate. However, when multiple signals are present, this criterion su ers from the drawback that only the strongest signals may be captured. For example, consider the case where two weight vectors have converged to the same (stronger) signal. The MMSE residual, kŴ X ?Ŝk 2 F withŜ = proj Ŵ X], may be small in this case. Yet the ML residual, kX?ÂŜk 2 F whereÂ = XŜ + , will be large since a best t of the array response and signal model to the received data is not obtained. Now, let us examine the ML and MMSE schemes to see precisely how they di er. We can express ILSP algorithm succinctly as S k+1 = proj (XS + k ) + X]; (20) and a MMSE scheme such as multi-target LS-CMA 25] without soft-orthogonalization as S k+1 = proj S k X + X]: (21) Since the pseudo-inverse does not satisfy (XS + k ) + = S k X + in general 26], the two algorithms yield di erent signal estimates. Note the matrix A k = XS + k in (20) is poorly conditioned near the solution A, if the angular separation between array response vectors is small. In contrast, the data matrix X in (21) becomes poorly conditioned for high SNR's. The MMSE algorithm is computationally less expensive. However, we have found the performance of the ML algorithm to be more favorable in a blind multiple signal scenario. In 10], Swindlehurst et al have proposed a decision directed technique for digital signals using both the MMSE and ML beamformers (similar to ILSP), assuming a rough estimate of the signal of interest is available. They have shown that the asymptotic symbol error rate for the MMSE beamformer W = R SX R ?1 XX is lower than the error rate that of ML beamformer W = A + . Hence, for large N, the converged signal estimates obtained from ILSP may be improved by applying the the MMSE approach.
ILSE Algorithm
A limitation of the ILSP algorithm is that its performance is limited by that of the ML beamformer. This is easily seen by considering the case where A is known, and the ML criterion is to be minimized with respect to the variable S only. In ILSP, S 2 is not estimated directly, but in two steps:
(i) least-squares and (ii) projection. The least-square step causes noise enhancement if the array response vectors are not well separated in angle, i.e. A is ill-conditioned. The optimal approach is to enumerate over all possible S matrices with elements in , and choose the S that minimizes kX ? ASk 2 F . But, this is computationally demanding since L dN matrices need to be considered. 
Convergence
We have recently discovered that ILSE algorithm is very similar to the Segmental K-Means algorithm used for estimating parameters of hidden Markov models 27]. The K-means algorithm is an iterative scheme which alternates between two key steps: (i) segmentation performed via generalized Viterbi algorithm and (ii) optimization. In 27], Juang and Rabiner prove xed point convergence of the algorithm. Their proof is based on Zangwill's convergence theorem which is a general result for algorithms in nonlinear programming 28]. It is shown that the K-means algorithm satis es the conditions of the theorem. Rather than taking the same approach, we present a simple proof which shows that ILSE algorithm converges to a xed point in a nite number of iterations.
We rst review some de nitions that will be needed for the proof 28]. Let T : V ! V be a mapping from a point in space V to a point in V. An algorithm is an iterative process that generates a sequence fV k g 1 k=1 , given a point V 0 in V, by successive transformations V k = T (V k?1 ). A point V is a xed point of T if V = T (V ). Let be the set of xed points of T . A function f is a descent function for mapping T if it satis es the conditions: In order for the mapping T to be well-de ned, we need to ensure that for each pair (A k?1 ; S k?1 ) 2 V, the algorithm computes a unique pair (A k ; S k ) 2 V. That is, the algorithm computes a unique S k for a given A k?1 , and a unique A k for a given S k . For a given A k?1 , it may be possible that S k in (i) is not unique, such as when A k?1 is rank de cient. In this case, we need to impose a rule that uniquely de nes S k .
For example, in a computer implementation of the algorithm, there is an ordering associated with enumeration, and we choose S k to be the minimizer of (i) with the lowest index. With respect to A k in (ii), given a full rank S k , the least-squares estimate A k is unique. However, if S k is rank-de cient, we need to compute the minimum-norm least-squares solution for A k which is unique. It is natural to consider the residual function f(A; S; X) = kX ? ASk 2 F as a descent function of the algorithm. Clearly, f(A; S; X) is non-negative and continuous in A and S. Consider (29) Based on our assumptions, inequality (26) is strict unless A k = A k?1 and inequality (28) is strict unless S k = S k?1 . Hence, at each iteration the residual is strictly decreased unless (A k?1 ; S k?1 ) = T ((A k?1 ; S k?1 )) is a xed point.
The convergence proof is based on the observation that each of the iterates, S k 2 d N , belongs to a nite set. Let us assume there are P possible S k matrices. Since there is a unique least-squares estimate A k associated with each S k , there are only P pairs (A k ; S k ) that can be generated by the ILSE algorithm (for k 1). Consider the sequence of pairs f(A k ; S k )g P+1 k=1 obtained from the algorithm. There are P +1 iterates in the sequence taken from a set of P possible elements. Hence, at least two of the iterates must be the same. Let us assume j and j + l are the lowest indices for which (A j ; S j ) and (A j+l ; S j+l ) are the same. The residual for the two iterates is equal f(A j+l ; S j+l ; X) = f(A j ; S j ; X): (30) If l = 1, then (A j ; S j ) is a xed point of the algorithm since (A j+1 ; S j+1 ) = T ((A j ; S j )) = (A j ; S j ). Let us assume (A j ; S j ) is not a xed point, and l > 1. Then, f(A j+1 ; S j+1 ; X) must be strictly less than f(A j ; S j ; X), and hence f(A j+l ; S j+l ; X) < f(A j ; S j ; X) (31) However, since (30) and (31) Hence, a xed point is reached in a nite number of steps, and can be detected by a lack of change in the residual. The global minimum is a xed point of the iteration. This follows from the fact that a transition to another point would be possible only if the residual is reduced, but this cannot occur since the global minimum is the point with the lowest residual. Note that the theorem is valid for any initial guess (A 0 ; S 0 ). However, the sequence f(A k ; S k )g and the xed point it converges to depends on the initial guess.
We have found in our simulations that for some initial iterates, the algorithm converges to xed points that are not the global minima. This case can be detected by considering the magnitude of the residual, 1 Nm kX ?ÂŜk 2 F , whereÂ andŜ are converged estimates from ILSE. If a global minimum is reached, this residual is close to the noise power since the true residual kX ? ASk 2 F = kVk 2 F Ntr( 2 I) = Nm 2 :
If the residual is not decreased to noise level, we have reached a non-global solution. In this case, we restart the algorithm with another initial guess. We proceed in this fashion until the global minimum is reached.
For a wide range of parameters (SNR and array response vector separation), ILSE algorithm converges to the global solution when initialized with array response estimates from ILSP. If the global solution is not reached, we re-initialize ILSP with a random guess, and then re-initialize ILSE with the estimate from ILSP. Usually one or two re-initializations are su cient to yield the global minimum. Since both ILSP and ILSE converge very rapidly, re-initialization is not computationally expensive. Hence, the success of our approach is not hindered by the presence of additional xed points. We cannot apply the above convergence theory to ILSP since the algorithm does not necessarily decrease the residual at each iteration. However, in our simulations, we have found that it also converges to a xed point in a nite number of steps. Moreover, in scenarios where the array response vectors are well separated, it converges to the global minimum.
Cost Function
In Figure 1 , we symbolically depict the ML cost function kX ? ASk 2 in order to understand the path taken by ILSE algorithm. We consider a scenario with d = 2 BPSK signals at 15 dB SNR, arriving from = 0; 10] , and a block size of N = 3. We choose this simple case due to the complexity involved in enumerating all possible S matrices. Neverthless, this picture gives a good qualitative understanding of the path of the algorithm to a global minimum or some other xed point.
In this gure, the x-axis corresponds to the 2 6 possible signal matrices, S (j) , j = 1 : : :64. The y-axis corresponds to the least-squares estimates A (i) associated with each S (i) , that is A (i) = arg min A kX ? AS (i) k 2 for i = 1 : : :64. The graph itself corresponds to a matrix of residuals, wherein the entry at row i and column j corresponds to the the value of the residual kX?A (i) S (j) k 2 , i; j = 1 : : :64. In particular, the i th row in the graph corresponds to the residuals associated with matrix A (i) for all possible S (j) 's. For simplicity, we have chosen a 3 color scheme to depict the residuals. A point (i; j) is colored gray if the value of its associated residual kX ? A (i) S (j) k 2 is minimum with respect to other residuals in row i. Otherwise, it is colored white. If a point is a global minimum with respect to the whole matrix, it is colored black.
For a given A 0 , ILSE generates an S 0 which is the starting point in our graph. From this S 0 , the algorithm computes an A 1 . This step is symbolically depicted by a vertical line starting at column j such that S (j) = S 0 , and moving up to the diagonal. Now, the algorithm generates S 2 by enumerating over all possible S's. We represent this step by a horizontal move on the line associated with A (j) = A 1 . Since we seek a unique minimum, the line segment from the diagonal ends at the leftmost gray point. This follows from the fact that in our implementation, we always pick the S (j) with the lowest index that minimizes kX ? AS (j) k 2 ; j = 1 : : :L dN . Once S 1 is picked, the algorithm computes the corresponding A 2 , and this once again corresponds to a move to the diagonal. We proceed in this fashion until a global minimum or a xed point is reached.
In this graph, xed points are located on the diagonal. It is clear that if the leftmost minimum with respect to S for a particlular A (i) is on the diagonal, the scheme described above will not generate any more line segments and the iteration will remain xed at that point. Since the global minima are xed points of the algorithm, they are also located on the diagonal. There are multiple global solutions since the signals can be identi ed only up to an ATM, as described in Section 3. Note that in rows 1; 16; 22; 27 etc., there are multiple gray points. These correspond to cases where A (i) is singular, and thus, multiple S (j) 's yield the same residual. We have shown a few of the paths that may be taken by the algorithm, depending on the initial pair (A 0 ; S 0 ). Paths to the global minima are indicated by solid lines, and paths to other xed points by dashed lines. We note that for this particular scenario, 56 paths of the 64 possible paths lead to global solutions, and 8 paths lead to other xed points.
Recursive Algorithms
In this section, we consider two classes of recursive algorithms for estimating the received signals.
In recursive estimation, we are interested in solving the following minimization problem at symbol
where X(n) = X(n ? 1) x(n)], S(n) = S(n ? 1) s(n)], and B(n) = diag( n?1 ; n?2 ; : : :; 1) is a diagonal weighting matrix for some 0 < < 1. Our objective is to compute A(n) and s(n), assuming that a good estimate of S(n ? 1) (or equivalently A(n ? 1)) is available. This estimate may be obtained blindly by using the block algorithms of previous section or by a short training set. The exponential weighting is used to de-emphasize old data in a time-varying environment.
The \fading memory" least-squares solution for A(n) is given by A(n) = X(n)B(n)S (n)(S(n)B(n)S (n)) ?1 (33) which can be updated recursively (see 29]),
In the above Equation, P(n) = (S(n)B(n)S (n)) ?1 , can also be expressed recursively as P(n) = 1 P(n ? 1) ? P(n ? 1)s(n)s (n)P(n ? 1) + s (n)P(n ? 1)s(n) ; P(0) = I:
In addition, we de ne H(n) = X(n)B(n)S (n), so that we can rewrite A(n) = H(n)P(n) in Equation (33) . Using this framework, we are now ready to consider the two classes of recursive algorithms.
Class A
The rst class includes algorithms that alternate between estimating s(n), and then updating A(n), at each symbol period. The recursive extensions of the two block algorithms belong to this class.
For each data vector x(n), we rst estimate s(n) by minimizinĝ s(n) = arg min In this class, we minimize Equation (32) jointly over A(n) and s(n). This is achieved by substituting the weighted least-squares solution for A(n), given by Equation (33) 
Note that the key di erence between the criterion in Equation (36) and the block ML criterion in Equation (18) is that the minimization in (36) is over s(n) only, since S(n ? 1) is assumed to be known. Hence, recursive minimization of the ML criterion is computationally tractable. We can equivalently maximize
which can be expressed in terms of the trace operator max s(n)2 tr B(n)
Using Equation (37), we see that
which can be partitioned as " 2 B(n ? 1)S (n ? 1)P(n)S(n ? 1)B(n ? 1) B(n ? 1)S (n ? 1)P(n)s(n) s (n)P(n)S(n ? 1)B(n ? 1) 
The above follows by noting that the weighting matrix can be expressed as
Likewise, we can partition
Multiplying Equations (40) and (42), and using properties of the trace, we can rewrite (39) max s(n)2 tr 2 H(n ? 1)P(n)H (n ? 1) + H(n ? 1)P(n)s(n)x (n)] + : : :
It is easily seen that H(n) can be updated recursively as
and thus, (43) can be simpli ed to
Since A(n) = H(n)P(n), we estimate s(n) by maximizinĝ s(n) = arg max
Substituting H (n) = S(n)B(n)X (n) in (45), it follows that we choose s(n) to maximize the correlation between A(n)S(n)B(n) In Equation (45), we compute A(n) and H(n) for each of the L d possible vectors s(n) 2 . This is done recursively using Equations (34) and (44) We present the results of three di erent sets of simulations in this section. For simplicity, we assume a uniform linear array of m = 4 sensors. In the rst set of simulations, we study the performance of the block algorithms for a block size of N = 100. We consider d = 3 digitally modulated BPSK signals arriving from 10; 16; 25] relative to array broadside. We assume all three signals have equal powers. Starting with A 0 = I m d , we rst estimateÂ andŜ using ILSP. The estimateÂ is then used to initialize ILSE for improved array response and signal estimates. To ensure that the global minimum is achieved, we check if the residual is close to the noise power level. If this is not the case, we re-initialize ILSP with a random initial guess. This blind estimation process is repeated 10 4 times, each time over a di erent noise realization. Hence, a total of 10 6 bits are estimated for each signal.
In Figure 2 , we show the bit error rates achieved using ILSP with signal to noise ratios ranging from 0 to 6 dB. Although the signals are closely spaced in their directions of arrival (DOAs), this algorithm is successful in separating and estimating the three signals. We observe that the BER's depend strongly on the separation between the DOAs of the signals since s 2 which is the closest to the other two signals has the highest BER, and s 1 which is well separated has the lowest BER. This follows from the fact that using least-squares to estimate the signals (S = A y X) causes noise enhancement, especially if the columns of A are nearly dependent due to closely-spaced signals.
In ILSE however, we use enumeration to estimate the signals. As seen in Figure 3 , this algorithm yields signi cantly lower BER's. We achieve bit error rates lower than 10 ?3 for SNR's greater than 5 dB.
In Figure 4 , we present the average number of iterations required by both ILSP and ILSE. The number of iterations for ILSP decrease moderately fast with increasing SNR. ILSP requires more iterations than ILSE, but each iteration is computationally cheaper. Both algorithms converge fairly rapidly to the global solution. In this di cult scenario, re-initialization was needed in less than 4% of the runs.
In the next set of simulations, we compare the performance of the blind algorithms to the case where the array response matrix is completely known. The simulation set up is the same as before, except that 2 BPSK signals at = 0; 5] are received at the array. Again, both ILSP and ILSE are used to estimate the digital signals. We see from Equation (22) that in ILSE, we make a joint decision on all d bits in each snapshot s(n); n = 1 : : :N. Hence, it is convenient to consider the Snapshot Error Rate (SER) which is the probability that s(n) does not equalŝ(n). In Figure 5 , the dashed and the solid lines indicate the theoretical SER for the signal detection approach used in ILSP and ILSE respectively with a known A. More speci cally, we detect the signals in ILSP by obtaining a least-squares estimate of S and projecting on to the discrete alphabet, and in ILSE we enumerate over all possible S matrices. For the ML minimization criterion (17), the SER curve for ILSE represents the lowest SER attainable by any algorithm. The` ' and` ' indicate the SER performance of the blind algorithms, initialized with A 0 = I m d . Again, for less than 0:5% of the runs, we needed to re-initialize with random A 0 's. The plot shows that there is virtually no di erence in the performance of the blind algorithms as compared to the non-blind approach. A more detailed analysis of these algorithms and their comparison is presented in 30, 31] .
In the nal set of simulations, we study the performance of recursive algorithms. We use d training signals, given in Equation 56, to estimate A 0 . For simplicity, we choose = 1. As in the previous experiment, we rst consider the simple scenario with 2 BPSK signals arriving from 0 and 5 degrees. At 3 dB SNR, we estimate N = 250 snapshots using RLSE and RPU. We average the results over 10 4 such runs, so that a total of 2:5 10 6 bits per signal are estimated. The BER's achieved by both the algorithms are equal: 1:45 10 ?2 for each signal, although the number of bits in error is slightly larger for RLSE. The SER for the two algorithms is also 1:45 10 ?2 . In Figure 6 , we plot the SER using RPU at each symbol period n; n = 1 : : :N. The SER plot using RLSE is virtually identical for this scenario. We observe that the SER is high initially since the estimate of A is poor. But as n increases, this estimate improves and the SER decreases. After n = 120, the SER converges to about 1:14 10 ?2 , the theoretical SER for known A, as shown in Figure 4 . Finally, we make the current scenario more di cult scenario by adding another signal at 10 degrees, with 3 dB SNR. Also, we reduce N = 100 to ease the computational burden. The BER's achieved by RLSE and RPU are given in Table 1 . We see that RPU yields lower BER's than RLSE.
Conclusions
We have presented a blind approach for the separation of synchronous digital signals in a coherent multipath environment. We have shown that given a su cient number of snapshots, the signal estimates obtained by this approach are unique. The block algorithms, ILSP and ILSE, take advantage of the FA property of digital signals to simultaneously estimate the array response and symbol sequence for each signal. We have proved that ILSE algorithm converges to a xed point in a nite number of iterations. A xed point which is not the global solution can be detected by considering the magnitude of the residual. Hence, we are ensured that the global minimum will be reached by re-initializing one or more times. We may note that despite the di culties associated with the existence of xed points that are not global solutions, these algorithms are important in providing a computationally feasible alternative to complete enumeration which is intractable. Our simulation experiments have shown that in scenarios of practical interest, the converged performance of ILSP and ILSE is virtually the same as predicted in the case where the array response matrix is completely known. We have also described recursive extensions of ILSP and ILSE, and proposed a new algorithm, RPU, that minimizes the ML criterion recursively. In contrast with block minimization, recursive minimization of the ML criterion is computationally tractable.
Our approach can be extended to asynchronous transmission and to multipath channels with large delay spread, as discussed in Section 1. Since our algorithms require that the number of signals be known or accurately estimated, we have proposed in 32] a robust scheme for determining the number of incident signals in a multipath propagation environment. Determining the length of the impulse response associated with each signal is a more di cult problem, and is currently under investigation. Other directions for future work include developing computationally e cient initialization strategies in order to avoid restarts, estimating signals in the presence of non-Gaussian interference, and combining coding schemes with blind estimation. Next, we consider the rst two equations of this system to show t k?1 = 0, and continuing in this fashion, it is easily seen that t k?2 = : : : = t 1 = 0. Thus, by induction, the theorem holds for all d. The result in Equation (53) 
