Investigating statistical approaches to handling missing data in the context of the Gateshead Millennium Study by Gordon, Claire Ann
 
 
 
 
 
Gordon, Claire Ann (2010) Investigating statistical approaches to 
handling missing data in the context of the Gateshead Millennium Study. 
MSc(R) thesis. 
 
 
 
 
 
http://theses.gla.ac.uk/2312/
 
 
 
Copyright and moral rights for this thesis are retained by the author 
 
A copy can be downloaded for personal non-commercial research or 
study, without prior permission or charge 
 
This thesis cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the Author 
 
The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the Author 
 
When referring to this work, full bibliographic details including the 
author, title, awarding institution and date of the thesis must be given 
 
Glasgow Theses Service 
http://theses.gla.ac.uk/ 
theses@gla.ac.uk Investigating Statistical Approaches to
Handling Missing Data in the Context
of the Gateshead Millennium Study
Claire Ann Gordon
A Dissertation Submitted to the
University of Glasgow
for the degree of
Master of Science in Statistics
School of Mathematics and Statistics
December 2010
c Claire Ann Gordon, December 2010Abstract
A commonly occurring problem in all kinds of studies is that of missing data.
These missing values can occur for a number of reasons, including equipment
malfunctions and, more typically, subjects recruited to a study not participating
fully. In particular, in a longitudinal study, one or more of the repeated measure-
ments on a subject might be missing.
The way in which missing values are dealt with depends on the data analyst’s
experience with statistical techniques. The most common way in which data an-
alysts proceed is to use the complete case analysis method, i.e. removing cases
with missing values for any of the variables and running the analysis on the re-
maining cases. Although this method is very straightforward to implement and
is used by the vast majority of data analysts, it can lead to biased results unless
data are missing completely at random. Complete Case analysis can dramatically
reduce the sample size of the study, as only those cases for which all variables
are measured are included in the analysis. Therefore the complete case analysis
method is ”not generally recommended” (Diggle et al., 2002). Alternative ap-
proaches to the complete case analysis method involve ﬁlling in (or imputing)
values for the incomplete cases, making ”more eﬃcient use of the available data”
(Schafer, 1997).
The purpose of this thesis is to compare and contrast the results obtained from
analysing the relationship between growth and feeding behaviour in the ﬁrst year
iof life using the complete case analysis and three imputation methods: single
hot-decking, multiple hot-decking and the EM algorithm. The data used in this
research come from the Gateshead Millennium Study, a prospective study of a
cohort of just over 1,000 babies. In practical terms, the purpose of the work is to
conﬁrm the conclusions from the published complete-case analysis. It is of more
theoretical interest to determine which imputation method is the most appropri-
ate for dealing with missing data in this study.
Chapter 1 provides an introduction to the problem of missing data and how they
may arise and a description of the Gateshead Millennium Study data, to which
all the missing data methods will be applied. It concludes by giving the aims of
this thesis.
Chapter 2 provides an in depth review of various missing data approaches and
indicates which characteristics of the missing data have to be considered in order
to determine which of these approaches can be employed to deal with the missing
values. Also in Chapter 2, various aspects of the Gateshead Millennium Study
data are reviewed. Measures of growth and feeding behaviour in the ﬁrst year of
life are described as these are important variables in the published analysis.
Chapter 3 assesses how complete the Gateshead Millennium Study data is by pro-
ducing a detailed description of each of the questions in each of the questionnaires.
This is achieved by examining the Wave Non-response, Section Non-response and
Item Non-response for each of the six questionnaires.
Chapter 4 recreates the results from the complete case analyses for the relation-
ship between development of growth and feeding in the ﬁrst year of life which
have already been performed and published in the paper - How Does Mater-
nal and Child Feeding Behaviour Relate to Weight Gain and Failure
to Thrive? Data From a Prospective Birth Cohort (Wright et al., 2006a).
This chapter also gives insight as to whether or not it is appropriate to assume
iithat the missing data mechanism is MCAR and therefore whether or not it is
reasonable to believe the results obtained from the complete case analysis.
Chapter 5 focusses on the various methods used to impute the missing values in
the Gateshead Millennium Study data. This chapter begins by considering the
EM Algorithm. It gives details of how the EM Algorithm was performed and the
results obtained. In addition to the EM Algorithm, this chapter also considers
the procedures and results for Single Imputation and Multiple Imputation by
hot-decking. This chapter concludes by comparing the results of these methods
to one another and also to the complete case analysis results from Chapter 4.
Finally, Chapter 6 provides a summary of the results from the various missing
data methods applied and discusses various alternative methods which could also
have been performed.
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Introduction
1.1 Introduction
In longitudinal studies, experimental units, e.g. people or animals, are repeat-
edly measured over time (Diggle et al., 2002) which enables the direct study of
change. At speciﬁed time points throughout the study, each experimental unit
has a number of measurements taken on several variables of interest. This means
that longitudinal studies can distinguish between changes over time within ex-
perimental units and diﬀerences among the experimental units in the study.
Longitudinal studies are most commonly prospective studies which involve fol-
lowing the experimental units forward in time, although the studies can also be
retrospective which involves obtaining repeated measurements on experimental
units through historical records. An example of a prospective study is a ran-
domized clinical trial to compare diﬀerent drug therapies in the treatment of
schizophrenia, with measurements being taken at speciﬁed times throughout the
length of the study (Diggle et al., 2002).
Since the experimental units are repeatedly measured over time, a number of
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observations will be recorded for each experimental unit. The experimental units
can be assumed to be independent of one another, but the repeated measure-
ments on each experimental unit are likely to be correlated with one another and
this must be taken into account when making inferences based on the data.
Missing values occur in longitudinal studies when one or more of the repeated
measurements on an experimental unit within the study are incomplete. For ex-
ample, referring back to the clinical trial which compares diﬀerent drug therapies
in the treatment of schizophrenia, missing values may occur due to a patient’s
early departure from the study. Missing values may arise for a number of possible
reasons including:
• subjects moving away from the area
• subjects dying
• subjects discontinuing treatment due to adverse side eﬀects
• subjects missing an appointment/not returning questionnaires
• records being lost
It is important in any study to consider why data are missing and whether or
not missingness is related to the practical questions being investigated using the
data. It is also important to deal with missing data in such a way that, as far as
possible, the missing data do not lead to the results of the data analysis being
biased.
Once again, the schizophrenia example is used to draw attention to the fact that
missing data can lead to results being biased. If the missing data were to be
ignored completely in the analysis of the data obtained during the trial, then
the data analysts may ﬁnd that one of the drugs is more eﬀective in treatingCHAPTER 1. INTRODUCTION 3
schizophrenia than the others. This may not be the case if the missing data
were taken into account, e.g. patients who have dropped out of the study may
have had an adverse reaction to the drug in question so the analysis ignoring the
missing data might be biased in favour of this treatment.
Three terms have been coined for the diﬀerent mechanisms by which missing
data may arise, depending on whether or not missingness is associated with the
underlying values in the dataset (Rubin, 1976). The missing data mechanisms are
Missing Completely at Random (MCAR), Missing at Random (MAR) and Not
Missing at Random (NMAR). MCAR means that missingness does not depend
on the missing or observed data, MAR means that missingness depends on the
observed data but not the missing data and NMAR means that missingness
depends on the missing data. The appropriate way to analyse the data is diﬀerent
depending on which of these missing data mechanisms are in operation.
In this thesis, the impact of missing data in longitudinal studies will be explored
through the Gateshead Millennium Study.
1.2 The Gateshead Millennium Study
The Gateshead Millennium Study is a prospective cohort study of feeding and
growth in infancy. This study was set up primarily to explore the relationship
between development of growth and feeding in the ﬁrst year. Babies born be-
tween 1 June 1999 and 31 May 2000 in the Gateshead area of northeast England
were recruited to the study shortly after birth.
Within the recruitment year of the Gateshead Millennium Study, approximately
two weeks in every three were assigned to be recruitment weeks and babies born
in these pre-speciﬁed 34 recruitment weeks were eligible for recruitment to theCHAPTER 1. INTRODUCTION 4
study. As well as the child being born in Gateshead in one of the pre-speciﬁed
recruitment weeks, another criterion for recruitment to the study was that the
mother of the child was a Gateshead resident at the time of delivery.
Of all births and multiple births in the 34 recruitment weeks, a total of 1029 (83%)
babies of 1011 mothers were recruited to the study (shortly after the birth).
Mothers who agreed to participate in the study had a face-to-face interview
shortly after recruitment, during which baseline information, including birth-
weight and socio-demographic data, was recorded. Participating parents also
completed a questionnaire at recruitment and received postal questionnaires at
6 weeks, 4 months, 8 months, 12 months and 30 months to complete and re-
turn (Appendix A). As well as ﬁlling out and returning these questionnaires,
parents were asked to keep weaning and ﬁnger food diaries which were part of
the parent-held Personal Child Health Record (PCHR) which parents received at
recruitment to the study. The Personal Child Health Record also included forms,
which were to be completed by health professionals, in order to keep a record of
the child’s weight throughout their development.
In each of the six questionnaires, a wide range of feeding questions were asked
including:
At present, how is your baby’s appetite?
Very Good — Good — All Right — Poor — Very Poor
Each of the individual questionnaires also asked about diﬀerent aspects of the
mother and child. On the front of each questionnaire, parents were also asked to
transcribe all weights recorded in the Personal Child Health Record since com-
pleting and returning the previous questionnaire.
As this is a longitudinal study, it is prone to non-response so a number of tactics
were decided upon when designing the study to improve response rates and ensureCHAPTER 1. INTRODUCTION 5
the success of the study, including media involvement, support from local health
professionals, telephone reminders for questionnaire completion, newsletters and
birthday cards. Although this would have reduced the number of non-responses,
there are still a number of mothers who have not responded throughout the length
of the study. Table 1.1, below, gives the number of respondents and the response
rates for each of the individual questionnaires.
Questionnaires Number of Respondents Response Rate (%)
Newborn 1027 99.8
6 Week 831 80.8
4 Month 762 74.1
8 Month 676 65.7
12 Month 633 61.5
30 Month 491 47.7
Table 1.1. Questionnaire Response Rates
The questionnaire response rate is calculated by dividing the number of
respondents to each questionnaire by the total number of subjects recruited to
the study (1029), multiplied by 100.
Table 1.1 shows that as time passes the number of respondents decreases, there-
fore the number of non-respondents increases.CHAPTER 1. INTRODUCTION 6
Questionnaires Newborn 6 Week 4 Month 8 Month 12 Month
no. of rows
554 0 0 0 0 0
79 0 0 0 0 1
31 0 0 0 1 0
70 0 0 0 1 1
11 0 0 1 0 0
9 0 0 1 0 1
14 0 0 1 1 0
63 0 0 1 1 1
6 0 1 0 0 0
5 0 1 0 0 1
3 0 1 0 1 0
14 0 1 0 1 1
2 0 1 1 0 0
10 0 1 1 0 1
12 0 1 1 1 0
144 0 1 1 1 1
2 1 1 1 1 1
Table 1.2. Missing Data Pattern of Wave Non-response
The no. of rows represent the number of mothers with that particular pattern
of missing data across the ﬁve questionnaires. A value of 0 in the table
corresponds to a questionnaire that has been returned and a value of 1 in the
table corresponds to a questionnaire that has not been returned.
For example, looking at Table 1.2, 31 mothers returned the newborn, 6 week, 4
month and 12 month questionnaires but, for some reason or other, the 8 month
questionnaire was not received. This is known as Wave Non-response which is
deﬁned as the unintended and temporary loss of cohort members as time passes.
There could be a number of possible explanations for this including:
• the mothers did not return received questionnaire, either because they for-
got, were too busy or decided they did not want to complete one at this
time
• the mothers did not receive the questionnaires, e.g. because they had movedCHAPTER 1. INTRODUCTION 7
away from the Gateshead area but had not sent forwarding addresses im-
mediately
• the completed questionnaires were not received by the people in charge of
the study e.g. lost in post
Non-response can also be looked at through Section Non-response and Item
Non-response. Section Non-response, in the context of the Gateshead Mil-
lennium Study, is when a subject who completed and returned a questionnaire
missed out or refused to answer a section of the questionnaire. Item Non-
response is similar to Section Non-response with the diﬀerence being that
each question is looked at individually to see which questions, if any, have not
been answered. There are likely to be diﬀerent reasons for section or item non-
response as opposed to wave non-response. The most common are that:
• the mothers were confused about the meaning of the question
• the mothers found the question invasive or embarrassing.
This shows that there are various non-response types that need to be looked at.
1.3 Aim
A preliminary aim of this thesis is to assess how complete each data group is by
producing a detailed description of the completeness of each question in the New-
born, 6 week, 4 month, 8 month, 12 month and 30 month questionnaires of the
Gateshead Millennium Study. This can be diﬃcult to implement since, as well
as those who do not complete and return the questionnaires, there are mothersCHAPTER 1. INTRODUCTION 8
who do not answer some questions or whole sections of the questionnaires.
The major aim of this thesis is to explore diﬀerent approaches to handling missing
data and their impact on the results of the analysis of data from the Gateshead
Millennium Study. The various key analyses that have already been published
(e.g. an analysis of variance for linear trend and a multiple linear regression for
the relationship between feeding and weight gain from birth to 12 months) have
used the complete-case analysis method. This method should only be used in
certain circumstances as it can lead to biased results depending on the missing
data mechanisms in operation. Therefore, it will be interesting to see how the
results from the complete-case analyses compare with the results obtained from
more complex missing data approaches, such as the EM algorithm, simple impu-
tation and multiple imputation, and also to see how the more complex approaches
compare to one another.Chapter 2
Literature and Methods
2.1 Gateshead Millennium Study
The Gateshead Millennium Study is a prospective cohort study that was initially
developed to explore the relationship between development of growth and feeding
in the ﬁrst year of life.
Feeding in the ﬁrst year of life was assessed using a single appetite question which
was asked in each of the six questionnaires. In this thesis, only ﬁve of the six
questionnaires will be used - Newborn (3 days after birth), 6 Week, 4 Month, 8
Month and 12 Month questionnaires. Development of growth was assessed using
the Thrive Index score (Section 2.1.2). Other factors which are used to explore
the relationship between development of growth and feeding in the ﬁrst year of life
are Avoidant Eating Behaviour, Maternal Feeding Anxiety and Response to Food
Refusal. These factors along with appetite and Thrive Index will be explained in
the following sections.
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2.1.1 Appetite
In each of the six questionnaires that mothers had to complete as part of the
Gateshead Millennium study, a wide range of feeding questions were asked in-
cluding:
At present, how is your baby’s appetite?
Very Good — Good — All Right — Poor — Very Poor
This question was used to assess feeding in the ﬁrst year of life as it is thought
that early appetite determines feeding and also weight later in life. The data
obtained for this question from each of the ﬁve questionnaires used is as follows:
Questionnaire Newborn 6 Week 4 Month 8 Month 12 Month
Appetite
Very Good 213 537 439 365 280
Good 353 193 219 188 226
All Right 262 17 26 49 58
Poor 22 2 5 4 10
Very Poor 38 - - 4 4
Item Non-response 43 (4.2%) 82 (8.0%) 73 (7.1%) 66 (6.4%) 55 (5.3%)
Wave Non-response 2 (0.2%) 198 (19.2%) 267 (25.9%) 353 (34.3%) 396 (38.5%)
Table 2.1. Mothers Response to Appetite Question (Original)
Although this question has been selected as being useable at every age to assess
feeding in the ﬁrst year of life, the appetite rates given by mothers in the Newborn
questionnaire may not give an adequate representation of the child’s/childrens’
appetite as all mothers may not have had suﬃcient time to establish their child’s/childrens’CHAPTER 2. LITERATURE AND METHODS 11
appetite and some mothers may have nothing to base or compare their initial rat-
ing to i.e. this may be their ﬁrst child and their ﬁrst time feeding a baby.
Although the baby’s appetite was originally rated on a 5-point scale, for the pur-
pose of the analysis it has been converted to a 3-point scale as shown in Table
2.2 (Wright et al., 2006a).
New Coding Original Coding
Normal Very Good
Borderline Good
Low All Right, Poor, Very Poor
Table 2.2. Coding of Appetite Question
The reason the original 5-point scale has been converted to a 3-point scale is
because the appetite rates reported by mothers who answered this question in
each of the questionnaires were very skewed with only a small proportion of
subjects falling into the ’All Right’, ’Poor’ and ’Very Poor’ categories compared
to the number of subjects in the ’Good’ and ’Very Good’ categories as shown in
Table 2.1. This conversion also removes any question as to whether or not the
appetite rate was reported accurately as the ’Poor’ and ’Very Poor’ categories
were not in descending order in all of the questionnaires (reversed) i.e. parents
could have possibly completed it thinking it was on a continuous scale hence
marking ’Very Poor’ instead of ’Poor’ and vice versa.
Converting our data from a 5-point to a 3-point scale gives the following table:CHAPTER 2. LITERATURE AND METHODS 12
Questionnaire Newborn 6 Week 4 Month 8 Month 12 Month
Appetite
Normal 213 537 439 365 280
Borderline 353 193 219 188 226
Low 322 19 31 57 72
Table 2.3. Mothers Response to Appetite Question (Converted)
Table 2.3 shows that the majority of parents who answered this question in
each of the questionnaires rate their child’s/childrens’ appetite as being ’Normal’
except in the case of the Newborn questionnaire, which gives us reason to believe
that the appetite rates recorded in the Newborn questionnaire are not an adequate
representation of the child’s/childrens’ appetites and therefore should not be used
to assess feeding in the ﬁrst year of life.
2.1.2 Thrive Index
During the ﬁrst year of life, children in the UK are routinely weighed by primary
care nurses in community based baby clinics. These routinely collected weights
are recorded in parent-held Personal Child Health Records (PCHR) which moth-
ers receive just after the birth of their child/children.
In the Gateshead Millennium Study, parents were asked to transcribe all weights
recorded in the PCHR, since completing and returning the previous question-
naire, onto the front of each questionnaire as well as the date the measurement
was taken.CHAPTER 2. LITERATURE AND METHODS 13
At the age of 13 months, the children were weighed by the health profession-
als and a copy of the weight recording page from the PCHR was retrieved from
parents by the health professional in order to check that the weights written on
the front of the questionnaires by parents were identical to those in the clinics’
records.
Once the routinely collected weights were cleaned and crosschecked, they were
converted to Standard Deviation Scores (SDS) compared to the British 1990
growth reference (Freeman et al., 1995) using a Box-Cox transformation. The
SD scores represent the diﬀerence between the actual weight and the popula-
tion mean weight in units of the standard deviation. Converting raw weights to
standard deviation scores is intended to result in the transformed data at any
given age having an approximate standard Normal distribution with mean 0 and
variance 1 in the reference population.CHAPTER 2. LITERATURE AND METHODS 14
(a) Birthweights (b) 6 Week Weights
(c) 4 Month Weights (d) 8 Month Weights
(e) 12 Month Weights
Figure 2.1. Histograms of Raw WeightsCHAPTER 2. LITERATURE AND METHODS 15
(a) Birthweight Z-scores (b) 6 Week Weight Z-scores
(c) 4 Month Weight Z-Scores (d) 8 Month Weight Z-Scores
(e) 12 Month Weight Z-Scores
Figure 2.2. Histograms of Weight Z-ScoresCHAPTER 2. LITERATURE AND METHODS 16
Figure 2.1 shows the histograms of the raw weights recorded at each of the time
points and Figure 2.2 shows the histograms of the weight z-scores at each of the
diﬀerent time points.
Weight SD scores are used instead of the average of the weights because interest
is in looking at a measure for the growth of each child in their ﬁrst year of life and
not the average weight of each child in their ﬁrst year of life i.e. not an adequate
measure as children are weighed at diﬀerent times so taking the average weight
would not give a fair representation.
Once the weights were converted to standard deviation scores, the Thrive Index
scores were then calculated. The Thrive Index (TI) is deﬁned by Wright et al.
(2006a) as ”a measure of the change in weight standard deviation score over
time, conditional on initial weight, which adjusts for regression to the mean”.
This compares the child’s actual weight SD score to their expected weight SD
score. The TI score for birth to 12 months (TI0-12m) gives the growth of a child
in their ﬁrst year of life and is calculated by Wright et al. (2006b) using the
following formula:
TI0 − 12m = wtz12m − 0.38 × bwtz (2.1)
where wtz12m is the weight z-score at 12 months and bwtz is the birthweight
z-score. The value of 0.38 is the regression coeﬃcient from the complete-case
analysis when wtz12m is regressed on bwtz. Figure 2.3 illustrates how the
formula used by Wright et al. (2006b) to calculate the TI score was found.CHAPTER 2. LITERATURE AND METHODS 17
Figure 2.3. Scatterplot of 12 Month Weight Z-scores regressed on
Birthweight Z-scores
2.1.3 Avoidant Eating Behaviour
Avoidant Eating Behaviour (AEB) deals with the range of ways in which a child
could resist being fed. In order to examine the extent to which children might
resist, Wright et al. (2006a) identiﬁed eight questions, drawn from research and
clinical experience, to devise scores for AEB. The questions posed to parents in
order to establish Avoidant Eating Behaviour scores are as follows:
How often does your baby do the following when given food?
(a) Pushes food away Rarely — Sometimes — Often
(b) Turns head Rarely — Sometimes — Often
(c) Closes mouth Rarely — Sometimes — Often
(d) Gags Rarely — Sometimes — OftenCHAPTER 2. LITERATURE AND METHODS 18
(e) Holds food in mouth Rarely — Sometimes — Often
(f) Spits Rarely — Sometimes — Often
(g) Throws food Rarely — Sometimes — Often
(h) Cries Rarely — Sometimes — Often
An overall rating of avoidant eating behaviour was constructed by summing to-
gether the parents’ responses to these questions. Each response was allocated a
score in order to calculate avoidant eating behaviour. These scores are as follows:
• If response from parent is Rarely, a score of 0 is given
• If response from parent is Sometimes, a score of 1 is given and
• If response from parent is Often, a score of 2 is given
Once the overall rating of avoidant eating behaviour has been calculated, the
(overall) scores are separated into low, medium and high categories as follows:
Avoidant Eating Behaviour Sum of Scores
Low 0 - 1
Medium 2 - 5
High > 5
Table 2.4. Coding of Avoidant Eating Behaviour Scores
The data obtained from parents who responded to the questions relating to
Avoidant Eating Behaviour in the 12 month questionnaire is as follows:CHAPTER 2. LITERATURE AND METHODS 19
Avoidant Eating Behaviour Score 12 Month Questionnaire
Low 142
Medium 261
High 175
Table 2.5. Mothers Response to Avoidant Eating Behaviour Ques-
tions
Table 2.5 shows that the highest frequency of children in the Gateshead Millen-
nium Study have a medium Avoidant Eating Behaviour score after the parents
have responded to the questions relating to Avoidant Eating Behaviour in the 12
month questionnaire.
2.1.4 Response To Food Refusal
Response to Food Refusal (RTFR) questions are a group of ﬁve questions, put
to parents in the 8 month and 12 month questionnaires of the study, which
examine how mothers responded when their child/children refused to eat a meal.
This group of ﬁve questions devised to examine Response to Food Refusal was
developed by Wright et al. (2006a) from previous research and from their own
clinical studies.
The questions put to parents in order to generate a score for Response to Food
Refusal are as follows:
If your baby does not ﬁnish a course, or part of a meal, what do you
do?
(a) Encourage him/her to eat Rarely — Sometimes — OftenCHAPTER 2. LITERATURE AND METHODS 20
(b) Make him/her eat Rarely — Sometimes — Often
(c) Oﬀer something else Rarely — Sometimes — Often
If your baby does not ﬁnish a course, or part of a meal, what do
you do after the meal?
(a) Oﬀer same food again later Rarely — Sometimes — Often
(b) Oﬀer something else later Rarely — Sometimes — Often
From the parents responses to these questions, an overall rating of Response to
Food Refusal was constructed by summing together the ﬁve responses to the
above questions. Each response was given a score in order to calculate Response
to Food Refusal. These scores are as follows:
• For questions, encourage him/her to eat, oﬀer something else, oﬀer same
food again later and oﬀer something else later:
– If response from parent is Rarely, a score of 0 is given
– If response from parent is Sometimes, a score of 1 is given and
– If response from parent is Often, a score of 2 is given
• For question, make him/her eat:
– If response from parent is Rarely, a score of 0 is given
– If response from parent is Sometimes, a score of 2* is given and
– If response from parent is Often, a score of 4* is given
* These are allocated higher scores to represent extreme responses
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Once the overall rating of Response to Food Refusal has been calculated, the
overall scores are separated into low, medium and high categories as follows:
Response To Food Refusal Sum of Scores
Low 0 - 3
Medium 4 - 5
High > 5
Table 2.6. Coding of Response to Food Refusal Scores
The data obtained from parents who responded to the questions relating to Re-
sponse To Food Refusal in the 8 month and 12 month questionnaires is as follows:
RTFR Score 8 Month Questionnaire 12 Month Questionnaire
Low 302 269
Medium 240 241
High 63 66
Table 2.7. Mothers Response to Response To Food Refusal Questions
From parents responses to the questions relating to Response to Food Refusal
in the 8 month and 12 month questionnaires, Table 2.7 shows that the highest
frequency of parents in the study have a low Response to Food Refusal score at
both 8 months and 12 months, suggesting they are not too worried about their
child’s/childrens’ eating.
2.1.5 Maternal Feeding Anxiety
Maternal Feeding Anxiety (MFA) deals with how mothers cope with their child’s/childrens’
feeding times. Two questions, posed to parents in the 8 month and 12 monthCHAPTER 2. LITERATURE AND METHODS 22
questionnaires, were used to generate scores to examine mothers stress levels
when feeding their child/children.
The questions put to parents in order to establish MFA scores are as follows:
Overall, is your baby feeding enough? Yes – Not Always – No
At present, are feeding times for you usually:
Very Relaxed — Relaxed — OK — Stressful — Very Stressful
An overall rating of maternal feeding anxiety was constructed by summing to-
gether the parents’ responses to these questions. Each response was allocated a
score in order to calculate Maternal Feeding Anxiety. The scores for each response
are as follows:
• For ’Overall, is your baby feeding enough’ question:
– If response from parent is Yes, a score of 0 is given
– If response from parent is Not Always, a score of 1 is given and
– If response from parent is No, a score of 2 is given.
• For ’At present, are feeding times for you usually’ question:
– If response from parent is Very Relaxed, a score of 0 is given
– If response from parent is Relaxed, a score of 1 is given
– If response from parent is OK, a score of 2 is given
– If response from parent is Stressful, a score of 3 is given and
– If response from parent is Very Stressful, a score of 4 is givenCHAPTER 2. LITERATURE AND METHODS 23
Once the overall rating of Maternal Feeding Anxiety has been calculated, the
overall scores are separated into normal, borderline and high categories as follows:
Maternal Feeding Anxiety Sum of Scores
Normal 0
Borderline 1
High > 1
Table 2.8. Coding of Maternal Feeding Anxiety Scores
The data obtained from parents who responded to the questions relating to Ma-
ternal Feeding Anxiety in the 12 month questionnaire is as follows:
Maternal Feeding Anxiety Score 12 Month Questionnaire
Normal 401
Borderline 123
High 54
Table 2.9. Mothers Response to Maternal Feeding Anxiety Questions
Table 2.9 shows that the majority of mothers in the Gateshead Millennium
Study have a normal Maternal Feeding Anxiety score after the parents have re-
sponded to the questions relating to Maternal Feeding Anxiety in the 12 month
questionnaire. This suggests that most mothers are coping well with their child’s/childrens’
feeding times.CHAPTER 2. LITERATURE AND METHODS 24
2.2 Approaches to Analysing Missing Data
2.2.1 Missing Data
2.2.1.1 Introduction
When faced with the problem of missing values, many researchers tend to use ad
hoc methods to create a complete dataset from the incomplete dataset.
The simplest way of doing this is to include only experimental units that have
no missing values for any of the variables used in the analysis. This is known
as Complete Case analysis. This method is commonly used in many statistical
software packages so that standard statistical methods for complete data can still
be performed on incomplete datasets.
The complete case analysis method may be a satisfactory approach for dealing
with missing values if the percentage of missing values in a large dataset is small
and the bias is kept to a minimum. However, this is not usually the case and
large amounts of data are discarded.
Another method which is frequently used when faced with the problem of miss-
ing values in a dataset is imputation. Imputation involves ﬁlling in plausible
values for the missing ones in order to obtain an apparently completely observed
dataset.
There are various imputation methods which can be performed to achieve the
desired outcome of a completely observed dataset and some of these approaches
will be discussed in Section 2.2.3.
As well as discussing the complete case analysis method and the various im-
putation methods, the Expectation-Maximization (EM) Algorithm will also be
considered.
Before considering the diﬀerent approaches to handling missing values, generalCHAPTER 2. LITERATURE AND METHODS 25
patterns of missing data and missing data mechanisms are reviewed because these
characteristics of the missing data will inﬂuence which methods can be used to
deal with the missing values.
Little and Rubin (2002) and Schafer (1997) are highly regarded for their work
and achievements in the ﬁeld of missing data and their books Statistical Analysis
with Missing Data and Analysis of Incomplete Multivariate Data, respectively,
are highly recommended by statisticians.
2.2.1.2 General Patterns of Missing Data
The Missing Data Pattern shows which values in the data matrix are observed
and which are missing. Little and Rubin (2002) and Schafer (1997) both agree
that it is very useful to be able to identify the pattern of missing data as the
statistical method used to analyse the data depends upon the type of missing
data pattern acquired. There are numerous patterns of missing data (Little and
Rubin, 2002) but in this thesis we shall concentrate on two - monotone and
general non-monotone missing data patterns in longitudinal studies.
Suppose measurements are taken on a number of subjects at speciﬁed times
throughout the length of a study. A monotone missing data pattern occurs if a
measurement for a particular subject is missing for a certain time point and for
all successive time points. An example of this type of missing data pattern is
shown in Figure 2.4.
This type of missing data pattern usually occurs if the subject drops out of the
study. Thus, no additional measurements will be recorded after that time.
In mathematical terms, using Little and Rubin’s (2002) notation, let Y = [yij]
where i = 1,...,n and j = 1,...,k denote an n x k completely observed datasetCHAPTER 2. LITERATURE AND METHODS 26
Experimental Units T1 T2 T3 T4 T5
1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 1
4 0 0 0 0 1
5 0 0 0 1 1
6 0 0 0 1 1
7 0 0 1 1 1
8 0 0 1 1 1
9 0 1 1 1 1
10 0 1 1 1 1
Figure 2.4. Monotone Missing Data Pattern
(0 = Observed, 1 = Missing)
where yij is the value of variable Yj for subject i. For datasets including missing
data, a missing data indicator matrix, M = mij is deﬁned such that, mij = 1 if
yij is missing and mij = 0 if yij is present. This matrix, M, deﬁnes the pattern
of missing data. Schafer (1997) states that, whenever a value yij is missing, yik
must also be missing ∀k > j for a data matrix to have a monotone missing data
pattern. The ordering of experimental units in a monotone missing data pattern
is very important in order to see if a pattern occurs in the data. Schafer (1997)
and Little and Rubin (2002) both agree that monotone patterns of missing data
most commonly arise in longitudinal studies as subjects drop out of the study
before the end and do not return.
A general non-monotone missing data pattern may occur if a number of subjects
miss a scheduled appointment at one or more of the speciﬁed times throughout
the length of the study. In the general missing data pattern, missing data can
occur anywhere in the data matrix as shown in Figure 2.5.
According to Little and Rubin (2002), this ”haphazard” pattern of missing data
most commonly occurs in surveys through Item Non-response and Diggle et al.
(2002) believes that it is more diﬃcult to deal with non-monotone missing dataCHAPTER 2. LITERATURE AND METHODS 27
Experimental Units T1 T2 T3 T4 T5
1 0 0 1 0 0
2 1 0 1 0 1
3 0 1 1 1 0
4 0 0 0 0 1
5 0 1 1 1 0
6 0 1 0 1 1
7 1 1 1 1 1
8 0 0 0 1 1
9 0 1 0 1 1
10 0 1 0 1 0
Figure 2.5. Non-Monotone Missing Data Pattern
(0 = Observed, 1 = Missing)
than monotone missing data ”because of the wider variety of patterns of missing
values which need to be accommodated”. This type of missing data pattern is
typically handled using imputation which will be discussed in Section 2.2.3.
As well as being able to determine which missing data pattern is in use, it is also
useful to consider which type of missing data mechanism might be in operation.
The Gateshead Millennium Study data suﬀers from a general non-monotone miss-
ing data pattern, as some mothers are not completing and returning the question-
naires at one or more of the pre-speciﬁed times, and so missing data can occur
anywhere in the dataset.
2.2.1.3 Missing Data Mechanisms
As mentioned previously, there are several reasons why data may be missing and
the Missing Data Mechanism shows the mechanism by which the missing data
may have arisen. The Missing Data Mechanism in operation is dependent upon
whether or not missingness is associated with the underlying values in the dataset.
There are three diﬀerent missing data mechanisms which may be encounteredCHAPTER 2. LITERATURE AND METHODS 28
depending on whether or not the fact that a particular value is missing is linked
to the underlying values. These are Missing Completely at Random (MCAR),
Missing at Random (MAR) and Not Missing at Random (NMAR). It is extremely
valuable to consider which of the three missing data mechanisms might be in use
as the appropriate statistical approach to analysing the data depends on the
missing data mechanism in operation. If the process by which the missing data
has arisen is ignored, the statistical technique used for the analysis of the data
may often lead to biased and ineﬃcient estimates.
Before the concept of missing data mechanisms was introduced by Rubin in 1976,
the mechanism by which missing data may arise, depending on whether or not
missingness is associated with the underlying values in the dataset, was very
much ignored. Since then, Rubin’s classiﬁcation of Missing Data Mechanisms
has been regarded as being ”fundamental to the modelling of incomplete data”
(Molenberghs and Kenward, 2007) and is in common use in the ﬁeld of missing
data with slightly diﬀerent notation to that used in the original 1976 paper.
Following from Section 2.2.1.2, let Y = (Yobs,Ymis) is the complete data matrix
where Yobs represents the observed elements of Y and Ymis denotes the missing
elements of Y and M is the ”missing data indicator matrix”.
In terms of the Little and Rubin (2002) notation, the Missing Completely at
Random (MCAR) assumption, ”characterised by the conditional distribution of
M given Y ”, assumes that:
f(M|Y,φ) = f(M|φ) ∀ Y,φ (2.2)
where φ represents the unknown parameters of the model.
This means that the probability of a value being missing is unrelated to either
the observed or unobserved elements of the data. For example, a patient leaves
a longitudinal study because they move house (Little, 1995). This type of dataCHAPTER 2. LITERATURE AND METHODS 29
would be said to be missing completely at random since the reason the subjects
values are missing does not depend on their previous results or on the results
that would have been obtained if they had not left the study.
The assumption of MCAR can be checked by dividing recruits to the study into
those included and not included in the analysis and then performing t-tests of
mean diﬀerences on key variables in the dataset. If a non-signiﬁcant result is
obtained from the t-test i.e. no systematic diﬀerence between those included in
the analysis and those not included in the analysis, then there is no evidence of
a diﬀerence against the MCAR assumption of the missing data being a random
sample of all of the data. It is possible that the MCAR assumption may hold and
that no biased results will be obtained from the complete case analysis, but this
can never be proven and depends on having informative factors available for the
non-respondents. Little (1995) states that if any diﬀerences are found between
those included in the analysis and those not included in the analysis i.e. the
MCAR is not valid, then these diﬀerences will have important implications for
the analysis and an alternative statistical technique involving imputing missing
values will have to be chosen and used.
The second missing data mechanism, Missing at Random (MAR), is less restric-
tive than the MCAR assumption. If the dataset consists of a large number of
variables, it is regarded as being the most plausible missing data mechanism. The
Missing at Random assumption can be stated as follows:
f(M|Y,φ) = f(M|Yobs,φ) ∀ Ymis,φ (2.3)
This means that the probability of a value being missing may be related to the
observed elements of the data but not to the unobserved elements of the data. For
example, a patient leaves a longitudinal study on their doctor’s advice, based on
their previously observed measurements (Little, 1995). This type of data wouldCHAPTER 2. LITERATURE AND METHODS 30
be said to be missing at random since the reason the subject’s values are missing
depends on their earlier observed results and not on the results that would have
been obtained if they had not been advised to leave the study.
There is currently no test available to check the MAR assumption, although
Schafer (1997) suggests that, even if the missing data are not strictly missing at
random, procedures using this type of missing data mechanism appear to produce
better results than ad hoc procedures such as Complete Case Analysis as these
procedures ”remove all of the nonresponse bias explainable by Yobs, whereas ad
hoc procedures may not.” MCAR is an ’ignorable missingness’ process meaning
the process that caused the missing data can be ignored. MAR can also be said to
be an ’ignorable missingness’ process if the analysis performed takes into account
the dependence between the observed variables. Therefore, the process by which
the missing data arises does not have to be accounted for when using the chosen
estimation method.
The third missing data mechanism is Not Missing at Random (NMAR) which is
a non-ignorable missingness process meaning that the actual mechanism which
caused the missing data has to be examined and modelled appropriately. The
term Not Missing at Random means that the probability of a value being missing
depends on the observed and unobserved elements of the data. For example, a
patient misses their appointment because they are feeling unwell (Little, 1995).
All the methods for handling missing data that have been implemented in this
thesis assume that the missing data mechanism is ignorable, therefore the process
that caused the missing data can be ignored.
Having now considered the characteristics of the missing data that will inﬂuence
which methods can be used to deal with the missing values, Complete Case
analysis, Imputation methods and the EM Algorithm will now be reviewed.CHAPTER 2. LITERATURE AND METHODS 31
2.2.2 Complete Case Analysis
The most commonly used technique for dealing with missing data among non-
statisticians is the method of complete case analysis. This is a very simple method
for dealing with datasets that contain missing values, but the complete case
analysis method is deemed as an ”inadequate solution to the problem” by Diggle
et al. (2002) and others alike and is ”not generally recommended” as usually a
large percentage of useful information is being discarded.
The complete case analysis method omits all cases with missing values from the
analysis and only includes those cases for which all measurements are observed.
For this reason, this method is only viable when the fraction of observations with
missing values is small and the overall number of observations is large. The data
analyst proceeds as if the cases removed from the analysis had never really been
observed and so no provision for the missing data is made in the analysis (Schafer,
1997).
This method usually results in a considerable decrease in the number of cases
which are available for analysis as it can only use subjects who have values for all
of the variables involved in the analysis, but it has the important advantage of
producing unbiased estimates for the parameters if the assumption that the data
are MCAR holds i.e. the cases removed from the analysis are similar to those
included in the analysis. Other obvious advantages of this method are that it is
very easy to describe and also that standard complete data statistical analyses
can be applied without any adjustments needing to be made as the data structure
is as planned.
The disadvantages of this method arise from the conceivable loss of information in
removing the incomplete cases from the analysis. If the MCAR assumption does
not hold, this method can result in biased parameter estimates as it is ignoring
potential systematic diﬀerences between the complete and incomplete cases. ThisCHAPTER 2. LITERATURE AND METHODS 32
method also results in a signiﬁcant loss in power and precision due to the reduced
sample size.
This method can only be justiﬁed if the missing data mechanism in operation is
MCAR. In addition to the missing data mechanism being MCAR, Schafer (1997)
suggests that the complete case analysis method may be a satisfactory solution
to the problem of missing data if the cases excluded from the analysis comprise of
only a small percentage of all cases, 5%, say. However, Little and Rubin (2002)
state that it is hard to create a general rule which can be used to validate the use
of the complete case analysis method as the degree of bias and loss of precision
depends not only on the fraction of complete cases and pattern of missing data,
but also on the extent to which complete and incomplete cases diﬀer.
In Chapter 4, the complete case analysis performed for the relationship between
weight and appetite in the ﬁrst year of life (complete case analysis results adapted
from Table 4 of Wright et al. (2006a)) will be discussed as well as whether or
not this method of analysis seems to be reasonable for the Gateshead Millennium
Study data.
Schafer (1997) advises using imputation methods to substitute appropriate values
for the incomplete cases rather than omitting the incomplete cases completely as
these methods make ”more eﬃcient use of the available data”. Harrell (2001)
also agrees that ”making up data for incomplete cases is better than throwing
away real data”.
Although alternative approaches to handling missing data should be considered
in light of the problems arising with the Complete Case analysis method, not all
of these alternative methods are better, as shall be seen in Section 2.2.3.CHAPTER 2. LITERATURE AND METHODS 33
2.2.3 Imputation
A widely used technique for dealing with missing data is that of imputation. Ac-
cording to Little and Rubin (2002), ”imputation is a general and ﬂexible method
for handling missing data problems” but it has a number of potential diﬃculties
as Dempster and Rubin (1983) explain: ”The idea of imputation is both seduc-
tive and dangerous. It is seductive because it can lull the user into a pleasurable
state of believing that the data are complete after all, and it is dangerous because
it lumps together situations where the problem is suﬃciently minor that it can
be legitimately handled in this way and situations where standard estimators
applied to the real and imputed data have substantial biases” (Little and Rubin,
2002, page 59).
Imputation involves ﬁlling in (or imputing) values for the incomplete cases, usu-
ally using the observed values that are available. Unlike the Complete Case
analysis method which removes any rows from Y that are not completely ob-
served, leaving only Yobs, imputation procedures produce complete datasets that
have the same size as Y and so make more eﬀective use of all of the observed
data.
There are numerous imputation methods which can be used to handle missing
data and these approaches can be applied in one of two ways - Single Imputa-
tion and Multiple Imputation. Both Single Imputation and Multiple Imputation
methods will be considered in Sections 2.2.3.1 and 2.2.3.2, respectively.CHAPTER 2. LITERATURE AND METHODS 34
2.2.3.1 Single Imputation
Single Imputation Methods
In this section, various Single Imputation (SI) methods will be considered as well
as potential reasons why they should or should not be performed when imputing
values for the missing values in the dataset. There are many single imputation
approaches which can be used for imputing missing values. However, some of
these procedures are better than others as shall be seen in this section. All Single
Imputation methods theoretically rely on the assumption of the data being Miss-
ing at Random (MAR). This is a less restrictive assumption than the assumption
of MCAR required for the complete case analysis and can be met using the ob-
served data, in some way or another, to ﬁll in values for the missing data.
The method of Single Imputation involves replacing each missing value in the
dataset with one imputed value, creating a ’complete’ dataset to which standard
statistical techniques can be applied. The way in which the missing values are
imputed depends upon which Single Imputation method has been chosen.
The methods of Single Imputation which are reviewed here are Last Observation
Carried Forward (LOCF), mean imputation, regression imputation and hot deck
imputation, although there are many other forms of Single Imputation as men-
tioned in Little and Rubin (2002). As well as describing these methods, reasons
for and against their use will be given.
The Last Observation Carried Forward procedure involves ﬁlling in the missing
values for a subject with their last recorded value for that particular measure-
ment. For example, if the LOCF method was used for data in the form of Figure
2.4, Experimental Unit 3 would have its value at ’T4’ used to ﬁll in a value for
’T5’ and Experimental Unit 5 would have its value at ’T3’ used to ﬁll in a valueCHAPTER 2. LITERATURE AND METHODS 35
for ’T4’ and ’T5’, etc. This is a simple way to deal with missing data in a longitu-
dinal study although in many settings it is unrealistic as the majority of subjects’
measurements will change through time (depending upon what is being assessed).
Mean Imputation is another simple way of imputing values for missing values in
a dataset. It involves estimating the missing values of a variable by the mean of
the observed values for that variable. Thus, no additional information is being
added as the overall mean will be identical whether the missing values have been
imputed by the mean of the observed values or not. This leads to the standard
errors being underestimated as the overall mean remains unchanged by the sub-
stitution of the missing values but the sample size has apparently increased. This
method of imputation also distorts the distribution of the data, as it is imputing
values at the centre of the distribution, and this reduces the apparent standard
deviation which again aﬀects the usual standard errors. Due to the reasons given
above and the fact that this method ”does not take into account, when producing
the imputed value for a particular subject, any of the other information gathered
on that subject” (Molenberghs and Kenward, 2007), this method is deemed prob-
lematic and therefore should not be used for imputation purposes.
Another Single Imputation method which is often used is Regression Imputation.
As the name suggests, Regression Imputation uses regression to predict values
for the missing entries of a variable based on other variables that have been mea-
sured for the subjects in the study. This method is better than mean imputation
as it takes into account other information which has been collected on a subject
when imputing a value for that subject. However, it does not solve the problem
associated with mean imputation of underestimated standard errors as any values
which have to be imputed will lie along the regression line. Again, this method
is not really adding any additional information but it has apparently increased
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would have to be added to each imputed value to allow for ﬂuctuations in the
data from the regression line in order to solve the problem of underestimated
standard errors.
Hot Deck Imputation, also known as hot-decking, is a well known technique for
use in missing data problems. It involves replacing missing values by values ob-
tained from ”similar” subjects in the sample. This method of imputation is very
common in survey settings and can involve complex schemes for selecting subjects
that are ”similar” for imputation purposes (Little and Rubin, 2002). The advan-
tages of this method of imputation are that the imputed values do not distort
the distribution of the data and it is good at preserving the variance structure.
From the imputation methods that have been reviewed in this section, it was
decided that the best method to use for the Gateshead Millennium Study data
was hot deck imputation as it is good at preserving the variance structure (Little,
1995). More details of how Hot Deck Imputation was achieved for the Gateshead
Millennium Study data is given in Section 5.2. In the various imputation meth-
ods that have been reviewed, the values that have been observed in the dataset
are used in some way or another to impute values for the missing observations.
Once the missing data has been imputed using one of the imputation procedures,
the now ’complete’ dataset is analysed using one of the standard complete data
methods of analysis, ignoring the fact that the missing data have been imputed
i.e. treating them as real. Schafer (1997) warns that it is a ”serious mistake
to treat the imputed data as if they were real” and continue with the research
without making adjustments/provisions for the fact that the missing data have
been imputed because this will lead to invalid results as any standard errors or p-
values obtained will fail to reﬂect the additional uncertainty required to account
for the missing data being imputed.CHAPTER 2. LITERATURE AND METHODS 37
Since Single Imputation does not account for imputation uncertainty, the stan-
dard errors and p-values of tests obtained are smaller than would be expected if
imputation uncertainty was taken into account and subsequently any conﬁdence
intervals calculated will be narrower than expected. For this reason, Rao and
Shao (1992) have formulated a special adjustment, the adjusted jackknife vari-
ance estimator, that will reﬂect the sampling variability in order to obtain precise
standard deviations.
Adjusted Jackknife Variance Estimator
Using standard statistical techniques to analyse a ’completed’ dataset, obtained
from performing a particular imputation procedure e.g. hot deck imputation,
does not allow for the true uncertainty due to non-response and therefore a fur-
ther adjustment has to be made to account for this.
The special adjustment, which has been used in this thesis is the Adjusted Jack-
knife Variance Estimator, which gives the increase in variance due to the missing
values being imputed. The formulae used to obtain the increase in variance will
be viewed as though the missing data had been imputed using the hot decking
procedure.
”Suppose, in a simple random sample of size n, r units respond and m do not re-
spond to an item y. Consider the simplest form of hot deck imputation in which a
simple random sample of size m is selected with replacement from the respondents
to item y and the associated y-values are used as donors, that is, the imputed
value yi
∗ = yj for some jAr, where Ar denotes the sample of respondents. The
imputed estimator of the population mean ¯ Y is ¯ yI = 1
n(r¯ yr + m¯ y∗
m) where ¯ yr is
the mean of the respondents’ values and ¯ y∗
m is the mean of the imputed values.”
(Rao and Shao, 1992)
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in variance due to non-response, is given by:
vJK =
n − 1
n
n X
j=1
[¯ y
a
I(−j) − ¯ yI]
2 (2.4)
where
¯ y
a
I(−j) = (n − 1)
−1[n¯ yI − yj −
m(yj − ¯ yr)
r − 1
] when jAr (2.5)
and
¯ y
a
I(−j) = (n − 1)
−1[n¯ yI − yj
∗] when jAm (2.6)
The adjusted jackknife variance estimator of ¯ yI was calculated in R (R Devel-
opment Core Team, 2010) using code based on Equations (2.4), (2.5) and (2.6).
In Section 5.2, the Single Hot Deck Imputation (SHDI) method will be applied
to the Gateshead Millennium Study data and the results from the analysis of
variance for linear trends and multiple linear regressions using this method will
be compared to the complete case analysis results.
2.2.3.2 Multiple Imputation
Since the concept of Multiple Imputation (MI) was introduced by Rubin (1978)
around 30 years ago, it has become, according to Molenberghs and Kenward
(2007), ”an important and inﬂuential approach for dealing with the statistical
analysis of incomplete data”.
Multiple Imputation is an extension of the Single Imputation method as it in-
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multiple ’completed’ datasets to which standard statistical techniques can be ap-
plied, therefore resolving the main problem of estimating the true uncertainty
due to non-response associated with Single Imputation. The way in which the
missing values have been imputed depends upon which imputation method has
been chosen.
The Multiple Imputation procedure assumes that the probability of a value being
missing may be related to the observed elements of the data but not to the un-
observed elements of the data i.e. that the missing data are Missing at Random.
Since the Multiple Imputation method relies on the assumption of the data being
MAR, the observed data can be used, in some way or another, to ﬁll in values
for the missing data.
In order to obtain parameter estimates which reﬂect the uncertainty that arises
from imputing missing data using the Multiple Imputation method, the following
three steps are required. The ﬁrst step is to generate a number of ’completed’
datasets, say D, by imputing values for each missing value D times. The sec-
ond step is to analyse the D ’completed’ datasets using the standard statistical
technique that would have been used if the data had been complete. The third
and ﬁnal step is to combine the results of the D analyses found in step two to
obtain a single parameter estimate which properly reﬂects the uncertainty due to
non-response.
To generate the D ’completed’ datasets required for step one, single imputation
methods such as hot deck imputation could be used and repeated a number of
times in order to create the multiple datasets.
The second step involves analysing the D ’completed’ datasets using a standard
statistical technique which produces D sets of results. The formulae required
to combine the results of the D multiple datasets to obtain a single parameter
estimate for step three are given below (Little and Rubin, 2002).CHAPTER 2. LITERATURE AND METHODS 40
”Let ˆ θd and Wd, d = 1,...,D be the complete-data estimates and their associated
variances for an estimated parameter θ, calculated from D repeated imputations
under one model.”
The combined estimate from the D multiple datasets is:
¯ θD =
1
D
D X
d=1
ˆ θd (2.7)
which is a simple average of the D complete-data estimates.
The total variability associated with ¯ θD is
TD = ¯ WD +
D + 1
D
BD (2.8)
where
¯ WD =
1
D
D X
d=1
Wd (2.9)
is the within-imputation variance and
BD =
1
D − 1
D X
d=1
(ˆ θd − ¯ θD)
2 (2.10)
is the between-imputation component.
As well as deciding which imputation method to use to create the D ’completed’
datasets, the number of multiple datasets, D, has to be speciﬁed. The number
of multiple datasets required to obtain precise estimates of the parameters of
interest depends on the fraction of information missing due to non-response, ˆ γD,CHAPTER 2. LITERATURE AND METHODS 41
where (Little and Rubin, 2002):
ˆ γD = (1 +
1
D
)
BD
TD
(2.11)
Table 2.10 from Rubin (1987), page 114 gives the eﬃciencies achieved for diﬀer-
ent numbers of imputations and rates of missing information. The eﬃciency of a
ﬁnite D imputation estimator relative to the fully eﬃcient inﬁnite D imputation
estimator is approximately
(1 +
ˆ γD
D
)
−1 (2.12)
Values of this eﬃciency are listed in Table 2.10 for some possible values of D and
γ. Table 2.10 shows that there is little advantage in producing and analysing
more than three to ten imputations, unless γ is exceptionally high.
γ
0.1 0.3 0.5 0.7 0.9
D
3 97 91 86 81 77
5 98 94 91 88 85
10 99 97 95 93 92
20 100 99 98 97 96
Table 2.10. Eﬃciency of Multiple Imputation (%)
The method of Multiple Imputation reduces the increase in variance to negligible
levels. Multiple Imputation also provides valid standard errors that take into
account imputation uncertainty without having to use a further adjustment asCHAPTER 2. LITERATURE AND METHODS 42
in Single Imputation. This method is also found to produce unbiased parameter
estimates when the size of the sample is small and also when the rate of missing
data is high.
In Section 5.3, the multiple hot deck imputation method will be applied to the
Gateshead Millennium Study data and the results from the ANOVA for linear
trend using this method will be compared to the complete case analysis and single
hot deck imputation results.
2.2.4 EM Algorithm
The Expectation-Maximisation (EM) Algorithm is an iterative algorithm which
is used to calculate maximum likelihood estimates in parametric models for in-
complete data. It is a very ”popular and remarkably simple method for maximum
likelihood estimation in incomplete-data problems” (Meng and Rubin, 1991).
Dempster et al. (1977) provide a helpful introduction to the EM Algorithm as
well as Schafer (1997), Little and Rubin (2002) and McLachlan and Krishnan
(1997), who give comprehensive descriptions and applications of the algorithm.
The EM Algorithm approach, as with the Single and Multiple Imputation proce-
dures, assumes that the missing data are Missing at Random. So, the observed
data can be used in some way, or another, to ﬁll in values for the missing data.
The basic idea behind the EM Algorithm is to replace each missing value by
estimated values and estimate the parameters. The missing values are then re-
estimated using the new, assumed correct, parameter estimates and the parame-
ters are then re-estimated. This process continues until convergence has been
reached.
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(E-step) and the Maximisation step (M-step). The E-step calculates the condi-
tional expectation of the complete data log-likelihood given the observed data and
the parameter estimates, E[l(θ|Y )|Yobs,θ(t)], and the M-step ﬁnds the parameter
estimates that maximise the complete data log-likelihood from the E-step. The
E-step and M-step are repeated alternatively until convergence. Convergence is
found when the diﬀerence between two iterations is arbitrarily small.
The EM Algorithm can be shown to converge reliably and it is also conceptu-
ally and computationally simple. The disadvantages of the EM Algorithm are
that the rate of convergence can be very slow when there is a large amount of
missing data and it does not always converge to the optimum. Another disadvan-
tage of the EM Algorithm is that it does not provide an estimate of the observed
variance-covariance matrix of the parameter estimates which is required to obtain
conﬁdence intervals for the parameter estimates. In order to obtain a numerically
stable estimate of the variance-covariance matrix of the parameter estimates, the
Supplemented EM (SEM) Algorithm can be used.
Supplemented EM Algorithm
The Supplemented EM Algorithm (Meng and Rubin, 1991) has been used in
this thesis to obtain a ”numerically stable estimate of the asymptotic variance-
covariance matrix of the EM computed estimates” which reﬂects the true uncer-
tainty due to non-response. The basic concept of the SEM algorithm is to ”use
the fact that the rate of convergence of EM is governed by the fraction of missing
information to ﬁnd the increased variability due to missing information to add
to the complete-data variance-covariance matrix”.
The Supplemented EM Algorithm can be used in this instance to ﬁnd the ob-
served variance-covariance matrix as the complete-data variance-covariance ma-
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Using Little and Rubin’s (2002) notation (pages 191-192):
Vobs = Vcom + ∆V (2.13)
where Vobs is the observed data variance-covariance matrix, Vcom is the complete
data variance-covariance matrix and ∆V = VcomDM(I − DM)−1 is the increase
in variance due to missing data.
DM = imisi
−1
com = I − iobsi
−1
com (2.14)
where DM is the derivative of the EM mapping, icom = −D20Q(θ|θ)|θ=θ∗ is the
complete information, iobs = I(θ|Yobs)|θ=θ∗ and imis = −D20H(θ|θ)|θ=θ∗ is the
missing information at the converged value of θ.
DM = imisi−1
com = I − iobsi−1
com implies that i
−1
obs = i−1
com(I − DM)−1, that is
Vobs = Vcom(I − DM)−1 (2.15)
where Vobs = i
−1
obs and Vcom = i−1
com are the variance-covariance matrices for the
observed data and the complete data, respectively and I is the d × d identity
matrix.
Meng and Rubin (1991) show how to evaluate DM using code for the E- and M-
steps of the EM Algorithm in Section 3.3 of their paper Using EM to Obtain
Asymptotic Variance-Covariance Matrices: The SEM Algorithm.
In Section 5.1, the EM Algorithm approach will be applied to the Gateshead
Millennium Study data and the results from the analysis of variance for linear
trends and multiple linear regressions using this method will be compared to the
complete case analysis results.CHAPTER 2. LITERATURE AND METHODS 45
Implementing the EM Algorithm and Supplemented EM Algorithm
R (R Development Core Team, 2010) is a free and widely used statistical lan-
guage for statistical computing which has been used in this thesis to implement
the methods of imputation described above.
The EM Algorithm approach for missing 12 month weights is implemented us-
ing functions from the norm library (Ported to R by Alvaro A. Novo. Original
by Joseph L. Schafer, jls@stat.psu.edu, 2002) in R. This procedure begins by
creating a data matrix containing the 12 month weight z-scores and the other
variables which are to be used to estimate and impute the missing 12 month
weight z-scores e.g. 8 month weight z-scores, 8 month and 4 month weight z-
scores, etc. Once it has been decided which variables are going to be used to
estimate and impute the missing 12 month weight z-scores, the prelim.norm
function is used to sort the rows of the data matrix by the missing data pattern
and to scale/centre the columns of the data matrix. It also calculates various
quantities of the data matrix needed for input to the em.norm function. Once
the prelim.norm function has been used, the output from this function is used
as input to the em.norm function. The em.norm function uses Multivariate
Normal models to obtain the maximum likelihood estimates of the parameters.
The output from the prelim.norm function and the em.norm function as well
as the data matrix are then used as input to the imp.norm function. This func-
tion creates a ’completed’ data matrix with the missing elements of the original
data matrix being imputed with simulated draws from a Multivariate Normal
distribution given the observed data.
Since the procedure described above does not reﬂect the true uncertainty due to
non-response, the Supplemented EM Algorithm approach is used. This proce-
dure begins by calculating ∆V = VcomDM(I − DM)−1 which is the increase in
variance due to missing data. DM which is the derivative of the EM mappingCHAPTER 2. LITERATURE AND METHODS 46
(Equation 2.14) is evaluated in R using code created from the information given
on page 192 of Little and Rubin (2002) and the em.norm function.
R was then used to calculate ∆V , once the complete data variance-covariance
matrix and the identity matrix were entered into R. ∆V was then added to Vcom
to ﬁnd Vobs, the observed data variance-covariance matrix (Equation 2.13).
The missing values in the data matrix are then imputed with draws from the
estimated mean and a standard error associated with it, obtained from Vobs.
The EM Algorithm approach for missing appetite rates is implemented in a simi-
lar way to the method described above for the missing 12 month weight z-scores,
except the cat library (Ported to R by Ted Harding and Fernando Tusell. Orig-
inal by Joseph L. Schafer, 2004) in R is used.Chapter 3
Completeness of Gateshead
Millennium Study Data
A preliminary aim of this thesis is to evaluate how complete each data group is
by creating a comprehensive description of the completeness of each question in
each of the questionnaires of the Gateshead Millennium Study. This, at times,
can be diﬃcult to execute since, as well as those who do not complete and return
the questionnaires, there are those who do not answer some questions or whole
sections of the questionnaires. This is further complicated by the fact that there
are some questions which only need to be answered by those who answered a
speciﬁc response to the preceding question.
This detailed description of the completeness of the Gateshead Millennium Study
data was achieved by examining various types of non-response - Wave Non-
response, Section Non-response and Item Non-response - for the Newborn, 6
Week, 4 Month, 8 Month and 12 Month questionnaires.
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3.1 Wave Non-response
Wave Non-response is the unintended and temporary loss of cohort members as
time passes. This means that missing data can occur anywhere in the dataset as
subjects may not complete and return one or more of the questionnaires through-
out the length of the study, leading to a general non-monotone missing data pat-
tern. Table 1.2 shows the general non-monotone missing data pattern for the
Gateshead Millennium Study Data.
Table 1.1 gives the number of respondents and the response rates for each of
the questionnaires involved in the Gateshead Millennium Study. The number
of respondents were those mothers who had completed and returned the indi-
vidual questionnaire. The number of respondents for each questionnaire had to
be checked thoroughly as there were some mothers who returned blank question-
naires, therefore should not be counted as a respondent. The response rate, which
is a measure of Wave Non-response, is the number of respondents divided by the
number of subjects who were recruited to the study i.e. 1,029 babies. Looking
at the response rates, from Table 1.1, for each of the six questionnaires, the
number of respondents decreases as time passes, therefore the number of missing
values increases. This is only to be expected with a longitudinal study.
It is interesting to note that two mothers who agreed to participate in the study
have dropped out before the Newborn questionnaire was sent out and they did
not answer any of the subsequent questionnaires. These two families could be
missing because they moved away from the area shortly after being recruited to
the study and did not leave a forwarding address.CHAPTER 3. COMPLETENESS OF GATESHEAD MILLENNIUM STUDY DATA49
3.2 Section Non-response
In the context of the Gateshead Millennium Study, Section Non-response is where
a subject who has completed and returned a questionnaire, has missed out or re-
fused to answer a whole section of the questionnaire. This could be due to the
mother not understanding the meaning of the questions in that section or it could
be due to the mother ﬁnding the questions in that speciﬁc section too personal.
As previously mentioned, each questionnaire asks a wide range of feeding ques-
tions and each individual questionnaire asks about diﬀerent aspects of the mother
and child. For this reason, each questionnaire is split into sections depending on
the nature of the questions posed. It will be of interest to compare how complete
each section of each questionnaire is and also to compare how complete sections
which are repeated throughout the length of the study are.
Tables B.1 - B.6 of Appendix B give the response rates for the Newborn, 6
Week, 4 Month, 8 Month, 12 Month and 30 Month questionnaires, respectively.
The response rates, which are a measure of Section Non-response, are found by
creating an indicator variable, for each section within each questionnaire, which
gives the total number of mothers who answered that particular section of the
questionnaire i.e. ≥ 1 Qu. answered by respondents to questionnaire
column of tables. A mother is regarded as having answered the section if they
have answered one or more of the questions included in that section as in some
of the sections, mothers were asked a question in which, if they responded ”Yes”,
they were asked to answer the remaining questions in the section, whereas if they
responded ”No”, they were asked to proceed to the next section of the ques-
tionnaire. The total number of mothers who answered a particular section of
the questionnaire is then divided by the corresponding number of mothers who
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number of subjects who were recruited to the study to give two measures of Sec-
tion Non-response.
Looking closely at Tables B.1 - B.6 of Appendix B, each section of each ques-
tionnaire is greater than or equal to 94% complete when Section Non-response
is considered using the % of Respondents response rates, except Section B
of the 12 Month questionnaire (Figure A.6 of Appendix A) which is only
25% complete. The reason that this section is only 25% complete is because
this section of questions in the questionnaire was only to be answered by those
mothers whose child/children had ”started solids” since completing and returning
the 8 month questionnaire. When considering Section Non-response using the %
of Recruits response rates, each section of each questionnaire is approximately
65% complete. These are smaller than the response rates calculated using the %
of Respondents response rates which is only to be expected as these response
rates are calculated using all of the recruits to the study i.e. it includes those
mothers who were recruited to the study but did not complete and return the
questionnaire being considered.
Looking at the Section Non-response rates for the General Feeding Ques-
tions section which is repeated in every questionnaire of the study, Table 3.1, it
is completed by 99% or above of respondents to the questionnaire being consid-
ered. When considering Section Non-response using the % of Recruits response
rates, the response rates decrease as time passes. Therefore, the number of non-
respondents increases, which again, is only to be expected with a longitudinal
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Questionnaire Section Number who answered % of Respondents % of Recruits
Number Section to qu’re to Study
Newborn B 1016 98.9 98.7
6 Week C 831 100.0 80.8
4 Month C 762 100.0 74.1
8 Month C 676 100.0 65.7
12 Month C 632 99.8 61.4
Table 3.1. Section Non-response for General Feeding Questions Sec-
tion of the Gateshead Millennium Study
3.3 Item Non-response
In the context of the Gateshead Millennium Study, Item Non-response is where
a subject who has completed and returned a questionnaire, has missed out or
refused to answer a particular question of the questionnaire. This, again, could
be due to the fact the mother had found the question invasive or embarrassing
or because they were confused about the meaning of the question.
It will be of interest to compare how complete each question of each questionnaire
is and also to compare how complete each of the questions which are repeated
throughout the length of the study are.
Tables C.1 - C.5 of Appendix C give the response rates for the Newborn,
6 Week, 4 Month, 8 Month and 12 Month questionnaires, respectively. The re-
sponse rates, which are a measure of Item Non-response, are again found by
dividing the number of mothers who answered the question by the correspond-
ing number of mothers who completed and returned the individual questionnaire
and also by the number of mothers who were recruited to the study to give two
measures of Item Non-response.
Looking in detail at Tables C.1 - C.5 of Appendix C, the completeness of each
question in each of the questionnaires varies extensively when Item Non-response
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rates. Looking at the Item Non-response rates for the Appetite question which
is repeated in every questionnaire of the study, Table 3.2, it is completed by 96%
or above of respondents to the questionnaire being considered. When consider-
ing Item Non-response using the % of Recruits response rates, the response
rates decrease, from 95.6% in the Newborn questionnaire to 61.4% in the 12
month questionnaire, as time passes. Therefore, the number of non-respondents
increases, which again, is only to be expected with a longitudinal study.
Questionnaire Question Number who answered % of Respondents % of Recruits
Number Appetite Question to qu’re to Study
Newborn 4 984 95.8 95.6
6 Week 18 826 99.4 80.3
4 Month 20 756 99.2 73.5
8 Month 24 669 99.0 65.0
12 Month 21 632 99.8 61.4
Table 3.2. Item Non-response for Appetite Question of the Gateshead
Millennium Study
Another important measure of Item Non-response, in this study, which has to be
included is the conditional response rate which corresponds to those questions in
the questionnaire which only have to be answered by those who have answered
a speciﬁc response to the preceding question. The number of mothers who re-
sponded to these questions have to be checked thoroughly as some mothers did
not answer the initial question but continued on to answer the following ques-
tions, therefore these mothers should be counted as respondents.
For example, Table 3.3 shows the conditional response rates for questions 10 to
16 of the 6 Week questionnaire which only had to be answered by those mothers
who answered ”Yes, solids given” to question 9 of the questionnaire (See Fig-
ure A.2 of Appendix A for further details of questions 9 to 16). Of the 801
mothers who answered question 9, only 21 responded ”Yes, solids given”, so it
is only these mothers who should answer questions 10 to 16. The conditionalCHAPTER 3. COMPLETENESS OF GATESHEAD MILLENNIUM STUDY DATA53
response rate is calculated by the number of mothers who answered the question
divided by the number of mothers who answered ”Yes, solids given” to question
9 i.e. 21 mothers. If Item Non-response was to be measured using the % of
Respondents and % of Recruits response rates for these questions, it would
suggest that these questions were poorly answered i.e. very high non-response
rate, when in fact they are 65% or above completed by those mothers who had
to answer the questions.CHAPTER 3. COMPLETENESS OF GATESHEAD MILLENNIUM STUDY DATA54
6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (/21)
9 801 96.4 77.8
10 21 2.5 2.0 100.0
11a 21 2.5 2.0 100.0
11b 8 1.0 0.8 100.0
12a 13 1.6 1.3 61.9
12b 16 1.9 1.6 76.2
12c 18 2.2 1.7 85.7
13 20 2.4 1.9 95.2
14 21 2.5 2.0 100.0
15 19 2.3 1.8 90.5
16a 18 2.2 1.7 85.7
16b 17 2.0 1.7 81.0
16c 18 2.2 1.7 85.7
16d 18 2.2 1.7 85.7
16e 21 2.5 2.0 100.0
Table 3.3. Item Non-response Rates for Questions 10 - 16 of 6 Week
Questionnaire
The creation of these tables of Wave Non-response, Section Non-response and
Item Non-response will be very useful as there is now documentation of how
complete each questionnaire, each section in each questionnaire and each question
in each questionnaire is for future reference by the project team.Chapter 4
Complete Case Analysis
The Gateshead Millennium Study was initially set up by Wright et al. (2006a) to
explore the relationship between development of growth and feeding in the ﬁrst
year of life. This was achieved by looking at the relationship between Thrive
Index (Section 2.1.2) and Appetite rated at 6 weeks and 12 months (Section
2.1.1) as well as other factors which were known or thought to aﬀect Thrive
Index.
The complete case analyses were performed for and published in the How Does
Maternal and Child Feeding Behaviour Relate to Weight Gain and
Failure to Thrive? Data From a Prospective Birth Cohort paper by
Wright et al. (2006a) in order to determine which variables were signiﬁcantly
related to Thrive Index in the ﬁrst year of life. Each possible explanatory variable
- Appetite rated at 6 weeks, Appetite rated at 12 months, Avoidant Eating
Behaviour rated at 12 months, Maternal Feeding Anxiety rated at 12 months,
Response to Food Refusal rated at 8 months and Response to Food Refusal rated
at 12 months - is included in an analysis of variance for linear trend (Altman,
1991) in order to determine if that speciﬁc explanatory variable, on its own, is
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signiﬁcantly related to Thrive Index. All six potential explanatory variables are
then included in a multiple linear regression to determine which variables, if any,
are signiﬁcantly related to Thrive Index when other explanatory variables are
already included in the model.
Of the 1,029 babies originally recruited to the study, only 923 babies were eligible
to be included in the published analysis. Of the 106 not included in the published
analysis, 68 were born pre-term, 33 were Ultra-Orthodox Jews and 5 were Muslim
infants. These 106 babies showed major diﬀerences in weight gain patterns and
were removed from the analysis for this reason, irrespective of the completeness
of their data. For the subsequent chapters in this thesis, only the 923 infants
included in the published analysis will be dealt with.
In Chapter 3, the completeness of the Gateshead Millennium Study data was
found by exploring Wave Non-response, Section Non-response and Item Non-
response for each of the six questionnaires. The complete case analysis method is
only valid under the MAR assumption if the proportion of missing data is small
and the sample size is large. For this reason, the proportion of missing values in
each of the variables used in the complete case analysis has to be investigated.
Variable Missing Proportion
TI0-12m 149 0.16
6 Week Appetite 174 0.19
12 Month Appetite 345 0.37
12 Month AEB 345 0.37
12 Month MFA 345 0.37
8 Month RTFR 318 0.34
12 Month RTFR 347 0.38
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Table 4.1 shows those variables calculated from questions in the 8 month or 12
month questionnaires have a much higher proportion of missing values than those
calculated from questions in earlier questionnaires suggesting that the results from
the complete case analyses involving these variables will not be valid.
This is also suggested by the fact that, in order for a subject to be included
in the complete case analysis, they have to have a value for both the response
variable and the explanatory variable. Table 4.2 gives the proportion of cases
removed for each of the independent analysis of variance for linear trends. For all
the analysis of variance for linear trends, the proportion of cases removed is 0.30
or above, so the complete case analysis appears to be an inappropriate method
to use for the Gateshead Millennium Study data. This result would again be
conﬁrmed if the proportion of missing values from the multiple linear regression
output was to be examined.
Model Cases Excluded Proportion
TI0-12m ∼ 6 Week Appetite 245 0.27
TI0-12m ∼ 12 Month Appetite 354 0.38
TI0-12m ∼ 12 Month AEB 354 0.38
TI0-12m ∼ 12 Month MFA 354 0.38
TI0-12m ∼ 8 Month RTFR 341 0.37
TI0-12m ∼ 12 Month RTFR 356 0.39
Table 4.2. % Cases Excluded in the Complete Case Analyses
Although it has been suggested that the results from the complete case analyses
would not be valid due to the high proportions of missing values in the data, the
analysis of the data using the complete case analysis method has been performed
and any conclusions reached will be treated with caution. For an analysis of
variance for linear trends, the Null hypothesis is that the mean Thrive IndexCHAPTER 4. COMPLETE CASE ANALYSIS 58
from birth to 12 months is the same for all levels of the explanatory variable i.e.
no linear trend and the Alternative hypothesis is that the mean Thrive Index from
birth to 12 months is decreasing linearly through the levels of the explanatory
variable i.e. linear trend. The results from the complete case analyses adapted
from Table 4 in Wright et al. (2006a) after some clariﬁcations and corrections are
as follows:CHAPTER 4. COMPLETE CASE ANALYSIS 59
TI, Mean (SD) n pa pb
Appetite rated at 6 weeks
Normal 0.28 (0.94) 484
Borderline 0.06 (0.93) 176
Low - 0.25 (0.88) 18 0.001 0.010
Appetite rated at 12 months
Normal 0.33 (0.92) 277
Borderline 0.15 (0.96) 222
Low - 0.10 (0.96) 70 < 0.001 0.005
AEB rated at 12 months
Low 0.33 (0.90) 140
Medium 0.23 (0.96) 259
High 0.08 (0.97) 170 0.017
MFA rated at 12 months
Normal 0.28 (0.94) 396
Borderline 0.09 (0.91) 120
Low - 0.09 (1.03) 53 0.002
RTFR rated at 8 months
Low 0.28 (0.90) 290
Medium 0.16 (1.01) 231
High 0.04 (1.01) 61 0.048
RTFR rated at 12 months
Low 0.31 (0.91) 264
Medium 0.16 (0.94) 237
High - 0.05 (1.10) 66 0.004 0.025
Table 4.3. Relationship Between Feeding and Eating Behaviour and
Weight Gain from Birth to 12 Months
* values are mean (SD) Thrive Index from birth to 12 months
pa gives the resulting p-values for the ANOVA for linear trends and pb gives the
p-values of the explanatory variables included in the Multiple Linear Regression
including all other signiﬁcant variablesCHAPTER 4. COMPLETE CASE ANALYSIS 60
From the six separate analysis of variance for linear trends, it was found that all
of the explanatory variables were signiﬁcantly related to weight gain from birth
to 12 months (Table 4.3). However, when the multiple linear regression was per-
formed (Table 4.3), only Appetite rated at 6 weeks, Appetite rated at 12 months
and Response to Food Refusal rated at 12 months were signiﬁcantly related to
Thrive Index from birth to 12 months when added to the model together. The
models obtained from the analyses of Table 4.3 were proposed by Wright et al.
(2006a) using their chosen method of model selection. The results of the analysis
of variance for linear trends and multiple linear regressions obtained from using
diﬀerent approaches to handling missing data in this dataset, Chapter 5, will
be compared to the results from the Complete Case Analysis (Table 4.3).
It will be of interest to see how the complete case analysis approach fares in com-
parison to more complicated missing data methods that are now available, such
as Single Imputation and Multiple Imputation.
It has already been mentioned that for the complete case analysis method to
be valid, the data is assumed to be MCAR i.e. the missing data are a random
sample of all data so we would expect to see no systematic diﬀerence between
those children included in the Complete Case analysis and those omitted from the
Complete Case analysis. There is limited scope for comparing these two groups,
but one interesting variable in the dataset that is recorded for virtually all the
children is birthweight z-score. Looking at Tables 4.4 and 4.5, there appears
to be a slight diﬀerence between those children included in the Complete Case
analysis and those not included in the Complete Case analysis, with children not
included in the analysis having a slightly lower birthweight z-score than those in-
cluded in the analysis. This diﬀerence is found to be statistically signiﬁcant when
a two-sample t-test is performed (p = 0.033, p = 0.001), therefore the MCAR
assumption is not valid and so the children included in the complete case analysisCHAPTER 4. COMPLETE CASE ANALYSIS 61
are not representative of the entire cohort. This analysis highlights the fact that
if we assume that the Gateshead Millennium Study data are MCAR, then the
resulting means will be biased in favour of those children with higher birthweights
so the results from the Complete Case analysis might not be representative of
the population as a whole.
N Mean St. Dev.
Included in CC Analysis 678 -0.16 1.08
Not Included in CC Analysis 244 -0.33 1.10
Table 4.4. Mean and Standard Deviations for Birthweight z-scores for
children included and not included in the TI0-12M ∼ 6 Week Appetite
Rates analysis
N Mean St. Dev.
Included in CC Analysis 569 -0.11 1.06
Not Included in CC Analysis 353 -0.36 1.11
Table 4.5. Mean and Standard Deviations for Birthweight z-scores
for children included and not included in the TI0-12M ∼ 12 Month
Appetite Rates analysis
The above two-sample t-tests include all children included and not included in the
Complete Case analysis and since it is likely that boys will weigh more than girls,
if more boys than girls are included in the group of children that are included in
the Complete Case analysis then this would artiﬁcially increase the birthweights
in that group, leading to the apparent diﬀerence between the groups. Table
4.6 shows that more boys than girls were recruited to the study, and thereforeCHAPTER 4. COMPLETE CASE ANALYSIS 62
more boys than girls were included in the group of children that are included in
the Complete Case analysis. Wright et al. (2006a) mentions that those children
not included in the Complete Case analysis tended to come from more deprived
neighbourhoods than those children included in the Complete Case analysis so
the Complete Case analysis might be biased in favour of those children from more
aﬄuent neighbourhoods. Therefore, examination of other variables to compare
those included and not included in the Complete Case analysis, such as gender
and deprivation, would be required in order to establish if the data were in fact
MCAR.
Model Boys Included Boys Excluded Girls Included Girls Excluded
TI0-12m∼ 6 Week Appetite 341 124 337 121
TI0-12m∼12 Month Appetite 286 179 283 175
Table 4.6. Number of Boys and Girls included and not included in the
Complete Case AnalysesChapter 5
Missing Data Methods
The main purpose of this thesis is to explore diﬀerent approaches to handling
missing data and their impact on the results of the various key analyses which
have already been performed.
The Gateshead Millennium Study was originally set up to explore the relation-
ship between development of growth and feeding in the ﬁrst year of life and the
results of the complete case analyses which have been performed to assess the
relationship between Thrive Index (TI0-12m) and appetite rated at 6 weeks and
12 months, as well as other factors which were known or thought to aﬀect Thrive
Index, have been published in the How Does Maternal and Child Feeding
Behaviour Relate to Weight Gain and Failure to Thrive? Data From
a Prospective Birth Cohort paper by Wright et al. (2006a).
The research team are now interested in looking at how the results from the
complete case analyses change, if at all, when more complex missing data meth-
ods are implemented to impute the missing values which are contained in the
Gateshead Millennium Study dataset. In particular, interest lies in the analysis
of variance for linear trends examining the relationship between TI0-12m and
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Appetite rated at 6 weeks and the relationship between TI0-12m and Appetite
rated at 12 months as it has been suggested that infant weight gain in Britain
is associated more with feeding and intrinsic characteristics of the infant than
maternal factors. Therefore, the missing data methods have been applied to
the Gateshead Millennium Study data to impute values for the missing TI0-12m
scores, 6 week appetite rates and 12 month appetite rates. Thrive Index score for
the growth of a child in their ﬁrst year of life (TI0-12m) is calculated using birth
and 12 month weight z-scores so instead of imputing the missing TI0-12m scores
directly, the various missing data methods are used to impute the missing 12
month weight z-scores and these imputed values along with the observed values
for birth and 12 month weight z-scores are used to calculate the TI0-12m scores.
The missing data approaches of Single Hot Deck Imputation, Multiple Hot Deck
Imputation and the EM Algorithm have been chosen to impute the missing values
for 12 month weight z-scores, 6 week appetite rates and 12 month appetite rates
as these methods can be used to impute missing values for both continuous and
ordinal variables. As well as looking at the analysis of variance for linear trends
examining the relationship between TI0-12m and Appetite rated at 6 weeks and
the relationship between TI0-12m and Appetite rated at 12 months, it is also
worth considering how the results of the multiple linear regressions change after
imputation of the TI0-12m scores, 6 week appetite rates and 12 month appetite
rates.
There are a number of possible ways in which the missing 12 month weight
z-scores, appetites rated at 6 weeks and appetites rated at 12 months can be
imputed using the agreed missing data approaches.
In order to calculate the missing TI0-12m scores, the missing 12 month weight
z-scores can be imputed in a variety of ways using the weight z-scores at birth,
6 weeks, 4 months and 8 months i.e. 12 month weight z-scores can be imputedCHAPTER 5. MISSING DATA METHODS 65
using just birthweight z-scores or could be imputed using the birthweight and 6
week weight z-scores together, etc.
Figure 5.1. Matrixplot of Weight Z-scores
bwtz wtz6wk wtz4m wtz8m wtz12m
bwtz 1 0.752 0.555 0.435 0.392
wtz6wk 0.752 1 0.846 0.690 0.583
wtz4m 0.555 0.846 1 0.886 0.767
wtz8m 0.435 0.690 0.886 1 0.916
wtz12m 0.392 0.583 0.767 0.916 1
Figure 5.2. Pairwise Correlations for Weight Z-Scores
Weight Z-scores Birth 6 Week 4 Month 8 Month 12 Month
Number who had weight measured 923 780 794 601 774
Table 5.1. Number of Babies who had Weight Measured at Each Time
Point
Table 5.1 gives the number of infants who had their weights measured at each
of the time points throughout the length of the study. If the 12 month weightCHAPTER 5. MISSING DATA METHODS 66
z-scores were imputed using the birthweight z-scores then more of the missing
12 month weight z-scores would be imputed than using, say, the 8 month weight
z-scores for imputation purposes as there is a higher response rate for birthweight
z-scores than 8 month weight z-scores. However, the correlation between birth
and 12 month weight z-scores is 0.392 compared to 0.916 between 8 month and 12
month weight z-scores. Therefore, the imputed 12 month weight z-scores using
the birthweight z-scores may not be as reliable as the imputed 12 month weight
z-scores using the 8 month weight z-scores (Figure 5.2). Looking at Figures
5.1 and 5.2, weight z-scores are highly correlated with their neighbouring weight
z-scores, therefore using the neighbouring weight z-score appears to be the best
method for imputation purposes.
Appetite Birth 6 Week 4 Month 8 Month 12 Month
Number who answered appetite qu. 888 749 689 610 578
Table 5.2. Number of Mothers who answered Appetite Question at
Each Time Point
The missing appetites rated at 6 weeks and 12 months could be imputed using
appetites rated at birth, 6 weeks, 4 months, 8 months and 12 months although
this may not be the best approach to use in this instance as early and late appetite
rates are related to diﬀerent aspects of feeding.
The remainder of this chapter focusses on the various imputation methods used
to impute the missing values in the Gateshead Millennium Study data.CHAPTER 5. MISSING DATA METHODS 67
5.1 EM Algorithm
In this section, the EM Algorithm is used to estimate and impute the missing
values of TI0-12m, appetite rated at 6 weeks and appetite rated at 12 months
to investigate what eﬀect these imputations have on the results of the complete
case analyses (Table 4.3).
Example 5.1 - Imputing 12 Month Weight Z-Scores using Birthweight
Z-Scores
To illustrate the use of the EM Algorithm, the missing 12 month weight z-scores
are estimated using the birthweight z-scores and these imputed 12 month weight
z-scores are used in Equation 2.1 to obtain the TI0-12m scores.
Figure 5.3. Scatterplot of Weight Z-scores
The process of imputing the 12 month weight z-scores using the birthweight z-
scores begins by sorting the data into a suitable form for input into the R (R
Development Core Team, 2010) em.norm function. This is achieved by arrangingCHAPTER 5. MISSING DATA METHODS 68
the data by its missing data pattern (Section 2.2.1.2). The missing data pattern
for this example is shown in Table 5.3.
Variable bwtz (x) wtz12m (y)
no. of rows
774 0 0
149 0 1
Table 5.3. Missing Data Pattern
The no. of rows represent the number of mothers with that particular pattern
of missing data across the weight z-scores. A value of 0 in the table corresponds
to an observed weight z-score and a value of 1 in the table corresponds to an
unobserved weight z-score.
Table 5.3 and Figure 5.3 show that of the 923 babies included in the study,
774 had observed values for both birth and 12 month weight z-scores and 149 had
observed birthweight z-scores but their 12 month weight z-scores were missing.
Once the data has been arranged by its missing data pattern, we then run the
EM Algorithm using the R (R Development Core Team, 2010) em.norm function
until convergence. Table 5.4 shows the parameter estimates at each iteration.CHAPTER 5. MISSING DATA METHODS 69
t µx µy σ2
x σxy σ2
y ρxy
1 -0.2037 0.13752 1.17837 0.36286 1.07318 0.32267
2 -0.2037 0.12921 1.17837 0.43182 1.07631 0.38344
3 -0.2037 0.12628 1.17837 0.44515 1.07827 0.39492
4 -0.2037 0.12551 1.17837 0.44776 1.07892 0.39711
5 -0.2037 0.12532 1.17837 0.44828 1.0791 0.39754
6 -0.2037 0.12528 1.17837 0.44838 1.07914 0.39762
7 -0.2037 0.12527 1.17837 0.44841 1.07915 0.39764
8 -0.2037 0.12527 1.17837 0.44841 1.07916 0.39764
9 -0.2037 0.12527 1.17837 0.44841 1.07916 0.39764
10 -0.2037 0.12527 1.17837 0.44841 1.07916 0.39764
11 -0.2037 0.12527 1.17837 0.44841 1.07916 0.39764
∞ -0.2037 0.12527 1.17837 0.44841 1.07916 0.39764
Table 5.4. Iterations of the EM Algorithm
Table 5.4 shows that it takes 10 iterations for the EM Algorithm to converge to
the maximum likelihood estimates of the parameters. Table 5.4 also shows that
the two parameters relating to the birthweight z-scores, µx and σ2
x, converge in
a single step regardless of the starting value because there are no missing values
for the birthweight z-scores so the maximum likelihood estimates are the sample
mean and sample variance of the birthweight z-scores, respectively.
The maximum likelihood estimates obtained from the EM Algorithm (Table 5.4)
are then used in the equation, E(Y |X = x) = α + βx, to impute a single value
for each of the missing 12 month weight z-scores.
The imputed 12 month weight z-scores are calculated as follows:
Let Y = 12 month weight z-score, X = birthweight z-score andCHAPTER 5. MISSING DATA METHODS 70
E(Y |X = x) = α+βx, where α = E(Y )−
ρXY
√
V ar(Y ) √
V ar(X) E(X) and β =
ρXY
√
V ar(Y ) √
V ar(X) .
Using the maximum likelihood estimates of the parameters from Table 5.4, α,
β and E(Y |X = x) = α + βx are as follows:
β = 0.3976431
√
1.0791573 √
1.1783663 = 0.3805359 and
α = 0.1252685 − (β × −0.2037053) = 0.2027857
so the missing 12 month weight z-scores are imputed using the following formula:
E(Y |X = x) = 0.2027857 + (0.3805359 × x)
where x is the birthweight z-score corresponding to the missing 12 month weight
z-score.
The scatterplot of the 12 month weight z-scores against the birthweight z-scores,
Figure 5.4, shows the birthweight and 12 month weight z-scores for the 774
babies whose birthweights and 12 month weights were observed and also shows
the birthweight z-scores and imputed 12 month weight z-scores for the 149 babies
whose birthweights were observed but their 12 month weights were not.
As can be seen from Figure 5.4, the EM Algorithm is estimating and imputing
the missing 12 month weight z-scores along the regression line which means that
the imputed Thrive Index will be 0.2028 in all 149 missing cases. The Supple-
mented EM Algorithm or Multiple Imputation will need to be used in conjunction
with the EM results to allow for ﬂuctuations in the data from the regression line.CHAPTER 5. MISSING DATA METHODS 71
Figure 5.4. Scatterplot of Weight Z-scores
As mentioned previously, the EM Algorithm does not produce estimates of the
observed covariance matrix which are needed to obtain conﬁdence intervals for
the parameter estimates. In order to obtain estimates of the observed covariance
matrix, the Supplemented EM Algorithm is used. The Supplemented EM Algo-
rithm can be used in this instance to ﬁnd the desired variance-covariance matrix
as the complete-data asymptotic variance-covariance matrix is known.CHAPTER 5. MISSING DATA METHODS 72
TI, Mean (SD) n
Appetite rated at 6 weeks
Normal 0.27 (0.89) 537
Borderline 0.07 (0.88) 193
Low - 0.23 (0.86) 19
Appetite rated at 12 months
Normal 0.33 (0.92) 280
Borderline 0.15 (0.95) 226
Low - 0.09 (0.95) 72
Table 5.5. Mean (SD) values for Thrive Index from birth to 12 months
not accounting for the missing 12 month weight z-scores being esti-
mated and imputed using the EM Algorithm
TI, Mean (SD) n
Appetite rated at 6 weeks
Normal 0.27 (0.94) 537
Borderline 0.07 (0.96) 193
Low - 0.23 (0.99) 19
Appetite rated at 12 months
Normal 0.33 (0.95) 280
Borderline 0.15 (0.97) 226
Low - 0.09 (0.98) 72
Table 5.6. Mean (SD) values for Thrive Index from birth to 12 months
accounting for the missing 12 month weight z-scores being estimated
and imputed using the EM AlgorithmCHAPTER 5. MISSING DATA METHODS 73
Table 5.5 shows the means and standard deviations for the Gateshead Millen-
nium Study data when the 12 month weight z-scores have been imputed using
the birthweight z-scores. These results have not taken into account the fact that
the missing values in the analysis have been estimated and imputed using the
EM Algorithm so the standard deviations will be underestimated and the results
of any subsequent analyses will be invalid e.g. if an analysis of variance was to
be performed using these standard errors, the p-values would be smaller than
expected and so the analysis of variance may give a signiﬁcant result when in
fact there is a non-signiﬁcant result. Table 5.6 shows the means and standard
deviations for the Gateshead Millennium Study data when the 12 month weight
z-scores have been imputed using the birthweight z-scores once the SEM algo-
rithm has been used to take account of the fact that the missing values in the
dataset have been estimated and imputed via the EM algorithm.
Returning to the full missing data problem in the Gateshead Millennium Study,
the 12 month weight z-scores are estimated and imputed in a variety of ways
using R’s (R Development Core Team, 2010) em.norm function and the 6 week
and 12 month appetite rates are estimated and imputed in a variety of ways using
R’s (R Development Core Team, 2010) em.cat function. The em.norm function
uses multivariate normal models to obtain the maximum likelihood estimates of
the parameters and the em.cat function uses log linear models to obtain the max-
imum likelihood estimates of the parameters.
Appendix D.1 shows the results of the analyses of variance for linear trends for
all of the possible ways in which TI0-12m, Appetite rated at 6 weeks and Appetite
rated at 12 months can be estimated and imputed using the EM Algorithm.
Although all of the possible ways of imputing the missing values have be em-
ployed, it was decided, by the research team, that appetite rated at 4 months
should be used to impute appetite rated at 6 weeks as these appetite rates wereCHAPTER 5. MISSING DATA METHODS 74
related to milk feeding and appetite rated at 8 months should be used to impute
appetite rated at 12 months as these appetite rates were related to solid feed-
ing. Appetite rated at birth was not used to impute any of the missing appetite
rates that are of interest as they may not give an adequate representation of the
child’s/childrens’ appetite as all mothers may not have had suﬃcient time to es-
tablish their child’s/childrens’ appetite and some mothers may have nothing to
base or compare their initial rating to. It was not discussed with the research
team the best way in which to impute the missing 12 month weight z-scores but
it is apparent that the best method would be to use the 8 month weight z-scores
as the observed 12 month weight z-scores and 8 month weight z-scores are highly
correlated (Figure 5.2).
The results for the six separate analysis of variance for linear trends and the mul-
tiple linear regression for the chosen EM imputation model, in accordance with
the research team, are given in Table 5.7.CHAPTER 5. MISSING DATA METHODS 75
TI, Mean (SD) n pa pb
Appetite rated at 6 weeks
Normal 0.26 (0.97) 663
Borderline 0.03 (0.94) 234
Low - 0.29 (0.93) 26 0.0001 0.0150
Appetite rated at 12 months
Normal 0.27 (0.95) 433
Borderline 0.14 (0.97) 388
Low 0.01 (1.01) 101 0.0055 0.0043
AEB rated at 12 months
Low 0.34 (0.90) 142
Medium 0.22 (0.96) 261
High 0.07 (0.99) 175 0.0123
MFA rated at 12 months
Normal 0.29 (0.95) 401
Borderline 0.08 (0.91) 123
Low - 0.10 (1.02) 54 0.0012
RTFR rated at 8 months
Low 0.28 (0.90) 302
Medium 0.17 (1.03) 240
High 0.06 (1.01) 63 0.0677
RTFR rated at 12 months
Low 0.31 (0.91) 269
Medium 0.16 (0.96) 241
High - 0.04 (1.10) 66 0.0050 0.0224
Table 5.7. Relationship Between Feeding and Eating Behaviour and
Weight Gain from Birth to 12 Months* using EM Algorithm
* values are mean (SD) Thrive Index from birth to 12 months
pa gives the resulting p-values for the ANOVA for linear trends and pb gives the
p-values of the explanatory variables included in the Multiple Linear Regression
including all other signiﬁcant variablesCHAPTER 5. MISSING DATA METHODS 76
When the missing 12 month weight z-scores were imputed using the 8 month
weight z-scores and the appetites rated at 6 weeks and 12 months were imputed
using the appetites rated at 4 months and 8 months, respectively, it was found,
from the six separate analysis of variance for linear trends, that all of the ex-
planatory variables except RTFR rated at 8 months were signiﬁcantly related
to weight gain from birth to 12 months (Table 5.7). When the multiple lin-
ear regression was performed (Table 5.7), Appetite rated at 6 weeks, Appetite
rated at 12 months and Response to Food Refusal rated at 12 months were sig-
niﬁcantly related to Thrive Index from birth to 12 months when added to the
model together. Comparing these results to the results obtained for the complete
case analyses, we can see that they are fairly similar with the only diﬀerence
being that RTFR rated at 8 months was not signiﬁcantly related to weight gain
from birth to 12 months when the missing TI0-12m scores, appetites rated at 6
weeks and appetites rated at 12 months were estimated and imputed via the EM
Algorithm.
All 923 subjects, eligible to be included in the published analysis (Chapter 4),
have been included in the analysis once the EM Algorithm has been used to
estimate and impute the missing TI0-12m scores, appetite rated at 6 weeks and
appetite rated at 12 months.
N Mean St. Dev.
Included in CC Analysis 678 -0.16 1.08
Further Included in Analysis 245 -0.33 1.10
Table 5.8. Mean and Standard Deviations for Birthweight z-scores for
children included in the TI0-12M ∼ 6 Week Appetite Rates complete
case analysis and those further included after Imputation via the EM
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N Mean St. Dev.
Included in CC Analysis 569 -0.11 1.06
Further Included in Analysis 354 -0.36 1.11
Table 5.9. Mean and Standard Deviations for Birthweight z-scores for
children included in the TI0-12M ∼ 12 Month Appetite Rates complete
case analysis and those further included after Imputation via the EM
Algorithm
Looking at Tables 5.8 and 5.9, those children who have been further included
in the analysis, using the EM Algorithm approach to handling missing data,
appear to have lower birthweight z-scores than those children included in the
Complete Case analysis. This diﬀerence is found to be statistically signiﬁcant
when a two-sample t-test is performed (p = 0.03271, p = 0.00088).
wtz12m
bwtz 0.428
wtz6wk 0.574
wtz4m 0.742
wtz8m 0.9
wtz12m 1
Figure 5.5. Pairwise Correlations for Weight Z-Scores after Imputing
12 Month Weight Z-scores using the EM Algorithm
Figure 5.5 shows that after the 12 month weight z-scores have been estimated
and imputed using the EM Algorithm approach, the correlation structure is fairly
similar to that of Figure 5.2, showing that the EM Algorithm approach preserves
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5.2 Single Hot Deck Imputation
The method of Single Hot Deck Imputation implemented in this thesis is based
on Example 4.8: Hot Deck Within Adjustment Cells of Little and Rubin (2002).
It involves splitting the subjects into groups depending on their previous appetite
measurements so that similar responding subjects are in the same group. Missing
values within each group are then replaced by recorded values from respondents in
the same group via simple random sampling with replacement. This approach was
performed using the impute function in the Hmisc library (Harrell, F. E. and
with contributions from many other users, 2007) in R after some manipulation
of the data i.e. splitting the subjects into groups depending on their previous
appetite rates.
Example 5.2 - Imputing 12 Month Appetite Rates using 8 Month Ap-
petite Rates
To illustrate the use of the Single Hot Deck Imputation method, the missing 12
month appetite rates are imputed using the 8 month appetite rates.
In order to obtain reasonable imputed values for the missing 12 month appetite
rates in the dataset, babies in the Gateshead Millennium Study are split into
groups depending on their 8 month appetite rate, ’Normal’, ’Borderline’ or ’Low’.
Babies with missing 12 month appetite rates in each of the groups will be imputed
by a 12 month appetite rate from a respondent in the same group.CHAPTER 5. MISSING DATA METHODS 79
TI, Mean (SD) n
Appetite rated at 12 months
Normal 0.29 (0.94) 334
Borderline 0.18 (0.95) 228
Low - 0.08 (0.95) 92
Table 5.10. Mean (SD) values for Thrive Index from birth to 12 months
not accounting for the missing 12 month weight z-scores being imputed
using SHDI
TI, Mean (SD) n
Appetite rated at 12 months
Normal 0.29 (0.94) 334
Borderline 0.18 (0.96) 228
Low - 0.08 (0.97) 92
Table 5.11. Mean (SD) values for Thrive Index from birth to 12 months
accounting for the missing 12 month weight z-scores being imputed
using SHDI
Table 5.10 shows the means and standard deviations for the Gateshead Millen-
nium Study data when the 12 month appetite rates have been imputed using the
8 month appetite rates. These results have not taken into account the fact that
the missing values in the analysis have been imputed using Single Hot Deck Im-
putation so the standard deviations will be underestimated and the results of any
subsequent analyses will be invalid. Table 5.11 shows the means and standard
deviations for the Gateshead Millennium Study data when the 12 month appetiteCHAPTER 5. MISSING DATA METHODS 80
rates have been imputed using the 8 month appetite rates once the adjusted jack-
knife variance estimator (Rao and Shao, 1992) has been used to account for the
true uncertainty due to non-response.
Returning to the full missing data problem in the Gateshead Millennium Study,
the 12 month weight z-scores, the 6 week appetite rates and the 12 month ap-
petite rates are imputed in a variety of ways.
Appendix D.2 shows the results of the analyses of variance for linear trends
for all of the possible ways in which TI0-12m, Appetite rated at 6 weeks and
Appetite rated at 12 months can be imputed.
Although all of the possible ways of imputing the missing values have been em-
ployed, it was decided that appetite rated at 4 months should be used to impute
appetite rated at 6 weeks, appetite rated at 8 months should be used to impute
appetite rated at 12 months and the missing 12 month weight z-scores should be
imputed using the 8 month weight z-scores as they are highly correlated (Figure
5.2).
The results for the six separate analysis of variance for linear trends and the
multiple linear regression for the chosen SHDI model, in accordance with the
research team, are given in Table 5.12.CHAPTER 5. MISSING DATA METHODS 81
TI, Mean (SD) n pa pb
Appetite rated at 6 weeks
Normal 0.24 (0.96) 620
Borderline 0.05 (0.94) 226
Low - 0.29 (0.87) 21 0.0007 0.0248
Appetite rated at 12 months
Normal 0.34 (0.93) 312
Borderline 0.13 (0.97) 274
Low - 0.10 (0.95) 82 0.0001 0.0028
AEB rated at 12 months
Low 0.34 (0.91) 142
Medium 0.22 (0.96) 261
High 0.07 (0.97) 175 0.0106
MFA rated at 12 months
Normal 0.28 (0.95) 401
Borderline 0.08 (0.91) 123
Low - 0.11 (1.03) 54 0.0011
RTFR rated at 8 months
Low 0.27 (0.90) 302
Medium 0.15 (1.00) 240
High 0.05 (1.01) 63 0.0553
RTFR rated at 12 months
Low 0.31 (0.92) 269
Medium 0.15 (0.94) 241
High - 0.05 (1.10) 66 0.0031 0.0165
Table 5.12. Relationship Between Feeding and Eating Behaviour and
Weight Gain from Birth to 12 Months* using SHDI
* values are mean (SD) Thrive Index from birth to 12 months
pa gives the resulting p-values for the ANOVA for linear trends and pb gives the
p-values of the explanatory variables included in the Multiple Linear Regression
including all other signiﬁcant variablesCHAPTER 5. MISSING DATA METHODS 82
When the missing 12 month weight z-scores were imputed using the 8 month
weight z-scores and the appetites rated at 6 weeks and 12 months were imputed
using the appetites rated at 4 months and 8 months, respectively, it was found,
from the six separate analysis of variance for linear trends, that all of the ex-
planatory variables except RTFR rated at 8 months were signiﬁcantly related to
weight gain from birth to 12 months (Table 5.12). When the multiple linear
regression was performed (Table 5.12), Appetite rated at 6 weeks, Appetite
rated at 12 months and Response to Food Refusal rated at 12 months were sig-
niﬁcantly related to Thrive Index from birth to 12 months when added to the
model together. Comparing these results to the results obtained for the complete
case analyses, we can see that they are fairly similar with the only diﬀerence
being that RTFR rated at 8 months was not signiﬁcantly related to weight gain
from birth to 12 months when the missing TI0-12m scores, appetites rated at 6
weeks and appetites rated at 12 months were imputed via the Single Hot Deck
Imputation missing data method.
Unlike the EM Algorithm method, the Single Hot Deck Imputation procedure
does not include all 923 subjects in the analysis once the missing values for TI0-
12m scores, appetite rated at 6 weeks and appetite rated at 12 months have been
imputed. It further includes in the analysis only those children who are most like
the children included in the Complete Case analysis and does not include those
children with signiﬁcantly lower birthweight z-scores.
Figure 5.6 shows that after the 12 month weight z-scores have been imputed
using the Single Hot Deck Imputation approach, the correlation structure is ap-
proximately the same as the correlation structure in Figure 5.2, showing that
the Single Hot Deck Imputation is better at preserving the correlation between
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wtz12m
bwtz 0.374
wtz6wk 0.582
wtz4m 0.757
wtz8m 0.911
wtz12m 1
Figure 5.6. Pairwise Correlations for Weight Z-Scores after Imputing
12 Month Weight Z-scores using SHDI
5.3 Multiple Hot Deck Imputation
The method of Multiple Hot Deck Imputation implemented in this thesis involves
repeating the Single Hot Deck Imputation method (Section 5.2) a number of
times to create multiple ’completed’ datasets to which standard statistical tech-
niques can be applied and which allows us to obtain a single parameter estimate
which properly reﬂects the uncertainty due to non-response. The results ob-
tained from analysing each of the multiple datasets using a standard statistical
technique are combined using the formulae given in Section 2.2.3.2, to obtain a
single parameter estimate. For the Gateshead Millennium Study data, 10 ’com-
pleted’ datasets were created. The rates of missing information are 0.27 and 0.38
for the two analyses of interest, TI0-12m ∼ 6 Week Appetite and TI0-12m ∼ 12
Month Appetite, respectively. The eﬃciency of the Multiple Imputation method
for the two analyses of interest when 10 ’completed’ datasets are created is 99%
from Table 2.10.
Appendix D.3 shows the results of the analyses of variance for linear trends
for all of the possible ways in which TI0-12m, Appetite rated at 6 weeks and
Appetite rated at 12 months can be imputed.
Although all of the possible ways of imputing the missing values have been em-
ployed, as mentioned previously, it was decided that appetite rated at 4 monthsCHAPTER 5. MISSING DATA METHODS 84
should be used to impute appetite rated at 6 weeks, appetite rated at 8 months
should be used to impute appetite rated at 12 months and the missing 12 month
weight z-scores should be imputed using the 8 month weight z-scores as they are
highly correlated (Figure 5.2).
Number of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 12.41 0.0006
Analysis 3.1 640 12.45 0.0008
Analysis 3.2 714 14.91 0.0002
Analysis 4.1 668 11.25 0.0018
Analysis 4.2 799 10.48 0.0034
Table 5.13. Table of Results for TI0-12m ∼ 12 Month Appetite Rate.
Notes on Table 5.13
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed. Analysis 3.1 is the analysis where only 12 month appetite
is imputed using 8 month appetite. Analysis 3.2 is the analysis where only 12
month appetite is imputed using 8 month, 4 month and 6 week appetite. Analy-
sis 4.1 is where both wtz12m and 12 month appetite using 8 month appetite are
imputed. Analysis 4.2 is where both wtz12m and 12 month appetite using 8
month, 4 month and 6 week appetite are imputed.
Table 5.13 shows the results of the analysis of variance for linear trend for
the relationship between TI0-12m and 12 Month Appetite rate by imputing the
data in diﬀerent ways. When the number of cases included in the analysis in-
creases compared to the number of cases included in the Complete Case Analysis
(Analysis 1), the p-value also increases except in Analysis 3.2. Although theCHAPTER 5. MISSING DATA METHODS 85
p-values have increased compared to the p-value for the Complete Case Analysis,
appetite rate at 12 months is still signiﬁcantly related to TI0-12m in all of the
analyses.
The Complete Case Analysis appears to be giving a more positive outcome than
is justiﬁed. This is likely to mean that the children for whom we have all their
data available are not representative of the cohort. The children who have their
appetite rate, weight z-score at 12 months or both imputed in Analysis 2 -
Analysis 4.2 appear to be diﬀerent from the children who were included in the
Complete Case Analysis. For this reason, we will have to look at these children
and investigate why they are diﬀerent from the children included in the Complete
Case Analysis i.e. did they drop out of study early due to low weights/appetites?,
were they from diﬀerent social classes?, etc.
These children were found, through exploratory statistics, to be diﬀerent from
the children included in the Complete Case Analysis because they were from a
lower social class and had lower birthweights. Of the children not included in the
analysis, more were likely to have missing appetite rates than missing weights.
This could be due to the fact that in some of the questionnaires, the answers
to the appetite question were not in descending order (Section 2.1.1) so some
parents, especially those from lower social classes, may have been a bit confused
and therefore did not answer the question.
The results for the six separate analysis of variance for linear trends and the
multiple linear regression for the chosen MHDI model, in accordance with the
research team, are given in Table 5.14.CHAPTER 5. MISSING DATA METHODS 86
TI, Mean (SD) n pa pb
Appetite rated at 6 weeks
Normal 0.26 (0.96) 627
Borderline 0.05 (0.93) 220
Low - 0.27 (0.86) 20 0.0004 0.0315
Appetite rated at 12 months
Normal 0.34 (0.93) 312
Borderline 0.15 (0.99) 274
Low - 0.09 (0.95) 82 0.0001 0.0046
AEB rated at 12 months
Low 0.34 (0.91) 142
Medium 0.22 (0.96) 261
High 0.07 (0.97) 175 0.0111
MFA rated at 12 months
Normal 0.28 (0.95) 401
Borderline 0.09 (0.91) 123
Low - 0.11 (1.02) 54 0.0012
RTFR rated at 8 months
Low 0.28 (0.90) 302
Medium 0.17 (1.01) 240
High 0.07 (1.03) 63 0.0661
RTFR rated at 12 months
Low 0.31 (0.92) 269
Medium 0.15 (0.94) 241
High - 0.05 (1.10) 66 0.0033 0.0153
Table 5.14. Relationship Between Feeding and Eating Behaviour and
Weight Gain from Birth to 12 Months using MHDI
* values are mean (SD) Thrive Index from birth to 12 months
pa gives the resulting p-values for the ANOVA for linear trends and pb gives the
p-values of the explanatory variables included in the Multiple Linear Regression
including all other signiﬁcant variablesCHAPTER 5. MISSING DATA METHODS 87
As for the EM Algorithm and Single Hot Deck Imputation methods, the Multiple
Hot Deck Imputation method found that all of the explanatory variables except
RTFR rated at 8 months were signiﬁcantly related to weight gain from birth to
12 months (Table 5.14). When the multiple linear regression was performed,
(Table 5.14) the only variables to be signiﬁcantly related to Thrive Index from
birth to 12 months, when added to the model together, were Appetite rated at
6 weeks, Appetite rated at 12 months and Response to Food Refusal rated at
12 months. Comparing these results to the results obtained for the complete
case analyses, we can see that they are fairly similar with the only diﬀerence
being that RTFR rated at 8 months was not signiﬁcantly related to weight gain
from birth to 12 months when the missing TI0-12m scores, appetites rated at 6
weeks and appetites rated at 12 months were imputed via the Multiple Hot Deck
Imputation missing data method.Chapter 6
Discussion and Conclusions
6.1 Conclusions
The Gateshead Millennium Study is a prospective cohort study of feeding and
growth in infancy. This study was set up primarily to explore the relationship
between development of growth and feeding in the ﬁrst year of life. Babies born
between 1 June 1999 and 31 May 2000 in the Gateshead area of northeast Eng-
land were recruited to the study shortly after birth.
Within the recruitment year of the Gateshead Millennium Study, approximately
two weeks in every three were assigned to be recruitment weeks and babies born
in these pre-speciﬁed 34 recruitment weeks were eligible for recruitment to the
study. As well as the child being born in Gateshead in one of the pre-speciﬁed
recruitment weeks, another criterion for recruitment to the study was that the
mother of the child was a Gateshead resident at the time of delivery.
Of all births and multiple births in the 34 recruitment weeks, a total of 1029 (83%)
babies of 1011 mothers were recruited to the study (shortly after the birth).
Mothers who agreed to participate in the study had a face-to-face interview
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shortly after recruitment, during which baseline information, including birth-
weight and socio-demographic data, was recorded. Participating parents also
completed a questionnaire at recruitment and received postal questionnaires at 6
weeks, 4 months, 8 months, 12 months and 30 months to complete and return. A
wide range of feeding questions were asked in each of the questionnaires as well
as questions about diﬀerent aspects of the mother and child. On the front of each
questionnaire, parents were also asked to transcribe all weights which the child
had measured since completing and returning the previous questionnaire.
The main objective of this thesis was to explore diﬀerent approaches to handling
missing data and their impact on the results of the various key analyses which
have already been performed and published for the Gateshead Millennium Study
data in the How Does Maternal and Child Feeding Behaviour Relate to
Weight Gain and Failure to Thrive? Data From a Prospective Birth
Cohort paper by Wright et al. (2006a).
Missing data is a commonly occurring problem which can lead to biased and
possibly misleading non-signiﬁcant results if the missing data are not dealt with
in the correct manner. For this reason, it is important to consider why the data
are missing and whether or not missingness is related to the practical questions
being investigated using the data.
There are several reasons why, in certain studies, missing values may occur and
the missing data mechanism (Section 2.2.1.3) shows the mechanism by which
the missing data may have arisen. There are three diﬀerent missing data mech-
anisms which may be encountered depending on whether or not the fact that a
particular value is missing is linked to the underlying values. These are Missing
Completely at Random (MCAR), Missing at Random (MAR) and Not Missing
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is diﬀerent depending on which of these missing data mechanisms are in opera-
tion. Another characteristic of missing data that will inﬂuence which statistical
method can be used to analyse the data is the missing data pattern. This shows
which values in the data matrix are observed and which are missing. In Section
2.2.1.2, two patterns of missing data were considered, monotone and general
non-monotone missing data patterns. The Gateshead Millennium Study data
suﬀers from a general non-monotone missing data pattern, as some of the moth-
ers are not completing and returning the questionnaires at any one or more of
the pre-speciﬁed times, and so missing data can occur anywhere in the dataset.
The type of missing data pattern was taken into account when deciding which
approaches to handling missing data to use.
In Chapter 3, the extent of missing data was evaluated by creating a compre-
hensive description of the response rate to each of the questions in each of the
questionnaires. The extent of the missing data in the Gateshead Millennium
Study is not as large as the fraction of missing data that would be expected
in a routine longitudinal study as a number of tactics were decided upon when
designing the study to improve response rates and to ensure the success of the
study.
In Chapter 4, the complete case analyses that were performed for and pub-
lished in the How Does Maternal and Child Feeding Behaviour Relate
to Weight Gain and Failure to Thrive? Data From a Prospective Birth
Cohort paper by Wright et al. (2006a), in order to determine which variables
were signiﬁcantly related to Thrive Index in the ﬁrst year of life, were repeated
and used to assess whether or not there was any evidence against the Missing
Completely at Random assumption. Each possible explanatory variable - Ap-
petite rated at 6 weeks, Appetite rated at 12 months, Avoidant Eating Behaviour
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Food Refusal rated at 8 months and Response to Food Refusal rated at 12 months
- is included in an analysis of variance for linear trend in order to determine if
that speciﬁc explanatory variable, on its own, is signiﬁcantly related to Thrive
Index. All six potential explanatory variables are then included in a multiple
linear regression to determine which variables, if any, are signiﬁcantly related to
Thrive Index when other explanatory variables are already included in the model.
From the six separate analysis of variance for linear trends, it was found that all
of the explanatory variables were signiﬁcantly related to weight gain from birth
to 12 months. However, when the multiple linear regression was performed, only
Appetite rated at 6 weeks, Appetite rated at 12 months and Response to Food
Refusal rated at 12 months were signiﬁcantly related to Thrive Index from birth
to 12 months when added to the model together. When assessing whether or not
there was any evidence against the Missing Completely at Random assumption
in Chapter 4, it was found that the complete case analysis method may not be
an appropriate way in which to analyse the Gateshead Millennium Study data
as the missing data are not a random sample of all of the data i.e. the MCAR
assumption is questionable, and so the above results from the Complete Case
analysis might not be representative of the population as a whole and should be
treated with caution. For this reason, a number of alternative methods were used
which rely on the assumption of the data being Missing at Random. This is a
less restrictive assumption than the assumption of Missing Completely at Ran-
dom required for the complete case analysis and can be met using the observed
data to ﬁll in values for the missing data.
In Chapter 5, various missing data methods were used to impute the missing
values in the Gateshead Millennium Study. The various missing data methods
considered were Single Hot Deck Imputation, Multiple Hot Deck Imputation and
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rated at 6 weeks and 12 months, required for the analyses of variance for linear
trends were imputed in a variety of ways using the above missing data methods.
It was suggested that Appetite rated at 6 weeks should be imputed using Ap-
petite rated at 4 months as these appetite rates are related to milk feeding and
Appetite rated at 12 months should be imputed using Appetite rated at 8 months
as these appetite rates are related to solid feeding. The Thrive Index for growth
of a child in their ﬁrst year of life is calculated using birth and 12 month weight
z-scores. So, instead of imputing the missing Thrive Index scores directly, the
various missing data methods were used to impute the missing 12 month weight
z-scores and these imputed values were used along with the observed values for
birth and 12 month weight z-scores to calculate the Thrive Index scores. It was
suggested that the missing 12 month weight z-scores be imputed using the ob-
served 8 month weight z-scores.
The results for the relationship between Thrive Index from birth to 12 months
and appetite rated at 6 weeks (TI0-12M ∼ 6 Week Appetite Rates) and for the
relationship between Thrive Index from birth to 12 months and appetite rated at
12 months (TI0-12M ∼ 12 Month Appetite Rates) using the diﬀerent approaches
to handling missing data are shown in Figures 6.1 and 6.2, respectively.CHAPTER 6. DISCUSSION AND CONCLUSIONS 93
Figure 6.1. Results for TI0-12M ∼ 6 Week Appetite RatesCHAPTER 6. DISCUSSION AND CONCLUSIONS 94
Figure 6.2. Results for TI0-12M ∼ 12 Month Appetite Rates
In Figures 6.1 and 6.2, the mean TI0-12m scores for each of the missing data
methods within each level of appetite rate (Normal, Borderline and Low), are
fairly similar as are the associated 95% conﬁdence intervals. For most of the im-
putation methods, the 95% conﬁdence intervals for the ’Normal’ appetite rates
are narrower than the 95% conﬁdence intervals for the ’Borderline’ appetite ratesCHAPTER 6. DISCUSSION AND CONCLUSIONS 95
which are in turn narrower than the 95% conﬁdence intervals for the ’Low’ ap-
petite rates since there are fewer subjects whose appetite has been rated as ’Low’
compared to the number of subjects whose appetite has been rated as ’Normal’.
Since all of the missing data techniques used give reasonably similar results, it
is feasible to use any of the methods for the Gateshead Millennium Study data.
From the Complete Case analysis assumption checking, it has been suggested that
the complete case analysis method is not the best way to analyse the Gateshead
Millennium Study data as the MCAR assumption is questionable and so an al-
ternative missing data method needs to be used. However, when the alternative
methods have been implemented, the results are qualitatively the same as those
obtained using the Complete Case analysis method.
Although the results of all of the missing data methods tried are similar, I would
suggest using the Multiple Hot Deck Imputation method as it captures the vari-
ability in the data due to imputation more eﬀectively than the other methods
without having to carry out further calculations, such as the ones required for
Single Hot Deck Imputation and the EM Algorithm, to estimate the true un-
certainty due to non-response i.e. the Multiple Hot Deck Imputation method is
computationally eﬃcient.
6.2 Limitations
The Gateshead Millennium Study was a well designed and thought-out study.
The research team employed a number of strategies to improve response rates
and ensure the success of the study, including media involvement, support from
local health professionals, telephone reminders for questionnaire completion and
newsletters. In spite of these eﬀorts to maintain a high level of response, thereCHAPTER 6. DISCUSSION AND CONCLUSIONS 96
was an increasing rate of attrition with a reduction in the questionnaire response
rates as time went on (Table 1.1).
There is some question as to the suitability of the methods for handling missing
data which have been used to impute the missing values in the Gateshead Mil-
lennium Study data.
The EM Algorithm (Section 2.2.4) does not produce precise estimates for the
standard deviation when the missing values are estimated and imputed initially,
and therefore the Supplemented EM Algorithm has to be used to obtain the in-
crease in variance due to the missing values being estimated and imputed, hence
producing precise standard deviations which account for the additional uncer-
tainty that arises from estimating and imputing the missing data. As mentioned
previously, the SEM Algorithm involves a number of diﬃcult steps for calculating
the increase in variance due to imputation uncertainty and so it may be worth-
while using another missing data approach.
The Single Hot Deck Imputation method involves ﬁlling in one value for every
missing value. The now ’complete’ dataset is analysed using one of the standard
statistical techniques, ignoring the fact that the missing data have been imputed.
As with the EM Algorithm method, the results obtained from analysing the ’com-
plete’ dataset using standard statistical techniques do not reﬂect the additional
uncertainty that arises from imputing the missing data and therefore a further
adjustment has to be made to account for this. The special adjustment used in
this instance is the Adjusted Jackknife Variance Estimator (Section 2.2.3.1).
Once again, calculating the Adjusted Jackknife Variance Estimator to give the
increase in variance due to non-response, as with the Supplemented EM Algo-
rithm for the EM Algorithm, could cause problems if the data analyst is not
conﬁdent in implementing statistical techniques. Therefore, the method of Mul-
tiple Imputation (Section 2.2.3.2) is by far the best method to use as no furtherCHAPTER 6. DISCUSSION AND CONCLUSIONS 97
computation is required in addition to the initial calculations to produce precise
estimates for the mean and standard deviation.
The imputation methods used in this thesis are imputing the missing appetite
rates and weights using the observed appetite rates and weights of children from
birth to 12 months, respectively as using the variables of interest from the re-
search team’s original analysis. It was mentioned in Chapter 4 that children not
included in the Complete Case analysis (Table 4.3) tended to come from more
deprived neighbourhoods and that the gender of the children included and not in-
cluded in the Complete Case analysis may lead to an apparent diﬀerence between
the groups in terms of their birthweights. For this reason, the prediction models
for the imputation methods should include predictors for the missing appetite
rates and weights which are known to aﬀect the appetite rates and weights e.g.
gender and deprivation should be included in the prediction models as well as
other factors suggested by Wright et al. (2006b). Including more predictors in
our prediction models would lead to more complicated patterns of missing data
but would produce imputes which are better than those obtained from prediction
models with smaller numbers of predictors. Multiple Imputation using Chained
Equations (Carpenter and Kenward, 2005) could be used to perform this analysis.
All of the imputation methods which have been implemented in this thesis rely
theoretically on the assumption of the data being Missing at Random (MAR).
Although there is currently no test available to check that the MAR assumption
holds for this dataset, there is no reason to believe that the missing data are Not
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6.3 Further Work
The imputation methods reviewed here are clearly not the only ones available.
Little and Rubin (2002) mention several others which may be of interest (some
of which have already been discussed above, in Chapter 2 and Section 6.2). Al-
though some of these other missing data approaches could be used to impute the
missing values for the Gateshead Millennium Study data, we have qualitatively
conﬁrmed the results of the complete case analyses using the SHDI, MHDI and
the EM Algorithm methods, even though the MCAR assumption required for the
complete case analysis is in doubt and the proportion of missing data is moder-
ately high.
In this thesis, we were only interested in imputing the missing values for Appetite
rated at 6 weeks and 12 months and Thrive Index from birth to 12 months, but
it may also be of interest to impute the missing values for the other factors which
are related to Thrive Index i.e. Avoidant Eating Behaviour, Maternal Feeding
Anxiety and Response to Food Refusal, to investigate what eﬀect these impu-
tations have on the results of the analyses of variance for linear trends and the
multiple linear regressions.
The Gateshead Millennium Study was initially set up to explore the relationship
between weight gain and appetite, but since its introduction it has been used to
analyse other aspects of the children. For this reason, it may be of interest to
apply the missing data techniques used in this thesis to the other analyses which
have been performed, in order to discover if the results found would change after
imputing the missing values.
Since the Gateshead Millennium Study data is now being used to explore the
relationship between other variables relating to children, it may be of interest toCHAPTER 6. DISCUSSION AND CONCLUSIONS 99
produce an overall dataset which has all of the missing values for all of the vari-
ables imputed so that it can be used by future researchers who want to analyse
certain aspects of the children. If this overall dataset was to be created, adjust-
ments may have to be made to the model used to impute the missing values to
include the mechanism which caused the missing data.Appendices
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Section Non-Response
Table B.1. Section Non-Response for Newborn Questionnaire
Newborn ≥ 1 Qu. answered % of Respondents % of Recruits
Questionnaire by respondents to qu’re (/1027) (/1029)
Section A 1024 99.7 99.5
Section B 1016 98.9 98.7
Section C 1022 99.5 99.3
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Table B.2. Section Non-Response for 6 Week Questionnaire
6 Week ≥ 1 Qu. answered % of Respondents % of Recruits
Questionnaire by respondents to qu’re (/831) (/1029)
Section A 829 99.8 80.6
Section B 801 96.4 77.8
Section C 831 100.0 80.8
Section D 830 99.9 80.7
Section E 820 98.7 79.7
Table B.3. Section Non-Response for 4 Month Questionnaire
4 Month ≥ 1 Qu. answered % of Respondents % of Recruits
Questionnaire by respondents to qu’re (/762) (/1029)
Section A 754 99.0 73.3
Section B 750 98.4 72.9
Section C 762 100.0 74.1
Section D 752 98.7 73.1
Section E 755 99.1 73.4
Section F 745 97.8 72.4APPENDIX B. SECTION NON-RESPONSE 155
Table B.4. Section Non-Response for 8 Month Questionnaire
8 Month ≥ 1 Qu. answered % of Respondents % of Recruits
Questionnaire by respondents to qu’re (/676) (/1029)
Section A 669 99.0 65.0
Section B 633 93.6 61.5
Section C 676 100.0 65.7
Section D 667 98.7 64.8
Section E 666 98.5 64.7
Section F 673 99.6 65.4
Table B.5. Section Non-Response for 12 Month Questionnaire
12 Month ≥ 1 Qu. answered % of Respondents % of Recruits
Questionnaire by respondents to qu’re (/633) (/1029)
Section A 626 98.9 60.8
Section B 156 24.6 15.2
Section C 632 99.8 61.4
Section D 632 99.8 61.4
Section E 632 99.8 61.4
Section F 622 98.3 60.4
Section G 630 99.5 61.2
Section H 605 95.6 58.8
Section I 629 99.4 61.1APPENDIX B. SECTION NON-RESPONSE 156
Table B.6. Section Non-Response for 30 Month Questionnaire
30 Month ≥ 1 Qu. answered % of Respondents % of Recruits
Questionnaire by respondents to qu’re (/491) (/1029)
Section A 490 99.8 47.6
Section B 491 100.0 47.7
Section C 0 0.0 0.0
Section D 490 99.8 47.6
Section E 0 0.0 0.0
Section F 489 99.6 47.5
Section G 489 99.6 47.5Appendix C
Item Non-Response
Table C.1. Item Non-Response for Newborn Questionnaire
Newborn Qu. answered
Questionnaire by respondents % of Respondents % of Recruits
Questions to qu’re (/1027) (/1029)
1 1019 99.2 99.0
2 1022 99.5 99.3
3 989 96.3 96.1
4 984 95.8 95.6
5 971 94.5 94.4
6 975 94.9 94.8
7 981 95.5 95.3
8 983 95.7 95.5
9(a) 966 94.1 93.9
9(b) 953 92.8 92.6
cont.
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Newborn Qu. answered
Questionnaire by respondents % of Respondents % of Recruits
Questions to qu’re (/1027) (/1029)
9(c) 954 92.9 92.7
10(a) 923 89.9 89.7
10(b) 929 90.5 90.3
10(c) 916 89.2 89.0
10(d) 921 89.7 89.5
10(e) 913 88.9 88.7
11 976 95.0 94.8
12 951 92.6 92.4
13 1008 98.1 98.0
14 1020 99.3 99.1
15 1020 99.3 99.1
16 1016 98.9 98.7
17 1021 99.4 99.2
18 1020 99.3 99.1
19 1019 99.2 99.0
20 1020 99.3 99.1
21 1020 99.3 99.1
22 1018 99.1 98.9APPENDIX C. ITEM NON-RESPONSE 159
Table C.2. Item Non-Response for 6 Week Questionnaire
6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
1 828 99.6 80.5
2 822 98.9 79.9
3 789 94.9 76.7
4a 752 90.5 73.1
4b 659 79.3 64.0
5 822 98.9 79.9
Stopped BF 334 40.2 32.5
6 173 20.8 16.8 100.0
7 170 20.5 16.5 98.3
8a 159 19.1 15.5 91.9
8b 161 19.4 15.6 93.1
8c 163 19.6 15.8 94.2
8d 161 19.4 15.6 93.1
8e 158 19.0 15.4 91.3
8f 158 19.0 15.4 91.3
8g 77 9.3 7.5 44.5
9 801 96.4 77.8
10 21 2.5 2.0 100.0
11a 21 2.5 2.0 100.0
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6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
11b 8 1.0 0.8 100.0
12a 13 1.6 1.3 61.9
12b 16 1.9 1.6 76.2
12c 18 2.2 1.7 85.7
13 20 2.4 1.9 95.2
14 21 2.5 2.0 100.0
15 19 2.3 1.8 90.5
16a 18 2.2 1.7 85.7
16b 17 2.0 1.7 81.0
16c 18 2.2 1.7 85.7
16d 18 2.2 1.7 85.7
16e 21 2.5 2.0 100.0
17 823 99.0 80.0
18 826 99.4 80.3
19 826 99.4 80.3
20 813 97.8 79.0
21 818 98.4 79.5
22 822 98.9 79.9
23a 820 98.7 79.7
23b 818 98.4 79.5
23c 821 98.8 79.8
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6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
24a 819 98.6 79.6
24b 819 98.6 79.6
24c 812 97.7 78.9
24d 817 98.3 79.4
24e 807 97.1 78.4
25 831 100.0 80.8
26 818 98.4 79.5
27 828 99.6 80.5
Anything else feeding 831 100.0 80.8
28 818 98.4 79.5
29a 791 95.2 76.9
29b 809 97.4 78.6
29c 784 94.3 76.2
29d 784 94.3 76.2
29e 788 94.8 76.6
29f 781 94.0 75.9
30 823 99.0 80.0
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6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
31a age 72 8.7 7.0 100.0
31a no of nights 69 8.3 6.7 95.8
31a reason 72 8.7 7.0 100.0
31b age 7 0.8 0.7 100.0
31b no of nights 7 0.8 0.7 100.0
31b reason 7 0.8 0.7 100.0
31c age 1 0.1 0.1 14.3
31c no of nights 1 0.1 0.1 14.3
31c reason 1 0.1 0.1 14.3
32 803 96.6 78.0
33 797 95.9 77.5
34 797 95.9 77.5
35 791 95.2 76.9
35wait 792 95.3 77.0
36 301 36.2 29.3 80.9
37 320 38.5 31.1 86.0
38 356 42.8 34.6 95.7
39 797 95.9 77.5
40 796 95.8 77.4
41 806 97.0 78.3
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6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
42 798 96.0 77.6
43 772 92.9 75.0
44 767 92.3 74.5
45 796 95.8 77.4
46 781 94.0 75.9
47 742 89.3 72.1
48 764 91.9 74.2
49 791 95.2 76.9
50 808 97.2 78.5
51 780 93.9 75.8
52 790 95.1 76.8
Had bath 814 98.0 79.1
53 768 92.4 74.6 96.0
54 777 93.5 75.5 97.1
55 759 91.3 73.8 94.9
56 790 95.1 76.8
57 800 96.3 77.7
Hair washed 814 98.0 79.1
58 778 93.6 75.6 97.7
59 774 93.1 75.2 97.2
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6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
60 807 97.1 78.4
61 801 96.4 77.8
62 803 96.6 78.0
63 802 96.5 77.9
64 798 96.0 77.6
65 794 95.5 77.2
66 803 96.6 78.0
67 802 96.5 77.9
68 796 95.8 77.4
Placed in car seat 809 97.4 78.6
69 711 85.6 69.1 97.9
70 700 84.2 68.0 96.4
71 718 86.4 69.8 98.9
72 712 85.7 69.2 98.1
Returned from being away 798 96.0 77.6
73 599 72.1 58.2 96.8
74 805 96.9 78.2
75 807 97.1 78.4
76 808 97.2 78.5
77 801 96.4 77.8
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6 week Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/831) (/1029) Rate (%)
78 793 95.4 77.1
79 798 96.0 77.6
80 803 96.6 78.0
81 802 96.5 77.9
82 802 96.5 77.9
83 95 11.4 9.2
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Table C.3. Item Non-Response for 4 Month Questionnaire
4 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/762) (/1029) Rate (%)
1 754 99.0 73.3
2 752 98.7 73.1
3 747 98.0 72.6
4a 714 93.7 69.4
4b 657 86.2 63.8
Stopped BF 332 43.6 32.3
5 97 12.7 9.4 91.5
6 100 13.1 9.7 94.3
7a 92 12.1 8.9 86.8
7b 96 12.6 9.3 90.6
7c 94 12.3 9.1 88.7
7d 93 12.2 9.0 87.7
7e 89 11.7 8.6 84.0
7f 92 12.1 8.9 86.8
7g 91 11.9 8.8 85.8
7h 43 5.6 4.2 40.6
8 750 98.4 72.9
9 676 88.7 65.7 96.2
10a 694 91.1 67.4 98.7
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4 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/762) (/1029) Rate (%)
10b 601 78.9 58.4 96.5
11a 477 62.6 46.4 67.9
11b 551 72.3 53.5 78.4
11c 579 76.0 56.3 82.4
12 696 91.3 67.6 99.0
13 697 91.5 67.7 99.1
14 687 90.2 66.8 97.7
15a 652 85.6 63.4 92.7
15b 639 83.9 62.1 90.9
15c 644 84.5 62.6 91.6
15d 679 89.1 66.0 96.6
15e 679 89.1 66.0 96.6
16 698 91.6 67.8 99.3
17a 650 85.3 63.2 92.5
17b 641 84.1 62.3 91.2
17c 651 85.4 63.3 92.6
17d 651 85.4 63.3 92.6
17e 655 86.0 63.7 93.2
18 755 99.1 73.4
19 757 99.3 73.6
20 756 99.2 73.5
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4 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/762) (/1029) Rate (%)
21 755 99.1 73.4
22 752 98.7 73.1
23 756 99.2 73.5
24 755 99.1 73.4
25a 756 99.2 73.5
25b 755 99.1 73.4
25c 756 99.2 73.5
26a 757 99.3 73.6
26b 756 99.2 73.5
26c 757 99.3 73.6
26d 754 99.0 73.3
26e 754 99.0 73.3
27 753 98.8 73.2
28 756 99.2 73.5
29 758 99.5 73.7
Else feed 113 14.8 11.0
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4 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/762) (/1029) Rate (%)
30 752 98.7 73.1
31 20 2.6 1.9 95.2
32 21 2.8 2.0 100.0
32 other 7 0.9 0.7 100.0
33 21 2.8 2.0 100.0
33 other 0 0.0 0.0 0.0
34 21 2.8 2.0 100.0
35 20 2.6 1.9 95.2
36 21 2.8 2.0 100.0
36 other 0 0.0 0.0 0.0
37 18 2.4 1.7 85.7
38a 21 2.8 2.0 100.0
38b 0 0.0 0.0 0.0
39 751 98.6 73.0
40a 696 91.3 67.6
40b 730 95.8 70.9
40c 676 88.7 65.7
40d 688 90.3 66.9
40e 689 90.4 67.0
40f 388 50.9 37.7
40f other 161 21.1 15.6
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4 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/762) (/1029) Rate (%)
41 749 98.3 72.8
42a age 22 2.9 2.1 37.9
42a reason 57 7.5 5.5 98.3
42a no. of nights 15 2.0 1.5 25.9
42b 9 1.2 0.9 75.0
Do not wish to complete 56 7.3 5.4
43 partner 0 0.0 0.0 0.0
43 child 5 0.7 0.5 0.7
43 parent 14 1.8 1.4 2.0
43 other 106 13.9 10.3 15.4
44 arg 205 26.9 19.9 29.8
44 unf 11 1.4 1.1 1.6
44 sep 41 5.4 4.0 6.0
44 div 3 0.4 0.3 0.4
44 dovi 4 0.5 0.4 0.6
45 self 10 1.3 1.0 1.5
45 partner 7 0.9 0.7 1.0
45 child 11 1.4 1.1 1.6
45 parent 38 5.0 3.7 5.5
45 other 62 8.1 6.0 9.0
cont.APPENDIX C. ITEM NON-RESPONSE 171
4 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/762) (/1029) Rate (%)
46 loan 6 0.8 0.6 0.9
46 decrease income 144 18.9 14.0 20.9
46 general money worries 201 26.4 19.5 29.2
47u changed jobs 29 3.8 2.8 4.2
47u left job 59 7.7 5.7 8.6
47u lost job 16 2.1 1.6 2.3
47u job demotion 7 0.9 0.7 1.0
47p changed jobs 73 9.6 7.1 10.6
47p left job 10 1.3 1.0 1.5
47p lost job 37 4.9 3.6 5.4
47p job demotion 5 0.7 0.5 0.7
48 arrested 2 0.3 0.2 0.3
48 victim of crime 39 5.1 3.8 5.7
48 victim of police brutality 0 0.0 0.0 0.0
49 single parent 40 5.2 3.9 5.8
49 child custody 18 2.4 1.7 2.6
50 369 48.4 35.9 53.6
51 car accident 19 2.5 1.8 2.8
51 other major accident 4 0.5 0.4 0.6
52 69 9.1 6.7 10.0
53 276 36.2 26.8 40.1APPENDIX C. ITEM NON-RESPONSE 172
Table C.4. Item Non-Response for 8 Month Questionnaire
8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
1 669 99.0 65.0
2 660 97.6 64.1
3 108 16.0 10.5 98.2
4 91 13.5 8.8 82.7
5 565 83.6 54.9
6 314 46.4 30.5 92.9
7a 330 48.8 32.1 97.6
7b 318 47.0 30.9 98.1
8 331 49.0 32.2 97.9
9 326 48.2 31.7 96.4
10a 306 45.3 29.7 90.5
10b 296 43.8 28.8 87.6
10c 298 44.1 29.0 88.2
10d 325 48.1 31.6 96.2
10e 322 47.6 31.3 95.3
11 331 49.0 32.2 97.9
12a 556 82.2 54.0
12b 580 85.8 56.4
12c 454 67.2 44.1
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
12d 572 84.6 55.6
13 661 97.8 64.2
14 669 99.0 65.0
15 656 97.0 63.8
16 653 96.6 63.5
17 660 97.6 64.1
18 667 98.7 64.8
19 669 99.0 65.0
20a 664 98.2 64.5
20b 668 98.8 64.9
20c 658 97.3 63.9
20d 656 97.0 63.8
20e 655 96.9 63.7
20f 658 97.3 63.9
20g 660 97.6 64.1
20h 658 97.3 63.9
20i 657 97.2 63.8
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
21a 659 97.5 64.0
21b 660 97.6 64.1
21c 660 97.6 64.1
21d 650 96.2 63.2
21e 646 95.6 62.8
21f 654 96.7 63.6
21g 655 96.9 63.7
21h 649 96.0 63.1
21i 647 95.7 62.9
22a 654 96.7 63.6
22b 628 92.9 61.0
22c 649 96.0 63.1
23a 639 94.5 62.1
23b 646 95.6 62.8
23c 643 95.1 62.5
24 669 99.0 65.0
25 667 98.7 64.8
26 667 98.7 64.8
27 665 98.4 64.6
28 669 99.0 65.0
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
29 662 97.9 64.3
30 667 98.7 64.8
31 119 17.6 11.6
32 664 98.2 64.5
33 59 8.7 5.7 98.3
34 56 8.3 5.4 93.3
35 58 8.6 5.6 96.7
37 0 0.0 0.0 0.0
36 59 8.7 5.7 98.3
38 60 8.9 5.8 100.0
39 54 8.0 5.2 90.0
40a 60 8.9 5.8 100.0
40b 2 0.3 0.2 100.0
41 650 96.2 63.2
42a 596 88.2 57.9
42b 631 93.3 61.3
42c 575 85.1 55.9
42d 578 85.5 56.2
42e 583 86.2 56.7
42f 262 38.8 25.5
42 other 129 19.1 12.5
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
43 549 81.2 53.4
45 672 99.4 65.3
46 664 98.2 64.5
47 664 98.2 64.5
48 665 98.4 64.6
49 662 97.9 64.3
50 651 96.3 63.3
51 660 97.6 64.1
52 662 97.9 64.3
53 668 98.8 64.9
54 665 98.4 64.6
55 659 97.5 64.0
56 664 98.2 64.5
57 668 98.8 64.9
58 666 98.5 64.7
59 669 99.0 65.0
60 653 96.6 63.5
61 659 97.5 64.0
62 662 97.9 64.3
63 657 97.2 63.8
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
64 661 97.8 64.2
65 659 97.5 64.0
66 664 98.2 64.5
67 664 98.2 64.5
68 664 98.2 64.5
69 665 98.4 64.6
70 666 98.5 64.7
71 664 98.2 64.5
72 665 98.4 64.6
73 662 97.9 64.3
74 658 97.3 63.9
75 656 97.0 63.8
76 657 97.2 63.8
77 653 96.6 63.5
78 665 98.4 64.6
79 663 98.1 64.4
80 659 97.5 64.0
81 663 98.1 64.4
82 662 97.9 64.3
83 647 95.7 62.9
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
84 665 98.4 64.6
85 661 97.8 64.2
86 663 98.1 64.4
87 660 97.6 64.1
88 660 97.6 64.1
89 663 98.1 64.4
90 665 98.4 64.6
91 663 98.1 64.4
92 657 97.2 63.8
93 659 97.5 64.0
94 660 97.6 64.1
95 660 97.6 64.1
96 660 97.6 64.1
97 667 98.7 64.8
98 664 98.2 64.5
99 659 97.5 64.0
100 660 97.6 64.1
101 662 97.9 64.3
102 664 98.2 64.5
103 666 98.5 64.7
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
104 666 98.5 64.7
105 666 98.5 64.7
106 665 98.4 64.6
107 665 98.4 64.6
108 665 98.4 64.6
109 663 98.1 64.4
110 658 97.3 63.9
111 662 97.9 64.3
112 661 97.8 64.2
113 663 98.1 64.4
114 662 97.9 64.3
115 648 95.9 63.0
116 665 98.4 64.6
117 659 97.5 64.0
118 653 96.6 63.5
119 656 97.0 63.8
120 659 97.5 64.0
121 658 97.3 63.9
122 659 97.5 64.0
123 657 97.2 63.8
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8 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/676) (/1029) Rate (%)
124 657 97.2 63.8
125 658 97.3 63.9
126 657 97.2 63.8
127 655 96.9 63.7
128 653 96.6 63.5
129 655 96.9 63.7
130 657 97.2 63.8
131 654 96.7 63.6
132 642 95.0 62.4
133 656 97.0 63.8
134 217 32.1 21.1APPENDIX C. ITEM NON-RESPONSE 181
Table C.5. Item Non-Response for 12 Month Questionnaire
12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
1 610 96.4 59.3
2 breast 43 6.8 4.2
2 formula 347 54.8 33.7
2 cows milk 372 58.8 36.2
2 none 8 1.3 0.8
2 other 6 0.9 0.6
Type of Milk 623 98.4 60.5
3 94 14.8 9.1 98.9
4 83 13.1 8.1 87.4
5 151 23.9 14.7 96.8
6a 154 24.3 15.0 98.7
6b 144 22.7 14.0 94.7
7 149 23.5 14.5 95.5
8 147 23.2 14.3 94.2
9a 454 71.7 44.1
9b 466 73.6 45.3
9c 338 53.4 32.8
9d 605 95.6 58.8
10 616 97.3 59.9
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
11 629 99.4 61.1
12 610 96.4 59.3
13 607 95.9 59.0
14 627 99.1 60.9
15 631 99.7 61.3
16 630 99.5 61.2
17a 631 99.7 61.3
17b 631 99.7 61.3
17c 629 99.4 61.1
17d 625 98.7 60.7
17e 629 99.4 61.1
17f 629 99.4 61.1
17g 630 99.5 61.2
17h 628 99.2 61.0
17i 627 99.1 60.9
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
18a 629 99.4 61.1
18b 629 99.4 61.1
18c 631 99.7 61.3
18d 625 98.7 60.7
18e 622 98.3 60.4
18f 627 99.1 60.9
18g 628 99.2 61.0
18h 626 98.9 60.8
18i 624 98.6 60.6
19a 621 98.1 60.3
19b 592 93.5 57.5
19c 619 97.8 60.2
20a 617 97.5 60.0
20b 621 98.1 60.3
20c 615 97.2 59.8
21 632 99.8 61.4
22 631 99.7 61.3
23 631 99.7 61.3
24 628 99.2 61.0
25 631 99.7 61.3
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
26 623 98.4 60.5
27 632 99.8 61.4
29a 628 99.2 61.0
29b 628 99.2 61.0
29c 628 99.2 61.0
29d 630 99.5 61.2
30a 627 99.1 60.9
30b 627 99.1 60.9
30c 628 99.2 61.0
30d 625 98.7 60.7
31a 625 98.7 60.7
31b 630 99.5 61.2
31c 631 99.7 61.3
32 631 99.7 61.3
33 627 99.1 60.9
34a 613 96.8 59.6
34b 611 96.5 59.4
34c 608 96.1 59.1
34d 614 97.0 59.7
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
35a 629 99.4 61.1
35b 628 99.2 61.0
35c 630 99.5 61.2
35d 629 99.4 61.1
36 625 98.7 60.7
37 631 99.7 61.3
38a 631 99.7 61.3
38b 632 99.8 61.4
38c 632 99.8 61.4
38d 627 99.1 60.9
39 621 98.1 60.3
40a 593 93.7 57.6
40b 613 96.8 59.6
40c 594 93.8 57.7
40d 574 90.7 55.8
40e 570 90.0 55.4
40f 625 98.7 60.7
41 0 0.0 0.0
cont.APPENDIX C. ITEM NON-RESPONSE 186
12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
43 618 97.6 60.1
44 63 10.0 6.1 96.9
45 63 10.0 6.1 96.9
46 64 10.1 6.2 98.5
48 0 0.0 0.0 0.0
47 65 10.3 6.3 100.0
49 65 10.3 6.3 100.0
50 61 9.6 5.9 93.8
51a 65 10.3 6.3 100.0
51b 0 0.0 0.0 0.0
52 626 98.9 60.8
53 626 98.9 60.8
54 627 99.1 60.9
55 626 98.9 60.8
56 626 98.9 60.8
57 629 99.4 61.1
58 626 98.9 60.8
59 620 97.9 60.3
60 627 99.1 60.9
61 625 98.7 60.7
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
62 625 98.7 60.7
63 628 99.2 61.0
64 629 99.4 61.1
65 629 99.4 61.1
66 626 98.9 60.8
67 629 99.4 61.1
68 627 99.1 60.9
69 627 99.1 60.9
70 626 98.9 60.8
71 627 99.1 60.9
72 627 99.1 60.9
73 625 98.7 60.7
74 627 99.1 60.9
75 626 98.9 60.8
76 627 99.1 60.9
77 625 98.7 60.7
78 627 99.1 60.9
79 622 98.3 60.4
80 622 98.3 60.4
81 627 99.1 60.9
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
82 623 98.4 60.5
83 626 98.9 60.8
84 626 98.9 60.8
85 603 95.3 58.6 99.7
86 603 95.3 58.6 99.7
87 600 94.8 58.3 99.2
88 600 94.8 58.3 99.2
89 599 94.6 58.2 99.0
90a 621 98.1 60.3
90b 620 97.9 60.3
90c 612 96.7 59.5
90d 615 97.2 59.8
90e 621 98.1 60.3
90f 601 94.9 58.4
90g 22 3.5 2.1
91 618 97.6 60.1
92a 50 7.9 4.9 98.0
92b 51 8.1 5.0 100.0
92c 51 8.1 5.0 100.0
92d 51 8.1 5.0 100.0
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
93a 624 98.6 60.6
93b 491 77.6 47.7
94 613 96.8 59.6
95a 601 94.9 58.4
95b 588 92.9 57.1
95c 598 94.5 58.1
96 610 96.4 59.3
97 615 97.2 59.8
98 609 96.2 59.2
99 611 96.5 59.4
100a 616 97.3 59.9
100b 610 96.4 59.3
100c 608 96.1 59.1
100d 611 96.5 59.4
101 186 29.4 18.1
102a 607 95.9 59.0
102b 600 94.8 58.3
102c 603 95.3 58.6
103 614 97.0 59.7
104 610 96.4 59.3
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
105 622 98.3 60.4
106 555 87.7 53.9
107 616 97.3 59.9
108 623 98.4 60.5
109 619 97.8 60.2
110 621 98.1 60.3
111 618 97.6 60.1
112a 623 98.4 60.5
112b 622 98.3 60.4
112c 621 98.1 60.3
112d 622 98.3 60.4
113 619 97.8 60.2
114a 621 98.1 60.3
114b 615 97.2 59.8
114c 613 96.8 59.6
114d 619 97.8 60.2
114e 615 97.2 59.8
114f 620 97.9 60.3
114g 617 97.5 60.0
114h 620 97.9 60.3
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12 month Qu. answered Conditional
Questionnaire by respondents % of Respondents % of Recruits Response
Questions to qu’re (/633) (/1029) Rate (%)
114i 618 97.6 60.1
114j 617 97.5 60.0
114k 620 97.9 60.3
114l 611 96.5 59.4
114m 605 95.6 58.8
114n 600 94.8 58.3
115 262 41.4 25.5
116 119 18.8 11.6
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Appendix D
Diﬀerent Analyses Performed
D.1 EM Algorithm
D.1.1 ANOVA for Linear Trend for TI0-12m ∼ 6 Week
Appetite Rate
Table D.1. Imputing 12 Month Weight z-scores using Birthweight z-
scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 12.14 0.0005
Analysis 2 749 11.7 0.0007
Analysis 3.1 774 14.16 0.0002
Analysis 3.2 774 10.59 0.0012
Analysis 3.3 774 9.73 0.0019
Analysis 4.1 923 14.37 0.0002
Analysis 4.2 923 10.33 0.0014
Analysis 4.3 923 9.95 0.0017APPENDIX D. DIFFERENT ANALYSES PERFORMED 194
Notes on Table D.1
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using bwtz. Analysis 3.1 is the analysis where only 6 week
appetite is imputed using 4 month appetite. Analysis 3.2 is the analysis where
only 6 week appetite is imputed using 12 month appetite. Analysis 3.3 is the
analysis where only 6 week appetite is imputed using 4 month, 8 month and
12 month appetite. Analysis 4.1 is where both wtz12m and 6 week appetite
using 4 month appetite are imputed. Analysis 4.2 is where both wtz12m and 6
week appetite using 12 month appetite are imputed. Analysis 4.3 is where both
wtz12m and 6 week appetite using 4 month, 8 month and 12 month appetite are
imputed.
Table D.2. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 12.14 0.0005
Analysis 2 749 14.77 0.0001
Analysis 3.1 774 14.16 0.0002
Analysis 3.2 774 10.59 0.0012
Analysis 3.3 774 9.73 0.0019
Analysis 4.1 923 15.78 0.0001
Analysis 4.2 923 10.64 0.0011
Analysis 4.3 923 11.56 0.0007
Notes on Table D.2
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m. Analysis 3.1 is the analysis where only 6APPENDIX D. DIFFERENT ANALYSES PERFORMED 195
week appetite is imputed using 4 month appetite. Analysis 3.2 is the analysis
where only 6 week appetite is imputed using 12 month appetite. Analysis 3.3 is
the analysis where only 6 week appetite is imputed using 4 month, 8 month and
12 month appetite. Analysis 4.1 is where both wtz12m and 6 week appetite
using 4 month appetite are imputed. Analysis 4.2 is where both wtz12m and 6
week appetite using 12 month appetite are imputed. Analysis 4.3 is where both
wtz12m and 6 week appetite using 4 month, 8 month and 12 month appetite are
imputed.
Table D.3. Imputing 12 Month Weight z-scores using 8 Month, 4
Month and 6 Week Weight z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 12.14 0.0005
Analysis 2 749 16.87 0.0001
Analysis 3.1 774 14.16 0.0002
Analysis 3.2 774 10.59 0.0012
Analysis 3.3 774 9.73 0.0019
Analysis 4.1 923 16.35 0.0001
Analysis 4.2 923 17.23 0.0001
Analysis 4.3 923 14.35 0.0002
Notes on Table D.3
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where
only wtz12m is imputed using wtz8m, wtz4m and wtz6wk. Analysis 3.1 is the
analysis where only 6 week appetite is imputed using 4 month appetite. Analysis
3.2 is the analysis where only 6 week appetite is imputed using 12 month appetite.
Analysis 3.3 is the analysis where only 6 week appetite is imputed using 4APPENDIX D. DIFFERENT ANALYSES PERFORMED 196
month, 8 month and 12 month appetite. Analysis 4.1 is where both wtz12m
and 6 week appetite using 4 month appetite are imputed. Analysis 4.2 is
where both wtz12m and 6 week appetite using 12 month appetite are imputed.
Analysis 4.3 is where both wtz12m and 6 week appetite using 4 month, 8 month
and 12 month appetite are imputed.
D.1.2 ANOVA for Linear Trend for TI0-12m ∼ 12 Month
Appetite Rate
Table D.4. Imputing 12 Month Weight z-scores using Birthweight z-
scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 12.91 0.0004
Analysis 3.1 774 12.29 0.0005
Analysis 3.2 774 7.94 0.005
Analysis 3.3 774 7.07 0.008
Analysis 4.1 923 12.26 0.0005
Analysis 4.2 923 7.96 0.0049
Analysis 4.3 923 6.9 0.0088
Notes on Table D.4
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using bwtz. Analysis 3.1 is the analysis where only 12 month
appetite is imputed using 6 week appetite. Analysis 3.2 is the analysis where
only 12 month appetite is imputed using 8 month appetite. Analysis 3.3 is the
analysis where only 12 month appetite is imputed using 6 week, 4 month andAPPENDIX D. DIFFERENT ANALYSES PERFORMED 197
8 month appetite. Analysis 4.1 is where both wtz12m and 12 month appetite
using 6 week appetite are imputed. Analysis 4.2 is where both wtz12m and 12
month appetite using 8 month appetite are imputed. Analysis 4.3 is where both
wtz12m and 12 month appetite using 6 week, 4 month and 8 month appetite are
imputed.
Table D.5. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 11.4 0.001
Analysis 3.1 774 12.29 0.0005
Analysis 3.2 774 7.94 0.005
Analysis 3.3 774 7.07 0.008
Analysis 4.1 923 6.74 0.0096
Analysis 4.2 923 3.7 0.0547
Analysis 4.3 923 7.48 0.0064
Notes on Table D.5
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m. Analysis 3.1 is the analysis where only 12
month appetite is imputed using 6 week appetite. Analysis 3.2 is the analysis
where only 12 month appetite is imputed using 8 month appetite. Analysis 3.3 is
the analysis where only 12 month appetite is imputed using 6 week, 4 month and
8 month appetite. Analysis 4.1 is where both wtz12m and 12 month appetite
using 6 week appetite are imputed. Analysis 4.2 is where both wtz12m and 12
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wtz12m and 12 month appetite using 6 week, 4 month and 8 month appetite are
imputed.
Table D.6. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 12.96 0.0003
Analysis 3.1 774 12.29 0.0005
Analysis 3.2 774 7.94 0.005
Analysis 3.3 774 7.07 0.008
Analysis 4.1 923 12.3 0.0005
Analysis 4.2 923 7.73 0.0055
Analysis 4.3 923 6.72 0.0097
Notes on Table D.6
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m, wtz4m and wtz6wk. Analysis 3.1 is the analy-
sis where only 12 month appetite is imputed using 6 week appetite. Analysis 3.2
is the analysis where only 12 month appetite is imputed using 8 month appetite.
Analysis 3.3 is the analysis where only 12 month appetite is imputed using 6
week, 4 month and 8 month appetite. Analysis 4.1 is where both wtz12m and 12
month appetite using 6 week appetite are imputed. Analysis 4.2 is where both
wtz12m and 12 month appetite using 8 month appetite are imputed. Analysis
4.3 is where both wtz12m and 12 month appetite using 6 week, 4 month and 8
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D.2 Single Hot Deck Imputation
D.2.1 ANOVA for Linear Trend for TI0-12m ∼ 6 Week
Appetite Rate
Table D.7. Imputing 12 Month Weight z-scores using Birthweight z-
scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 11.55 0.0007
Analysis 2 749 12.99 0.0003
Analysis 3 766 12.04 0.0005
Analysis 4 912 11.17 0.0009
Notes on Table D.7
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using bwtz. Analysis 3 is the analysis where only 6 week
appetite is imputed using 4 month appetite. Analysis 4 is where both wtz12m
and 6 week appetite are imputed.
Table D.8. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 11.55 0.0007
Analysis 2 695 12.93 0.0003
Analysis 3 766 12.04 0.0005
Analysis 4 787 13.39 0.0003APPENDIX D. DIFFERENT ANALYSES PERFORMED 200
Notes on Table D.8
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m. Analysis 3 is the analysis where only 6 week
appetite is imputed using 4 month appetite. Analysis 4 is where both wtz12m
and 6 week appetite are imputed.
Table D.9. Imputing 12 Month Weight z-scores using 8 Month, 4
Month and 6 Week Weight z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 11.55 0.0007
Analysis 2 749 12.22 0.0005
Analysis 3 766 12.04 0.0005
Analysis 4 867 11.54 0.0007
Notes on Table D.9
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m, wtz4m and wtz6wk. Analysis 3 is the analysis
where only 6 week appetite is imputed using 4 month appetite. Analysis 4 is
where both wtz12m and 6 week appetite are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 201
D.2.2 ANOVA for Linear Trend for TI0-12m ∼ 12 Month
Appetite Rate
Table D.10. Imputing 12 Month Weight z-scores using Birthweight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 12.92 0.0004
Analysis 3.1 640 15.2 0.0001
Analysis 3.2 714 12.26 0.0005
Analysis 4.1 668 15.19 0.0001
Analysis 4.2 799 9.85 0.0018
Notes on Table D.10
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where
only wtz12m is imputed using bwtz. Analysis 3.1 is the analysis where only 12
month appetite is imputed using 8 month appetite. Analysis 3.2 is the analysis
where only 12 month appetite is imputed using 8 month, 4 month and 6 week
appetite. Analysis 4.1 is where both wtz12m and 12 month appetite using 8
month appetite are imputed. Analysis 4.2 is where both wtz12m and 12 month
appetite using 8 month, 4 month and 6 week appetite are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 202
Table D.11. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 575 11.71 0.0007
Analysis 3.1 640 15.2 0.0001
Analysis 3.2 714 12.26 0.0005
Analysis 4.1 661 14.08 0.0002
Analysis 4.2 735 12.15 0.0005
Notes on Table D.11
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m. Analysis 3.1 is the analysis where only 12
month appetite is imputed using 8 month appetite. Analysis 3.2 is the analysis
where only 12 month appetite is imputed using 8 month, 4 month and 6 week
appetite. Analysis 4.1 is where both wtz12m and 12 month appetite using 8
month appetite are imputed. Analysis 4.2 is where both wtz12m and 12 month
appetite using 8 month, 4 month and 6 week appetite are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 203
Table D.12. Imputing 12 Month Weight z-scores using 8 Month, 4
Month and 6 Week Weight z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 13.76 0.0002
Analysis 3.1 640 15.2 0.0001
Analysis 3.2 714 12.26 0.0005
Analysis 4.1 668 15.66 0.0001
Analysis 4.2 799 11.2 0.0009
Notes on Table D.12
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where
only wtz12m is imputed using wtz8m, wtz4m and wtz6wk. Analysis 3.1 is
the analysis where only 12 month appetite is imputed using 8 month appetite.
Analysis 3.2 is the analysis where only 12 month appetite is imputed using 8
month, 4 month and 6 week appetite. Analysis 4.1 is where both wtz12m and
12 month appetite using 8 month appetite are imputed. Analysis 4.2 is where
both wtz12m and 12 month appetite using 8 month, 4 month and 6 week appetite
are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 204
D.3 Multiple Hot Deck Imputation
D.3.1 ANOVA for Linear Trend for TI0-12m ∼ 6 Week
Appetite Rate
Table D.13. Imputing 12 Month Weight z-scores using Birthweight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 12.14 0.0005
Analysis 2 749 10.24 0.0022
Analysis 3 766 10.42 0.0022
Analysis 4 912 8.73 0.0071
Notes on Table D.13
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using bwtz. Analysis 3 is the analysis where only 6 week
appetite is imputed using 4 month appetite. Analysis 4 is where both wtz12m
and 6 week appetite are imputed.
Table D.14. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 12.14 0.0005
Analysis 2 695 13.13 0.0003
Analysis 3 766 10.42 0.0022
Analysis 4 787 11.91 0.0011APPENDIX D. DIFFERENT ANALYSES PERFORMED 205
Notes on Table D.14
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m. Analysis 3 is the analysis where only 6 week
appetite is imputed using 4 month appetite. Analysis 4 is where both wtz12m
and 6 week appetite are imputed.
Table D.15. Imputing 12 Month Weight z-scores using 8 Month, 4
Month and 6 Week Weight z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 678 12.14 0.0005
Analysis 2 749 13.31 0.0004
Analysis 3 766 10.42 0.0022
Analysis 4 867 12.17 0.001
Notes on Table D.15
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m, wtz4m and wtz6wk. Analysis 3 is the analysis
where only 6 week appetite is imputed using 4 month appetite. Analysis 4 is
where both wtz12m and 6 week appetite are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 206
D.3.2 ANOVA for Linear Trend for TI0-12m ∼ 12 Month
Appetite Rate
Table D.16. Imputing 12 Month Weight z-scores using Birthweight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 12.41 0.0006
Analysis 3.1 640 12.45 0.0008
Analysis 3.2 714 14.91 0.0002
Analysis 4.1 668 11.25 0.0018
Analysis 4.2 799 10.48 0.0034
Notes on Table D.16
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where
only wtz12m is imputed using bwtz. Analysis 3.1 is the analysis where only 12
month appetite is imputed using 8 month appetite. Analysis 3.2 is the analysis
where only 12 month appetite is imputed using 8 month, 4 month and 6 week
appetite. Analysis 4.1 is where both wtz12m and 12 month appetite using 8
month appetite are imputed. Analysis 4.2 is where both wtz12m and 12 month
appetite using 8 month, 4 month and 6 week appetite are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 207
Table D.17. Imputing 12 Month Weight z-scores using 8 Month Weight
z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 575 11.86 0.0006
Analysis 3.1 640 12.45 0.0008
Analysis 3.2 714 14.91 0.0002
Analysis 4.1 661 11.4 0.0016
Analysis 4.2 735 14.41 0.0003
Notes on Table D.17
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where only
wtz12m is imputed using wtz8m. Analysis 3.1 is the analysis where only 12
month appetite is imputed using 8 month appetite. Analysis 3.2 is the analysis
where only 12 month appetite is imputed using 8 month, 4 month and 6 week
appetite. Analysis 4.1 is where both wtz12m and 12 month appetite using 8
month appetite are imputed. Analysis 4.2 is where both wtz12m and 12 month
appetite using 8 month, 4 month and 6 week appetite are imputed.APPENDIX D. DIFFERENT ANALYSES PERFORMED 208
Table D.18. Imputing 12 Month Weight z-scores using 8 Month, 4
Month and 6 Week Weight z-scores
No. of Cases Included F-Statistic P-Value
Analysis 1 569 12.99 0.0003
Analysis 2 578 12.78 0.0004
Analysis 3.1 640 12.45 0.0008
Analysis 3.2 714 14.91 0.0002
Analysis 4.1 668 11.81 0.0011
Analysis 4.2 799 14.65 0.0021
Notes on Table D.18
Analysis 1 is the complete case analysis. Analysis 2 is the analysis where
only wtz12m is imputed using wtz8m, wtz4m and wtz6wk. Analysis 3.1 is
the analysis where only 12 month appetite is imputed using 8 month appetite.
Analysis 3.2 is the analysis where only 12 month appetite is imputed using 8
month, 4 month and 6 week appetite. Analysis 4.1 is where both wtz12m and
12 month appetite using 8 month appetite are imputed. Analysis 4.2 is where
both wtz12m and 12 month appetite using 8 month, 4 month and 6 week appetite
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