Thi s study analyzes a nationwide English placernent test in the Rasch framework Data were obtained frolll 297 fìrst-year j un ior hi gh school students. The assessed person (.75) and itel 11 re li ab ili ty (.95) indicate that the test was fairly cons istent and reproducible with other sarnp les of exal11 inees. About 60% of total variation was explained under the assul11 pt ion of unidi l11 ensiona lity. The person separation index suggests that two and a ha lfabi li ty levels can be differentiated by Illeans ofthe test.
INTRODUCTION
ln this study, I carry o ut an an a lysis of a n E ngli sh placementtest in K orea on the basis of the Rasch m o de l. ' The test was administered by Korea lnstitute for Curriculum and Evaluation to firs t-year junior hi g h school students (corresponding to 7th graders in K-12) nationwide in March 2008, with the express purpose of cIass ify ing schools b y academic levels. It was a paper-based test w ith 25 item s cons isting m ostly of co mpre hen sion I 1 refer to thi s test as a placel11ent test with no connotat io n or furt her justifìcation for the telln ovel other alternate or overa rching terllls such as profìciency. It is l11y opini on that because the test, wh ich was colllposed of 25 wrinen l11 ultiple-choice iterns, may well be thought of as hav ing tested students' cOl11 petence in a specifìc dOlllain of knowledge rather than their overall perfonnance, and besides its main purpose and use were oriented to identity differences between schoo ls, it wo uld be 1110re info nn at ive to call it a placel11ent test instead of a profìciency test, thoug h admittedl y the latter could be less co ntroversia l in contel11porary discourse questions. Data were collected from 297 students in an urban area and entered into one- 
LlTERATURE REVIEW
In this section, 1 will review some of the previous studies on placement tests, and then offer a brief explanation about Rasch models along with their applications to language testmg.
Tests have different goals, functions, and decisions made on the basis ofthe results. The purpose of placement tests, as the name implies, is to assess students' level of language ability in order to place them to an appropriate class that meets their needs. The placement of students in a reliable and efficient way has been a big challenge faced by many schools and institutions.
Placement tests have received relatively little attention in language testing research.
Most previous studies have been concemed with (re-)evaluating and validating tests as an instrumεnt for classif)ting students in an efficient way. Researchers (e.g., Alderson et al., 1995 ; Bachman, 1990; Bachman & Palmer, 1996; Brown, 1996; Heaton, 1990 , among many) agree on two fundamental roles of placement tests : (a) to group students who are homogeneous 1n their language ability, (b) to ascertain students ' mastery ofthe prerequisite subjects. Although schools aim to teach English under the paradigm of communicative language teaching, few use tests that actually ref1 ect the curricular foundation. They are often based on Iiteracy skills, relying for the most part on structural features such as 2 As a reviewer correctly noted, this study lacks an independent motive other than practicing another tool for analysis of an end product. There could be no 。이 ections to the claim that questions precede methods. However, it is also true that available methods detemline valid questions in the context of science where mathematical idealization and quantification are the fundamental grounds of reasoning. The attempt made here is rather at exploring a method and its utility than at formulating questions and finding answers to them. Premature at this stage, it is hoped to be a meaningful step towards the laner.
grammar, vocabulary, translation, and detenninistic, as opposed to negotiative, comprehension, which have been dominant long before foreign language teaching emerged as an academic discipline. Clearly, this is in paπ because it requires a greater amount of time and effort for an individual school to develop and administer communication-oriented tests.
In a similar vein, Brown (1989 Brown ( , 1992 Brown ( , 1996 , and subsequent work) emphasized curricular implications in placement test development. First, placement tests consider students' initial state as well as practicality issues such as till1e, cost, facilities, nUll1ber of test-takers and proctors, etc. Second, they intend to measure students' prior knowledge that pertains to the goals of the program. For example, if the prograll1 is designed to develop students' cOl11municative skills, its placel11ent test is supposed to reveal thel11 in the first place. Third, it is often stressed, yet neglected as well that tests need to be piloted, analyzed, and revised continuously in order to measure students' latent abilities as accurately as possible.
This quite intuitive remark demands a good placement test to satisfy two criteria: (a)
whether it makes plain the dimensions of what it plans to l11easure, and (b) whether it draws reasonable inferences about the mastery of knowledge or skills that are taught in the program. Besides, students placed in a group are assumed to benefit frO Il1 studying the same material. It is thus important to ensure in advance that items on the test can be ranked in terms of difficulty, and that this ranking applies to allleamers in the program. This gives a reason to posit that both difficulty of test items and ability of test-takers are located on an identical scale, wherεby students can be ranked consistently with respect to the range of skills, knowledge, or abilities being tested (See Henning (1987) , for a detailed argument) .
This reasoning behind IRT allows researchers to assess test items in a more systematic way. For example, Wall, Clapham, and Alderson (1994) εxamined intemal validity and reliability of an institutional placement test that consisted of grammar, writing, reading, and listening tests. All the subtests' reliability estimates were above .75, whereas the concurrent validity obtained from the correlation between subtest scores and students' selfassessments tumed out to be rather low. Another example is Fulcher (1997) measurement models that refer to a single underlying measurement dimension, and (b)
construct models that consist of various skills underlying test performance. The assumption is met when it is possible to sum up scores in different parts of the test in a meaningful way and when the examinees can be measured using the same terms. Bond and Fox (2007) illustrated the notion of unidimensionality with an example.
Length, height, weight, and volume are characteristics of a rectangular solid, but measuring the rectangular as an object and obtaining a meaningful estimation, the focus cannot but be on one characteristic at a time. Unidimensionality is rather an analytic approach to a complex phenomenon by way of measuring one characteristic at a time.
Beyond the ability that is measured, it is entirely possible that other factors (e.g., native
language and cultural background, world knowledge, nonlinguistic strategies, anxieη， etc) intervene in testing procedures, but if the factor that is intended to measure influences test takers' performance, the assumption ofunidimensionality can be at least partially explained.
Researchers (e.g., Brown & Hudson, 2002; Inn-Chull Choi & Bachman, 1992; McNamara, 1991) take different approaches to investigating dimensionality of a test.
Factor analysis (and other variants of canonical correlations) is generally credited as a hands-on tool for checking how many dimensions a test measures. If one factor appears to be more dominant than the others, the test complies with the assumption of unidimensionality.
Although Rasch has been employed for over two decades in language testing, the unique diagnostic potential afforded by Rasch at the individual item level has not been given its proper due (Clark, 2007) . Exploiting the properties of Rasch does not simply mean using a Rasch approach to analyzing test results. Rasch renders the requirements of measurements in testable form from a practical perspective. When it holds, Rasch certifies the measurement. If it does not hold, the misfit between the model and the actuality of the data calls for an investigation.
In view of Rasch, it is not the model that should be questio 111. METHOD
. Purpose
As aforementioned, this study applies Rasch to the analysis of an English placement test in an EFL context both at the whole test and individual item levels. The Rasch-based statistical results and graphic figures are presented and discussed in some detail in tenns of overall model fit and distribution estimates. The second p없 of discussion brings up individual items that were identified as misfits and suggests a few modifications to such ltems.
Participants
The test under analysis was administered nationwide in March, 2008. Since tests of the kind had never been conducted for the past ten years, it caused social concem for a period of time. The purpose of the test was to categorize students and schools by several levels and use the information for differential government support and teacher assigrIIDent in the future. The test results were obtained from 297 (1 81 male, 116 female) first-year students in a (nonspecific) middle school.
IV. RESULTS AND DISCUSSION

Person-Item Reliability and Separation
Every statistical analysis has its p따tic비 ar underlying assumptions to be fulfilled in order for the resu1ts to make meaningful interpretations. It is thus important, albeit often overlooked, to ascertain that data meet the requirements for the analytic procedure in use. Rasch works on the assumption that the test is not speeded. Incorrect responses indicate lack of ability rather than lack oftime. For the test at issue, students were given 45 minutes to complete 25 multiple-choice questions that uniformly had one correct answer out offive choices. Under normal conditions, each item would not take more than one minute. There was no single blank response on the test out of a total of 7425 responses (297 students x 25 items), which confinns that the test was not speeded. Reliability is ca\culated as a proportion of true variance to total variance in the test scores. The resu1ting reliability estimate is an index of how consistent the scores from the test were. In Rasch analysis, reliability is assessed with respect to items as well as persons. The following table shows summary statistics on person measures. The person reliability is analogous to Cronbach's alpha in classical theory. As seen in Table 1 , it showed a fair degree of reliability (.73) given the relatively sma!! number of items on the test. This index indicates the replicability of person ordering we could expect if this sample of persons were given another para!!el set of items measuring the same construct. In addition to reliability, a measure ofperson separation is also provided. The higher the separation value, the easier it becomes to distinguish between persons. It is an estimate of as it were, how reliably one can differεntiate persons on the measured variable. The estimate is based on the same concept as Cronbach's alpha. That is, it is the fraction of observed response variance that is reproducible by the model (in the above table, Separation (1.66) = Adjusted Standard Oeviation (1.74) / Rasch Measured Standard Error (1.05)). The separation measure can be used to calcu!ate STRATA, which indicates the number of distinct ability levels separated by three errors of measurement (Shumacker, 2004 ). The forrnula is STRATA = (4G p + 1 )/3 in which G p is person separation index. This results in a value of 2.55, suggesting that two and a half statistically distinct groups can be identified in the data. It is likely that the separation value wi ll Ïncrease if the number of items increases and gives more information about each test taker's ability. Provided the forrnula above, a sepa띠tion value of G p =2.0 or greater will be needed to identifY at least three STRATA. Applying the Spearman-Brown prophecy formula for separation (Linacre, 2000) ,4 a test length of approximately 35 similar items would have resulted in separation > Another important assumption is that the residuals of each item estimate show a normal distribution, independently of (i.e., non-covariate with) other items. This assumption is fundamental to any analysis using maximum likelihood estimation, and it is the reason that probabilistic models like Rasch require quite a big sample size, which ought not to be overlooked by multiple facets analyses (in principle, one more facet requires that amount of additional data). The separation and reliability values indicate that the diffic비 ty order of items on the test is consistent and reproducible with another sample of examinees. Winsteps also provides an estimate of item separation. One-parameter Rasch assumes a unifonn item discrimination value 1.00 for a ll items . The separation value was 4.22 with reliability .95. 꺼lis suggests that the items can be grouped into four levels of difficulty. Meanwhile, outfit is based on the sum of squared residuals for every item per each person, and the sum is divided by the number of items, hence mean squares. It is m ore sensitive to responses to items with a difficulty far from the person, and vice versa. For example, outfit reports overfit for imputed responses and underfit for lucky guesses or careless mistakes. On the other hand, infit uses a weighted scale. Squared residual for each item is weighted by its variance and then summed. Oividing that total by the sum of the variances leaves the differential effects ofthe weightings (Bond & Fox, 2007) . In general, infit and outfit mean square (MNSQ) values greater than 1.3 and the standardized fit statistics (ZSTD) values greater than +2.0 or less than -2.0 are considered misfitting. These items have less compatibility with the model than expected. 1 retum to fit statistics on each item shortly. 
The ability estimates of the 297 measured students are shown on the !eft side and the item difficulty locations are shown on the right. Both increase as moving towards the top.
It turned out that the m에 ority of ability estimates fall above the range of the test items Overall, the ability distribution is higher than the di예culty distribution. The person abi lity mean is above +2 logit. This implies that the items were veη easy for most students.
About three fourths of students lie above the ability estimates that the items can measure.
Consider Figure 2 . 
The difficulty metric is shown horizontally along the X-axis. Items are listed along the right side with the most difficult at the top. The line of colons indicates the point along the scale at which the probability of success on the given item is 50%. As discussed earlier, the fimdamenta1 assumption underiying Rasch is the unidimensionality of item difficulty and person ability. It is therefore in due course to verifY that the resulting model meets the condition. There is no single, uncontroversial test for unidimensionality.
In Winsteps, variance components analysis of residuals is provided as a measuring tool for the dimensionality of data. It investigates whether the measured dimension accounts for more variance than any other potential dimensions which in principle must not be significant. If two or more substantial dimensions are found, the results should be taken to be multidimensional and reportεd as such. The fo llowing scree plot visualizes measured variance in comparison with nonmeasured potential contrasts. More than 60% of total variance is explained under the assumption of unidimensionality, whereas the contributions of the other contrasts are marginal. The percentage of variance explained by the model is far greater than any of the contrasts. This fact confirrns that the variance of the data fits the model. The other contrasts are of a limited size and are not a serious threat to unidimensionality. 
FIGURE3 Variance Components Scree Plot
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Item Fit Statistics
Fit statistics are to find out items that are misfitting to the expected model, thereby check to see if their deviation is 1앙양 enou맹 to degrade the function of the measures.
Misfit may indicate that the item is poorly constructed or that it is measuring something different. Infit refers to a pattem of responses near a person's ability estimate. It gives relatively more weight to the performance that people who are c10ser to the item difficulty estimate put in. This does not mean that weighting itself is heavier when person and item values are c1oser. In contrast, weight becomes bigger when a person-item difference is bigger so that the model predicts more accurately when the person ability value is -1 and the item difficulη value is 5 than when the former is -1 and the latter is 1. The statistical procedures use fractions of distance (variance), and thus, in analysis, the closer the values between person and item, the more sensitive weighting is. On the other hand, outfit is influenced by unexpected responses that are outside the estimated confidential interval. It is for this reason that infit values should be paid more attention than outfit values. Underfit (i.e., a lack of fit) refers to erratic items that are not predictable by reference to the model. It is detected when the fit statistics are too high to meet the model's cutoffs.
Overfit (i.e., overly fit) reflects items that are short of meeting the model' s expectations because oftoo small a variation. lt indicates smaller standard errors and inf1ated reliability.
Overfitting items are considered to be either redundant or dependent on other items around them, and are candidates for elimination or revision (McNamara, 1996) .
To put it simply, overfit occurs when an item gives little information about person ability.
For example, if all or none of students succeeded, the item would not be much useful.
Underfit is the case when students' responses to the item cannot be accounted for by the model. For example, if a highly able student fails while a less able student succeed s at an item, the model has little to inform about the item. Recall that Rasch assumes one single continuum of item di 에 culty and person abi lity.
For every student, an item is either more difficult or easier than another, unless equal.
However, this is not always the case in reality. An item, say, a knowledge that an able student does not know may be known to a less able student. This does not entai l that the item is bad. It just misfits to the unit때 model, suggesting that the knowledge in question is not ofthe sort that lies on the same scale ofknowledge measured by other items. In fact, knowledge on a clear implicational scale will best fit Rasch, and one's knowledge of nonnative language often eludes being implicational. The point is, whether fit or misfit,
Rasch provides information about the item that cannot be obtained otherwise.
In Winsteps, two values are used for assessing model fit -mean squares (MNSQ) and its standardized value (ZSTD). Conventionally, MNSQ values between .7 and 1.3 are considered productive for measurement (e.g., Bond & Fox, 2007) . Some ofinfit and outfit values deviate from the expected range. However, their effects on the general usefulness of the test seem to be nonsignificant. Insofar as ZSTD is concemed, items exceeding the absolute value 1 2. 이 are considered to be misfitting. Point-measure correlation is the correlation between success on an item and the Rasch estimate. A low coefficient indicates that success on the item is only weakly correlated with an increasing ability estimate.
v. DISCUSSION OF MISFITTING ITEMS
According to Table 4 , six items tumed out to be misfitting in terrns of both criteria. While Items 25, 6, 12, 18 are underfitting, 16 and 9 are overfitting to the contr없y. What fo llows is a brief discussion about these six items.
ltem 25, which is paradigmatic of grammar-translation, was not only the most difficult but also the most deviant item on the test. On the face of it, it tests students' knowledge about English word order or a formu laic construction "It is time ... ". It is crucial that the knowledge is supposed to be acquired implicitly with listening and speaking practice not by explicit instructions about grammar. It is unlikely, or otherwise would be inconsistent with the current paradigm of English teaching, that the test developer intended to test 7 th grade students' grammatical knowledge such as expletive it, fo-infinitive, parts of speech, etc. The problem is not the presence or importance ofthe targeted knowledge, but the way of testing it, which compels students to decompose the knowledge and notice the decomposability by a direct comparison with its Korean translation .
Furthermore, the way of decomposition is arbitrary for a testing purpose and even misleading. It is not c\ear why it s was contracted, therefore compromised phonoorthographical knowledge. Insofar as morphosyntax is concemed, it s has no better grounds for being phrased than fo go or 10 go back. The grammatical category of a word is its use, not its lexicographic forrn . The Korean prompt takes for granted and contributes to the conception that L2 expressions are leamed via L 1 translation and thus L 1 activates L2 encoding. (2) to (3) back (4) time (5) home
Item 6 was one of the most unpredicted by the model. It showed the biggest difference between observed and expected counts, which implies that students who were expected to succeed actually did not. Similarly, Item 12 generated a large gap between actual and expected responses.
Students were asked to fmd an expression appropriate for the given situation. The results indicate that a number of students did not know the meaning of " So long!" which is rarely used in comparison with more common expressions such as " Bye!", " Good Bye!", "T따∞ C없e! "， " See you!'', etc. 1f the target construct were students' ability to use language for a certain p따pose rather than their awareness of a specific expression, a more frequent expression should have replaced it. Although it is necessary to examine students' response pattems before making any reasoned inference, it seems plausible that students might have chosen one among the four wrong choices even if they knew when to use them, yet were not sure of the function of " So long!". 1f L2 translations were a medium of learning, they might bring about false generalizations too.
1tem 12: Choose an appropriate expression for the blank. standardized infit and outfit values are 2.8 and 1.8, respectively. This indicates that the misfit occurs among students in a similar range of ability, not due to erratic outliers. In other words, students who were expected to answer the question correct1y did not react consistent1y, and the degree of expectancy was heightened by a considerable number of correct answers from students who were estimated to be less able. One reason is attributable to the limitations of the test forrnat that cannot measure this type of question in a desired way. It is likely that some students took advantage of the apparent hint in the list of choices that is irrelevant to the tested construct. That is, students' test strategies, irrespective ofthe target knowledge, in f1uence the chance oftheir being correct on the item.
Item 18: Choose the correct pair ofnames for (A) and (8).
( 1 On the other hand, Items 16 and 9 tumed out to be overfitting to the expected model. This is the opposite case in that observed correct responses are by some reason considerably more than expected counts, or variation across students is too small to provide useful information about students' ability Item 16 examines students' vocabulary knowledge in discrete form. The fit statistics in Table 4 show that a considerable number of students who were not expected to solve this question found the correct answer in practice. To rephrase, the item difficulty was estimated higher than its actual value by some potentially able students' wrong responses to a non-chance degree, resulting in a high infix estimate (ZSTD=-3.3). It can be further conjectured that such inconsistency was due, at least to some extent, to not in the instruction which is notorious for causing mistakes from young learners.
Another source ofthe overfit is imputed to its correlation with other items on the test. As seen in the above, Item 16 stacks with Items 3 and 8 at the same difficulty level. Rasch, and almost all parametric statistical procedures alike, assumes the independence of each observation wherein the mean and variance of a set of observations can be licensed as a representative center and distributional property ofthe set. 
If observations in the set systematically covariate with each other, the mean and variance may poorly represent the sample, leading to misinterpretations and flawed inferences about the population.
Item 9 was the easiest item on the test. 272 out of total 297 students answered this question correctly.
Item 9: What is he doing?
"
(1) He is swimming.
(2) He is watching TV.
(3) He is making a card.
(4) He is reading a book.
(5) He is playing basketball.
There is no significant difference between obseπed and expected counts (9 1.5% vs.
90.3%). Therefore, the overfit ofthe item appears largely due to its lack of 미nctionality: it failed to induce enough variation 잔om students' responses. Apaπ from this, two factors playa part in its overfit status. First, the high outfit value (ZSTD=-2.0) suggests that there exist some outliers who made a careless mistake or solved it with little knowledge pertaining to what is being tested by other items. In connection with this, it is notable that there exists a substantial gap between this item and the other items. lts logit scale was -1.66, the only item lower than -1.0. The next lowest was -.93. ln other words, ltem 9 is quite distinct from the rest of items, departing far from the continuum of difficulty. Since the whole model is calibrated in consideration of one's relation to the others, the item ended up with a higher estimate than it actually was.
VI. CONCLUSION
A comprehensive study of language testing takes steps of diagnosis, revision, and revalidation. This study, which is short of the latter two, exemplified an immediate use of Rasch for analysis of a normal English test in school. Through a Rasch analysis, it was possible to draw a more concrete picture of how the difficulty of each test item matched students' latent abilities. This merit wil\ aid teachers to judge how a test can be better reformed on theoretical 뻐 d empirical grounds. Moreover, its separation index helps identifY the number of distinct ability and difficulty levels that can be measured by means ofthe test.
Rasch also provided a wealth of information on the functioning of individual items.
When misfitting items were detected, it was poss ible to pinpoint where in the data they came from, even isolating responses that had not been expected. Variance components analysis ofresiduals made it possible to assess the degree to which the test results deviated from unidimensionality.
Rasch makes a probabilistic rather than deterministic interpretation of students' abi lities.
Since Rasch is based on a binary measure (i.e., either right or wrong), it disregards the effects of choices on students' responses to multiple-choice items. It does not tell us in what pattems students respond to incorrect choices that may vary by their degree of attractiveness. The choices themselves may contain additional infonnation about the students' abilities. If an item is designed for such use, classical analysis will follow for a c\ose investigation into students' responses to each choice. As seen in the foregoing discussion, insofar as individual choice is concemed, Rasch only draws rough and firstorder inferences
