with two exceptions can be determined using this method. The number of cyclic codes of length 63 is exceedingly large, and it is still not clear how many of them can be handled by this method.
For the codes of length 65, it was shown by M. H. M. Smid [7] that again all but two of these codes can be handled by the product method. The first purpose of this correspondence is to determine the minimum distance of these two exceptional codes (for which presently only computer searches have established the minimum distance). In 1985 J. M. Jensen [3] developed another method for calculating the minimum distance of cyclic codes based on the idea of Berlekamp and Justesen of representing these codes as two-dimensional cyclic codes. Jensen's method was recently analyzed by the first author in his master's thesis [6] with the rather disappointing result that the method is usually weaker than shifting. (However, the amount of computation required for shifting is often quite large.) The second purpose of this correspondence is to show that, with some extra tricks, Jensen's method is strong enough to handle the two cyclic codes of length 65 that could not be done by the product method. Clearly, it is not of great importance to consider two isolated examples of length 65, but the method of this correspondence can be used in many other situations e.g., for Blokh-Zyablov codes [2] . Hence, explaining the methods that we use in our examples in Section I11 is our main goal.
In the following, we shall use terminology, notation, and results from the paper by Jensen on the structure of cyclic codes. We assume that the reader is familiar with that paper and also with the product method. In Section I1 we only briefly review what we shall need in the sequel.
DEFINITIONS
Let G be an Abelian group of order nN that is the direct product of two cyclic subgroups G., and G,. of order n resp. N, We shall not distinguish between these notations.
If gcd(n, N ) = 1, then the Chinese remainder theorem shows that every element x'y' is a power of Z = x y ; so, Z is a generator of G. Thus G is cyclic. Using this, the following can be derived (cf. [l] ).
Theorem 2.3:
If gcd(n, N ) = 1 and G and q are as above,
The converse is true as well.
Theorem 2.4:
A cyclic code of length n N , with gcd(n, N ) = 1 is 2-D cyclic.
In (1) Thc nonzeros of a 2-D cyclic code can bc found by taking the union of the nonzeros of its components.
APPLICA-IION OF T I I L J m s m BOUND
The Jenscn bound is based on thc fact that any nonzero column in a matrix, representing a codeword of a 2-D cyclic code, has weight at least equal to the minimum distance of the inner code. Let us call such a column with minimal positive weight a "light" column and a column with larger weight "hear y." Clearly, a stronger assertion than Theorem 2.7 can be made if one can show that in the representation of codewords of minimal weight, heavy columns must occur. As an introduction to our method we give the following example. We now treat cyclic codes of length 65. In the notation of Section 11, we take n = 5, N = 13. The two minimal cyclic codes of length 5 are the repetition code ( O , , ) , isomorphic to F,, and the even weight code (e,), isomorphic to F , , . Let y be a primitive 13th root of unity in an extension field of F16. The minimal cyclic codes of length 13 over F , , are the codes M,-, with y' as a nonzero (i = 0,1,2,4,7; the only binary cyclic codes of length 13 are the repetition code and the even weight code.
We denote a primitive element of F , , by 5 and we define the trace function tr: F , , -F4 by t r ( v ) := v + vJ, (v E F l h ) . c = ( c , , ; . .,cIZ), then we shall write tr(c) for the word with coordinates tr(c,).
Furthermore, if
Let cy be a primitive 65th root of unity (in By computer search the minimum distances of these codes were found to be 16, respectively 10. We shall now prove, using Jensen's method, that the minimum distances are at least this large (equality is easily established since in the proofs we find codewords of the specified weights). So all seven nonzero symbols of b must be in S . Since the sum of these seven symbols is 0, all three elements of S must occur.
From this we see that any word of weight 7 has as its nonzero symbols all three elements of one of the sets (IS, and exactly one of these elements is heavy. 
Since these powers must add up to 0, each exponent must occur an even number of times. It is a simple cxercisc to show that this is impossiblc (without loss of generality one can assume that i = I ; the second occurrence of 0 forces N = -1; since 2i = 2, we may assume h = 2, etc.). So again we have an impossibility. We saw in Example 3.2 that the matrices of ( 0 , ) 0 a, have I ) six columns, exactly two of which are heavy; 2) seven columns, at least two of which are light; 3) or at least eight nonzero columns.
In Case 1) adding a matrix of (0,)) M can change a heavy column into one of weight I, whereas a light column can keep weight 2 or get weight 3. So we obtain a word with weight at least 2 . 1 + 4 . 2 = 10.
In Case 2) we find a matrix of weight at least 5.1 + 3 + 2 = 10, since not all seven columns can be altered.
The only way to find a matrix of weight < 10 in case (3) is from a word b in 6, with eight heavy columns. If this were possible, then without loss of generality two of these heavy columns would correspond to the symbol 1, the only heavy symbol with trace 0. As before, tr(b)=O is impossible and therefore tr(b) is a word of weight 6 in the code @, with all its nonzero elements equal to o or w 2 . We saw in Example 3.2 that such words do not exist.
IV. CONCLUSION
Our methods show that the Jensen bound can be a powerful tool for the analysis of cyclic codes if it is possible to obtain information on the distribution of symbols in low-weight codewords of codes over extensions of F,. In his paper Jensen gives several examples of codes that are better than BCH codes. For all of them, the bound as given in Definition 2.8 is used for the analysis. So, it is possible that an extension of his ideas by the methods of Example 3.2 could yield even better codes.
The first author has applied the ideas of this correspondence to several other binary cyclic codes. For those codes, shifting also yields the minimum distance but it was often much easier to use the concatenated structure.
