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The main objective of the present thesis is to study the energy transfer by means
of radiation. Therefore, the basic phenomenology of radiative heat transfer has been
studied. However, considering the nature of the equation that describes such energy
transfer, this work is focussed on the numerical methods which will allow us to take
radiation into account, for both transparent and participating media. Being this the
first effort within the CTTC (“Centre Tecnolo`gic de Transfere`ncia de Calor”) research
group on this subject, it is limited to simple cartesian and cylindrical geometries.
For this purpose, chapter 1 contains an introduction to radiative energy transfer,
and the basic equations that govern radiative transfer are discussed. These are the
radiative transfer equation, formulated in terms of the absorption and scattering co-
efficients, and the energy equation. It is also given a discussion on when this mode
of energy transfer should be considered. In this chapter are also defined all of the
magnitudes and concepts used throughout this work. It ends with a brief description
of some approximate methods to take radiation into account.
The Radiosity Irradiosity Method, RIM, which is suitable only for transparent
media, is introduced in chapter 2. In this chapter it is also described a numerical
method to calculate the view factors for axial symmetric geometries. The main re-
sults obtained in such geometries are also presented. Although a little disconnected
from the rest of the present thesis, the algorithm used to handle “de facto” three
dimensional geometries with computation time just a little longer than two dimen-
sional cases, with no additional memory consumption, is considered worthy enough
to be included in this work.
In chapter 3, it is detailed one of the most widely used numerical methods to
effectively compute radiation energy transfer within either transparent or partici-
pating media. This method is called the Discrete Ordinates Method (DOM). The
fundamental aspect of this method is the choice of an ordinate set to integrate the
radiative transfer equation. The characterization of such valuable ordinate sets is
laid out properly. The discretization of the radiative transfer equation, presented in
chapter 1, is explained in detail, for both cartesian and cylindrical geometries. The
direct solution procedure is also outlined. Finally, illustrative results obtained with
the DOM under several conditions are presented.
In the moment we wish to solve real problems, we face the fact that the prop-
erties on which the radiative transfer equation is based, i. e., the absorption and
scattering coefficients, depend strongly on radiation wavelength. Therefore, there
are situations where the usually assumed gray behavior of the media involved is far
from being true. In the present thesis, special emphasis has been placed on study-
ing the radiative properties of real gases in chapter 4. This interest resulted on a
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bibliographical research on how the wavenumber dependence of the absorption co-
efficient, a fundamental issue regarding radiation heat transfer, is modeled and es-
timated. Furthermore, this bibliographical research was focussed also on numerical
models capable of handle such wavenumber dependence. Remarks about the differ-
ent methods considered can be found in section 4.3. Several methods are discussed,
and two of them, namely the Weighted Sum of Gray Gases (WSGG) and the Spec-
tral Line Weighted sum of gray gases (SLW), have been implemented to perform non
gray calculations. Some significant results are shown.
Plenty of tests have been performed to the numerical code that resulted from
the elaboration of this thesis. Its results have been compared to other numerical
methods, published in several specialized journals, or directly to available analytical
solutions. Cartesian and cylindrical geometries are the only ones taken into account.
According to the results obtained, the objectives proposed in this thesis have been
satisfied. As a demonstration of the usefulness of the implemented code, it has been
succesfully integrated to a wider, general purpose, computational fluid dynamics
code (DPC), fruit of the effort of many researchers during many years.
Results of the above integration lead to the resolution of combined heat transfer
problems, that are analyzed in chapters 5 and 6, where radiative heat transfer is
coupled to convection heat transfer. The effect of radiation on the total heat transfer
is studied in chapter 5, which has been published as International Journal of Heat
and Mass Transfer, volume 47 (issue 2), pages 257–269, year 2004. In chapter 6,
the influence of some parameters of the SLW model on a combined heat transfer
problem is analyzed. This chapter has been submitted for publication at the Journal
of Quantitative Spectroscopy and Radiative Transfer.
Chapter 7 contains some final general remarks aswell as ideas on how the present
work could be continued.
Finally the appendices include some material which would disturb the normal
reading flow of the thesis, such as appendices A and B, and also material that does
not fit too well within the title of the thesis in appendix C. All this material follows
from the six-year period on which this thesis has been developed.
1Radiative heat transfer
1.1 State of the art
Radiation heat transfer has been, probably, the last mode of energy transfer to be
widely taken into account by the community of numerical scientists. The reason is
mainly the nature of the radiative transfer equation, which will be discussed later.
This equation determines the intensity radiation field, a magnitude used to perform
radiative energy balances over volumes and surfaces. In its general form, the radia-
tive transfer equation involves both differentiation and integration, and therefore a
complete solution is available only for a few limited situations.
The natural approach to account for radiation is, therefore, to simplify the radia-
tive transfer equation. The most dramatic simplification is to consider transparent
media, meaning that radiative exchange takes place only between surfaces. In these
cases, the radiative transfer equation needs not to be solved and alternative tech-
niques exist. This is the simplest way to take radiation into account, and it comes,
in general, at a low computational cost. The most popular of such methods is the
Radiosity-Irradiosity Method (RIM), which is detailed in chapter 2.
The years passed, and the computers got faster and better. Different numerical
methods to solve the radiative transfer equation were formulated. These include the
Discrete Transfer Method [1], the Discrete Ordinates Method [2] (DOM), described
in chapter 3, and some of its variants [3, 4, 5], Finite Volume Methods [6], the REM2
method [7]. . . These methods are all capable of handle radiation in transparent and
participating, gray media. Other methods are also discussed in section 1.6. Further
improvements on radiation modelling include the development of non gray meth-
ods, as a set of models which, accordingly, are independent of the radiative transfer
equation solver. Different levels of accuracy can be achieved by such non gray mod-
els, whose discussion is left to chapter 4.
With respect to numerical techniques to integrate differential equations, the con-
ventional radiative transfer equation solvers use the same solutions applied in com-
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putational fluid dynamics to improve its performance. Several works on paralleliza-
tion exists [8], with the additional decision on whether it is better to parallelize the
spatial or the angular domain. Good performances are obtained for spatial decom-
position [9]. Monte Carlo radiation solvers do not face such decision, since they are
very well suited to be parallelized [10]. Interpolation schemes are also considered,
beyond the typical high-order schemes employed in the convection-diffusion equa-
tion. Given the directional nature of radiation, the intensity is not interpolated from
neighboring nodes but from its projection along the propagation direction [11].
The situations where radiative heat transfer plays a fundamental role are those
where high temperatures are achieved. Notably, when simulating combustion cham-
bers, radiation should be taken into account, with a complete solution of the ra-
diative transfer equation, as in [12]. However, a survey on combustion oriented
literature reveals that this is not exactly the case, since few works on this subject
consider radiative heat transfer. And if they do, usually over-simplified models are
assumed, models that even do not require the full solution of the radiative transfer
equation [13].
Radiative transfer is considered also in turbulent flows. Due to the additional
overhead that turbulence implies, earlier works [14] simply inserted a source term
due to radiation in the Favre averaged Navier-Stokes equations, and no average was
performed at all when solving the radiative transfer equation. Latter works do take
into account the interaction between turbulence and radiation, by solving a time
averaged radiative transfer equation and modeling the correlated quantities [15,16].
A detailed review on these correlations can be found in [17].
In fire safety science, where an estimate of the energy output of a fire is desired,
radiation transfer is a key aspect to be taken into account [18, 19]. Radiation is also
the dominant mode of energy transfer in rocket plumes. These are analyzed in order
to improve combustion efficiency and the base protection from radiation heating.
The presence of scattering particles in a plume is considered in [20]. Furthermore,
the study of industrial furnaces also requires the solution of the radiative transfer
equation [21], not to mention any application which involves the use of solar energy.
1.2 Mathematical description of radiation
We refer as radiative energy transfer to the variation of the energy of any system
due to absorption or emission of electromagnetic waves. From a physical point of
view, such electromagnetic waves can be understood as a group of massless particles
that propagate at the speed of light c. Each of these particles carries an ammount
of energy, inversely proportional to the wavelength of its associated wave. Such
particles are dubbed photons. A single photon represents a plane wave, therefore
we are forced to assume that it propagates along a straight path. Because of this, we
§1.2. Mathematical description of radiation 17
can think of a system loosing energy by emitting a number of photons, or gaining
energy by absorbing them.
Each photon has a well defined polarization state, an internal degree of freedom,
which is important in calculating properties such as the fraction of incident energy
that is reflected by a medium. However, thermal radiation is not polarized on aver-
age, and therefore the polarization of the photons is ignored hereinafter.
Radiation heat transfer presents a number of unique characteristics. First of all,
the amount of radiative heat transfer does not depend on linear differences of tem-
perature, but on the difference of the fourth power of the temperature. This fact
implies that, at high temperatures, radiative energy transfer should be taken into
account, particularly if large differences in temperature exist. Furthermore, it is the
only one form of energy transfer in vacuum. Therefore, in vacuum applications, ra-
diation should be taken into account, even an low temperatures. And, of course, it
should be taken into account for study of devices which use solar energy.
On the other hand, radiation can be neglected if there are no significant temper-
ature differences in a given system, and also if highly reflective walls are present.
Furthermore, this kind of walls can prevent bodies to radiate energy away, as well
as to shield sensible components from damaging radiation. Such shields can be seen
in any spacecraft, for instance.
In order to fully account for radiation transfer, we are obliged to solve Maxwell
equations for the electromagnetic field. Since these equations are linear, any solution
can be represented as a superposition of planewaves, i. e., by a certain set of photons.
It turns out that, by treating radiative transfer in this way, it won’t be necessary to
solve the Maxwell equations. Therefore, all we need is to concentrate on the number
of photons present at a single point, and its energy distribution. As the photons
propagate along straight paths, we also need to know, at every spatial location, the
number of photons propagating in a given solid angle. Under the assumption of
straight propagation, we are neglecting the wave properties of radiation. However,
these are only relevant for cavities whose size is of the order of magnitude of the
radiation wavelength. This is not the case for most of the practical problems, since
we can estimate the the longest significant wavelength at room temperature to be
less than 20 microns. For high temperature applications, such wavelength is reduced
further. Only for cavities of these dimensions wave properties of radiation become
relevant.
The photon density is defined as the number of photons, with wavelength be-
tween λ and λ + dλ, crossing an area dA perpendicular to the photon direction sˆ,
within a solid angle dΩ, per unit time dt and per unit wavelength dλ. It is more use-
ful to consider the energy density I instead of the photon density. The energy density
is simply the number of photons multiplied by the energy of each photon. The en-
ergy density is usually named intensity radiation field, and its physical meaning is
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therefore
I(r, sˆ, λ) =
energy of wavelength λ through an area normal to sˆ
dA dΩ dλ dt
. (1.1)
From this definition is clear that, for a fixed point and wavelength, the intensity
radiation field is a function defined over the unit sphere, and therefore is not a con-
ventional scalar field, such as the temperature. With the definition of the intensity
radiation field on mind, the total energy that crosses a surface perpendicular to a







dΩ (nˆ · sˆ)I(r, sˆ, λ), (1.2)
where the (nˆ · sˆ) factor appears since I is defined as energy through the propagation
direction sˆ.
1.3 Radiative properties of materials
1.3.1 Black body radiation
Once the mathematical tools for the description of radiation energy are settled, it
would be interesting to know howmuch energy emits a body under different physi-
cal conditions. This one turns out to be a complicated problem, so some simplifying
hypothesis are required. The simplest possible case is that of the black body. Histori-
cally, the problem that posed the black body to late 19th century scientists lead to the
formulation of the first quantum hypothesis, which finally resulted in a revolution
in physics and, consequently, on the other sciences.
The black body plays the same role as the ideal gas, in the sense that its behavior
is the same no matter of what is made. It also serves as a basis for more complicated
bodies. By definition, any body which absorbs the totality of photons that incide on
it, is called a black body. For such a body in thermal equilibrium with its surround-
ings, it has to emit as much radiation energy as it absorbs, otherwise it will heat up
or cool down. This fact is called the Kirchhoff law. The energy emitted by a black





exp(hc/λkT)− 1 , (1.3)
where h is the Planck’s constant, k is the Boltzmann constant, and c is the speed of
light. The photon emission by a black body is isotropical, that is, it does not depend
on any particular direction sˆ. Therefore, by using equation 1.2, carrying out the
angular integration over an hemisphere, we find that the energy emitted by a black
body per unit area, time and wavelength is simply Eb(T, λ) = pi Ib(T, λ).
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An important feature of a black body is the emissive power per unit area, which is
readily found by integrating equation 1.3 over all wavelengths. The result is the well
known Stefan-Boltzmann law, which relates the emissive power to the temperature








Using equation 1.3, it is possible to show that thewavelength at which the black body
emission intensity is maximum times the temperature is constant. This is known as
Wien law. After some calculation, we find that λmaxT = 2897.82µmK.
1.3.2 Surface properties
Each surface will radiate a certain ammount of energy due to its temperature.
Such emitted energy, which will depend on the properties of the surface, its temper-
ature, the radiation wavelength, the direction of emission. . . leads to the definition
of the emissivity of a surface. As stated before, we can use the black body as a ref-
erence to define the surface properties of real bodies. Therefore, if the surface is at





where the temperature, wavelength, and incident direction dependence, have been
dropped for the sake of clarity. As the black body is defined as the perfect radiation
absorber, by the Kirchhoff law, there is no body capable of emitting more radiation
energy than a black body for any given temperature. Therefore, the emissivity ε will
be between zero and one.
On the other hand, when an electromagnetic wave incides on a surface, the in-
teraction between this incident wave and the elements of the surface result on a
fraction of the energy of the wave being reflected, while the remaining fraction will
be absorbed (or transmitted) within the material. These fractions may very well de-












again, the temperature, wavelength, and incident direction dependence, have been
dropped. The coefficients ρ, α, and τ , are the reflectivity, absorptivity, and trans-
missivity of the surface respectively. As the wave is either reflected, or absorbed,
or transmitted, it is clear that we must have ρ +α + τ = 1 if the energy is to be
conserved.
An important feature of reflection should be pointed out: while the reflected
wave has the same angle (with respect to the normal of the surface) of the incident
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wave for perfectly smoot surfaces, if the surface is not polished, the angle of the re-
flected wave could have any value, due to multiple reflections. There is a fraction
of the incoming intensity that is equally distributed for all possible outgoing direc-
tions. Due to this, the reflectivity ρ is usually divided in a diffuse component ρd,
and a specular component ρs. Therefore, a fraction ρd of the incoming energy will
be reflected equally over all the angles, and a fraction ρs will be reflected in a angle
equal to that of the incident wave. We have of course ρ = ρd + ρs.
Moreover, a surface that absorbs a fraction α of the incident energy will emit
the same amount of energy if it is at thermal equilibrium (the Kirchhoff law again).
Therefore, we could assume that α(T, λ, sˆ) = ε(T, λ, sˆ). A good approximation is to
assume also that the corresponding integrated, wavelength and direction indepen-
dent, absorptivity and emissivity are equal. Hence, three parameters, namely ρd, ρs,
and ε, will suffice to describe the radiative properties for any surface.
1.4 Radiative transfer equation
We are assuming that photons propagate along straight lines, hence the most
natural way to examine the effect exerted by the medium on the number of photons
(or equivalently on the intensity radiation field) is to analyze the intensity radiation
field precisely along a straight line. In the most general case, the intensity along
the direction defined by the unit vector sˆ will depend both on the distance ` in this
direction, and on time t. Therefore we could write the variation of intensity with
respect to ` and t as
dI = I(`+ d`, t+ dt)− I(`, t) = ∂I∂` d`+
∂I
∂t dt. (1.7)
Recalling that photons travel at the speed of light c, we have d` = c dt, and the










The speed of light is very high, resulting on the fact that, for practical purposes, we
can think that the intensity radiation field instantly reacts to any changes of the phys-
ical conditions that determine it. Therefore, the partial derivative of I with respect to
time t in equation 1.8, will be ignored hereinafter.
As an electromagnetic wave propagates inside a medium, it looses energy as the
charged particles within de medium accelerate in response to the wave. These parti-
cles, in turn, release part of its energy in form of electromagnetic waves. In the pho-
ton framework, we think of the same process as photons being absorbed and emitted
by the medium. However, if the final state of the interacting particle is the same as
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the initial state, we understand that the corresponding photon is simply redirected
(and therefore has the same energy). We say that such a photon is scattered. It turns
out that scattered photons complicate the formulation of the radiative transfer equa-
tion (RTE), by turning a simple linear differential equation to an integro-differential
one, combining differentiation with respect one set of variables (spatial location) and
integration over another set of variables (solid angle).
The RTE accounts for the variation of the intensity radiation field, readily related
to the number of photons, on a direction given by the unit vector sˆ. Such variation
can be attributed to different phenomena, and is usually divided in three additive
terms. It is written as
dI(sˆ)
d`
= −(κ +σs)I(sˆ) +κ Ib + σs4pi
∫
4pi
φ(sˆ′; sˆ)I(sˆ′) dΩ′, (1.9)
where, for simplicity, the spatial dependence on the path ` of the intensity I, as well
as its wavelength dependence, are not explicitly written. This equation, however,
does not hold if the wave characteristics of radiation are manifest. In the above
equation, which is valid for a single wavelength, one should use equation 1.3 when
calculating the second right hand side term. If the absorption and scattering coeffi-
cientsκ andσs are zero, the RTE is simplified enormously. Under such conditions, we
talk of a transparent medium, and for very small domains, compared to 1/κ or 1/σs,
this approximation is reliable.
The first term, which is negative, accounts for the decrease of the number of pho-
tons on the given direction, either because it is absorbed by the medium (with an
absorption coefficientκ) or because it is scattered onto another direction (with a scat-
tering coefficient σs). The second term has positive sign, therefore implying an in-
crease of the number of photons. This term is due to thermal emission of photons.
It is zero only if the temperature is zero, or the absorption coefficient is zero. Notice
that the proportionality coefficient is the same absorption coefficient appearing in
the first term. This holds under the assumption of local thermodynamic equilibrium
(see, for instance, Modest [22], section 9.2). The third term contributes only if the
medium scatters radiation. We should take into account that any photon, propagat-
ing along a direction given by sˆ′, may be redirected to the analyzed direction sˆ. We
define the function φ(sˆ′; sˆ) to be 4pi times the probability of such redirection occur-
ring. Then we integrate to consider all possible directions sˆ′. The functionφ(sˆ′; sˆ) is
known as the phase function. It has to be normalized, in a way that∫
4pi
φ(sˆ′; sˆ) dΩ = 4pi , (1.10)
where this time the phase function is integrated over the second argument. This
equation merely states that the incoming photon should be scattered into some other
direction.
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However, the interaction between radiation and matter is more complicated than
that, and it is indeed possible for a scattered photon to vary its energy. This can
be taken into account by allowing the phase function to depend on the incoming
and outgoing photon wavelengths. The usual approximation for problems related
to heat transfer is to consider elastic scattering, that is, to take a phase function of the
form used in equation 1.9, thus ignoring the energy change of a scattered photon.
Moreover, it is assumed that the phase function depends only on the relative orien-
tation of the two directions sˆ and sˆ′, that is, of the scalar product sˆ · sˆ′ = cosθ. This






where the Pn are the Legendre polynomials. Most commonly used phase functions
are these with n = 0 (isotropic phase function), which impliesφ(cosθ) = 1 and with
n = 1 (linear anisotropic phase function), which results inφ(cosθ) = 1+ A1 cosθ.
The radiative transfer equation is sometimes written by changing the geometrical
length variable ` by the optical depth (or thickness) τ , defined by dτ = β d` where
β = κ +σs is the extinction coefficient. The optical thickness is defined in a differen-
tial fashion, since the extinction coefficient may depend on `, for instance for a non
isothermal medium. The use of the non dimensional optical depth is useful, since
approximations to the RTE exists for the limits of large or small optical thickness.
On the other hand, a large absorption coefficient is meaningless until the size of the
domain under consideration is given. In this variable, then, the RTE becomes
dI(sˆ)
dτ
= −I(sˆ) + (1−ω)Ib(τ) + ω4pi
∫
4pi
φ(sˆ′; sˆ)I(sˆ′) dΩ′, (1.12)
where ω = σs/β is known as the albedo, a measure of the relative significance of
absorption and scattering. Notice that the optical thickness is dimensionless, and
therefore the above equation can be thought as being non-dimensional.
The radiative transfer is subject to a variety of boundary conditions. The most
widely used is that of a opaque surface, described by its reflectivity ρd, ρs, and emis-
sivity ε. If the unit vector nˆ denote the normal to the surface, the monochromatic
wall boundary condition verified by the intensity is





ρd(sˆ)|nˆ · sˆ|I0(sˆ) dΩ, (1.13)
where sˆ∗ is the reflected outgoing direction sˆ through the plane defined by the bound-
ary. Here we have labeled with a subindex 0 the values at the boundary. The first
term represents the thermal contribution of the surface. This term may depend on
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the outgoing direction through the emissivity coefficient, and is directly taken from
equation 1.5. The second term is simply the specular contribution to the direction
sˆ given by the specular reflectivity. The third term takes into account the diffuse
contribution of the reflected intensity, and hence all incoming directions should be
considered. This is why the integral is carried out over the incoming directions to
the surface. This boundary equation works only for directions such that nˆ · sˆ > 0.
Of course, the above boundary condition is not the only suitable for radiation
heat transfer. For instance, for solar colector applications, more information should
be provided, such as the amount of direct intensity, incidence angle, and so on. These
boundary conditions have been used in [23]. See section 3.3.3 for a deeper explana-
tion of these particular boundary conditions.
Given the integro-differential nature of the radiative transfer equation, it is not
surprising that few analytical solutions exist. However, a formal solution can be
obtained, even for a scattering medium, although the solution for I depends, in gen-
eral, on the angular integral of I. This formal solution is obtained in section A.1.
Analytical solutions are important since they will assist on the verification of the RTE
solvers.
1.5 Energy equation
Under certain conditions, energy transfer by radiation may be the dominant
mode of heat transfer. In such cases, the denomination radiative equilibrium is used.
In a steady state condition, the radiative heat flux per unit volume, i. e., the diver-
gence of the radiative heat, must equal the source term S everywhere in the domain.
Then, the energy conservation equation has only one term, and takes the simple form
∇ · qr = S . (1.14)
Energy transfer by conduction, convection, as well as other terms that could con-
tribute are ignored. As stated before, once the intensity radiation field is known,
the divergence of radiative heat flux is readily obtained by the balance between ab-
sorbed and emitted energy. Using equation 1.2 we could find the energy gain or loss
on an infinitessimal volume dV = dx dy dz. For that matter, we choose cartesian
coordinates and consider the difference in the heat flux per unit area through two x
planes separated by a distance dx, which gives the amount of radiative energy accu-
mulated in this infinitesimal length dx. This is q(r+ ıˆdx, ıˆ)− q(r, ıˆ) ' ∂q(r, ıˆ)/∂x dx.
Analogous expressions are obtained for the corresponding y and z planes, replacing








dV = ∇ · qr dV (1.15)
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if we let qr(r) = q(r, ıˆ)ıˆ + q(r, ˆ)ˆ + q(r, kˆ)kˆ. Next, we substitute equation 1.2 in
equation 1.15, and since the integration is over the solid angle and the derivation
is with respect to the spatial coordinates, we may put the differential operator in-
side the integral. Furthermore, neither nˆ nor the dummy variable sˆ depend on the
location. Hence, we have (on a monochromatic basis)




(ıˆ · sˆ) ∂I∂x + (ˆ · sˆ)
∂I





The integrand is precisely the left hand side of the radiative transfer equation (writ-
ten in cartesian coordinates), so we can substitute it by the right hand side of equa-
tion 1.9. This results in










The first two terms are readily obtained as −(κ + σs)G + 4piκ Ib(`), defining G =∫
4pi I dΩ. This integral G is the incident energy and depends on the position r only.













Using equation 1.10, we see that the inner integral is just 4pi . The resulting term is
then σsG. When adding up with the other terms, we see that the scattering involv-
ing terms cancel out, consistent with the previous assumption that scattering only
redirects photons without changing its energy.
The preceding discussion is valid for a single wavelength, to avoid excessive no-
tational complications. To account for the total heat transfer due to radiation, we
must integrate the above expression over all wavelengths:
∇ · qr =
∫ ∞
0
κ (4pi Ib − G) dλ, (1.19)
where everithing inside the integral is presumabily wavelength dependant. After
integration of the above equation over the whole spectrum, and equating the source
term to the divergence of heat flux, we have
S = 4κPσBT4 −
∫ ∞
0















κ(λ)Ib(T, λ) dλ. (1.21)
It is clear that there exists only one temperature for which equation 1.20 can hold, so
the temperature is well determined.
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1.6 Solution methods for the radiative heat transfer
Once the radiation heat transfer phenomenology has been well posed, a brief
overview of some analytical and numerical techniques to take into account radiative
heat transfer, either solving the RTE or not, is hereinafter presented, in order of in-
creasing complexity. The Radiosity-Irradiosity Method, RIM, suitable for transparent
medium only, is explained in detail in chapter 2, and the Discrete Ordinates Method,
DOM, in chapter 3.
1.6.1 Diffusion approximation
Diffusion approximation applies when the optical depth of a medium is high.
Under these circumstances, radiation becomes a local phenomenon, meaning that
the mean free path of a photon, related to 1/β, is much smaller than the size L of
the domain considered. Using the analytical solution obtained in A.1, expressed in
terms of the optical depth τ , can be written as (see [22], page 485)
q(τ) = 2σB
(






S(τ ′)E2(τ − τ ′) dτ ′ + 2pi
∫ τL
τ
S(τ ′)E2(τ ′ − τ) dτ ′, (1.22)
where the bounding walls are considered black (ε = 1), at temperatures T1 and T2,
and the medium isotropically scattering. Thus we can perform the angular integra-
tion, which leads to the exponential integral functions E2 and E3 (see Modest [22],
p. 799). In the above equation, we will neglect the wall contribution, i. e., the non
integral terms, which is consistent with our assumption of high optical thickness.
Also a integration variable change is performed: the integrals are carried out over
the argument of the E2 functions. Furthermore, the upper integration limit is sub-





E2(ζ) [S(τ −ζ) + S(τ +ζ)] dζ ' −4pi dSdτ
∫ ∞
0
ζE2(ζ) dζ . (1.23)
The last integral equals 1/3. Furthermore, in this limit and under the assumption
of isotropical scattering, the source function S is simply the black body intensity
Ib (see [22], p. 487). Restoring the geometrical length, using that dτ = β d`, the
radiative heat flux in this approximation is






= −kR dTd` , (1.24)
which is the same equation of the conductive heat transfer (the last equation has
also been integrated over the wavelength). The kR may be understood as a temper-
ature dependent thermal conductivity, and is simply kR = 16σBT3/3βR, where βR is
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Some effects of the fact that, at high optical depths, radiation transport ressembles
conduction transport, are explored in chapter 5, by calculating independently radia-
tive and convective contributions and adding up to obtain the final result.
Since we neglected the influence of the boundaries on the deduction of equa-
tion 1.24, this approximation is expected to fail near the boundaries. In a work by Lee
and Viskanta [24] the diffusion approximation is compared to the DOM. According
to this work, the heat fluxes are fairly well predicted (except near the boundaries),
and for large optical thickness they judge that diffusion approximation predicts more
realistic results.
1.6.2 Spherical harmonics decomposition
The intensity radiation field depends on the location r as well as on the direction
sˆ. Therefore it is natural to think of a separate spatial and angular dependence of
the intensity radiation field. Any function defined on the unit sphere is properly de-
scribed by the spherical harmonics. The phase function is also written in a spherical









where the ilm(r) are functions to be determined, and that cause the intensity radiation
field to verify the radiative transfer equation. So far, no approximation has been
made, hence this method is of little use. The usual approach is to limit the highest
order of the spherical harmonic, i. e., by carrying the above summation from l = 0
to l = N. This truncated expansion of the intensity is plugged into equation 1.9 and
a differential equation for the ilm(r) is obtained. The angular integrals are carried
out by using the orthogonality properties of the spherical harmonics. This method
is known as the PN approximation.
By using the P1 approximation, it turns out that the intensity radiation field must
have the simplest direction dependence possible. This forces the intensity to be
I(r, sˆ) = a+ b · sˆ = 1
4pi
(G+ 3qr · sˆ), (1.27)
where G is the total incident energy and qr is defined by equation 1.15. Notice that,
again, the radiative transfer equation does not have to be solved, since we already
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know the intensity radiation field. Inserting the intensity radiation field in this par-
ticular form on the RTE, equation 1.9, multiplying by the direction vector sˆ, and inte-
grating over the solid angle, we can relate G and qr, obtaining
∇G = −3βqr, (1.28)
where β is the extinction coefficient, and isotropical scattering has been assumed.
Plugging this relation into energy equation 1.19, and after some manipulation, we
can obtain an equation for the incident energy G. We can interpret this equation
on a spectral basis or being wavenumber integrated already. For an homogeneous
medium, it reads
∇2G− 3β2(1−ω)G = −12piβ2(1−ω)Ib. (1.29)
in the absence of additional heat sources. If other heat sources are present, equa-
tion 1.14 should be used. In the above equationω stands for the scattering albedo.
The boundary conditions for this equation comes from substituting the explicit
intensity radiation field in this approximation into the boundary conditions, equa-
tion 1.13. If the surfaces are taken to be diffuse and opaque (i. e., with the transmis-
sivity set to zero, and emissivity ε = 1− ρd − ρs), it can be seen that (Modest [22],
p.515), under this approximation, the boundary condition becomes
−2(2−ε)
3ε
nˆ ·∇G+ G = 4pi Ib. (1.30)
Using this approximation, we avoid to solve the RTE with all its directional cou-
pling via the in scattering integral. However, the P1 method is only reliable for
optically thick media. This method was used by Draoui et al. [25] to couple radi-
ation in participating media with natural convection in square cavities. Mengu¨c¸ and
Viskanta [26] used the P1 and P3 approximations in three dimensional enclosures.
Approximations beyond P3 are very complex and present no significant advantage
over other methods such as the DOM. This method is useful if analytical solutions
are required to study limiting cases, for example.
1.6.3 Ray tracing methods
Ray tracing methods are purely computational, opposed to the diffusion approx-
imation and the spherical harmonics decomposition, which allow a qualitative anal-
ysis of the problem under consideration. The domain is divided in a number of sur-
faces, and a number of photons, evenly distributed along each surface, are shot, in a
random direction, and according to the emissive properties of that surface. Photons
of all energies are emitted.
Each emitted photon is tracked, and depending on the medium where this pho-
ton is propagating, such photon will be absorbed or scattered with a certain prob-
ability, per unit length. If a photon is absorbed within the medium, the energy of
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the control volume on which the absorption occurs will increase in the ammount of
the energy of the photon. Otherwise, the photon will hit a surface element, with de-
fined surface properties, and may then be reflected (either specularly or diffusely),
absorbed or transmitted. Given the random nature of this method, it is also called
Monte Carlo method.
This method is well suited for problems where radiation is the dominant mode
of heat transfer, but its coupling to convective heat transfer is not as immediate as for
other methods based on the solution of the RTE. However, it allows complicated ge-
ometries, as wall as complexmodels for the optical properties, with virtually no com-
puational time increase. Tesse´ et al. [27] successfully used the Monte Carlo method
to take into account turbulence-radiation interaction in a sooty flame.
1.7 Conclusions
In this chapter, an overview of radiative heat transfer is given. The fundamen-
tal magnitude used to describe radiation, the intensity radiation field, is defined,
and it is explained how to obtain energy fluxes from it. Also, a brief description of
black body radiation is performed. The fundamental radiative properties of surfaces,
namely the absorptivity, emissivity, transmissivity, and reflectivity, are discussed.
Next, the fundamental, Boltzmann type equation, that determines the intensity ra-
diation field, is presented, and its directional nature is highlighted. This is known
as the radiative transfer equation. For problems that are radiation dominated, the
energy equation, which will allow to determine the temperature field, is to be con-
sidered.
Finally, several methods to solve the RTE are explained. The first two being ap-
proximative methods, which permit to perform quick analytical analysis for limiting
cases. The last method is a purely computational one, but it is very well suited for
parallelization and irregular geometries.
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Numerical results using the method described in this chapter have been published in
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2.1 Introduction
The simplest case of radiative heat transfer appears when the medium properties
are such that the approximation of non participating media applies. It is worth not-
ing that the capability of any media to interact with the photons depends not only
on the media, but also on the volume occupied by it. For instance, a mass of air that
fills a 1m3 box (at a pressure of 1atm) can be considered transparent, while a much
larger volume of air, like the atmosphere, is certainly not transparent.
In such cases, where we have a number of surfaces surrounding a media that can
be considered transparent, the radiosity-irradiosity method, or RIM, can be used to
evaluate the radiative heat exchange between the bounding surfaces. The RIM in-
volves the implicit assumption of diffuse surfaces, i. e., the ammount of photons
emitted (or absorbed) by a surface does not depend on the direction of the emerging
(or incoming) photons. Non metallic surfaces, for example, show a constant emis-
sivity for a large range of angles, and the emissivity vanishes for directions tangent
to the surface. Metals present a wider variation, altouhg emissivity is in general very
low. The diffuse emission is, therefore, a good assumption in general. According to
section 1.3.2, the reflectivity is related to the emissivity by ρ = 1−ε for opaque sur-
faces, and therefore the assumption of diffuse surfaces is often a good approximation
of the behavior of real surfaces.
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The main advantage of the RIM is that we do not need to solve the radiative
transfer equation 1.9. The problem of finding the intensity radiation field is diverted
to calculate a set of purely geometrical entities (purely geometrical due to the diffuse
behavior of the surfaces) that depend only on the relative location and orientation
of the surfaces of the analyzed domain. Those geometrical entities are called view
factors, or form factors, and represent the fraction of energy that is emitted by one
surface and intercepted by another. More precisely,
FdA1→dA2 ≡
energy emitted by dA1 intercepted by dA2
total energy emitted by dA1
(2.1)
where dAi is an infinitesimal surface. Since the photons are assumed to travel along
straight paths, if a photon leaving dA1 hits the surface dA2, a photon leaving dA2 is
capable to hit dA1. Therefore, the total energy leaving dA1 and is intercepted by dA2,
that is, FdA1→dA2dA1, can be viewed as energy leaving dA2 and intercepted by dA1,
that is, FdA2→dA1dA2. Therefore, the so-called reciprocity law states that
dA1FdA1→dA2 = dA2FdA2→dA1 . (2.2)
For any given surface elements, i and j, the vector si j is defined as the vector
joining the center of the two elements, and the vectors nˆi and nˆ j are defined as the
normals to each surface. Then, the view factor is
FdAi→dA j =
(nˆi · si j)(nˆ j · si j)
pi(si j · si j)2 dA j. (2.3)
In order to find the view factor between two finite areas, we just have to integrate
the above equation. Defining θi (resp. θ j) as the angles between nˆi (resp. nˆ j) and the
vector si j that expresses the relative location of the surfaces, the view factor between











Care must be taken when using finite areas. In particular, the emission of the area
must be homogeneous, meaning that the whole area is isothermal. It is possible to di-
vide an isothermal area to refine the calculations, resulting, however, in an increased
number of view factors to compute.
Thinking again in terms of energy emitted by surfaces, it is clear that the energy
emitted by a surface dAi will be intercepted by another surface, since the enclosed




Fi→ j = 1 ∀i, (2.5)
where N is the total number of surfaces.
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2.2 The radiosity equation
Once the view factors are defined and calculated, it is possible to make an energy
balance for each surface, which will relate the energy emitted by one surface to the
energy emitted by the others. The radiosity of a surface, jk, is defined as the energy
that leaves the surface per unit area. Recalling the definition of the emissivity and
reflectivity, the radiosity can be expressed as
jk = εkEb,k + ρkgk, (2.6)
where Eb,k is the black body emission at Tk, the temperature of surface k.
The total incident energy on surface k, Gk, is the sum of the energy emitted by all
surfaces that is intercepted by surface k. Given the definitions of view factors and
radiosity, it is clear that surface l, with area Al , contributes to Gk with the amount
Fl→k jlAl . By using the reciprocity law, equation 2.2, the irradiosity gk, defined as the





Fk→l jl . (2.7)
For N surfaces, equations 2.6 and 2.7, define a linear system with N unknowns,
the radiosities jk. Once this system is solved, the total heat flux, per unit area, is
simply qk = jk − gk. Considering the total heat flux Qk = Akqk, and the conservation




Qk = 0. (2.8)
The above definitions of radiosity and irradiosity, and also the energy conserva-
tion, are valid for each spectral range we consider. In engineering and solar equip-
ment applications, usually two ranges are considered: the thermal band, and the
solar band. Moreover, the black body emission Eb,k in equation 2.6 is considered to
be σBT4k for the thermal band and zero for the solar band.
2.3 View factors in cylindrical coordinates
In the simplest case of two dimensional geometries, that is, a section of a three
dimensional domain with one dimension much larger than the other two, the view
factors can be calculated in a closed form using the method of crossed strings by
Hottel (see for example [1], p. 178). For a general three dimensional geometry there
is not any useful analytical expression for the view factors, except for a few cases
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with rectangular areas which are parallel or orthogonal. Therefore, in general, the
view factors must be calculated by numerical integration.
In the present work, cylindrical geometries with an axis of symmetry are consid-
ered. Despite the fact that those geometries can be described by only two coordi-
nates, they are in fact three dimensional domains, and have to be dealt with as such.
Thus, in principle, expensive numerical computations are required to calculate the
view factors. There are only two kinds of areas in this geometry: rings of infinites-
imal height dz, or hollow disks of infinitesimal radius dr. Each area is divided in a















Figure 2.1: Two elementary surfaces in cylindrical geometry. The domain is invariant
respect any rotation around the z axis.







where the integral runs over 0 and 2pi along the ring, i. e., the angle Ψ in the figure.
However, if a symmetry axis exists (and in this case is the z axis), the view factor
FdAi→A j is the same for each elementary area dAi; hence, for this particular case, it is
true that FAi→A j = FdAi→A j . Thus, instead of numerically calculate two integrals, it
suffices with only one numerical integration. The remaining integral is, taking into
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account equation 2.4,






where s ≡ |si j|. Also dC is a shortcut for
dS =
{
rdr if nˆ ‖ kˆ
rdz if nˆ ⊥ kˆ
being kˆ the unitary vector parallel to the symmetry axis z.
The angles θi and θ j, as well as the distance si j of the two elementary areas dAi
and dA j, are assumed constant within each elementary area. The actual values for
the angles and the distance used, are those that correspond to the middle point of
each surface. The main drawback that we must face when using numerical integra-
tion is that the results for two areas that are in contact are not well calculated, since
the constant angles and distance assumption does not hold.
Finally, the problem of calculating the view factor in cylindrical coordinates is
reduced to the integral 2.9. By symetry, only the integral between 0 and pi has to
be calculated. In order to achieve a good precision, we need to divide the interval
[0, pi ] in a sufficently large number of steps. In this work, however, equation 2.9
has been solved by means of a more efficient, Gaussian like, quadrature method,
which roughly consists on the following approximation (more details on Gaussian
integration can be found in section B.1):∫ b
a
ω(x) f (x)dx ∼ ∑
i
ωi fi ,
with the weights ωi depending on the weighting function ω and the integration
interval. For the specific case on which we are interested, the approximate value of
the integral, calculated with a summation of m+ 1 terms, is given by∫ pi
0











It turns out that, when evaluating the integral 2.9 in this way, the view factors so
obtained are closer to the analytical values, and are obtained with less computational
effort. When calculating the integral numerically, we should define the angular re-
finement ∆Ψ, to give to each elementary surface dAi a precise value for its area. We
could think that the number of terms of the approximation and this ∆Ψ are related;
however, numerical experiments show that the final results almost do not depend
on ∆Ψ. Thus, the computation time is the same whatever the angular refinement.
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The values that the algorithm uses, which gives satisfactory results when compared
to analytical solutions, are m = 70 and ∆Ψ = pi/200.
For a two dimensional, axial symmetric case, defined by a mesh of n × n, the
number of surfaces can be estimated to be 5n, and the number of view factors to
compute, with the aid of the reciprocity equation 2.2, approximately 25n2/2 (the total
computation time is proportional to m times this number). If the same geometry is
treated as three dimensional, with q angular partitions, the number of surfaces can
be estimated to be 4nq. Alas, if the constant θi and θ j through the elementary area
assumption must hold, the q should be of the same order of n, and the number of







The finest mesh tested in the present work was a 64× 64 control volumes mesh. In
this particular case, then, the speedup is about 60.
The hardest part of the algorithm is to take into account all possible relative ori-
entations of the elementary surfaces. It is important to determine if there exists any
surface blocking the path between any given two surfaces (i. e., if one surface can
see the other). And it is possible that a surface blocks the path for a given range of Ψ,
and do not block the path for another range of Ψ. The possibility that one surface can
not see itself because of a blocking obstacle should be considered also. The policy
adopted is that, if there is a surface blocking the path that joins the centers of the
two surfaces under consideration, those two surfaces cannot see each other, and the
view factor is set to zero. The normal situation is that, even there is a blocking sur-
face, one surface can partly see the other, so it is possible to improve the results (by
increasing the computation time, but not the ratio t2D/t3D), by weighting the view
factor depending on how much area of one surface is seen by the other.
The main source of error of the RIM is, precisely, the correct determination of the
blocking faces. Thus, the results given by this method with complicated geometries
are not so good. By increasing the number of surfaces one can partly overcome this
limitation, but at a great expense in computational resources. A good error estima-
tion of the view factors is to check the conservation equation 2.5. Kadinsky and
Peric´ [2] presented a view factor correction, and and such correction ensures the en-
ergy conservation, but this is done by modifying some view factors. Such correction
has been used in this thesis.
2.4 Sample calculations
With the aim of validate the numerical method to find the view factors explained
in the precedent section, several problems, with known analytical solution, have
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been solved. The main interest in doing so is to guarantee the energy conservation,
since the results concerning the radiative heat transfer, calculated with the RIM, will
be incorporated to more general software, that solves the Navier-Stokes equations
that describe the heat and mass transfer. This software is developped using the finite
volume method technique, which imposes the energy and mass conservation for
each control volume. To ensure that no unphysical energy source or sink is added,
equation 2.8 is checked for several geometric configurations.
2.4.1 Concentrical cylinders
Consider two black, concentrical cylinders, with a radius of 0.5m and 1m respec-
tively, and temperatures Tin and Tout. The length of the cylinders will be increased in
order to pretend infinitely long cylinders. The radiative heat flux per unit area, from
the inner cylinder to the outer, is given by
qin→out = Fin→outσB(T4in − T4out). (2.11)
Explicitly, Tin was set to 310K and Tout to 300K. The above expression holds if
the caps of the cylinder are considered to belong to the exterior surface, that is,
Fint→out = 1. Thus, in this particular case, qin→out = 64.3664W/m2. Results are
given in table 2.1, where L is the length of the cylinders. As the length of the cavities
increases, the calculated value approaches the theoretical one. This can be attributed
to the fact that, for small L, the effects of the caps of the cylinder, where the view
factors are not to well calculated, are more important. The teoretical value assumes
that the heat flux along the inner cylinder is constant, thus the table presents the
mean value (of heat flux per unit area) along the inner cylinder. The error of the
solution, δQt, defined as the sum of the heat flux for all the surfaces normalized to
the teoretical value, is also shown, in percentile basis.






Table 2.1: Black concentrical cylinders case: Mean heat flux through inner cylinder.
The meshes used are 32× 32, 32× 96, and 32× 156. The error on the total heat flux,
δQt = ∑k Qk/qin→out, is reported.
The calculation of the view factors has been carried out with a mesh adapted to
the length of cylinders; that is, the number of control volumes along the symmetry
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axis has been increased as the length L does, in order to have the control volumes
with approximately a square shape. This has been accomplished for lengths L = 1m,
3m, and 5m. For the L = 10m case, the control volumes are stretched by a factor of
two, while for L = 20m, the control volumes are stretched by a factor of 4. The use
of the stretched control volumes implies worse calculated view factors, and in fact
the error δQt is bigger for the two last cases, with longer cylinders.
2.4.2 Internal obstacle
Consider again two concentrical cylinders, the smallest of length L/2, completely
included in the other, of length L. The centers of both cylinders coincide. The radius
of the cylinders are the same of the previous case, 0.5m and 1m respectively. Again a
theoretical value of the radiative heat flux per unit area, from the inner cylinder to the
outer, can be calculated, assuming that the heat flux on the inner cylinder is constant.
This implies that the inner cylinder can be treated as a unique surface, and Fin→out =
1. By the reciprocity law, equation 2.2, we have Fout→in = Ain/Aout, the ratio between
the areas of both cylinders. Under these circumstances, and considering that the














All the tested cases considered that εint = εout = ε. The temperatures of the
cylinders are the same of the previous case, that is, Tin = 310K and Tout = 300K. The
mean values of the heat flux through the axial wall of the outer cylinder, for different
values of the emissivity ε and length L are shown in table 2.2. In parentheses, the
percentile error in the total heat flux is indicated.
L = 1m L = 3m L = 5m L→ ∞
ε = 1.0 64.2531 (0.2%) 64.3319 (0.1%) 64.3426 (0.1%) 64.3664
ε = 0.8 48.0916 (0.3%) 48.8852 (0.2%) 48.9380 (0.2%) 49.0411
ε = 0.7 40.8586 (0.4%) 41.7474 (0.2%) 41.8161 (0.2%) 41.9130
ε = 0.5 27.7499 (0.6%) 28.4737 (0.3%) 28.5498 (0.4%) 28.6073
ε = 0.3 16.0083 (1.0%) 16.3538 (0.6%) 16.4037 (0.7%) 16.4340
Table 2.2: Gray surfaces, concentrical cylinders. The grids used are 32× 32, 32× 96,
and 32× 156. Mean heat flux on the axial wall of the outer cylinder. In parentheses,
the percentile error in the total heat flux is reported.
As expected, the biggest difference between the calculated and theoretical value
(the one with L → ∞) is for the shortest cylinder considered, L = 1m. Also the
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error in total heat flux decreases for increasing L, due to the same reason that in the
previous section: the effects of the corners are less important for longer cylinders. In-
teresting enough, for a given length, the error increases as the emissivity ε decreases.
This behavior is due to the fact that the irradiosity term, gk, appears in the radiosity
equation 2.6 multiplied by the constant ρk = 1 − εk. Thus, any errors committed
in the calculation of the view factors will have greater influence on radiative heat
transfer in cases where the emissivity of the surfaces is small.
2.4.3 Hollow cylinder
Suppose a hollow cylinder, whose surfaces can be considered to behave like a
black body. The length and radius of the cylinder are 1m, and the temperatures are
Twall = 310K and Tcap = 300K. Under these conditions, the heat flux per unit area
emitted by the wall, which is hotter, can be evaluated with the following expression:
qwall→cap = 2Fwall→capσB(T4wall − T4cap). (2.13)
Again, this result is valid if the heat flux per unit area is constant throughout the
wall, which is the assumption implicitly made when considering only three surfaces
(the wall and the two caps) to solve this problem. To solve this problem analytically,
we realize that all we need to know is one view factor due to the high symmetry of
the situation. The analytical view factor is calculated using equation 2.4, which can






Thus, the teoretical value for the heat flux per unit area is, in this case, qwall→cap =
39.7806 W/m2. Table 2.3 shows the mean heat flux per unit area along the cylinder







Table 2.3: Hollow cylinder case: Mean radiative heat flux through cylinder wall, and
error in total heat flux.
The total heat flux error, as expected, decreases as the mesh resolution is in-
creased. As the size of the control volumes diminishes, the number of view factors
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badly approximated decreases with respect the total number of view factors to be
calculated. The result is that the error drops in more than one order of magnitude
for the finest mesh. This is the simplest geometrywe can conceive in cylindrical coor-
dinates, yet numerical errors are present due to the corner problem when evaluating
numerically the integral 2.4. Another fact becomes apparent after looking at the re-
sults of this case: in this geometry there are no blocking surfaces, thus avoiding also
the problem of whether a surface sees another surface, and resulting in lower total
heat flux errors, even for the coarsest mesh, than the concentrical cylinders geometry
in the previous cases.
2.5 Conclusions
In this chapter, the Radiosity Irradiosity Method has been outlined, and all of the
concepts relevant to the RIM have been defined. The main contents of this chapter
are devoted to the introduction of a procedure to calculate, by numerical integration,
the view factors between surfaces in cylindrical geometries with axial symmetry. The
main difficulty when calculating the view factors is the presence of internal obstacles,
which causes equation 2.5 not to be verified in its presence.
Three geometries have been solved using this procedure. Two with internal ob-
stacles and onewithout. As expected, the error (measured as the percentile deviation
from zero of the sum of the total heat flux over all surfaces) in the complex geome-
tries is larger (by one to two) orders of magnitude than in the simplest configuration.
Also the influence of the emissivity on the error is checked: the lower the emissivity,
and therefore the larger the reflectivity, the larger the error.
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3The Discrete
Ordinates Method
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3.1 Introduction
The most general way to take into account radiative energy transfer, as stated
in chapter 1, is to consider the intensity radiation field, I, which is defined as the
energy due to radiation (carried by photons), propagating along a given direction
sˆ, that crosses a unit area normal to sˆ, per unit area, unit solid angle arround sˆ,
unit wavelength and time. The intensity radiation field obeys the radiative transfer
equation, RTE, described in section 1.4:
dI(sˆ)
d`
= −(κ +σs)I(sˆ) +κ Ib + σs4pi
∫
4pi
φ(sˆ′; sˆ)I(sˆ′) dΩ′. (3.1)
The medium behavior is modeled by the two properties, the absoprtion coefficient
κ and the scattering coefficient σs. The phase function φ(sˆ′; sˆ) accounts for the prob-
ability of a photon being redirected from direction sˆ′ to direction sˆ, multiplied by
4pi . Recall that the most widely used boundary condition for the intensity radiation
field, for a wall of given emissivity ε, and reflectivities ρs and ρd (see section 1.3.2), is





ρd(sˆ)I(sˆ)|nˆ · sˆ| dΩ, (3.2)
where nˆ is the normal to the wall, and sˆ∗ is the result of reflecting the direction sˆwith
respect to the plane perpendicular to nˆ. The integral is over all directions sˆ incident
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on the wall, hence the requirement nˆ · sˆ < 0. Boundary conditions suitable for solar
applications, using the DOM, are discussed in section 3.3.3.
The hard part of equation 3.1 is the last term of the right hand side, the so called
in-scattering term. While the intensity radiation field is diferentiated respect to a spa-
tial coordinate, it is integrated over all directions, thus making analytical solutions
difficult to obtain in a closed form. An integral over all directions also appears in
the boundary conditions. The Discrete Ordinates Method consists on evaluate such
integral terms by means of a Gaussian quadrature over the solid angle. Therefore,
the DOM correctly evaluates angular integrals of the intensity radiation field, but it is
poorly suited to follow the track of a particular photon. If we are interested in how a
medium reacts to radiation incident in a very particular direction, this method is not
the most appropriate. However, concerning to heat transfer applications, the DOM
is commonly used, for a wide variety of coupled convection-conduction-radiation
problems [1, 2, 3, 4].
The integrals over the solid angle that appear in equations 3.1 and 3.2 are replaced
by a weighted summation of the integrand evaluated at discrete, conveniently se-
lected, ordinates sˆi (section B.1 illustrates with a simple example why this is possi-






ω j I jφ(sˆ j; sˆi) (3.3)
and ∫
nˆ·sˆ<0
I(sˆ)|nˆ · sˆ| dΩ ' ∑
nˆ·sˆ j<0
ω j I j|nˆ · sˆ j|, (3.4)
where I j is a shortcut for I(sˆ j). Thus, the original integro-differential RTE equation
becomes a system of N linear differential equations, an equation for each discretized
ordinate. Moreover, defining
Si = κ Ib +
σs
4pi ∑j 6=iω j I
jφ(sˆ j; sˆi) (3.5)
Bi = κ +σs − σs4piωiφ(sˆi ; sˆi), (3.6)
the problem is diverted to solve this system of differential equations:
dIi
d`
= −Bi Ii + Si 1 ≤ i ≤ N, (3.7)
where ` is a length parameter that runs along each direction defined by sˆi.
We are interested on the energy transfer due to radiation in a variety of situations.
Therefore, we must be able to calculate the radiant energy flux through a surface,
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and the radiant energy generation per unit volume. For this purpose, equations 1.2




ω j I j(nˆ · sˆ j) (3.8)
for the heat flux through a surface perpendicular to nˆ and




ω j I j
)
(3.9)
for the energy source (or sink) per unit volume. The following development of
the numerical methods to integrate the RTE is valid on a those ranges of the spec-
trum where optical properties may be assumed constant. Usually, the gray proper-
ties assumption is used, meaning that the optical properties are independant of the
wavenumber, and the Ib term in equation 3.1, the black body emissivity is given by
the Stefan-Boltzmann law, that is, Ib = σBT4/pi .
3.2 Discrete ordinates selection
One of the constraints of the Gaussian quadrature with n points, is that the in-
tegral should be exact, whenever the integrand is a polynomial of a given degree,
usually a degree less or equal than n. Therefore, the bigger is n, the better any non-
polynomial integral is approximated, for the difference between the actual intensity
and a polynomial of degree n decreases as n increases. A way to introduce this con-




ω j(ıˆ · sˆ j)a(ˆ · sˆ j)b(kˆ · sˆ j)c =
∫
2pi
sinbθ cosa+cθ cosaϕ sincϕ dΩ, (3.10)
for positive values of a, b, and c, where the integral and the summation are extended
to the hemisphere with positive y (see Koch et al. [5] for instance). For some values
a, b, and c the above integral is zero, by symmetry. The integrand corresponds to
the projections of any direction whithin the hemisphere over the three axis, raised
to the powers a, b, and c for the x, y, and z axis projection. For radiation prob-
lems, our main concern is that any ordinate sets verifies the zeroth moment, that is,
a = b = c = 0, and the first moment, a+ b+ c = 1, which correspond, respectively,
to the energy source term, equation 3.9, and to the heat flux through a surface, equa-
tion 3.8. Although integral moments should be satisfied respect to every direction,
this restriction is not assumible with a finite number of ordinates. Thus, we demand
that the moments are to be verified only with respect to the three coordinate axis.
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These constraints limit the values of the weightsω j and ordinates sˆ j, and in prac-
tice yield to valuable ordinate sets. The higher the number of half moments verified,
the better will be the integral approxmiation for any non-polynomial integrand. The
reason is that we could think of the intensity radiation field, or even the phase func-
tion, expressed in terms of an infinite series using the spherical harmonics as a basis
functions, as in section 1.6.2. Therefore, if the verified number of half moments is
large, so is the number of spherical harmonics exactly approximated by the Gaus-
sian quadrature, since these are linear combinations of powers of sine and cosine
functions. Koch and Becker [6], after analyzing different quadrature sets, propose as
the best scheme such quadrature sets that exactly integrate the spherical harmonics
up to a given order.
The set of directions sˆi is highly symmetrical, in the sense that it is defined only
for the octant with positive values of x, y, and z. For the other octants, the corre-
sponding ordinates are obtained by reflection. Figure 3.1 shows the characterization
of any direction with the polar and azimuthal angles θi andϕi. For one dimensional
problems, the ordinates sˆi are defined on one quadrant, withϕi = 0. There are also
sets available for two dimensional geometries that are also defined in a quadrant: all









Figure 3.1: Angular definition convention used in this work, and definition of the
ordinate sˆi (left). The projections over the three axis are highlighted in green (right)
The choice of a suitable set of ordinates is a key aspect of the DOM. Such a set is
acceptable if it guarantees, at least, the energy conservation condition; i. e., it gives
an exact value for the first moment of the intensity field integrated over half of the
solid angle. Sa`nchez and Smith [7] proposed a simple, constant weight, scheme,
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Here, N is the number of directions per quadrant, and θi is the angle between the x
axis and the direction sˆi. It is worth noting that this set does not verify the zeroth
moment, and thus must not be used for scattering media or radiative equilibrium
calculations, where the exact value of the integral of the intensity over the solid an-
gle, that is, the zeroth moment, is required.
More general sets, usable for both two and three dimensional geometries, are
not so simply described. In general, in order to find the most general set that is
maximally symmetric, i. e., invariant under rotations of 90 degrees, we pick one
direction, sˆ1 in the first octant, that will act as a generator of a group of ordinates.
We consider the projections along the three axis, px, py, and pz, for this particular
direction. Our aim is to find other directions, two or five more, such the projections
along the three axis of these newly found directions are the permutations of px, py
and pz: for instance, the projection of sˆ2 along x axis could be py, and the projection
along the y axis, px, the projection of sˆ2 along the z axis remaining the same of sˆ1.
We will be able to find a group of three directions (if two of the original projections
are equal) or a group of six directions (if all the three projections are different). Such
groups must always be considered together. There is a group which contains only
one direction, sˆ0, the one with ϕ = pi/4 and θ = arctan(1/
√
2). In this particular
case, all the projections are equal to 1/
√
3. These sets are called DCT on the literature,
and are also described in [5].
Given the generatorϕ1, θ1, it is possible to find out what the remaining elements
of the group are. In the general case where the group has six elements, these are
θ2 = θ1, ϕ2 = pi/2 −ϕ1, θ3 = arcsin(cosθ1 cosϕ1), ϕ3 = arctan(tanθ1/ sinϕ1),
θ4 = arcsin(cosθ1 sinϕ1),ϕ4 = arctan(tanθ1/ cosϕ1), θ5 = θ4,ϕ5 = pi/2−ϕ4 and
θ6 = θ3,ϕ6 = pi/2−ϕ3. All the directions of a given group lie in the same plane, and
in fact all the ordinates are at the same distance from sˆ0. If the symmetry condition
has to be verified, the weight must be the same for each member of the group. If only
one group is considered, the weight is chosen in a way that the first integral moment





pix = pi (3.13)
where pix is the projection of the ith ordinate along the x axis, and N is the number
of directions of the group. Clearly, the same ω will be obtained considering piy (or
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piz). In order to verify also the zeroth moment, another group should be added.
As the number of groups is increased, the number of half moments verified rises.
There is one degree of freedom when choosing the ordinates in this way, that is, the
generator direction. There are no hints of which generators are worthy, being this the
major drawback of this method. The group generated byϕ1 = θ1 = pi/3, which has
six ordinates, gives good results, compared to analytical solutions. The ordinate set
obtained as described above was seldom used, due mainly to the degree of freedom
it has (namely the sˆ1 direction), and to the availability of other ordinate sets.
The most widely used ordinate sets are the so called Sn sets, which are obtained
imposing constraints on the moments that these sets should verify (see section B.3).
There are several kinds of Sn sets; sets that verify only even moments, sets verifying
sequential moments, sets verifying unordered moments (although zeroth and first
moment are always verified). . .
Go¨tz [8] gives an extensive review of such different ordinate sets, and the set
constraints are explained by Fiveland [9]. However, the number of ordinates of the
Sn type is low, implying a sensible ray effect. Moreover, the Sn sets are hard to
obtain for large n. For this reason, the Tn set, developped by Thurgood et al. [10],
is also used, and it is easily generated for any given order. However, the number
of Tn ordinates that should be used in order to achieve the same precision of the Sn
ordinates is larger, resulting in a more expensive computational cost. This is due to
the fact that the first moment is not exactly accomplished by the Tn, altgough the
error decreases as the order increases. In fact, the Tn quadrature set verifies only the
zeroth and second moment. Both the Sn and the Tn verify the symmetry conditions
discussed before.
So as to give an idea of how such ordinate sets look like, the ordinate set corre-
sponding to the S10 is shown in table 3.1, valid for two dimensional problems. In
three dimensional problems, the ordinates are the same, but the weights are divided
by 2. For this particular set, themoments verified are thosewith a = {0, 1, 2, 5, 8, 10},
b = c = 0 in equation 3.10, while all the nonzero moments, with a+ b+ c ≤ 7, are
well approximated, with a maximum error of 3.6% for the case a = b = c = 2.
3.3 Solving the differential equations
The integral in the equation 3.1 has been substituted, with the aid of the Gaussian
quadrature, by a summation that links simple linear differential equations, one for
each ordinate sˆi. These differential equations may be solved by using a variety of
techniques.
In this work, the finite volume technique is employed. Such technique is cho-
sen because, on the long term, it is intended to solve the coupling of radiative and
other heat transfer phenomena, namely conductive and convective energy transfer,
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Ord. px py pz ω
sˆ1 0.1372719331279688 0.9809754496166665 0.1372719331279688 1.8888232000589797e− 1
sˆ2 0.1372719331279688 0.1372719331279688 0.9809754496166665 1.8888232000589797e− 1
sˆ3 0.9809754496166665 0.1372719331279688 0.1372719331279688 1.8888232000589797e− 1
sˆ4 0.7004128840817093 0.1372719331279490 0.7004128840817092 3.4740434059426763e− 2
sˆ5 0.7004128840817092 0.7004128840817092 0.1372719331279493 3.4740434059426763e− 2
sˆ6 0.1372719331279494 0.7004128840817092 0.7004128840817092 3.4740434059426763e− 2
sˆ7 0.5046889100289156 0.7004128840817038 0.5046889100289156 2.2999433124904400e− 1
sˆ8 0.5046889100289156 0.5046889100289156 0.7004128840817038 2.2999433124904400e− 1
sˆ9 0.7004128840817038 0.5046889100289156 0.5046889100289155 2.2999433124904400e− 1
sˆ10 0.1372719331279505 0.8523177344565439 0.5046889100289205 2.9679023294111218e− 1
sˆ11 0.5046889100289206 0.1372719331279504 0.8523177344565438 2.9679023294111218e− 1
sˆ12 0.8523177344565439 0.1372719331279504 0.5046889100289206 2.9679023294111218e− 1
sˆ13 0.5046889100289205 0.8523177344565439 0.1372719331279504 2.9679023294111218e− 1
sˆ14 0.1372719331279504 0.5046889100289205 0.8523177344565440 2.9679023294111218e− 1
sˆ15 0.8523177344565440 0.5046889100289205 0.1372719331279503 2.9679023294111218e− 1
Table 3.1: Two dimensional S10 ordinates set. Four groups, with constant weight
each, are present. The projections along the axis are indeed permuted within each
group. There are little differences, but only in the last digits of the projections.
for which a finite volume formulated computational code is available. Thus, we pro-
ceed to divide the domain in a number of non overlapping control volumes, and
to integrate equation 3.7 over such control volume, assuming that the intensity is
constant inside the control volume. Repeating the integration for all the control vol-
umes, we end up with a system of algebraic equations, whose solution gives the in-
tensity at each point, and for a particular ordinate sˆi. So, in fact, we will have to solve
N such algebraic systems, coupled by the in-scattering term and, in general, also by
the boundary conditions. We can work out the right hand side of equation 3.7, which
is independant of the coordinates choosen to describe the problem. This yields
V(−Bi Ii + Si), (3.14)
where V is the volume of the control volume, since all magnitudes inside are as-
sumed constant. The difficult part, in non cartesian coordinates, is the left hand side
of RTE, in which derivatives with respect to the angles defining the direction sˆi will
appear. In the present work, it is explained in detail how to handle the cases of carte-
sian and cylindrical coordinates. The complication arises by the fact that we are as-
suming that radiation propagates along straight lines, and the cartesian coordinates
are the only ones well suited for such cases.
3.3.1 Discretization in cartesian coordinates
The left hand side of the RTE is to be understood as the variation of the intensity
in direction sˆi along the propagation path. In rectangular geometries, well described
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whereµi = cosθi, νi = cosϕi, µ∗i = sinθi, andν
∗
i = sinϕi. As stated previously, this
is the simplest form for the spatial variation of the intensity radiation field. There ap-
pear only derivatives with respect to the spatial coordinates x, y, and z, because the
angles between the radiation path and the coordinate axis are constant. In cartesian
coordinates, the control volumes are rectangular boxes, such as that on figure 3.2.

























Figure 3.2: Control volume in cartesian coordinates. The RTE is solved only on the
nodes (red dot), although the value of the intensity at the faces (green dots) is needed
as an intermediate step in the resolution of the RTE.
The derivative of the intensity is approximated in the simplest fashion possible.
The intensity at the faces (e, w, n, s, t, and b) of the control volume is not calculated,
and will be related to the intensity at the node P. A linear interpolation is used, and
the relation between the intensity at the nodes and faces is
IiP = f I
i
e + (1− f )Iiw, (3.17)
and the same is true for the remaining pairs of faces of the control volume (In and
Is, and It and Ib). The factor f selects the numerical scheme; the common choice
is f = 1 for an upwind (or step) scheme. Other values than f = 1 may result in
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negative, unphysical intensities. Now, the intensity at node P may be isolated, by
manipulating equations 3.14 and 3.16, and written as a function of the intensity at












The above equation is valid for directions with positive projections along the
three axis. For directions with negative x axis projection, that is, photons propagat-
ing from east to west, Iw is to be substituted by Ie. A similar substitution is done for
directions with negative y axis projection, i. e., Is substituted by In, and for directions
with negative z axis projection, by substituting Ib by It. We must know the value of
the intensity at the faces of the control, in order to calculate the intensity at the node
P. This kind of discretization implies that the solution of the RTE will be explicit; for
a non scattering medium surrounded by black walls, the solution will not require an
iterative procedure, since the equations 3.7 will be uncoupled.
Solution procedure. Now let’s examine in detail the explicit solution procedure for
a two dimensional cavity. For one and three dimensional geometries the procedure
is analogous.
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Figure 3.3: Scheme for the explicit resolution of the RTE. Boundary nodes are marked
with solid semi-circles, nodes with hollow circles and faces with crosses.
The following procedure is valid for a direction defined in the octant with posi-
tive projections over the three axis. When solving any of the ordinates of this octant,
the first node we will solve is the labeled with an “1” in figure 3.3. The intensity
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is calculated using the intensities at the faces Iicw1 and I
i
cs1 , that are known from the
boundary conditions. It is worth noting that, for instance, Iicw1 is a boundary condi-
tion only for the ordinates with positive projection over the x axis. In order to find Ii1,
equation 3.18 is used; for a two dimensional case, consider ∆z = 1 and ∆x∆y = 0.
Given the intensity at node 1, the intensity at the face labelled a in figure 3.3 is calcu-
lated using equation 3.17.
For the second node, labelled “2”, the same procedure is applied, now using the
recently calculated intensity at face a and the intensity imposed by the boundary
condition Iics2 . With the value at a and the recently calculated intensity at node “2”,
the intensity at the east face of node 2 is computed using equation 3.17. The proce-
dure is repeated until the node “nx”. The intensity at the east face of node “nx” (not
shown) is also calculated, for the intensity at this particular face is not a boundary
condition for ordinates with positive projection over the x axis.
The solution procedure continues calculating the intensity at the node “nx + 1”,
using the values Iicw2 and the intensity at the face labelled b, which is available from
the intensity at node “1” and the boundary condition Iics1 . Once I
i
nx+1 is known, the
intensity at face c is calculated, and the procedure follows for the node “nx + 2”.
The second row is completed, and then the remaining lines are calculated, until the
whole domain is solved. For a three dimensional case, the procedure is the same up
to this point. Once a plane is solved, the intensities at the faces that are needed in
equation 3.18 are obtained from the previous ones and the recently calculated nodes.
The first plane is determined by the boundary conditions.
The procedure is the same for the remaining directions, with negative projec-
tions over the x axis, the y axis, or both. For instance, for a negative x projection
and positive y projection of sˆi, the solution procedure starts from node “nx”, taking
into account that now the boundary conditions are Iics and Iice, that are not shown in
figure 3.3.
3.3.2 Discretization in cylindrical coordinates
In cylindrical coordinates, as well as in every non cartesian coordinate system,
the left hand side of the RTE will present a more complicated form than in cartesian
coordinates. In particular, derivatives of I respect to sˆ will appear. This is because
of the requirement for the direction sˆ to be constant when calculating the spatial
derivative (that is, we are assuming that photons propagate in straight paths). If the
coordinate system changes point to point, extra derivatives with respect to the angles
that define sˆ will appear to balance the change of sˆ due to the coordinate system.
Thus, the cylindrical coordinates form of the RTE will add extra difficulties, be-
cause of the extra derivatives of I, and because the DOM relies on discretizing the
directions for whith the RTE is solved. The left hand side of equation 3.1, then, can
be approximated by the difference I(r ′) − I(r), see figure 3.4. It is also clear that









Figure 3.4: Derivation of the RTE in cylindrical coordinates. ϕ′ lies in the same plane
ofϕ and dΩ
r′ = r+ dr, ϕ′ = ϕ− dΩ, z′ = z+ dz and θ′ = θ, since the vector that defines the
z axis is constant. Expanding the difference between the intensity radiation field at








No derivative with respect to the angular coordinate Θ appears, since we are con-
sidering only cylindrical geometries with axial symmetry. It is clear from figure 3.4
that dr = d` cosθ cosϕ and dz = d` sinθ. The relation between d` and dΩ is a little
harder to find. Looking at the figure again, we have (r+ dr) sin dΩ = d` cosθ sinϕ.
Since dr and dΩ are infinitesimal, it is possible to state that r dΩ = d` cosθ sinϕ. So














I(sˆ′)φ(sˆ′; sˆ) dΩ′ (3.20)
where µ = cosθ cosϕ, ξ = sinθ and η = cosθ sinϕ. Droping the sˆ dependence for















Iφ(sˆ′; sˆ) dΩ′ (3.21)
The main difficulty is the appearance of the derivative with respect the direc-
tion sˆ in the left hand side of the RTE. In order to approximate such derivative, the
more ordinates the better, but in most ordinate sets, and particularly the Sn, the or-
dinates aren’t even close to each other, making the usual evaluation of a numerical
derivative uncertain. Thus, the approximation of the angular derivative has to be
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accurately chosen. The angular derivative used in this work is the one proposed by
Truelove [11], which is
∂(ηI)
∂ϕ '
γi+ Ii+ −γi− Ii−
ωi
, (3.22)
where the γ coefficients are determined by a recurrence relation. If the intensity
radiation field is assumed to be constant, then γi+ = γi− +ωi∂η/∂ϕ. The intensities
at ordinates i+ and i− are related to the discrete intensity Ii by the linear relation
Ii = f Ii+ + (1− f )Ii−. The factor f is the same as in equation 3.17. The initial values
for γi− and Ii− depend on the polar angle, and are γi− = 0 and the solution of the






i− Ii− + Si− (3.23)
with the same definition of the source terms as in equation 3.5. Finally, the set of










γi+ Ii+ −γi− Ii−
ωi
)
= −Bi Ii + Si , (3.24)
For this equation, the finite volume technique is also employed, so, the next step
is to multiply both sides by 2pir dr dz, which is the element of volume in the case
of axial simetry, and integrate over the volume. When the integral is performed,
the resulting equations use the unknown values of the intensity at the faces of the
control volume. By using a linear relation like equation 3.17 to relate the value of
the intensity at the faces and in the center of the control volume, Iie and Iin can be
eliminated and the explicit value for IiP is obtained:
IiP =
Nr Iiw −NP Ii−P +Nz Iiz + fVSi
Dr −DP +Dz + fVBi . (3.25)
The coeficients are
Nr = 2piµi∆z(rw(1− f ) + re f ) Dr = 2piµi∆zrw (3.26)
NP = 2pi∆z(re − rw)(γi+(1− f ) +γi− f )
ωi
DP = 2pi∆z(re − rw)γi+
ωi
(3.27)
Nz = Dz = piξi(r2e − r2w) V = pi(r2e − r2w)∆z (3.28)
The above coeficients are valid when integrating the equation inwards (from higher
to lower radius). When integrating the equation outwards, from lower to higher
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radius, re has to be changed to rw and viceversa in Nr and Dr only. As stated before
the γ coeficients are obtained by a recursion formula:
γi+ = γi− ±µiωi (3.29)
where the plus sign is used for outwards integration and the minus sign is used for
inwards integration. The reason for that sign change is that the ordinates are only
defined on the first octant and therefore µi, ηi and ξi are all positive.
Solution procedure. The N discrete ordinates sˆi are classified in m groups. Each
group has lm ordinates, and all of the ordinates belonging to the same group have
equal polar angle θ. Thus there are only m different polar angles covered by the
discrete ordinates set. For each of these m groups, the ordinates are ordered from
higher to lower µ. The domain is discretized in Nr × Nz control volumes.
The solution procedure for each group is as follows: set γi− = 0, and for each
ordinate l, l = 1 7→ lm, equation 3.25 is repeatedly solved in the direction of de-
creasing radius. The values of Ir and Iz for the first node are determined by the
boundary conditions, while the value of Ii−P is obtained by solving equation 3.23.
The linear relation IiP = f I
i
e + (1 − f )Iiw is used once IP is known, in order to cal-
culate Iie for the radial node k, which is equal to Iiw for the radial node k − 1. Once
each ordinate has been calculated, equation 3.25 is integrated outwards, for each or-
dinate l, this time l = lm 7→ 1. The boundary condition at the symmetry axis is that
the intensity outwards should be equal to the intensity inwards. The linear relation
IiP = f I
i
e + (1− f )Iiw is again used to calculate Iie for radial node k, which is equal to
Iiw for the radial node k+ 1. This procedure is repeated for each z.
Notice that the order in which each of the m groups is solved is irrelevant in this
case. This is because no derivatives respect to the polar direction θ appear in the
radiative transfer equation.
3.3.3 Boundary conditions
The discretization of the wall boundary conditions, where nˆ is the vector perpen-
dicular to the wall (equation 3.2) is readily obtained by replacing the integral term
by a weighted summation,∫
nˆ·sˆ<0
ρd(sˆ)I(sˆ)|nˆ · sˆ| dΩ ' ∑
nˆ·sˆ j<0
ω jρd(sˆ j)I j|nˆ · sˆ j|, (3.30)
where I j is a shortcut for I(sˆ j). The angular discretized form of such boundary con-
dition is therefore
I jwall = εIb + ρ
j
s I j∗ + ∑
nˆ·sˆ j<0
ω jρd(sˆ j)I j|nˆ · sˆ j|. (3.31)
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Again I j∗ is the intensity in a direction sˆ∗j which is the reflection of sˆ j with a plane
perpendicular to nˆ. It is clear from the above equation that, for black boundaries (i.
e., ε = 1, and ρd = ρs = 0), there is no coupling among the different discretized
directions due to the boundaries. Thus, if the medium is also non scattering, the
solution procedures described above solve the RTE in just one step.
The wall boundary conditions, however, are not appropriate for solar applica-
tions. For instance, in the work [12], a solar collector is studied, and boundary con-
ditions capable of handle incoming intensity at a very particular angle are required.
The following holds only for ordinates that lie exactly on a plane, such as these de-
fined by equations 3.11 and 3.12.
The incidence angle of incoming radiation may be any between 0 and pi/2, while
the ordinates that we are solving belong to a discrete set. This means that, in general,
the incident direction, sˆ, will not coincide with any of the discrete ordinates. The
idea is to split the incoming intensity into two consecutive discrete ordinates, with
appropriate weights. If the incident angle is Θext, the angle within the medium will
change according to Snell law:
nextΘin = nintΨ, (3.32)
where Ψ is the angle to be incorporated to the boundary conditions, and n stands
for the refraction index. The incoming intensity, I0, will be reduced also by a factor
τs, the transmissivity of the surface. The incoming intensity direction is written in
terms of sˆ1 and sˆ2, two consecutive discrete ordinates (see figure 3.5). Therefore, we
seek two values, m and n, such that
sˆ = msˆ1 + nsˆ2. (3.33)







where a = sˆ1 · sˆ, b = sˆ2 · sˆ, and c = sˆ1 · sˆ2, all these quantities are known.
This is the decomposition of the sˆ vector into two consecutive ordinate sets. Fi-
nally, the values m and n are multiplied by I0τs, and divided by the corresponding
weights ω1 and ω2, respectively. Therefore we have, for this particular boundary
condition, the intensity equal to zero except for the two ordinates sˆ1 and sˆ2. The
energy flux through a surface perpendicular to the x axis is, in this approximation,
qr ' ∑
j
I jω j(ıˆ · sˆ j) = I0τs(m cosθ1 + n cosθ2). (3.34)




Figure 3.5: Incoming intensity as a sum of two discrete ordinates
It is possible to show that, as the number of directions increases, both m and n tend
to 1/2, and since in this limit, θ1 ' θ2 ' Ψ, we obtain the expected result for the
radiative heat flux, namely
qr ' I0τs cosΨ. (3.35)
3.4 Numerical issues
3.4.1 Error sources
There are two types of numerical errors when solving the RTE with the discrete
ordinates method. First, there is the ray effect. This effect manifests itself as oscil-
lations in the profile along any direction of integrated quantities, such as heat flux
(equation 3.8) and divergence of heat flux (equation 3.9). These undulations appear
because the RTE is solved only for a few directions. The only way to minimize this
effect is to consider sets with more ordinates. Last, but not least, there is the false
scattering effect. This effect is due to the finite size of the control volumes, and to
the fact that the mesh is not (in general) aligned with the ordinates that we are solv-
ing. Therefore, solutions that should present a sharp step, exhibit a perceptible slope
instead. This is the same effect described by Patankar [13] as false diffusion. The
means to overcome this effect is to increase the number of control volumes of the
mesh.
It is interesting to note that both effects are linked. For instance, if we try to
minimize the false scattering by increasing the mesh size, then the ray effect will
become more obvious, provided that the ordinate set remains the same. Thus, in
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order to have correct numerical simulations, an increase of the mesh size should be
accompanied of an increase of the number of ordinates, to avoid the ray effect. In
section B.2 there is an explaination of this linkage.
It is worth noting that the ray effect is reduced when the optical thickness is
increased. The reason is that, as the optical thickness increases, radiation becomes
more and more a local phenomenon, its directional behavior tending to disappear.
The mean free path of the photons is then reduced, meaning that the photon which
impacts to a surface bears little or no information on fromwhich surfacewas emitted.
The impact of false scattering is also diminished if the albedo is large.
3.4.2 Radiative equilibrium
For situations where radiation is the dominant mode of heat transfer, the energy
equation takes the form of equation 1.14. Thus, taking into account equation 1.20, the
temperature at each point may be evaluated. However, once the temperature field
is updated, the intensity radiation field should be recalculated, resulting on a new,
different temperature inferred using equation 1.20. Therefore, an iterative procedure
is required.
It is also possible to include other modes of energy transfer in the source term
S in equation 1.14. For example, conduction heat transfer could be included by set-
ting the source function to∇ · (k∇T), being k the thermal conductivity. In practice,
however, combined problems are solved the other way around: the radiative heat
flux divergence is included as a varying source term in the energy equation, and the
temperature is not calculated using equation 1.20.
3.4.3 Two media interface modelling
When two or more different materials are considered, the intensity in the inter-
face of these two materials cannot be calculated using equation 3.17. Instead, a more
detailed balance is performed. In figure 3.6 the relevant quantities are indicated. The
intensity is known on the nodes (red dots), and its represented by an arrow pointing
in the direction of sˆi. The different length of the arrows accounts for the different
value of Ii at each node. The swinging line represents the black body intensity Ib at
the temperature of the node “1”, which is isotropical. There is also a contribution
due to the diffuse reflectivity, which takes into account the intensity in all directions
in the same quadrant of Ii∗ (not shown for the sake of clarity). Our aim is to compute
the value at the interface (green dot), Iic.
There are different contributions to Iic; a term due to the black body emission,
which takes into account the temperature of node “1”, a transmitted term through
the node “1”, and a reflection term that takes into account the incoming intensity
from node “2”. The surface is assumed to be described by the specular reflectivity
ρs, and the diffuse reflectivity ρd. More precisely, the intensity between the two nodes










Figure 3.6: Calculation of the intensity I ic at the face between two control volumes
of different material, and for direction sˆi. I i∗(2) represents the intensity in a direction
which is the reflected counterpart of sˆi with respect to the normal to the interface.
is calculated using the relation
Iic = ε










j(2)|nˆ · sˆ j|, (3.36)
where the parentheses indicates in which node the intensity is evaluated. The term
Ii∗(2) represents the intensity in a direction which is the reflected counterpart of sˆi
with respect to the normal to the interface. The superindex i means magnitudes
evaluated in the direction i.
The following simplifications are used: if the node “1” is opaque, thenwe assume
that τ i = 0 and εi = 1− ρid − ρis. On the other hand, if node “1” is not opaque, then
εi = 0 and τ i = 1− ρid − ρis. Finally, if the node “2” is opaque, the intensity Iic is set
to zero.
3.5 Sample calculations
A wide variety of cases have been solved by using the DOM, with the goal of
testing the reliability of the implemented code. Whenever possible, results obtained
with other methods are also presented, including comparisons to analytical solu-
tions. The work presented in the 5th ECCOMAS conference [14], held in Barcelona,
includes the solution of cases with and without intermediate obstacles, both trans-
parent and participating media, problems considering the radiative equilibrium as-
sumption, simple cavities with cylindrical symmetry. . . Some illustrative results, not
included in any published work, are presented as well.
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3.5.1 Analytical solution in purely absorbing media
In order to test the capabilities of the DOM in participating media we first focus
our attention to a case which has an analytical solution: a square enclosure with
length 1m, containing a purely absorpting medium with T = 0K, surrounded by
black walls at temperature T, such that σBT4 = 1 Wm−2. The analytical solution for
this particular case is explained in section A.2.
Numerical results are presented for several absorptions, in a 128 × 128 control
volumes mesh, with f = 0.6 (see equation 3.17). The ordinate set is obtained from
equations 3.11 and 3.12, for N = 3. Since we are comparing the intensity radiation
field, and we are not interested in integral quantities, the number of directions is
completely irrelevant, because the medium is non scattering and the walls are black.
Therefore, the results presented for this problem are not affected by the ray effect.
Intensity radiation field along the direction given by θ = pi/12 is shown in the
plots of figures 3.7 and 3.8. The intensity is evaluated along the straight line y = 1−
x. The agreement between analytical and numerical solution is really good, except
in te vicinity of x = 0.8. This is the manifestation of the false scattering, since it is
not possible, numerically, to reproduce the step present in the analytical solution.
The false scattering effect is apparent, because the mesh is not properly aligned with
the directions that we are solving. To reduce this false scattering, and to obtain a





































Comparison between numerical and analytical solution
Numerical solution
Analytical solution
Figure 3.7: Comparison between numerical and analytical solutions of the RTE. Left:
absorption coefficient κ = 1m−1. Right: Absorption coefficient κ = 0.1m−1.
3.5.2 Geometry with internal obstacles
This case attempts to simulate a printed board, with two heated elements ex-
changing energy by radiation with its cooler environment. The case has been solved















Comparison between numerical and analytical solution
Numerical solution
Analytical solution
Figure 3.8: Comparison between numerical and analytical solutions of the RTE, ab-
sorption coefficient κ = 10m−1.
to demonstrate the ability of the DOM to handle complicated cartesian geometries
and also to compare the results obtained with the DOM and the RIM. Consider a two
dimensional cavity, with Lx = 12mm and Ly = 50mm. The board is maintained at
Tboard = 310K, and is characterized by an emissivity of εboard = 0.9. The remaining
surrounding walls are kept at T = 300K, and have emissivities of ε = 0.5. The pro-
trusions, pretending to be chips, are hotter at Tchip = 320K and have an emissivity of
εchip = 0.8. Their dimensions are 6mm wide and 15mm high. The whole set is sym-
metrical with respect the line y = 25mm. The whole scheme is depicted in figure 3.9
(left).
The results obtained with the DOM, with the directions given by equations 3.11
and 3.12, and N = 20, are compared to the results obtained with the RIM, with a
coarse mesh of 12× 50 control volumes.
Figure 3.10 shows the heat flux following the profile of the printed board. The
variable k is used to describe the path along which the heat flux is calculated. We
start in the middle of the west wall, with k = 0, and continue clockwise running
along all the surfaces (including the upper protrusion), until we reach the middle
of the east wall (k = 1), as illustrated in figure 3.9 (right). The precise value of k is
obtained by dividing the number of surface by the total number of surfaces in this
path, which, for a 32× 80 control volume mesh, is 144.
The heat flux shows big jumps, corresponding to the transition between zones
at diferent temperatures (from west wall to the protrusion, to the west wall again,
to the north wall. . . ). The oscillations apparent in the RIM result are due to the fact
that in this geometry there are blocking surfaces, an important source of error when
calculating the view factors.
There is an overall good agreement between both methods, except for two clearly
































Figure 3.9: Geometry of the printed board, and definition of the variable k.
defined ranges of k, which correspond to the west wall. The results obtained with
the DOM are closer to those reported by Sa`nchez and Smith [7] in these zones.
3.5.3 Purely scattering medium
Next, a two dimensional, square cavity, with length 1m, containing a purely scat-
teringmedium is considered, withσs = 1m−1 and T = 0K. The same case was solved
by Fiveland [15]. The east, north and south walls are black and maintained at 0K,
while the west wall, also black, has a fixed temperature Tw. The non dimensional





In figure 3.11, G∗ is plotted versus the x coordinate. Solution is obtained on a
61 × 61 mesh, with the T5 and the S4 sets for the angular quadrature, and f = 1
(see equation 3.17). There is a good agreement between numerical results presented
in [16] and the DOM, for the T5 quadrature, with a total of 100 ordinates, while the S4
ordinate set, with 12 ordinates, shows the forementioned ray effect, as an oscilation



















Comparison between RIM and DOM
using DOM
using RIM
Figure 3.10: Comparison between RIM and DOM methods, for a simplified model
of a printed board.
around the direction independant result using T5, with 100 ordinates. The quadra-
ture set to be used is implicitly determined by the mesh size: the finer the mesh,
more ordinates must have the ordinate set chosen to integrate the RTE.
3.5.4 Inhomogeneous three dimensional cavity
The software tools developped allow the resolution of the RTE with locally vary-
ing optical properties, i. e., the absorption and scattering coefficients may be a func-
tion of the position. This ability will be very useful, and will have an inmediate ap-
plication to comubstion problems, since the absorption coefficient will depend both
on the temperature and species concentration, fields which vary considerably on the
domain.
Hsu and Farmer [17] solved a three dimensional domain, with inhomogeneous
optical properties, using the YIX and Monte Carlo methods, and with an anisotropic
phase function. The radiative transfer equation is solved using the DOM, with six di-
rections per octant, namely the S6 ordinate set. An inhomogeneous optical thickness
τ = L(κ +σs) is used, specifically of the form
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Two dimensional cavity, purely scattering medium
DOM T5
DOM S4
Ratzel and Howell (1982)
Figure 3.11: Two dimensional cavity containing cold, purely scattering media. The
west wall has an emission power of 1W/m2. The total incident energy G∗ is plotted
for y = 0.5. Results obtained with the DOM are calculated with the T5 and S4 (which
shows ray effect) ordinate sets, and 61× 61 mesh.
for several values of a and b. The phase function is assumed to be of the form
φ(sˆ′; sˆ) = 1 + γ(sˆ′ · sˆ). This phase function is known as linear anisotropic scat-
tering phase function. The phase function is said to be forward scattering if γ = 1,
backward scattering if γ = −1 and isotropically scattering if γ = 0. Different values
of γ are used. Various problems are solved, all of them concerning a cubical cavity
with length L = 1m. The albedo,ω = σs/(κ+σs), a measure of the importance of the
absorption versus the scattering, is set toω = 0.9. Thus, the effect of the anisotropic
scattering will be more apparent.
For the first case presented, the coefficients for the optical thickness are a = 0.9
and b = 0.1. The boundary conditions are five cold walls (T = 0K) and one with an
emissive power of unity, at x = 0. The medium is assumed to be at radiative equil-
librium. The mesh used was an uniform, 643 control volume mesh. This problem is
solved for a forward scattering phase function (γ = 1) and for a backward scattering
phase function (γ = −1). The total heat flux through the hot surface is shown in
figure 3.12. The total heat flux is lower in the backward scattering case, since the
photons, that are only emitted from the hot wall, are most probably scattered back;
these back scattered photons count as a negative contribution to the total heat flux.





















































Figure 3.12: Dimensionless heat flux at hot surface, x = 0 and y = 1/2. Left: forward
scattering, γ = 1. Right: Backward scattering, γ = −1.
The emissive power given by the DOM for this low optical thickness differs from
the YIX and Monte Carlo result. Taking into account that the same problem solved
with the DOM and a uniform 123 control volume mesh gives a result which is closer
to that of the YIX and Monte Carlo methods, the difference observed may be due
mainly to the fact that different meshes were used (the YIX and Monte Carlo used a
93 control volumemesh). The heat flux through the hot surface predicted by the DOM
is slightly larger than the obtained with the Monte Carlo and YIX methods. However


























































Figure 3.13: Optically thick case, forward scattering (γ = 1). Left: Dimensionless
heat flux at hot surface, x = 0 and y = 1/2. Right: Dimensionless emissive power at
y = z = 1/2.
The next problem considered is a forward scattering case (γ = 1), this time the
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optical thickness is computedwith a = b = 5. The boundary conditions andmedium
temperature are the same of the anisotropic scattering case, and the medium is also
at radiative equillibrium. The emissive power and the surface heat flux for this case
are shown in figure 3.13. The dimensionless emissive power is given by σBT(x)4.
The emissive power and surface heat flux given by the DOM agree very well with
those of the YIX and Monte Carlo methods. The discrepancy between the DOM and
the other methods is lower in this case, partly because the ray effect impact is re-
duced due to the higher optical thickness, as explained in section 3.4.1.
3.5.5 Results in cylindrical coordinates
In order to validate the cylindrical symmetry implementation of the DOM, two
different cases, one with fixed temperature field and the other at radiative equilib-
rium, have been solved. The first of them, known as Delft furnace, is described by
Truelove [11]. For such case, experimental results are available. The furnace is a 5m
tall cylinder, with a radius of 0.45m. The walls are kept at 425K, with an emissivity
ε = 0.8. The burner is located at the bottom of the furnace. There is a hole with a
radius of 15cm, starting at the symmetry axis, which is assumed to be at room tem-
perature, 300K. The absorption coefficient is homogeneous, κ = 0.3m−1. The fixed























Figure 3.14: Long wall heat flux for the Delft furnace. The DOM solution was ob-
tained with the S8 quadrature set and a 24× 136 control volume mesh.
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In figure 3.14 the wall heat flux along the side, tall wall, calculated by the DOM,
is shown and compared to experimental data. Although a disagreement of about a
10% is observed far off the burner, the numerical results are good enough. The main
source of the difference may reside on the assumption of homogeneous absorption
coefficient, scattering neglection, and the experimental inferred temperature field.
The second case follows the work by Baek and Kim [18], where a modified ver-
sion of the DOM is presented. A cylindrical furnace is solved, 4m long and with a
diamter of 2m. The long, side wall is kept at 900K, and the caps of the cylinder
have temperatures of 400K and 1200K. The emissivity of the walls is ε = 0.7 except
for the hot wall, with emissivity ε = 0.85. Two homogeneous extinction coefficient,
β = κ+σs, are considered: β = 0.1m−1 and β = 5m−1. The albedoω = σs/β is set to
0.7. The scattering is isotropical, i. e.,φ(sˆ′; sˆ) = 1. Radiative equilibrium hypothesis
is assumed, therefore the temperature field will be calculated. The mesh used had
24× 32 control volumes, and the ordinate set used was the T4 set. For the optically
thick case, the temperature field is shown in figure 3.15. The heat flux through the
long wall is presented in figure 3.16, where the DOM and the Finite Volume Method
Figure 3.15: Isothermal surfaces in the furnace for the optically thick case.
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(FVM) are compared. The FVM [19] can also be applied to the angular integration of
the RTE, instead of using the Gaussian quadrature approach of the DOM. The agree-





















Validation of the DOM for a cylindrical furnace
DOM, β=0.1 m-1
DOM β=5 m-1
Baek and Kim, β=0.1 m-1
Baek and Kim, β=5 m-1
Figure 3.16: Heat flux through side wall. Results from [18] are calculated with the
finite volume method for the angular integration.
3.6 Conclusions
In this chapter, the Discrete Ordinates Method has been described. The key fea-
ture of this method is the selection of the ordinate sets to be used to integrate the an-
gular part of the radiative transfer equation. The fundamental properties that must
hold for these sets have been laid out. In addition, it is detailed the discretization of
the radiative transfer equation, for both cartesian and cylindrical geometries.
With the goal of validate the discretizations presented in section 3.3, several prob-
lems have been solved. The appropriateness of the finite volume method to dis-
cretize the spatial part of the RTE is seen when the numerical solution for the inten-
sity radiation field is compared to the analytical one (section 3.5.1). The agreement
between the RIM and the DOM is shown in section 3.5.2, where only surface heat ex-
change has been taken into account. A scattering medium, which poses a direct test
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to any ordinate set chosen to integrate the RTE, has been considered in section 3.5.3.
In this section it is also shown the impact of the ray effect, if the mesh and the num-
ber of directions are not properly linked. Inhomogeneous, anisotropically scattering
media can also be handled, as it is demonstrated in section 3.5.4. In this section,
the energy equation has been used to determine the temperature, instead of using
a prescribed temperature field. Finally, problems with cylindrical symmetry have
been solved as well, in section 3.5.5. The performance of the DOM in this variety of
situations is deemed to be completely satisfying.
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4Radiative heat transfer
in non gray media
4.1 Introduction
The radiative transfer equation is formulated in terms of two properties: the ab-
sorption coefficient κ and the scattering coefficient σs. In real gases both properties
depend on the radiation wavenumber η (the inverse of the photon wavelength λ).
While the scattering coefficient is expected to depend smoothly on η, the absorption
coefficient presents thousands of absorption lines, due to the quantum nature of the
absorption process. An absorption line is, therefore, represented by a wavenumber
ηi, among other variables, meaning that the probability of a photon of wavenumber
ηi being absorbed by onemolecule presents a maximum, while photons with slightly
different wavenumber are absorbed with a probability orders of magnitude lower.
Absorption lines are suposed to exhibit a profile f (η, ηi), meaning that photons with
wavenumber very close to ηi still can be absorbed with perceptible probability. The
most commonly assumed profile is the so called Lorentz profile, which is




γ2i + (η− ηi)2
, (4.1)
where γi is another line parameter, the half width. This effect is called broadening of
the line, and is due mainly to collisions between molecules and to the Doppler effect.
The magnitude of such broadening depends on the temperature, partial pressure,
species concentration. . . The positions of the lines depend mainly on the geometry
of the molecule, which determines the energy levels of the rotational and vibrational
degrees of freedom. All these efects combinedmake the absorption coefficient of real
gases look like the plots on figure 4.1.
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Figure 4.1: Absorption coefficient for a tiny part of the spectrum, at different tem-
peratures. Left: CO2. As it can be seen, the absorption coefficient varies in several
orders of magnitude in a few cm−1. Right: H2O. Several hot lines are apparent.
There are several research groups that provide detailed information, i. e., high
resolution spectral data, of the absorption lines of many gases. The most impor-
tant, and publicly available via the internet, include the CDSD-1000 [1], HITRAN, and
HITEMP [2]. These databases contain information of the absorption lines for several
molecules, ranging from few tens of thousands to several million lines, as shown in
table 4.1. These absorption lines are in part experimental and in part calculated from
quantum mechanics. The most complete database is the HITRAN, with data from
37 different molecules, while the HITEMP includes only the absorption lines of four
gases, and the CDSD-1000 databank is devoted only to CO2.
A key feature for such databases is to correctly predict the so called “hot lines”,
that is, lines that are not important, concerning to the radiation absorption, at room
temperatures, but are important at the high temperatures reached in combustion
Database Molecule Number of lines Year
CDSD-1000 CO2 3147603 2003
HITEMP CO2 1032609 2000
HITEMP H2O 1283468 2000
HITRAN CO2 62913 2004
HITRAN H2O 63196 2004
Table 4.1: Different data bases and number of lines for water vapor and carbon diox-
ide. Taking into account these numbers, it is clear that approximation methods to
non gray properties are needed.
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processes. Moreover, the existence of these hot lines makes assumptions like scaled
absorption coefficient (see equation 4.17) fail. These hot lines are crearly seen in
figure 4.1, for water vapor. For example, lines near 1806.4cm−1, 1809cm−1, and
1809.8cm−1 are hot lines. There are other hot lines, as the line near 1807.7cm−1,
which is hot but at lower temperature. For instance, the HITRAN database does not
contain such lines, hence it is suitable for room temperature applications only; there-
fore the HITEMP database must be used for high (above 1000K) temperatures. The
CDSD-1000 database, on the other hand, is used on a wide range of temperatures.
In heat transfer applications, only scattering by spherical particles is accounted
for. This is a good approximation since integration over many irregular particles
tends to the same result with spherical particles. The wavelengths of interest are
lower than the mean distance between scattering particles, thus independent scat-
tering is assumed to be a good approximation. The scattering by one particle is not
influenced by its neighboring particles, and its analisys is simplified. Moreover, the
wavelength of radiation is assumed to be larger than the particle size, and therefore
the conditions of Rayleigh scattering apply. Under such conditions, which apply
for both gas molecules and soot particles, the phase function is relatively smooth
and, in addition, the radiation scattering of these particles is negligible compared to
the absorption. Therefore, in combustion problems scattering is often not taken into
account (Modest [3], p. 398).
The phase function is assumed to depend only on the in-scattering and out-
scattering directions (elastic scattering), that is, the energy of a photon does not
change during the scattering process. The redistribution of energy, therefore, does
not depend on wavelength. Again it is a usual approximation in heat transfer ap-
plications [3, 4], but for example in optics or when high energy photons (γ-rays) are
involved the phase function should account for photon energy change, in the later
case due to Compton effect.
4.2 Overview of non gray methods
The wavenumber dependence of the optical properties of real gases is significant
mainly in combustion and atmospherical calculations. The former are characterized
by large temperature gradients and near constant pressure, thus making the usual
assumptions of the optical properties behavior, namely the scaling approximation,
less accurate. This is due to the fact that optical properties are more sensible to
temperature than to pressure. On the other hand, the atmospherical calculations
deal with large variations of pressure, and almost constant temperature field. The
situation is now reversed, yielding more accurate predictions in this case.
There are several methods which allows us to take into account non gray radia-
tive heat transfer. By non gray model, or spectral model, we mean any numerical
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method capable of handle the wavenumber dependence of the optical properties of
real gases. Non gray heat transfer implies therefore that such dependence is taken
into account. In the following sections some of these non gray models are explained,
emphasizing the WSGG and the SLW models, which have been implemented and
tested as a part of this thesis.
Non gray methods can be divided roughly in band models and full spectrum
models. The former include the SNB and SNBCKmodels. These methods are more ac-
curate, but far more expensive from a computational point of view. Moreover, band
methods provide wavenumber based information, which is rather useless since we
are interested only on the total, i. e., spectral integrated, heat transfer. The latter
models include the WSGG, the SLW, and the FSCK methods. The main advantage
of full spectrum models is that they give directly the spectral integrated heat trans-
fer, with only a few resolutions of the RTE. Thus, it is more appropriate to use full
spectrum methods when solving combined heat transfer problems.
Although the non gray methods explained in this work can be used for any gas,
provided that the absorption coefficient is known, results concerning CO2 and H2O
are emphasized. A common approach is to consider the absorption coefficient of
CO2 independent of molar fraction, and take molar fraction effect into account only
for H2O. The reason for such simplification is that, in combustion applications,
which are the long term target of the present work, these two gases are by far the
most important contributors to radiative transfer for combustion of methane fueled
flames in air. Apart from being the most abundant products of the chemical reac-
tions, the contribution of these two gases to radiative transfer at the same molar
fractions is also bigger than the contributions of the remaining gases [5].
4.2.1 WSGG Model
The weighted sum of gray gases model is the simplest non gray model, and was
first introduced by Hottel and Sarofim [6]. Modest [7] showed that this method can
be used for any arbitrary RTE solver. As the main goal of our calculations is the to-
tal heat transfer due to radiation, we are not interested on solve each wavenumber
in detail. Therefore, global properties such whole spectrum emissivity are consid-
ered to obtain numerical parameters for solving the spectral integrated RTE with low











′′) d`′′ d`′. (4.2)
The monochromatic intensity radiation field Iη(`) integrated over the whole spec-
trum, I(`), can be written by means of the total absorptivity,α(T, 0→ `), as
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provided that the boundaries are black, and












In an homogeneousmedium, of characteristic length L, the total emissivity(T, L)









1− e−κηL) dη ' N∑
k=0
ak(T)(1− e−k∗k L). (4.4)
The homogeneity requirement allows constant k∗k coefficients. Plugging the approx-
imated total emissivity from equation 4.4 into equation 4.3, the full spectrum inte-















If the integrated intensity I(`) is understood as a summation of gray gas intensi-
ties, I(`) = ∑k Ik(`), then by comparison between equations 4.2 and 4.5 it becomes
clear that the intensity Ik verifies the equation
dIk
d`
= −k∗k (Ik − ak Ib). (4.6)
With global (i. e. full spectrum) emissivity data is possible to calculate values for the
parameters ak(T) and k∗k previously defined. The fit from real emissivity data and
the right hand side of equation 4.4 is made for 1 ≤ k ≤ N, and for k = 0, k∗0 = 0 is
assumed, and a0 = 1− ∑ ak for 1 ≤ k ≤ N. Also a range of different characteristic
lengths L (or optical depths) is considered. This is to account for the wavenumber
ranges where the gas is transparent.
To completely solve the problem, some models are needed to estimate the total
emissivity of a gas layer,(T, τ). Modest [3], chapter 9, gives an extensive list of such
models. Thus, the required coefficients ak and k∗k can be found. The optical thickness
of the layer runs from 0 to a big enough value (Modest [7] suggests 100 or 1000 as
the upper limit). The emissivity is fitted using N coefficients, from k = 1 to k = N,
according to equation 4.4, where N ranges between 3 and 5.
For instance, we develop the WSGG method for a fictious medium, where the ab-
sorption coefficient consists of a single absorption line, with the exponential profile
κ(η) = κ0e−2|η−η0 |/ω. We also assume that the black body intensity Ib is almost con-
stant in the line width η0. Under these conditions, the emissivity can be expressed
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as




[1− eτη ] dη ' b(T)A(τ), (4.7)
where, for an homogeneous medium, τη = Lκη. For an absorption coefficient given
by a single line, it is possible to find several models in the literature for the term
A(τ). The dependence of the temperature is reduced to a simple expression. For
instance, we can use the approximation given by Modest [3], p. 351, namely
A(τ) '
{
τ for 0 ≤ τ ≤ 1
1+ ln τ for 1 ≤ τ . (4.8)
Another choice is to assume the explicit wavenumber dependence of the absorp-










'ω (γ + ln τ + E1(τ)) . (4.9)
No matter how A(τ) is estimated, it is tabulated for several values of τ , from
τ = 0 to τ = τmax. Since the dependence of the approximated emissivity on the
temperature and the optical thickness is separated, we will adjust a set of coefficients






where the coefficients dk do not depend on the temperature. The coefficients are










is minimal. Table 4.2 shows the values of the coefficients ck and dk, for several values
of τmax and N.
Now, the coefficient k∗k in equation 4.6 is readily calculated as k
∗
k = ckκ0, and
the emission related coefficient is given by ak = dkb(T). The coefficients given in
table 4.2 differ slightly from the coefficients given by Modest [7], especially for large
N. This can be attributed to the possibly different functions A(τ) employed to fit the
coefficients. Nevertheless, the fitted A(τ) is in very good agreement with the fitted
A(τ) reported in the work by Modest.
In a general fashion, the optical thickness and temperature dependence will not
be so cleanly separable, resulting in coefficients ak in equation 4.4 depending on the
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A(τ) approximated
τmax = 100 τmax = 1000
N dk ck dk ck
2 2.746 0.364 4.576 0.110
3.046 0.025 3.334 0.0033
3 1.764 0.093 2.512 0.030
1.883 0.587 2.629 0.404
2.553 0.014 2.999 0.0024
4 1.291 0.039 1.834 0.011
1.364 0.193 1.936 0.075
1.473 0.652 2.040 0.545
1.974 0.014 2.663 0.0015
A(τ) analytic
τmax = 100 τmax = 1000
N dk ck dk ck
2 2.4146 0.2995 4.1934 0.0945
2.9968 0.0239 3.3068 0.0033
3 1.6257 0.1008 2.2012 0.0211
1.4963 0.4947 2.7361 0.2420
2.7219 0.0141 2.8926 0.00205
4 1.2608 0.0339 1.6839 0.0104
1.4207 0.1301 1.8101 0.0577
1.3189 0.5448 1.9253 0.3916
2.3639 0.0073 2.7327 0.0014
Table 4.2: WSGG model coefficients for a fictious medium with only one absorption
line. Approximated table fits equation 4.8 and analytic table fits equation 4.9.
temperature. Such temperature dependence of the coefficients ak is fitted with a
polinomial: ak(T) = ∑ j hk jT j. Smith et al. [8] provide coefficients for H2O, CO2, and
a mixture of both gases, for a range of partial pressures. The coefficients ak may also
depend on position, for the case in which a non isothermal medium is considered.
The main drawback of the WSGG model is that, for its formulation to be as simple
as presented here, only homogeneous media are allowed, although the isothermal
condition is not required. This fact restricts its usability in combustion problems
where the participating gases are certainly not homogeneously distributed.
4.2.2 SLW Model
Denison and Webb [9] introduced the Spectral Line Weighted sum of gray gases
model, SLW, which can be considered as a refinement to theWSGGmodel, since it can
be applied to inhomogeneous media. The monochromatic RTE in a purely absorbing
medium is again considered:
dIη
d`
= −κη(Iη − Ibη). (4.10)
The absorption coefficient domain is divided into m ranges, bounded by k j+1 (high)
and k j (low). A representative absorption coefficient value within each range is cho-
sen, namely k∗j = (k jk j+1)
1/2, with 1 ≤ j ≤ m. For each absorption coefficient range
j, an associated wavenumber range ∆η j is naturally defined, see figure 4.2, such that
for each η in ∆η j, the actual absorption coefficientκη lies in the range [k j, k j+1]. Thus,
the whole spectrum is divided in m non overlapping bands, in which the absorption
coefficient is assumed to be the constant k∗j . In order to include the spectral zones
where the gas is transparent, it is assumed that k∗0 = 0. The absorption coefficient
ranges, defined by k j, are usually obtained by equally partitioning a suitable range of
cross sections in a logarithmic scale. Usually, it suffices to take m = 10 cross section
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Figure 4.2: Spectral line weighted absorption cross section domain partition, and
associated spectral ranges ∆η j =
⋃
i[ηil , ηih]. The spectral interval ∆η j is shaded for
this particular cross section range j, and the absorption coefficient is assumed to be
(k j+1k j)1/2 for all the wavenumbers in ∆η j.
ranges.
The integration of equation 4.10 over all the wavenumbers belonging to the range
∆η j is carried out. The absorption coefficient is assumed to be the constant k∗j , as















Taking into account the Leibniz rule to differentiate under the integral sign, the later





















In the above expression, the index i runs over all the sub-ranges of which the ∆η j
is composed (see figure 4.2). In non homogeneous media the two latter terms of
equation 4.12 are not necesarily zero. However, as to the total heat transfer, it is
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assumed that these terms can be ignored. Thus, the radiative transfer equation for
each absorption coefficient range can be written as
dI j
d`








Since, by definition, the wavenumber intervals ∆η j are non overlapping and
cover all the spectrum, the integrated intensity over the whole spectrum is simply
I = ∑ j I j. A black body distribution function is defined as






where ξ¯ represents the quantities, other than the wavenumber η, on which the ab-
sorption coefficient may depend on, basically the temperature and the species molar
fraction. Then, the coefficient a j is readily obtained as a j = F(k j+1)− F(k j). It can be
easily seen that ∑ j a j = 1 if the appropriate absorption coefficient ranges are selected,
that is, if km is greater than the maximum κη. Notice that the Tb in equation 4.14 is
not necessarily the temperature of the gas, included in the set ξ¯ . The detailed de-
pendence of the absorption coefficient on the wavenumber is needed to compute the
black body distribution function F.
There are several ways of obtaining the distribution function F. The first ap-
proach is to attempt a fit for the function F. By construction, it is clear that F(0) = 0
and F(k → ∞) = 1, so the target function must behave in the same way. The com-
mon choice is a function of the form F ' 0.5 tanh(P) + 0.5, where P contains all the
details of the absorption coefficient. Correlations based on this function exist in the
literature for the computation of the function F for CO2 [10,11,12] and for H2O [13].
On the other hand, given the detailed spectral dependence of the absorption co-
efficient, the distribution function can be calculated for a given physical condition.
The procedure explained in [14] is used. Thus, it is possible to build a database of
calculated distribution functions, for a set of properties ξ¯ . To calculate the value of
F for any ξ¯ , linear interpolation is used. The calculations involved prior to use the
more accurate F are computationally expensive, but have to be carried out only once.
The difference between calculated and fitted distribution functions is shown in fig-
ure 4.3, for both CO2 and H2O. In addition, since linear interpolation is much faster
than numerical computation of a complex function, such as the hyperbolic tangent,
solutions using the SLW with interpolated distribution functions are much faster, the
maximum speed up achieved for one dimensional problems. The typical speed up in
two dimensional cases is about five, while for one dimensional cases, computational
time is decreased by a factor of ten or more.
The high resolution absorption coefficient, κη, is obtained from the absorption
line databases. For CO2, the CDSD-1000 and the HITEMP are used, while for H2O

























Distribution functions for CO2, Tg=Tb=1000 K
Fitted data from CDSD-2003 (Modest)
Calculated data from CDSD-2003
Fitted data from HITRAN-1992 (Denison)

























Distribution functions for H2O, Tg=Tb=1000 K, Y=0.2
Fitted data from HITRAN-1992 (Denison)
Calculated data from HITEMP-2000
Figure 4.3: Left: Distribution function for CO2, for a gas temperature Tg of 1000K.
The calculated functions give rather similar values for F, especially for large k. Also,
it is clear that the fit by Modest [11] is better. Right: Distribution function for H2O,
for a gas temperature Tg of 1000K. The difference is due to the different databases
used, being the HITEMP more reliable.
only the latter is considered. Following the steps given by Rothman et al. [15], for
each absorption line the Lorentz profile is assumed. Next, the desired resolution ∆η
of the absorption coefficient is defined, typically ∆η = 0.01cm−1, and the spectrum is
divided in bins of such width. For each line, the absorption coefficient for the center
of the line is calculated, and the computation continues over a number of adjacent
bins following the Lorentz profile of the line. One such binmay receive contributions
of many lines, and those contributions are added up.
In essence, the SLW model generates a fictious, simplified, absorption coefficient
which is based on the actual absorption coefficient. Instead of integrating over
wavenumber, we integrate over the absorption coefficient. Thewavenumber integral
is implicitly carried out in the definition of the distribution function, equation 4.14.
From the above formulation of the SLW method, it is clear that it is also applicable in
the same form for gray scattering medium, the equation to solve being in this case
dI j
d`





I jφ dΩ. (4.15)
Bounding surfaces need not to be black, as in the WSGG model, although non gray
behavior is required. In fact, this gray requirement may be dropped if the wall emis-
sivity is proportional to the absorption coefficient.
An alternative way of defining the weights a j and the mean absorption coeffi-
cients k∗j that appear in equation 4.13, is by means of an optimization procedure [9].
The total emissivity of a gas layer of thickness between 0 and L is calculated from
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the distribution function with a large number of absorption cross sections. Such data









, 0 ≤ x ≤ L, (4.16)
with m′ ranges, being m′ significantly lower than m, by means of a non linear least
squares procedure. These optimized coefficients still can be used for non isothermal,
non homogeneous media [5].
In the present work, the total emissivity at a single temperature is considered
when finding the optimal a j and k∗j coefficients. For an isothermal, homogeneous
medium, the weights a j contain all the information, but for a general case, also the
range boundaries k j are needed. The way to get the boundaries of the spectral ranges
from the weights a j is as follows: first, fit the coefficients for the total emissivity,
omitting the transparent band (that is, find a j and k∗j , 1 ≤ j ≤ m′). Second, compute
the transparent band weight, a0 = 1− ∑ a j. Then set k0 = 0 and k j = F−1(∑ ai), for
0 ≤ i < j, so, for example, k1 = F−1(a0), k2 = F−1(a0 + a1) and so on. However,
it is possible that the mean value k∗j does not lie between k j and k j+1, but this fact
apparently does not affect the quality of the results obtained with this optimization
procedure.
Denison and Webb [10] used the SLW method for non-homogeneous and non
isothermal gas layers. In such situations, the absorption coefficient depends on the
location. This fact is handled by making both the weights a j and the coefficients k∗j
position dependent. Thus, the RTE will be solved by taking into account local phys-
ical conditions. To determine the best values for these local SLW model coefficients,
Denison and Webb [16] considered the absorption coefficient to be scaled, i. e., that
it can be written as
κη(ξ¯) = Ψ(η)Ξ(ξ¯), (4.17)
where ξ¯ is a set of all the variables (other than the wavenumber η) on which the
absorption coefficient may depend on: temperature, pressure, molar fraction. . . and
so on. The scalability property implies that the same spectral intervals ∆η j can be
easily obtained at each point of the domain for a cleverly selected k∗local, therefore the
additional terms in equation 4.12 do not appear, making equation 4.13 exact. First,
we must pick a reference state ξref, and compute the spectral intervals ∆η j for this
reference conditions. For a truly scaled absorption coefficient, the k∗j,local that yields
the same spectral intervals ∆η j is k∗j,local = k
∗
j,refΞ(ξ¯), or, if the intervals are the same,
F(Tref, ξ¯local, k∗j,local) = F(Tref, ξ¯ref, k
∗
j ) (4.18)
must hold. Here we have considered that Ψ(η) = κη(ξ¯ref).
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The scalability approxmiation, however, is not a very good representation of real
gases absorption coefficients, in situations where temperature varies significantly.
Nonetheless, we could still pretend that the absorption coefficient is scaled, and as-
sume that there is a value k∗j,local that yields the same intervals verifies equation 4.18.
The reference state, ξ¯ref, can be calculated by spatial averaging the relevant mag-
nitudes. On the other hand, for some cases, this reference state has been taken by
considering the maximum attained by the relevant magnitudes. The choice of this
ξ¯ref has a slight influence on the final result. In order to find the equivalent absorp-
tion coefficient, if the scaling approximation does not hold, the Newton method or
the bisection method for finding equation roots can be used.
The black body fraction coefficients a j also depend on the spatial location, via the
local temperature. The coefficient a j,local is calculated as
a j,local = F(Tlocal, ξ¯ref, k j+1)− F(Tlocal, ξ¯ref, k j).
The spectrum intervals bounded by k j, with 0 ≤ j < m, are the same over the whole
domain, according to the assumptions that hold on the SLW formulation.
The formulation of the SLWmethod given above is based on the knowledge of the
full resolution absorption coefficient. Denison and Webb [17] suggest a method to
deal with gas mixtures, using the coefficients of the individual gases. Their approach
has been adopted in this work. Consider a mixture of p elements, each of them
approximated by mi cross sections, 1 ≤ i ≤ p. The radiative transfer equation is
solved Πimi times (which gives mp if all the components are approximated by m
ranges), considering all possible combinations of spectral ranges taking exactly one
range for each element. Explitictly,
amix = ai,1a j,2 · · · ar,p k∗mix = k∗i,1 + k∗j,2 + · · ·+ k∗r,p, (4.19)
where the subindex i, 1 indicates the ith range of the first component, and so on. As
the number of species increases, the number of times that the RTE has to be solved
grows exponentially.
Webb and Solovjov [18] propose several ways to deal with gas mixtures. Its main
idea is to obtain equivalent F distribution functions from the monocomponent ones.
This is an improvement from previous works [17], where the computation time in-
creases as mp for a mixture with p species, if the ratio of the mole fractions is not ho-
mogeneous. However, several tests conducted seems to point out that thesemethods
are reliable only for optically thick mixtures.
Usually, absorption line databases give the molecular absorption cross section C
instead of the absorption coefficient. Both are related by the molar density N, being
κ = NC. Thus, an equation of state for the molar density is needed, and the ideal
gas state equation is used. For an ideal, monocomponent gas, the molar density N
in mol/m3 is obtained as N = 12186.65P/T, where the pressure P is in atm and the
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temperature in K. If the molar density is desired in molec/cm3, then N = 7.34 ×
1021P/T. For a gas mixture, the above equation of state holds independently for
each gas, Ni = Pi/RT, and also for the total pressure and molar density, N = P/RT.
Solving for RT, we get Pi = YiP, and Ni = YiP/RT.
The main advantage of the SLW method is that, once the correlation functions F
are fitted from line by line data, the method gives relatively accurate results with-
out the computational requirements of a fully detailed spectral calculation, and thus
fully coupled radiation heat transfer plus other heat transfer modes calculations can
be carried out with an affordable computational cost.
It is clear that both the SLW and the WSGG methods are very similar, in the sense
that the final form of the approximated, spectral integrated, RTE, is the same. The
only difference is the calculation of the weights and absorption coefficients, being
the SLW more reliable since it is based on the precise position of the absorption lines,
instead of being based on a global property such the spectral integrated emissivity.
Being so close, numerically speaking, it should not be a surprise that the approxi-
mation of the Planck mean absorption coefficient κP by both methods is the same.






κη Ibη dη ' ∑
j
a jk∗j , (4.20)
and the same form is valid also for the WSGG model.
4.2.3 Optically Thin Model (OTM)
Although the optically thin model, OTM, is not a non gray model, it is described
here because it is the simplest way to take into account radiation effects in a com-
bined numerical simulation, and is commonly used in combustion applications. It
consists of the addition of a source term due to radiation of the form
∇ · qr = 4σB(κPT4 −κP0T40 ), (4.21)
where κP and κP0 are the Planck mean absorption coefficient (equation 1.21) at tem-
peratures T and T0 respectively. This approximation assumes that the emission of the
flame is much larger than the self absorption, i. e., each photon generated within the
flame due to the extremely high temperatures is not absorbed, and thus represents a
heat loss wherever the temperature is high. The T0 is the background temperature,
the temperature of the boundaries of the system. In combustion applications, for
example, T0 is usually taken to be the lowest temperature on the domain, thus the
OTM overestimates the radiative source term, which results on an underestimation
of the temperature field.
Thismethod is often used to compare its results withmore sophisticated non gray
methods, due to the inherent simplicity of its formulation: in particular, it is very
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fast, compared to all of the other methods, since the RTE needs not to be solved. Used
mainly in combustion problems, it also indicates wether self-absorption is important
in the flame under consideration [19,5,20,21,22]. However, in general, radiation self-
absorption is important and thus the OTM is not reliable. Wang et al. [21, 23] stated
that self-absorption plays an important role in NOx formation in flames. Also, Liu et
al. [19] criticize the blind use of this approximation without enough justification.
When using the optically thin model, the Planck mean absorption coefficient
used, κP, could be obtained from existant correlations, for instance those by Barlow
et al. [24]. On the other hand, the value ofκP could also be obtained from high resolu-
tion spectral data, either by detailed line-by-line integration or using approximated
methods like the WSGG or the SLW, which are explained in detail in sections 4.2.1
and 4.2.2 respectively.
4.2.4 Statistical Narrow Band Model (SNB-SNBCK)
The statistical narrow band model is based on the formal solution of the RTE
along the direction of photon propagation. The fundamental property used is not
the absorption coefficient, as in the DOM, but the transmissivity of a layer of gas.
Therefore, the use of the DOM is very difficult in this case; for two or three dimen-
sional problems the computational cost of this method comes very high, since the
RTE must be solved along the direction of the radiation beam. Kim et al. [25] use the
SNB model with the DOM for an unidimensional case.
This model divides the whole spectrum in a number of narrow bands, and the
transmissivity is calculated for each band. The RTE has to be solved for each band,
and a typical number of such bands is of the order of 300. For inhomogeneousmedia,
approximations for the transmissivity should be employed, being the Curtis-Godson
approximation (seeModest [3], p. 346) the most widely used. Liu et al. [26] proposed
a new strategy, which is to define an absorption coefficient from the transmissivity
of a narrow band, thus allowing the use of any conventional, absorption coefficient
based, RTE solver.
On the other hand, the SNBCK model (statistical narrow band correlated-k) also
divides the whole spectrum in a number of narrow bands, and the black body emis-
sive power is assumed to be constant whithin each band. Thus, the precise knowl-
edge of the absorption lines positions is not needed. Any wavenumber dependant
property, such as the transmissivity, originally posed in terms of an integral over
the wavenumber, can be rearranged in a smoother, more convenient integral, which
allows the use of Gaussian-like integration. From this integral, several absorption
coefficients, the number depending on the order of the quadrature, can be inferred,
and the RTE is solved by using the DOM and these absorption coefficients. The pro-
cess is repeated for each narrow band. A deeper explanation of this method can be
found elsewhere, for instance the one given by Liu et al. [27].
Several works [19,28,29] use the SNBCKmodel to consider the radiation effects on
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combustion problems. The main drawback of such models are that high resolution
spectral data is needed, resulting in an increase of the calculation time with respect
methods such the SLW. Either the SNB and the SNBCK models provide wavenumber
based results, which are useful to compare to experimental results. However, as
the total heat transfer, such information is superfluous, and the computational time
associated to this extra information is high. A mixture of gases can also be dealt with
these models, increasing again the calculation time. Liu et al. [27] explain several
strategies to reduce this extra computational effort.
The SNBCK method yields results that agree very well with the SNB, often con-
sidered the reference results. Furthermore, the resources needed by the SNBCK are
lower, thus reducing the total calculation time. The SNBCK can be viewed as a re-
formulation of the SNB, with the aim of obtaining the absorption coefficient as the
fundamental property, instead of the transmissivity. Thus, efficient methods such as
the DOM may be used to solve the RTE.
The SNBCK method is the best choice if the intensity radiation field (or the radia-
tive heat flux) is needed in a wavenumber basis. However, the extra computations
required makes this method not very competitive against methods such the SLW or
the FSCK if we are only interested in spectral integrated quantities, which is often the
case in practical engineering problems.
4.2.5 Full Spectrum Correlated-k Method (FSCK)
Mazumder and Modest [14] developped a precise, mathematical, more rigurous
version of the SLW method, and it should be considered its natural replacement.
Essentially, a reordering of the wavenumber integration is performed, and a inte-
gration over absorption coefficient (instead of an integration over wavenumber) is
performed. This is the same principle on which the SLW is based. In the case of scal-
able absorption coefficient, that is, the absorption coefficient can be writen according
to equation 4.17, this method yields exact results, affected only by numerical errors.
The prior, absorption data line process that provides the needed parameters of the
method is computationally expensive, but it has to be done only once. Detailed, high
resolution spectral data of the absorption coefficient is needed. This method, how-
ever, cannot handle non-gray surfaces. In their work the FSCK method is applied in a
propane combustor, with a simple kinetic model. The same combustor is also solved
considering gray properties, and signigicant diferences are observed.
Based on the scaling approximation for the absorption coefficient, Zhang and
Modest [30] showed that accuracy of the FSCKmethod can be significantly improved,
by first dividing the spectrum in several, conveniently selected groups. Within each
group, the absorption coefficient is approximately scaled, thus giving near LBL accu-
racy in a reasonable ammount of time.
This method has approximately the same computational cost of the SLW method,
once the preprocessing has been completed. The main advantage is that it can be
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readily used with the existing, DOM based, RTE solver.
4.2.6 Line by line (LBL)
The line-by-line method, LBL, is considered the most accurate method to account
for non gray radiation. This method involves, as its name suggests, the solution of
the RTE several times for each absorption line. For instance, Denison and Webb [9]
solved the RTE as many as ten times between two consecutive lines. Given the num-
ber of lines in spectral databases, summarized in table 4.1, it is clear that the demand
of computational resources is overwhelming, nowadays and in the years to come.
Furhtermore, the precise knowledge of the contribution of radiation heat transfer
is desired usually as a part of more complex problems, thus making the situation
worse. For this reason, the use of LBL is not feasible for practical purposes. The
importance of line-by-line calculations is that they serve as a benchmark to the sim-
pler models described above, models that are the only real option when non gray
radiative heat transfer is to be taken into account in a numerical experiment.
4.3 Comparison between non gray models
Goutie`re et al. [31] compare several non gray methods in simple cases, where
radiation is the dominant mode of heat transfer. Homogeneous as well as inhomo-
geneous media are considered. They judge the SLW method as the best, taking into
account the computational cost, in terms of calculation time and memory require-
ments, and the quality of the results. However, the best results are obtained with
the SNB and SNBCK models. The same conclusion, referring to the SLW, is stated by
Coelho [32]. Furthermore, Bedir et al. [33] compare both the SNB and SLW models
for a one dimensional diffusion flame, and stated that the two models are in good
agreement.
Liu et al. [19] solved a two dimensional coflow flame, by using the SNBCK model.
The influence of the number of bands is analyzed, and these results are compared to
the OTM model. The difference between both methods exists, although is not very
significant. This fact may indicate that, for combustion problems at least, there could
be other models, not related to radiation, such as the kinetic or sooting models, that
have greater influence on the numerical solution. Thus, it makes no sense to solve a
flamewith a poor kinetic model and a very accurate non graymodel for the radiative
transfer of the participant species. Also, the differences between non gray models
may be reduced if additional modes of energy transfer are considered.
As stated before, one of the fields where radiation heat transfer is important is
the combustion field, mainly due to the high temperatures reached in the reaction
zone, while there are zones in the domain at room temperature as well. Amazingly
enough, most of the works where numerical simulations of flames are performed,
did not consider radiative heat transfer at all. There are few papers where radiation
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effects are taken into account, and in general the radiation heat transfer is modeled
either by a constant source term or by using the OTM method. Others consider the
gas mixture to be non participating, thus including only surface radiative heat trans-
fer. This latter aproach does not require the solution of the RTE as explained in
chapter 2, and in certain situations seems preferable to the OTM approach, and even
to the full solution of the RTE with a gray absorption coefficient (see chapter 6).
The fact that many of the works on numerical simulation of laminar combus-
tion problems do not take into account such refined, non gray models, can be un-
derstood considering the huge computational resources that combustion problems
require. However, if, when solving flames with accurate reaction models, radiation
contributions are neglected or oversimplified, the results may not be better than a
simpler reaction model and the finest non gray method. Given the number of non
gray models, more numerical experiments should be performed in order to learn
how the different levels of detail of non gray and reaction models should be linked.
4.4 Sample calculations
As a part of the work of the present thesis, both SLW and WSGG methods have
been coded. The coefficients for the WSGG model used in all calculations are taken
from [8]. The motivation to adopt these models is its low computational cost and its
simplicity to be incorporated to the implemented DOM solver, explained in chapter 3.
Low computational cost is desired, as the next step is to couple radiation heat trans-
fer to the Navier-Stokes and energy equation to simulate more complex problems
with non gray gas radiative properties taken into account. With the goal of testing
the implementation of both methods, some of the numerical simulations posed by
Goutie`re et al. [31] have been carried out. Their work include both band and full
spectrummodels, transmissivity or absorption coefficient-based, to solve the RTE for
non gray gases.
4.4.1 Homogeneous, isothermal medium
A rectangular cavity of 1m× 0.5m, surrounded by cold, black walls, is filled with
either CO2(10%) or H2O(20%), and maintainted at 1000K. The wall heat flux and
the divergence of heat flux are calculated using both the SLW method and the WSGG
method. A good agreement is observed between the calculated values and those
reported in the literature. The mesh used has 61× 31 nodes, and the step scheme is
used within the DOM. The angular quadrature scheme chosen was the T7 [34], the
same used in [31].
From figure 4.4 it is clear that the WSGG model and the SLW model differ in as
much as a 4% in thewall heat flux and the heat flux divergence. Part of this difference
is due to the fact that different data was employed to fit, respectively, the WSGG
model coefficients (data is generated from exponential wide band model) and the
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Homogeneous, isothermal CO2 enclosure
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SLW (Goutiere et al.)
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Figure 4.4: Enclosure homogeneously filled with CO2(10%). Wall heat flux (left) and
heat flux divergence on the middle of the cavity (right) are plotted and compared to
the values given in [31].
SLWmodel correlation function (data is from the HITRAN database). Figure 4.5 shows
the same problemwith H2O as the radiating gas. The difference between both WSGG
and SLW models is much greater. From both figures it is clear that the agreement
between our own calculations and the results presented in [31] is quite good.
4.4.2 Homogeneous, non isothermal mixture
The same rectangular enclosure for the cases defined above is considered, this
time filled with a mixture of H2O(20%) and CO2(10%), total pressure of 1atm and the
temperature field described in [31], under the label “case 5”, intending to reproduce
that of a gas combustion in a furnace. The mesh used was the same for the previous
cases. Again, the WSGG and the SLW methods are considered. Results plotted in
figure 4.6 show the disagreement bewteen the SLW and the WSGG methods.
The divergence of radiative heat flux in the present calculation, using the SLW
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WSGG (p=1), 3 gray gases, T7
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Figure 4.5: Enclosure homogeneously filled with H2O(20%). Wall heat flux (left) and
heat flux divergence on the middle of the cavity (right) are plotted and compared to
the values given in [31].
model, shows a fairly good agreement with the reported data, while the radiative
heat flux at the walls shows a maximum difference of about a 4%. Notabily, the
overall agreement between calculations and reported data is clearly better when the
WSGG method is used. The reason may reside on the fact that no free parameters
are left in the WSGG method, while the choice of a reference temperature in the SLW
method has some influence in the final result, at least on radiation dominated prob-
lems.
4.4.3 Homogeneous, isothermal mixture
The SLW model can be, as stated before, very time consuming when a mixture
of gases is considered. An alternate implementation to the double integral model
for gas mixtures presented by Denison and Webb [16], is developped by Webb and
Solovjov [18] to circumvent this limitation. Only homogeneous, isothermal mixtures
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WSGG, 3 gray gases, T7
WSGG (Goutiere et al.)
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SLW (Goutiere et al.)
Figure 4.6: Enclosure homogeneously filled with a mixture of CO2(20%) and
H2O(20%). The temperature field is not constant. Wall heat flux (left) and heat flux
divergence on themiddle of the cavity (right) are plotted and compared to the values
given in [31].
are considered at this stage. The agreement between the double integration approxi-
mation and the supperposition or multiplication approaches increases as the optical
thickness of the mixture increases. The superposition and multiplication approaches
consist on consider a single distribution function for a mixture, Fmix. In the super-
position approach, we have Fmix(k) = FCO2(k/YCO2) + FH2O(k/YH2O)− 1, while the
multiplication approach implies Fmix(k) = FCO2(k/YCO2)FH2O(k/YH2O). Figure 4.7
shows an isothermal, homogeneous layer at 1000K, bounded by gray walls with
an emissivity ε = 0.8, at 0K and 2000K respectively. The agreement between the
different approximations to deal with the gas mixture is clearly better with higher
concentrations of participating gases, that is, optically thicker mixtures.
Next, the same situation considered by Denison and Webb [17], consisting on
a 3m thick layer, surrounded by gray walls with ε = 0.8 and at 400K and 1500K,
















Homogeneous, isothermal 20% CO2-40% H2O mixture
SLW double integration, 20x20 cross sections
SLW multiplication approach, 20 cross sections (Webb and Solovjov)
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SLW double integration, 20x20 cross sections
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Figure 4.7: Enclosure homogeneously filled with H2O (left: 40%, right: 60%) and
CO2(left: 20%, right: 30%). The heat flux divergence is plotted.
containing a mixture of 40% H2O and 20% CO2 at 1250K, is solved with several
modelizations of the gas mixture, and compared to the line-by-line solution in fig-
ure 4.8 (left). The results of the calculation agree with those given in the literature.
Further tests suggest that the approximations given by Webb and Solovjov [18] are
reliable only for both isothermal and non isothermal, optically thick, homogeneous
mixtures. Although only one-dimensional cases are presented, the conclusions still
hold for multidimensional problems, as shown in figure 4.8 (right), where the case
presented in the previous section is solved for two different species concentration.
The relative difference between direct integration and the multiplication approach is
seen to be clearly less for the optically thick case —higher concentrations of partici-
pating gases.
4.4.4 Non homogeneous, non isothermal medium
The cavity is the same as in the cases above, this time with variable temperature
and concentration of the radiating gases, CO2 or H2O, according to the functions
given in [31] under the labels “case 2” and “case 4”. The mesh used is the same
of that one used in the previous cases. As the concentration varies throughout the
cavity, the WSGG was not used, and results are presented only for the SLW model,
using the correlations given in [10, 13]. As stated in section 4.2.2, when the SLW
model is employed, the reference temperature from which the effective absorption
coefficient is implicitly determined has some impact on the final result. For this
particular case, the reference temperature has been taken to be the volumetric mean,
that is, VTre f =
∫
V T dV, and a similar criterion has been used to define the reference
concentration for the H2O radiating gas case.
As it is apparent from figure 4.9, the results compare very well, appart from a




















Homogeneous, isothermal CO2-H2O mixture
SLW double integration, 20x20 cross sections
SLW multiplication approach, 20 cross sections (Webb and Solovjov)
SLW supperposition approach, 20 cross sections (Webb and Solovjov)
Line by line (Denison and Webb)
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% difference
Figure 4.8: Left: Enclosure homogeneously filled with H2O(40%) and CO2(20%).
Heat flux divergence is plotted and compared to the values given by Denison and
Webb [17]. Right: Comparison of the homogeneous, non isothermal mixture case for
different concentrations of radiating gases. The difference between direct integration
and multiplication approach is plotted.
slight difference for the wall heat flux in the wall at x = 0 (about a 2% difference).
The greatest difference between the present calculations and the results reported in
the literature are those shown in figure 4.10, for radiating gas H2O. The calculated
wall heat flux at the wall at y = 0 shows a very good agreement with the reported
data. As to the wall at x = 0, there are some differences, that are also present in
figure 4.9. The heat flux divergence is underpredicted in the center of the cavity,
where the concentration of H2O peaks. This fact is probably due to the different
reference concentration used in both calculations. Since the correlation function for
CO2, given in [10], does not depend on the concentration, the difference of the di-
vergence of the radiative heat in the center of the cavity, shown in figure 4.9, is lower
than the observed in figure 4.10.
4.4.5 Using optimized coefficients.
Next we perform a comparison between results obtainedwith optimized and non
optimized weights and absorption coefficients, using the SLW model. The optimiza-
tion procedure is detailed in section 4.2.2. Three one dimensional cases involving
gas mixtures are considered, and solved by using either 10 absorption coefficient
cross sections and m′ = 5 optimized coefficients, including the transparent band.
The double integration approach [17] is used in both cases. The quadrature scheme
selected for the DOM is the S12.
The first case is an homogeneous (10% CO2, 20% H2O), isothermal layer set at
T = 1000K, bounded by cold black walls. The second case, with L = 1m, is again
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Inhomogeneous, non isothermal CO2 enclosure
20 gray gases,S10
SLW (Goutiere et al.)
Figure 4.9: Enclosure filled with variable temperature and CO2 concentration. Wall
heat flux and heat flux divergence on the middle of the cavity are plotted and com-
pared to the values given in [31].
an homogeneous mixture with the same molar fractions for CO2 and H2O. The tem-
perature profile is T(x) = 700− 300 cos(pix/L), and the enclosing walls are black.
In the third case, with L = 3m, the temperature is given by the former expression,
and the molar fraction varies as YH2O = 0.2− 0.15 cos(pix/3), with YCO2 = 2/3YH2O.
Again the boundaries are black. For the non isothermal cases, the coefficients for the
SLW method were optimized by fitting the total emission data at a reference temper-
ature of T0 = 1000K. The best results using the optimized method are obtained with
L = 10m (see table 4.3). In figure 4.11 the results for the above tests are plotted. The
agreement between the two approaches is quite good, and the use of the optimized
method reduces the computation time approximately by a factor of five.
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Inhomogeneous, non isothermal H2O enclosure
SLW 20 gray gases
SLW (Goutiere et al.)
Figure 4.10: Enclosure filled with variable temperature and H2O concentration. Wall
heat flux and heat flux divergence on the middle of the cavity are plotted and com-
pared to the values given in [31].
4.4.6 Using interpolated distribution function
This test case is based on a case described in the previous section: a one di-
mensional gas layer gas, with the temperature in Kelvin given by T(x) = 700 −
300 cos(pix), and two different kinds of layer: first, a single component, homoge-
neous CO2 layer with a molar fraction of 10%, and second, a two species, homoge-
neous, CO2−H2O layer with molar fractions of 10% and 20% respectively. We have
solved the problem using both the correlations for the distribution function F, and
interpolated distribution functions. Only CO2 is expected to give consistent results,
since no correlation function for the water vapor is available for the data for which
the distribution function could be interpolated, but, for the sake of completeness,
results of both simulations are reported.
For the CO2 layer, the absorption line data from which the distribution function


















Homogeneous, isothermal CO2-H2O mixture
SLW optimized 4x4 cross sections
SLW double integration, 10x10 cross sections
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SLW double integration, 10x10 cross sections
Figure 4.11: Comparison between odrinary absorption cross section range and opti-
mized coefficients SLW.
distribution function is that of Modest and Mehta [11]. For the mixture layer, the
same correlation is used for CO2, while the correlation of H2O is that given by Deni-
son and Webb [13], based on HITRAN-1992 database. The calculated distribution
function comes from the more recent HITEMP-2000 database.
In figure 4.12, left, it can be observed that a good agreement is achieved by both
types of distribution function. The wiggles that appear in the interpolated distri-
bution function results arise because the data from which the interpolation is per-
formed is available in ranges of 100K. On the right plot we can see that the results dif-
fer a lot, as expected. It is interesting to note that the wiggles now tend to disappear.
4.5 Conclusions
Both WSGG model and SLW model, for taking into account the strong dependence
of the optical properties with the wavenumber, have been successfully coupled with
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CO2
ks, j a j
2.304640× 10−1 1.662185× 10−1
2.938490× 10+0 9.226138× 10−2
3.103885× 10+1 5.956892× 10−2
5.185114× 10+2 2.879061× 10−2
H2O
ks, j a j
2.674673× 10−1 3.449689× 10−1
2.468391× 10+0 2.219550× 10−1
1.687439× 10+1 8.874926× 10−2
1.303009× 10+2 1.667433× 10−2
Table 4.3: Optimized coefficients from minimization of total emissivity data for L =
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Non isothermal, homogeneous 10% CO2 / 20% H2O mixture
Interpolated distribution function, 10 cross sections
Fitted distribution function, 10 cross sections
Figure 4.12: Results of interpolated distribution function, obtained from latest ab-
sorption line data available, compared to the standard, fitted distribution function,
for which several correlations exist. Left: A layer composed of CO2 only. Right: A
composed of a mixture of CO2 and H2O.
a general RTE solver such as the DOM. Full spectrum methods, such as the ones ex-
plained in this work, are preferred over the band methods, because of the higher
computational demands of the latter ones.
With respect to the computation time, WSGG model is clearly faster than the SLW
model, but the latter will be affordable even when coupled with the Navier-Stokes
and energy equations, and has the advantage of being capable to handle non ho-
mogeneous concentration of radiating gases, which will be the case for combustion
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problems, which are the long term target of our interest. The main problem of the
SLW is the lack of correlated functions data for gases other than CO2 and H2O, albeit
in most combustion problems the only radiating gases are assumed to be CO2 and
H2O [5], due in part to the inherent gas properties and in part to the low values of the
concentration expected for the other gases than CO2 and H2O (fuel and products).
The main drawback of the SLW model is the high computation time it takes to
solve a problemwhich involves amixture of CO2 andH2O. In order to overcome this
limitation, the approximations presented by Webb and Solovjov [18] are examined,
and it is established that these are useful for homogeneous, isothermal mixtures, but
for nonisothermal situations, the mixture must be optically thick in order to reliably
apply the approximations.
For the reasons above mentioned, mainly its accuracy and affordable computa-
tionla cost, the SLW method is judged to be the best choice for a non gray method at
the time of writting of this thesis. In addition, this method can be improved further,
by using techniques analogous to these described in [30].
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5.1 Introduction
Research on the analysis and numerical resolution of heat transfer and fluid flow
phenomena where radiant heat exchange has an essential contribution, becomes a
key aspect for the employment of Computational Fluid Dynamics (CFD) simulations
as a worthwhile complement to experimental research into industry-related prob-
lems. These problems involve the resolution of the Navier-Stokes equations and the
Radiative Transfer Equation (RTE). The resolution of the RTE implies a considerable
computational cost due to the directional nature of the intensity radiation field. This
high computational cost limits detail in the simulation of coupled radiation and con-
vection. Therefore, improvements of the numerical methods and fundamental anal-
ysis of this complex phenomena have motivated interest in the scientific community.
The main purpose of this chapter is the analysis of the natural convection phe-
nomenon coupledwith radiant exchange in a three dimensional differentially heated
cavity. The differential heated cavity problem is a classical benchmark test com-
monly used in the process of CFD codes verification. In this sense, numerical results
presented in this work are also addressed to the CFD developers in the task of verify-
99
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ing their codes. Although benchmark solutions can be found for both 2D and 3D dis-
cretizations, as in [1,2,3,4,5], the consideration of radiation effects is restricted to 2D
geometries. There are also reported solutions to three dimensional problems [6, 7],
but only taking into account the radiative heat transfer.
The proposed problem has been solved for a range of Rayleigh and Planck num-
bers, which are the relevant dimensionless numbers for this case, and considering
both transparent and gray, purely absorbing homogeneous medium. In the latter
case different optical thickness are considered. The effects of radiation are shown
and compared to the case where radiation is neglected. The radiation contribution
is solved using the Discrete Ordinates Method (DOM), first developed in radiative
transfer problems by Truelove [8] and Fiveland [9]. Special emphasis is given to its
special features when solving three dimensional problems.
5.2 Choosing the discrete ordinates
The proper choice of weights and ordinates is very important, even in the sim-
plest case where weights are taken to be constant. All results presented in this work







Figure 5.1: Definition of the ordinate sˆi.
One special requirement when choosing the discrete ordinates is the conserva-
tion of energy, that is, discrete ordinates and weights must satisfy the first moment
condition (see section 3.2). Whatever the set of ordinates chosen, it must satisfy the
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where µi = cosθi, νi = cosϕi, µ∗i = sinθi, and ν
∗
i = sinϕi.
The condition of energy conservation that should satisfy the set {sˆi} comes from
equation 3.8 with nˆ ∈ {ıˆ, ˆ, kˆ} and nˆ · sˆi ≥ 0. In order to find the correct weight, it
should be noted that, for example, the evaluation of equation 3.8 for nˆ parallel to the




(ıˆ · sˆi)dΩ ' 4ω∑
i
µiνi , (5.2)
where an additional factor of 4 appears since the ordinates are only defined for one
octant and the sum extends over four octants. A set of directions verifying the above
conditions can be obtained as follows: given Np and Na directions with constant
polar (resp. azimuthal) angle θl (resp. ϕm), N is the total number of ordinates in a




(2m− 1) and θl = α + (l − 1)γ,
where 1 ≤ m ≤ Na and 1 ≤ l ≤ Np. Also α = arctanξ − pi(Np − 1)/6Np, 1/ξ =
2Na sin(pi/4Na) and γ = pi/3Np.
With those definitions of the discretized directions, it can be seen, by taking the
limits Np → ∞ and Na → ∞, that while the azimuthal angles ϕm lie in the range
between 0 and pi/2, the polar angles θl lie in a narrower range, approximately pi/6
radians above and below an angle of arctan(2/pi) (' 32.5◦), thus not covering the
whole octant. Despite this limitation, when the results obtained with this set of or-
dinates are compared to the results obtained with more general sets, such as those
presented in table 3.1 (the S10 ordinate set), there is a good agreement. The com-
parison was made for radiative equilibrium as well as for combined conduction and
radiation cases.
A number of ordinates must be chosen taking into account that accurate results
with admissible computational cost are desired. Three dimensional DOM calcula-
tions for rectangular furnaces (such as the one in [6]) give accurate results with three
directions per octant. Assuming that this accuracywill also hold for the differentially-
heated cavity, the choice Np = 3 and Na = 2 seems to be a reliable one. The resulting
weights and ordinates are given in table 5.1. Once the ordinate set is obtained, the
RTE is solved as explained in section 3.3.
5.3 The coupling between radiation and convection
The flow is assumed to be laminar and steady state. All physical properties are
taken to be constant, except for the density to allow natural convection. The usual
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Direction θi ϕi Weight
sˆ1 0.229613 0.392699 0.261799
sˆ2 0.229613 1.178097 0.261799
sˆ3 0.578679 0.392699 0.261799
sˆ4 0.578679 1.178097 0.261799
sˆ5 0.927745 0.392699 0.261799
sˆ6 0.927745 1.178097 0.261799
Table 5.1: Directions and weights in the first octant (x ≥ 0, y ≥ 0, and z ≥ 0) used
to solve the RTE, all angles are in radians.
Boussinesq approximation is used for the density in the body force term
ρ = ρ0(1−β(T− T0)).
Under these assumptions, the Navier-Stokes Equations together with the energy
equation can be written in dimensionless form as follows:
∇∗ · v = 0, (5.3)




∇∗2v+ (T∗ − 12 ) uˆg, (5.4)√
Ra Pr (v ·∇∗) T∗ = ∇∗2T∗ −∇∗ ·Q∗r , (5.5)
where the radiative dimensionless divergence term is calculated as the difference

















and I∗(r, sˆ) is the dimensionless intensity radiation field which solves the dimen-
sionless version of equation 1.9. Notice that the pressure radiation term is neglected,
since it is proportional to the second moment of the intensity divided by the speed
of light c. Therefore this term is not relevant for heat transfer applications.
For the optically thick limit (i.e. τ → ∞) the additive model has been considered.
This model consists in independently solving the radiative equilibrium case for a
large optical thickness and the Navier-Stokes equations without taking into account
radiation effects. Then, the total heat flux is the addition of the heat flux given by
each independent solution.
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The flow structure and the temperature field are governed, for a given optical
thickness τ , by the Rayleigh number (Ra), the Prandtl number (Pr), the Planck num-














The Planck number is a measure of the conduction heat transfer relative to a
mean heat transfer due to radiation. It is clear from equations 5.6 and 5.7 that, as the
thermal conductivity k increases, the Planck number also increases and the radiation
effects become less noticeable. The adiabatic boundary condition includes a conduc-
tion term and a radiation term Q∗r (nˆ), calculated with the aid of equation 1.2. The
temperature at any of the adiabatic walls is such that





dΩ (nˆ · sˆ)I∗(r, sˆ). (5.8)
In the case of transparent medium, radiation effects depend only on the temperature
of the boundaries, since∇ ·Q∗r is zero inside the enclosure. From the above bound-
ary condition it is clear that, for a large Planck number, the radiation effects may be
discarded since the temperature gradient will go to zero —the boundary condition
required when radiation effects are ignored.
5.4 Code verification
The numerical code employed in this chapter was verified bymeans of the resolu-
tion of several benchmark problems, some of themwith analytical solutions and oth-
ers given in the literature. Among them, the code was verified considering problems
where radiation plays a dominant role, problems with transparent and participating
media and problems considering 2D-coupled radiation and natural convection. The
main results of this verification process are described in [5].
The verification of three-dimensional geometries has been completed, and the
simulation of a rectangular furnace has been taken into account, by comparing the
results obtained with those presented by Mengu¨c¸ and Viskanta [7]. This comparison
is described in detail in the next section.
5.4.1 Rectangular Furnace
The three-dimensional rectangular furnace studied encloses a purely absorbing
medium (see figure 5.2). The dimensions are 2m × 2m × 4m —in the x, y and z
directions respectively. The walls of the small faces are at 1200K and 400K while the
other four walls are maintained at 900K. The walls are supposed to reflect and emit










Figure 5.2: Problem description of the validation case.
diffusely, and to have emissivities of 0.85 for the hot wall and 0.7 for the remaining
walls.
In this problem, conduction and convection effects are neglected. Hence, the
medium is assumed to be at radiative equilibrium, with an additional homogeneous
heat source of S = 5kW/m3. The radiative equilibrium condition implies that the
only term in the energy equation is the divergence of radiative heat. In the presence
of a source term S , the energy equation is simply∇ ·Qr + S = 0. Using the dimen-
sional form of equation 5.6, the temperature that makes the energy equation hold











Two different absorption coefficients, κ = 0.5m−1 and κ = 1m−1, are considered.
The results plotted in figure 5.3 and were computed with a 40 × 40 × 80 control
volume mesh, considering Np = 4 and Na = 3.
The temperature distribution at mid-height on the hot wall (for z = 2m and y =
1m) is plotted as a function of the dimensionless x∗ direction in figure 5.3 (left). The
agreement between the results presented in [7] and the results obtained with the
DOM method is quite good. It can be observed that temperatures near the walls are
not exactly the imposed wall temperatures (900K); the reason is that heat conduction
has been neglected.
The net heat flux on the hot wall and at mid height (z = 0m and y = 1m) as a
function of the dimensionless x∗ direction is plotted in figure 5.3 (right). Lower net
heat fluxes in comparison with those reported in [7] are obtained, especially for the
optically thinner medium. The differences may be due to the fact that a coarser mesh
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Figure 5.3: Left: Temperature profiles for z = 2m. Data from ref. [7] corresponds to
zonal method. Right: Radiation heat flux at hot wall. Data from ref. [7] corresponds
to P3 method.
than the one used in this workwas used in [7], and also that the RTEwas solved using
spherical harmonics decomposition (P3 approximation). It has been shown that the
differential approximations of the P3 method are not reliable for optically thin media
(κ < 1) [10]. In addition, it has also been shown that the P3 method over-predicts
the heat flux values in these situations, which is consistent with the results obtained
here with the DOM.
5.5 Numerical results
A cubic enclosure containing a gray fluid is assumed, shown in figure 5.4. Both
transparent and participating medium are considered. The west wall is at Th and
the east wall at Tc with Th > Tc. The remaining four walls are adiabatic. The walls
of the cavity are black. The Prandtl number has been fixed to 0.71, and a range of
Rayleigh numbers, from Ra = 103 to Ra = 106, is studied. In the case of a transparent
medium, a longer cavity is also solved, where the depth of the domain is four times
that of the cube. The solution of this stretched cavity is compared to a purely two-
dimensional differentially-heated cavity.
Results are presented for the dimensionless total heat flux at the hot wall, which











Q∗ has been considered the significant result to be presented for the three dimen-












Figure 5.4: Three dimensional differential heated cavity scheme.
sional differential cavity solutions throughout this chapter. Whenever possible, ra-
diation and convection contributions (Q∗r and Q∗c ) to the total heat transfer are given.
5.5.1 Discretization
A study was performed to analyze the influence of the mesh spacing on the final
result. Four different meshes, with 173, 333, 653 and 973 control volumes were used
for what was considered to be a reference problem (Ra = 106, Pr = 0.71, Pl = 0.016,
T∗0 = 17 and τ = 1). The conclusions obtained in this single problem have been
assumed for the range of governing numbers presented in this chapter.
The convergence to an asymptotic solution can be observed by evaluating the
mean differences of temperature, radiative heat and velocity fields between one sim-
ulation and its previous coarser solution. In table 5.2, the mean differences andmean
heat flux at the hot wall are shown. As can be seen, differences lower than 1% are
obtained comparing the third and fourth discretizations. These results motivate the
selection of the third mesh (i. e. the mesh with 653 control volumes) as fine enough
to perform the numerical studies. The set of ordinates used for this benchmark prob-
lem is that obtained with Np = 3 and Na = 2 (table 5.1).
5.5.2 Transparent medium
The medium is assumed to be non-participating (τ = 0). The Planck number
is set to Pl = 0.043, and T∗0 = 15. For the stretched cavity, the number of control
volumes is doubled in the z direction.
The first result presented in figure 5.5 shows the averaged heat flux (in y∗ direc-
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Mesh δ(T∗) δ(Qr∗) δ(v∗x) δ(v∗y) δ(v∗z) Q∗
17× 17× 17 — — — — — 14.42
33× 33× 33 2.0% 2.9% 2.7% 2.0% 2.1% 14.28
65× 65× 65 1.0% 1.5% 1.5% 1.1% 1.3% 13.84
97× 97× 97 0.2% 0.4% 0.6% 0.4% 0.4% 13.75
Table 5.2: Mean difference for temperature, radiative heat and velocity fields be-
tween two consecutive meshes, and mean heat flux at hot wall for the benchmark
differential heated cavity problem: Ra = 106, Pr = 0.71, Pl = 0.016, T∗0 = 17, and
τ = 1.
tion) at the hot wall as a function of the position along the z axis when radiation
is taken into account. The simple case when radiation heat exchange is ignored is
plotted in the right side of figure 5.5. When both figures are compared, it can be seen
that radiation significantly increases the heat transfer. The increase of the heat flux
is greatest for low Rayleigh numbers. The reason is that the contribution of convec-
tion heat transfer becomes more important as Rayleigh number increases, and the
contribution of radiative heat transfer remains almost constant (the Planck number
has been kept constant). The velocity field only affects the radiation field slightly,
through the variation of the temperature at the adiabatic walls, according to equa-
tion 5.8.
The effect of radiation and convection on the heat flux can clearly be seen in
table 5.3, where the average heat flux is given. In table 5.4 some local values of the
velocity field and heat flux are given. It can also be observed in figure 5.5 that there is
an increase of the heat flux at both ends of the z axis when radiation is present. This
effect is more intense for low Rayleigh numbers. This increase is due to the influence
of the nearby walls.
With radiation Without radiation
Ra Q∗ Q∗r Q∗c Q∗ Fusegi et al. [1]
103 4.596 3.162 1.434 1.055 1.085
104 5.295 3.233 2.062 2.030 2.100
105 7.368 3.385 3.983 4.334 4.361
106 11.670 3.568 8.102 8.862 8.770
Table 5.3: Hot wall average heat flux. Q∗r and Q∗c are the radiation and convection
contribution to the total heat flux. Pl = 0.043, T∗0 = 15, τ = 0, and Pr = 0.71.
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Figure 5.5: Left: Average heat flux in the y∗ direction versus depth z∗. Transparent
medium, τ = 0, Pl = 0.043, T∗0 = 15, and Pr = 0.71. Right: Average heat flux in the
y∗ direction versus the depth z∗ without radiation. Pr = 0.71.
Ra = 103 Ra = 104 Ra = 105 Ra = 106
v∗x max 0.1250 0.2170 0.1869 0.1284
y∗ 0.808 0.838 0.869 0.900
z∗ 0.500 0.500 0.285† 0.208†
v∗y max 0.1271 0.2333 0.2865 0.2985
x∗ 0.177 0.131 0.069 0.038
z∗ 0.500 0.269† 0.115† 0.069†
Q∗ max 6.350 7.238 10.793 19.168
y∗ ∼ 0 ∼ 0 0.192 0.069
z∗ 0.500 0.500 0.500 0.208†
Q∗ min 3.960 3.729 3.724 4.025
y∗ 0.900 0.900 0.931 0.961
z∗ 0.085† 0.100† 0.085† 0.038†
Table 5.4: Local extreme values for velocity and heat flux. v∗x max. refers the plane
x∗ = 0.5 and v∗y max. to the plane y∗ = 0.5. The maximum and minimum heat flux
refer to the hot wall (x∗ = 0). The ∼ 0 indicates that the maximum was obtained
at the first calculation node. The † symbol indicates that the same value was also
obtained at location 1− z∗. All variables are symmetric respect to the plane z∗ = 0.5.
Transparent medium, τ = 0, Pl = 0.043, T∗0 = 15, and Pr = 0.71.
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Figure 5.6: Transparent medium, τ = 0. Isothermal surfaces for Pl = 0.043, T∗0 = 15,
Pr = 0.71, and four Rayleigh numbers: Ra = 103 (a), Ra = 104 (b), Ra = 105 (c) and
Ra = 106 (d)
In figure 5.6, isothermal surfaces are shown for all Rayleigh numbers considered.
For low Rayleigh numbers the conduction heat transfer prevails and the isotherms
are nearly vertical (parallel to the gravity field). For high Rayleigh numbers, the
isotherms become more horizontal, since the natural convection term, which domi-
nates the conductive term, tends to convey the hottest fluid above the coldest. Thus
the isotherms are nearly horizontal (perpendicular to gravity field) in the middle
region of the enclosure.
The three-dimensional simulations have been compared to two-dimensional re-
sults. The two-dimensional enclosure is discretized in a 65 × 65 control volume
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mesh. In figure 5.7a the isotherms of the three-dimensional cavity at z = 2 (solid
lines) and the isotherms of the purely two-dimensional case (dashed lines) are plot-
ted. A good agreement is achieved between both solutions. This means that the

































Figure 5.7: Comparison between the two-dimensional solution and the three-
dimensional stretched cavity. Transparent medium, τ = 0, Pl = 0.043, Pr = 0.71,
and Ra = 106. Isothermals (solid lines for 3D cavity, dashed lines for 2D cavity)(a).
Local heat flux number at hot wall (b).
In figure 5.7b the local heat flux at the hot wall as a function of the dimension-
less height y∗ is plotted for the two-dimensional case, for a cubic three-dimensional
case and for the mid-plane of the 3D stretched cavity. As the depth Lz of the box
increases, the heat flux is closer to the two-dimensional solution. Some differences
persist between three-dimensional and two-dimensional cases, probably due to the
effects of the end wall.
5.5.3 Participating medium
Now the medium is assumed to be participating, with a specified optical thick-
ness. The dimensionless reference temperature is fixed to T∗0 = 17. In order to
emphasize the radiative effects, the Planck number is decreased to Pl = 0.016. In
figure 5.8, isothermal surfaces are shown for all Rayleigh numbers tested, and for an
optical thickness of τ = 10.
A comparison of the averaged heat flux (in the y∗ direction) for three dimensional
cavity enclosing a participating medium has been carried out. Figure 5.9 shows the
averaged heat flux versus the depth z∗ for several optical thicknesses: τ = 0 (non
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Figure 5.8: Transparent medium, τ = 0. Isothermal surfaces for Pl = 0.043, T∗0 = 15,
Pr = 0.71, and four Rayleigh numbers: Ra = 103 (a), Ra = 104 (b), Ra = 105 (c) and
Ra = 106 (d)
participating medium), τ = 1, τ = 10, additive model (optically thick limit, τ → ∞)
and a non radiating enclosure.
The participatingmedium gives lower values of the heat flux than the transparent
one. This decrease is due to the fact that part of the energy emitted from the surfaces
is absorbed within the medium. Radiative heat exchange takes place between the
hot wall and an effective plane which has a higher temperature than the cold wall. It
is worth noting that the effect of the increase of the local heat flux at both ends of the
z-axis is more important for transparent fluids. As the opacity of the fluid increases,
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Figure 5.9: Average heat flux at hot wall versus depth z∗. Participating medium,
Pl = 0.016, T∗0 = 17, Pr = 0.71, and four Rayleigh numbers: Ra = 103 (a), Ra = 104
(b), Ra = 105 (c) and Ra = 106 (d).
this effect tends to disappear.
In figure 5.10 the detailed contribution of convection and radiation to the total
heat flux is shown for different values of Rayleigh number and the optical thick-
ness. The radiation contribution highly depends on the optical thickness τ , while
the convection contribution is nearly independent of τ , appart from wall effects on
the lower Ra = 103 case (figure 5.10a). Also notice that for the τ = 0 case, the
radiation contribution is almost the same for both values of Ra.
The mean heat flux, together with the convection and radiation contribution at
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Figure 5.10: Plot of detailed convection and radiation contribution to total heat flux
through hot wall versus depth z∗. Participating medium, Pl = 0.016, T∗0 = 17, and
Pr = 0.71. Two values of Ra are presented: Ra = 103 (a) and Ra = 106 (b).
the hot wall for different Rayleigh numbers and optical thickness are presented in
table 5.5. Notice that Q∗c is nearly independent of the optical thickness, while for
τ = 0, Q∗r remains almost constant for increasing values of the Rayleigh number. In
table 5.6, local values of the velocity field and heat flux are given for a participating
medium with τ = 10.
Additional results are presented in figure 5.11. The heat flux increases if the
Rayleigh number increases, and it decreases for larger optical thickness. The figure
also shows the validity of the additive model for low Rayleigh numbers. Although
the additive model is only strictly valid for τ → ∞, it can be seen in figure 5.11 that
Ra τ = 30 τ = 10 τ = 1 τ = 0
103 1.80(0.50,1.30) 2.70(1.16,1.54) 6.40(4.64,1.76) 7.96(6.20,1.76)
104 2.87(0.79,2.08) 3.65(1.54,2.11) 6.94(4.69,2.25) 8.54(6.28,2.26)
105 5.94(1.60,4.34) 7.01(2.80,4.21) 9.32(5.44,3.92) 10.89(6.52,4.37)
106 11.54(2.86,8.68) 12.64(4.36,8.28) 13.88(6.25,7.63) 15.48(6.84,8.64)
Table 5.5: Average heat flux at the hot wall for a range of Rayleigh numbers. Radia-
tive and convective contributions to total heat transfer are shown in parentheses, i.e.
(Q∗r ,Q∗c ). Participating medium, with Pl = 0.016, T∗0 = 17, and Pr = 0.71.
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Ra = 105, with radiation
Ra = 105, non radiating limit
Ra = 106, with radiation
Ra = 106, non radiating limit
Figure 5.11: Left: Mean heat flux at hot wall for several Rayleigh numbers. Partic-
ipating medium, Pl = 0.016, T∗0 = 17, and Pr = 0.71. Right: Total heat flux at hot
wall versus Planck number. Participating medium, τ = 1, T∗0 = 17, Pr = 0.71.
Ra = 103 Ra = 104 Ra = 105 Ra = 106
v∗x max 0.1304 0.2720 0.2620 0.1796
y∗ 0.823 0.838 0.869 0.900
z∗ 0.500 0.500 0.269† 0.223†
v∗y max 0.1296 0.2805 0.3275 0.3282
x∗ 0.177 0.131 0.085 0.038
z∗ 0.500 0.500 0.131† 0.069†
Q∗ max 3.115 5.767 11.569 22.260
y∗ 0.208 0.162 0.161 0.069
z∗ 0.500 0.500 0.346† 0.238†
Q∗ min 2.147 1.593 1.864 2.658
y∗ ∼ 1 ∼ 1 ∼ 1 ∼ 1
z∗ ∼ 1† ∼ 1† ∼ 1† ∼ 1†
Table 5.6: Local extreme values for velocity and heat flux. v∗x max. refers the plane
x∗ = 0.5 and v∗y max. to the plane y∗ = 0.5. The maximum and minimum heat flux
refer to the hot wall (x∗ = 0). The ∼ 1 indicates that the maximum was obtained
at the last calculation node. The † symbol indicates that the same value was also
obtained at location 1− z∗. All variables are symmetric respect to the plane z∗ = 0.5.
Participating medium, τ = 10, Pl = 0.016, T∗0 = 17, and Pr = 0.71.
it gives reasonable results for low Rayleigh numbers from τ ≥ 30. For higher values
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of Ra the optical thickness should be larger in order to apply the additive model.
The problem has also been solved for a range of Planck numbers, for Ra = 106
and Ra = 105, Pr = 0.71, T∗0 = 17, and optical thickness τ = 1. The total heat flux
at the hot wall versus the Planck number is plotted in figure 5.11 (right). The two
limiting cases are for Pl → ∞, when the conduction heat transfer is more important
than the radiative heat transfer (the medium behaves as if no radiation heat transfer
takes place), and for Pl → 0 (k → 0), when the medium is at a radiative equilibrium
(there is no heat flux due to conduction, and hence Q∗ → ∞). The average heat flux
behaves as expected and tends to the limiting cases explained above.
5.6 Conclusions
In this chapter, the coupling between radiation and convection has been studied,
for both transparent and participating media, in a differentially-heated cavity. The
influence of Rayleigh and Planck numbers, as well as the optical thickness, have
been analyzed.
It has been shown that, in a transparent medium, radiation significantly increases
the heat flux, and that for a given Planck number and constant reference tempera-
ture ratio T∗0 , the contribution of radiation remains almost constant for a range of
Rayleigh numbers.
For participating media, defined by its optical thickness, the total heat flux also
increases as the Rayleigh number increases. On the other hand, an increase on the
optical thickness causes a decrease in the heat flux. The optically thick limit tends
to the case where radiation is neglected, but with a higher thermal conductivity.
The explanation seems to be that, for large optical thickness, radiation becomes a
local phenomenon, behaving as a conduction phenomenon, which, according to [11],
can be described with the Rosseland radiative conductivity (the so-called diffusion
approximation). The additive model has been shown to be accurate for low values of
Ra. For higher values of the Rayleigh number, the optical thickness should be larger
in order to apply the additive model, which saves computational time and resources.
The effect of the Planck number has also been studied. It has been shown that,
for Pl > 0.5, the radiation effects can be neglected for low optical thickness. For low
Planck numbers (Pl < 0.01), the radiation effects dominate and the convection terms
of the governing equations can be ignored, and the so-called radiative equilibrium
hypothesis can be applied.
All computations presented in this work were performed on a AMD K7 900 Mhz
processor with 512 MB of RAM memory. A converged solution of the benchmark
problem, with the normalized residual of the temperature field lower than 10−9,
takes an average of three days with this computer.
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6Combined heat
transfer (II): Non gray
media
Main contents of this chapter have been submitted for publication to the Journal of Quantitative
Spectroscopy and Radiative Transfer
6.1 Introduction
In the early days of computational fluid dynamics, radiative heat transfer was not
taken into account because of the overwhelming amount of computational resources
it required. The following, natural step, was to consider only radiative exchange be-
tween surfaces, which does not involve the solution of the Radiative Transfer Equa-
tion (RTE). As the computational resources increased, detailed numerical models
were conceived, such as the Discrete Ordinates Method (DOM), which allowed the
resolution of participating media. In the last decade of the last century, feasible, as
well as accurated, non gray radiation models, were formulated. These models can
be broadly divided in full spectrum models and band models. The former, which
include the Weighted Sum of Gray Gases (WSGG) model [1], the Absorption Distri-
bution Function (ADF) model [2], and the Spectral Line Weighted sum of gray gases
(SLW) model [3], are accurate enough, particularly in homogeneous cases. The later,
which include the Statistical Narrow Band (SNB), and the Statistical Narrow Band
Correlated−k (SNBCK) model [4], are more precise than global models, but far more
resource demanding.
The simplest non gray model ever formulated is the WSGG, and it was used by
Mesyngier and Farouk [5] to analyze the coupling between non-gray gas radiation
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and turbulent natural convection. In their work, the radiating gases were considered
as an homogeneous mixture. Soufiani and Djavdan [6] compared this method to the
SNB method for combustion applications. While the WSGG predicted well radiative
heat source for a hot medium surrounded by black walls, the absorption by a cold
gas of radiation emitted by hot walls was generally underestimated. The authors
attributed this discrepancy on total absorption to the fact that the weights in WSGG
model were always taken at the temperature of the emitting body.
Belonging to the full spectrum group, both the SLW and ADFmodels aremore pre-
cise than the WSGG. For instance, the SLW weights, depend on the local temperature
and could lead to more accurate predictions. Coelho et al. [7] used the SLW model
to account for turbulence-radiation interaction in a diffusion flame. The inclusion of
non gray radiative properties improved the agreement between the computed and
the measured data. Soufiani et al. [8] employed the ADF model for a mixed laminar
convection case, considering an homogeneous gas mixture. Their conclusion was
that, by taking radiation into account, the flow is affected significantly.
On the other hand, band models are more accurate than full spectrum, or global,
models. Liu et al. used the SNBCK model for laminar ethylene [9] and laminar
methane/air [10] flames. In the latter flame, which can be considered optically
thin, it turns out that radiation model did not have much influence in the outcome.
Coelho [11] also used a correlated−k band model, this time with a prescribed tem-
perature and concentration fields, obtained from experimental measures. The works
by Liu et al. [10] and Coelho [11], however, pointed out that turbulence and combus-
tionmodels may have greater influence in the final result than the non gray radiation
model. Soufiani et al. [12] also used a correlated−k model to solve a forced convec-
tion situation, considering pure gases only. In their work, preheating or precooling
of the gas in the entrance of a circular duct due to radiation was studied. Com-
parison with the ADF model showed that for the precooling condition the ADF per-
forms well, while bigger differences between the band and the global models were
obtained for higher temperatures. Lacroix et al. [13] considered radiation and con-
duction energy transport in a water curtain. Non gray radiation absorption, as well
as scattering, were taken into account, by using a band-like model with a reduced
number of bands.
Among the different non-gray models mentioned above, the SLW model stands
out for its level of accuracy and for the low (compared to band models) computa-
tional resources it requires. In this chapter the performance and implementation of
the SLW model is analyzed in detail. When considering a non-gray model, the SLW
in our case, one realizes that there are plenty of strategies that can be adopted. There
are several databases with absorption line data which can be used, one may opt for
use fitted distribution functions or calculated ones, one may use high resolution par-
titions of the absorption coefficient domains or optimized coefficients. . .All of these
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factors possibly have an impact on the results, which may, or may not, be significant.
If radiation is not the only mode of heat transfer, this significance can be different
wheter radiation is globally meaningful or not.
In order to study the impact of these different approaches of the SLW model,
this chapter presents the numerical analysis performed in a thermal driven cavity
where the coupling of non-gray radiation and convection is taken into account: first,
by varying the convective contribution, and second, by considering two cases, one
of which is radiation dominated and the other where radiation and conduction are
roughly equally significant. These calculations are compared to gray solutions, to
stress the appropriateness of the use of the non-gray SLW model, with the different
approaches detailed in section 6.2.3.
6.2 Mathematical model
We consider a non reactive, steady state mixture of gases in order to study the
influence of the SLW model parameters on a complex problem, which combines
also convection and conduction heat transfer. The mixture of gases consists of N2,
which is considered transparent to radiation, and CO2 and H2O, which absorb and
emit, but do not scatter, radiation. The relevant governing equations are adapted
from [14], which are valid for reactive flows, and hold for low Mach number, with
frictional heating and pressure time variation neglected.
6.2.1 Convection and conduction transport
For the above mentioned steady-state gas mixture, with average velocity u, the
mass conservation equation reads
∇ · (ρu) = 0. (6.1)
Momentum conservation leads to
ρ (u ·∇) u = −∇p+ ρg+∇ · S, (6.2)
where S is the shear stress tensor, and the energy conservation equation reads
ρcp (u ·∇) T = ∇ · (k∇T)−∇ · qr. (6.3)
Notice that the pressure radiation term is neglected, since it is proportional to the
second moment of the intensity divided by the speed of light c. Therefore this term
is unimportant for heat transfer applications.
The physical properties are considered to be temperature dependent. In order to
find the individual molecular transport properties, the CHEMKIN database is used to
generate the coefficients of its temperature expansion. For the mixture, each individ-
ual property is properly averaged [14].
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6.2.2 Radiation transport
The radiative transfer equation, abbreviated RTE (see section 1.4), is solved in
detail, taking into account the real, wavenumber dependent, absorption coefficient
of CO2 andH2O. Themonochromatic radiative transfer equation for a non scattering






∂y = −κη (Iη − Ibη) , (6.4)
where µ = cosθ cosϕ and ξ = sinθ, see figure 3.1 (left). Both the intensity radiation
field I, and the absorption coefficient κ, depend on wavenumber η. The radiative
source term∇ · qr can be obtained from the RTE solution as
∇ · qr = 4κPσBT4 −κGG, (6.5)
where κP Ib =
∫
ηκη Ibη dη and κGG =
∫
ηκηGη dη. The monochromatic incident radia-
tion on a control volume is Gη =
∫
4pi Iη dΩ. This term is then plugged into the energy
equation 6.3.
6.2.3 Modeling of the absorption coefficient
As stated before, e use the SLW model, outlined here for convenience. Follow-
ing the work by Denison and Webb [3], the monochromatic RTE in a purely absorb-
ing medium, equation 6.4, is considered. The absorption coefficient domain is then
divided into m ranges, bounded by k j+1 and k j with k j+1 > k j. A characteristic ab-
sorption coefficient value within each range is defined, namely k∗j = (k jk j+1)
1/2, with
1 ≤ j ≤ m. For each absorption coefficient range j, an associated wavenumber range
∆η j is naturally defined, such that for each η in ∆η j, the actual absorption coefficient
κη lies in the range [k j, k j+1]. Thus, the whole spectrum is divided in m non overlap-
ping bands, in which the absorption coefficient is assumed to be the constant k∗j . In
order to include the spectral ranges where the gas is transparent, it is assumed that
k∗0 = k0 = 0.
An integration of equation 6.4 over all of the wavenumber ranges is carried out,
for each absorption coefficient range j. After some manipulation, detailed in sec-







j (I j − a j Ib), (6.6)
where a j is a weight sensible to the particular wavenumber dependence of the ab-
sorption coefficient of the media under consideration. The integrated intensity over
the whole spectrum, in this model, is simply I = ∑ j I j. The validity of this model is
investigated in section 4.4.
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In order to be able to calculate the above mentioned weight a j (and in some cases
also k∗j ), and to calculate the corresponding local characteristic absorption coefficient
k∗j , it is common to define a so called blackbody distribution function, F, as the inte-
gral of the blackbody intensity for all wavenumbers for which the absorption coeffi-
cient is below a prescribed value:






In the above expression, the set ξ¯ contains all the variables that the absorption coef-
ficient may depend on: temperature, pressure, species concentration. . . The detailed
dependence of the absorption coefficient on the wavenumber is needed to compute
the function F.
There are two ways to obtain these distribution functions. First of all, there exist
correlations in the literature for the computation of the function F for CO2 [15,16,17]
and for H2O [18], obtained from a least squares fitting procedure. On the other hand,
these distribution functions can be directly calculated from detailed absorption line
data (see page 75 for more details). In this chapter, the latest version of the CDSD-
1000 [19] and HITEMP [20] databases are used for the distribution functions for CO2
and H2O respectively. These functions have been calculated at several temperatures
and concentrations (in the case of H2O), as outlined in a work by Mazumder and
Modest [21]. The distribution function at local conditions is then obtained by linear
interpolation. Once the distribution function is known, it can be used to different
levels of detail.
High resolution partition. In this case, two suitable values are used as lower and
upper bounds of the absorption coefficient domain partition, namely k1 and km.
The absorption coefficient boundaries k j are logarithmically equidistant, i. e., k j =
k1(km/k1)( j−1)/(m−1), for 1 ≤ j ≤ m. Then, the coefficient a j in equation 6.6 is easily
obtained as the difference a j = F(k j+1) − F(k j). It can be easily seen that the sum
of all the weights a j equals one if the appropriate absorption coefficient ranges are
selected, that is, if F(km) = 1 and F(k1) = 0. The mean absorption coefficient is
k∗j = (k jk j+1)
1/2.
Using optimized coefficients. An alternative way of defining the weights a j and the
mean absorption coefficients k∗j is by means of an optimization procedure [3]. The
details can be found in page 76. For the absorption cross section domain partition
using optimized coefficients, fitted distribution functions are used: the correlation
given by Modest and Mehta [16] for CO2, and the correlation given by Denison and
Webb [18] for H2O.
Gray absorption coefficient. Awavenumber averaged absorption coefficient for the
mixture of the two species can be inferred with the aid of the SLW model. This av-
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eraged absorption coefficient, κP (Planck mean absorption coefficient), is calculated






κη Ibη dη ' ∑
j
{
F(k j+1)− F(k j)
}
k∗j , (6.8)
which depends also on the temperature. The Planck mean absorption coefficient
has been computed using the F distribution functions (equation 6.7) obtained from
the latest HITRAN and HITEMP databases [20] for CO2 and H2O respectively, and
k1 = 10−8cm−1 and km = 200cm−1. The κP of the mixture is computed as the
sum of the individual absorption coefficients, weighted by the molar fraction of each
species [21]. The use of the Planck mean absorption coefficient yields faster calcula-
tions, although simplifying the non gray behavior of the radiant gas.
6.2.4 Dimensionless describing parameters
In order to describe the flow, the normal approach is to use a set of dimensionless
governing numbers (the Rayleigh number, the Prandtl number, and so on. . . ). In this
chapter we characterize the flow by using the time scale concept, which arises from
the fact that, when trying to write the dimensionless form of the governing equa-
tions, several combinations of the relevant magnitudes have dimensions of time.
Therefore, there are several choices for the time scale, each one associated with a dif-
ferent dominating mode of energy transfer. A rough approximation of such scales
will help both on characterize the solution and choose an optimal time step when
numerically solving the coupled equations 6.1, 6.2, and 6.3.
We can think of a conduction time scale, which will be the time that takes a medium
to reach thermal equilibrium with its environment by means of heat conduction.





Notice that this particular time scale does not depend on neither initial nor final
temperature. The explanation seems to be that the conductive heat transfer depends
only on linear differences of temperature.
If we think of a medium with temperature depending density, then convective
energy transport will take place, and so a buoyancy time scale can be defined. We
consider this scale to be the time that takes a bubble of hot fluid to move upwards
in a colder, isothermal fluid. Assuming that the temperature of the bubble remains
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where ∆T stands for the difference between the maximal and minimal temperatures,
and β for the thermal expansion coefficient.
At high temperatures, radiation becomes an important mode of energy transfer,
and thus we can define a radiation time scale. Considering now the energy equation
with the divergence of qr as the only source, and a volume of hot gas of length L and
behaving like a black body, the time for that volume to reach thermal equilibrium





being L a suitable volume/surface ratio and ∆T the difference between initial and
final temperatures. This time scale is roughly the energy that is to be extracted to
the volume of gas to vary its temperature in an amount of ∆T divided by the power
emission of the gas.
The viscosity, which is responsible of generating a velocity gradient in the flow
—from non-slip boundary condition to the velocity of the fluid far of any boundary,
may be thought as a diffusion coefficient of the velocity and acts in its own viscous
time scale. If viscosity is dominant, then the momentum equation becomes a diffu-
sion equation on velocity analogous to the conduction equation, with a diffusion






obtained by replacing the diffusion coefficient by µ/ρ in the conduction time scale.
If theNavier-Stokes equations arewritten in dimensionless form, as in section C.3,
each source term, except the pressure gradient term, is weighted by a ratio of time
scales (for instance the divergence of radiative heat term in the energy equation is
weighted by τα/τr, where τα is the time scale chosen as a reference). Thus, a simple
estimate of the relative importance of the source terms is easily obtained. The short-
est time scale induces the behavior of the fluid flow. For example, if τc is the fastest
time, the solution will be conduction dominated (nearly vertical isothermal lines),
while if the fastest scale is τb, the solution will be convection dominated, that is, with
near horizontal isothermal lines.
The time scales discussed above are related in a very simple way to the more
commonly used dimensionless numbers to completely characterize the flow. In the
case we have solved, the relevant numbers are the Prandtl number Pr, the Rayleigh
number Ra, the Planck number Pl and the temperature ratio φ = ∆T/Tcold. It turns
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6.3 Numerical method
The discretization of the Navier-Stokes equations is carried out using fully im-
plicit finite volume techniques on cartesian staggered grids. To account for the
velocity-pressure coupling, the SIMPLEC procedure is adopted. The interpolation nu-
merical scheme was the simplest, upwind like, in order to facilitate the convergence,
which is affected by the high non linearity of the radiative source term ∇ · qr. The
mesh was concentrated near the walls, by means of an hyperbolic tangent function.
The radiation source term is calculated by solving equation 6.4, and integrating
for all the spectrum by using the SLW model. The radiative transfer equation, RTE,
is solved for a discrete set of directions {µi ,ξi}, following the Discrete Ordinates
Method (DOM). The finite volume technique is used to discretize the spatial part of
the RTE, and an explicit, step by step procedure, is employed to determine the inten-
sity radiation field. The discretization details can be found in chapter 3. Orthogonal
meshes have been used to solve the RTE. The angular quadrature set employed was
the Tn by Thurgood et al. [22].
With respect to the numerical parameters of the SLW method, the high resolu-
tion absorption cross section partition consists of m = 11 cross sections, while the
optimized coefficients strategy consists of m′ = 5 cross sections, both including the
transparent band. For the high resolution case, the integration interval k1 is set to
3× 10−5cm−1 and k10 is set to 600cm−1 for CO2 and to 60cm−1 for H2O, following
the suggestions given in [15, 18].
The influence of different databases on the optical properties of CO2 and H2O is
analyzed by calculating the total emissivity fromDenison andWebb correlations [15,
18], which are fairly outdated. The total emissivity is calculated at a reference tem-
perature Tref; the resulting coefficients from the fitting process to be used in the SLW
model are shown in table 6.1. These coefficients are referred to as optimized coeffi-
cients.
CO2 H2O
k∗j a j k
∗
j a j
2.123118e− 01 1.557237e− 01 2.188490e− 01 2.888546e− 01
2.615123e+ 00 9.144159e− 02 1.952972e+ 00 2.157405e− 01
2.803898e+ 01 6.119854e− 02 1.378076e+ 01 1.497009e− 01
4.652916e+ 02 2.902018e− 02 1.273570e+ 02 5.291578e− 02
Table 6.1: Optimized coefficients obtained by fitting total emissivity data to equation
4.16, with L = 10m and Tref = 600K.
Independently of what coefficients a j, k∗j , for the individual participating species
are used, the mixture is treated as a single gas. The equivalent coefficients for the
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SLW model are found from the individual coefficients as ai, j = ai,CO2a j,H2O and k∗i, j =
k∗i,CO2 + k
∗
j,H2O [23, 24]. It turns out, then, that the RTE has to be solved m
2 (or m′2)
times. This fact explains the interest on decreasing the number of cross sections con-
sidered, thus reducing the number of operations to perform. However, the use of
mathematical correlations for the optimized coefficients case, instead of interpolated
data, increases the computation time, and the solutions with and without optimized
coefficients are obtained within the same time (in fact, the calculation using opti-
mized coefficients takes more time to complete).
6.4 Problem description and research approach
We have selected a two dimensional differential heated cavity, homogeneously
filled with a gas mixture consisting of N2, CO2, and H2O, with a mass fraction of
0.7, 0.1, and 0.2 respectively, in order to evaluate the influence of the way in which
the SLW model parameters of the participating species are calculated. The flow is
driven by natural convection, when gravity is different from zero. The vertical walls
are kept at 300K and 600K, while the horizontal walls are insulated. All surfaces are
black and N2 is considered not to participate on the radiative exchange. A scheme
of the solved problem is depicted on figure 6.1. The length of the sides of the square
cavity is L. Although it makes not much sense to talk about dimensionless governing
numbers or time scales if thermal properties are thought as temperature functions,
it will help to describe the fluid, and therefore all the time scales, and hence the di-
mensionless numbers, are calculated with termal properties evaluated at a reference




g = gn ˆ
x
y
Figure 6.1: Scheme of the solved thermal driven cavity.
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The posed problem is solved with four radiation approaches: (i) transparent
medium, (ii) gray medium, (iii) non gray medium using the SLW model with op-
timized coefficients, and (iv) non gray medium using the SLW model with high reso-
lution absorption coefficient domain partition. In the first case, only radiation energy
exchange between surfaces is considered, i. e., the gas mixture is assumed to be non
participating (κη = 0). In the second case, the mixture is assumed to be participating,
but with a gray absorption coefficient. For this situation, the absorption coefficient
κP is obtained as explained in section 6.2.3. Both these solutions are some 30 or more
times faster than the detailed spectral models. To overcome the simplifications in-
volved in the two abovemodels, full spectral calculations are performed bymeans of
the SLWmodel, by using both a high resolution partition of the absorption coefficient
domain, section 6.2.3, and optimized coefficients, section 6.2.3. Although the goal of
this chapter is to study coupled convection and non gray radiation, gray radiation
calculations are carried out in order to compare them to non gray calculations, and
to judge if the differences between these two approaches are significant enough to
justify the use of non gray models.
The problem is solved for a range of the previously defined time scales, first by
varying the convective contribution (radiation vs. convection heat transfer), and
second by considering two additional cavity sizes, one which is radiation dominated
and other where radiation and conduction are roughly equally significant (radiation
vs. conduction heat transfer).
6.4.1 Radiation vs. convection heat transfer
In a first step, the problem is solved keeping the time scales constant except for
τb, the buoyancy scale, which varies in order to represent different ammount of con-
tributions of the convective energy transfer to the total. These different values of τb
are achieved by varying the gravity strength, that is, by setting gn = 2n−1/800ms−2,
n ≥ 1, and g0 = 0. The values of the fixed time scales, in units of τr, are τc = 41
and τv = 57.6, meaning that radiation heat transfer dominates over heat conduction.
The commonly used corresponding dimensionless numbers to these time scales are
Pr = 0.711 (near to that of the air), Pl = 0.024, and φ = 1. The relevant dimen-
sionless parameters for the solved cases are summarized in table 6.2. It is clear from
this table that all problems solved with the fixed length L0 = 1m configuration are
convection dominated (except for the g0 case, which is radiation dominated).
6.4.2 Radiation vs. conduction heat transfer
Since all the time scales depend on the size of the domain L, other solved con-
figurations include smaller cavities, with lengths L1 = 0.025m and L2 = 0.4m, in
order to take into account situations where the relevance of radiation respect to con-
duction contribution varies. In these cases, gravity was set to zero, and the only
dimensionless numbers that are kept constant are the Prandtl number, Pr = 0.711,
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and the temperature ratio, φ = 1. Table 6.2 shows that, for the small cavities, an
appreciable difference on the ratios of time scales is observed, meaning that rather
different behavior is expected: the L1 case is, in principle, dominated by radiation
and conduction equally, while the L2 case is clearly radiation dominated.
Convection dominated (L0 = 1m)
Pl = 0.024,φ = 1, Pr = 0.711
g0 g1 g5 g9
τb/τr ∞ 0.059 0.015 0.0037
Ra/106 0 0.686 10.98 175
Conduction and radiation heat transfer




Table 6.2: Values of the non dimensional relevant parameters for the different config-
urations. First, the buoyancy time scale and Rayleigh number for the different values
of gravity field are shown. In all cases with g 6= 0 the convection time scale is the
fastest. Last, conduction time scale and Planck number are shown for the different
cavity lengths L1 = 0.025m and L2 = 0.4m.
The time scales introduced in section 6.2.4 give an idea of which discrete time
increment should be used while solving the coupled equations: it has been found
that the best choice is few times (say 2) the shortest time scale. If a bigger time step
is selected, some physics is missing and sometimes convergence is not achieved; on
the other hand, a much smaller discrete time step will lead to an unnecessary high
number of iterations (and thus higher calculation time). For the calculations carried
out in this chapter, the discrete time step was set to a conservative 1.5 times the
minimum of {τc, τb, τr, τv}.
6.5 Illustrative results
6.5.1 Verification of the numerical solutions
All the cases presented hereinafter were solved using three levels of refinement,
that is, three grids of 162, 322, and 642 control volumes. These grids are concentrated
near the walls in order to avoid excessive temperature steps imposed by the bound-
ary conditions. With this information available, it is possible to estimate the error
between the finest mesh and the grid independant solution, following the work by
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Cadafalch et al. [25]. By using the Richardson extrapolation technique for the sev-
eral cases for the finest, 642 control volume mesh, the mean uncertainity due to dis-
cretization is estimated to be, on average (without significant deviations), ±0.5K for
the temperature field, and about ±0.3%, in average, with respect to the maximum
value of the divergence of radiative heat field, although for the g5 case this uncer-
tainity peaks to ±1.1%. These figures are assumed to be representative for all the
cases, and hence the 642 mesh is considered as fine enough to perform the numerical
experiments reported in this work.
6.5.2 Radiation vs. convection heat transfer
The effect of the model of the absorption coefficient of the participating gases is
hereinafter analyzed. The same problem is solved for several values of the gravity
acceleration, in order to inspect a range of qualitative different solutions, i. e., where
radiation heat transfer looses significance with respect to convective heat transfer as
the strength of gravity increases. It is possible to achieve this since the gravity ap-
pears only in the buoyancy time scale (equation 6.10), thus affecting only the convec-
tive contribution. Figures 6.2 and 6.3 present the temperature profile in x direction
at the middle of the cavity (y = 0.5m). The solution given by SLW and SLW with
optimized coefficients are in good agreement, despite the absorption coefficient is
calculated in a rather different way for each case. Gray medium (results calculated
using the Planck coefficient) and transparent medium (only heat exchange between
surfaces) differs notably from the non gray solution, although for increasing gravity







































Figure 6.2: Left: temperature profile at y = 0.5m, for all optical models considered.
Radiation dominated case, g = 0. Right: same as left, with g1.
This trend is reversed if we look at the velocity field. By decreasing the buoy-
ancy time scale, the differences on the velocity profiles increase, as it is apparent
in figure 6.4. Transparent media, approach (i), performs quite well for the g = 0







































Figure 6.3: Left: temperature profile at y = 0.5m, for all optical models considered,
with g5. Right: same as left, with g9.
case. The high value of φ we use implies that radiation has a noticeable effect on
the flow. Therefore, the influence of the absorption coefficient model on the velocity
field should be bigger for larger velocities, i. e., strongest gravity field. If forced con-
vection were considered instead of natural convection, we do not expect the effect of

































Figure 6.4: Left: Profile of the horizontal component of the velocity at x = 0.5m, for
all the optical models considered, g1 case. Right: same as left, g9 case. The difference
between the SLW and the other models is larger in this situation.
It is interesting to note that it seems that the transparent medium assumption
it is preferable to the participating, gray medium assumption, using the Planck co-
efficient. This is due to the fact that the transparent band of the CO2 alone con-
tributes in more than a 50% of the total weighting coefficient ai, j (see section 6.3), i.
e., ∑ j a0, j > 0.5.
In figure 6.5, isotherms and streamlines are plotted for the two extreme cases
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solved, namely g1 and g9. The effect of radiation heat transfer in the flow structure,
reported for instance by Yu¨cel et al. [26], is apparent: the flow circulates clockwise
around the cavity center. For the stronger gravity field considered, the temperature
is near homogeneous, instead of the stratified temperature field observed when ra-
diation is not taken into account. Both effects are due to the high temperature ratio









































Figure 6.5: Left: isotherms (up) and streamlines (down) for the g9 case, using the
SLW approach (iv). Right: same as left, for the g1 case.
according to table 6.2, the flow is not as stratified as one would expect. This can be at-
tributed to the fact that the buoyancy time scale is not much faster than the radiation
time scale. If radiation were not considered, the convection time scale would dom-
inate (being the dimensionless numbers and time scales the same of the radiation
case), and the flow would be homogeneously stratified.
While middle cavity temperature profiles are relatively similar for all models for
the strongest gravity considered, the differences in hot wall total heat flux are more
apparent. Results for the total heat flux through the hot wall are presented in ta-
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ble 6.3.
g0 g1 g5 g9
Transparent (i) 291.1 294.0 312.0 341.6
Planck mean (ii) 106.5 114.1 163.9 239.7
SLW optimized (iii) 325.5 331.2 349.9 377.9
SLW (iv) 348.1 354.2 369.9 394.4
Table 6.3: Non dimensional heat flux through hot wall: the non dimensional factor
is the conductive heat flux, k0∆T/L.
The difference between the non-gray radiation models is studied, by means of









where TSLW refers to approach (iv), SLW with high resolution partition of the absorp-
tion coefficient domain, and Tapp. refers to any of the other approaches. Analogous
indicators are used for the velocity components, u and v. These magnitudes are tab-
ulated in table 6.4. The increasing velocity deviation trend is clear for the three ap-
proaches (i), (ii), and (iii). The temperature deviation seems to decrease, irregularly,
for increasing g, except when the Planck mean absorption coefficient is used. As ex-
pected, table 6.4 shows that the smallest deviation occurs indeed when approach (iii)
is employed. Notice that, according to this table, the velocity fields for the g1 case,
in approaches (i) and (iii), are expected to be similar. This is clearly seen in figure 6.4
(left).
σ(T)/T0(%) σ(u)/|umax|(%) σ(v)/|vmax|(%)
g0 0.65/2.67/2.57 — —
g1 0.91/3.92/2.53 3.18/13.6/3.38 3.25/14.0/3.55
g5 0.72/4.39/1.92 5.74/24.8/13.1 5.89/25.8/13.6
g9 0.50/3.35/1.57 6.81/27.2/18.0 6.22/25.3/16.4
Table 6.4: Deviation of the different models from the SLW solution. Each triplet rep-
resents the deviation of the SLW with optimized coeffcients, the Planck assumption,
and the transparent gas behavior solutions respectively.
6.5.3 Radiation vs. conduction heat transfer
The different dependance of the time scales with the cavity length allows us to
select a range of lengths in which the ratio between radiation and conduction time
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scale varies in a large amount. If the length is short enough, conduction time scale
will become the fastest one, and consequently the heat transfer will be conduction
dominated. The effect of the optical model is plotted in figure 6.6, for two different
lengths. It is clear that, for the L1 case, the transparent approximation is preferable
than the Planck mean model, while for the bigger, L2 cavity, the difference between
the models clearly shows up. This is because the optical depth of the mixture is
proportional to the cavity size, and thus, the transparent behavior is more evident









































Figure 6.6: Left: temperature profile at y/L = 0.5, for all the optical models consid-
ered. Small cavity L1 = 0.025m. Right: same as left, for a bigger cavity L2 = 0.4m.
In figure 6.7, the temperature profiles for different cavity sizes, obtained using the
high resolution SLW method, approach (iv), are plotted, and compared to the profile
obtained when radiation is neglected. As we can expect from table 6.2, for the small-
est cavity, in addition that all radiation models tend to the transparent behavior, the
results obtained are also close to the purely conduction case, because of the relative
significance of radiation and conduction time scales. The L0 and L2 cavities exhibit
a very similar temperature profile, meaning that for cavity lengths larger than L2,
radiation transfer dominates over heat conduction.
6.6 Conclusions
Several absorption coefficient approaches using the SLW model have been taken
into account, in order to consider the effect of non gray radiative heat transfer in a
participating medium on a thermal driven cavity problem. The use of any of the
non gray methods is justified since neither the gray gas nor the transparent model
captures well the real gas behavior. The optimized coefficients approach (iii) yields
results very close to those from the high resolution approach (iv), except for the





















Figure 6.7: Temperature profile for different size enclosures. Except for the non
radiating case, the temperature profiles are obtained with the high resolution SLW
method. L0 = 1m, L1 = 0.025m, and L2 = 0.4m.
is therefore recommended, in order to reduce the number of calculations to perform.
Further tests, considering mixed or forced convection, should be done to check the
performance of approach (iii) in these cases. In all cases solved, the Planck mean
approximation gives the worse results compared to non gray models. This fact can
be seen in temperature profile plots, in the velocity profile plots, in the total heat flux
table, and in the deviation with respect to approach (iv) table.
It has been observed that, increasing the convection contribution (by decreasing
the associated time scale τb), the effects of the radiation approach become less signifi-
cant to determine the temperature field and the total heat flux through the isothermal
walls. In these cases, the transparent media approximation seems to offer a good re-
sult, both in temperature profiles and total heat flux, and is clearly preferable to the
gray gas assumption, albeit being the crudest, cheapest (computationally speaking),
model.
On the other hand, increasing the gravity strength, the differences on the velocity
field with respect to the high resolution SLW solution tend to increase. This can be
attributed to the fact that the temperature ratio is high (φ = 1), meaning that the
flow structure is largely affected by radiation, and also to the fact that the velocity
field itself is larger, thus magnifying the differences between the different strategies
employed.
It has also been checked that, for small enclosures, the choice of the radiation
approach has less impact on the outcome, because the participaing gases are nearly
transparent. For larger enclosures, heat conduction, whose time scale grows with
the square of the cavity size, plays no significant role on the energy transfer. The
above mentioned time scales are good parameters to describe what kind of flow
is expected, in addition to provide a natural choice of the discrete time step when
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solving the Navier-Stokes equations.
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7Epilogue
7.1 Concluding remarks
The main objective of the present thesis is to analyze heat transfer due to radi-
ation. The integro-differential nature of the radiative transfer equation, forces this
thesis to be directed towards the numerical methods to account for radiation trans-
fer. This is one of the first works within the scope of the CTTC which deals with
radiation heat transfer in the most general manner possible. Therefore, special care
has ben taken to properly introduce the radiative transfer equation, as well as all the
related concepts and magnitudes, in chapter 1.
As a wetting feet approach to radiation transfer, my first task was to develop a
procedure to calculate the view factors for cylindrical geometries, with axial sym-
metry, to be used with the RIM method. Internal obstacles can also be handled. The
results are summarized in chapter 2. Although a little disconnected from the rest
of the present thesis, the algorithm to handle “de facto” three dimensional geome-
tries with computation time just a little longer than two dimensional cases, with no
additional memory consumption, is considered worthy enough to be included in
this work. As it is clear from the presented results, the major source of error of this
method is the presence of internal solids, which causes the view factors not to be cor-
rectly evaluated; in particular, equation 2.5 does not hold. Best results are obtained
with the simplest geometries, i. e., without internal obstacles.
In chapter 3, the DOM is applied, along with the finite volume method, to dis-
cretize and integrate the radiative transfer equation. The basic properties of the
ordinate sets, central to the DOM, are described, and numerical error sources are
discussed as well. Results obtained with this method, considering transparent and
participating media, are presented at the end of this chapter. Inhomogeneous, two
and three dimensional, cartesian and cylindrical geometries are considered. Usually,
radiation heat transfer calculations are carried out with a given temperature field,
but when radiation is the dominant mode of energy transfer, it is possible to calcu-
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late the temperature bymeans of equation 1.20. Two caseswhere the energy equation
is solved are presented, one representing a cubic cavity and the other representing
a cylindrical furnace. Also, the ray effect present for any given grid is shown in fig-
ure 3.11. The results have been compared with other metods, as well as to analytical
solutions when available; these later results are in good agreement with the results
obtained using the tools created when elaborating this thesis.
An important remark it must be done is that, in order to exploit the symmetries of
axial symmetric cylindrical geometries, the formulation of the DOM becomes rather
involved. For other non cartesian coordinate systems, similar problems will arise.
The reason for this is that we are assuming that the photons propagate along straight
lines, and in curved coordinates the propagation direction is continuously changing,
so there appear additional derivatives with respect the direction we are solving.
It is worth noting that, while the RIM requires a transparent medium, the DOM
does not. That is, both RIM and DOM can solve radiative heat exchange between
surfaces. However, if the geometry is not too complicated, the RIM advantages the
DOM in terms of computational speed and memory requirements; therefore the RIM
is a valuable alternative in such cases.
The radiative properties of real gases have been studied in chapter 4. Themain is-
sue concerning the radiative properties is its strong dependence on the wavenumber.
Thus, there is a clear interest to take into account such dependence. This interest re-
sulted on a bibliographical research on how these radiative properties, especially the
absorption coefficient, are modeled and estimated. It turns out that the better model
of the absorption coefficient is obtained through huge, publicly available databases,
which hold data of thousands of absorption lines from which the absorption coef-
ficient may be calculated. Furthermore, this bibliographical research was focussed
also on numerical models capable of handle such wavenumber dependence. It was
found that non gray models can be classified, mainly, into full spectrum models and
band models. The former are suitable for combined heat transfer problems, which
are the main objective of this thesis. The later are more reliable, although require
much more computational effort. Therefore, only the full spectrum models have
been considered in this work.
The results in this chapter show that the implementation of theWSGGmethod and
the SLW method is in good agreement with benchmarked solutions given by other
authors. Although the SLWmethod is more computationally demanding, it is a better
choice than theWSGGmethod: its accuracy for homogeneous media can be increased
without limitation, and non homogeneous media can be taken into account (which
is not possible with the WSGG metod). Moreover, results of sections 4.4.5 and 4.4.6
show that the performance of the SLW method can be improved, tending to that of
the WSGG method, with little loss of accuracy.
Chapter 5 is devoted to combined heat transfer in a gray medium. The results ob-
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tained show that radiation and convection are somewhat independent, in the sense
that, under the conditions considered, radiative contribution almost does not de-
pend on the Rayleigh number, while convection contribution is highly affected by it.
The optical thickness of the medium also affects heat transfer between the isothermal
walls; higher optical thickness results in lower heat transfer.
Chapter 6 deals with combined heat transfer within a non gray gas mixture. Re-
sults show that, as far as combined heat transfer is considered, a wise selection of
the parameters of the SLW model will reduce the computational cost of the solutions,
with little loss of accuracy. On the other hand, the same results seem to point out
that, in some cases, the transparent medium assumption is more reliable than the
non gray assumption, for mixtures containing CO2.
The contributions of this thesis are mainly valuable to the group within it has
been developped. This work covers both physical description of radiation transfer
and several numerical approaches. Therefore, the major achievement has been the
knowledge acquired on radiative heat transfer, especially when participating media
are concerned. All this accumulated experience will be indeed useful when complex
problems, where radiation could not be neglected, are to be solved. In addition,
the radiation specific computer code, resulting from the elaboration of this thesis,
has been succesfully integrated to a wider, general purpose, computational fluid
dynamics code (DPC), fruit of the effort of many researchers during many years. The
results of this integration lead to the publication of an article [1] (chapter 5), and
the submission of another article (chapter 6). The fact that radiation heat transfer
has been thought as an independent module allows some flexibility, which is in part
analyzed in a work that resulted from the development of the present thesis [2].
Contributions that can be considered original work include the procedure men-
tioned above and outlined in chapter 2, in order to calculate the view factors for
cylindric geometries with axial symmetry; the use of interpolated distributions cal-
culated from high resolution data in section 4.2.2, instead of the use of fitted distri-
bution functions to a prescribed form; the estimation of the mesh size, according to
the number of directions, in order to minimize the false scattering effect, as detailed
in section B.2; the formulation of the boundary conditions suitable for solar appli-
cations, as explained in section 3.3.3; the definition of the time scales to characterize
the flow in appendix C, and used also in chapter 6.
7.2 Future actions
Fortunately, there is always room to improve either a physical model, a numerical
model, computer performance, etc. . .Next, I suggest some tasks, in no particular
order, that could be performed within the framework of the CTTC, that could be
considered a continuation of the research line followed up to date.
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With the goal of aplying combined heat transfer to complex combustion prob-
lems, a formulation of a non gray radiation model capable of handle also non gray
scattering particles will be of paramount importance to numerical analysis of sooty
flames, where radiation scattering may be significant. Strategies consisting on spec-
trum grouping, such as these outlined in [3], are promising. Also, the implementa-
tion of more complex, full spectrummodels such as the FSCK, section 4.2.5 is desired,
since its handling of non-homogeneous media is better than that of the SLW (at least
with the present formulation of this method). As a first approach, a similar strategy
that is applied in the multi group FSCK [4] could be implemented.
The turbulence-radiation interaction (TRI) should be studied. The usual approach
is to solve a time-averaged version of the RTE, modelling the correlated terms in dif-
ferent ways [5, 6]. Simpler versions prior to any TRI model just solved the RTE using
the average temperature field, and the optical properties evaluated at this tempera-
ture also [7]. Implementation of such methods will imply a step forward to simula-
tion of turbulent flames.
The most important improvement to the work presented here is the formulation
of the DOM for unstructured, three dimensional meshes. This will allow the reso-
lution of complex geometries, thus permitting the code to solve real life problems.
A good candidate to achieve this goal seems to be the finite volume method [8], al-
though ray tracing methods are better suited for such geometries. Another method
particularly good at complex geometries seems to be the radiation element method
by ray emission model (REM2) [9], and its recent improvement DOREM.
Another key aspect in which the presented work can be continued refers to paral-
lelization. For combined conduction-convection problems, there exists a deep know
how in the group about efficiently solve the Navier-Stokes equations using several
computers. In the current stage of its development, the radiative radiative heat trans-
fer solver, object of this thesis, cannot take advantage of the use of several comput-
ers to reduce the total computation time. Therefore, it is desirable to implement a
version of the DOM suitable to be solved with parallelization techniques. In order
to consider combined heat transfer, spatial domain decomposition should be em-
ployed, even if the nature of radiation suggests the other way around [10].
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It is always useful to have analytical solutions of a given equation for simple
cases, in order to test the accuracy of numerical methods used to solve it. Several
analytical solutions are presented in this appendix.
A.1 Formal solution
The radiative transfer equation, to be verified by the intensity radiation field, can
be written, for a particular direction sˆ, as
dI(sˆ)
d`
= −(κ +σs)I(sˆ) +κ Ib + σs4pi
∫
4pi
φ(sˆ′; sˆ)I(sˆ′) dΩ′ ≡ −βI(sˆ) + S(sˆ). (A.1)
We will drop hereinafter the dependence on sˆ of the intensity radiation field. The
optical thickness is defined as the product of the extinction coefficient β by the geo-
metrical length (for length-based extinction coefficient), that is, d` = β dτ . The RTE
equation reduces to the simpler form
dI
dτ
= −I + S
β
. (A.2)
The general solution of equation A.2 is obtained assuming a solution of the form
I(τ) = A(τ) exp(−τ) suggested by the solution of the homogeneous version of
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equation A.2, where A(τ) is a function to be determined. Under such circumstances,
dI
dτ















dτ ′ + C, (A.3)
where C is an integration constant. This gives the final form of the general solution
to equation A.2:






′) dτ ′. (A.4)
The general solution, equation A.4, written in terms of the geometrical path `, is
Iη(`) = Iη(`0)e





s β(z) dz ds. (A.5)
A.2 Solution for a two dimensional cavity
In section 3.5.1, numerical results are compared to the analytical solution of a
very simple case. It consists on a square enclosure containing a cold, gray medium.





∂y = −κ I, (A.6)
where µ = cosθ and ν = sinθ, being θ the angle between the direction for which














With these new variables, equation A.6 becomes
2
∂I
∂ζ = −κ I, (A.9)
with an easy solution
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The value of C(ξ) will depend on the boundary conditions. Assuming that 0 ≤
θ ≤ pi/2, the boundary conditons are I(x = 0, y) = I(x, y = 0) = I0. The ξ-function
C may be written as C(ξ) = I0 exp
{−κ2 g(ξ)}, so equation A.10 will take the form







According the definition of ζ and ξ , x = 0 ⇒ ζ = −ξ and y = 0 ⇒ ζ = ξ . So
a function g such that ζ + g(ξ) = 0 for ξ = ±ζ must be choosen. This implies that
g(ζ) = g(−ζ) = −ζ . The simplest function g with this property is g(ξ) = −|ξ |, so
the solution to equation A.6 is




(ζ − |ξ |)
}
. (A.12)
In the original x, y coordinates, the solution can be written as











A.3 Radiative heat flux divergence
The integration of equation A.1 over the solid angle, taking into account all pos-
sible directions along which the RTE is solved, leads to the divergence of radiative
heat flux,








For an isothermal, purely absorbing, homogeneous, one dimensional layer of
thickness L, surrounded by black, non emitting walls, it is possible to get an analytic
form for the heat flux divergence. With the aid of the solutions presented before, the











for − 1 ≤ µ ≤ 0 (A.15)
where x is the distance through the layer and µ = cosθ, with θ being the angle
between radiation propagation and the x axis. The integral over the solid angle
translates into an integral over µ and a multiplication by 2pi for an one dimensional
problem. Hence, the divergence of heat flux is





The integral can be arranged into∫ 1
−1
I(x,µ) dµ = Ib
(∫ 1
0






and, via the transformation µ = −µ′ on the last integral, the absorption term is
calculated as ∫ 1
−1
I(x,µ) dµ = 2Ib − Ib
∫ 1
0
(e−κx/µ + e−κ(L−x)/µ) dµ. (A.18)
Finally, combining together the absorption and emission contributions, the diver-
gence of radiative heat flux is obtained:
∇ · qr(x) = 2piκ Ib {E2(κx) + E2(κL−κx)} , (A.19)
where E2(x) is the exponential integral function (see [1], p. 799).
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This kind of numerical quadrature consists on approximate an integral using a
weighted summation of the integrand evaluated at cleverly selected control points.
To show that this is, in fact, possible, in this section wewill find explicitly the weights
and points in order to evaluate the integral of a function between−1 and 1 with such
a weighted summation, where only four points are selected:∫ 1
−1
f (x) dx =ω1 f1 +ω2 f2 +ω3 f3 +ω4 f4. (B.1)
We will impose the restriction that the summation be exact for polynomials of de-
gree less than 6. Thus a closed form for the weights will be obtained. Consider the
polynomial
f (x) = αP0(x) +βP1(x) +γP2(x) + δP3(x) +P4(x) +θP5(x) (B.2)
where Pi(x) is the Legendre polynomial of degree i. Recall that P0(x) = 1, so the
avobe integral equals 2α since Legendre polynomials are orthogonal in the interval















Also, for brevity, f1,2 = f (±a1) and f3,4 = f (±a2). Now we compute
f1 + f2 + f3 + f4 = 4α + 2γ (P2(a1) + P2(a2)) , (B.4)
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since P2n+1(x) is an odd polynomial. This is the motivation to pick as evaluation
points the roots of an even polynomial such as P4(x). Next, we compute
ω1 f1 +ω2 f2 +ω3 f3 +ω4 f4 = 2α(ω1 +ω3) + 2γ (ω1P2(a1) +ω3P2(a2)) . (B.5)
Equations B.4 and B.5 can be written as









= f1 + f2 + f3 + f4, (B.7)
provided we choose ω1 = ω2 = 1/P2(a1) and ω3 = ω4 = 1/P2(a2). We have
now a system of equations, which has to be solved for α and γ. Defining z1 =
ω1( f1 + f2) +ω3( f3 + f4) and z2 =ω1ω3( f1 + f2 + f3 + f4), the system of equations
takes the form
2α(ω1 +ω3) + 4γ = z1, (B.8)
4αω1ω3 + 2γ(ω1 +ω3) = z2. (B.9)















So finally we can write∫ 1
−1
f (x) dx = ( f1 + f2)ω′1 + ( f3 + f4)ω
′
2 (B.11)
















The function f is evaluated at the roots of P4(x) as stated above. The sum exactly
equals the integral if the integrand is a polynomial of degree less than 6, and gives a
good approximation in the other cases. For instance,∫ 1
−1
ex dx = e− 1
e










= 2.350402092 . . . (B.14)
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B.2 Relation between false scattering and ray effect
It has been observed that, for a given number of discrete ordinates N, oscillations
in the wall heat flux appear as the number of discretization nodes increases, as a
clear manifestation of the so called ray effect. The reason of this behavior lies in the
fact that the numerical (or false) scattering depends on the mesh size; the shorter the
node spacing δ, the lower the false scattering effect. When the false scattering effect
is lower, oscillations appear due to an insufficient number of discrete ordinates (ray
effect). Thus, for any given N, an estimation of the node spacing δ is desired.
Assuming a rectangular cavity, with sides Lx and Ly, we focus our attention on
the maximum distance ∆y in the vertical wall for two consecutive ordinates θi and
θi−1. With a little of geometry one find that
∆y = Lx(tanθi − tanθi−1). (B.15)
If the discrete ordinates are choosen as in [1], that is, θi = (2i− 1)pi/4N, the distance
in the vertical wall can be written as












Clearly ∆y increases as the ordinate index i does, until i reaches the limiting value n
such that θn < ψ and θn+1 > ψ, where ψ = arctan(Ly/Lx). After some algebra, and
realizing that (2n− 1)pi/4N = ψ−, with  = ηpi/2N and 0 ≤ η ≤ 1, the distance
∆y is
∆y = Lx tan
pi
2N
(1+ tan(ψ−) tan(ψ−− pi/2N)) . (B.17)
For small values of , the distance can be approximated by





















The value of η is undetermined between 0 and 1. With the hypothesis that the mean
value is η = 1/2, and considering that N  1, finally we obtain








The mean distance between nodes, δy, is choosen in a way that ∆y is covered by m









150 Appendix B. Basic mathematical details
It is worth noting that this δy is the minimum distance. For the distance between










B.3 The Sn ordinate set





n− 2 (1− 3µ
2
1), (B.22)
where the index i runs from 1 to n/2 (n is an even integer greater than 2). In the above
relationµ1 is determined, alongwith theweights ai, by forcing that the approximated








for some a priori selected values of k. Given the nature of the relations B.22 and B.23,
a nonlinear system has to be solved.
B.3.1 Tables for several values of n
Here are the tabulated weights and directions for n = {4, 6, 8, 10, 12}.
i µi ai
1 2.9587585476808098× 10−1 6.6666666666666667× 10−1
2 9.0824829046386479× 10−1 3.3333333333333333× 10−1
Table B.1: Ordinates and weights for the S4 approximation. Equation B.23 holds for
k = {0, 1, 2}.
The ordinate sets in tables B.1 to B.5 are suitable for multidimensional cases. In
the three dimensional ordinate set, the directions are those that have projections µi
on each axis and lie in the unit sphere. Thus each three-dimensional ordinate must




k = 1, with 1 ≤ {i, j, k} ≤ n/2. Not all values of
{i, j, k} are useful. In fact, i+ j+ k = n/2+ 2 must hold for a valid direction. There
are n(n+ 2)/8 such directions in each octant.
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i µi ai
1 1.8386710903378073× 10−1 4.3579844316562122× 10−1
2 6.9505139601886445× 10−1 4.6173644700210847× 10−1
3 9.6560124918680024× 10−1 1.0246510983227855× 10−1
Table B.2: Ordinates and weights for the S6 approximation. Equation B.23 holds for
k = {0, 1, 2, 3}.
i µi ai
1 1.4225553242346792× 10−1 3.4436590771700393× 10−1
2 5.7735026918962018× 10−1 4.2028034773474127× 10−1
3 8.0400872517751543× 10−1 1.2634158137950924× 10−1
4 9.7955435121784884× 10−1 1.0901216316874843× 10−1
Table B.3: Ordinates and weights for the S8 approximation. Equation B.23 holds for
k = {0, 1, 2, 3, 4}.
i µi ai
1 1.3727193312794930× 10−1 3.2024697371374683× 10−1
2 5.0468891002891736× 10−1 3.3536146934149275× 10−1
3 7.0041288408170388× 10−1 9.5325916625663462× 10−2
4 8.5231773445654380× 10−1 1.8894253053589230× 10−1
5 9.8097544961666649× 10−1 6.0123109783207715× 10−2
Table B.4: Ordinates and weights for the S10 approximation. Equation B.23 holds for
k = {0, 1, 2, 5, 8, 10}.
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i µi ai
1 1.2028966644554817× 10−1 2.8269030105021986× 10−1
2 4.5363844804142206× 10−1 3.1219784576420512× 10−1
3 6.3016353371905831× 10−1 8.7042725966186285× 10−2
4 7.6708820673840594× 10−1 1.4291214605783314× 10−1
5 8.8303032485016963× 10−1 1.2413797501117962× 10−1
6 9.8542416871763827× 10−1 5.1019006150373108× 10−2
Table B.5: Ordinates and weights for the S12 approximation. Equation B.23 holds for
k = {0, 1, 2, 5, 6, 8, 11}.
B.3.2 Three dimensional set for S4
There are only three directions in the first octant. If we denote by sm = (i, j, k)
the direction whose projections over x, y and z axis are µi, µ j and µk then the three
directions in this approximation are s1 = (1, 1, 2), s2 = (1, 2, 1) and s3 = (2, 1, 1).
These directions form one group, as permutations of the projections over the axis are
excluded. Therefore only one three-dimensional weightωm has to be found. Notice





under this approximation we get ω1(2µ1 + µ2). Here N is the number of different
groups, which is n/2 − 1. We want this projection to be pi/4 since it will be com-
puted over four octants (an hemisphere) when calculating the incoming or outgoing
radiative heat flux. Recalling equation B.23 for k = 1, we can write
pi
4







so from the second term of the last two equations,ω1 = (pi/2)a2 and from table B.1
finally we getω1 = pi/6. If we had considered the first term instead, we would have
get the same result. So the three dimensional set is defined by directions s1, s2 and s3
with the common weightω1. By the symmetry of the three dimensional directions,
the same results would have been obtained if the projection was over y or z axis.
B.3.3 Three dimensional set for S6
The same technique applied on the previous section will be useful now. First,
the three dimensional ordinates are s1 = (1, 1, 3), s2 = (1, 3, 1), s3 = (3, 1, 1), s4 =
(2, 2, 1), s5 = (2, 1, 2) and s6 = (1, 2, 2). There are two groups in this case, s1 to s3,
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with weightω1, and s4 to s6, with weightω2. So calculating again the first moment
projecting over x axis, and equating to pi/4, we get
pi
4
=ω1(2µ1 +µ3) +ω2(2µ2 +µ1) = (2ω1 +ω2)µ1 + 2ω2µ2 +ω1µ3. (B.26)













By comparison of the two last terms of both equations, we obtain ω1 = (pi/2)a3
and ω2 = (pi/4)a2. The equality implied by the first term is verified by the values
of ω1 and ω2. Looking at table B.2, the values are ω1 = 0.1609518181 and ω2 =
0.3626469574.
B.3.4 Three dimensional set for S8
There will be three groups of equivalent directions, up to a permutation, and
hence three weights ω1, ω2 and ω3. With ω1, the directions s1 = (1, 1, 4), s2 =
(1, 4, 1) and s3 = (4, 1, 1). With ω2, the direction s4 = (2, 2, 2), and with ω3 the
directions s5 = (1, 2, 3), s6 = (1, 3, 2), s7 = (2, 1, 3), s8 = (2, 3, 1), s9 = (3, 1, 2) and
s10 = (3, 2, 1). Considering again the first moment, we get
pi
4
=ω1(2µ1 +µ4) +ω2µ2 +ω3(2µ1 + 2µ2 + 2µ3). (B.28)












a4µ4 = µ1(2ω1 + 2ω3) +µ2(2ω3 +ω2)
+µ3(2ω3) +µ4ω1. (B.29)
Comparing again, and solving when necessary, we obtain ω1 = (pi/2)a4, ω3 =
(pi/4)a3,ω2 = (pi/2)(a2 − a3), the last one arises comparing the factors multiplying
µ2. With the values taken from table B.3, ω1 = 0.1712359055, ω2 = 0.4617179344
andω3 = 0.0992284460.
B.3.5 Three dimensional set for S10
There will be four groups of directions, and hence four weights. With the weight
ω1, the directions s1 = (1, 1, 5), s2 = (1, 5, 1) and s3 = (5, 1, 1). With ω2 the di-
rections s4 = (2, 2, 3), s5 = (2, 3, 2) and s6 = (3, 2, 2). With ω3 the directions s7 =
(4, 2, 1), s8 = (4, 1, 2), s9 = (2, 4, 1), s10 = (2, 1, 4), s11 = (1, 2, 4) and s12 = (1, 4, 2).
Finally, withω4 the directions s13 = (3, 3, 1), s14 = (3, 1, 3) and s15 = (1, 3, 3). Con-
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sidering again the first moment, we get
pi
4
= ω1(2µ1 +µ5) +ω2(2µ2 +µ3) +ω3(2µ1 + 2µ2 + 2µ4)
+ω4(2µ3 +µ1) (B.30)
= µ1(2ω1 + 2ω3 +ω4) +µ2(2ω2 + 2ω3) +µ3(ω2 + 2ω4)
+µ4(2ω3) +µ5ω1. (B.31)
Comparing to equation B.23 we find that the weights ω are ω1 = (pi/2)a5, ω3 =
(pi/4)a4, ω2 = (pi/4)(a2 − a4), ω4 = (pi/8)(2a3 + a4 − a2). According to table B.4
the numerical values for the weights are ω1 = 0.0944411600, ω2 = 0.1149971656,
ω3 = 0.1483951164 andω4 = 0.0173702170.
B.3.6 Three dimensional set for S12
There will be five groups of directions, and hence five weights. With the weight
ω1, the directions s1 = (1, 1, 6), s2 = (1, 6, 1) and s3 = (6, 1, 1). With ω2 the di-
rections s4 = (2, 2, 4), s5 = (2, 4, 2) and s6 = (4, 2, 2). With ω3 the directions
s7 = (3, 3, 2), s8 = (3, 2, 3) and s9 = (2, 3, 3). Withω4 the directions s10 = (1, 2, 5),
s11 = (1, 5, 2), s12 = (2, 1, 5), s13 = (2, 5, 1), s14 = (5, 1, 2) and s15 = (5, 2, 1). Finally
with ω5, the directions s16 = (1, 3, 4), s17 = (1, 4, 3), s18 = (3, 1, 4), s19 = (3, 4, 1),
s20 = (4, 1, 3) and s21 = (4, 3, 1). Considering again the first moment, we get
pi
4
= ω1(2µ1 +µ6) +ω2(2µ2 +µ4) +ω3(2µ3 +µ2)
+ω4(2µ1 + 2µ2 + 2µ5) +ω5(2µ1 + 2µ3 + 2µ4) (B.32)
= µ1(2ω1 + 2ω4 + 2ω5) +µ2(2ω2 +ω3 + 2ω4) +µ3(2ω3 + 2ω5)
+µ4(ω2 + 2ω5) +µ5(2ω4) +µ6ω1. (B.33)
By comparison with equation B.23, the weights are found to be ω1 = (pi/2)a6,
ω4 = (pi/4)a5, ω2 = (pi/2)(a4 + a5 + 2a6 − a1), ω3 = (pi/4)(a3 + a5 + 2a6 − a1)
and ω5 = (pi/4)(a1 − a5 − 2a6). According to table B.5 their numerical values are
ω1 = 0.0801404674, ω2 = 0.1357133976, ω3 = 0.0239769589, ω4 = 0.0974977375
andω5 = 0.0443862383.
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Solving problems such the differential heated cavity benchmark, convergence of
solution problems may arise if, among other things, the discretization time step ∆t
is too small or too big. Even if we are only interested in the steady state, and the
transient solution is used as a relaxation factor, an improper value of ∆t will result
on physically unrealistic solutions. According to results shown in [1], page 89, this
difficulty on achieve convergence for large ∆t is observed only for segregated solvers
of the Navier-Stokes equations. Coupled solvers behaves better for such large values
of ∆t.
If ∆t is choosen to be a small number, magnitudes such the temperature will
slightly change from discrete time n∆t to (n + 1)∆t. The slight change is due to
the fact that ∆t is far less than the typical amount of time required by, say, heat
diffusion. In other words, we don’t let enough time for the temperature to change.
On the other hand, if ∆t is too big then physically unrealistic solutions are obtained
because the numerical procedure can’t follow the system evolution. Thus, solving
the steady state by means of the transient solution as a relaxation factor will give
wrong results since magnitudes at time n∆t and (n+ 1)∆t are nearly disconnected,
providing useless solutions to the problem.
C.2 Time scales
The point now is to give a meaning to the words small and big. In problems such
the differential heated cavity there are several simultaneous phenomena: natural
buoyancy, which tends to put the hotter fluid above the cold one, heat conduction,
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which tends to equalize the fluid temperature over all the domain, radiation transfer,
which tends to equalize the temperature over a significant part of the domain. . . Each
phenomena occur at a different time rates, and we may think that these rates are
independent one of each other. The time rates are referred as conduction time scale
(τc), buoyancy time scale (τb), radiation time scale (τr) and viscous time scale (τv), as
in section 6.2.4. Taking acount of the physical properties of the fluid, it is possible to

















These aremerely indicative quantities, but information about what is going on can be
obtained. Here L is a characteristic length of the problem, and ∆T is the maximum
difference of temperatures within the fluid. When numerically solving a problem,
we must choose the time step ∆t of the same order of magnitude of the minimum of
{τc, τb, τr, τv} to get the results with the least number of iterations.
C.3 Dimensionless equations
Taking into account the above discussion, it is clear that at least three kinds of
dimensionless variables can be chosen, one for each time scale. If we denote by τα
any of the above mentioned time scales, the dimensionless form of Navier-Stokes
equations can be written as (all variables are dimensionless)
∇ · u = 0, (C.5)
(∂t + u ·∇) u = −∇P+γ1∇2u+γ2Tnˆ, (C.6)























and the dimensionless pressure P is Pd(τ2α/ρL2). The vector nˆ is unitaty in the direc-
tion of the gravity field, and γ4 depends upon the factor used to define the dimen-
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γ1 γ2 γ3 γ4








τα = τc Pr Ra Pr 1 φ/Pl
τα = τr Pr Pl/φ Ra Pr Pl2/φ Pl/φ 1
Table C.1: Values of the dimensionless parameters of NSE
















The latter assumption is used used in this appendix. It is possible to identifyγ1,γ2,γ3
and γ4 with the viscous, buoyancy, conduction and radiation time scales previously
defined.
The complete description of the problem will need four values, the Rayleigh
number Ra, the Prandtl number Pr, the Planck number Pl and the dimensionless
reference temperature ratio φ. The dimensionless temperature reference ratio arises
because radiation heat exchange depends not only on temperature differences but














with ∆T being the maximum temperature difference in the domain. By equating τα
to the time scales previously defined, the values for γi in equations C.6 and C.7 are
obtained and reported on table C.1.
C.4 Illustrative results
The differential heated cavity problem is solved for the same initial and bound-
ary conditions, for several values of ∆t, with radiation not taken into account. The
situation consists on a fluid contained on a square cavity of length 1m. The east and
west walls are maintained at Te and Tw respectively, and the north and south walls
are adiabatic. The direction of the gravitational field is of course perpendicular to
north and south walls. The appropriate dimensionless values are Pr = 0.71 and the
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∆t # iter. time(s) # iter. time(s)
1
8τb 3579 118.6 2000 67.0
1
2τb 985 32.9 547 18.4
τb 513 17.3 288 9.5
2τb 265 8.6 155 5.2
3τb 180 6.2 111 3.8
8τb ∞ ∞ 53 1.8
12τb ∞ ∞ 510 17.7
16τb ∞ ∞ ∞ ∞
Ra = 106 Ra = 105
Table C.2: Number of iterations and computation time. The symbol ∞ means that
for the corresponding ∆t no solution was obtained.
time scales are τc = 7.1s, τv = 10s, and τb = 0.266s for Ra = 105 and τb = 0.084s for
Ra = 106.
The number of iterations and computation times are presented in table C.2. In
both cases, choosing the time step ∆t as 12τb roughly doubles the number iterations
and the computation time. The best choice isn’t τb, but a few times its value (de-
pending on the value of Ra).
One may safely choose ∆t = 2τb (assuming that τb < τc) as the first approach,
and then increase slightly the time step. In this particular case, a relation between τb
and niter (the number of iterations) can be found:
niter ∝ τ−0.94b (Ra = 106),
niter ∝ τ−0.87b (Ra = 105).
For some values of Ra (for example Ra ≤ 104), the time step parameter may be
increased without limit, obtaining always convergence and the same result in the
same time independant of ∆t.
C.5 Physical meaning of time scales
C.5.1 Conduction time scale
The definition of τc may seem arbitrary. In this section a very simple analytical
case is studied in order to see the time evolution of one magnitude. Consider an one-
dimensional medium of length L, and a constant thermal conductivity k, a specific
heat cP and density ρ. At time t = 0 the medium has uniform temperature T0.
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Assuming that the medium is bounded by another media which is at T = 0, the






Since at x = 0 and x = L the temperature must be 0, a Fourier decomposition of










with a2n(0) = 0 and pia2n+1(0) = 4T0/(2n+ 1). Also the diffusion coefficient D is






















Since the sine functions forms a basis of functions, we must have a˙n(t) = −Dλnan(t)
and, therefore, an(t) = an(0)e−t/τ , with τ = 1/(Dλn). The last term to vanish is of












so the system needs about τc/2 units of time to reach the steady state. Hence the
conduction time scale may be regarded as the amount of time that needs a system to
reach the steady state when only conduction heat transfer is considered.
C.5.2 Buoyancy time scale
The buoyancy scale is related to the time it takes an isothermal bubble, hotter
than the surrounding fluid in an ammount ∆T, to travel a distance L. The bubble
will be lighter than the surrounding fluid, for positive thermal coefficient β, and
therefore will move upwards (oposed to graviational field). Under the Boussinesq
approximation, commonly employed in natural convection, we have
ρfluid ' ρbub + ∂ρ∂T
∣∣∣∣
bub
δT = ρbub(1−βδT), (C.17)
with δT = Tfluid − Tbub.
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The buoyant force over the bubble is, recalling the Archimedes principle, ρfluidVg,
while its weight is ρbubVg, where V is the volume of the bubble. The resulting accel-
eration is the difference of the two opposite forces divided by the mass:
abub = −gβδT. (C.18)
The simplest possible situation is an isothermal bubble moving within an isothermal
fluid. If we consider Tbub = Tfluid + ∆T, we get δT = −∆T, and a resulting upward
acceleration abub = gβ∆T. The acceleration is constant, and therefore the time it














If a linear temperature profile of the fluid is assumed, the factor
√
2 becomes pi/2. As
in the previous time scale, we neglect all numerical factors, obtaining equation C.2.
C.5.3 Radiation time scale
Considering that radiation is the only mode of energy transfer, it can be readily
estimated the time it takes for a hot gas layer to reach the temperature of its sur-
roundings, by radiating its excess energy. The ammount of energy that has to be
released is roughly ρcpV∆T, and it is emitted at a rate σBT4S, being T a mean tem-







where L is the volume/surface ratio V/S.
C.5.4 Viscous time scale
The viscous time scale can be considered analogous to conduction time scale,
since for very viscous fluids, equation C.6 becomes a diffusion equation on the ve-
locity, similar to equation C.12, with a diffusion coefficient of µ/ρ, resulting in equa-
tion C.4. This time can be understood as the time it takes for a velocity gradient to be
established at a distance L of the boundaries, due to non-slip boundary condition.
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Nomenclature
Latin symbols
Ai, j area of surfaces i, j
ak non gray model weighting coefficient
Bi attenuation term of the RTE
Eb angular integrated blackbody intensity
Fi→ j view factor from surface i to surface j
F(T, ξ¯ , k) black body distribution function
f interpolation factor




gk irradiosity of surface k
I intensity radiation field
Ib directional blackbody intensity
jk radiosity of surface k
k∗ mean absorption coefficient
` parametric length along direction sˆ
N number of ordinates per quadrant or octant, number of absorption co-
efficient intervals in non gray methods
nˆ vector perpendicular to a given area
Qk total radiative heat flux trough area k
Q∗ dimensionless total heat flux
Q∗c dimensionless covection heat flux
Q∗r dimensionless radiative heat flux
q(nˆ) radiative heat flux through a surface whose normal is nˆ
qˆr radiative heat flux vector
S heat source
Si source term of the RTE
Sn ordinate set used to integrate the RTE
sˆ direction vector
sˆ∗ direction vector sˆ reflected with respect to a given plane
Tn alternative ordinate set to integrate the RTE
Greek symbols
α absorptivity of a surface
α(T, 0→ `) total absorptivity of a gas layer
β extinction coefficient, thermal expansion coefficient
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162 Nomenclature
γ anisotropic phase function coefficient
 emissivity of a surface
ε emissivity of a gas layer
η wavenumber, 1/λ
θ polar angle of sˆ
κ absorption coefficient
κP Planck mean absorption coefficient
λ wavelength of a photon
µ cosine of the polar angle, cosθ
µ∗ sine of the polar angle, sinθ
ν cosine of the azimuthal angle, cosϕ
ν∗ sine of the azimuthal angle, sinϕ
ξ¯ set of variables on which the absorption coefficient may depend on
ρ total reflectivity of a surface, ρs + ρd
ρd diffuse reflectivity of a surface
ρs specular reflectivity of a surface
σB Stefan-Boltzmann constant, 5.6697× 10−8W/m2K4
σs scattering coefficient
τ optical depth, transmissivity of a surface
Ω solid angle





of a gas layer, 72
additive model, 102
albedo, 22, 62




boundary conditions for the RTE, 22
calculation of κη from line data, 77–78







distribution function, 77, 121
DOM
comparison with RIM, 59







non gray definition, 73
energy density, 17
equation of state, 80
extinction coefficient, 22, 65
failure of the RTE, 21
false scattering, 55
finite volume method, 47
first moment, 43
forward scattering, 62
full spectrum models, 72
Gaussian quadrature, 35, 42, 82
high resolution databases, 70
hot lines, 70
incident energy, 24




isotropic phase function, 22
Kirchhoff law, 18
linear anisotropic phase function, 22
linear anisotropic scattering, 62
Lorentz profile, 69
moment condition, 43
Monte Carlo method, 28
multiplication approach, 88





phase function, 21, 41
photon, 16
photon density, 17
planar ordinate sets, 45
Planck mean absorption coefficient, 24























calculation of distribution function, 77
calculation of κP, 81
mixture modeling, 80
Sn ordinate sets, 46




symmetry requirements for ordinate sets,
45
Tn ordinate set, 46
transmissivity, 19








wave properties of radiation, 17
Wien law, 19
WSGG
calculation of κP, 81
coefficients, 74, 75
zeroth moment, 43
