x = p a m where m is relatively prime to p. Then
We also put j0j p = 0. This absolute value satisfies the usual properties: the multiplicativity, jxj p ¢ jyj p = jxyj p , and the triangle inequality. In fact we have an even stronger property:
jx + yj p · maxfjxj p , jyj p g.
It follows that d(x, y) = jx ¡ yj p defines a metric on Z. The ring of p-adic integers Z p is the completion of Z with respect to this metric.
To understand this ring we can proceed as follows. Let B(x, r) be the (closed) ball of radius r¸0, centered at x. Note that Z can be writen as a union of p disjoint balls of radius 1/p, centered at 0, 1, . . . , p ¡ 1:
Note that B(i, 1 p ) is simply i+pZ, a coset of the maximal ideal (p). Similarly, Z can be written as a union of p n disjoint balls of radius 1/p n , centered at all reminders modulo p n . There are two consequences of this: First, Z is totally bounded, so its completion Z p is compact. Second, the completion of Z is the union of completion of individual balls of radius 1/p n , which implies that Z/p n Z = Z p /p n Z p .
Exercise. Let x be an integer relatively prime to p. Show that the multiplicative inverse of x exists in Z p . Hint: for every n, there exist integers y n and z n such that xy n + p n z n = 1.
The ring Z p has (p) as unique maximal ideal. The field of fractions Q p is obtained by adjoining 1/p. It follows that
Next, we shall describe smooth additive characters of Q p . A character ψ is smooth if it is trivial on p i Z p for some some i. The minimal such i is called the conductor of ψ. We shall now construct a canonical character of conductor 0. Note that Q p /Z p is naturally isomorphic to the p-torsion part of Q/Z. The group Q/Z has a natural additive character given by ψ(x) = e 2πix .
The restriction of ψ to Q p /Z p is the additive character of conductor 0. Any other character is of the form ψ a (x) = ψ(ax) for an element a in Q p .
We shall now say a couple of words about characters of Q × p . Note that Q × p = hpi £ Z × p , where hpi » = Z is the free group generated by p. The group Z × p has a filtration by subgroups 1 + p i Z p with i¸1. A character of Q × p is smooth if it is trivial on some 1 + p i Z p . Moreover, it is called unramified, if it is trivial on Z × p . Every unramified character χ is completely determined by its value χ(p). In particular, the group of unramified characters is isomorphic to C × .
Any other p-adic field F is simply a finite extension of Q p (see [3] ). The integral closure of Z p will be denoted by O. It has a unique maximal ideal ($), which is the radical of the ideal (p). Let q be the order of the residue field O/$O. We shall normalize the absolute value on F so that j$j = 1 q .
Structure of GL n (F )
Let F be a p-adic field, and G = GL n (F ). Let K = GL n (O). Then K is a (maximal) open, compact subgroup of G. It has a filtration by the principal congruence subgroups K i of G is defined by
These groups are normal in K, and provide a fundamental system of neighborhoods of 1 in G, defining a topology of G. We have the following important decompositions in G:
3.1. Cartan decomposition. Let Λ » = Z n be the group of diagonal matrices    $ m 1 . . .
where m 1 . . . m n are integers. Let Λ + be the subset of Λ consisting of diagonal matrices such that m 1¸. . .¸m n . Then G = KΛ + K.
3.2.
Bruhat-Tits decomposition. Let B denote the group of upper triangular matrices in G, and N the subgroup of B consisting of matrices with 1 on the diagonal. Let W be the group of permutation matrices, which is isomorphic to the permutation group S n . The group W is called the Weyl group of G. Then
Each of the three decompositions given here can be proved by a variant of row-column reduction. This is deceptively simple and somewhat misleading. An entirely different approach is needed for general reductive groups. Thus, we give only a hint here, in form of an exercise.
Exercise. Prove the Cartan decomposition. Hint: Let g be in GL m (F ). Let g ij be the entry of g with the largest absolute value. Multiplying g by elementary matrices with coefficients in O (so they are in K) turn all entries in the i-th row and j-th column (except g ij ) into 0. Proceed by induction on n.
A critical difference between real and p-adic groups is that N is a union of open compact subgroups. For example, if G = GL 2 (F ), then N is a union of
As we shall see later, one consequence of this fact is that SL n (F ) does not have non-trivial finite dimensional representations.
3.4. Haar Measure. Recall that the congruence subgroups K i give a system of open neighborhoods of 1 which defines the topology of G. Let C ∞ 0 (G) be the set of locally constant, compactly supported functions on G. In particular, for every function f there exist a sufficiently small congruence subgroup K i , such that f can be written as a linear combination
where Char(g j K i ) is the characteristic function of the right coset g j K i . Now put
This defines a (unique) left G-invariant measure on G such that vol(K) = 1.
Exercise. Show that the measure is right G-invariant. Hint: Let g be in G, and define a left
where
is the right translate of f by g. By uniqueness of the left G-invariant measure, µ g = c(g)µ for some positive constant c(g). Show that c(g) is a character, and then use that
Smooth representations
Let V be a vector space over a complex (or real field). A smooth representation of G on V is a homomorphism π : G ! GL(V ) such that every vector v in V is fixed by a (sufficiently small) congruence subgroup. We shall refer to V as a (smooth) G-module. For every congruence subgroup K i , let V K i be the subspace of all vectors fixed by K i . A representation is admissible if V K i is finite dimensional for every i. It turns out that any irreducible smooth module is in fact admissible. We shall give a proof of this fact for GL 2 (F ).
Proposition 4.1. (Schur's Lemma.) Let V be an irreducible smooth representation of G, and A : V ! V be a non-trivial homomorphism. Then A = µ ¢ I for some µ in mathbbC.
(Here I is the identity operator on V ).
Proof. First of all note that V has countable dimension. Indeed, V is spanned by π(G)v for any non-zero vector v in V . Since v is fixed by some K i , the statement follows, as G/K i is countable (from the following exercise, for example).
Exercise. Show that for every λ in Λ + , the index of
where δ(λ) = Q i<j q m i −m j . Assume that A 6 = µ ¢ I for every µ in C. Then irreducibility of V implies that A ¡ µ ¢ I is bijective. In particular, R µ = 1/(A ¡ µ ¢ I) is well defined for every µ in C. We now need the following:
Exercise. Let v be a non-zero vector in V . Assuming that A ¡ µ ¢ I are bijective, show that R µ v are linearly independent vectors in V.
But we know that V has countable dimension. This is a contradiction, and the proposition is proved. ¤ Proposition 4.2. Let V be an smooth representation. Then: ² If the representation V is finitely generated, then there exists an irreducible quotient. ² Otherwise, there exits two submodules V 00 ½ V 0 such that V 0 /V 00 is irreducible.
Proof. The second statement clearly follows from the first. To prove the first statement, let E be a finite dimensional subspace generating V . If U is a proper submodule, then E \ U is a proper subspace of E. Since E is finite dimensional, there exists a maximal subspace E max of E which is an intersection with a proper invariant subspace. Let U be the family of all invariant subspaces U such that E \ U = E max . By the Zorn's lemma, the family U has a maximal element U max . Clearly, V/U max is irreducible. The proposition is proved. ¤ Proposition 4.3. Let V be a finitely generated smooth G-module. Then V is also finitely generated over B.
Proof. Fix a finite set of generators. Since V is smooth, there exists a congruence subgroup K i fixing all generators. Since K i is of finite index in K, the proposition easily follows from the Iwasawa decomposition. ¤ An interesting feature of smooth representations it that the trivial representation is the unique finite-dimensional representations of SL n (F ).
Proposition 4.4. Let (π, V ) be a finite dimensional irreducible smooth representation of GL n (F ). Then V » = C, and π(g) = χ(det) for some character χ of F × .
Proof. Since V is smooth and finite dimensional, there exists a sufficiently small open compact subgroup N c ½ N acting trivially on V .
Exercise. Let n be any element in N. Then there exits an element t in T such that tnt −1 = n c is in N c .
Since π(n)v = π(t −1 )π(n c )π(t)v = v, it follows that N acts trivially on V . The same argument shows thatN acts trivially on on V , and the proposition follows from the following exercise.
Exercise. SL n (F ) is generated by N andN .Hint: Use row-column reduction. ¤ For any smooth G representation of V , let V * be the space of all linear functionals on V . Let hv, v * i be the usual pairing between V and V * . Then G acts on V * by
LetṼ be the set of smooth vectors in V * , and letπ denote the restriction of π * toṼ . The representationṼ is called the contragredient dual of V . A priori, it may not be clear thatṼ is non-trivial. However, we have the following simple proposition:
Proposition 4.5. Let V be a smooth representation of G. ThenṼ K i is isomorphic to the set of linear functionals on V K i . In particular,Ṽ is admissible, if and only if V is so.
Proof. Let v be any vector in V . Then v is fixed by K j for some sufficiently small j which we can assume to be less then i. Define
Clearly, P (v) does not depend on the choice of j, and P is a K i -invariant projection from V onto V K i . Now any functional on V K i composed with P defines an element inṼ K i . Conversely, any functional inṼ K i clearly factors through P . The proposition is proved. ¤ 5. Induced representations, case of GL 2 (F ) Let χ 1 and χ 2 be two characters of the multiplicative group F × . Let χ be the character of T , the group of diagonal matrices in G, defined by
We shall now describe the so-called parabolic induction, which produces a smooth representation of G from a character of T . Since B/N = T , the character χ can be pulled back to B, and we can consider the smooth induced representation
where here, of course, we have considered only the smooth functions on G. The meaning (and necessity) of the term δ 1/2 = ja 1 /a 2 j 1/2 will become more clear as we develop more theory. Basically, this factor compensates for the choice of the Borel subgroup B containing T , as we could have defined the induction usingB, the group of lower triangular matrices.
The induced representations are admissible. Indeed, the Iwasawa decomposition implies that dim Ind
Our goal is to understand the composition factors of the induced representations. To do so, we need to introduce an important functor which is dual, in a certain sense, to the parabolic induction.
5.1. Jacquet Functor. We first define a functor form the category of smooth N -modules to the category of vector spaces. Let V be a smooth N -module, and put
where V (N ) is the linear span of π(n)v ¡ v for all n 2 N and v 2 V . The functor V Ã V N is exact, which will be of fundamental importance:
Proof. The right exactness is clear. We only need to check that V 0 N ! V N is injective. This is equivalent to V 0 \ V (N ) = V 0 (N), which will follow from the following important characterization of V (N ). ¤
is the subspace of all v in V such that the above integral vanishes.
Proof. If v is in V (N), then v is a finite linear combination of terms π(n)u ¡ u. Let N j be sufficiently large so that it contains all n appearing in that linear combination. Then the integral over N j will be 0. ¤ Exercise. Prove the other direction of the Lemma. Hint: the vector v is invariant under some
Now assume that V is a smooth G-module. Then V N is naturally a smooth T -module, and V Ã V N is called the Jacquet functor. The Jacquet functor and the parabolic induction are related by the Frobenius reciprocity:
Exercise. The Frobenius reciprocity is a tautology. Prove it! Proposition 5.3. Let V be an irreducible smooth G-module such that V N 6 = 0. Then V is a submodule of Ind(χ) for some character χ of T .
Proof. By Proposition 4.3 we know that V is finitely generated over B. Thus V N is also finitely generated over B, and it has an irreducible quotient by Proposition 4.2. The proposition follows from the Frobenius reciprocity. ¤
Cuspidal representations, case of GL 2 (F )
We have just seen that a smooth irreducible representation V such that V N 6 = 0, embedds into a principal series representation. Our concern in this section will be the representations such that V N = 0; so called cuspidal representations. Since the center Z of G is not compact, so it will be more convenient to work with a smaller group
Note that ZG • is of index 2 in G, so representations of G • can be easily related to those of G.
Exercise. Let (π, V ) be an irreducible smooth G-module. Then the restriction of V to G • is either irreducible, or a direct sum of two non-isomorphic G • -modules. Moreover, the restriction reduces if and only if π » = π − γ where γ is the unique non-trivial character of
We shall now show that the matrix coefficients of cuspidal representations are compactly supported. A matrix coefficient of V is a (smooth) function
where v is in V , andṽ inṼ , the contragredient of V . Proposition 6.2. Let (π, V ) be a cuspidal (not necessarily irreducible) representation of G • . Then the matrix coefficients of π are compactly supported.
Proof. Let U andŨ be the linear span of π(K)v andπ(K)ṽ, respectively. Both spaces are finite dimensional, since the representations are smooth and K is compact. Since U is cuspidal, by Lemma 5.2, we can find a sufficiently large i such that such that Z
Then, for any u in U , and anyũ inŨ , Z
where k = i ¡ 2a. Thus, if a¸i then the right hand side is 0. Sinceũ is inṼ K i , the left hand side is equal to hπ(λ)u,ũi, up to a non-zero factor (the measure of N i ). Therefore, ϕ v,ṽ (kλk 0 ) = 0 for any two elements k and k 0 in K. The proposition follows form the Cartan decomposition. ¤ Proposition 6.3. Let V be an irreducible cuspidal representation of G • , and P : U ! V a non-trivial homomorphism of smooth G • modules. Then the above sequence splits, that is there exists a homomorphism s :
Proof. LetṼ be the contragredient dual of V . Pick v any vector in V . We first define a skew-linear (with respect to the complex conjugation) map i :Ṽ ! V by
), the mapĩ is a skew-linear homomorphism. Since V is irreducible, i must be onto. Finally, since
we see that i is injective, as well. Now pick any u in U such that P (u) = v. Define, analogously to i, a skew-linear map fromṼ to U by
(Here π denotes the action of G on U ). Now put s = j ± i −1 . Clearly, s is a linear homomorphism from V to U , and by Schur's Lemma P ± s has to be a multiple of the identity operator. Since P (s(v)) = v, for our fixed vector v, the proposition follows. ¤
Exercise. The proof of the above proposition shows that smooth irreducible cuspidal representations are admissible. Hint: the map i defines a skew-linear isomorphism ofṼ and V . Now use the fact thatṼ K i is equal to the linear dual of V K i (Proposition 4.5).
Corollary 6.4. Every irreducible smooth representation V of GL 2 (F ) is admissible.
Proof. We have just seen that cuspidal representations are admissible. Otherwise, the representation is a submodule of a principal series representation by Proposition 5.3, so it is again admissible. ¤
Decomposing principal series
In this section we shall describe the composition series of Ind G B (χ). Some critical calculations will be performed in Section 8. Proposition 7.1. Let V be an irreducible subquotient of Ind G B (χ). Then V N 6 = 0. Proof. If V N = 0, then V is cuspidal, so it has to be a submodule as well. But then by Frobenius reciprocity V N 6 = 0. Contradiction. ¤ Since V N 6 = 0 for any subquotient, the following proposition shows that the length of a composition series of Ind G B (χ) is at most two. The proof is based on the Bruhat-Tits decomposition B [ BwN of G, where
Let χ be a character of T , and χ w be the character obtained by conjugating χ by w, which simply means permuting χ 1 and χ 2 . Then
Proof. Let Ind G B (χ) w be the B-submodule of functions in Ind G B (χ) supported on the big cell BwN . We shall use the filtration
we have shown that δ 1/2 χ is a quotient of Ind G B (χ) N . Clearly, Ind G B (χ) w is the kernel of α. Define a functional α w on Ind G B (χ) w by
Exercise. Show that the kernel of α w is precisely Ind G B (χ) w (N ). Hint: note that Ind G B (χ) w is isomorphic to C ∞ 0 (N ), as an N -module, and apply Lemma 5.
2. An easy calculation shows that
The proposition is proved. ¤
We now note a very important consequence of the above result. If χ 6 = χ w (such χ is called regular) then the above exact sequence splits. This implies that α w extends to Ind G B (χ), and thus by the Frobenius reciprocity defines a non-zero intertwining operator
Proposition 7.3. The following gives a complete answer to decomposing principal series representations of GL 2 (F ). ² The induced representation Ind G B (χ) is irreducible if χ 1 /χ 2 6 = j ¢ j ±1 . ² Otherwise, the composition series is of length two, with one of the subfactors a onedimensional representation.
Proof. The singular case χ = χ w will be dealt with later. Assume that χ 6 = χ w . Then the Frobenius reciprocity implies that To verify this lemma, recall that Ind G B (χ) can have at most two subquotients. Let V be a submodule. Then, V is a proper submodule if and only if V N = δ 1/2 χ. In that case Ind G B (χ) has a proper quotient U and U N = δ 1/2 χ w . The Frobenius reciprocity implies that A w (χ) annihilates V . Likewise, A w (χ w ) annihilates U , which is a submodule of Ind G B (χ w ). It follows that A w (χ w ) ± A w (χ) = 0. The lemma is proved.
The first part of the proposition follows as soon as we calculate c(χ). This will be done in the next section. Thus, assume that χ 1 /χ 2 = j ¢ j ±1 . In fact, since subquotients of Ind G B (χ) are the same as subquotients of Ind G B (χ w ), it suffices to consider χ 1 /χ 2 = j ¢ j −1 . In this case γ(det) appears as a submodule, where
If γ is trivial, then the other (infinite-dimensional) subquotient is called the Steinberg representation. Obviously, for other γ, the infinite dimensional subquotient is is just the twist of the Steinberg representation by γ(det). ¤
c-function
The purpose of this section is to obtain an explicit formula for the c-function µ(χ). We also obtain a result which plays a crucial role in proving that Ind G B (χ) is irreducible for singular χ. In order to keep notation simple, we shall restrict ourselves to the family I(s) = Ind G B (χ) where
be the intertwining operator which, via the Frobenius reciprocity, corresponds to the functional α w . Recall the definition of α w . On the subspace of functions f such that f (1) = 0, it is defined by
and, if s 6 = 0, then α w is the unique extension to I(s) . In order to calculate A w (¡s) ± A w (s), we need to obtain an explict formula for α w on the whole I(s). In other words, our task is to regularize this integral for any f in I(s).
To do so, we shall now present some key technical ingredients. Let dx be the Haar measure on F , and for every s in C, let λ s be the functional on C ∞ 0 (F × ) defined by
Let π denote the (right) regular representation of F × on C ∞ 0 (F × ). The functional λ s is equivariant with respect to π in the sense that Proof. Let Λ s be an extension, if any. Let f be in C ∞ 0 (F ). Then the function f ¡ π(ω)f is in C ∞ 0 (F × ). In particular,
On the other hand, since Λ s is equivariant, we have
Putting things together,
This formula shows that the extension exists and is unique if 1 ¡ q s is not zero. Otherwise, which happens precisely when s = 0, the left hand side is always zero, while the right hand side can be easily arranged to be non-zero (take, for example, the characteristic function of O). In particular, the functional λ 0 does not extend. The proposition is proved. ¤
We shall now apply this ideas to our situation. For any f in I(s) define
Next note that f ¡ f 0 vanishes at 1, so it is supported on the big double coset NwB. Arguing exactly as in the proof of the previous proposition we see that an extension of α w to I(s) exists if and only if s 6 = 0, in which case it is given by
This corollary follows from the Frobenius reciprocity, and the fact that α w does not extend to I(0). Combined with the fact that I(0) is completely decomposable, which will be shown in the next section, it will imply that I(0) is irreducible.
In particular, c(s) = 0 if and only if s = §1.
Proof. In order to calculate A w (¡s) ± A w (s), we need to make the formula for α w (f ) more explicit. Clearly, f is K i -invariant for some i, and we shall show that f (1) determines f (wn) for all n in N n N −i+1 . Indeed, note the following relation in SL 2 (F ).
Let j · ¡i, and assume that x is in $ j O n $ j O. Since f is K i -invariant, the relation implies that
In particular, it follows that f ¡ f 0 is supported on N −i .
Next, note that the Iwasawa decomposition implies that I(s) has a unique element f s such that f s (gk) = f s (g) for all k in K, and f s (1) = 1. The above calculation can be made very precise for f s :
Exercise. Show that
Since A w (f s ) is K-invariant, it must be a multiple of f −s . The above exercise shows that the multiple is L(s)/L(1 + s). The proposition follows. ¤
Unitary representations
A smooth representation of G is called unitarizable if it admits a positive definite Ginvariant hermitian form. In this section we shall first show that Ind G B (χ) is unitarizable if χ is a unitary character (χ ¢χ = 1). Combined with Corollary 8.2 this will (finally) show that I(0) is irreducible. We finish this section by showing that the representations I(s) with 0 < s < 1 (the so called complementary series) are also unitarizable.
The Iwasawa decomposition implies that each representation I(s) has a unique (up to a non-zero constant) K-invariant functional given by
Since the trivial representation of G is a quotient of I(1), the K-invariant functional is also G-invariant if s = 1. Now we can easily construct a positive definite G-invariant hermitian form on Ind G B (χ). Let f and g be any two functions in Ind G B (χ). If χ is unitary, then f ¢ḡ is in I(1), so the hermitian form
is clearly positive definite and G-invariant. Proof. Since I(0) is unitarizable, and of finite length, it will decompose as a direct sum of irreducible constituents. In particular, Hom(I(0), I(0)) is isomorphic to a direct sum of matrix algebras M n (C), one for each irreducible constituent of multiplicity n. On the other hand, we know that Hom(I(0), I(0)) = C. The proposition follows. ¤ Our last topic for GL 2 (F ) will be a construction of the unitary structure on I(s) for ¡1 < s < 1. We first need to renormalize the intertwining operators A w (s), so that they are defined at the singular point s = 0 as well. Recall that A w (s) corresponds, via the Frobenius reciprocity, to the functional
This is well defined only if s 6 = 0 since L(s) has a pole at s = 0. Let A w (s) be the operator which corresponds to the functional α w L(1 + s)/L(s). Then A w (s) is well defined for every ¡1 < s < 1, and
We can now easily define a G-invariant hermitian form on I(s) as follows. Let f and g be two functions in I(s). Then A w (s)f is in I(¡s), and as above,
defines a G-invariant sesquilinear form on I(s). Apriori, it is not clear that this form is hermitian. However, Schur's Lemma implies that an irreducible smooth G-module can have only one sesquilinear G-invariant form, up to a non-zero scalar. Thus the form hg, f i must be proportional to the form hf, gi. Since hf s , f s i = 1, it follows that they are equal, so our form is hermitian, after all.
Next, note that A w (0) is the identity operator on I(0). Indeed, we know that it is a multiple of the identity operator, but the formula for the spherical vector shows that it is in fact equal to the identity operator. It follows that the form is positive definite on I(0). We shall use this observation to prove the following proposition.
Proposition 9.2. If 0 < s < 1, then the G-invariant hermitian form h¢, ¢i on I(s) is positive definite.
Proof. Since I(s) is irreducible for ¡1 < s < 1 the G-invariant form must be non-degenerate (otherwise the kernel of the form would be an invariant subspace). Moreover, as the following exercise shows, the restriction of this form to every finite-dimensional subspace of K i -invariants is also non-degenerate.
Exercise. Let V be a smooth G-module with a non-degenerate G-invariant hermitian form. Then the restriction of the form to V K i is also non-degenerate. Hint: Use the
Every element in I(s) is completely determined by it restriction to K. In this way, we can identify, in a K-invariant fashion, I(s) K i with the (finite-dimensional) space E i of functions on B \ KnK/K i . By the above exercise, the invariant form on I(s) induces a non-degenerate form h¢, ¢i s on E i , which is positive definite for s = 0. The proposition follows from the following exercise.
Exercise. Let E be a finite dimensional vector space, and h¢, ¢i s a family of non degenerate hermitian symmetric forms, depending continuously on the parameter s in a connected open set in R. If h¢, ¢i s 0 is positive definite for some s 0 in the open set, then it is positive definite for all s. ¤
Steinberg representation
By Proposition 7.3 we now know that the principal series I(s) decomposes if ond only if s = §1, in which case it has a composition series of length 2. One subquotient is the trivial representation, and the other is the Steinberg representation V . Recall that
We shall show that the Steinberg representation is square integrable, which means that the matrix coefficients of V restricted to G 0 are square integrable. The results of this section are, in large part, due to Casselman.
Proposition 10.1. Let V be the Steinberg representation of G. Then the matrix coefficients of V are square integrable, when restricted to G 0 .
Proof. To prove this proposition, we need a result on the asymptotics of matrix coefficients of V . Recall that
Lemma 10.2. Let V be the Steinberg representation of G. Then, for every v in V , andṽ iñ V , there exists a positive integer i such that
for every non-negative integer a, and any two elements k and k 0 in K.
Proof. The proof of this proposition is analogous to the proof of Proposition 6.2. Let U and U be the finite dimensional subspaces generated by v andṽ over K, respectively. Let u be in U , and for every positive integer a, define
is the kernel of the operator
Take i large enough so that every u 1 is contained in V (N −i ) andŨ is contained inṼ K i . This is our choice of i.
an induction argument based on the previous exercise implies that u a is in V (N −i ) for all positive integers a. Thus, for every u in U ,
It follows that hπ(λ i )u a ,ũi = 0, as desired. The lemma is proved. ¤
We can now finish the proof of the proposition. Recall the Cartan decomposition
Kλ a K. The measure of Kλ a K is equal to the index of K \Kλ a K in K, which is essentially δ(λ a ) −1 = q 2a . This and Lemma 10.2 imply that Z
for some positive constant C. This series clearly converges, and the proposition is proved. ¤
A cuspidal representation of G 0
In this section we present an example of a cuspidal representation. To make the example as simple as possible, the trick (which the author learned from Allen Moy) is to restrict to the case p = 2. Thus, in this section only, our groups are defined over the diadic field Q 2 .
Let F 2 = f0, 1g be the residual field of Q 2 . Consider the projective line f(1, 0), (1, 1), (0, 1)g over F 2 . The action of K/K 1 = GL 2 (2) on P(2) gives an isomorphism of GL 2 (2) with S 3 , the symmetric group on 3 letters. Let ² be the usual sign character on S 3 . Then one easily checks that
Pull ² back to K, and define V = ind G 0 K (²). The symbol ind stands for the induction with compact support. In particular, V consists of compactly supported functions on G 0 such that f (kg) = ²(k)f (g) for all k in K and g in G 0 . It follows that V is cuspidal by Lemma 5.2. It remains to prove that it is irreducible. Let H ² (G 0 //K) be the Hecke algebra of compactly supported functions on G 0 such that
for all k and k 0 in K. As usual, the multiplication in
Note that H ² (G 0 //K) is contained in V , and equal to V K,² , the subspace consisting of all
The element e K defined above is the identity element in H ² (G 0 //K).
Lemma 11.2. There is a natural isomorphism
Proof. Let A be in Hom G 0 (V, V ). Since V is generated by e K , the operator A is completely determined by its value A(e K ). Since A(e K ) lies in V K,² , which is the same as
Since A(e K ) = T ¤ e K = T , we see that A 7 ! A(e K ) is surjective as well. The lemma is proved. ¤ Lemma 11.3. The algebra
Proof. Recall the Cartan decomposition
Kλ a K where
We shall show that f is a multiple of e K . Clearly, f is determined by its values at all λ a . Let
If a¸1, then n is in K 1 and ²(n) = 1. On the other hand, recall that ²(n 0 ) = ¡1. It follows that
Thus, f (λ a ) = 0 if a¸1, and f must be a multiple of e K . The lemma is proved. ¤
We can now finish the proof of proposition. Since V is generated by e K , Proposition 4.2 implies that there exists an irreducible quotient V 0 of V . Let P be the projection from V onto V 0 . Since V 0 is cuspidal, by Proposition 6.3 there is a splitting s :
so s ± P must be equal to Id V . It follows that V = V 0 , and the proposition is proved. ¤
12.
The root system for GL n (F )
The purpose of this section is to introduce the root system for GL n . It is a combinatorial object which provides us with a language to study representations of GL n (F ). (For more information on root systems see [2] ).
Let R be the field of real numbers, and consider the space R n with the standard basis e 1 , . . . , e n . With respect to this basis, we shall identify every element x in R n with an n-tuple (x 1 , . . . , x n ). The group S n acts on R n by permuting the entries of (x 1 , . . . , x n ). This action preserves the inner product
Note that the group S n preserves Ω. In fact, it is an irreducible representation. We shall now describe the action of S n by means of euclidean reflections. Let Ψ = fe i ¡ e j j i 6 = jg, be a finite set in Ω. Its elements are called roots. Any root α defines a reflection w by
Exercise. Let α = e i ¡ e j . Show that the corresponding w is simply the permutation of i and j.
It follows from the exercise that the reflections w define the representation of S n on Ω. Clearly, the fixed points of the reflection corresponding to the root α = e i ¡e j is the hyperplane fx i = x j g, defined by the equation
Consider the open subset obtained by removing all hyperplanes
The connected components of Ω • are called chambers. We shall point out a particular chamber given by
Next, note that the entries of any x in Ω • are pair-wise different, so there exists a unique permutation which puts them in a decreasing order. This means that Ω • is a disjoint union of w(C + ) as w runs thru S n . In particular, every chamber C is equal to
for some permutation (i 1 , . . . , i n ).
The choice of C + gives us a set of generators of S n as follows. Note that the closure of C + is obtained by adding parts (called walls) of hyperplanes fx i = x i+1 g. The corresponding roots fe 1 ¡ e 2 , . . . , e n−1 ¡ e n g are called simple. Note that the simple roots form a basis of Ω. Let w i be the (simple) reflection defined by e i ¡ e i+1 . We claim that the reflections w i generate S n . Of course, since w i is nothing but the permutation (i, i + 1) this is a well known fact. We shall give a proof based on the fact that S n acts simply transitively on the set of chambers. Let w be an element in S n . Pick x + in C + and x in w(C + ) such that the segment between them avoids the singularities of ΩnΩ • . Since those singularities form a codimension 2 subvariety, a generic choice of x + and x will do. The number of hyperplanes intersected by the segment is clearly independent of the particular choices, is the length`(w) of w. The chambers containing the segment form a gallery
Any two consecutive chambers in this gallery share a wall. In particular, there exists a simple reflection w i 1 such that C 1 = w i 1 (C + ). Next, note that the walls of C 1 correspond to reflections w i 1 (the shared wall) and w i 1 w j w −1 i 1 for all j 6 = i 1 . In particular, there exists i 2 such that C 2 = w i 1 w i 2 w
, which implies C 2 = w i 2 w i 1 (C + ). Continuing in this fashion, we can obtain w i 1 , . . . , w i`( w) such that
Exercise. Make a picture of the root system for GL 3 (F ). The roots form a regular hexagon. Let w be the element in W such that w(C + ) = C − . Express w as a product of simple reflections by picking a gallery between C + and C − .
Induced representations for GL n (F )
Let e 1 , e 2 , . . . , e n be the standard basis of F n . Let V r be the span of e 1 , . . . , e r . Consider a partial flag
. . ½ V im and let P be its stabilizer in G. Then P is called a parabolic subgroup of G, and it admits the Levi decomposition P = MN, where M is isomorphic to the product of GL(V i /V i−1 ), and U is the unipotent radical of P . Note that the minimal parabolic subgroup B corresponds to the full flag.
If (τ, E) is a smooth representation of M , then we can induce it to G by
The character δ P of M is defined so that for every locally constant, compactly supported function h on U we have Z
As a particular case of interest, consider the minimal parabolic subgroup B = T U. Note that any smooth character χ of T is given by
for some smooth characters χ 1 . . . χ n of F × . Assume that χ is regular, which means that χ 6 = χ w for any w in W . In the case of GL n (F ) this simply means that χ i 6 = χ j if i 6 = j. As in the case of GL 2 (F ), the Bruhat-Tits decomposition can be used to show that
It turns out that V N 6 = 0 for any irreducible subquotient, just as in the case of GL 2 (F ). In particular, each irreducible subquotient is completely determined by V N . Let S be the set of all fi, jg such that χ i /χ j = j ¢ j ±1 . Let
where fx i = x j g is the hyperplane in Ω defined, of course, by the given equation. A result of Rodier states that the irreducible subquotients corresponds to the connected components of Ω χ . We shall here give a special case of that result, describing V N for the unique irreducible submodule V . (Since any irreducible subquotient of Ind G B (χ) is a submodule of Ind G B (χ w ) for some w in W , the general case easily follows.)
Let Ω + χ be the connected component containing the positive chamber C + . Define W χ to be the set of all Weyl group elements w such that w(C + ) ½ Ω + χ . Proposition 13.1. Let χ be a regular character. Let V be the unique irreducible submodule of Ind G B (χ) (normalized induction). Then
Proof. The proof of this statement is combinatorial, and based on the special case of GL 2 (F ), proved in Proposition 7.3. Let P i be the parabolic subgroup corresponding to the flag with V i ommited. Note that its Levi factor M i has exactly one factor isomorphic to GL 2 , and let w i (= w) be the permutation matrix in that factor. Assume that χ i /χ i+1 6 = j ¢ j ±1 , so w i is in W χ . Then, by Proposition 7.3 The opposite inclusion will follow from the following lemma:
Lemma 13.2. Assume that χ i /χ j = j ¢ j ±1 for some i < j. If χ w is a summand of V N then C + and w(C + ) are on the same side of the hyperplane fx i = x j g.
To be specific, assume that χ i /χ j = j ¢ j. Let w 0 be the permutation (i + 1, j), and χ 0 = χ w 0 be the character of T obtained by permuting χ j and χ i+1 . Then χ 0 i /χ 0 i+1 = j ¢ j. Inducing in stages (first from B to P i ), and using the second part of Proposition 7.3 (GL 2 (F )-reducibility) we get an inclusion Ind
where η is a character of M i , which on the GL 2 (F )-factor is given by composing the determinant with the character χ i j ¢ j 1/2 = χ i+1 j ¢ j −1/2 .
A more general form of the Bruhat-Tits decomposition implies that Exercise. Show that Ind G B (δ 1/2 ) has 2 n subquotients. Hint: Try first the special case of GL 3 (F ).
