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ABSTRACT
This study aims to detect the unsteady features of the turbulent flow behind a wall-proximity rib using resolvent analysis, based
on the mean flow field determined using an adjoint-based data assimilation (ABDA) model. The rib is located at gap ratios G/d
= 0.25 and 0.50 with a flow Reynolds number Re = 7600 based on the rib size (d = 10 mm) and the free-stream velocity U0.
The split fiber measurements at x/d = −0.25, 1.25, 4.25, and 9.25 are solely used as observational data, while the temperature
sensitive paint and particle image velocimetry (PIV) results are used as the complement for the analysis and validation. First, the
mean flows at both gap ratios are reproduced with the ABDA model using the streamwise velocity constraint of the observational
data. It is shown that the global fields are accurately recovered, including the wall jet originating from the gap, which is absent
from the PIV results. This finding indicates substantial heat transfer enhancement immediately behind the rib. Subsequently,
the resolvent modes at Strouhal numbers St = 0.02, 0.05, 0.15, and 0.30 are obtained from the mean flows using a stochastic
approach instead of performing the singular value decomposition directly on the resolvent operator, due to the large matrix
size. With the help of the power spectral density of the split fiber measurement, the resolvent analysis identifies the large-scale
flapping motion and the wall-jet fine scales that enhance the heat transfer in the case of G/d = 0.25, in addition to the Karman
vortex shedding, which makes little contribution to the wall heat transfer in the case of G/d = 0.50. The flow dynamical features
in both cases are reconstructed using the leading five resolvent modes at St = 0.15, showing good agreement with the proper
orthogonal decomposition modes.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5074151
I. INTRODUCTION
Unsteadiness of wall-bounded turbulent shear and sep-
arated flows, which is inherently linked with superimposed
energetic flow structures, is highly desirable for wall heat
removal in various industrial applications such as gas turbines
and electronics manufacture.1,2 However, accurate determi-
nation of such high degree-of-freedom systems poses a chal-
lenge for costly scale-resolved simulations such as detached
eddy simulation (DES) and large eddy simulation (LES), while
highly spatio-temporally varying flow behaviors near the wall
incur substantial difficulties in velocity field measurements
even when using state-of-the-art time-resolved particle
image velocimetry (PIV). Alternatively, a substantial quantity
of research has been devoted to constructing a reduced-
order description of the flow behaviors3–6 by comple-
menting computational fluid dynamics and experimental
measurements. Among these strategies, resolvent analysis
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serves as an effective approach to determine the optimal
response of a flow system to turbulence excitation and then
trigger the energetic unsteady flow structures; such analy-
sis can be derived from the mean flow field, along with the
Fourier spectra of flow quantities at selected positions for
mode amplitude calibration.
Many approaches have been developed to identify the
unsteadiness features of flows. For this purpose, a proper
orthogonal decomposition (POD)-based reduced-order model
(ROM) is usually used, by simplifying the entire flow dynam-
ics to a system of ordinary differential equations, which has
much lower dimensions than the original turbulence sys-
tem.7,8 However, this approach suffers from computational
instability when conducting time-integration. Although a data
assimilation strategy has been implemented to reduce the
computational instability,4 POD spatial modes must be deter-
mined in advance, which requires high-resolution, accurate
measurements in the global field of interest. This disad-
vantage also holds for linear stochastic estimation (LSE),9,10
in which time evolution of large-scale structures is esti-
mated by coupling spatial POD modes and time-resolved
point measurements. Alternative approaches11,12 involving
data-driven procedures to predict the unsteady flow fields
have high demand of experimental data and computational
efforts.
Given an accurate mean flow field, large-scale modes can
barely be acquired by analyzing the governing equations. In
this regard, a non-rigorous realization is to apply linear sta-
bility analysis (LSA) on the mean flow, capturing the evolu-
tion of small perturbations upon the steady mean flow that is
forced by the Reynolds stress. It should be noted that nonlin-
ear effects may thus be factored compared with the base-flow
stability analysis.13,14 Barkly15 showed that LSA predicted a
cylinder wake’s frequency fairly well, with a marginally stable
global mode representing Karman vortex shedding. However,
the difference in the spatial patterns between this global mode
and the Fourier mode of the cylinder wake has never been
explained. The most reasonable explanation is that LSA still
lies in the linear regime and predicts stability modes with-
out self-interaction. It has also been shown that LSA per-
formed on the mean flow is not always relevant while the
condition of mean flow harmonic dominates; the second har-
monic must be fulfilled to capture the correct frequency and
the corresponding marginally stable mode.16 Although non-
linear stability analysis tools have been developed,17–19 the
time-dependent solution procedures are time-consuming and
the multi-scale approach has limited applicability in turbulent
flows.
A more rigorous approach compared to the LSA, named
resolvent analysis, has been proposed. This type of analysis
involves exploring the optimal flow response to the global
forcing, which is regarded as non-linear Reynolds stress
when analysis is performed on the mean flow.20 The opti-
mal response (resolvent modes) can be obtained by singu-
lar value decomposition (SVD) of the resolvent operator and
thus can be used to reconstruct the unsteady flow field
through linear combination. Beneddine et al.21,22 noted that
when the flow is convective-unstable and the singular value is
significantly larger than all others, the unsteady flow field
can be reconstructed using only the first resolvent mode and
the mean field; successful application was demonstrated by
reconstructing an unsteady jet from the mean field and point-
wise measurements. It is notable that flow dynamic deduc-
tion based on resolvent analysis is generally valid for various
flow configurations. The only difference for convective-
unstable flow and other types is the number of resolvent
modes and pointwise measurements required for reconstruc-
tion. Nonetheless, determination of the mean flow is tricky, as
once it is obtained using sophisticated simulations or experi-
mental measurements, the flow dynamics are usually obtained
in detail; however, it is hard to experimentally measure the
complete global field of the mean flow, which is required for
calculating the resolvent operator. In this sense, the novel
adjoint-based data assimilation (ABDA) model proposed by the
authors23 shows great advantages in determining the mean
flow from very limited pointwise measurement data; it does so
by introducing a spatially varying correction function (deter-
mined by a continuous adjoint process) into the turbulence
model to remedy the global balance of turbulence production
and improve prediction.
This study proposes a complementary approach inte-
grating adjoint-based data assimilation (ABDA) model and
resolvent analysis to deduce the unsteady patterns of tur-
bulent flows. For demonstration purposes, the flow behind
a wall-proximity rib at two different gap-to-wall distances
(G/d = 0.25 and 0.50) is used. As He et al.24 claimed, G/d
= 0.25 with suppressed Karman vortex shedding yielded the
maximum heat transfer augmentation immediately behind the
rib, along with overall improvement in surface heat removal;
in contrast, the configuration with G/d = 0.50 resulted in
Karman vortex shedding and deteriorated the wall heat trans-
fer. In measurements by He et al.,24 a split-fiber probe accu-
rately captured wall jet and flow reattachment, while the great
uncertainty of PIV measurements in the high-shear regions
prevented the determination of the exhaustive flow dynam-
ics behind the rib. The same flow configuration is used in
the present study, where the Reynolds number based on the
free-stream velocity U0 and rib size d remains Re = 7600. In
the present study, the mean streamwise velocity data deter-
mined by the split fiber are the sole observations used in the
ABDA calculation, while the Fourier spectra of the streamwise
velocity are used to calibrate the coefficients required in the
reconstruction using the resolvent modes. Temperature sen-
sitive paint (TSP) and PIV measurements are only involved as
the reference for comparison. A stochastic approach25 is used
here rather than directly performing the SVD on the resolvent
operator, due to its large matrix size. The energetic modes are
obtained at each frequency, and the large scale structures are
reconstructed using the leading resolvent modes.
II. MATHEMATICAL FUNDAMENTALS
A. Adjoint-based data assimilation
The formulation of the ABDA model23 used to determine
the mean flow fields for the resolvent analysis is reproduced
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here. The basic idea of ABDA is to construct a spatially dis-
tributed function β(x) imposed on the production term to cor-
rect the model-form error.26 The modified SA model27 thus
becomes
Uj
ν˜
xj
= β(x)P(ν˜,U) − D(ν˜,U) + T(ν˜,U), (1)
where P(ν˜,U), D(ν˜,U), and T(ν˜,U) represent the production,
dissipation, and transport terms of the turbulence quantity ν˜,
respectively. Their explicit form is given in by Spalart and All-
maras.27 The dimensionless correction function β(x) changes
the entire balance of the equation when it deviates from unity.
Indeed, the correcting function can be added on other terms
or introduced as a source term in Eq. (1). However, these make
no difference in generation of the final turbulence eddy vis-
cosity distribution, and the current formulation is typically
adopted in the field inversion problem owing to the conve-
nience in implementation. The objective of the data assimi-
lation is achieved by minimizing the cost function J, i.e., the
discrepancy between the results obtained by the corrected SA
model [Eq. (1)] and the observations, subject to the governing
equations and the SA model. Here, the streamwise component
of the velocity Ux on several straight lines inside the domain
is used as the observation data. The cost function J can be
subsequently presented as
J = ξ2√
ξ1
∫
Ω
M
(Ux −Ux,Exp
U∞
)2
dΩ + αφ
ξ2√
ξ1
∫
Ω
( β − 1)2dΩ. (2)
Here Ω represents the computational domain. α is a dimen-
sionless weighting coefficient specifying the relative impor-
tance of the second term in the cost function. φ is a blending
function defined as
φ = 0.5
(
1 − β − 1|β − 1 | + 
)
, (3)
with a small positive constant  to prevent the denominator
from becoming zero; this function is used to push the solution
toward a large β value such that the steadiness of the primal
flow is guaranteed. A masking function M is defined to specify
the region where the observation data are obtained. The val-
ues of M at the cell centers close to the lines are set to unity
and remain zero in other regions. ξ 1 and ξ2 are dimension con-
verters of dimensions [L2] and
[
L3 · T−3
]
, respectively, and are
set to value unity to cope with the dimensional inconsistency.
Following the strategy of choosing the appropriate adjoint
variables to deplete the variation of the Lagrange function L
with respect to the state variables, i.e., δUL + δpL + δν˜L = 0,
where L = J + ∫Ω (V, q, ω˜)RdΩ, the adjoint equation asso-
ciated with the adjoint state variables V, q, and ω˜, and the
corresponding boundary conditions can be derived23,28
Vj
∂Uj
∂xi
−Uj ∂Vi
∂xj
− ∂
∂xj
[
(ν + νt)
∂Vi
∂xj
]
+
∂q
∂xi
− ν˜
ξ1
∂ω˜
∂xi
+ 2M
ξ2√
ξ1
U −UExp
U2∞
= 0, (4a)
∂Vj
∂xj
= 0, (4b)
−Uj ∂ω˜
∂xj
− ∂
∂xj
[(
ν˜
σνt
+
ν
σνt
)
∂ω˜
∂xj
]
+
1 + 2Cb2
σνt
∂ν˜
∂xj
∂ω˜
∂xj
+ *,2Cb2σνt ∂
2ν˜
∂xj2
− βCb1S˜ + 2Cw1fw ν˜
dw
2
+-ω˜ + ξ1fν1 ∂Vi∂xj ∂Ui∂xj = 0.
(4c)
On the inflow, wall, and far-field boundaries, the conditions
are specified as follows:
Vτ = 0, Vn = 0, (5a)
∂q
∂xi
· n = 0, (5b)
ω˜ = 0. (5c)
On the outflow boundaries, the conditions are specified as
follows:
Un · Vτ + (ν + νt)
(
∂Uτ
∂xi
· n
)
= 0, (6a)
Un · Vn + (ν + νt)
(
∂Un
∂xi
· n
)
+
ν˜ω˜
ξ1
− q = 0, (6b)
Unω˜ +
(
ν˜
σνt
+
ν
σνt
) (
∂ω˜
∂xi
· n
)
− ξ1fν1
(
Vi
∂Ui
∂xj
· n
)
= 0. (6c)
It should be noted in Eq. (4a) that the fluid density has been
absorbed in the pressure. Equation (6a) provides a tangen-
tial component condition that is highly sensitive to the primal
velocity and induces serious instability in the adjoint equa-
tions. It is thus removed, resulting in a zero-gradient con-
dition for the adjoint velocity. During the computation, the
assignments,
Uy,Exp = MUy, (7a)
Uz,Exp = MUz, (7b)
are performed at each iteration to ensure only the stream-
wise component of the velocity is used as the constraint. Once
the adjoint state variables are obtained, the sensitivities of the
Lagrange function L with respect to the correcting function β
can be computed according to
∂L
∂β
= 2αφ
ξ2√
ξ1
(β − 1) − Cb1S˜ν˜ω˜
ξ1
. (8)
The correction function β can thus be adjusted gradually
to minimize the cost function using the steepest descent
algorithm.29
B. Resolvent analysis
Following McKeon and Sharma,20 we consider the two-
dimensional impressible Navier-Stokes (N-S) equations
∂ui
∂t
+ uj
∂ui
∂xj
− ν ∂
2ui
∂xj2
+
∂p
∂xi
= 0, (9a)
∂uj
∂xj
= 0, (9b)
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with u, p, and ν representing the instantaneous (primary)
velocity, (primary) pressure, and viscosity, respectively. Note
that the fluid density has been absorbed in the pressure. A
Reynolds decomposition of the velocity and pressure around
the mean flow yields the fluctuating equations
∂u′i
∂t
+ Uj
∂u′i
∂xj
− u′j
∂Ui
∂xj
− ν ∂
2u′i
∂xj2
+
∂p′
∂xi
= u′j
∂u′i
∂xj
− u′j
∂u′i
∂xj
, (10a)
∂u′j
∂xj
= 0, (10b)
where U represents the mean (Reynolds-averaged) velocity
and the prime denotes the fluctuation. Note that no small per-
turbation is assured so that Eq. (10a) is a representation of a
fully nonlinear system. However, when a turbulence forcing
term is defined as
f’ = u′J
∂u′i
∂xj
− u′j
∂u′i
∂xj
, (11)
then Eq. (10a) can be regarded as a linear forcing-response
system under a forcing f’ with a zero mean value. We seek
the harmonic perturbation at a specific frequency ω, yielding
a form 
u′
p′
f′
 =

uˆ
pˆ
fˆ

ei(ωt+kz) + c.c., (12)
with “c.c.” indicating the conjugate complex of the pertur-
bation. Only a two-dimensional perturbation is considered
presently with spanwise wavenumber k = 0. Doing so enables
the easy transformation of this forcing-response system to the
Fourier space as
ψˆ = (A +ωB)−1Pfˆ, (13)
where
A =

Ux ∂∂x + Uy
∂
∂y +
(
∂
∂x +
∂
∂y
)
Ux − ν
(
∂2
∂x2 +
∂2
∂y2
)
, 0, ∂∂x
0, Ux ∂∂x + Uy
∂
∂y +
(
∂
∂x +
∂
∂y
)
Uy − ν
(
∂2
∂x2 +
∂2
∂y2
)
, ∂∂y
∂
∂x ,
∂
∂y , 0

,
B =

i, 0, 0
0, i, 0
0, 0, 0
 , P =

1, 0, 0
0, 1, 0
0, 0, 0
 , ψˆ =

uˆ
pˆ
 .
(14)
Define the resolvent operator as
R(ω) = (A +ωB)−1P, (15)
which serves as the transfer function from the forcing fˆ to the
flow response ψˆ. At each frequency, the dynamic properties
can be analyzed by the singular value decomposition (SVD) of
the resolvent operator.20,21 The resultant right eigenvectors
denote the spatial patterns of the optimal forcing that give
the most energetic flow responses, while the left eigenvec-
tors represent the optimal flow responses, which are called
resolvent modes ϕˆ; the response energy can be seen from the
eigenvalues.
In Eq. (14), A and B are large matrices that depend on the
number of the state variables and the degree-of-freedom of
the flow system, which leads to great difficulties in the matrix
inversion in Eq. (15) and the SVD decomposition. Dergham
et al.30 spent almost 15 h on a workstation with 440 processors
and more than 800 GB memory to solve the SVD of a matrix of
size 105 × 105. In fact, simple two-dimensional flows will yield
this matrix size, while three-dimensional analysis is currently
impossible. Here, a stochastic approach25 is adopted, which
significantly decreases the matrix size and enables computa-
tion on a conventional desktop. This approach involves impos-
ing a white-noise forcing at a specified frequency on the
system [Eq. (13)] before performing proper orthogonal decom-
position (POD)31 on the cross-spectral density matrix. The
POD eigenmodes (called resolvent modes, which are distinct
from the conventional POD model applied to the PIV result)
correspond to the optimal responses of the flow system, while
the eigenvalues denote the energies of the resolvent modes.
This strategy reduces the computation cost in two ways: it
avoids the matrix inversion in Eq. (15) and decreases the matrix
size to N × N (N is the number of the stochastic forcing) when
the snapshot method32 is used.
The resolvent analysis provides optimal responses which
are orthogonal in space. Generally speaking, once a full rank
of the responses is obtained, they can be used to completely
reconstruct the Fourier mode at this frequency given the
coefficients. However, these coefficients in the reconstruc-
tion are distinct from the POD coefficients in the stochastic
resolvent analysis. A commonly used method is the calibra-
tion of the coefficient only for the leading resolvent mode
using the spectra of the pointwise measurement data,6,22 as
it has been noted that the leading resolvent mode is enough
for the reconstruction when the flow is convectively unsta-
ble. For more complex flows where the unsteadiness is gov-
erned by different instability mechanisms, such as the present
flow over a wall-proximity rib, we note that reconstruc-
tion using the resolvent modes is still feasible, except that
more modes must be considered. Using the first n resolvent
modes ϕˆ, the calibration and reconstruction can be expressed
as
u =
n∑
i=1
ciϕˆi. (16)
In calibration, c can be determined using multiple pointwise
observational data in terms of least squares, while the spatial
pattern of the flow unsteadiness can be reconstructed using
the resultant coefficients.
III. COMPUTATIONAL AND EXPERIMENTAL SETUP
A. Computational setup
The computational domain studied here is two
-dimensional and is based on our previous measurements24 so
as to make use of the experimental data. As shown in Fig. 1, the
rib size is d = 10 mm, and it is located 15d downstream of the
inflow boundary. The height of the domain is 15d so that the
effect of the far-field boundary can be neglected. The domain
length of 56d is used to eliminate the effects of the outflow
Phys. Fluids 31, 025118 (2019); doi: 10.1063/1.5074151 31, 025118-4
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FIG. 1. Schematic of the computational domain. The green lines represent the
implantation location of the observational data.
boundary on the computation. For both cases of G/d = 0.25
and 0.5, structured grids with 0.13 × 106 cells are used, which
are sufficient to fulfill the grid-independent criterion.
The data assimilation is performed using the open-source
code OpenFOAM (http://openfoam.org). For the primary
state variables, the inflow boundary condition is obtained by
a precursor SA simulation for the flat plate with the bound-
ary layer thickness of 2d at the inflow boundary location,
which is consistent with the split fiber measurement.24 The
no-slip condition is imposed on the rib surface and wall, while
the free-slip condition is used for the far-field boundary. The
zero-gradient condition is applied on the outflow bound-
ary. All the boundary conditions of the adjoint variables are
imposed according to the discussion in Sec. II A. For each con-
figuration, the split fiber data (to be discussed in Sec. III B) at
x/d = −0.25, 1.25, 4.25, and 9.25, and 0 < y/d < 4 are used as
the observations with the streamwise velocity constraint and
are located in the centers of the nearest cells. The convection
terms in all the primal equations are discretized using a linear-
upwind scheme which is derived from the upwind scheme
and returns upwind weighting factors with an explicit cor-
rection to achieve boundedness and second-order accuracy,
while the first-order upwind is used for the adjoint equations
to increase numerical stability. α is set to 1 × 10−6 for the case
of G/d = 0.25 to eliminate any constraint on the β deter-
mination, while α = 1 × 10−2 for the case of G/d = 0.50 to
push the result toward larger β values, as otherwise negative
β and flow instability occur in this configuration. It should be
noted that heat transfer is not considered in the assimilation
because the current eddy viscosity is only optimized for tur-
bulence flows. Heat transfer data assimilation requires a new
optimization process that is beyond the scope of the present
study.
In resolvent analysis, matrices A and B are computed
using the finite-element-based FreeFem++ code (http://www.
freefem.org/). 1000 samples of the white-noise forcing at
Strouhal numbers St = 0.02, 0.05, 0.15, and 0.30 are imposed
to calculate the stochastic flow response; in fact, a sample-
independent test has shown that 500 samples are enough
for the resolvent analysis convergence. The resolvent modes
are obtained using the snapshot POD method applied on the
cross-spectral density matrices.25 At St = 0.15, Fourier spec-
tra in the band St ± 0.01 are summed by taking the norms
of the real and imaginary parts, before the reconstruction
coefficients are calibrated using the summed Fourier spec-
tra obtained by the split fiber at x/d = 1.25, 4.25, and 9.25
and y/d = 0.2, 0.4, 1, and 1.4; the reason is that these resol-
vent modes in the frequency band represent the same spatial
structures.
B. Experimental setup
A detailed description of the experiment has been pro-
vided in our previous work,24 and thus only a brief account
is given here. A plexiglas square rib with size d = 10 mm was
used in the measurement and was placed at the leading edge of
the heat area. The flow and heat transfer measurements were
performed separately without and with heating on the tar-
get surface. Only the data at G/d = 0.25 and 0.50 at Reynolds
number Re = 7600 are used in the analysis and compared with
the present study. In the heat transfer experiment, the two-
dimensional wall temperature distribution behind the rib was
measured by TSP. The normalized Nusselt number distribu-
tion N̂u was time and spanwise averaged to determine the heat
transfer enhancement with respect to the flat plate boundary
layer, where N̂u was expressed as
N̂u =
Nu −Nu0
Nu0
. (17)
Here, Nu0 is the time and spanwise averaged Nusselt num-
ber on the flat plate without the rib determined by the same
measurement system. The turbulent flow on the streamwise
vertical-center plane behind the rib was measured using PIV
at the sampling rate 1 Hz. As a complementary method for
flow measurement, a split-fiber film probe was used to sur-
vey the highly unsteady wake with flow reversal at sampling
rate 5 kHz. Measurement was performed along the wall-
normal direction at four locations, x/d = −0.25, 1.25, 4.25, and
9.25. The split fiber determined a boundary layer thickness of
δ = 2d at a location 15d upstream of the rib, which was the
reference for specification of the inflow boundary layer in the
data assimilation.
Because PIV aimed to capture the global patterns of the
turbulent flow behind the rib, the spatial resolution was lim-
ited, giving rise to substantial error in the strong shear layer.24
In the framework of the present study, only the split fiber
results are required as observational data in the data assim-
ilation and in the resolvent analysis for coefficient calibration.
The TSP and PIV results, however, are used as complementary
data for flow and heat transfer analysis.
IV. RESULTS AND DISCUSSION
A. Data assimilation of the flows
Figures 2 and 3 present the data assimilation result of
the flow at G/d = 0.25 and 0.50, respectively. The time and
spanwise averaged N̂u distribution is shown in Figs. 2(a) and
3(a) for ease of discussion. Figures 2(b) and 3(b) compare the
streamwise velocity distribution at x/d = −0.25, 1.25, 4.25, and
9.25 determined by the split fiber, PIV, the default SA model
simulation, and the ABDA model. The inaccuracy of the PIV
measurement at x/d = −0.25 and 1.25 for both cases is signifi-
cant, which is induced by the spatial resolution of the camera
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FIG. 2. Normalized Nusselt number and flow fields at G/d = 0.25. (a) Time and
spanwise averaged normalized Nusselt number distribution on the heated wall
measured by TSP. (b) Comparison of the mean streamwise velocity at x/d =−0.25,
1.25, 4.25, and 9.25 determined by split fiber, PIV, SA model, and ABDA. (c) Mean
streamwise velocity distribution determined by PIV. (d) Mean streamwise velocity
distribution determined by ABDA.
and has been discussed in detail by He et al.24 In fact, PIV is still
a very good means of flow field measurement in various flow
conditions; the present inaccuracy can be solved by zoom-
ing in the camera in a small region behind the rib. However,
there is a tradeoff between the flow field resolution and the
extent of the global flow region. For the subsequent resolvent
analysis, an accurate global flow field with an adequate spatial
extent is critical for the calculation of the forcing-response
system [Eq. (13)]. Therefore, the PIV results cannot meet the
requirement because of this inaccuracy and the lack of flow
data below the rib due to the shadow. While the SA simula-
tion shows significant discrepancy with the split fiber results
in both cases, the ABDA results show good agreement both
in the upper shear layer and the lower wall-jet region. These
results demonstrate the practicability of the ABDA model in
the prediction of complex flows. The global patterns of the
mean streamwise velocities determined by PIV and the ABDA
model are presented in Figs. 2(c), 2(d), 3(c), and 3(d) for both
cases. A significant improvement of the flow fields is obtained
by the ABDA model in the separation region above the rib, in
the recirculation bubble, and in the wall-jet region, while little
difference can be observed at x/d > 5.
Given that accurate flow fields have been obtained for
both cases, the heat transfer properties on the wall can be
FIG. 3. Normalized Nusselt number and flow fields at G/d = 0.50. (a) Time and
spanwise averaged normalized Nusselt number distribution on the heated wall
measured by TSP. (b) Comparison of the mean streamwise velocity at x/d =−0.25,
1.25, 4.25, and 9.25 determined by split fiber, PIV, SA model, and ABDA. (c) Mean
streamwise velocity distribution determined by PIV. (d) Mean streamwise velocity
distribution determined by ABDA.
analyzed. In the case of G/d = 0.25, the heat transfer in the
region immediately behind the rib is substantially enhanced
by the wall-jet originating from the gap, as shown in Figs. 2(a)
and 2(d). The normalized Nusselt number decays in the down-
stream direction with the attenuation of the wall jet veloc-
ity. A boundary layer separation can be observed at x/d = 5
[Fig. 2(d)], resulting in the lowest level of heat transfer inten-
sity. In the case of G/d = 0.50, the heat transfer intensity
immediately behind the rib is lower than that at G/d = 0.25.
This decrease partially results from the velocity gradient
decrease in the wall jet, indicated by the sparser velocity con-
tour in Fig. 3(d) than in Fig. 2(d). Another reason is the lack of
energetic structures in the wall jet at G/d = 0.50, as is shown
in more detail in Figs. 8 and 10. The wall jet ends at x/d = 4,
where the heat transfer intensity begins to decay, as shown in
Fig. 3(a).
The flow prediction augmentation in the ABDA model is
achieved by modification of the eddy viscosity distribution.
Doing so, however, does not give any direct link to the wall
heat transfer prediction using the same model. For the con-
ventional heat transfer prediction, the turbulent heat trans-
fer model is based on the turbulent thermal diffusivity, which
is calculated using the ratio between the eddy viscosity and
turbulent Prandtl number. The turbulent Prandtl number is
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FIG. 4. Correction coefficient β distribution for different cases.
usually assumed to be a constant. As shown in Fig. 4, the cor-
rection coefficient β in these two cases has significantly differ-
ent values and distributions, even though the geometries are
topologically similar. This variation indicates the infeasibility
of heat transfer assimilation directly using the modified eddy
viscosity, and hence the heat transfer is not involved in the
present data assimilation and resolvent analysis. Nevertheless,
the development of the assimilation model for heat transfer is
beyond the scope of the present study.
B. Experimental results and analysis
Figures 5 and 6 present the POD results based on the PIV
measurement; these figures have been reported in our previ-
ous work,24 where detailed discussion can be found. They are
recalled here to demonstrate the flow dynamics in these spe-
cific flow configurations. Figure 5 displays the eigenvalues of
the leading 10 POD modes, which represents the relative con-
tribution of the POD modes to the total fluctuation energy.
The significant difference is that the mode energy for the case
FIG. 5. Normalized energy of the POD models (PIV measurement).
of G/d = 0.25 decays consistently toward higher order, while
the energy of the first two modes in the case of G/d = 0.50
is comparable and is notably higher than others. In the lat-
ter configuration, the unsteady flow is overwhelmingly domi-
nated by the first pair of POD modes, indicating the existence
of Karman-vortex-like convective structures in the wake
region.
The POD modes of the two cases, presented by the verti-
cal component of the normalized velocity (normalized by the
norm of corresponding mode vector), are shown in Fig. 6.
For the case of G/d = 0.25 [Fig. 6(a)], we previously pro-
vided the explanation that the first two POD modes repre-
sented the flapping motion of the separation bubble close to
the surface, while the third and fourth POD modes indicated
the second pair of structures, which were coupled to repre-
sent the convective motion of the dominant vortical struc-
tures.24 However, the coupling of the first two and second
two POD modes (Karman-vortex-like structures) was not suf-
ficiently evidenced. The understanding and interpretation of
these structures can be corrected using the present resol-
vent analysis, which is presented in Figs. 9 and 14. In the
configuration with G/d = 0.50 [Fig. 6(b)], the first two POD
modes included a readily recognized Karman vortex street. It
was distinctively different from the other two configurations,
in which the flapping motion of the separation bubble made
the primary contribution to the total fluctuation energy. In
addition, the third and fourth POD modes exhibited features
similar to those in the case of G/d = 0.25 in connection with
the flapping motion, which had much lower intensity than the
Karman vortex shedding.
The power spectra densities (PSD) of the streamwise
velocity measured by the split fiber at x/d = 1.25, 4.25, and 9.25,
y/d = 0.2 and 1.0 for both cases are presented in Fig. 7. For the
case of G/d = 0.25, a slight peak of the spectra is observed
at St = 0.15 and x/d = 1.25, y/d = 0.2 [Fig. 7(a)]; it is obviously
induced by the oscillation of the wall jet. Otherwise, no signif-
icant spectral peak can be found. For the case of G/d = 0.50,
a significant peak at St = 0.15 or 0.30 (or both with light decay
of St with the downstream distance) can be observed at each
location. It can easily be considered the Karman vortex shed-
ding and higher order harmonics without further evidence.
However, this interpretation cannot explain the absence of the
fundamental frequency at x/d = 1.25 and y/d = 1.0; this issue
is presented in Fig. 11. In addition, another interesting feature
of the PSD is that the case of G/d = 0.25 exhibits significantly
higher power in the low frequency region and lower power in
the high frequency region than the case of G/d = 0.50. This
feature is important for discussion of the relative strength of
different resolvent modes.
C. Resolvent analysis
Due to the broad-band feature of the flow spectra, the
resolvent analysis is performed at St = 0.02, 0.05, 0.15, and
0.30. The frequencies are selected based on the PSD peaks
with two lower frequencies to explore the large-scale flap-
ping motion. The energies of the resolvent modes at each
frequency in the case of G/d = 0.25 are presented in Fig. 8.
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FIG. 6. Spatial distribution of the first four
POD modes (PIV measurement).
It is noteworthy that the logarithmic ordinate is used so
that the energy decays much faster for higher order resol-
vent modes than in the POD analysis (Fig. 5). Beneddine
et al.21 noted that if the flow is monochromatic at a partic-
ular frequency, the resolvent operator [Eq. (15)] would display
a very strong response in the vicinity of this frequency. This
response led to a clear separation of the leading resolvent
mode from others in terms of energy (eigenvalue). Clearly,
the leading mode is not well separated from the higher
order modes in the present broad-band flows, in particular at
St = 0.02, 0.05, and 0.30. Due to the insignificant peak in the
spectra [Fig. 7(a)], the energy at St = 0.15 exhibits slightly faster
decay. However, the present results suggest that the flow
reconstruction using only the leading resolvent mode is not
enough.
The leading resolvent mode at each frequency for the
case of G/d = 0.25 is presented in Fig. 9. The large-scale
flapping motion can be observed at the lower frequencies
St = 0.02 and 0.05. However, these are not distinct flow struc-
tures appearing at particular frequencies. When considering
the resolvent modes at St = 0.15 and 0.30, we can inter-
pret them as similar structures with the streamwise wave-
length decreasing as the frequency increases. Accordingly,
the flow dynamics switch gradually from large-scale flapping
in the far-downstream region toward shear layer oscillation
close to the upper edge of the rib. In fact, they all originate
from the shear layer instability, where the vortices scale with
the shear layer thickness and the frequency decays in the
streamwise direction. A similar phenomenon is indicated by
the POD modes shown in Fig. 6(a), with decreasing sizes
of vortical structures for the higher order POD modes. At
St = 0.15, however, a sequence of oscillating structures can be
observed in the region 1 < x/d < 5 near the wall [Fig. 9(c)],
indicating the dynamical behaviors of the wall jet, which would
play a beneficial role in heat removal. This behavior can also be
interpreted as the suppression of Karman vortex shedding due
to the small gap ratio G/d; aside from this particular St value,
another clear sign of suppression is the tendency toward
Karman vortex formation that can be found at 1 < x/d < 2,
where the streamwise wavelength of this wall-jet oscillation is
close to that of the upper shear layer. This dynamic behavior of
the wall jet was absent in the PIV measurement24 due to sub-
stantial error in the wall jet region. This result also suggests
the ability of the present resolvent analysis to capture the fine
scale dynamics that are important in turbulence flows. Recall-
ing the PSD spectra (Fig. 7), which show significant higher
power for low frequency vortices, we can draw the conclu-
sion that the large-scale flapping motion in Figs. 9(a) and 9(b)
dominates the flow, which enhances wall heat transfer in the
region of the flow reattachment and agrees well with the
TSP measurements and POD analysis [Fig. 6(a)]. This finding
again suggests the ability of resolvent analysis to capture the
dominant flow features.
The energies of the resolvent modes at each frequency
in the case of G/d = 0.50 are presented in Fig. 10. Differ-
ent from the case of G/d = 0.25, the resolvent modes at
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FIG. 7. Power spectral density of the
streamwise velocity measured by split-
fiber. (a) x/d = 1.25 and y/d = 0.2, (b) x/d
= 1.25 and y/d = 1.0, (c) x/d = 4.25 and
y/d = 0.2, (d) x/d = 4.25 and y/d = 1.0,
(e) x/d = 9.25 and y/d = 0.2, and (f) x/d
= 9.25 and y/d = 1.0.
both St = 0.15 and 0.30 at the present gap ratio exhibit dra-
matic decay for higher order modes. As indicated by the
PSD spectra (Fig. 7), which shows dominant power at these
two frequencies, the rapid decay of the resolvent energy
for higher order modes is expected according to the dis-
cussion of Beneddine et al.21 However, the resolvent modes
at St = 0.02 and 0.05 are not well separated, which is
similar to the case of G/d = 0.25. This lack of separa-
tion also induces difficulties for reconstruction at these low
frequencies.
Figure 11 presents the leading resolvent mode for each
frequency at G/d = 0.50. The large-scale flapping motion is
also observed at St = 0.02 and 0.05 [Figs. 11(a) and 11(b)], which
is similar to the case of G/d = 0.25. However, a Karman-
vortex-like structure for the leading resolvent mode at
St = 0.15 [Fig. 11(c)] and its harmonic at St = 0.30 [Fig. 11(d)] is
established. Note that the harmonic appears only in the upper
shear layer, being similar to the shear layer instability. Due to
the confinement of the wall, the lower part of the shear layer
instability is suppressed to some extent, as is shown in more
detail in Fig. 12. According to the PSD spectra in Fig. 7(b), this
shear layer instability (or harmonic) makes an overwhelming
contribution to the flow dynamics locally near x/d = 1.25 and
y/d = 1.0, giving rise to a significant PSD peak at St = 0.30. In
addition, the Karman vortex shedding, i.e., the resolvent mode
at St = 0.15 [Fig. 11(c)] and St = 0.30 [Fig. 11(d)], dominates the
flow dynamical behavior, while the large-scale flapping motion
has significantly lower power than at G/d = 0.25. This result
provides clear evidence for the wall heat transfer decay at
x/d > 4 [Fig. 3(a)], which agrees with the POD analysis
[Fig. 6(b)].
The preceding discussion is based on the lead resolvent
mode, which is assumed to play a dominant role in the flow
dynamical behavior. Such is the case when the leading mode
energy is well separated from that of the higher order modes,
and the turbulent forcing [Eq. (11)] has no preferential direc-
tion toward any suboptimal forcings.21 The second hypothesis
usually holds for flow with significantly convective stability.
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FIG. 8. Normalized energy of the resolvent models for different Strouhal numbers
at G/d = 0.25.
For the flows in the present study, however, it is important
to consider the contribution of the higher resolvent modes.
The leading 10 resolvent modes at St = 0.02 and 0.05 for both
cases have been carefully checked, showing similar structures
that are all representative of the large-scale flapping motion
(not shown). The second and third resolvent modes at St = 0.15
and 0.30 for both cases are presented in Fig. 12. For the case
of G/d = 0.25 [Fig. 2(a)], similar dynamical features are con-
tained in the leading three resolvent modes with only slight
FIG. 9. Spatial distribution of the first resolvent model for different Strouhal
numbers at G/d = 0.25.
FIG. 10. Normalized energy of the resolvent models for different Strouhal numbers
at G/d = 0.50.
differences in spatial patterns. This result validates the previ-
ous discussion based solely on the leading mode. The second
and third resolvent modes at St = 0.30 for G/d = 0.25 indi-
cate the existence of the up-down oscillation of the wall jet.
The wall jet separation can be observed from the departure
of the model structures away from the wall at approximately
x/d = 5. For the case of G/d = 0.50, the second and third
resolvent modes at St = 0.15 also represent the Karman vor-
tex shedding with slight spatial difference. This result suggests
FIG. 11. Spatial distribution of the first resolvent model for different Strouhal
numbers at G/d = 0.50.
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FIG. 12. Spatial distribution of the sec-
ond and third resolvent models for differ-
ent Strouhal numbers.
that reconstruction solely using the leading resolvent mode
is incorrect when the higher order modes contribute. At
St = 0.30, the wall jet oscillation is present in the second resol-
vent mode, while in the third mode, the harmonic of the Kar-
man vortex shedding is observed. This result clearly indicates
that a single flow dynamical structure is not well separated
by the resolvent modes. The further higher order resolvent
modes are not presented here, as they have no distinct differ-
ence in physical interpretation, except for a slight difference
in spatial distribution.
In short, the reconstruction of the flow dynamics is not
straightforward in the present study. The main difficulty is
the unknown contribution made by each resolvent mode
at a specified frequency. The rank-1 approximation used by
Beneddine et al.21 is indeed not valid. However, we must
still consider the hypothesis that turbulent forcing has no
preferential direction toward any suboptimal forcings (right
eigenvectors of the SVD of the resolvent operator matrix); in
other words, the true turbulence forcing expressed by Eq. (11)
has projections on each right eigenvector in the same order.
Therefore, the true forcing components in the direction of
the low order optimal forcings induce strong flow responses
that dominate the flow dynamical behavior. Thus, the flow
can be reconstructed using several leading resolvent modes
obtained at a specified frequency, using coefficients calibrated
by the Fourier spectra of the split fiber measurements. For
both cases, the Fourier spectra at 12 locations, i.e., x/d = 1.25,
4.25, and 9.25, y/d = 0.2, 0.4, 1.0, and 1.4, are used to cali-
brate the coefficients in Eq. (16) in a least square manner. Only
St = 0.15 is considered presently for demonstration purposes.
Due to the uncertainty of the Fourier spectral computation,
the spectral norms of the real and imaginary parts in the band
0.14 < St < 0.16 are considered, which contains the contribu-
tions of all turbulent fluctuations in 0.14 < St < 0.16, assuming
the spatial patterns of the resolvent modes are identical with
that at St = 0.15. Using different numbers of resolvent modes,
the calibrated coefficients for the cases of G/d = 0.25 and 0.50
are presented in Fig. 13. It can be seen at G/d = 0.25 [Fig. 12(a)]
that the coefficients of the first two resolvent modes con-
verge when the first five resolvent modes are used for cali-
bration and reconstruction. However, a further increase in the
number of resolvent modes induces anomalies even for coeffi-
cients of the first two modes. Beneddine et al.21 demonstrated
that the selection of observational data is important and that
they should be located in the high-energy region. Using higher
order modes induces low-energy regions in which the obser-
vational data are located, limiting the number of modes that
can be used in calibration. Fortunately, it is shown in Figs. 14
and 16 that even though several coefficients do not converge
well, the main features of the reconstructed fields do not
change with the increasing number of resolvent modes. For
the case of G/d = 0.50, the coefficients of the first two resol-
vent modes also converge well using the first five resolvent
modes for reconstruction. Nevertheless, the five coefficients
are determined reasonably well, as is demonstrated in Fig. 16.
The reconstructed fields at St = 0.15 for the case of
G/d = 0.25 are presented in Fig. 14. Note that the mean flow
is not used in the reconstruction so that it can be compared
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FIG. 13. Norms of the resolvent coefficient when reconstructed using different
numbers of resolvent modes.
with the POD mode and the POD mode is renormalized to
be comparable with the reconstructed field. Because the POD
mode contains different frequency components, its ampli-
tude cannot be compared with the reconstruction direction.
Only the spatial pattern is considered here. It shows that the
reconstruction pattern converges when more than two resol-
vent modes are used. Using five resolvent modes yields some
fine scales near the wall jet region. It can be observed that
the streamwise wavelength of the reconstructed structure
remains slightly smaller than that of the POD mode. One rea-
son is that the POD mode captures the most energetic struc-
tures within the whole frequency band, while the energetic
frequency is significantly lower than St = 0.15. The structures
with larger wavelengths are thus contained in the POD mode.
The fine scale distribution reconstructed using the first five
resolvent modes is presented in Fig. 15 in terms of vorticity.
The wall jet oscillation can be observed at x/d < 4 with the
separation at x/d = 5, giving rise to substantial heat trans-
fer enhancement immediately behind the rib and thus the
minimum heat transfer at x/d = 5.
The reconstructed fields at St = 0.15 for the case of
G/d = 0.50 are presented in Fig. 16. The structure changes
slightly in the region x/d > 7 when the mode number increases
from 2 to 5, which can be attributed to the nonconvergent
coefficients for high order resolvent modes. However, the
FIG. 14. Reconstructed fields using different numbers of resolvent modes at
St = 0.15 and G/d = 0.25 and comparison with the POD mode.
reconstructed pattern has much better agreement with that
of the POD mode than at G/d = 0.25. The reason is that the
POD captures the Karman vortex shedding, which is the most
energetic structure in the flow dynamical behavior, while the
resolvent analysis also captures the Karman vortex shedding
according to St = 0.15. This result demonstrates the ability of
the resolvent analysis to capture the flow dynamics at specific
FIG. 15. Vorticity representation of the reconstructed field using the first five
resolvent modes at St = 0.15 and G/d = 0.25.
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FIG. 16. Reconstructed fields using different numbers of resolvent mode at
St = 0.15 and G/d = 0.50 and comparison with the POD mode.
frequencies. Furthermore, the reconstruction indicates that
the resolvent modes that represent the wall jet oscilla-
tion make little contribution to the flow, demonstrating less
intensified heat transfer immediately behind the rib than at
G/d = 0.50.
V. CONCLUSION
In this study, data assimilation was performed using
the ABDA model with split fiber results as the observations
to reproduce the mean fields of the flows behind a wall-
proximity rib. Resolvent analysis was then applied on these
mean flows to detect the optimal flow responses, which repre-
sent the energetic unsteady features, with respect to the tur-
bulence forcing. The rib was located at gap ratios G/d = 0.25
and 0.50, and the flow Reynolds number was Re = 7600 based
on the rib size and free-stream velocity. The split fiber mea-
surements were solely used as the observational data required
in the data assimilation and resolvent analysis, while the TSP
and PIV results were used as the complement for analysis and
validation.
Data assimilation using the streamwise velocity con-
straint at x/d = −0.25, 1.25, 4.25, and 9.25 of the observational
data accurately reproduced the global mean fields in the cases
of both gap ratios, including the wall jet originating from the
gap, which was absent in PIV results due to spatial resolution
limitations. The mean flow fields gave clear basis for the wall
heat transfer properties and substantial heat transfer inten-
sification immediately behind the rib. The global mean fields
determined using the ABDA model were accurate and com-
plete, including all boundaries and corner areas that were
inaccessible in experiments, and were thus an excellent basis
for the resolvent analysis.
The resolvent modes at Strouhal numbers St = 0.02, 0.05,
0.15, and 0.30 were subsequently obtained from the mean
flows using a stochastic approach instead of performing the
singular value decomposition (SVD) directly on the resolvent
operator due to the large matrix size. With the help of the
power spectral density of the split fiber measurement, the
present resolvent analysis identified the large-scale flapping
motion and the wall-jet fine scales, which enhanced the heat
transfer in the case of G/d = 0.25, in addition to the Karman
vortex shedding, which made little contribution to the wall
heat transfer in the case of G/d = 0.50. The flow dynamical
features in both cases were reconstructed using the lead-
ing five resolvent modes at St = 0.15, showing the conver-
gence of the reconstruction with the increasing number of the
resolvent modes and good agreement with the POD modes.
This study has proposed a new way of approaching
unsteady flow by coupling stochastic resolvent analysis which
avoids the calculations resulting from a large resolvent oper-
ator matrix, with the ABDA model which provides a computa-
tionally cheap method for mean flow determination. Its appli-
cation is expected to be extended to general flow conditions
without the limitations of monochromatic flow, parallel flow
assumptions, and convective instability. Nevertheless, only
two-dimensional perturbation is considered in the present
resolvent analysis with spanwise wavenumber k = 0. The intro-
duction of the spanwise wave will be definitely beneficial to
the unsteadiness reconstruction; this gives an intention for
the systematic investigation in future work.
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