This is the second paper in a series of three that explores the emergence of several prominent features of the functional architecture of visual cortex, in a "modular self-adaptive network" containing several layers of cells with parallel feedforward connections whose strengths develop according to a Hebb-type correlation-rewarding rule. In the present paper I show that orientation-selective cells, similar to the "simple" cortical cells of Hubel and Wiesel [Hubel, D. H. & Wiesel, T. N. (1962) J. Physiol. 160,, emerge in such a network. No orientation preference is specified to the system at any stage, the orientation-selective cell layer emerges even in the absence of environmental input to the system, and none of the basic developmental rules is specific to visual processing.
In this series of papers, I show that many observed features of the functional architecture of mammalian visual cortex emerge in a simple system consisting of several layers of cells developing under the influence of a connection-modification rule (e.g., of Hebb type). Paper 1 (1) showed the emergence of spatial-opponent cells in a three-layer system with parallel feedforward connections only and with random spontaneous activity (no environmental input needed) in the first layer.
In the present paper, I extend the network of paper 1 by adding more layers to the system and retaining the same development rule used in paper 1. I show that when a set of uncorrelated activities is randomly generated in the first layer (layer A) of the system and processed by the mature A-to-B and (opponent-type) B-to-C connections whose emergent properties were derived in paper 1, the layer-C activity displays spatial structure. That is, the activities of a pair of cells in layer C are correlated over distances of the order of the arborization breadth of the B-to-C connections. Further, the particular ("Mexican-hat") form of this two-point autocorrelation function leads to the emergence of orientation-selective cells in later layers of the system. These cells' receptive field properties are similar to those of the "simple" cells of Hubel and Wiesel (2) .
Orientation-Selective Cells. Orientation-selective cells organized into "columns"-bandlike regions of cells of the same or similar orientation-are found in all layers except IVa and IVc of area 17 in macaque monkey (3, 4) , and have also been described in cat and other mammalian systems. In macaque, these cells and organization arise prior to any visual experience (4) .
Several suggestions have been made concerning the origin and organization of orientation-selective cells. (i) Anisotropies in retinal anatomy (e.g., in cat) might somehow induce horizontal and vertical orientation preferences in specific groups of fibers (5) , or groups of orientation-specific fibers can be postulated ab initio (6) , and a lateral-inhibition mechanism can be invoked to "fill in" the intermediate orientations.
(ii) Input from other systems (e.g., vestibular) could somehow play a role in the formation of orientationselective cells. (iii) For a model environment consisting ofbar patterns at all orientations, centered one at a time over a cell whose inputs are arranged to form a ring, and with an assumed mechanism that forces the cell to discriminate among patterns, it has been found that the response ofthe cell becomes tuned to a particular orientation preference (7) . (iv) Certain cells may serve as organizing centers that induce the formation of orientation-selective cells with a particular disposition of preferred orientations, accounting for the observed columnar arrangement (8) .
These previous studies have contributed to a framework for thinking about the conditions under which orientationselective cells might form. They have not, however, produced an explicit theory of how (or whether) orientationselective cells can form-either in a realistic visual environment or in the absence of visual input-without somehow specifying at least some orientation preferences to the system at the outset.
The present paper is concerned with the following questions. Can a layer of orientation-selective cells emerge in the absence of visual experience, with no built-in anisotropies or orientation preferences and with no input from other systems that may be interacting with the external environment? In particular, does such a cell layer emerge in a modular (layered) self-adaptive network (1) governed by some simple, biologically plausible rules for synaptic modification and for the basic structure of a network, and given only spontaneous electrical activity (no environmental interaction)? If it does, does its formation depend upon precisely chosen conditions, or upon qualitative features that are rather general?
METHODS
Gross Architecture and Development Rule. The gross architecture of our system is that of paper 1, extended to additional layers D, E, . . ., in the identical manner as in figure 1 of paper 1. The ensemble-averaged development rule for the connection strength c,,i of the ith synaptic input to any given postsynaptic cell (indexed by n) of layer M (M = D, E, .) is the same as that derived in paper 1:
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That is, Eq. 1 finds global near-minima of En for each cell n of layer M. Also, at transitions from one morphologic regime to another, where two morphologies can emerge for the same set of parameters but different choices of initial c values and/or random synaptic positions, the two solutions have similar, and globally near-minimal, energy. I emphasize that this global near-minimizing action of Eq. 1 is an empirical finding; its limits of validity have not been established.
The only exception that has been found occurs when k2 is positive and a "ridge" of high En value, lying at g = -kllk2, separates the configuration space into two parts [e.g., see layer-B development regime (iig) in paper 1]. Then the configuration moves "downhill" from whatever its initial g value is to reach the maximum or minimum possible g value-i.e., to become "all-excitatory" or "all-inhibitory." This is also the only exception I have found to the irrelevance of initial c values to mature morphology.
It is therefore very useful to study the states having energy at or near the global energy minimum. We will call such states "nearly Hebb-optimal" since the En function of Eq. 3 is the unique objective function (apart from an irrelevant constant) for the development Eq. 1, which is based on Hebb-type modification.
RESULTS
The System Through Layer C. We build upon the results of paper 1. Layer B consists of "all-excitatory" cells. Q~m is, apart from random cell-to-cell variations which become small in the limit that the number of synapses per cell is large (1), a function, denoted QB(s), only of the distance s between cells n and m: QB(s) = exp(-aBs2/2).
We choose layer-C development parameter values to lie in the "ON-center" opponent-cell regime. Qm is computed for any pair of these explicitly generated C cells at a variety of relative positions, it has a Mexican-hat form: positive (correlated activities) when the cells' cores overlie one another; negative (anticorrelated activities) at intermediate displacements for which each core overlies the inhibitory surround of the other cell; and zero when the cells are remote from each other. The analysis of a layer of cells each having a randomly displaced core is computationally much more demanding than that for a layer of cells that can each be taken to be circularly symmetric. Furthermore, the simpler analysis is far more instructive: it allows us to lay bare the essential feature that results in the emergence of orientation selectivity in later layers.
To proceed with the calculation, we therefore adopt an There are two aspects to this idealization, and to its validity. First, random cell-to-cell morphologic variations result from the random placement of the NM synaptic inputs Neurobiology: Linsker Proc. Natl. Acad. Sci. USA 83 (1986) to each cell; these variations are small in the limit that NM is large. Second, the mature morphology shows a consistent deviation from circular symmetry when the mature g value is small (1), even when a symmetric (polar-grid) placement of synapses is used in the simulation. ( The striking point is that our layer G sees an ensemble of presentations whose two-point correlation statistics are qualitatively very similar to those of an ensemble of striped patterns, even though the input activity to layer G starts out as totally random and uncorrelated activity in layer A.
Development of Layer G: Emergence of Orientation-Selective Cells. We shall now explore the parameter regime for G-cell development. Many of the same qualitative features emerge at earlier stages (D through F) for appropriate parameter-value choices. However, we wish to focus on characteristic features that arise from the Mexican-hat form of Q, and those features become more clear when the Mexican-hat form is more pronounced.
By use of the Mexican-hat QF derived above, mature morphologies were computed for layer-G cells for nEG = 0.5
and for a range of rG/rF, kj, and k2 values. Below, I
summarize the results of over 170 development runs (using Eq. 1) for rG/rF ranging from 1 to 4 and k ranging from 0 to 0.5, with k2 negative (typically k2 = -3, but, as noted earlier, results are insensitive to the value of k2 at given k). The same morphologic regimes were found in 120 simulated-annealing (9) runs, in which global near minima of Eq. 3 were calculated. Reversing the sign of k, (and hence of k) and changing nEG to 1 -nEG changes excitatory regions to inhibitory regions, and vice versa, but otherwise leaves the mature morphology unchanged.
For rG small compared to smin (e.g., rG/rF = 1): As the mature g value is decreased by decreasing k, the cell type changes from all-excitatory (g = 0.5), to approximately circularly symmetric ON-center (0.5 > g z 0.1), to an opponent type having an increasingly eccentric core, to a cell type in which an excitatory and an inhibitory region are separated by an arced or straight boundary passing near the cell's center (g 0 0). This is the same behavior as was found for layers C (paper 1) and D (above). For large rG/rF (e.g., 4): As the mature g value is decreased, we pass from the all-excitatory regime, to one in which there are isolated inhibitory islands (i.e., regions in which the c values have reached their inhibitory limit) in an excitatory sea, to one in which the inhibitory regions are band-like. For g = 0, the total numbers of synapses lying in excitatory and inhibitory regions are equal (when nEG = 0.5), and we find alternating bands of excitatory and inhibitory character that are generally locally parallel (Fig. 1) but can have occasional branching and blind endings. The width of each band is of order smi, (= l.9OrF for our particular QF function).
For rG of order smi. (e.g., 1.7-2.0rF): The QF function reaches its minimum at intersynaptic separations ofthe order of the F-to-G arborization radius ro. As the mature g is decreased, we pass from the all-excitatory regime, to one having several inhibitory islands (typically three, hence a "trilobed" cell regime) spaced around the cell's center. For intermediate g (between approximately 0.15 and 0.3, for rG/rF = 1.7), the number of islands is two ("bilobed" cell regime). These inhibitory lobes are disposed about the cell's center with rough bilateral symmetry (Fig. 2) and with an orientation that varies randomly from cell to cell. The width of the inner excitatory band which traverses the cell is of order snm,,. The edges of this band are approximately straight and parallel (more so when the lobes are at nearly equal distances from the cell's center). As g is decreased further, the inhibitory lobes join peripherally to form a "C" shape or to enclose completely an ovoid excitatory core; this inhibitory surround is in turn enclosed by an outermost excitatory ring. For g = 0, the core shifts away from the cell's center, and a set of alternating band-like regions whose shape varies from cell to cell (e.g., they may be straight or "C"-shaped) develops.
At constant g = 0.20, as we increase ro/rF, we pass from a circularly symmetric ON-center cell, to an "ovoid-core" cell (at rG/rr = 1.4), to a "bilobed" cell (ro/rp 1.6-2.1), to a "trilobed" cell, and finally to a cell having many inhibitory islands in an excitatory sea.
Thus the bibbed cell regime occupies a "bubble" in the (rG/rF, gt.) parameter space. At the boundaries between each point cannot be the center of a "like" island in an "unlike" sea. The mature solutions of Eq. 1-or, equivalently, the Hebb-optimal states of Eq. 3-correspond to a "compromise" that consists of parallel stripes of excitatory and inhibitory character, the orientation of the stripes being arbitrary. The (ii) Signal-to-noise considerations (1) led to approximate inequalities relating the number of synapses per neuron, cell body size, arborization breadth, and layer maturation time in our system. This type of analysis may help us to understand better the relationships, in biological systems, between neuronal "device properties" and a network's capacity for self-adaptive development of feature-analyzing cell layers.
(iii) None of the assumptions I have made is specific to visual processing, and I have focused on the case in which there is no environmental input to the network. This suggests that the same relatively limited set of morphologic options may be common to the early stages of visual and other perceptual subsystems.
(iv) My approach ascribes complementary roles to three factors that can influence the development of neural architectures. First, development-rule-induced constraints determine the range of morphologic options for each layer in turn. Second, the particular choices of parameter values may reflect particular statistical features or constraints of the visual (or other perceptual) environment in a biological system subject to evolutionary adaptive pressures. These pressures might, for example, select for the formation of contrast-selective or orientation-selective cell layers, from among the available morphologic options. Third, the individual's perceptual experience affects the statistics of the input ensemble (e.g., the QA function) that "trains" the system, when such experience is available during the maturation process (a case not treated here). The fuller understanding of how these complementary factors mold neural development is an exciting challenge for future work, both experimental and theoretical.
