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Abstract
Massive innovation in all aspects of the wireless communication network
has been witnessed over the last few decades. The demand for data
throughput is continuously growing, as such, the current regulations for
allocating frequency spectrum are not able to respond to this exponen-
tial growth. Cognitive radio (CR), has been proposed as a solution to
this problem. One of the possible scenarios of the implementation of CR
is underlay cognitive radio. In this thesis the performance of an under-
lay cognitive radio network (UCRN) in the presence of the co-channel
interference (CCI) is assessed.
Firstly, the impact of CCI on the dual-hop cooperative UCRN is investi-
gated over Rayleigh fading channels. In order to do this, the exact outage
probability (OP), average error probability (AEP) and the ergodic ca-
pacity (EC) are studied. In addition, simple and asymptotic expressions
for the OP and AEP are derived. Furthermore, the optimal power al-
location is investigated to enhance the network performance. Moreover,
the performance of a multi-user scenario is studied by considering the
opportunistic SNR-based selection technique.
Secondly, the effect of both primary network interference and CCI on
the dual-hop UCRN over Rayleigh fading channels are studied. The
equivalent signal-to-interference-plus-noise ratio (SINR) for this network
scenario is obtained by considering multi-antenna schemes at all receiver
nodes. The different signal combinations at the receiver nodes are inves-
tigated and compared, such as selection combining (SC) and maximum
ratio combining (MRC) techniques. Then, the equivalent probability
density function (PDF) and cumulative distribution function (CDF) of
the network’s equivalent SINR are derived and discussed. Furthermore,
expressions for the exact OP, AEP, and EC are derived and reviewed.
In addition, asymptotic OP expressions are obtained for different case
scenarios to gain an insight into the network parameters.
Thirdly, multiple-input multiple-output (MIMO) UCRN is investigated
under the influence of primary transmitter interference and CCI over
Rayleigh fading channels. The transmit antenna selection and maximum
ratio combining (TAS/MRC) techniques are considered for examining
the performance of the secondary network. At first the equivalent SINR
for the system is derived, then the exact and approximate expressions
for the OP are derived and discussed.
Fourthly, considering Nakagami-m fading channels, the performance of
the UCRN is thoroughly studied with the consideration of the impact
of primary network interference and CCI. The equivalent SINR for the
secondary system is derived. Then, the system equivalent PDF and CDF
are derived and discussed. Furthermore, the OP and AEP performances
are investigated.
Finally, for the cases mentioned above, numerical examples in conjunc-
tion with MatLab Monte Carlo simulations are provided to validate the
derived results. The results show that CCI is one of the factors that
severely reduces the UCRN performance. This can be more observable
when the CCI power increases linearly with the transmission power of
the secondary transmitter nodes. Furthermore, it was found that in
a multi-user scenario the opportunistic SNR-based selection technique
consideration can improve the performance of the network. Moreover,
adaptive power allocation is found to give better results than equal power
allocation. In addition, cooperative communication can be considered to
be an effective way to combat the impact of transmission power limita-
tion of the secondary network and interference power constraint. The
multi-antenna schemes are another important consideration for enhanc-
ing the overall performance. In fact, despite the interference from the
CCI and primary user sources, the multi-antennas scheme does not lose
its advantage in the UCRN performance improvement.
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Chapter 1
Introduction
The frequency spectrum is the only precious [1] fixed resource that is available to all
wireless users for all communications purposes. There are some authorities, such as
Office of Communications (Ofcom) in the UK and Federal Communications Com-
mission (FCC) in the United States, that are responsible for publishing regulations
and allocating a particular frequency band, i.e., giving a licence, to an intended
user. Over time, the allocation of frequency spectrums has been modified based on
the requirements of the state of the art technologies. Cognitive radio (CR), as a
promising technology has been proposed to utilise the existing frequency spectrum
more efficiently. In fact, the idea of CR goes back to 1999, when Joseph Mitola [2]
published research on the software defined radio (SDR). This idea has become more
compelling and attracted many researchers after 2003 when the FCC issued its re-
port [3] about the status of the frequency spectrum. From that time, CR became
an interesting research topic for study and investigation [1,4–6]. Moreover, the FCC
has accepted the usage of unoccupied television frequency bands by mobile users [7].
This has motivated many researchers to investigate practically the optimal usage of
the radio spectrum. As a proposed network, it is necessary and important to study
the performance behaviour of the CR network (CRN) and understand its benefits
and capability for the improvement of future wireless communication network.
According to [7], the term CR is defined as a radio system that is aware of the
surrounding environment and capable of changing and adapting its transmission
parameters based on necessities. In general, in the CR network, the frequency
spectrum is not used by the licensed users only. However, the second kind of user,
the unlicensed user, can benefit from it. The licensed users, who are also known
1
as primary users (PUs), have permission to use a particular frequency spectrum at
any time without any constraints. The unlicensed users, who are also known as
secondary users (SUs), do not have a licence but can share the frequency spectrum
with the PU preserving some strict regulations and conditions.
The CRN has been divided into three main categories based on the network
topology, the co-existence of the users, and the rules and conditions for assigning
different users in the system. These are underlay, overlay and interweave [8]. In the
mentioned proposed paradigms, the protection of the quality of service (QoS) of the
primary user should have the top priority.
In an underlay CRN paradigm, both PUs and SUs are allowed to use the same
frequency spectrum with the condition that the QoS of PUs is maintained. For this
purpose an interference power temperature [7], that is known as the interference
power constraint (IPC), is imposed on the secondary network transmission nodes.
IPC is the maximum acceptable interference that the existence of the secondary
network can inflict on the primary network [4]. As a result, SUs should keep the
resulting interference to the PUs below the IPC. The quantity of the interference that
the SUs produce to the primary network is a crucial matter that the CRN designer
should keep in mind. This interference mainly depends on the SUs’ transmission
power, besides the status of the channel that the SUs transmit on it [7].
In an interweave CR paradigm, the secondary users can use a particular fre-
quency spectrum when it is empty, i.e., not occupied by the primary user. As soon
as a primary user requests to use that frequency band, the secondary user should
vacate it and search for another empty frequency band. In fact, the CR idea was first
originated from this paradigm [7]. The unoccupied frequency band in this paradigm
is referred to as a spectrum hole or a white space [8].
Finally, in an overlay CRN paradigm, the SU requires knowledge of all available
channels between all the nodes in the network. This knowledge of the channels allows
the SUs to select the appropriate transmission strategy that guarantees the protec-
tion of the QoS of the PUs. This paradigm requires sophisticated radio architecture
by an advanced network operation [7].
From the above description for different CRN paradigms, it can be observed
that the underlay scheme can exploit the frequency spectrum more efficiently than
an interweave paradigm. This is due to the fact that both PUs and SUs can simul-
taneously use the spectrum. Furthermore, in terms of simplicity of implementation,
2
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the underlay paradigm is more feasible than the overlay paradigm. Therefore, in
this thesis, the focus is on the performance evaluation of an underlay cognitive radio
network (UCRN) paradigm.
1.1 Performance Analysis
For assessing the performance characteristics of any communication network, there
are some criteria that can help in understanding the behaviour of the system when it
is subjected to particular circumstances. Mathematical analyses and investigations
are key to understanding most of the potential benefits of any proposed system
before it is implemented in real life. For wireless communication networks, there
are some important and common performance measures that can give insights into
the system [9, p. 5]. For instance, the outage probability (OP), the average error
probability (AEP) and the ergodic capacity (EC). Moreover, these performance cri-
teria can be investigated based on the statistical behaviour of the primary random
variable (RV) of interest for the network which is the signal-to-noise ratio (SNR) or
in an interference environment system it will be the signal-to-interference-plus-noise
ratio (SINR). Furthermore, the average SNR, which is a more suitable performance
measure [9, p. 4], is determined by taking the mathematical expectation of the
instantaneous SNR over the probability distribution of the fading. Several statisti-
cal metrics can be employed to represent the intended RV. For example, probability
density function (PDF), cumulative distribution function (CDF) and moment gener-
ating function (MGF). In fact, these can provide several insights into the behaviour
of the RV. In the next chapter, details about these mentioned statistical metrics are
given.
1.2 Co-Channel Interference
Modern communication systems consist of complex and congested network connec-
tions. The broadcast nature of wireless communication has the advantage of signal
propagation. However, this feature results in the possibility of receiving unwanted
signals that will affect the network performance. In addition, the nature of an under-
lay CRN is based on the co-existence of different users in the same area of operation
and the same frequency band. These all lead to a phenomenon which is known as
3
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co-channel interference (CCI). In almost all wireless communication networks, CCI
exists over a wide range of the frequency spectrum. It could be from the same fre-
quency bands or other frequency bands that inject energy signals into the desired
channel [10]. In fact, the phenomenon of CCI is unavoidable and should be consid-
ered to better understand the performance behaviour of the network. Furthermore,
in all system models in this thesis, the CCI is mainly considered from the surround-
ing secondary transmitters that can cause a harmful impact on the performance of
the considered CR network.
1.3 Literature Review
The area of cognitive radio performance analysis has been widely researched to
examine the potential benefits of this proposed paradigm. In this section, a tabulated
summary review of the research papers in the field of a performance study of an
underlay CR is presented. More precisely, Table 1.3 is structured so that it will
be easy to follow the desired research based on what has been investigated. For
instance, in Table 1.3, it is easy to find which paper studied the outage performance
of an underlay cognitive radio network considering the primary system transmitter,
multi-antenna scheme, and multi-hop network. In fact, this summary is necessary
for the purpose of comparison and to ascertain the state of knowledge in this research
field. Later on, in chapters 3,4,5, and 6 a more detailed literature review is provided
based on the works that are closer to the work in that particular chapter.
4
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Table 1.1: Summary of literature review papers on the performance study of an underlay cognitive radio network
Paper
Number
Considering the Following Network Conditions in Calculations Performance Investigation Metrics4
Primary User
Transmitter
Secondary Transmission
Power Constraint
AWGN
Multi User1
Nodes
Multi Hop2
Multi
Antenna
Multi Relay
Fading
Channel3
Outage
Probability
Error
Probability
Ergodic
Capacity
[11] X X X X X X X Ray. X X X
[12] X X X X X X X Ray. X X X
[13] X X X X X X X Ray. X X X
[14] X X X X X X X Ray. X X X
[15] X X X X X X X Ray. X X X
[16] X X X X X X X Ray. X X X
[17] X X X X X X X Ray. X X X
[18] X X X X X X X Ray. X X X
[19] X X X X X X X Ray. X X X
[20] X X X X X X X Ray. X X X
[21] X X X X X X X Ray. X X X
[22–24] X X X X X X X Ray. X X X
[25] X X X X X X X Ray. X X X
[26,27] X X X X X X X Ray. X X X
[28–30] X X X X X X X Ray. X X X
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[31] X X X X X X X Ray. X X X
[32–35] X X X X X X X Ray. X X X
[36–38] X X X X X X X Ray. X X X
[39] X X X X X X X Ray. X X X
[40] X X X X X X X Ray. X X X
[41] X X X X X X X Ray. X X X
[42–44] X X X X X X X Ray. X X X
[45] X X X X X X X Ray. X X X
[46] X X X X X X X Ray. X X X
[47] X X X X X X X Ray. X X X
[48] X X X X X X X Ray. X X X
[49] X X X X X X X Ray. X X X
[50] X X X X X X X Ray. X X X
[51] X X X X X X X Ray. X X X
[52] X X X X X X X Ray. X X X
[53,54] X X X X X X X Nak. X X X
[55] X X X X X X X Nak. X X X
[56–61] X X X X X X X Nak. X X X
[62] X X X X X X X Nak. X X X
[63] X X X X X X X Nak. X X X
[64] X X X X X X X Nak. X X X
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[65] X X X X X X X Nak. X X X
[66,67] X X X X X X X Nak. X X X
[68] X X X X X X X Nak. X X X
1Multi user at the secondary source and destination nodes have been considered.
2Papers dealing with dual-hop have been considered as a multi-hop study.
3For Rayleigh fading channels ”Ray.” has been used, and for Nakagami-m fading channels ”Nak.” has been used.
4The approximate performance metrics investigation are also considered.
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1.4 Motivation of this Work
Cognitive radio aims to better utilise the current frequency spectrum and increasing
the spectral efficiency of the network which results in an increase of the user’s data
throughput. The motivation behind the research in this thesis is to comprehensively
investigate the performance behaviour of a more practical scenario of a UCRN. This
will lead to a better understanding of the potential advantages of this proposed
paradigm. For this purpose, the following network parameters have been considered
during performance study: CCI, PU interference, interference power constraint, and
SU transmit power constraint. Moreover, the following network conditions have
been considered: Multi-hop network, Multi-user, and Multi-antenna. In addition,
different statistical channel model have been investigated.
1.5 Contribution of this Work
The aim of this research is to investigate and understand the performance behaviour
of a UCRN is subjected to CCI. Different network topology scenarios and parameters
are considered and studied. The contribution of this thesis can be summarised as
follows:
• An investigation of the performance of an underlay CR network has been
carried out when the CCI exists at the secondary receivers. Independent non-
identically distributed Rayleigh fading channels between different nodes have
been considered in the analysis. For this scenario, the closed-form expres-
sions for the OP, AEP, and EC have been derived. Furthermore, the power
optimisation has been investigated to improve the performance behaviour of
the intended network. The effect of a multi-user destination has also been
considered and analysed.
• The impact of both primary network interference and the CCI have been
considered to assess the performance characteristics of a secondary network.
Again, the most important performance metrics have been obtained. Fur-
thermore, various network structures have been considered, such as multi-hop
network and consideration of multi-antenna schemes. Moreover, at the multi-
antenna receiver nodes, different signal combination techniques have been con-
sidered and the results have been compared.
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• The advantage of the multiple-input multiple-output (MIMO) scheme has been
investigated for the UCRN. The effects of primary network interference and
CCI are taken into account in the performance study. The exact and approx-
imate expressions for the OP have been obtained. Different antenna selection
techniques are considered for the source and destination nodes.
• A more practical fading channel has been considered, which is the Nakagami-m
fading channel. For this scenario, the exact and approximate OP performances
have been studied. Furthermore, approximate AEP has been investigated.
Finally, the derived expressions in Chapters 3, 4, 5, and 6 have been verified with
Monte Carlo simulations, in numerical and simulation results section. It is worth
mentioning that the obtained formulas in this thesis are valid for any possible net-
work parameters. Therefore, different case scenarios have been considered to il-
lustrate the performance of UCRN. For example, for the value of the CCI power,
fixed value and the aggressive interference case scenario, when the CCI power lin-
early increases with the transmission power of the UCRN, have been investigated.
Furthermore, for the multi-hop UCRN, the channel variances have been calculated
based on the two-dimensional topology of the nodes in the network. This is to show
the impact of distance between nodes in a multi-hop UCRN and to investigate the
advantage of employing multi-hop for performance improvement in the secondary
network.
1.6 Publications
The outcome of this thesis has resulted in the following publications [10,69–74]:
1. J. Hussein, S. Ikki, S. Boussakta, C. Tsimenidis, and J. Chambers, “Perfor-
mance analysis of a multi-hop UCRN with co-channel interference”, IEEE
Trans. Commun., vol. 64, no. 10, pp. 4346-4364, Oct. 2016.
2. J. Hussein, S. Ikki, S. Boussakta, and C. Tsimenidis, “Performance analysis
of opportunistic scheduling in dual-hop multi-user underlay cognitive network
in the presence of cochannel interference”, IEEE Trans. Veh. Technol., vol.
65, no. 10, pp. 8163-8176, Oct. 2016.
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3. J. Hussein, S. Ikki, S. Boussakta, and C. Tsimenidis, “Performance study of
opportunistic scheduling in dual-hop multi-user underlay cognitive network”,
IET Commun., vol. 10, no. 5, pp. 558-566, Mar. 2016
4. J. Hussein, S. Ikki, S. Boussakta, C. Tsimenidis, and Y. Al-Mathehaji, “Study
of a multi-relay scheme and co-channel interference within an underlay cog-
nitive radio network”, in Eighth International Conference on Ubiquitous and
Future Networks (ICUFN), July 2016, pp. 25-29, Vienna, Austria.
5. J. Hussein, S. Ikki, S. Boussakta, and C. Tsimenidis “Exact Outage Perfor-
mance of the SIMO Cognitive Cooperative Network in the Presence of Co-
Channel Interference”, in IEEE Wireless Communications and Networking
Conference (WCNC), April 2016, pp. 1-6, Doha, Qatar.
6. J. Hussein, S. Ikki, S. Boussakta, and C. Tsimenidis, “Performance study of
the dual-hop underlay cognitive network in the presence of co-channel inter-
ference”, in IEEE 81st Vehicular Technology Conference, (VTC Spring), May
2015, pp. 1-5, Glasgow, UK.
7. J. Hussein, S. Ikki, S. Boussakta, and C. Tsimenidis, “Performance analy-
sis of the opportunistic multi-relay network with co-channel interference”, in
Proceedings of the 22nd European Signal Processing Conference (EUSIPCO),
Sept. 2014, pp. 166-170, Lisbon, Portugal.
8. J. Hussein, S. Ikki, S. Boussakta, and C. Tsimenidis “Impact of Co-Channel
Interference on an Underlay Cognitive Radio Network Over Nakagami-m Fad-
ing Channels”, in IEEE International Conference on Communications (ICC),
May 2017, Paris, France, (Accepted).
1.7 Thesis Organisation
The organisation of this thesis is as follows:
• Chapter Two presents a basic and essential mathematical background for
the performance study in the wireless communication network. For example,
channel modelling, statistical representations of a random variable, standard
performance metrics, and mathematical modelling of the cognitive radio sys-
tem.
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• Chapter Three is devoted to illustrating the impact of CCI on an underlay
cognitive radio network. In addition to the derived expressions for system
performances, the optimal power allocation is investigated in order to improve
the performance behaviour of the underlay cognitive radio network.
• Chapter Four The performance characteristics of an underlay cognitive radio
network are investigated under both of the primary network interference and
the co-channel interference. The advantages of a multi-hop network and using
multi-antenna schemes at the receiver nodes are also examined.
• Chapter Five MIMO cognitive radio network is considered. The performance
of the network is examined considering transmit antenna selection (TAS) tech-
nique for the antennas at the source node and maximum ratio combining
(MRC) technique at the receiver side.
• Chapter Six The Nakagami-m fading channel is considered for all the chan-
nels in the primary and secondary network. For this scenario, and under pri-
mary network interference and CCI, the performance of the secondary network
is investigated.
• Chapter Seven gives the overall conclusions of the research in this thesis
and discusses the results. Also, it suggests future research extension work
that could be carried out.
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Chapter 2
Background Theory
A wireless communication network is a system for connecting the intended nodes
to enable communication between them through the exchange of messages. It is
necessary to consider the fundamental and essential theoretical background of wire-
less communication networks in order to study and understand their performance
behaviour. Therefore, this chapter presents some key knowledge about general wire-
less communication network performance analysis, specifically for cognitive radio
networks.
The system configuration or the node topology plays a crucial role in how the per-
formance of that particular network behaves. Moreover, using diversity techniques
for a wireless communication network have a significant advantage of enhancing the
system performance. A relay scheme network or cooperative communication system
is one of the diversity schemes in which the source node communicates with the
destination node through a ‘helping’ node called a relay.
Furthermore, the multi-antenna scheme, another diversity technique, has been a
revolution in wireless communication networks in the last decade, providing enor-
mous benefits to the overall system performance. The mathematical modelling of
channels for wireless communication networks play a great role in the performance
analysis of the whole system. Depending on the node position in the network, the
appropriate fading channel can be chosen. The mathematical representation of the
channels depends on the type of fading channels considered.
In cognitive radio networks, the system consists of a more complicated structure
than the traditional network architecture. Therefore, more robust configurations
and analyses are required to ensure sufficient reliability of the proposed systems.
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Finally, after gaining knowledge of the considered topology of the network and the
detailed information about the physical characteristics of the nodes, and addition-
ally, the recognised channels’ statistics and information, some performance metrics
can be obtained to predict the behaviour of the network and assess the capability
of the proposed system. More details about cooperative communication, channel
consideration, and performance metrics will be provided below.
2.1 Signal Transmission in Wireless Network
Generally speaking, the communication between two intended nodes will be either
direct communication transmission, or cooperative communication transmission. Di-
rect transmission refers to the communication between the transmitter and receiver
nodes directly. On the other hand, in cooperative communication, all available nodes
in the network can assist each other in a relay manner to establish the transmission
between the intended source and destination nodes. The operation mechanism of
this paradigm is based on the broadcast nature of wireless communication signals.
Due to this feature of wireless networks, all the nodes in the network can hear
each other in some manner. In fact, when the number of nodes is more than two,
cooperation communication is possible [75, p. 30]. There are several advantages of
employing this paradigm [76, p. 3]. First, the system can achieve similar benefits
as the MIMO system; it results in an enhancement of the communication capacity,
speed and overall performance. In addition, cooperative communication reduces
the battery consumption, which results in an extension of the network’s lifetime.
Furthermore, it can extend the coverage area of the transmission [76, p. 3].
However, there are some disadvantages of employing the cooperative communi-
cation scheme; for example, it will increase the complexity of the overall system,
increase the cost, and require more overhead signalling compared to the use of di-
rect transmission. It is worth mentioning that in the standardisations of the 3GPP
LTE-A, cooperative relay communication has been considered, and it is expected to
play a vital role in the next generation of mobile communication [77, p. 332].
There are several protocols that can be used at the relay node to process the
received signal from the source node and forward it to the destination node. For
example, amplify-and-forward (AF), decode-and-forward (DF), and compress-and-
forward [76, p. 128]. The transmission in the cooperative network performs within
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two orthogonal time slots, i.e., phases. To avoid interference between the transmis-
sion signals, Time Division Multiple Access (TDMA) or Frequency Division Multiple
Access (FDMA) can be used [76, p. 121]. It is worth noting that both AF and DF
are the most two common relay protocol schemes that are used to implement the
cooperative communication between the source and destination nodes [78, p. 119].
2.1.1 Amplify-and-Forward (AF)
In AF relay protocol, the relay node receives the signal from the source node, then,
amplifies it and forwards it to the destination node. In terms of simplicity, this
technique is considered the simplest relay method to implement as it does not require
complex signal manipulation at the relay node [77, p. 331].
2.1.2 Decode-and-Forward (DF)
In DF or regenerative relay protocol, the relay node decodes the received signal from
the source node, then, encodes and forwards it to the destination node. This relay
protocol can achieve close to the optimal performance when the channel between
the source and the relay is excellent [75, p. 37]. In terms of complexity, this protocol
is more complex than the AF protocol as the received signal requires manipulation
before it is forwarded to the destination node.
2.2 Statistical Analysis of Random Variable
Since the wireless communication network is the intended system to deal with its
performance behaviour, and includes different entities and variables, it is necessary
to have some basic knowledge of the statistical and mathematical representations of
these possible random variables in the network. There are two kinds of a random
variable (RV); continuous and discrete. In this thesis, the focus is on the continuous
RV and hereafter whenever RV is mentioned, it refers to the continuous random
variable. The continuous random variable is a variable that can have infinite values
at reasonable intervals [79].
Any random variable can be defined statistically by two parameters known as
mean and variance of that RV. The mean or the “expected value” represent the
average of a random variable. For a RV X, the mathematical representation of
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the expected value of X is E [X] or µ, where E [·] is the expectation operator. The
variance of a random variable is a positive number; it represents how the distribution
is spread around the mean value [79]. The mathematical representation of a variance
of RV X is Var (X) = σ2 = E
[
(X − E [X])2] = E [X2]− (E [X])2.
There are three popular distribution representations of a continuous random
variable, which are: PDF, CDF, and MGF. If X represents the intended RV under
investigation, then its PDF is represented by fX(x), and the corresponding CDF
and MGF by FX(x) and MX(x), respectively. The PDF, CDF, and MGF can be
obtained interchangeably from each other. These different representations for the
RV are important because they give various options to assess the performance of
the intended network based on the suitability of using them.
• Cumulative distribution function (CDF):
The CDF of RV X is defined as the probability that X is less or equal to a
particular predefined value. This can be represented by:
FX(x) = Pr (X ≤ x) =
x∫
−∞
fX(t)dt, (2.1)
where Pr (·) is the probability operator.
• Probability density function (PDF):
The PDF is considered the preferred function for representing the distribution
of a random variable. For a continuous RV X that has a density of fX , the
following mathematical relation can be written [80, p. 927]:
β∫
α
fX(x)dx = Pr (α ≤ X ≤ β) , (2.2)
where α and β are the intervals at which the probability of X exists. Moreover,
the PDF of the RV X can be obtained by taking the first derivative of the
corresponding CDF:
fX(x) =
d
dx
FX(x). (2.3)
• Moment generating function (MGF):
The MGF is another representation of the probability distribution of a random
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variable. The MGF of RV X can be defined as:
MX(s) = E
[
esX
]
, (2.4)
where E [·] represents the expectation operator. In addition, it can be repre-
sented in terms of the PDF as:
MX(s) =
∞∫
−∞
esxfX(x)dx. (2.5)
2.3 Wireless Fading Channel and its Statistical
Modelling
The radio signal in a wireless communication is a complex phenomenon that suffers
from different effects (multipath and shadowing) due to the fluctuation of amplitude
and phase of the signal until arriving at the intended destination [9, p. 17]. The
statistical measurements of the wireless fading channels are necessary to understand
the behaviour of the system [81, p. 34]. In fact, without a simplified modelling of the
wireless system under consideration, the investigation and comparison of different
systems becomes impossible [81, p. 35].
Therefore, a statistical, probabilistic modelling approach for the wireless com-
munication channels is essential to provide insights about the intended or proposed
wireless system [81, p. 35]. Depending on the conditions and suitability of the net-
work under investigation, different models for the channels can be considered or
adopted. In this section, some information about wireless communication channels
and relevant statistical models is presented that can be used to represent wireless
communication channels.
The wireless channels can be classified into two categories based on the spatial
scale variations of the signal between the transmitter and the receiver nodes; large-
scale variation and small-scale variation [81, p. 10]. The large-scale variation is due
to the path loss that the signal suffers, which is mainly a function of distance, and
shadowing, which is due to large objects in the signal propagation path. On the
other hand, a small-scale variation is due to the combination of multiple signals
from multiple paths between the transmitter and receiver nodes that result in con-
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structive and destructive phenomena in the final version of the received signal. This
phenomenon is known as ‘multipath fading’. Due to the multipath fading channel,
the transmitted signal suffers from variation in the time-domain and power delay
spread [82, p. 11]. The multipath fading is divided into ‘slow fading’ and ‘fast fading’,
depending on the change in the time domain of the transmitted signal. Furthermore,
according to the severity in the power delay spread of the transmitted signal, it is
classified as ‘frequency flat fading’ and ‘frequency selective fading’ [82, p. 11].
The wireless channel is said to be slow fading if its coherence time is much larger
than the symbol period of the transmitted signal. Conversely, the channel is called
fast fading [81, p. 34]. The coherence time is the period that the response of the
channel stays highly correlated. In fact, slow and fast fading characteristics are
mainly dependent on the Doppler shift phenomenon of signal propagation, which is
due to the relative motion of the intended transmitter and receiver nodes [82, p. 15].
In real world applications, most of the recent and arising wireless systems are
working in a slow fading channel environment. This is to ensure the provision of a
relatively high data rate [82, p. 16]. The wireless channel is said to be frequency-flat
when the delay spread is much smaller than the symbol period of the transmitted
signal, or the coherence bandwidth is much larger than the signal bandwidth. In-
versely, when the delay spread is larger than the symbol period, the channel is called
frequency-selective [81, p. 34]. The delay spread is dependent on the power delay
profile, which is the distribution of the average signal power on the delay axis, and
the coherence bandwidth is the bandwidth to which the frequency response of the
channel remains highly correlated [82, p. 12].
The frequency-flat model is used in the design of most of the current wireless
technology; for instance, multi-user nodes scheduling, multi-antenna systems, and
diversity combining techniques. This is due to the fact that, with the advantages
of new technology such as orthogonal frequency-division multiplexing (OFDM), a
wideband frequency-selective fading channel is converting to a finite number of par-
allel frequency-flat fading channels [82, p. 12]. Throughout this thesis, the focus will
be on the frequency-flat fading channel model in the performance investigation.
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2.3.1 Rayleigh Fading Channels
Rayleigh fading is the simplest and most common statistical model representation
of the wireless multipath fading channel. In this model, the envelope of the sig-
nal is assumed to be changing randomly due to the scattering phenomenon of the
transmitted signal. When a large number of scattered signals arrive at the receiver
side, using the Central Limit Theorem [76, p. 17], [82, p. 13], the fading channel
coefficients can be modelled as a circularly symmetric complex Gaussian random
variable, which has mean zero and variance σ2.
It is worth mentioning that the random variable consists of two uncorrelated
components, named as ‘in-phase’ and ‘quadrature’ components. They both have
zero mean and equal variance of σ2. The desired random variable for performance
investigation is the envelope of the channel coefficient, which follows the Rayleigh
distribution [76, p. 18]. Let X represent the fading channel coefficient, therefore, its
PDF can be represented as:
fX(x) =
x
σ2
e−
x2
2σ2 , x ≥ 0. (2.6)
In performance analysis, channel power gain is an important random variable that is
related directly to the fading channel coefficient. The channel power gain is defined
as the square of the magnitude of the channel coefficient. For the above scenario the
channel power gain will be |X|2 = Y that follows an exponential distribution [76,
p. 18].
fY (y) =
1
2σ2
e−
y
2σ2 , y ≥ 0. (2.7)
Furthermore, in the case of existence of multiple independent and identical dis-
tributed (i.i.d.) channel gains, the sum of them is the Chi-square random variable
with 2L degrees of freedom, where L represents the available number of i.i.d. channel
gains in the resulting sum, i.e.,
∑L
i=1 |Xi|2 = Z. The resulting PDF is [76, p. 18]:
fZ(z) =
( z
σ2
)L z
(L− 1)!e
− z
σ2 , z ≥ 0. (2.8)
By observing the above PDF, it can be seen that it follows the gamma distribution.
Moreover, in the scenario where channel gains are independent and non-identically
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distributed (i.n.d.), it will be more convenient to deal with MGF instead of PDF.
Therefore, the resulting MGF expression is expressed as [82, p. 29]:
MZ(s) =
L∏
i=1
MXi (s)
=
L∏
i=1
(
1− sσ2i
)−1
, (2.9)
where MXi (s) is the corresponding MGF of fXi(x).
2.3.2 Rician Fading Channels
The existence of the line of sight (LOS) plays a big role in reshaping the Gaussian
random variable. For instance, the envelope of the resulting in-phase and quadrature
phase components has a mean which is not zero. Therefore, the PDF of the instan-
taneous channel amplitude follows the Rician distribution and can be represented
as [76, p. 21]:
fX(x) =
x
σ2
e−
x2+s2
2σ2 I0
(xs
σ2
)
, x ≥ 0, (2.10)
where I0 (·) is the zeroth order modified Bessel function of the first kind [83, eq.
(10.32.1)]. 2σ2 and s2 represent the channel power gains of the non-LOS and LOS
components, respectively. Furthermore, the total channel power gain from both non-
LOS and LOS components is represented as Ω = s2 + 2σ2, and the Rician fading
parameter is defined by K = s
2
2σ2
.
By observing the PDF of the Rician distribution, it can be seen that when s = 0,
the PDF reduces to the Rayleigh scenario, since I0 (0) = 1. In the Rician distribution
scenario, the channel power gain, i.e., |X|2 = Y , has a non-central χ2 distribution,
where the PDF can be represented by [82, p. 14]:
fY (y) =
K + 1
Ω
e−(K+
(K+1)y
Ω )I0
(
2
√
K (K + 1) y
Ω
)
, y ≥ 0. (2.11)
2.3.3 Nakagami-m Fading Channels
A more generalized fading channel model is the Nakagami-m. Similar to the Rician
model, in this statistical model the LOS component is also counted in the PDF of the
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channel distribution representation. The PDF of the envelope of the Nakagami-m
distribution is represented as [76, p. 21]:
fX(x) =
2mmx2m−1
Γ (m) Ω
e−
mx2
Ω , x ≥ 0. (2.12)
where m is the Nakagami severity fading parameter, which has a value of m ≥ 0.5.
Γ (·) represents the gamma function which is defined as Γ (z) = ∫∞
0
e−ttz−1dt, in [83,
eq. (5.2.1)].
Note that, when m = 1 and s = 0, the PDF of the Nakagami distribution reduces
to the Rayleigh distribution. Furthermore, when the parameter m is less than one,
the channel is much more severe than the Rayleigh case. On the other hand, when
m > 1.0 the channel is considered less severe than the Rayleigh, and when the value
of m approaches ∞, the distribution reduces to the no fading scenario.
A tight relation can be established between Nakagami and Rician distribution
through m = (K+1)
2
2K+1
. The channel power gain for the Nakagami-m fading distribu-
tion |X|2 = Y , is written as [82, p. 14]:
fY (y) =
(m
Ω
)m ym−1
Γ (m)
e−
my
Ω , y ≥ 0. (2.13)
2.4 Mathematical Modelling of Cognitive Radio
Networks
The general and straightforward UCRN can be considered as the existence of the
primary and secondary transceiver nodes, as shown in Fig 2.1. In UCRN, the
QoS of the primary network should be protected and cannot be compromised. To
realise the protection to the primary system, the secondary transmitter should adjust
its transmission power based on two factors; a) the maximum level of interference
acceptable at the primary receiver node, and b) the channel condition between the
secondary transmitter and the primary receiver.
Furthermore, the secondary transmitter has a limit to its capability of power
transmission, due to battery size and capacity. The above statement can be trans-
lated mathematically, and the allowable transmission power at the secondary trans-
mitter node can be represented as:
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Figure 2.1: Typical CRN showing the primary and secondary transceivers; solid lines
represent the desired data links, and the dashed lines represent the interference links.
Tx and Rx represent the transmitter and receiver nodes, respectively.
Es = min
( Imax
|hsp|2 , Ps
)
, (2.14)
where Es is the power that is allowed to be transmitted from the secondary trans-
mitter node. Imax represents the maximum acceptable interference at the primary
receiver node, this is known as the interference power constraint. |hsp|2 is the chan-
nel power gain of the fading channel between the secondary transmitter and the
primary receiver nodes. Ps represents the maximum power constraint that the sec-
ondary transmitter can use.
The received signal at the secondary receiver node can be expressed as1:
yr =
√
Es hsr x+ Ip + nr, (2.15)
where hsr is the fading channel coefficient between the secondary transmitter and
the secondary receiver nodes, x is the intended transmitted signal message to the
secondary receiver. Ip represents the interference term from the primary network,
and nr is the additive white Gaussian noise (AWGN), which is added to the received
signal at the secondary receiver node.
From the above equation, SINR can be obtained, which is an essential and desired
random variable that can be used to investigate the network performance. For the
1The time notation has not been written in the equation for the purpose of simplicity.
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scenario above, the SINR for the secondary system1 is defined as:
γeq =
signal power
interference power + noise power
=
min
(
Imax
|hsp|2 , Ps
)
γIp +N0
|hsr|2, (2.16)
where γeq is the equivalent SINR for the secondary UCRN. In addition, γIp is the
instantaneous interference power from the primary network. Depending on the
distributions considered for the fading channels in the network, the mathematical
expressions such as PDF, CDF, and MGF for the SINR can be derived. Finally, one
of the obtained expressions can be used, according to mathematical suitability, for
investigating the network performance.
2.5 Mathematical Representation of the CCI
In general, CCI signals are from neighbouring clusters. Therefore, the distance from
the CCI sources to the affected receiver node is relatively long. As a result, it can
be considered that the CCI signals have the same average power at a particularly
affected node [10, 84]. Thus, the CCI signals can be considered as independent
and identically distributed (i.i.d.), in terms of their average values, at the intended
receiver node.
In the case where the Rayleigh fading is considered, the channel power gain of
each individual CCI signal is modelled as an exponential distribution. The sum of
these i.i.d. random variables is a chi-square, which follows the gamma distribution
[76, p. 18], Z =
∑L
i=1 γci , Z ∼ χ2L, where L is the number of CCI signals at the
intended receiver node, γci =
Ec
N0
|fci |2 is the instantaneous interference-to-noise ratio
(INR), Ec represents the energy of the CCI signal, N0 is the power spectral density
of the AWGN, and |fci |2 is the channel gain for the CCI fading channel fc.
Therefore, the PDF of Z can be mathematically represented as:
fZ(z) =
zL−1
γ¯Lc Γ(L)
exp
(
− z
γ¯c
)
, (2.17)
1Throughout this thesis, the focus is on the secondary network performance, since the primary
network performance is similar to the ordinary systems that have been well investigated in the
literature.
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where γ¯c is the average INR of each of the CCI signal. Furthermore, for the sce-
nario where Nakagami-m fading channels have been considered, the PDF of random
variable Z can be written as:
fZ(z) =
(
m
γ¯c
)mL
zmL−1
Γ (mL)
exp
(
−m
γ¯c
z
)
. (2.18)
In the scenario of the independent non-identical Rayleigh fading channels considered
for the individual CCI signals, i.e., where the average CCI powers are assumed
to be non-identical, the mathematical representation becomes more complicated,
especially for generalized L number of CCI signals. However, if the number is
known, it is possible to obtain the mathematical expression for the equivalent PDF
of the sum of these independent and non-identically distributed exponential RVs.
For example, if the number of CCI signals is two, the resulting PDF at the desired
receiver node can be represented as:
fZ(z) =
1
γ¯1 − γ¯2
(
e
− z
γ¯1 − e− zγ¯2
)
, (2.19)
where γ¯1 and γ¯2 represent average power gains for the first and second CCI signals,
respectively. Moreover, when the number of CCI signals is three, the resulting PDF
at the desired receiver node can be represented as:
fZ(z) =
1
γ¯1 − γ¯2
[
γ¯1
γ¯1 − γ¯3
(
e
− z
γ¯1 − e− zγ¯3
)
+
γ¯2
γ¯3 − γ¯3
(
e
− z
γ¯3 − e− zγ¯2
)]
, (2.20)
where γ¯3 represents the average power gain for the third CCI signal. It can be ob-
served that as the number of non-identical CCI signals increase the resulting equiva-
lent PDF becomes more complicated mathematically. Therefore, for the purpose of
mathematical convenience, throughout this thesis, the identical channel power gains
for the CCI have been considered.
2.6 Common Performance Criteria
In the sections below, the most important performance metrics for evaluating any
wireless communication network are discussed. In addition, mathematical formulas
for determining these metrics are provided.
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2.6.1 Outage Probability (OP):
The OP is the most common performance criteria for any wireless communication
system. It is the probability that the intended RV is less than or equal to a predefined
threshold value [9, p. 5]. In the case of considering the SNR1 as an intended RV, then
γth will represent the threshold value, i.e., SNR-threshold. In addition, this threshold
value can be represented in terms of the rate of the transmission R [85, p. 183].
OP = Pr (log2 (1 + SNR) ≤ R) ,
= Pr (SNR ≤ γth) . (2.21)
where log2 (·) represents the logarithm to the base 2, and γth = 2R − 1.
It can be observed that the outage probability can be directly obtained from the
corresponding CDF by substituting variable x with γth. Furthermore, the OP can
be represented in terms of the PDF of the equivalent SNR [82, p. 20]:
OP =
∫ γth
0
fγeq(γ) dγ = Fγeq(γth). (2.22)
2.6.2 Average Error Probability (AEP):
The second important performance metric is the AEP. It is especially vital when
the calculation of the number of bit or symbol errors is required to be known for the
system under consideration. It depends on two factors; i) characteristics of the SNR,
and ii) the modulation scheme that has been employed for the data transmission.
The AEP over a slow flat fading channels can be found by averaging the error
probability in AWGN over the fading distribution [85, p. 184]. Mathematically, this
can be represented as [82, p. 21]:
P¯b =
∞∫
0
Pb(γ) fγeq(γ) dγ, (2.23)
where P¯b represents the AEP, and Pb is the error probability in AWGN system,
where the considered SNR is γ [82, p. 21]. γeq represents the equivalent SNR for the
intended network. fγeq(γ) is the PDF of the equivalent SNR.
1Here, SNR is used as a general representation, it can be replaced with SINR according to the
required situation.
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Note that for several Gray bit-mapped constellations employed in practical sys-
tems, Pb is in the form of a Q
(√
2bγ
)
[85, p. 180], where a and b are constants
depending on the constellation used [85, Table 6.1, p. 180], and Q(·) is the Gaussian
Q-function. For example, a = 2 and b = 0.5 for the quadrature phase shift keying
(QPSK). Hence, the average error probability conditioned on a specific output SNR
can be written as:
P¯b =
a
2
∞∫
0
erfc
(√
bγ
)
fγeq(γ) dγ, (2.24)
where erfc(·) is the complementary error function defined in [83, eq.(7.2.2)]. The
AEP can be studied using either the PDF or the CDF of the equivalent SNR, γeq.
However, it is not always possible to get a closed-form solution using the above
formula. Especially in the scenario where interference is considered in the system.
In addition, the AEP can be represented in terms of the CDF as [84]:
P¯b =
a
2
√
b
pi
∞∫
0
e−bγ√
γ
Fγeq(γ) dγ, (2.25)
where Fγeq(γ) is the CDF of the equivalent SNR. Furthermore, the AEP can be
measured in terms of the MGF of the equivalent SNR. For example, the AEP can
be expressed in terms of the MGF as follows [85, p. 189]:
P¯b =
a
pi
pi
2∫
0
Mγeq
(
− b
sin2(θ)
)
dθ, (2.26)
where Mγeq(·) is the MGF of the equivalent SNR. Moreover, the exact AEP for
different M-ary phase shift keying (MPSK) coherent modulation schemes, can be
obtained using [85, p. 189]:
P¯b =
1
pi
(M−1)pi
M∫
0
Mγeq
(
− b
sin2(θ)
)
dθ, (2.27)
where b = sin2( pi
M
). Table 2.1 provides the calculation of modulation constants
a and b, for different constellations in a coherent detection system [85, Table 6.1,
p. 180], [86, Table 1, p. 7]. In Table 2.1, (BFSP) is the Binary Frequency Shift
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Table 2.1: Instantaneous symbol error probability (Pser) and bit error probability
(Pber) for coherent detection modulations and their modulation constant values
Modulation a b k Pser Pber
BFSK 1 0.5
BPSK 1 1 a Q
(√
2 b γs
)
a
k
Q
(√
2 b k γb
)
MPSK 2 sin2
(
pi
M
)
log2 (M) Or Or
MPAM 2 (M−1)
M
3
(M2−1)
a
2
erfc
(√
b γs
)
a
2k
erfc
(√
bk γb
)
MQAM 4 3
2(M−1)
Keying, (BPSK) is the Binary Phase Shift Keying, (MPSK) M-ary Phase Shift
Keying, (MPAM) is the M-ary Pulse Amplitude Modulation, and (MQAM) is the M-
ary Quadrature Amplitude Modulation. Furthermore, γb =
Eb
N0
= γs
k
, and γs =
Es
N0
,
where Eb is the energy per bit, and Es is the energy per symbol. In addition, N0 is
the noise variance.
2.6.3 Ergodic Capacity (EC):
The EC, or Shannon capacity [85, p. 98], is an essential performance criterion for
any communication system [49]. It is a measure of the achievable data rate for the
considered network, and it gives a basic theoretical understanding of the benefits
of the system in terms of the data rate, which is an important measurement for
any communication network. The ergodic capacity of flat fading channels can be
mathematically obtained by averaging the Shannon capacity for an AWGN channel
over the distribution of the equivalent fading SNR [85, p. 101]. It is measured in
bits/sec/Hertz.
Therefore, the ergodic capacity can be determined using the PDF of the equiv-
alent SNR [49], [85, p. 101]:
EC =
∞∫
0
ln(1 + x) fγeq(x) dx. (2.28)
The above equation can also be represented using the CDF of the equivalent SNR
of the network as:
EC =
∞∫
0
F¯γeq(x)
1 + x
dx, (2.29)
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where F¯γeq(x) = 1− Fγeq(x) is the complementary equivalent CDF.
Besides the above mentioned, other performance metrics can indicate some spe-
cific details about the wireless network status. For example, diversity gain, coding
gain, and array gain [87, p. 112]. The diversity gain is related to the diversity scheme
that is employed in the system to understand to what extent the network has been
enhanced. One of the most common and beneficial diversity schemes is the multi-
antenna scheme. In fact, it is measured through the slope of the error probability
plot versus the transmission SNR.
The coding gain is related to the designed code for the transmitted signal of a
specific network; it increases the effectiveness of the network’s SNR. The coding gain
is measured based on the improvement that the system performance has achieved
when specific coding is used for the signal transmission. The array gain is related
to the power advantage of the signal combination in the multi-antenna scheme, at
the transmitter and/or receiver nodes. Similar to the coding gain, the array gain
has the advantage of increasing the effective SNR.
2.7 Chapter Summary:
In this chapter, some basic theoretical background on wireless communication net-
works was presented which is crucial for understanding the performance study topic
in general, and specifically the research that has been done throughout this the-
sis. First, the cooperative communication network strategy was discussed. Then,
the random variable was defined, and its statistical representation was presented.
Furthermore, mathematical representations for common wireless channel modelling
were provided. In addition, mathematical representations for the general under-
lay cognitive radio network and CCI signals were provided. Finally, formulas for
evaluating some important performance criteria were presented.
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Chapter 3
Impact of CCI On the
Performance of an Underlay
Cognitive Network
3.1 Introduction
The basic principle of a UCRN is the co-existence of both PUs and SUs in the same
area. In this scenario, the SUs are allowed to take advantage of the radio spectrum
as long as they consider the QoS criteria of the PU. The QoS consideration leads
to a limitation of the transmission power at the SU transmitter nodes. Therefore,
the SUs transmitter nodes could have the ability to transmit at a higher power, but
due to the constraint on their transmission power they might not take advantage of
the full power limit. Cooperative communication [88] is a technique that allows a
source node to communicate with a destination node through a relay node by taking
advantage of the broadcast nature of wireless transmission. It has several advan-
tages; for example, providing diversity links, extending the coverage of transmission,
improving the network lifetime, reducing the transmission power, etc. [89, p. 628].
Transmission with relatively less power through cooperative communication could
be an important characteristic to combat the transmission power constraint on the
SUs transmitter nodes and enhance the overall performance of the CRN [10]. Coop-
erative communication has different scheme names depending on the protocol that
is used at the relay node. The most two common protocols are AF and DF. In an
AF, the relay node amplifies the received signal from the source node, then, forwards
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it to the destination node. On the other hand, in a DF relay protocol, the relay
decodes the received message from the source node, then encodes it and forwards to
the destination node. It is worth noting that in terms of simplicity, AF is simpler
than DF, as it requires a less complex relay configuration [90]. However, with regard
to noise reduction in the propagation, DF relay protocol outperforms the AF relay
protocol.
3.1.1 Literature Review
In the last decade, the study of CR has become an interesting research area for
numerous researchers [1,5,6,8]. More precisely, in the area of performance analysis,
many researchers have started investigating the behaviour of the CRN [51,66]. This
is due to the fact that any proposed network paradigm can be better understood
through investigation of its performance and the demonstration of its advantages
and contributions to future wireless communication networks. In this respect, Duong
et al. [66] investigated the OP of the dual-hop single user AF cognitive cooperative
network by considering a single primary user and over Nakagami-m fading channels.
In [91], a study was carried out on the performance behaviour of the uplink cog-
nitive cellular networks using an opportunistic secondary user selection that causes
the lowest interference to the primary user. In addition, the author in [49] inves-
tigated the effect of MRC on the single user multi-antenna receiver cognitive radio
network. In this work, the asymptotic formulas for the AEP and the system EC
have been obtained. In [42], the performance of the multi-hop DF underlay CR
network was investigated considering Rayleigh fading channels. In this study, the
authors have neglected the transmission power constraint on the secondary trans-
mitter nodes. In [25], the opportunistic selection technique was used to improve the
outage performance of the multi-source UCRN.
Huang et al. [53], studied the outage performance of the multi-user dual-hop DF
underlay CR over Nakagami-m fading channels in the presence of the primary trans-
mitter. In their calculations, SNR and SINR-based scheduling algorithms have been
used to derive the outage performance formula. The authors of [36] investigated the
OP of the multi-relay spectrum sharing network. The best relay selection technique
was employed, such that it enhances the overall performance of the network. In
their analysis, the power limit constraint on the secondary transmitter nodes was
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not considered. The outage and error probability of a MIMO underlay cognitive ra-
dio network was investigated in [51]. To improve the performance of the secondary
network, the MRC technique was used at the secondary receiver nodes. In another
study [92], the throughput analysis of the dual-hop DF multi-antenna CR network
was investigated.
Moreover, in further study [93], the TAS with MRC technique was used to eval-
uate the OP of the dual-hop DF MIMO underlay cognitive networks. The impact of
the primary transmitter and the imperfect channel state information were consid-
ered in their calculation. The OP, AEP and the EC performance were investigated
in [62]. A single destination user node was considered and interference on the sec-
ondary network was not considered. The authors of [27] investigated the outage
performance of the multi-user spectrum sharing network. In their analysis, the se-
lection combining method was used to improve the performance of the secondary
network. In [22], the OP, average outage duration, and the average outage rate for
the multi-relay underlay CR network were studied by using the best relay selection
method. In [94], the outage performance of the dual-hop DF CR was investigated
in the presence of a single node at each the source, relay, and destination.
3.1.2 Contributions
In most of the previous studies in the area of UCRN, the outage performance has
been extensively studied for different system models. In addition, few works have in-
vestigated the error probability and/or capacity performance. However, the impact
of the CCI on the UCRN has not been studied. Furthermore, a detailed investi-
gation of the error probability and the capacity performance for the opportunistic
multi-user cooperative CR has not been carried out before. Moreover, the adaptive
power allocation under the total transmission power constraint and the impact of
CCI have not been studied. In fact, the consideration of CCI is indeed necessary
because of the aggressive reuse of frequency channels for high spectrum utilization
in different wireless systems, and the multi-user dual-hop underlay CR network is no
exception. Due to the broadcast nature of wireless signal transmissions, interference
always exists over a wide range of frequency bands in almost all practical wireless
communication systems. For example, interference may come from other authorized
users of the same spectrum, or from other frequency channels injecting energy into
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the channel of interest [70].
The contributions of this chapter can be seen as:
• Consideration of the following network conditions in the performance investiga-
tion for the secondary network: CCI, secondary transmission power constraint,
interference power constraint, and the AWGN.
• Expression derived for the CDF of the per-hop equivalent SINR.
• Derivation of exact and closed-form expressions for both the OP and AEP,
and examining their performance behaviour.
• Investigation of the system EC.
• Study of the performance of the secondary network where a multi-user at the
destination is considered.
• Examination of the benefit of considering adaptive power allocation instead of
equal power allocation.
3.1.3 Chapter Organization
First, the system model is described and mathematically represented. Then, the
per-hop equivalent SINR is obtained. In addition, the statistical distributions are
derived and discussed. Furthermore, the exact expressions for the OP, AEP and the
system EC are obtained. Then, approximate expressions for the OP and the AEP are
derived. Moreover, the advantage of optimal power allocation is investigated. Some
numerical and simulation examples are also provided to support the derived results
and show the cognitive radio performance. Finally, the summary and conclusions
regarding this chapter are provided.
3.2 System Model
In the following sections, the network components are described. Then, mathemat-
ical representations of the received signals are presented and the formulas for the
equivalent SINRs are obtained. In addition, the multi-destination user scenario is
discussed and the mathematical equations for this scenario are provided.
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Figure 3.1: The general system model used for analysis.
3.2.1 Network Description
Fig. 3.1 shows the system model under consideration. It is considered that the
cognitive network consists of a source node (S), a relay node (R), a destination user
(D), and a single primary user node. In addition, all the nodes in the system are
equipped with a single antenna and operate in a half-duplex mode. Furthermore,
the relay node operates based on the decode-and-forward protocol. In the system
model, it is assumed that the impact of the primary transmitter on the secondary
network in this specific cell is neglected. One of the possible examples of this system
model is when the same network provider controls both primary and secondary
nodes, where the level of interference with the secondary users can be controlled
within a reasonable range. This can be obtained by managing the nodes according
to their position, or it could be possible to interpret the interference as a further
addition to the existing noise level at the secondary user receiver [62]. Moreover,
the impact of other transmitter nodes in the neighbouring cells cannot be ignored.
The interference from outside of the considered cell is regarded as the CCI, which
is unavoidable in almost all wireless communication networks. Another possible
example of the system model is to represent the impact of the primary transmitter
and the other surrounding transmitter nodes as the CCI. This is due to the fact
that the CCI could be from any other frequency channels injecting energy into the
channel of interest. Furthermore, LR is the total number of interferers that affect the
relay node, and LD denotes the total number of interferers that affect the destination
user node.
In addition, it is assumed that there is no direct link between the secondary
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source and destination nodes [53], (i.e., the communication is performed through
the relay node only). Moreover, Imax is defined as a threshold interference value,
which is the maximum tolerance of interference that the secondary transmitter nodes
can produce at the primary receiver node [70,95]. The channels in the dual-hop com-
munication are assumed to be affected by independent non-identical slow Rayleigh
fading channels. h and g are the desired channel coefficients between the secondary
source-relay and secondary relay-destination nodes, respectively, and fsp and frp are
the interference channel coefficients between secondary source-primary receiver and
secondary relay-primary receiver, respectively. Therefore, the corresponding chan-
nel power gains can be represented as |h|2, |g|2, |fsp|2, and |frp|2 that follow the
exponential distribution with mean powers of σ2h, σ
2
g , σ
2
fsp
and σ2frp , respectively. As
stated before, the transmission power constraint on the secondary transmitter nodes
is also considered. For example, Ps represents the maximum power that the sec-
ondary source can achieve. Similarly, Pr is the maximum power that the secondary
relay can use.
3.2.2 Mathematical Representation
In a dual-hop decode-and-forward relay protocol, the transmission is performed
within two phases (i.e., time slots). In the first phase of transmission, the source
node transmits the intended message signal to the relay node using its permitted
power. Therefore, the received signal at the relay can be represented as:
yr =
√
Eushx+
√
EIR
LR∑
j=1
qjxj + nr, (3.1)
where Eus = min
(
Imax
|fsp|2 , Ps
)
is the actual transmission power at the source node,
i.e., permitted transmission power. x is the transmitted signal with unit energy.
EIR is the interference power at the relay node, qj is the fading channel coefficient
between the jth interferer and the relay, xj is the j
th interferer signal, and nr is the
AWGN at the relay node that has a power spectral density (PSD) of N0.
In the second phase of transmission, the relay node will decode the received
message from the source node. Then, the relay will encode and forward it to the
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destination user. The received signal at the destination user has the following form:
yD =
√
Eurgxˆ+
√
EID
LD∑
i=1
pixi + nd, (3.2)
where Eur = min
(
Imax
|frp|2 , Pr
)
is the actual transmission power at the relay node. xˆ
is the transmitted signal from the relay node. EID is the interference power at the
destination user node, pi is the fading channel coefficient of the i
th interferer, xi is
the ith interferer signal, and nd represents the AWGN at the destination user that
has a PSD of N0.
Thus, the instantaneous effective SINR at the input of the relay and destination
node can be respectively expressed as:
γeffh =
γh
1 +
∑LR
j=1 IRj
, (3.3)
and
γeffg =
γg
1 +
∑LD
i=1 IDi
, (3.4)
where γh = min
(
Imax
|fsp|2 , Ps
)
|h|2/N0 and γg = min
(
Imax
|frp|2 , Pr
)
|g|2/N0 are the in-
stantaneous SNR at the relay and destination user nodes, respectively, IRj, (j =
1, 2, · · · , LR) and IDi, (i = 1, 2, · · · , LD) are the instantaneous INR at the relay and
destination nodes, respectively. The instantaneous INRs IRj and IDi are RVs which
follow the exponential distribution with mean values of I¯R and I¯D, respectively.
Furthermore, it is well-known that the sum of identically exponential RVs can be
represented by a gamma distribution.
In the considered system model, it is assumed that the CCI sources are far
enough from the relay and destination nodes, so that even though the CCI sources
are randomly distributed geographically, the distance from the interferers to the
relay and the destination nodes can be assumed to be the same. Therefore, it can
be assumed that the received interference signals at the relay and destination nodes
are identical in terms of the average energy [96,97]. This example can be observed in
a conventional cellular network with a deterministic number of nodes, in which it is
reasonable to assume all the nodes will receive interference from an equal number of
nodes [84,96]. It is worth mentioning that the derivations in this work are based on
34
3.3 Statistical Derivations
average values rather than instantaneous values. Finally, the dual-hop end-to-end
equivalent SINR can be obtained as [98,99]:
γe2eeq = min
(
γeffh , γ
eff
g
)
. (3.5)
3.2.3 Multi-Destination User Scenario
Let it be assumed that there are K destination users that are distributed in a homo-
geneous environment. Therefore, it can be assumed that the channels between the
relay node and K destination users are affected by the independent and identically
distributed Rayleigh fading channels [96, 100]. In this scenario, the received signal
at any of the destination users can be written as:
yDk =
√
Eurgkxˆ+
√
EIDk
LD∑
i=1
pkixki + ndk , (3.6)
where the subscript k represents any particular user at the destination among K
users. Opportunistic scheduling [96, 100–103] is a technique of choosing one node,
that has the highest instantaneous SINR value, out of many possible nodes. In this
scenario, it can be achieved by selecting the destination user with the highest in-
stantaneous SINR among K destinations, at any particular point in time. Using the
above definition, the highest instantaneous SINR of the selected user, i.e., strongest
user, denoted as γg∗ can be obtained as [96,100]:
γg∗ = min
(
Imax
N0|frp|2 ,
Pr
N0
)
max
k=1,··· ,K
{ |gk|2
1 +
∑LD
i=1 IDki
}
. (3.7)
Finally, the end-to-end opportunistic SINR denoted as γoppeq , is determined by [98,99]:
γoppeq = min
(
γeffh , γg∗
)
. (3.8)
3.3 Statistical Derivations
In this section, the per-hop and end-to-end CDFs of the SINR of the secondary
network are derived. In a dual-hop DF cooperative communication, the CDF of the
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end-to-end SINR named as Fγ2e2eq (γ) can be expressed as [69]:
Fγ2e2eq (γ) = 1−
(
1− Fγeffh (γ)
)(
1− Fγeffg (γ)
)
, (3.9)
where Fγeffh (γ) and Fγeffg (γ) represent the CDFs of γ
eff
h and γ
eff
g , respectively. Further-
more, for the scenario of multi-user destination nodes, the CDF of the end-to-end
opportunistic SINR, i.e., Fγoppeq (γ), can be obtained by employing Fγg∗ (γ) instead of
Fγeffg (γ) in (3.9), where Fγg∗ (γ) is the CDF of the SINR received at the terminal of
the selected user. In the sections below, the derivation steps will be provided to
obtain the per-hop CDFs.
• Determining Fγeffh (γ):
The first hop CDF is derived as follows:
Corollary 1: The equivalent CDF of the first hop SINR can be written as
in (3.10).
Fγeffh (γ) =1−
[
e
− γ
Psσ
2
h
( Psσ2h
Psσ2h + γI¯R
)LR(
1− e
− Imax
Psσ
2
fsp
)
+
(Imaxσ2h + γσ2fsp
γI¯Rσ2fsp
)LR( Imaxσ2h
Imaxσ2h + γσ
2
fsp
)
e
Imaxσ
2
h+γσ
2
fsp
γI¯Rσ
2
fsp ×
Γ
(
1− LR, (
Imaxσ
2
h + γσ
2
fsp
γI¯Rσ2fsp
)(
Psσ
2
h + γI¯R
Psσ2h
)
)]
. (3.10)
Proof: See Appendix 3.7.1. 
The second hop CDF Fγeffg (γ) has a similar formula to Fγeffh (γ). It can be
expressed by replacing σ2h, σ
2
fsp
, LR and I¯R in (3.10) with σ
2
g , σ
2
frp
, LD and I¯D,
respectively.
• Determining Fγg∗(γ):
Using quite similar steps, the CDF of γg∗ can be written as in (3.12). Bearing
in mind that for this part, different notations corresponding to the second hop
entities should be used. Moreover, the CDF of the maximum SINR out of K
users should be used, i.e., max
k=1,··· ,K
{ |gk|2
1+
∑LD
i=1 IDki
}
, which can be expressed as:
F
max
k=1,··· ,K
{ |gk|2
1+
∑LD
i=1
IDki
}(γ) = [1− e− γσ2g ( σ2g
σ2g + γI¯D
)LD]K
(3.11)
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Fγg∗(γ) =1−
K∑
n=1
(
K
n
)
(−1)n+1
[
e
− nγ
Prσ
2
g
( Prσ2g
Prσ2g + γI¯D
)nLD(
1− e
− Imax
Prσ
2
frp
)
+
( Imaxσ2g
Imaxσ2g + nγσ
2
frp
)(Imaxσ2g + nγσ2frp
γI¯Dσ2frp
)nLD
e
Imaxσ
2
g+nγσ
2
frp
γI¯Dσ
2
frp ×
Γ
(
1− nLD, (
Imaxσ
2
g + nγσ
2
frp
γI¯Dσ2frp
)(
Prσ
2
g + γI¯D
Prσ2g
)
)]
. (3.12)
After deriving the per-hop CDFs, i.e., Fγeffh (γ), Fγeffg (γ), and Fγg∗(γ), the end-
to-end equivalent CDF can be obtained by substituting the derived per-hop
CDFs into (3.9).
3.4 Performance Evaluation
In the following sections, mathematical expressions for evaluating the performance of
the secondary network are derived. First, formulas for the OP and AEP are obtained.
Then, approximate equations for assessing the OP and AEP are derived. In addition,
an expression for determining the EC of the secondary network is derived. Finally,
optimum power allocation is investigated in order to enhance the overall performance
of the cognitive radio network.
3.4.1 Exact Outage Probability
The OP is defined as the probability that the equivalent SINR is below a predefined
threshold value. From the definition of the CDF in (2.1), the OP can be easily
obtained from the previous calculated equivalent CDF by replacing the variable γ
with γth:
Pout(γth) = Pr
(
γe2eeq ≤ γth
)
= Fγe2eeq (γth). (3.13)
From the above formula, it can be observed how important it is for the CDF to be
known for evaluating the network performance.
3.4.2 Average Error Probability
The AEP performance can be investigated via different approaches. For example,
CDF or PDF can be used to investigate this performance indicator. By observing
the derived per-hop CDFs, it can be deduced that using the CDF approach for this
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investigation could be more mathematically convenient. Thus, the expression for
the AEP can be obtained using the following formula [84]:
P¯b =
a
2
√
b
pi
∞∫
0
exp (−bx)√
x
Fγeq(x) dx, (3.14)
where a and b are arbitrary constants depending on the modulation schemes, e.g.
QPSK: a = 2 and b = 0.5 [70]. The AEP for the first and second hop, P¯ srb , and
P¯ rdb can be obtained by substituting the derived corresponding CDFs i.e., Fγeffh (z),
Fγeffh (z), and/or Fγg∗(z) into (3.14). Finally, the end-to-end AEP can be calculated
using the following equation [90]:
P¯ e2eb = P¯
sr
b + P¯
rd
b − 2
(
P¯ srb P¯
rd
b
)
. (3.15)
To calculate the per-hop error probability, the following theorem is proposed:
Theorem 1: The aim is to represent the per-hop equivalent CDFs for both first
and second hops in a simpler form which are more convenient mathematically, so
that further investigation of the system performance can be carried out. First, the
following notations are employed for both hops to make the formulas more tractable
mathematically.
First hop CDF notations:
Υ1 =
(
1− e
− Imax
Psσ
2
fsp
)(Psσ2h
I¯R
)LR
, (3.16a)
Υ2 =
(
Imaxσ
2
h
σ2fsp
)(
Psσ
2
h
I¯R
)LR
e
− Imax
Psσ
2
fsp , (3.16b)
α = Psσ
2
h, (3.16c)
β =
Psσ
2
h
I¯R
. (3.16d)
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Second hop opportunistic CDF notations:
Υ3 =
(
1− e
− Imax
Prσ
2
frp
)(Prσ2g
I¯D
)nLD
, (3.17a)
Υ4 =
(
Imaxσ
2
g
nσ2frp
)(
Prσ
2
g
I¯D
)nLD
e
− Imax
Prσ
2
frp , (3.17b)
δ =
Prσ
2
g
n
, (3.17c)
η =
Prσ
2
g
I¯D
. (3.17d)
Then, the tight approximate per-hop equivalent CDF of the first and second hops
can be written as in (3.18) and (3.19), respectively. It is worth mentioning that these
notations have been carefully chosen so that the first and second hop equations look
similar in structure. However, the notations for each hop are different; therefore,
the same procedure of derivation can be applied to the error probability and EC for
one hop to the other with the condition of replacing the notations that have been
defined for a particular hop.
Proof: See Appendix 3.7.2. 
F app
γeffh
(z) ≈ 1− e− zα
[
Υ1
(β + z)LR
+
Υ2
(β + z)LR−1 × (Λ1 + z)× (Λ2 + z)
]
. (3.18)
F appγg∗ (z) ≈ 1−
K∑
n=1
(
K
n
)
(−1)n+1e− zδ
[
Υ3
(η + z)LD
+
Υ4
(η + z)LD−1 × (Λ3 + z)× (Λ4 + z)
]
.
(3.19)
It is worth noting that the proposed tight approximation does not have a significant
impact on the analytical calculations and gives quite accurate results, especially for
the case of (Imax ≥ Ps and Pr). It is obvious that in the case when Imax < Ps and Pr,
i.e., Imax dominant system, the secondary transmitters cannot take full advantage of
their transmission power limits, and in this case a performance saturation is expected
in the system performance. The accuracy of the proposed tight approximation can be
observed later from the Monte Carlo simulations and numerical results. For instance,
in Fig. 3.2, the OP has been plotted using the derived tight approximate CDF
equations. It can be observed that the proposed tight approximation gives quite
accurate results in comparison to the exact results. In addition, the approximation
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has been applied only to one term in the CDF formula. Moreover, Table 3.1 has
been constructed in Appendix 3.7.2 for the purpose of comparison between the exact
and tight approximate values of the exponential integral function terms that have
been proposed in the CDF formula.
1. Average error probability for the first hop:
The first hop AEP is derived as follows.
Corollary 2: The first hop AEP can be obtained as in (3.20), where U(a, b, z)
is the confluent hypergeometric function defined in [80, eq. (13.2.5)], and
erfc(·) is the complementary error function defined in [83, eq. (7.2.2)]. More-
over, the values of λ1i , λ2, and λ3 are calculated by using the equations given
in (3.21a), (3.21b) , and (3.21c) respectively.
P¯ srb =
a
2
− a
2
√
b
[
Υ1β
1
2
−LRU
(
1
2
,
3
2
− LR, β
(
b+
1
α
))
+ Υ2
{
LR−1∑
i=1
λ1iβ
1
2
−i
U
(
1
2
,
3
2
− i, β
(
b+
1
α
))
+ λ2
√
pi
Λ1
e(b+
1
α)Λ1 erfc
(√(
b+
1
α
)
Λ1
)
+ λ3
√
pi
Λ2
e(b+
1
α)Λ2 erfc
(√(
b+
1
α
)
Λ2
)}]
. (3.20)
λ1i =
1
(LR − 1− i)!
∂LR−1−i
∂zLR−1−i
1
(Λ1 + z) (Λ2 + z)
∣∣∣∣
z=−β
, (3.21a)
λ2 = (β − Λ1)1−LR (Λ2 − Λ1)−1 , (3.21b)
λ3 = (β − Λ2)1−LR (Λ1 − Λ2)−1 . (3.21c)
Proof: See Appendix 3.7.3. 
2. Average error probability for the second hop:
The same procedure as for the first hop can be repeated to derive the AEP
of the second hop. The only difference is that the tight approximate CDF
for the second hop that was derived in (3.19) should be used. Therefore, the
derivation steps have been omitted.
Finally, the end-to-end AEP can be calculated by substituting the calculated
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per-hop AEP into (3.15).
3.4.3 Approximate Outage Probability and Average Error
Probability
Although the expression for Fγe2eeq (γ) allows numerical evaluation of the system out-
age performance, it may not be computationally intensive and does not offer an
insight into the effect of the system parameters. Now, the aim is to express Fγe2eeq (γ)
and P¯b in simpler forms. In order to get more accurate results, the exponential
integral function is represented in more detailed terms. This can be obtained by
using [80, eq. (5.1.14)].
It is widely known that the asymptotic error probability can be derived based
on the behaviour of the CDF of the output SINR around the origin [100, 104]. By
using Taylor’s series and considering Ps, Pr < Imax, the end-to-end OP, Pout(γth),
can be rewritten as:
Pout(γth) ≈
((
1 + LRI¯R
)
Psσ2h
+
σ2fsp
Imaxσ2h
e
− Imax
Psσ
2
fsp +
(
1 + LDI¯D
)
Prσ2g
+
σ2frp
Imaxσ2g
e
− Imax
Prσ
2
frp
)
γth.
(3.22)
Therefore, the AEP can be written as:
P¯b ≈ a
4b
((
1 + LRI¯R
)
Psσ2h
+
σ2fsp
Imaxσ2h
e
− Imax
Psσ
2
fsp +
(
1 + LDI¯D
)
Prσ2g
+
σ2frp
Imaxσ2g
e
− Imax
Prσ
2
frp
)
. (3.23)
Moreover, for the scenario of a multi-destination user, the asymptotic opportunistic
equivalent CDF can be expressed as:
P oppout (γth) ≈
((
1 + LRI¯R
)
Psσ2h
+
σ2fsp
Imaxσ2h
e
− Imax
Psσ
2
fsp
+
K∑
n=1
(
K
n
)
(−1)n+1
(
n
(
1 + LDI¯D
)
Prσ2g
+
nσ2frp
Imaxσ2g
e
− Imax
Prσ
2
frp
))
γth. (3.24)
From (3.24), the diversity gain of the secondary network can be inspected. According
to [104], at the high SNR regime, the OP formula can be written as:
Pout ≈ (Ocγ)−Gd , (3.25)
41
3.4 Performance Evaluation
where Gd, and Od are the diversity gain and coding gain, respectively. Now by
comparing (3.24) with (3.25) it can be seen that the Gd = 1. The result in (3.24)
confirms that opportunistic SNR-based selection has no impact on the diversity gain.
However, by inspecting (3.24), it can be seen that the effect of opportunistic SNR-
based selection is to increase the array gain [100]. Furthermore, the performance
for a multi-user destination, i.e., K > 1, is dominated by S − R channel. Note
that when Imax → ∞, the same widely known asymptotic expression for ordinary
dual-hop DF networks can be obtained which partially validates the derived results.
3.4.4 Ergodic Capacity
Another important performance indicator for the wireless communication network
is the EC [49]. It can be defined as the maximum capacity data rate that the
system can achieve. To assess the CR network capacity, it is important to know the
achievable throughput of the system. The EC can be obtained mathematically by
averaging the instantaneous mutual information, from the transmitter node to the
receiver node, over the distribution of the equivalent SNR. Furthermore, it can be
calculated by using the equivalent CDF of the system [49] and can be represented
as:
Cerg =
∞∫
0
F¯γeq(x)
1 + x
dx, (3.26)
where F¯γeq(x) is the complementary CDF. Then, the end-to-end EC can be obtained
by using the following formula:
Ce2eerg =
1
2
min
(
Csrerg, C
rd
erg
)
, (3.27)
where Csrerg and C
rd
erg are the ergodic capacities of the first and second hop, respec-
tively. Furthermore, 1
2
comes from the fact that the transmission in a dual-hop
cooperative network is performed within two time slots, which means the overall
bandwidth should be divided by the number of hops in the network. In the section
below, the EC for the second hop, in the scenario of a multi-destination user, is
derived.
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Corollary 3: The opportunistic second hop EC formula can be expressed as in
(3.28).
Proof: See Appendix 3.7.4. 
Cg
∗
erg =
K∑
n=1
(
K
n
)
(−1)n+1
{
Υ3
[
nLD∑
r3=1
ωg1r3η
1−r3e
η
δEr3
(η
δ
)
+ ωg2e
1
δE1
(
1
δ
)]
+ Υ4
[
nLD−1∑
r4=1
ωg3r4η
1−r4e
η
δEr4
(η
δ
)
+ ωg4e
1
δE1
(
1
δ
)
+ ωg5e
Λ3
δ E1
(
Λ3
δ
)
+ ωg6e
Λ4
δ E1
(
Λ4
δ
)]}
. (3.28)
In (3.28), E1(x) is the exponential integral function defined in [83, eq. 6.2.6]. Fur-
thermore, the values of ωg1r3 , ωg2, ωg3r4 , ωg4, ωg5, and ωg6 are calculated by using
(3.29a), (3.29b), (3.29c), (3.29d), (3.29e), and (3.29f), respectively.
ωg1r3 =
1
(nLD − r3)!
∂nLD−r3
∂znLD−r3
(1 + z)−1
∣∣∣∣
z=−η
, (3.29a)
ωg2 = (η − 1)−nLD , (3.29b)
ωg3r4 =
1
(nLD − 1− r4)! ×
∂nLD−1−r4
∂znLD−1−r4
(Λ3 + z)
−1 (Λ4 + z)
−1
(1 + z)
∣∣∣∣
z=−η
, (3.29c)
ωg4 = (η − 1)1−nLD (Λ3 − 1)−1 (Λ4 − 1)−1 , (3.29d)
ωg5 = (η − Λ3)1−nLD (1− Λ3)−1 (Λ4 − Λ3)−1 , (3.29e)
ωg6 = (η − Λ4)1−nLD (1− Λ4)−1 (Λ3 − Λ4)−1 . (3.29f)
For the first hop EC formula, the derived tight approximate first hop complementary
CDF is substituted (i.e., F app
γeffh
(z)) from (3.18) into (3.26). Then, an integral formula
that has two main parts is obtained. It can be observed that these two parts are
quite similar to the two parts in the second hop EC formula that is derived in
Appendix 3.7.4, it is only required to replace δ, η, Λ3, Λ4, Υ3, and Υ4 with α, β,
Λ1, Λ2, Υ1, and Υ2, respectively.
3.4.5 Optimum Power Allocation
In previous sections it has been shown that only for a single user destination scenario,
both source-relay and relay-destination channels have the same impact. Therefore,
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a single user scenario for the calculation of the optimum power calculation is the
focus of this section. In this section, with the aim of improved system performance,
adaptive power allocation subject to a sum power constraint is studied, i.e., Ps +
Pr = Pt, where Pt is the total given power. The optimization problem can be
formulated as:
P ∗s , P
∗
r = arg min
Ps,Pr
P¯b,
subject to : Ps + Pr = Pt, and Ps, Pr > 0. (3.30)
By taking the second derivative of P¯b in (3.23) with respect to Ps, it is easy to
see that ∂2P¯b/∂P
2
s is positive in the interval Ps ∈ {0, Pt}. This implies that the
objective function is a strictly convex function of Ps in {0, Pt}. Hence, taking the
first derivative of P¯b in (3.23) with respect to Ps and setting it to zero, the optimal
power allocation solution can be found. Specifically, the optimal source power P ∗s is
the root of the following equation:
1 + LDI¯D − e
− Imax
(Pt−Ps)σ2frp
σ2g(Pt − Ps)2
=
1 + LRI¯R − e
− Imax
Psσ
2
fsp
P 2s σ
2
h
. (3.31)
The optimal relay power is given by P ∗r = Pt − P ∗s . It is difficult to find a closed-
form expression for the optimal source power, P ∗s . However, a numerical solution can
be found by using standard iterative root-finding algorithms, such as the Bisection
method and Newton’s Method, with great efficiency. However, if it is assumed
Ps, Pr << Imax [49] and after some mathematical manipulations, the closed-form
expressions for these optimal power values can be found as:
P ∗s ≈
[ √
σ2g
(
1 + LRI¯R
)√
σ2g
(
1 + LRI¯R
)
+
√
σ2h
(
1 + LDI¯D
)
]
Pt, (3.32a)
and
P ∗r ≈
[ √
σ2h
(
1 + LDI¯D
)√
σ2h
(
1 + LDI¯D
)
+
√
σ2g
(
1 + LRI¯R
)
]
Pt. (3.32b)
In previous optimal power calculations, both optimally calculated powers, P ∗s and
P ∗r should satisfy the criteria of the protection of the QoS of the primary receiver.
For example, the actual transmission power at the secondary source node should
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Figure 3.2: Outage probability for different numbers of destination users.
satisfy the following criteria: Eus = min
(
Imax
|fsp|2 , P
∗
s
)
. Similarly, for the optimal
power at the relay node, the actual relay transmission power should satisfy this
criteria: Eur = min
(
Imax
|frp|2 , P
∗
r
)
. Therefore, a guarantee of protection of the QoS of
the primary user should always be provided.
In the scenario where any of the calculated optimal power values is above the
interference power constraint (i.e., Imax dominates the transmission power limits), a
performance saturation occurs in the secondary system performance results. This is
due to the fact that the secondary transmitters cannot take full advantage of their
transmission power limits.
Finally, it is worth mentioning that although numerical calculation is at the
source, the complexity of the proposed algorithm is very low, since the computations
are needed only once for each system configuration. This is due to the fact that the
analysis in this thesis is based on average values rather than the instantaneous values
which, in practice, can be obtained through long-term averaging of the received
signal power.
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3.5 Numerical Results and Discussions
For the purpose of illustration and to validate the derived mathematical works, some
numerical and Monte Carlo simulation examples are presented.
In Fig. 3.2, the OP has been plotted to show the effect of the opportunistic
SNR-based selection. The CCI powers are set as I¯R = 3 dB, and I¯D = 2 dB,
and LR = LD = 2. It can be observed that the opportunistic SNR-based selection
has less impact on the system performance when K > 1 due to the fact that the
source-relay link will dominate the performance characteristic.
Fig. 3.3 shows the OP for different values of Imax. The network parameter values
for this figure are chosen as: SNR threshold is 1 dB, and the CCI powers I¯R, and
I¯D are 0.01 of the effective or actual transmission powers at the secondary source
and relay node, (i.e., Eus and Eur) and LR = LD = 2. It can be observed that even
if there is no interference power constraint, i.e., Imax →∞, there is an outage floor.
This is because of the linear increase of the CCI power with respect to the effective
transmission powers at the source and relay nodes. From this, it can be seen how
the CCI power degrades the performance of the system.
Fig. 3.4 shows the EC for different Imax, K, and CCI powers. The network
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Figure 3.4: The ergodic capacity for different values of Imax, K and CCI power.
parameter values for this figure are chosen as: the CCI exists at the relay and the
destination nodes where LR = LD = 2, and also for the case where there is no
CCI and Imax. From the results, it can be deduced that both the CCI and Imax
will degrade the system capacity performance. For example, for a single destination
user K = 1, when both Imax and CCI have impact on the secondary network,
i.e., Imax = 15 dB and I¯R = I¯D = 0.01× Eus, Eur, the capacity saturation occurs
at 30 dB and the performance cannot improve better than 2.05 bits/sec/Hz even
when the transmission power is further increased. However, when these performance
limitations are not present it is possible to reach 3.25 bits/sec/Hz at 30 dB.
Fig. 3.5 shows the error probability versus the total transmission power for dif-
ferent Imax and K. The network parameter values for this figure are chosen as: the
CCI powers I¯R, and I¯D which have fixed values and also linearly increase with the
effective transmission powers by the ratio of 0.01, and LR = 3, LD = 1. From the
figure, it can be seen that higher Imax will lead to better performance. In addition,
the error floor in this case is due to both Imax and CCI. Moreover, in a specific
region, even for a high value of Imax, an error floor can be observed which is due to
the CCI power.
For the purpose of only showing the impact of the CCI power on the error
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Figure 3.5: Error probability for different values of Imax and K.
probability performance of the CR network, Fig. 3.6 has been plotted, which is the
error probability versus the total transmission power for different CCI powers. The
network parameter values for this figure are chosen as: K = 2, LR = 2, LD = 3 and
Imax > Ps, Pr. In this case, the error floor is completely due to the impact of CCI
power. For example, when the rate of increase of the CCI power with respect to the
effective secondary transmission powers is 0.05, the error performance saturates at
0.11, which means that the error probability performance cannot improve further,
even if the transmission power increases.
In Fig. 3.7, the error probability performance of the optimal power allocation in
comparison with the equal power allocation for the case when K = 1 for different
CCI powers and Imax has been depicted. With the help of (3.31), and by using the
Bisection method, the optimal powers P ∗s and P
∗
r have been calculated. It can be
observed that the optimal power allocation leads to an improved performance in
comparison with the equal power allocation. Moreover, when Imax limits the sec-
ondary transmission power and the CCI power is relatively high, the improvement in
the error performance due to the optimal power allocation scheme is less significant.
48
3.6 Conclusion
SNR (dB)
0 5 10 15 20 25 30 35 40
Er
ro
r P
ro
ba
bi
lity
10-3
10-2
10-1
100
I¯R = I¯D = 0.05, 0.01, and 0.001 of the
secondary effective transmission powers
Analytical
Asymptotic
Simulation
Figure 3.6: Error probability for different values of CCI power.
3.6 Conclusion
In this chapter, a comprehensive study of the performance analysis of the opportunis-
tic dual-hop multi-user DF underlay cognitive cooperative network in the presence
of CCI has been presented. An exact closed-form expression for the CDF of the
equivalent SINR has been derived, and the exact OP has been investigated. In turn,
a tight approximate CDF has been proposed. Based on this, expressions for the AEP
and the system EC over Rayleigh fading channels have been derived. In addition,
simple approximate expressions for the OP and the AEP have been obtained.
Finally, the system power optimization was investigated in order to minimize
the system error probability. Numerical results and Monte Carlo simulations using
Matlab have also been presented to validate the correctness of the analytical results.
The results showed that applying an opportunistic SNR-based selection technique
can improve the CR system performance. On the other hand, CCI and the Imax
consideration will cause its degradation.
It is worth mentioning that the proposed approach can be easily extended to
the multi-hop cognitive cooperative network. For instance, the OP can be obtained
by simply substituting the per-hop results into (8) in [98]. In addition, the error
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Figure 3.7: Performance of optimal power allocation algorithm in comparison to the
equal power allocation.
probability and the EC can be calculated by substituting the per-hop results into
(28), (47) in [62], respectively.
3.7 Appendix
3.7.1 First hop Exact CDF Derivation Steps
Recall that the effective SINR for the first hop can be written as γeffh =
γh
1+
∑LR
j=1 IRj
,
hence considering both source node power constraint and the interference power
constraint, the above formula can be rewritten as:
γeffh = min
(Imax
X
,Ps
)( Y
1 + Z
)
, (3.33)
where X, Y , and Z represent the RVs |fsp|2, |h|2, and
∑LR
j=1 IRj , respectively. Since
all channels have been assumed as the Rayleigh fading distribution, the PDF of
X has an exponential distribution, and is written as fX(x) =
1
σ2fsp
exp
(
− x
σ2fsp
)
.
In addition, the corresponding CDF can be written as FX(x) = 1 − exp
(
− x
σ2fsp
)
.
First, the equivalent CDF of Y
1+Z
is derived. Let W represent the resulting RV of
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this combination W = Y
1+Z
. Therefore, the CDF of W can be written as:
FW (γ) =
∞∫
z=0
FY ((z + 1)γ) fZ(z) dz, (3.34)
where FY (γ) is the CDF of the channel gain between the source and relay node that
can be expressed as FY (y) = 1 − exp
(
− y
σ2h
)
. fZ(z) is the PDF of RV
∑LR
j=1 IRj
which can be expressed as fZ(z) =
zLR−1
I¯
LR
R Γ(LR)
exp
(
− z
I¯R
)
, where I¯R is the average
INR. Bearing in mind that the sum of i.i.d. exponential RVs is a chi-square, which
follows the gamma distribution [76, p. 18]. By substituting both formulas of FY (y)
and fZ(z) into (3.34) the CDF of RV W can be obtained:
FW (γ) = 1− e
− γ
σ2
h
( σ2h
σ2h + γI¯R
)LR
. (3.35)
Furthermore, the CDF of γeffh can be represented by:
Fγeffh (γ) = Pr
(
γeffh ≤ γ
)
. (3.36)
Then, with the help of the total probability theorem, the CDF of Fγeffh (γ) can be
expressed by the following formula:
Fγeffh (γ) = Pr
(Imax
X
W ≤ γ, Imax
X
< Ps
)
+ Pr
(
PsW ≤ γ, Imax
X
> Ps
)
. (3.37)
The above formula can be represented in terms of the integrals:
Fγeffh (γ) =
∞∫
x= Imax
Ps
γx
Imax∫
y=0
fX(x)fW (y) dx dy +
Imax
Ps∫
x=0
γ
Ps∫
y=0
fX(x)fW (y) dx dy
= I1 + I2. (3.38)
The second part of the above integrals, (i.e., I2) can easily be obtained as:
I2 =
(
1−
(
σ2h
I¯R
)LR e− γPsσ2h(
σ2h
I¯R
+ γ
Ps
)LR
)(
1− e
− Imax
Psσ
2
fsp
)
. (3.39)
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Moreover, the first part, (i.e., I1) can be written as:
I1 =
∞∫
x= Imax
Ps
1
σ2fsp
e
− x
σ2
fsp ×
(
1−
(
σ2h
I¯R
)LR e− γxImaxσ2h(
σ2h
I¯R
+ γx
Imax
)LR
)
dx, (3.40)
After some rearrangements, the above formula can be written as:
I1 = e
− Imax
Psσ
2
fsp −
(
Imaxσ
2
h
γI¯R
)LR 1
σ2fsp
∞∫
x= Imax
Ps
e
−x
(
γ
Imaxσ
2
h
+ 1
σ2
fsp
)
(
Imaxσ2h
γI¯R
+ x
)LR dx. (3.41)
Now, let t =
Imaxσ2h
γI¯R
+ x, therefore, the following expression can be obtained:
I1 =e
− Imax
Psσ
2
fsp −
(
Imaxσ
2
h
γI¯R
)LR 1
σ2fsp
e
( γσ2fsp+Imaxσ2h
Imaxσ
2
h
σ2
fsp
)(
Imaxσ
2
h
γI¯R
)
×
∞∫
t= Imax
Ps
+
Imaxσ
2
h
γI¯R
e
−t
( γσ2fsp+Imaxσ2h
Imaxσ
2
h
σ2
fsp
)
tLR
dt. (3.42)
Next, the variable in the above integral is changed so that s = t
(γσ2fsp+Imaxσ2h
Imaxσ2hσ
2
fsp
)
. After
this substitution and by doing some straightforward mathematical manipulation
and comparing the obtained formula with [83, eq. (5.2.1)]), the desired formula can
obtained as:
I1 =e
− Imax
Psσ
2
fsp −
( Imaxσ2h
Imaxσ2h + γσ
2
fsp
)(Imaxσ2h + γσ2fsp
γI¯Rσ2fsp
)LR
e
Imaxσ
2
h+γσ
2
fsp
γI¯Rσ
2
fsp ×
Γ
(
1− LR,
(
γI¯R + Psσ
2
h
)(
γσ2fsp + Imaxσ
2
h
)
γσ2fspPsσ
2
hI¯R
)
. (3.43)
Finally, an exact equivalent CDF expression for the first hop equivalent SINR (i.e.,
Fγeffh (γ)), can be obtained by combining both parts I1, and I2, which can be repre-
sented as in (3.10).
3.7.2 Proof of Theorem 1
The aim of this theorem is to provide a tight approximate representation of the
derived per-hop CDFs, so that further mathematical manipulation can be done on
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them. For example, deriving the error probability and EC formulas. Using [80, eq.
(5.1.45)] the upper incomplete gamma function can be represented in terms of the
exponential integral function as follows:
Γ (1− n, x) = x1−nEn(x), (3.44)
where En(x) is the exponential integral function defined in [83, eq. (8.19.2)]. After
this substitution, the CDF of the first hop can be written as in (3.45).
Fγeffh (z) = 1−
[
e
− z
Psσ
2
h
( Psσ2h
Psσ2h + zI¯R
)LR(
1− e
− Imax
Psσ
2
fsp
)
+ e
Imaxσ
2
h+zσ
2
fsp
zI¯Rσ
2
fsp
( Imaxσ2h
zI¯Rσ2fsp
)
ELR
(Imaxσ2h + zσ2fsp
zI¯Rσ2fsp
Psσ
2
h + zI¯R
Psσ2h
)( Psσ2h
Psσ2h + zI¯R
)LR (Psσ2h + zI¯R
Psσ2h
)]
.
(3.45)
According to [83, eq. (8.19.21)], the exponential integral function can be bounded
as:
1
x+ n
< exEn(x) ≤ 1
x+ n− 1 . (3.46)
Furthermore, the following approximation for the exponential integral function is
applied:
En(x) ≈ e
−x
x+ n
, (3.47)
The next step is to substitute the notations in (3.16a, 3.16b, 3.16c, and 3.16d) into
the CDF formula in (3.45), then, apply the proposed approximate formula in (3.47).
After doing some mathematical manipulations and rearrangements, the desired and
simpler formula is obtained, which is a tight approximate CDF of the first hop
equivalent SINR, and is represented in (3.18), where Λ1, and Λ2 are obtained by
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using the formulas given in (3.48a, and 3.48b), respectively:
Λ1 =
σ2h
2
[(
PsLR +
Imax
σ2fsp
+
Ps
I¯R
)
+
√(
PsLR
)2
+ 2PsLR
(Imax
σ2fsp
+
Ps
I¯R
)
+
(Imax
σ2fsp
− Ps
I¯R
)2]
,
(3.48a)
Λ2 =
σ2h
2
[(
PsLR +
Imax
σ2fsp
+
Ps
I¯R
)
−
√(
PsLR
)2
+ 2PsLR
(Imax
σ2fsp
+
Ps
I¯R
)
+
(Imax
σ2fsp
− Ps
I¯R
)2]
.
(3.48b)
The same procedure that has been used for the first hop CDF can be repeated for
the opportunistic second hop CDF. Therefore, a tight approximate opportunistic
CDF of the second hop opportunistic equivalent SINR can formulated as in (3.19),
where Λ3, and Λ3 are obtained by using the formulas given in (3.49a, and 3.49b),
respectively:
Λ3 =
σ2g
2
[(
PrLD +
Imax
nσ2frp
+
Pr
I¯D
)
+
√(
PrLD
)2
+ 2PrLD
( Imax
nσ2frp
+
Pr
I¯D
)
+
( Imax
nσ2frp
− Pr
I¯D
)2]
, (3.49a)
Λ4 =
σ2g
2
[(
PrLD +
Imax
nσ2frp
+
Pr
I¯D
)
−
√(
PrLD
)2
+ 2PrLD
( Imax
nσ2frp
+
Pr
I¯D
)
+
( Imax
nσ2frp
− Pr
I¯D
)2]
. (3.49b)
In the numerical and simulation results section, in Fig. 3.2, the OP was plotted
using the derived new expressions for CDF formulas and compared with the exact
results. It can be observed that the proposed tight approximation gives quite accu-
rate results, especially for the higher values of Imax.
In addition, to show the accuracy of the proposed tight approximation numerically,
Table 3.1 has been constructed, which is a comparison between the exact value of the
exponential integral term and its corresponding tight approximated value. It will
explain the tightness of the approximation that has been used in the performance
analysis. For the exact calculation, the value of ezELR(z) has been calculated, where
z = (
Imaxσ2h+γthσ
2
fsp
γthI¯Rσ
2
fsp
)(
Psσ2h+γthI¯R
Psσ2h
). Furthermore, the following values are assumed for
the entities: σ2h = 2.2, σ
2
fsp
= 0.7, I¯R = 3dB, LR = 2, and γth = 2 dB. Moreover,
for the tight approximate calculation, the value of 1
LR+z
has been determined. The
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calculations have been made for different values of Imax in dB and Ps.
Table 3.1: Comparison between the exact and approximate representations of the
exponential integral function
Imax
in dB
Ps = 10 dB Ps = 15 dB
Exact Approximate Exact Approximate
4 0.194939388 0.184211969 0.207475405 0.194783537
8 0.104513633 0.102612305 0.112473998 0.110134216
12 0.048781832 0.04856972 0.052923924 0.052654999
16 0.020926427 0.020908823 0.02280764 0.022784929
20 0.008603787 0.008602534 0.009397708 0.009396079
24 0.00347106 0.003470977 0.003794922 0.003794814
28 0.001389295 0.001389289 0.001519509 0.001519502
32 0.000554279 0.000554279 0.000606325 0.000606324
3.7.3 First hop Average Error Probability Derivation Steps
For deriving the AEP, a tight proposed approximated CDF in (3.18) was used. After
substituting (3.18) into (3.14), a formula can be obtained that has three integral
parts. In the sections below, each part will be discussed and/or derived. The first
integral part can be easily obtained by comparing the obtained integral formula
with [83, eq. (5.2.1)]. Bearing in mind that n! = Γ(n− 1) and Γ(1/2) = √pi.
P¯ sr1b =
a
2
√
b
pi
∞∫
0
e−b x√
x
dx =
a
2
, (3.50)
where P¯ sr1b represents the first part of the first hop AEP formula. The second part
of the integral has the following form:
P¯ sr2b = −
a
2
√
b
pi
∞∫
0
e−b x√
x
Υ1
e−
x
α
(β + z)LR
dx, (3.51)
where P¯ sr2b represents the second part of the first hop AEP formula. The variable
in the above integral is exchanged so that t = x
β
, then, after performing some
mathematical arrangements, the following expression can be obtained:
P¯ sr2b = −Υ1
a
2
√
b
pi
β
1
2
−LR
∫ ∞
0
e−tβ(b+
1
α)√
t(1 + t)LR
dt, (3.52)
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using [80, eq. (13.2.5)] the desired formula can be obtained;
P¯ sr2b = −Υ1
a
2
√
bβ−LR+
1
2U
(
1
2
,
3
2
− LR, β
(
b+
1
α
))
. (3.53)
The third part of the integral has the following form:
P¯ sr3b = −Υ2
a
2
√
b
pi
∞∫
0
x−1/2 (β + x)1−LR e−bxe−
x
α
(Λ1 + x) (Λ2 + x)
dx, (3.54)
where P¯ sr3b represents the third part of the first hop AEP formula. For the purpose
of mathematical tractability, and to simplify the above integral, the partial fraction
decomposition technique has been used to represent the integral formula in a simpler
form:
P¯ sr3b = −Υ2
a
2
√
b
pi
∞∫
0
e−x(b+
1
α)√
x
×
[
LR−1∑
i=1
λ1i
(β + x)i
+
λ2
(Λ1 + x)
+
λ3
(Λ2 + x)
]
dx,
(3.55)
where λ1i , λ2, and λ3 are coefficient constants, their values are obtained by the
formulas given in (3.21a, 3.21b, and 3.21c), respectively. Now, the obtained formula
has three parts, which are defined as P¯ sr3b1 , P¯
sr3
b2
, and P¯ sr3b3 . By observing the integral
formula, it can be deduced that the P¯ sr3b1 is quite similar to the formula that was
derived in the previous section (i.e., second part of the error probability formula
P¯ sr2b ). Therefore, it can be written as:
P¯ sr3b1 = −Υ2
a
2
√
b
LR−1∑
i=1
λ1iβ
1
2
−iU
(
1
2
,
3
2
− i, β(b+ 1
α
))
. (3.56)
Moreover, the integral in P¯ sr3b2 can be solved as the following; first, the variable of
the integral is changed so that x = Λ1t
2. After doing this exchange operation and
performing some mathematical arrangements the following formula can be obtained:
P¯ sr3b2 = −
2Υ2λ2√
Λ1
a
2
√
b
pi
∞∫
0
e−(b+
1
α)Λ1t2
(1 + t2)
dt. (3.57)
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By comparing the above formula with the equation in [83, eq. (7.7.1)] the desired
form can be attained:
P¯ sr3b2 = −
a
2
Υ2λ2
√
bpi
Λ1
e(b+
1
α)Λ1erfc
(√(
b+
1
α
)
Λ1
)
. (3.58)
The derivation steps of the integral in P¯ sr3b3 are similar to previous derivations (i.e.,
P¯ sr3b2 ). Therefore, it can be written as:
P¯ sr3b3 = −
a
2
Υ2λ3
√
bpi
Λ2
e(b+
1
α)Λ2erfc
(√(
b+
1
α
)
Λ2
)
. (3.59)
Finally, the AEP for the first hop can be formulated by combining the three derived
parts, and can be written as in (3.20).
3.7.4 Second hop Opportunistic Ergodic Capacity Deriva-
tion Steps
After substituting the derived tight approximate opportunistic second hop comple-
mentary CDF (i.e., F¯ appγg∗ (z)) from (3.19) into (3.26), a EC formula can be obtained
that has two main parts; which can be named as Cg∗erg1 , and C
g∗
erg2
, respectively. In
the sections below, each part will be derived and/or discussed. The first part can
be represented as:
Cg∗erg1 = Υ3
∞∫
0
e−
z
δ
(1 + z) (η + z)nLD
dz, (3.60)
where Cg∗erg1 represents the first part of the second hop opportunistic EC integral
formula. Since it is quite difficult to solve the above integral, it is aimed to represent
it in a simpler form so that it can be manipulated and solved. With the help of partial
fraction decomposition, the above integral can be represented as the following:
Cg∗erg1 = Υ3
∞∫
0
[ Cg∗erg11︷ ︸︸ ︷
nLD∑
r3=1
ωg1r3 e
− z
δ
(η + z)r3
+
Cg∗erg12︷ ︸︸ ︷
ωg2 e
− z
δ
(1 + z)
]
dz, (3.61)
where ωg1r3 , and ωg2 are obtained using the formulas given in (3.29a, and 3.29b),
respectively. For part Cg∗erg11 in (3.61), the variable in the integral is exchanged so
57
3.7 Appendix
that t = 1 + z
η
, therefore after some straightforward mathematical manipulations
the following can be attained:
Cg∗erg11 = Υ3
nLD∑
r3=1
ωg1r3η
1−r3e
η
δ
∞∫
1
e−
η
δ
t
tr3
dt, (3.62)
Now, by comparing the above integral formula with [83, eq. (8.19.3)]), the desired
representation can be achieved:
Cg∗erg11 = Υ3
nLD∑
r3=1
ωg1r3η
1−r3e
η
δEr3
(η
δ
)
. (3.63)
For part Cg∗erg12 in (3.61), the variable in the integral is exchanged so that t = 1 + z.
As a result, the following representation is obtained:
Cg∗erg12 = Υ3ωg2e
1
δ
∞∫
1
e−
z
δ
t
dt, (3.64)
With the help of [83, eq. (8.19.3)]), a desired formula can be obtained:
Cg∗erg12 = Υ3ωg2e
1
δE1
(
1
δ
)
. (3.65)
The second part of the second hop opportunistic EC integral formula can be repre-
sented as:
Cg∗erg2 = Υ4
∞∫
0
e−
z
δ
(η + z)nLD−1 (Λ1 + z) (Λ2 + z)
dz, (3.66)
where Cg∗erg2 represents the second part of the second hop opportunistic EC integral
formula. Similar to the first part of the integral, the partial fraction decomposition
technique is employed to represent the above integral in a simpler form so that
further mathematical manipulations can be done on it:
Cg∗erg2 = Υ4
∞∫
0
[ Cg∗erg21︷ ︸︸ ︷
nLD−1∑
r4=1
ωg3r4 e
− z
δ
(η + z)r4
+
Cg∗erg22︷ ︸︸ ︷
ωg4 e
− z
δ
(1 + z)
+
Cg∗erg23︷ ︸︸ ︷
ωg5 e
− z
δ
(Λ1 + z)
+
Cg∗erg24︷ ︸︸ ︷
ωg6 e
− z
δ
(Λ2 + z)
]
dz, (3.67)
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where ωg3r4 , ωg4, ωg5, and ωg6 are obtained using the formulas given in (3.29c, 3.29d,
3.29e, and 3.29f), respectively. It can be observed that similar integral forms as in
the first part are obtained. Therefore, just the final equations will be written:
Cg∗erg21 = Υ4
nLD−1∑
r4=1
ωg3r4η
1−r4e
η
δEr4
(η
δ
)
, (3.68)
Cg∗erg22 = Υ4ωg4e
1
δE1
(
1
δ
)
, (3.69)
Cg∗erg23 = Υ4ωg5e
Λ1
δ E1
(
Λ1
δ
)
, (3.70)
Cg∗erg24 = Υ4ωg6e
Λ2
δ E1
(
Λ2
δ
)
. (3.71)
Finally, the opportunistic EC for the second hop can be formulated by combining
all derived parts, and it can be written as in (3.28).
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Chapter 4
Performance Analysis of a UCRN
with Consideration of Primary
Network and CCIs
In this chapter, the performance of a multi-hop UCRN is thoroughly assessed. The
co-existence of a primary transceiver and CCI are considered along with an uplink
single-input multiple-output (SIMO) system utilizing selection combining (SC) and
MRC techniques at the receiver nodes. First, the equivalent per-hop SINR for the
UCRN is formulated. Second, the exact CDF and the PDF of the per-hop SINR
are derived and discussed. Furthermore, to provide more insights about network
parameters, approximate expressions exhibiting reduced complexity for the per-hop
equivalent CDF are derived.
From the resulting CDF, the exact outage performance of the CR network is
thoroughly assessed. In addition, mathematical formulas are derived for the AEP
and system EC. Finally, the derived analytical expressions are validated by present-
ing numerical and simulation results for different network parameters. The results
show that several factors contribute to the degradation of the system performance,
namely the interference power constraint, the primary transmitter power and the
presence of CCI, especially in the case where the CCI increases linearly with the
secondary transmission powers.
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4.1 Introduction
It is well-known that employing a multi-antenna scheme in a wireless communication
network has the advantage of the improvement in the system performance, such as
better spectral and power efficiency [93]. In addition, multi-antenna technology
has had a major impact on the next generation standards, such as WiMAX and
LTE [93, 105]. As a result, it is important to investigate the impact of employing
multi-antennas on the UCRN. There are several techniques that can be used to
combine the received signal at the receiver of multi-antenna nodes. For example,
two common techniques are SC, and MRC. SC is a technique of choosing the best
available link, among the possible links between the transmitter and receiver nodes,
that has the highest instantaneous SNR [106]. It leads to the retention of the benefits
of the multi-antenna scheme and a reduction of the hardware cost [107, 108]. This
technique has been widely applied to underlay CR networks [109]. When using an
MRC technique, all of the antennas will contribute to the construction of the received
signal. This leads to an improvement of the overall system performance [14].
CCI is one of the factors that degrades the performance of a communication
network. Due to the spectrum sharing in the CR network and the frequency re-use
in wireless signal transmission, this kind of interference could be more predictable.
It might come from the adjacent clusters or from other licensed and/or unlicensed
users in the same cluster [70]. Therefore, it is important to investigate the impact
of such interference on the performance characteristics of an underlay CR network.
4.1.1 Related Work
Outage probability has been widely studied for different underlay CR scenarios
[16, 18, 53, 58]. For example, the authors in [58], have thoroughly studied the OP
performance of a multi-hop DF spectrum sharing network by considering multiple
antennas at the secondary nodes. The direct link between the secondary source
and destination was considered. Then, the performance was investigated using both
SC and MRC techniques. In the mentioned work, the effect of primary transmitter
interference on the secondary network was ignored. In [26], outage performance was
studied for dual-hop multi source and multi-relay UCRN. A relay selection method
was used in order to improve the performance characteristic; however, no effect
of interference was considered for the secondary network. Huang et al. in [53],
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investigated the outage performance of a dual-hop DF cognitive radio network with
the primary network interference and consideration of Nakagami-m fading channels.
Multiple nodes were considered at the secondary destination. Furthermore, SNR
and SINR based opportunistic user selection techniques were employed to study the
outage performance.
Some works have studied the error probability and/or EC performance investi-
gation for various underlay CR networks [45,52,63]. For instance, the bit error rate
analysis was carried out for a dual-hop multi relay DF spectrum sharing network
in [45]. The relay selection technique was employed to enhance the error probability
behaviour for the UCRN. In this analysis, the interference from the primary network
was ignored. The authors in [52], have studied the outage and error probability per-
formance in a multiple relay UCRN. In their analysis, the effect of primary network
interference was considered on the secondary network. The OP and the EC per-
formances have been investigated in [63] for a dual-hop multiple relay DF UCRN.
The relay selection method was used to determine the outage performance, based
on the N th best one, and a single relay was considered to investigate the capacity
performance. In the mentioned work, the impact of the primary transmitter was
not considered. The authors in [44] studied the outage performance, bit error rate
and capacity performances for a multi-hop spectrum sharing network. The power
constraint on the secondary transmitter nodes was ignored, in addition, primary net-
work interference was ignored. The authors in [70] have investigated the asymptotic
outage and error performance in a dual-hop single antenna UCRN. In this work,
the effect of primary network and co-channel interferences have been considered,
but the effect of AWGN was ignored. Finally, a comprehensive performance for the
dual-hop multi-user underlay CR network was investigated in [10], the impact of
CCI was considered; yet, the impact of primary network interference on the system
performance behaviour of the UCRN was not considered.
4.1.2 Contribution of this Chapter
The majority of the previous works have considered a relatively simplified scenario
for the system model; such as, not considering the impact of the primary transmit-
ter, considering a single antenna, considering single and/or dual-hop, and/or only
studying outage performance. It is obvious that in the presence of interference, the
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system model becomes more complicated, and the mathematical tractability more
challenging [70]. In addition, most of the previous work has focused on the outage
performance only, and other performance metrics, such as the AEP and the EC,
have not been considered.
The key contribution of this chapter is to demonstrate a thorough understanding
of the detailed performance behaviour of a pragmatic UCRN. Therefore, the impact
of the primary network interference and CCI on the cognitive radio network are
examined in the presence of AWGN. In addition, multi-antenna receiver nodes and
multi-hop UCRN are studied. More precisely, the OP, AEP and the EC of the
UCRN are investigated. In fact, this work is important, especially to a cognitive
radio network designer, to better understand the performance characteristics of a
UCRN under realistic conditions considered in the network.
Specifically, the DF protocol has been assumed at the relay nodes. First, the
exact per-hop equivalent SINR expressions are constructed considering both oppor-
tunistic antenna selection and the maximum ratio combining techniques. In partic-
ular, two possible scenarios for the selection combining techniques are considered;
SNR-based and SINR-based antenna selection. Second, the exact per-hop CDF and
the PDF are derived and discussed. Subsequently, the outage performance, AEP
and the capacity performance are studied. Finally, several numerical examples are
provided to illustrate the system performance characteristics and to support the
correctness of the derived results.
From this study, it can be deduced that considering a multi-hop relay network
for a UCRN has the advantage of combating the impact of the interference power
constraint. It is illustrated that SINR-based antenna selection and MRC consid-
eration provide better performance in comparison to SNR-based antenna selection.
However, these approaches require a more complicated hardware configuration and
are, hence, practically more challenging. It is also shown that the CCI consideration
is severely degrading the performance of the secondary network, especially when its
power is considered as linearly increasing with the secondary transmission powers.
Furthermore, employment of multi-antennas at the receiver nodes can significantly
improve the performance and does not lose its importance even in the presence of
interferences and Imax.
The remainder of this chapter is organized as follows. Section 4.2 is devoted to
the discussion of the system model. Statistical metrics derivations are presented in
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Figure 4.1: The general system model used for analysis, showing multi-hop underlay
CR and primary transceiver networks in the presence of co-channel interference with
multi-antennas at all receiver nodes.
Section 4.3. Performance analysis metrics are presented and discussed in Section 4.4.
Different numerical and Matlab simulations results are presented and discussed in
Section 4.5. The summary and conclusions of this chapter are given in Section 4.6.
Finally, detailed steps of the analytical derivations are given in Appendices 4.7.1,
4.7.2, 4.7.3, 4.7.4, and 4.7.5.
4.2 System Model
A multi-hop UCRN is considered in which all the nodes in the network have a single
transmit antenna and multiple receive antennas. This system model can be seen
as an uplink network, where it is reasonable to assume that the mobile transmitter
nodes are equipped with single antennas and the receiver nodes, i.e., base stations
are equipped with multiple antennas. The network model is shown in Fig. 4.1.
Specifically, one source node (S ≡ R0), (V − 1) relay nodes (Ri, i = 1, 2, · · · , V − 1)
are considered each with NRi receive antennas, one destination node (D ≡ RV )
with ND antennas (NDj , j = 1, · · · , ND) and a single primary transceiver with J
antennas (Jj, j = 1, · · · , J) at the primary receiver node. The nodes in the system
operate in half-duplex mode. Relays in the considered system use the decode-and-
forward strategy. The fading channels in the multi-hop network are considered
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as independent, non-identical, Rayleigh fading channels. In addition, it is assumed
that the channels between adjacent transceiver nodes are identical, i.e., the channels
between the transmitter and antennas at the receiver side are identical and have the
same average channel gains. This is a valid assumption as the distance between
the transmitter and either of the corresponding antennas at the receiver node is the
same. In the analysis, h is defined as the desired channel and f as an interference
channel. Let Xijk represent a generic fading channel coefficient between the i
th
transmitter node and the kth antenna at the jth receiver node in the network, where
k = 1, 2, · · · , Nj, and Nj is the number of antennas at the jth receiver node. For
example, the channel coefficient between the source and the kth antenna at the
first relay node is hSR1k . Also, fspk is the interference channel coefficient between
the secondary source and the kth antenna at the primary receiver, fprR1k is the
interference channel coefficient between the primary source and the kth antenna at
the first relay node. Thus, the channel gains are |Xijk |2 which all follow exponential
distributions with mean powers of σ2Xij , which can be calculated using d
−α
ij , where d
is the distance between the nodes i and j, and α is the path-loss exponent.
In addition, LRi and LD are the finite number of CCI signals that affect the
Ri relay nodes and the destination node respectively, which are identical in terms
of their average energy at the particular secondary receiver nodes. IRi and ID are
the instantaneous INRs that affect each of the Ri relay nodes and the destination
node, respectively. Due to the broadcast nature of wireless transmission, these
CCI signals could be from any source in the neighbouring cells or other frequency
channels injecting energy into the channel of interest due to non-linear amplifier
operation [10]. The fading energies of the individual CCI signals can be modelled
as exponential RVs. Moreover, the sum of the CCI signals at each of the secondary
receiver nodes can be modelled by a gamma distributed RV [84]. In addition, I¯Ri and
I¯D are defined as the individual average CCI powers at the Ri relay nodes and the
destination node, respectively. It is worth mentioning that analyses and results in
this work are calculated depending on the average values of the network parameters
and not their instantaneous values.
In the analysis, the transmission power limit of the secondary source nodes are
also considered; such that each of the secondary transmitter nodes has a maximum
power constraint Pi, i = 0, 1, 2, · · · , V − 1, where P0 represents the transmission
power of the source node. The AWGN is assumed as a circular symmetric complex
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Gaussian random variable (CN), at each of the receiver nodes, with zero mean and
varianceN0, i.e., AWGN∼ CN (0, N0). In the considered system model, it is assumed
that the secondary users have exact knowledge of the channel state information (CSI)
between the primary user and the secondary users. In an underlay CR scenario, there
should be cooperation between the primary user and the secondary user in terms
of providing the CSI and the amount of the interference from the secondary user to
the primary user. The CSI at the secondary transmitter can be achieved via the
feedback link from the primary receiver or through the channel reciprocity [106]. In
a multi-antenna scheme, based on the received signal manipulations at the receiver
side, there are different methods to obtain the equivalent SINR. In the following
sections, two combining techniques at the secondary receiver nodes are discussed,
which are the SC and MRC techniques.
4.2.1 Using the SC Technique
In a SC technique, the best antenna is selected at the relay and destination nodes:
This can be achieved by selecting the highest instantaneous SINR out of NRij and
NDj antennas at both the Ri and D receiver nodes respectively, at any particular
point in time. In terms of simplicity of implementation, SC is considered the simplest
combining technique at the receiver side, since only one of the diversity links is used
in the process [9, p. 404]. Depending on the antenna selection technique employed
at the receiver nodes, there are two possible expressions for the per-hop equivalent
instantaneous SINR at each of the receivers:
1. SNR-based antenna selection: In this case, only the desired channels be-
tween the source and N antennas at the destination are used to pick out the
antenna which gives the maximum instantaneous SNR. Therefore, the exact
instantaneous SINR at the ith hop can be expressed as:
γieq =
min
(
Imax
max
k=1,··· ,J
(|fspki |
2)N0
, Pi
N0
)
max
n=1,··· ,Ni
(|hni |2)∑LRi
j=1 IRij + IPRi + 1
, (4.1)
where |fspki |2 is the channel gain between the secondary transmitter and pri-
mary receiver nodes for the ith hop, and IPRi represent the interference terms
from the primary transmitter to the ith hop secondary receiver node. In addi-
tion, IRij represent the CCI terms at the i
th hop secondary receiver node.
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2. SINR-based antenna selection: In this scenario, the interference from the
CCI sources and primary network, as well as the noise, are considered in the
selection of the best channel. This method is particularly complex practically,
since the destination should have complete CSI. However, in the first method,
the destination does not need that. Thus, the exact ith hop instantaneous
SINR for this scenario can be expressed as:
γieq = min
( Imax
max
k=1,··· ,J
(|fspki |2)N0
,
Pi
N0
)
× max
n=1,··· ,Ni
( |hni |2∑LRi
j=1 IRnij + IPRni + 1
)
.
(4.2)
4.2.2 Using the MRC Technique
In the MRC technique, all of the antennas at each of the receiver nodes are partici-
pating in the resulting SINR. As a result, the exact instantaneous SINR at any ith
secondary receiver node can be written as:
γieq =
min
(
Imax
max
k=1,··· ,J
(|fspki |
2)N0
, Pi
N0
) Ni∑
n=1
(|hni |2)∑LRi
j=1 IRij + IPRi + 1
. (4.3)
4.3 Statistical Analysis
In the following sections, the exact and asymptotic per-hop CDFs are derived. Then,
the exact per-hop PDF is obtained and discussed.
4.3.1 Exact CDF
In order to analyse the characteristics of a random variable, it is important to obtain
and inspect its statistical behaviour. In this section, the CDF of the total SINR is
derived, known as γtoteq , for the UCRN. The CDF of a multi-hop DF cooperative
network is obtained by [10]:
Fγtoteq (γ) = 1−
V∏
i=1
(
1− Fγieq(γ)
)
. (4.4)
In (4.4), Fγieq(γ) represents the CDF of the i
th hop. In the sections below, the exact
CDF of one hop for the scenario of SNR-based antenna selection will be derived. The
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said CDF can be found as follows. Using the formula in (4.1), the CDF expression
of the ith hop SINR can be represented as:
Fγieq(γ) = Pr
(
min
(Imax
W
,Ps
) X
Y + Z + 1
≤ γ
)
, (4.5)
where W , X, Y , and Z represent RVs max
k=1,··· ,J
(|fspki |2), maxn=1,··· ,Ni(|hni |
2),
∑LRi
j=1 IRij ,
and IPRi respectively. Since the decode-and-forward protocol has been assumed at
the relay nodes, the CDF derivation steps for any particular hop will be similar to
the other hops in the network with the condition of using the corresponding per-hop
entities to that particular hop. To avoid confusion and make the calculation simpler
and more understandable, simple representations have been used for the PDF and
CDF equation entities, (i.e., Ps, σ
2
h, σ
2
fsp
, I¯R, I¯PR , N , and LR have been used instead
of Pi, σ
2
hij
, σ2fspij
, I¯Ri , I¯PRi , Ni, and LRi respectively), since these are representing
the per-hop entities and for each hop the corresponding entities can be replaced.
The PDFs of W , X, Y , and Z are expressed respectively as:
fW (w) =
J∑
j=1
(
J
j
)
(−1)j+1 j
σ2fsp
exp
(
− wj
σ2fsp
)
, (4.6a)
fX(x) =
N∑
i=1
(
N
i
)
(−1)i+1( i
σ2h
) exp
(
−xi
σ2h
)
, (4.6b)
fY (y) =
yLR−1
I¯LRR Γ(LR)
exp
(
− y
I¯R
)
, (4.6c)
fZ(z) =
1
I¯PR
exp
(
− z
I¯PR
)
, (4.6d)
where
(
a
b
)
are the Binomial coefficients defined in [83, eq. (1.2.1)], and can be rep-
resented by this formula: a!
b!(a−b)! .
Proposition 1: The exact CDF of the ith equivalent SINR (i.e., Fγieq(γ)) can be
written as in (4.7), where Ψ1 is represented as in (4.8). En(x) is the exponential
integral function defined in [83, eq. (8.19.2)], and the formula of Ωn is given in (4.9).
Fγieq(γ) = 1 +
N∑
i=1
(
N
i
)
(−1)i
[(
Psσ
2
h
Psσ2h + iγI¯PR
)(
Psσ
2
h
Psσ2h + iγI¯R
)LR
e
− iγ
Psσ
2
h
(
1− e
− Imax
Psσ
2
fsp
)J
−
J∑
j=1
(
J
j
)
(−1)j
(
jImaxσ
2
h
iγI¯PRσ
2
fsp
)
×Ψ1
]
, (4.7)
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Ψ1 =

(
Psσ2h
Psσ2h+iγI¯R
)LR
e
jImaxσ
2
h+iγσ
2
fsp
iγI¯Rσ
2
fsp
ELR+1
((
jImaxσ2h+iγσ
2
fsp
σ2fspσ
2
h
)(
Psσ2h+iγI¯R
iγI¯RPs
))
, if I¯PR = I¯R(
I¯PR
I¯PR−I¯R
)LR
e
jImaxσ
2
h+iγσ
2
fsp
iγI¯PR
σ2
fsp E1
((
jImaxσ2h+iγσ
2
fsp
σ2fspσ
2
h
)(
Psσ2h+iγI¯PR
iγI¯PRPs
))
+
LR∑
n=1
Ωn
I¯
−LR
R
(
Psσ2hI¯R
Psσ2h+iγI¯R
)n−1
e
jImaxσ
2
h+iγσ
2
fsp
iγI¯Rσ
2
fsp ×
En
((
jImaxσ2h+iγσ
2
fsp
σ2fspσ
2
h
)(
Psσ2h+iγI¯R
iγI¯RPs
))
, otherwise.
(4.8)
Ωn =
1
(LR − n)!
∂LR−n
∂wLR−n
( 1
I¯PR
+ w
)−1∣∣∣∣
w=−
(
1
I¯R
). (4.9)
Proof: First, the resulting RV from X/(Y + Z + 1) is derived. Then, the exact
per-hop unconditional CDF is obtained. Let Q represent the new RV resulting from
Y + Z. To obtain the sum of two random variables, the following formula can be
used [110, eq. (6.47)]:
fQ(q) =
q∫
0
fY (y)fZ(q − y)dy. (4.10)
After substituting fY (y), and fZ(q − y) into the above formula, and with the help
of [83, eq. (8.2.1)], the PDF of RV Q can be written as:
fQ(q) =
e
− q
I¯PR
I¯PRΓ(LR)
(
I¯PR
I¯PR − I¯R
)LR
γ
(
LR,
I¯PR − I¯R
I¯PR I¯R
q
)
, (4.11)
where γ(., .) is the lower incomplete Gamma function. The next step is to obtain
the CDF of X
Q+1
. Let M represent the new RV resulting from X
Q+1
. To obtain an
expression for the CDF of RV M , the following formula can be employed [10]:
FM(γ) =
∞∫
0
FX((q + 1)γ)fQ(q) dq. (4.12)
After substituting FX((q+1)γ), and fQ(q) into (4.12), the resulting integral formula
can be solved by employing integration by parts, i.e.,
∫
udv = uv−∫ vdu, as follows:
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let u = γ (LR, %1 q), and dv = e
−%2 q; where %1 =
(
I¯PR−I¯R
I¯PR I¯R
)
and %2 =
(
iγI¯PR+σ
2
h
σ2hI¯PR
)
.
Therefore, the CDF of the RV M can be written as:
FM(γ) = 1−
N∑
i=1
(
N
i
)
(−1)i+1e−
iγ
σ2
h ×
(
σ2h
σ2h + iγI¯PR
)(
σ2h
σ2h + iγI¯R
)LR
. (4.13)
Using the total probability theorem, the CDF formula in (4.5) can be expressed as:
Fγieq(γ) =
I1︷ ︸︸ ︷
Pr
(Imax
W
M ≤ γ , Imax
W
< Ps
)
+
I2︷ ︸︸ ︷
Pr
(
PsM ≤ γ , Imax
W
≥ Ps
)
. (4.14)
The second part can be directly obtained as follows:
I2 = FM
(
γ
Ps
)
FW
(
Imax
Ps
)
. (4.15)
The first part can be represented as:
I1 =
∞∫
Imax
Ps
FM
(
γw
Imax
)
fW (w) dw. (4.16)
The detailed steps of the solution for the first part (i.e., I1) are given in Ap-
pendix 4.7.1. Finally, the exact per-hop equivalent CDF can be obtained by com-
bining the derived parts. After some straightforward mathematical arrangements,
it can be written as in (4.7) and (4.8). Thus, the exact end-to-end CDF expression
of γtoteq can be obtained by substituting the per-hop derived expressions Fγieq(γ) into
(4.4).

Regarding the per-hop CDF for the case of SINR-based antenna selection, the
derivation steps are quite similar to the previous steps, i.e., SNR-based antenna
selection. For the sake of saving space, only the final formula expression is provided,
which can be written as in (4.44), and (4.45), in Appendix 4.7.2.
From the derived CDF expressions of both SNR-based and SINR-based antenna
selection techniques, it can be observed that both formulas are relatively similar
in terms of mathematical representations. However, in terms of practical aspects,
in the SINR-based antenna selection technique, the receiver is required to process
all available branches, which is practically challenging. On the other hand, in the
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SNR-based scenario, only the branch with the highest SNR will participate in the
data process detection.
Proposition 2: The exact CDF of the ith equivalent SINR (i.e., Fγieq(γ)) for the
MRC scenario can be written as:
Fγieq(γ) = 1−
N−1∑
n=0
n∑
i=0
(
n
i
)
1
n!
1
I¯PR
( I¯PR
I¯PR − I¯R
)LR × [I2mrc − I1mrc], (4.17)
where I2mrc and I
1
mrc are given in (4.50) and (4.51) in Appendix 4.7.3.
Proof: The PDF of RV Q, i.e., fQ(q), can be derived using a similar approach
to the previous derivation in Proposition 1, where Q = Y + Z. Moreover, in the
scenario of the MRC consideration, the following CDF should be used to represent
the random variable X [14]:
FX(x) = 1−
N−1∑
n=0
1
n!
e
− x
σ2
h
(
x
σ2h
)n
. (4.18)
In the next step, FX(x) and fQ(q) are substituted into (4.12) to obtain FM(γ). Then,
assuming that the number of CCI signals is greater than or equal to 1, the resulting
integral can be solved as:
FM(γ) =1−
N−1∑
n=0
n∑
i=0
(
n
i
)
1
n!
1
I¯PR
( I¯PR
I¯PR − I¯R
)LR ( γ
σ2h
)n
e
−γ
σ2
h×
[
Γ (i+ 1)(
1
I¯PR
+ γ
σ2h
)i+1 − LR−1∑
m=0
(m+ 1)i
(
I¯PR−I¯R
I¯PR I¯R
)m
(
1
I¯R
+ γ
σ2h
)m+i+1
]
, (4.19)
where (m+ 1)i =
(m+i)!
m!
represents the Pochhammer symbol defined in [83, eq.
(5.2.5)]. In the CDF derivation of the MRC case, the scenario where the average
INR of the primary transmitter and the CCI sources are not equal is considered,
i.e., I¯PR 6= I¯R. In fact, in the case where I¯PR = I¯R, the system can be assumed
to have LR + 1 interferences at the secondary receiver nodes. The CDF formula
for the per-hop equivalent SINR in (4.3) can be expressed in a similar way as in
(4.14). In addition, I2 can be obtained similar to (4.15), where FM(γ/Ps) is derived
in (4.19). The derivation steps of I1 are presented in Appendix 4.7.3. Therefore,
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the exact per-hop CDF in the MRC case consideration can be obtained by adding
both derived parts I1 and I2, and can be expressed as in (4.17).

4.3.2 Asymptotic CDF
The CDF derivation in the previous section gives the exact performance behaviour
of the secondary network. However, it does not provide insights about the system
parameters. Therefore, in this section, the aim is to present simplified expressions
for the per-hop equivalent CDF that are less complex in terms of mathematical
representation and can give the performance characteristics for a particular network
scenario. More specifically, considering the SC technique, two cases are studied as
follows:
Case I Imax →∞:
By employing the condition of Imax →∞ in (4.5) and using the formula in (4.13) ,
the per-hop CDF expression can be obtained directly as:
Fγi
eqasym−I
(γ) = 1−
N∑
i=1
(
N
i
)
(−1)i+1e− γ$1 ×
(
$2
$2 + γ
)(
$3
$3 + γ
)LR
, (4.20)
where $1 =
Psσ2h
i
, $2 =
Psσ2h
iI¯PR
, and $3 =
Psσ2h
iI¯R
. In this scenario, the output CDF
is characterized by the secondary transmission power, primary interference power,
and the CCI power. However, the interference power constraint does not have any
impact on the system performance. This case can be assumed as a special case of an
interweave cognitive radio network [8], when the secondary network is broadcasting
only in the absence of the primary user.
Case II Ps →∞:
In this case, when Ps → ∞ in (4.5), it can be observed that the per-hop CDF
formula can be obtained by taking the expectation of FM(γ) in (4.13) with respect
to the RV W . This can be written mathematically as:
Fγi
eqasym−II
(γ) =
∞∫
0
FM
(
γw
Imax
)
fW (w) dw. (4.21)
Assuming only the case where I¯PR 6= I¯R, the above integral can be solved using
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similar steps for I1 in Appendix 4.7.1, Section B. Therefore, the per-hop CDF for
case II can be written as:
Fγi
eqasym−II
(γ) =1−
N∑
i=1
J∑
j=1
(
N
i
)(
J
j
)
(−1)j+i
(
jImax
σ2fsp
)
$5$
LR
6[
Ae$4$5E1 ($4$5) +
LR∑
l=1
Bl
$l−16
e$4$6El ($4$6)
]
, (4.22)
where $4 =
(
iγ
σ2h
+ jImax
σ2fsp
)
, $5 =
(
σ2h
iγI¯PR
)
, and $6 =
(
σ2h
iγI¯R
)
. Furthermore, A =
($6 −$5)LR , and Bl = 1(LR−l)! ∂
LR−l
∂wLR−l
(
$5 + w
)−1∣∣∣∣
w=−($6)
. It can be observed that
even for the case of unlimited transmission power for the secondary network, the
performance behaviour is mainly characterized by the interference power constraint
Imax. In fact, this Imax is the main obstacle against performance improvement in a
UCRN. This scenario is called Imax dominant power transmission.
4.3.3 Per-hop Equivalent PDF
The PDF is another important statistical metric for the equivalent SINR. Knowing
this important metric, the characteristics and behaviour of the RV can be investi-
gated, which in this research case is the equivalent SINR. The PDF can be obtained
by taking the first derivative of the derived CDF with respect to γ. Therefore, the
exact per-hop equivalent PDF can be written as in (4.23), where Ψ2 is represented
in (4.24).
fγieq(x) =
N∑
i=1
(
N
i
)
(−1)i+1
[(
Psσ
2
h
iI¯PR
)(
Psσ
2
h
iI¯R
)LR (1− e− ImaxPsσ2fsp )J(
Psσ2h
iI¯PR
+ x
)(
Psσ2h
iI¯R
+ x
)LR e− xiPsσ2h(
LR(
Psσ2h
iI¯R
+ x
) + i
Psσ2h
+
1(
Psσ2h
iI¯PR
+ x
))+ J∑
j=1
(
J
j
)
(−1)j+1
(
jImaxσ
2
h
iI¯PRσ
2
fsp
)
×Ψ2
]
,
(4.23)
Ψ2 =
Ψ21, if I¯PR = I¯RΨ22, otherwise. (4.24)
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Furthermore, Ψ21 and Ψ22 represented by formulas in (4.25) and (4.26), respectively.
Ψ21 =
(Psσ2h
iI¯R
)LR e jImaxσ2hxiI¯Rσ2fsp
x
(
Psσ2h
iI¯R
+ x
)LR
{
ELR
(
jImax
Psσ2fsp
+
xiσ2fsp + jImaxσ
2
h
xiI¯Rσ2fsp
+
xi
Psσ2h
)
( i
Psσ2h
− jImaxσ
2
h
x2iI¯Rσ2fsp
)
+
( jImaxσ2h
x2iI¯Rσ2fsp
+
1
x
+
LR
Psσ2h
iI¯R
+ x
)
ELR+1
(
jImax
Psσ2fsp
+
xiσ2fsp + jImaxσ
2
h
xiI¯Rσ2fsp
+
xi
Psσ2h
)}
, (4.25)
Ψ22 =
( I¯PR
I¯PR − I¯R
)LR e 1I¯PR
x
{
1
x
E1
(
jImax
Psσ2fsp
+
1
I¯PR
+
jImaxσ
2
h
xiI¯PRσ
2
fsp
+
xi
Psσ2h
)
e
jImaxσ
2
h
xiI¯PR
σ2
fsp
( jImaxσ2h
xiI¯PRσ
2
fsp
+ 1
)
+
(
i
Psσ2h
− jImaxσ2h
x2iI¯PRσ
2
fsp
)
e
− xi
Psσ
2
h e
− jImax
Psσ
2
fsp
− 1
I¯PR(
jImax
Psσ2fsp
+ 1
I¯PR
+
jImaxσ2h
xiI¯PRσ
2
fsp
+ xi
Psσ2h
) }
+
LR∑
n=1
Ωne
1
I¯R
I¯−LRR
(
Psσ
2
h
i
)n−1
e
(
jImaxσ
2
h
xiI¯Rσ
2
fsp
)
x
(
Psσ2h
iI¯R
+ x
)n
[(
Psσ
2
h
iI¯R
+ x
)
En−1
(
jImax
Psσ2fsp
+
xiσ2fsp + jImaxσ
2
h
xiI¯Rσ2fsp
+
xi
Psσ2h
)(
i
Psσ2h
− jImaxσ
2
h
x2iI¯Rσ2fsp
)
+
(( jImaxσ2hiI¯Rσ2fsp
)(
Psσ2h
iI¯R
+ x
)
x2
+
Psσ2h
iI¯R
+ x
x
+ (n− 1)
)
En
(
jImax
Psσ2fsp
+
xiσ2fsp + jImaxσ
2
h
xiI¯Rσ2fsp
+
xi
Psσ2h
)]
. (4.26)
To show the distribution of the calculated equivalent PDF in (4.23), Fig. 4.2
has been plotted. The channel variances have been computed based on a two-
dimensional network topology scenario, where the secondary source node is located
at (0, 0), and its corresponding destination at (1, 0), and the primary destination
node is located at (1, 1). The path-loss exponent has a range of values between
three to five in a suburban area. In this section, a path-loss exponent of four is
assumed. From these plots, the effect of the CCI signal numbers and transmission
power limit Ps can clearly be seen. For this analysis, for a fixed value of Imax and
different values of the transmission power, it can be observed that decreasing the
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Figure 4.2: Characteristics of the PDF of the per-hop equivalent SINR.
value of Ps deteriorates the PDF behaviour, which will lead to degradation of the
network performance.
For further clarification about this claim, the function Q(
√
x) has been plotted
in Fig. 4.2. It can be seen that for higher values of x, the behaviour of the PDF
gradually becomes insignificant because the Q-function decays to the lowest value,
i.e., tends to zero at a higher rate. In this case, the integral is approximately null
in most of the integration pattern. However, bearing in mind that Q(0) = 1/2, the
behaviour of the PDF around the origin is always important. This can be observed
in Fig. 4.2, where as Ps increases, the value of the PDF around zero decreases.
Moreover, the PDF characteristics have been plotted for the different number of the
CCI signals L. It can be seen that for a higher number of CCI signals the PDF
curve becomes closer to the origin, i.e., PDF around zero increases, which means
the behaviour of the PDF deteriorates which leads to the degradation of the overall
system performance.
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4.4 Performance Evaluation
In the sections below, to evaluate the secondary network performance behaviour,
mathematical expressions for the following performance metrics are derived: OP,
AEP and EC.
4.4.1 Outage Probability
The OP performance can be easily investigated from the derived end-to-end CDF. It
is referred to in the scenario where the probability of the total calculated SINR of the
UCRN is less than or equal to the network predefined SNR threshold γth. Therefore,
the equivalent OP for the UCRN can be calculated using the total equivalent CDF
that has been derived in the previous section in (4.4), with the replacement of γ
with γth:
Pout(γth) = Pr
(
γtoteq ≤ γth
)
= Fγtoteq (γth). (4.27)
4.4.2 Average Error Probability
The AEP is one of the important performance criteria for any wireless communi-
cation network. The per-hop AEP could be investigated from the PDF or CDF,
i.e., F iγeq(γ) and f
i
γeq(x) [10]. Yet, it can be observed from the PDF obtained in the
previous section that the CDF approach could be mathematically more suitable for
the calculations, especially in the considered network model. In particular, the CDF
is used that has been derived for the scenario of the SNR-based antenna selection.
The AEP for each hop can be obtained by using the following formula [111]:
P¯ ib =
a
2
√
b
pi
∞∫
0
exp (−b γ)√
γ
Fγieq(γ) dγ. (4.28)
In (4.28), Fγieq(γ) represents the per-hop equivalent CDF, a and b are constants that
depend on the modulation scheme that is used, for instance, QPSK: a = 2 and
b = 0.5 [70]. Moreover, the end-to-end AEP for a multi-hop decode-and-forward
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relay protocol can be determined by [44]:
P¯ e2eb =
V∑
i=1
P¯ ib
V∏
j=i+1
(
1− 2P¯ jb
)
. (4.29)
Corollary 1: To obtain the exact per-hop AEP, first the exact derived CDF in
(4.7) and (4.8) are substituted into (4.28). After solving the equation, the AEP can
be written as in (4.30):
P¯ ib =
a
2
+
N∑
i=1
(
N
i
)
(−1)ia
2
P¯
I
b , if I¯PR = I¯R,
P¯ IIb , otherwise.
(4.30)
where P¯ Ib and P¯
II
b have been represented in (4.31) and (4.32), which are the first
and second case of the AEP expression, i.e., I¯PR = I¯R, and I¯PR 6= I¯R respectively.
U(a, b, z) is the confluent hypergeometric function of the second kind defined in [83,
eq. (13.4.4)], and erfc(·) is the complementary error function defined in [83, eq.
(7.2.7)]. In addition, µm1 , and µm2 are obtained using the formulas given in (4.33a),
and (4.33b) respectively. Moreover, IPb1 and IPb2 are determined using (4.57), and
(4.63) respectively.
P¯ Ib =
(
Psσ
2
h
iI¯R
)LR+1(
1− e
− Imax
Psσ
2
fsp
)J √
bU
(
LR + 1, LR +
3
2
,
1
I¯R
(bPsσ2h
i
+ 1
))
(
b+
i
Psσ2h
)LR+ 12
−
J∑
j=1
(
J
j
)
(−1)j
(
jImaxσ
2
h
iI¯Rσ2fsp
) (
Psσ
2
h
iI¯R
)LR √ b
pi
IPb1 . (4.31)
P¯ IIb =
(Psσ2h
iI¯PR
)(Psσ2h
iI¯R
)LR (
1− e
− Imax
Psσ
2
fsp
)J [√
bpiiI¯PR
Psσ2h
µ3e
1
I¯PR
(
bPsσ
2
h
i
+1
)
erfc
(√
1
I¯PR
(bPsσ2h
i
+ 1
))
+
√
b
LR∑
m4=1
µm4
(
b+
i
Psσ2h
)m4− 12×
U
(
m4,m4 +
1
2
,
1
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µm1 =
1
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µ2 =
(
Psσ
2
h
iI¯R
− Psσ
2
h
iI¯PR
)−LR
. (4.33b)
Proof: See Appendix 4.7.4. 
4.4.3 Ergodic Capacity
The EC is another important performance measure for any communication sys-
tem; its unit is measured in (bits/second/Hz) [10]. It gives an indication of the
possible data rate that the considered network can achieve under some predefined
circumstances. In fact, this is important specifically for a cognitive radio network
to assess its contribution in providing the amount of data throughput to the in-
tended SU. According to Shannon’s theorem for the network capacity measurement,
the EC can be defined mathematically as the expected value of the instantaneous
mutual information between the source and destination. This can be expressed as
Cerg , E[B log2(1 +γeq)], where E [·] is the expectation operator, B is the operating
bandwidth and γeq is the total equivalent SNR. Moreover, the EC can be obtained
using the CDF formula of the total equivalent SINR [10]:
Cierg =
∞∫
0
1
1 + γ
(
1 − Fγieq(γ)
)
dγ, (4.34)
where Fγieq(γ) represents the CDF of the i
th hop of the secondary network. Further-
more, the EC for a multi-hop decode-and-forward relay protocol can be calculated
as:
Ce2eerg =
1
V
min
i=1,··· ,V
(
Cierg
)
, (4.35)
where Cierg represents the i
th hop EC of the CR network. In addition, 1
V
comes from
the fact that the transmission in a V multi-hop network is performed within V time
slots, which means the overall bandwidth should be divided by the number of hops
in the network.
Corollary 2:
Here, the derivation of the per-hop EC is provided. Then, the total system capacity
for the UCRN is calculated by substituting the obtained per-hop EC from (4.34) into
(4.35). First, the per-hop complementary CDF formula from (4.17) is substituted
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into (4.34). After the evaluation of the integral, the closed-form expression of the
per-hop EC can be obtained as:
Cierg =
N∑
i=1
(
N
i
)
(−1)i+1 ×
C
I
erg, if I¯PR = I¯R,
CIIerg, otherwise.
(4.36)
where CIerg and C
II
erg are represented in (4.37) and (4.38) respectively. Furthermore,
the entities λ1, λr2 , λr3 , λ4, and λ5 are obtained using the formulas given in (4.39a),
(4.39b), (4.39c), (4.39d), and (4.39e) respectively. Moreover, ICerg1 and ICerg2 are
determined using (4.69), and (4.75) respectively.
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iI¯R
− 1
)−(LR+1)
(4.39a)
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(4.39c)
λ4 =
(Psσ2h
iI¯R
− Psσ
2
h
iI¯PR
)−LR(
1− Psσ
2
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iI¯PR
)−1
(4.39d)
λ5 =
(Psσ2h
iI¯R
− 1
)−LR(Psσ2h
iI¯PR
− 1
)−1
(4.39e)
Proof: See Appendix 4.7.5. 
It is worth mentioning that in the previously derived formulas for the AEP and
EC, the terms in the final equations that include IPb1 , IPb2 , ICerg1 and ICerg2 mainly
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affect the system performance in the case of Imax
W
< Pt, where W is the channel
gain between the primary transmitter and the secondary receiver, and Pt is the
maximum transmission power constraint of the primary transmitter node. More-
over, in the above scenario, the CR network performance does not depend on the
secondary transmission power, and therefore a performance saturation phenomenon
is expected. However, the secondary network can be considered as a self-controlled
system performance only when Imax
W
≥ Pt.
4.5 Numerical Results and Discussions
To verify the theoretical derived expressions, extend numerical and simulation re-
sults are presented in this section. In particular, a three-hop underlay CR network
is considered in the calculation. The following network parameters are considered
in this section unless otherwise stated. The channel variances have been calculated
based on the two-dimensional network topology, where the secondary source is lo-
cated at the origin (0, 0), the destination node is located at (1, 0), and the primary
receiver node is located at (1, 1). In addition, the first and second relay nodes are
located at (0.25, 0) and (0.6, 0) respectively. The path-loss exponent is assumed to
be 4. The SNR threshold is assumed to be 1 dB. Furthermore, these notations are
used: I¯P1 , I¯P2 , and I¯P3 represent the average interference powers from the primary
source to the secondary receiver nodes, where the subscripts 1, 2, and 3 refer to the
first relay node, the second relay and destination nodes. I¯R1 , I¯R2 , and I¯R3 represent
the average CCI powers at the corresponding receiver nodes in the three hops sec-
ondary network respectively. J is the number of antennas at the primary receiver.
N1, N2, and N3 are the number of receiver antennas at the relay and destination
nodes respectively. L1, L2, and L3 are the number of CCI signals at the relay and
destination nodes respectively.
First, the impact of considering multi-hop cooperative communication on the
performance of the secondary network is illustrated. Fig. 4.3 shows the OP versus
the transmission SNR. In this figure, the OP performance for one, two, and three
hops is compared. To make this comparison fair, only in Fig. 4.3, the same network
parameters are assumed for all possible hops. For example, for the two hops network
scenario, it is assumed that the relay node is located at (1/2, 0), and for the three
hops network scenario, the first and second relay nodes are located at (1/3, 0), and
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Figure 4.3: Outage performance through consideration of a different number of hops
in the UCRN.
(2/3, 0) respectively. The parameter values for this case are as follows: I¯P =4 dB,
I¯R =2 dB, Imax = 20 dB, J = 3, N =2, and L =4. From these results, it can be
seen that, for example, if the required outage performance target is 10−2, then it
is possible to achieve this target with two hops using the same transmission power
budget. However, it is not possible to achieve this target with a direct transmission,
i.e., single hop. This will prove the effectiveness of a multi-hop cooperative trans-
mission in improving the performance of the UCRN by combating the effect of the
interference power constraint. Moreover, it can be seen that the significance of the
performance improvement reduces when the number of hops increases, which is due
to the fact that a DF relay protocol has been employed which means the end-to-end
performance is affected by the unsuccessful decoding at any of the relay nodes.
Fig. 4.4 demonstrates the outage performance versus SNR threshold for different
numbers of secondary receiver antennas. The parameter values for this case are as
follows: the transmission power at each of the secondary transmitters is 20 dB. In
addition, I¯R1 , I¯R2 , and I¯R3 are 2, 3, and 5 dB respectively, I¯P1 , I¯P2 , and I¯P3 are 6,
4, and 5 dB respectively. Furthermore, Imax = 20 dB, J = 2, and L1, L2, and L3
are 4, 4, and 3 respectively. As expected, when the number of antennas at the SU
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Figure 4.4: Outage probability for a different number of secondary receiver antennas.
receivers is increased, the system performance is apparently enhanced. Moreover,
for the purpose of comparison, the outage performance for the scenario of SINR-
based antenna selection using the formula in (4.44) have been also plotted. An
improvement in the outage performance can be observed when SINR-based antenna
selection is considered. However, this consideration requires more complicated sys-
tem design. Furthermore, for the case of a single antenna at the secondary receiver
nodes, both scenarios give the same result which partially proves the correctness
and accuracy of the analysis in this work.
To illustrate the impact of the CCI on the CR network, Fig. 4.5 has been plotted,
which is the OP performance for different CCI powers at the secondary receiver
nodes. The parameter values for this case are as follows: I¯P1 , I¯P2 , and I¯P3 are 3,
3, and 5 dB respectively. Furthermore, Imax = 15 dB, J = 3, and N1, N2, and N3
are 2, 3, and 4 respectively, and L1, L2, and L3 are 2, 4, and 3 respectively. From
these results, it can be clearly seen how the CCI power affects the performance of
the secondary network, for example, when the power of the CCI signals is 6 dB, the
outage performance cannot improve more than 2.59 × 10−2, whereas when it is 2
dB, the outage performance saturates at 5.3 × 10−3. In addition, the approximate
outage performance has been plotted using derived approximate CDF expressions.
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Figure 4.5: Outage probability for different values of CCI powers.
It can be observed that these asymptotic expressions give relatively accurate results
depending on the approximation consideration. For example, in an Imax dominant
system, the derived expression in (4.22) gives better results, and for a high Imax
system, the derived expression in (4.20) gives more accurate results. Moreover, to
compare these results with the previous work in this field, the OP has been plotted
for the cases a) absence of CCI, as in [58], and b) absence of CCI and no constraint
on the secondary transmission power, as in [18].
Fig. 4.6 shows the outage performance for different values of Imax. The considered
parameters are similar to the previous case, except I¯R1 , I¯R2 , and I¯R3 are 4, 3, and 5
dB respectively. As expected, in the scenario where Imax is less than the transmission
power of the secondary network (i.e., the Imax dominant region), there is an outage
floor, which implies that the system performance could not improve even when the
transmission power is increased. Furthermore, to better show the impact of Imax
and a linear increase of the CCI on the performance of the UCRN, the outage
performance has been plotted for the case where Imax >> Ps, (i.e., no transmission
power restriction on the UCRN transmitter nodes due to the primary receiver), and
a proportional increase of the CCI power, by 1%, is considered with regards to the
secondary transmission powers. It can be observed that even with no interference
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Figure 4.6: Outage probability for different values of Imax.
power constraint present, there is an outage floor. This is caused by the proportional
consideration of the CCI power. From this, the severe impact of the CCI power can
be deduced when it increases in proportion to the SU transmission power. Moreover,
the plot of the result for the case when Imax =15 dB, with a fixed value of CCI,
outperforms the result for the linear increase of CCI consideration in a particular
region. This is due to two factors: a) the strength of the CCI power, and b) the
fact that the outage floor did not occur at that region for the scenario of the linear
increase of the CCI power. However, the situation is reversed when the outage floor
occurs.
To illustrate the effect of primary transmitter interference on the performance
behaviour of the UCRN, Fig. 4.7 has been plotted, which shows the outage per-
formance versus SNR threshold for different I¯PR and different signal combination
techniques, at the secondary receiver nodes. The parameter values for this case are
as follows: the secondary transmitters power and Imax are assumed to be 10 dB.
I¯R1 , I¯R2 , and I¯R3 are 4, 3, and 5 dB respectively. In addition, J = 3, the number
of antennas at each of the secondary receiver nodes is 3, and L1 = L2 = L3 = 2.
Similar to the case of different CCI considerations in Fig. 4.5, when the considered
interference power from the primary network increases, the performance of the CR
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Figure 4.7: Outage probability versus SNR threshold for different values of I¯PR and
signal combining techniques at the secondary receiver nodes.
network degrades. Furthermore, the MRC consideration has a significant improve-
ment in comparison to the SC technique. However, both techniques give similar
diversity gain advantage. Furthermore, in terms of simplicity, the SC technique is
less complex than the MRC technique [9, p. 404]. In the previous figures and results,
it was illustrated that these three factors, (i.e., Imax, CCI, and primary transmit-
ter interference), could severely degrade the performance of the UCRN depending
on their consideration in the system model. More precisely, Imax mainly limits the
secondary transmission power range, and CCI signals and primary transmitter in-
terferences deteriorate the performance of the secondary network according to their
energy values. Besides, when Imax limits the secondary transmission power, and
CCI and primary transmitter interferences impact on the network performance at
the same time, the probability of outage saturation occurs much faster as can be
seen in Fig. 4.6.
Fig. 4.8 shows the AEP performance for a different number of CCI signals at the
SU relays and destination nodes. The parameter values for this case are as follows:
Imax = 20 dB, I¯R1 = 2 dB, I¯R2 = 4 dB, I¯R3 = 3 dB, and I¯P1 = 4 dB, I¯P2 = 6
dB, I¯P3 = 5 dB. The number of antennas at each receiver node in the system is 2.
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Figure 4.8: Average error probability for a different number of CCI signals at the
SU receiver nodes.
From these results, it can be seen that considering a higher number of CCI links
can apparently degrade the system performance. For example, when the number of
CCI signals is 5, the performance saturation occurs at 1.14× 10−2, while it happens
at 3.0× 10−3 when L = 1.
To demonstrate the impact of the number of antennas at each of the secondary
receiver nodes on the AEP performance, Fig. 4.9 has been plotted. The parame-
ter values for this case are as follows: the CCI power is considered as increasing
linearly with respect to the secondary transmission powers by 1%, (i.e., 0.01 × Pt,
where Pt is the transmission power at each of the secondary transmitter nodes).
The other parameters are assumed as follows: Imax = 15 dB, I¯P1 = I¯P2 = 3 dB,
I¯P3 = 5 dB. J = 3, L1, L2, L3 are 2, 1, and 3 respectively. In the above results, a
performance degradation can be observed, which is mainly due to consideration of
a linear increase of the CCI power and Imax. In this case, the system performance
starts degrading after Imax limits the secondary transmission power. In fact, this
is the worst-case scenario of a secondary network performance. However, as ex-
pected, employing more antennas at the secondary receiver will enhance the error
probability performance. It is worth noting that, despite the impact of interference
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Figure 4.9: Average error probability for a different number of antennas at the CR
receiver nodes.
and Imax, the multi-antenna scheme does not lose its importance in enhancing the
error probability performance of the UCRN. The impact of performance saturation
due to the proportional increase of the interferences can be reduced by employing
a multi-hop network. For example, when the interference power is studied as a
proportional increase with regards to the secondary transmission powers, it is more
likely that the performance saturation will occur according to the considered ratio
of the interference power with the secondary transmission powers. In a multi-hop
network, the source nodes can broadcast their signals at a lower power to achieve
a specific performance in comparison with a direct transmission. Therefore, when
the transmission power at the source nodes is reduced, the considered interference
power is reduced too. Thus, improved performance will be expected.
In Fig. 4.10, the throughput performance has been illustrated for a different
number of antennas at the secondary receiver nodes and different CCI powers. The
values of the CCI powers are assumed to be increasing linearly as regards the trans-
mission powers in the secondary nodes. The parameter values for this case are as
follows: I¯P1 = 6 dB, I¯P2 = 4 dB, I¯P3 = 2 dB. J = 2, L1 = 4, L2 = 3, and L3 = 2.
From these results, it can be observed that the capacity saturation has occurred at
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Figure 4.10: Capacity performance for different values of CCI powers and a different
number of antennas at the SU receiver nodes.
0.342 bits/sec/Hz, when the relatively higher CCI is considered, (i.e., 0.05) with a
single antenna at the secondary receiver nodes. In addition, when three antennas
are employed, the capacity saturation occurs at 0.512 bits/sec/Hz. The capacity
saturation in these scenarios is mainly due to the CCI power. Moreover, the case
where Imax = 20 dB and CCI power is 5% of the secondary transmission powers
has been plotted. In this case, the capacity degradation is observed instead of the
capacity saturation. Moreover, it can be seen that a higher number of receiver an-
tennas, in conjunction with the SC, can enhance the capacity performance of the
CR network. Furthermore, it can be deduced that in an underlay CR paradigm,
despite the impact of Imax, other factors might limit the advantage of employing
a multi-antenna scheme on the network performance, such as the presence of CCI
signals and the primary network interference. It has also been illustrated that ac-
cording to their power strength consideration, they could severely degrade the CR
network’s performance.
Finally, from the previous results and analysis, the following observations can be
summarized:
• SINR-based antenna selection gives better performance in comparison to SNR-
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based antenna selection. However, this approach requires more complicated
configuration and is practically more challenging.
• It has been shown that the MRC technique outperforms the SC technique,
however, the later one is simpler to be realized in practice.
• Communication through a multi-hop relay network has the advantage of com-
bating the impact of interference power constraint on the secondary network.
In addition, it has the advantage of extending the coverage of the network.
• Performance saturation, (i.e., floor), in the system performance of the sec-
ondary network, can occur due to three factors: interference from primary
network, CCI power and Imax.
• The performance saturation phenomenon could be more noticeable when the
interference power increases linearly with the secondary transmission powers.
It might cause performance reduction instead of a floor when both Imax and
CCI have an impact on the CR network.
• An improvement in the system performance can be observed when multi-
antenna receivers are considered, and the best antenna selection technique
is applied.
• Using multi-antenna receivers might not be an optimal solution for enhanc-
ing the system performance in power limited communication networks with
the presence of interference. For example, the advantage of multi-antenna re-
ceivers, through increasing the diversity gain, can clearly be seen when there is
no performance saturation. On the other hand, when performance saturation
occurs, the diversity gain reduces to zero.
4.6 Conclusion
In this chapter, a detailed performance investigation of an uplink multi-hop multi-
antenna regenerative UCRN has been presented. A more practical case scenario
was assumed through the consideration of CCI in addition to the primary trans-
mitter interference on the secondary network. Different signal combining techniques
were investigated and discussed at the secondary receiver nodes. OP, AEP and the
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EC were thoroughly studied. It was shown that employing a relaying cooperative
network has the advantage of enhancing the system performance by reducing the
impact of the interference power constraint.
Furthermore, the system performance including the impact of CCI, primary
transmitter interference and interference power constraint was enhanced by a multi-
antenna scheme. However, it may not provide the optimum advantage due to the
constraint on the transmission power and the presence of interferences, especially
when performance saturation occurs. The impact of performance saturation can be
reduced by employing a multi-hop relay network. Moreover, the severity of interfer-
ence leads to performance reduction rather than performance floor, especially when
its power is considered to be linearly increasing with the secondary transmission
power and at a relatively high ratio. Finally, different numerical and simulation ex-
amples have been presented to illustrate the performance behaviour and to support
the correctness of the derived results. The analysis in this chapter is significant for
better understanding the characteristics and behaviour of a more practical scenario
of an underlay CR network.
4.7 Appendix
4.7.1 Per-hop CDF Derivation
After substituting the formulas of FM
(
γW
Imax
)
and fW (w) into (4.16), the following
formula can be obtained:
I1 =
∞∫
Imax
Ps
[
1−
N∑
i=1
(
N
i
)
(−1)i+1 e
− iγw
Imaxσ
2
h σ2h(
σ2h +
wiγI¯PR
Imax
) ( σ2h
σ2h +
wiγI¯R
Imax
)LR ]
×
J∑
j=1
(
J
j
)
(−1)j+1 je
− wj
σ2
fsp
σ2fsp
dw. (4.40)
Depending on the values of I¯R and I¯PR , there are two possible cases for the solution
of the above integral. In the sections below, each case will be derived in detail.
• Case I, I¯PR = I¯R:
For this case, the variable in the integral is changed so that w = t
(
Imaxσ2fspσ
2
h
jImaxσ2h+iγσ
2
fsp
)
−
Imaxσ2h
iγI¯R
. Then, after some mathematical manipulation and with the help of [83,
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eq. (8.19.2)], a desired representation for the above formula can be obtained.
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where II1 represents the integral of I1 for the case when I¯PR = I¯R, and En (x)
is the exponential integral function.
• Case II, I¯PR 6= I¯R:
For the case when I¯PR 6= I¯R, the partial fraction decomposition method was
used to solve the integral in (4.40) as follows:
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where ζ =
(
Imaxσ2h
iγI¯R
− Imaxσ2h
iγI¯PR
)−LR
, and Ωn is obtained by the formula given
in (4.9). It can be observed that the above integrals, i.e., I21 and I22, are
quite similar to the previous derived integral in the first case, i.e., II1 in (4.41),
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therefore the final formula can be written as in (4.43):
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4.7.2 Per-hop CDF using SINR-based Selection Combining
In this section, the per-hop CDF is represented in the case where SINR-based an-
tenna selection is considered. The CDF can be expressed as in (4.44), and (4.45).
In addition, Ωm, and Ωn are obtained by using (4.46), and (4.47) respectively.
Fγieq(γ) = 1 +
N∑
i=1
(
N
i
)
(−1)i
[
e
− iγ
Psσ
2
h
(
Psσ
2
h
Psσ2h + γI¯PR
)i(
Psσ
2
h
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2
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)J
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J
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)
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)i(
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I¯R
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]
. (4.44)
Ψ3 =

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, if I¯PR = I¯R
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(4.45)
Ωm =
1
(i−m)!
∂i−m
∂wi−m
( 1
I¯R
+ w
)−iLR∣∣∣∣
w=−
(
1
I¯PR
). (4.46)
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Ωn =
1
(iLR − n)!
∂iLR−n
∂wiLR−n
( 1
I¯PR
+ w
)−i∣∣∣∣
w=−
(
1
I¯R
). (4.47)
Finally, it is worth mentioning that the SINR-based antenna selection technique
outperforms the SNR-based antenna selection technique in terms of the performance
enhancement, especially for the relatively large number of antennas at the receiver
nodes. This can be seen in Fig. 4.4 in the numerical results section. However,
the practical aspects of the SINR-based scheme are more complex to implement.
Accordingly, for a specific network with particular requirements, an appropriate
antenna selection technique can be chosen according to the desired performance and
complexity of the network.
4.7.3 Per-hop CDF Derivation, Maximum Ratio Combining
Technique
After substituting FM
(
γw
Imax
)
from (4.19) and fW (w) from (4.6a) into the first part
integral i.e., I1 =
∞∫
Imax
Ps
FM
(
γw
Imax
)
fW (w) dw, and doing some mathematical arrange-
ments, the first part of the formula can be obtained:
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. (4.48)
For the purpose of simplicity and mathematical tractability, these entities are used
to define the following terms; βˆ1 =
γ
Imaxσ2h
, βˆ2 =
Imaxσ2h
γI¯PR
, βˆ3 =
Imaxσ2h
γI¯R
, and βˆ4 =
j
σ2fsp
.
Then, the variable in the Ib1 integral formula is exchanged, so that w =
x
βˆ1+βˆ4
−
βˆ2. Subsequently, the Binomial expansion is used to further simplify the integral
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formula and, after some mathematical manipulation, the following expression can
be obtained:
Ia1 =
n∑
n1=0
(
n
n1
)
(−βˆ2)n−n1
(
βˆ1 + βˆ4
)i−n1
eβˆ2(βˆ1+βˆ4)
∞∫
( ImaxPs +βˆ2)(βˆ1+βˆ4)
e−x
xi+1−n1
dx.
(4.49)
Finally, with the help of [83, eq. (8.19.2)], the desired representation for the above
formula can be achieved. Similar steps can be repeated to solve the integral formula
Ib1. Therefore, by combining the above derived expressions, an exact formula for the
per-hop CDF can be obtained in the scenario where the MRC technique is considered
at the secondary receiver nodes, and the formula can be written as in (4.17). The
formulas of I2mrc and I
1
mrc are represented as in (4.50) and (4.51):
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(4.51)
4.7.4 Error Probability Derivation
To obtain a closed-form expression for the AEP, the derived CDF in (4.7) is used.
First, (4.7) is substituted into (4.28), as a result, the average per-hop error proba-
bility integral expression is obtained for two cases, (i.e., I¯PR = I¯R, and I¯PR 6= I¯R).
In the derivations below, the following notation is used to make the derivation
more tractable and easier to follow. First, let α1 =
Psσ2h
i
, α2 =
Psσ2h
iI¯PR
, α3 =
Psσ2h
iI¯R
,
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α4 =
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iI¯Rσ
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1− e
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Psσ
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, (4.52a)
Υ2 =
e
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α4
γ
+ 1
I¯R
)
γ (α3 + γ)
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ELR+1
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α4
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+
γ
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+ α6
)
, (4.52b)
Υ3 =
( I¯PR
I¯PR − I¯R
)LR eα5γ + 1I¯PR
γ
E1
(
α5
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+
γ
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+ α7
)
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LR∑
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I¯LRR
e
α4
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+ 1
I¯R
γ (α3 + γ)
n−1En
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α4
γ
+
γ
α1
+ α6
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. (4.52c)
• First Case (i.e., I¯PR = I¯R):
For this case, the integral formula contains three main parts. In this section,
the detailed steps and explanation of each part are presented. The integral in
the first part is obtained with the help of [83, eq. (5.2.1)]. In this derivation,
some basic functions manipulation should be taken into account, such as;
n! = Γ(n+ 1) and Γ(1/2) =
√
pi. The second part can be written as follows:
P¯ 2bI = Υ1
a
2
√
b
pi
∞∫
0
e−bγ√
γ
e
− γ
α1
(α3 + γ)
LR+1
dγ, (4.53)
For the second part i.e., P¯ 2bI first the variable in the integral is exchanged as
γ = tα3. Then, by using [83, eq. (13.4.4)] the desired formula can be obtained:
P¯ 2bI =Υ1
a
2
√
b
(
b+
1
α1
)LR+ 12
U
(
LR + 1, LR +
3
2
,
(
b+
1
α1
)
α3
)
. (4.54)
In (4.54), U (α, β, z) represents the confluent hypergeometric function. The
third part can be written as:
P¯ 3bI =
a
2
J∑
j=1
(
J
j
)
(−1)jα4αLR3
√
b
pi
×
∞∫
0
e−γb√
γ
Υ2dγ, (4.55)
where P¯ 3bI is the third part of the first case AEP equation. To the best of
the author’s knowledge, it would be quite difficult, if not impossible to solve
the above integral. In addition, it should be noted that there is more than
one term that includes the exponential integral function in the CDF formula.
95
4.7 Appendix
Therefore, it is not an efficient method to approximate these terms. However,
these terms can be determined numerically by utilizing different software tools,
for example, Matlab, Maple and Mathematica. Thus, this part of the above
formula is determined numerically and it is written as:
P¯ 3bI =
a
2
J∑
j=1
(
J
j
)
(−1)j α4 αLR3
√
b
pi
IPb1 . (4.56)
Therefore, the value of IPb1 is determined numerically using the following in-
tegral formula:
IPb1 =
∞∫
0
e−γb√
γ
Υ2 dγ, (4.57)
where Υ2 is defined in (4.52b).
• Second Case (i.e., I¯PR 6= I¯R):
For the second case, a formula is obtained that has three integral parts. The
first part is similar to the first part of the previous case. The part two, second
case of the AEP formula, can be expressed as:
P¯ 2bII = Υ1
a
2
√
b
pi
∞∫
0
e
−γ
(
b+ 1
α1
)
γ−
1
2
(α2 + γ)× (α3 + γ)LR
dγ, (4.58)
As previously mentioned and demonstrated, using the partial fraction can
make some expressions simpler. Consequently, this technique is employed to
make the integral expression in (4.58) easier to manipulate as follows:
P¯ 2bII = Υ1
a
2
√
b
pi
∞∫
0
e
−γ
(
b+ 1
α1
)
× γ− 12
[ LR∑
m1=1
µm1
(α3 + γ)
m1 +
µ2
(α2 + γ)
]
dγ, (4.59)
where µm1 , and µ2 are calculated using the expressions provided in (4.33a, and
4.33b) respectively. Therefore, each sub part for the second part is rewritten
as P¯ 21bII , and P¯
22
bII
respectively. Next, the variable for P¯ 21bII is exchanged so that
γ = t2α2. Then, by comparing the obtained formula with [83, eq. (7.7.1)],
and after performing some mathematical manipulations and arrangements the
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desired formula can be obtained as:
P¯ 21bII = Υ1
a
2
√
bpi
α2
µ2e
α2
(
b+ 1
α1
)
erfc
(√
α2
(
b+
1
α1
))
. (4.60)
In (4.60), erfc (x) represents the complementary error function. The solution
of the integral formula for P¯ 22bII is quite similar to the second part of the first
case, i.e., P¯ 2bI . Therefore, it can be solved as:
P¯ 22bII = Υ1 ×
a
2
√
b
LR∑
m1=1
µm1
(
b+
1
α1
)m1− 12
U
(
m1,m1 +
1
2
,
(
b+
1
α1
)
α3
)
.
(4.61)
Similar to the third part of the first case, the third part of the second case is
evaluated numerically:
P¯ 3bII =
a
2
J∑
j=1
(
J
j
)
(−1)j α5
√
b
pi
IPb2 . (4.62)
The value of IPb2 in (4.62) is determined using the following integral formula:
IPb2 =
∞∫
0
e−γb√
γ
Υ3 dγ, (4.63)
where Υ3 is defined in (4.52c). Finally, a closed-form expression for the AEP
can be obtained through summing all derived parts and substituting the nota-
tions that have been used for the derivations, it is represented in the formula
in (4.30).
4.7.5 Ergodic Capacity Derivation
To derive a closed-form EC formula for the multi-hop UCRN, the formula of the
per-hop equivalent CDF is used. This can be obtained by substituting (4.7) into
(4.34). This will resulting in an integral formula for the two different cases: case I
(i.e., I¯PR = I¯R) and case II (i.e., I¯PR 6= I¯R). In this section, the detailed steps of
the derivation for both cases are presented. In addition, the same notations that
have been defined in Appendix 4.7.4 are used.
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• First Case (i.e., I¯PR = I¯R):
For the first case, the formula has two integral parts. The first part is repre-
sented by C1ergI , and the second part by C
2
ergI
. The first integral part has the
following integral form:
C1ergI = Υ1
∞∫
0
1
(1 + γ)
e
− γ
α1
(α3 + γ)
LR+1
dγ, (4.64)
where Υ1 is defined in (4.52a). With the help of a partial fraction, the above
integral expression can be written in a simpler form. More specifically, it can
be represented by two terms as:
C1ergI = Υ1
∞∫
0
e
− γ
α1
[ λ1
(1 + γ)
+
LR+1∑
r2=1
λr2
(α3 + γ)
r2
]
dγ. (4.65)
In (4.65), λ1, and λr2 are determined using formulas provided in (4.39a), and
(4.39b) respectively. In the above formula, it is assumed that Psσ
2
h 6= iI¯R,
i.e., α3 6= 1. In fact, in the case of α3 = 1, there will be an extra possible
case, which is similar to the existing forms. Then, after some straightforward
mathematical manipulation and with the help of [83, eq. (8.19.2)], a desired
representation can be obtained for the integral formula in (4.64).
C1ergI = Υ1
[
λ1e
1
α1E1
(
1
α1
)
+
LR+1∑
r2=1
λr2 (α3)
1−r2 e
α3
α1Er2
(
α3
α1
)]
. (4.66)
Part C2ergI of the EC integral formula has the following form:
C2ergI =
J∑
j=1
(
J
j
)
(−1)j α4 αLR3
∞∫
0
Υ2
1 + γ
dγ, (4.67)
where Υ2 is defined in (4.52b). The integral in this part is keept and solve it
numerically. Therefore, it can be obtained as:
C2ergI =
J∑
j=1
(
J
j
)
(−1)j α4 αLR3 ICerg1 , (4.68)
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where
ICerg1 =
∞∫
0
Υ2
1 + γ
dγ. (4.69)
• Second Case (i.e., I¯PR 6= I¯R):
In this case, the integral formula has two parts. Part one is denoted by C1ergII ,
and part two by C2ergII . In this section, the derivation steps for each part are
presented.
C1ergII = Υ1
∞∫
0
e
− γ
α1
(1 + γ) (α2 + γ) (α3 + γ)
LR
dγ. (4.70)
The above integral formula is mathematically difficult to manipulate, by em-
ploying the partial fraction decomposition technique, the integral can be rep-
resented in a simpler form as:
C1ergII = Υ1
∞∫
0
e
− γ
α1
[ LR∑
r3=1
λr3
(α3 + γ)
r3 +
λ4
(α2 + γ)
+
λ5
(1 + γ)
]
dγ. (4.71)
In (4.71) λr3 , λ4 and λ5 are determined using formulas provided in (4.39c),
(4.39d) and (4.39e) respectively. In the above formula, it is assumed that
Psσ
2
h 6= iI¯PR and/or Psσ2h 6= iI¯R. If the following scenarios are considered,
there will be two extra possible cases, which are similar to the existing forms.
It can be observed that the integrals in (4.71) have similar forms to the integrals
in the first case, i.e., C1ergI . Therefore, the final formula can be written as:
C1ergII = Υ1
[ LR∑
r3=1
λr3 (α3)
1−r3 e
α3
α1Er3
(
α3
α1
)
+ λ4e
α2
α1E1
(
α2
α1
)
+ λ5e
1
α1E1
(
1
α1
)]
.
(4.72)
Part two in the second case of the EC integral formula can be written as:
C2ergII =
J∑
j=1
(
J
j
)
(−1)j α4 αLR3
∞∫
0
Υ2
1 + γ
dγ, (4.73)
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where Υ3 is defined in (4.52c). Similar to the second part of the first case,
C2ergII is numerically evaluated as:
C2ergII =
J∑
j=1
(
J
j
)
(−1)j α5 ICerg2 , (4.74)
where
ICerg2 =
∞∫
0
Υ3
1 + γ
dγ. (4.75)
Finally, a closed-form EC expression for one hop of the secondary network can
be obtained by summing all parts and substituting the notations that have
been used for the derivations, and it can be written as in (4.36).
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Chapter 5
Performance Study of a MIMO
Spectrum Sharing Network in the
Presence of CCI
In this chapter, the outage and error probability performances of a MIMO underlay
CRN are investigated under the presence of the primary transceiver and CCI. In ad-
dition, the impact of the interference power constraint and the secondary network
transmitter power constraint are considered. The TAS/MRC techniques are con-
sidered in the performance investigation. First, the equivalent SINR is constructed.
Then, the exact outage performance is thoroughly examined. Furthermore, differ-
ent case studies are considered to investigate the approximate outage performance.
Moreover, an expression for the asymptotic AEP is derived.
From this investigation, it is found that the MIMO system in conjunction with
TAS/MRC can significantly enhance the performance of the CR network by combat-
ing the impact of transmission power limitation in the secondary network. Moreover,
the MIMO scheme does not lose its advantage despite the presence of interference
from the primary transmitter and CCI sources. However, the interference power
decreases the performance of the secondary network especially when it increases
linearly with the secondary transmission power, in which performance floor or, even
worse, “performance degradation” are expected. Finally, to validate and discuss the
results, numerical examples are presented with Monte Carlo simulations.
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5.1 Introduction
To enhance the performance of the secondary network and combat the impact of
the interference power constraint, some approaches can be used; such as, employing
multi-antenna, or considering relay communication [10, 39]. Moreover, the multi-
antenna scheme outperforms other techniques in terms of reducing a large number
of required overhead signals and improving the secondary network throughput [39].
It is well-known that the multi-antenna scheme has the advantage of performance
improvement of any wireless communication system. However, it increases the cost
and complexity of the system. To reduce these drawbacks, an antenna selection
technique can be used which has the advantage of reducing the cost and complexity
of the system configuration. More importantly, it keeps the same benefits as the
multi-antenna usage regarding the diversity gain advantages [39]. Transmit antenna
selection is a technique of selecting the antenna at the transmitter node that results
in the highest SNR. Among the signal combining techniques at a receiver node, MRC
is considered as the most efficient one in terms of the performance enhancement [14].
As a result, combining these two techniques, i.e., TAS/MRC, in a MIMO wireless
system can apparently enhance the overall performance.
Studying the advantage of a MIMO system for cognitive radio has attracted sev-
eral researchers [13,17,31,32,41,50,51]. For example, Huang et al. [14] investigated
the underlay CR performance under the assumption that the secondary transmit-
ter has a single antenna. Furthermore, the authors in [39] have considered a single
antenna at both the primary transmitter and receiver nodes and multiple antennas
at the secondary transceiver to study the performance of the secondary network.
Recently, the authors in [31] have examined the advantages of the multi-antenna
scheme for the secondary network under the absence of the primary transmitter.
More recently, Yeoh et al. in [17], considered multi-antennas at both primary and
secondary transceivers and investigated the secondary network’s performance using
the TAS/MRC technique. In these papers, the influence of the CCI has not been
considered in the performance investigation. The authors in [70, 72, 74], have con-
sidered the impact of CCI on the performance of an underlay CR network; however,
multi-antenna schemes at all the nodes have not been considered.
The significant contribution of the research in this chapter is to investigate a
more practical and state-of-the art network consideration. More precisely, compre-
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hensive OP and AEP performances of a MIMO underlay CR network in conjunction
with the TAS/MRC technique are investigated under the following network condi-
tions: i) the presence of interference from the primary network and the CCI sources,
ii) consideration of the secondary transmitter power constraint, iii) consideration of
the interference power constraint, iv) taking into account AWGN, and v) the multi-
antennas at all nodes in the network, i.e., primary and secondary transceiver nodes.
In fact, the performance investigation of a UCRN considering the above network
constraints and conditions has not been studied yet.
The remainder of this chapter is structured as follows. In Section 5.2 the con-
sidered system model is discussed. Sections 5.3 gives an analytical investigation of
the outage performance and error probability performance of the MIMO underlay
cognitive network. In Section 5.4, some numerical examples with Monte Carlo sim-
ulations are presented to illustrate the network behaviour and validate the derived
expressions. Section 5.5 gives a summary and conclusions of this chapter. Finally,
the detailed derivation steps of the analytical results are given in Appendix 5.6.1.
5.2 System Model
Fig. 5.1 shows the system model under consideration. The network consists of pri-
mary and secondary transceiver nodes in which all the nodes are equipped with
multiple antennas. Mp and Np are the number of antennas at the PU transmitter
and receiver, respectively. Ms, and Ns are the number of antennas at the SU trans-
mitter and receiver, respectively. L is the number of CCI signals that affect the SU
destination node. In fact, there are Lp CCI signals that affect the PU destination
node. However, in this work, the focus is only on the secondary network performance
analysis.
It is assumed that the fading channels in the network are subject to a block
of i.i.d. Rayleigh fading channels. This is a valid assumption as channels between
the antennas of the two adjacent nodes in the network have the same distance and
therefore they can be assumed to be identical. Therefore, the generic channel power
gain between any two nodes in the network can be represented as |gxy|2, where g
represents the fading channel coefficient, and x and y are the two adjacent nodes
between g. Furthermore, the channel gain |gxy|2 follows the exponential distribution
with a mean power of σ2gxy , which can be defined as σ
2
gxy , d−αxy , where dxy is the
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Figure 5.1: The general network model used for the analysis showing a MIMO
underlay CR network in the presence of primary transceiver and CCI.
distance between nodes x and y, and α is the path-loss exponent. For example,
|gsd|2 is the channel power gain between the SU transmitter and receiver nodes,
respectively, and the corresponding channel variance is σ2gsd . In addition, |gsp|2 is the
channel power gain between the SU transmitter and PU receiver nodes, respectively.
The average channel power gain of the individual CCI signals has an exponential
distribution; therefore, the sum of L independent average channel power gains of
the CCI signals has a gamma distribution [84].
Moreover, it is assumed that perfect knowledge of the CSI is available [41]. In this
work, the average value of the channel power gain has been used in the mathematical
analysis, which is the square of the amplitude, rather than instantaneous values. The
CSI at the secondary transmitter node can be obtained through different approaches
[65]. For example, it can be obtained through feedback from the primary receiver
or with the help of the band manager [41]. For the mentioned network, the received
signal at the secondary user destination node can be written as:
yd =
√
Es gsd λx + Ic + Ip + nd, (5.1)
where Es is the permitted transmission power at the secondary transmitter node, gsd
represents the (Ms ×Ns) fading channel matrix between the secondary transmitter
and receiver nodes, and λx represents the intended message to be transmitted from
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the secondary transmitter node to the secondary destination node, which has a unit
energy. Ic and Ip are RVs representing the interference terms at the secondary
receiver node from the CCI sources and the primary transmitter, respectively. In
addition, nd is the noise term at the secondary destination node, which is assumed
to be AWGN. From the above formula, the resulting SINR at the SU destination
node after employing the TAS/MRC technique is represented as:
γeq =
Es ||g∗sdn||2∑L
l=1 γcl +
∑Mp
i=1 γpi +N0
, (5.2)
where γc and γp are the instantaneous interference power terms from the CCI sources
and the primary transmitter, respectively. In addition, N0 represents the power
spectral density (PSD) of the AWGN term. Also, || · ||2 is the Frobenius norm:
||g∗sdn||2 = max
n∈{1,··· ,MS}
{
||gsdn1 , · · · , gsdnND ||
2
}
. (5.3)
Furthermore, to protect the primary network, the transmission power at the sec-
ondary transmitter, Es, should have the following power constraint:
Es = min
(
Imax
(
max
j∈{1,··· ,Np}
{|gspj |2})−1 , Ps
)
. (5.4)
5.3 Performance Evaluation
In the sections below, first, mathematical expressions for the exact and asymptotic
outage performance of the MIMO UCRN are derived. Second, the AEP performance
is investigated.
5.3.1 Exact Outage Performance
Proposition 1: The exact outage performance of the underlay MIMO CR net-
work in the presence of primary network and CCIs, and with consideration of the
TAS/MRC technique, can be written as in (5.5), where Ψ is represented in (5.6),
ςa2 and ς
b
2 are represented by formulas in (5.7) and (5.8), respectively. Furthermore,
α1 =
Imax
Ps
, α2 =
(
n1γ
Imaxσ2gsd
+ j
σ2gsp
)
, α3 =
Imaxσ2gsd
γn1γ¯p
, α4 = Mp + n2 − n3, α5 = Imaxσ
2
gsd
γn1γ¯c
,
and α6 = Mp + n2 +m− n3.
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Pout(γth) =1−Ψ
{
e
− n1γth
Psσ
2
gsd
(
γth
Psσ2gsd
)∑
k
(
1− e−
Imax
Psσ
2
gsp
)Np [
Γ (Mp + n2 − n3)(
γ¯pσ
2
gsd
σ2gsd +
γthn1γ¯p
Ps
)Mp+n2−n3
−
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3)(
γ¯cσ
2
gsd
σ2gsd +
γthn1γ¯c
Ps
)Mp+n2+m−n3 ]
+
Np∑
j=1
(
Np
j
)
(−1)j+1 j
σ2gsp
(
γth
Imaxσ2gsd
)∑
k
[
Γ (Mp + n2 − n3)
(
Imaxσ
2
gsd
γthn1
)Mp+n2−n3
ςa2 −
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3)
(
Imaxσ
2
gsd
γthn1
)Mp+n2+m−n3
ςb2
]}
. (5.5)
Ψ =
Ms∑
n1=1
Ns−1∑
k1,kn1
∑
k∑
n2=0
Mp−1∑
n3=0
(
Ms
n1
)(∑
k
n2
)(
Mp − 1
n3
)
(−1)n1+n3+1 Γ (L+ n3)
k1! · · · kn1 !
×
(
γ¯cγ¯p
γ¯p−γ¯c
)L+n3
γ¯Lc γ¯
Mp
p Γ(L)Γ(Mp)
. (5.6)
ςa2 =
∑
k∑
r1=0
(∑
k
r1
)
(−1)
∑
k −r1 (α3)
∑
k −r1 (α2)
α4−r1−1 eα2α3Γ (1 + r1 − α4, α2 (α1 + α3)) .
(5.7)
ςb2 =
∑
k∑
r2=0
(∑
k
r2
)
(−1)
∑
k −r2 (α5)
∑
k −r2 (α2)
α6−r2−1 eα2α5Γ (1 + r2 − α6, α2 (α1 + α5)) .
(5.8)
Proof: See Appendix 5.6.1. 
5.3.2 Approximate Outage Performance
Despite the fact that in the previous section the exact outage performance can
be examined, its representation is too difficult to infer insights about the network
parameters. In this section, approximate and simpler expressions for the outage
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performance are derived for two scenarios as follows:
• No interference power constraint, i.e., Imax →∞:
By substituting this condition in (5.20) and (5.35), the resulting CDF formula
will reduce to the CDF of RV M that has been derived and represented in
(5.34), i.e., FM(
γ
Ps
). Then, the approximate OP in this case will be:
Pout(γth) ≈1−Ψ
(
γth
Psσ2gsd
)∑
k
e
− n1γth
Psσ
2
gsd
[
Γ (Mp + n2 − n3)(
γ¯pσ
2
gsd
σ2gsd +
γthn1γ¯p
Ps
)Mp+n2−n3
−
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3)
(
γ¯cσ
2
gsd
σ2gsd +
γthn1γ¯c
Ps
)Mp+n2+m−n3 ]
. (5.9)
In this scenario, the secondary transmitter can take advantage of using the
full range of its transmission power. However, this does not mean that the
performance of the secondary network can enhance linearly with the increase
of transmission power of the secondary transmitter node. There are other
performance improvement obstacles due to the PU transmitter and CCIs, in
which it is still possible for performance saturation to occur as a worst case
scenario. The obtained expression for the OP in this scenario is simpler than
the exact derived expression, yet, it is still difficult to obtain an explicit for-
mula to deal with the diversity gain due to the sum terms in the expression.
However, through the observation of the approximate outage formula it can
be seen that the diversity gain is proportional to
∑
k. In fact, the value of
∑
k
is related to the number of antennas at the SU transmitter and receiver nodes,
i.e., Ms, and Ns. Therefore, the generalized expression including the diversity
gain can be inferred and written as Pout(γth) ∝ 1
(Psσ2gsd)
∑
k
, where Psσ
2
gsd
repre-
sents the secondary transmitter SNR. The advantage of diversity gain can be
further understood later in the numerical section, more specifically in Fig. 5.3.
• No power constraint on the secondary transmitter, i.e., Ps →∞:
In this scenario, the conditional equivalent CDF can be represented as:
Fγeq(γ)
∣∣
W
= Pr
(
M ≤ γw
Imax
)
. (5.10)
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Therefore, the unconditional CDF can be obtained by taking the expectation
of FM
(
γw
Imax
)
over the PDF of RV W . Mathematically, this can be written as:
ς3 =
∞∫
0
FM
(
γw
Imax
)
fW (w) dw. (5.11)
The steps of derivation for the above formula are quite similar to the steps for
solving ς2 in (5.39). As a result, and for the sake of saving space, only the final
expression for this scenario is provided and can be written as in (5.12).
Pout(γth) ≈ 1−Ψ
Np∑
j=1
(
Np
j
)
(−1)j+1
(
j
σ2gsp
)(
γth
Imaxσ2gsd
)∑
k
Γ (L+ n3)[
Γ (Mp + n2 − n3)
(
Imaxσ
2
gsd
γthn1
)Mp+n2−n3
ςa3 −
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3)
(
Imaxσ
2
gsd
γthn1
)Mp+n2+m−n3
ςb3
]
. (5.12)
Moreover, in this scenario, ςa3 and ς
b
3 are obtained by using the following for-
mulas:
ςa3 =
∑
k∑
r1=0
(∑
k
r1
)
(−1)
∑
k −r1 (α3)
∑
k −r1 (α2)
α4−r1−1 eα2α3Γ (1 + r1 − α4, α2α3) ,
(5.13)
and
ςb3 =
∑
k∑
r2=0
(∑
k
r2
)
(−1)
∑
k −r2 (α5)
∑
k −r2 (α2)
α6−r2−1 eα2α5Γ (1 + r2 − α6, α2α5) .
(5.14)
From the derived formula in (5.12), it can be seen that the dominant power is
Imax instead of Ps, which is the key guarantee of the protection of the primary
network. In fact, when the network is working based on this scenario, it has the
advantage of promising that the secondary network is working on the optimal
possible performance. This can be seen in Fig. 5.3 in the numerical results
section.
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5.3.3 Average Error Probability
In this section, the AEP performance for the secondary network is investigated.
First, it is important to find a proper method to derive and represent a closed-form
expression for the AEP. Using the CDF for investigating the AEP is an efficient way,
since its representation is relatively simpler than PDF. However, by observing the
derived CDF for the considered system in this research, it is quite difficult to obtain
a closed-form expression for the AEP. Fortunately, an approximate formula can be
derived from the asymptotic derived CDF in (5.9) [72]. The AEP can be obtained
by using the formula in (4.28).
For the purpose of representing the formulas in a simpler way, the following
notations are used: δ0 =
∑
k, δ1 =
Psσ2gsd
n1
, δ2 =
Psσ2gsd
n1γ¯p
, δ3 =
Psσ2gsd
n1γ¯c
, δ4 = Mp+n2−n3,
δ5 = Mp + n2 +m− n3, and δ6 = 1δ1 + b. Then, after employing these notations and
substituting (5.9) into (4.28), the following expression is obtained:
P¯b ≈a
2
− a
2
√
b
pi
Ψ
1(
Psσ2gsd
)∑
k
[
Γ (Mp + n2 − n3) (δ1)δ4
Ω1︷ ︸︸ ︷
∞∫
0
e−δ6√
γ
(γ)δ0
(δ2 + γ)
δ4
dγ
−
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3) (δ1)δ5
∞∫
0
e−δ6√
γ
(γ)δ0
(δ3 + γ)
δ5
dγ
︸ ︷︷ ︸
Ω2
]
,
(5.15)
where Ψ is represented by the formula in (5.6). To solve the integral in part Ω1,
first, the variable in the integral is changed such that t = γ
δ2
. After this, the integral
formula in Ω1 part can be written as:
Ω1 = (δ2)
δ0+
1
2
−δ4
∞∫
0
e−δ2δ6t (t)δ0−
1
2 (1 + t)−δ4 dt. (5.16)
Now, using [80, eq. (13.2.5)] the desired formula can be obtained:
Ω1 = (δ2)
δ0+
1
2
−δ4 Γ
(
δ0 +
1
2
)
U
(
δ0 +
1
2
, δ0 +
3
2
− δ4, δ2δ6
)
, (5.17)
where U (a, b, z) is the confluent hypergeometric function of the second kind defined
in [83, eq. (13.4.4)]. Using similar steps, the integral in part Ω2 can be solved and
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written as:
Ω2 = (δ3)
δ0+
1
2
−δ5 Γ
(
δ0 +
1
2
)
U
(
δ0 +
1
2
, δ0 +
3
2
− δ5, δ3δ6
)
. (5.18)
Finally, the approximate AEP can be expressed as in (5.19).
P¯b ≈ a
2
− a
2
√
b
pi
Ψ
1(
Psσ2gsd
)∑
k
[
Γ (Mp + n2 − n3) (δ1)δ4 Ω1
−
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3) (δ1)δ5 Ω2
]
, (5.19)
where Ω1 and Ω2 are calculated by using the formulas in (5.17) and (5.18), respec-
tively.
5.4 Numerical Results and Discussions
In this section, some numerical and simulation examples are presented to validate
the derived expressions and to discuss the MIMO underlay CR network under some
practical circumstances. In the calculation of channel variances, a two-dimensional
network topology is considered. More precisely, the SU source node is considered
at (0, 0). In addition, the channel variance between two nodes at a distance d is
calculated as 1/1 + dα, where α represents the path-loss exponent and is assumed
to be four in all results in this section. Furthermore, the PSD of the noise is assumed
to be one.
In Fig. 5.2, the OP performance is plotted versus SNR threshold for different
values of Imax and different number of antennas at the secondary destination node.
The locations of the PU receiver and SU destination nodes are considered to be at
(1, 1) and (1, 0), respectively. Furthermore, the following network parameters are
considered; Ps = 15 dB, γ¯c = 3 dB, γ¯p = 4 dB, Ms = 2, Ns = 3, Mp = 2, Np = 2,
L = 2. The results in Fig. 5.2 show that higher interference power constraint leads to
better performance. Moreover, increasing the number of antennas at the secondary
receiver node results in an observable improvement in the performance despite the
consideration of interference power constraint and interferences from the CCI sources
and primary transmitter.
Fig. 5.3 shows the OP versus the transmission SNR for different locations of the
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Figure 5.2: Outage performance vs. SNR threshold for different values of interfer-
ence power constraint Imax and secondary destination antennas Ns.
primary receiver node. The SU destination node is considered to be at (1, 0). In
addition, the following network parameters are considered; Imax = 20, dB, γ¯c = 5
dB, γ¯p = 7 dB, Ms = 2, Ns = 3, Mp = 2, Np = 3, L = 3. From the results in Fig. 5.3,
it can be observed that as the PU receiver node gets closer to the SU transmitter
node, the performance degrades, and vice versa. Furthermore, when the value of
Imax →∞, the position of the primary user receiver does not have any influence on
the system performance. This situation can be considered when the primary network
is in the silent mode. Furthermore, it can be treated as an interweave scenario [8],
when the secondary network can use a specific spectrum when it is vacated by the
primary user. Moreover, the advantage of diversity gain can be clearly seen when
Imax →∞. For the scenario when Ps →∞, the flat performance can be seen, which
gives the maximum boundary that the performance can achieve.
To investigate the impact of the linear increase of the CCI power, Fig. 5.4 has
been plotted. In this figure, the OP has been depicted for a different number of
antennas at the SU transmitter and a different number of CCI signals that affect
the SU destination node. The CCI power is considered to increase in proportion
with SU transmitter power by a rate of 5%, i.e., γ¯c = 5× 10−2 × Ps. The positions
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Figure 5.3: Outage performance vs. transmission SNR for different PU receiver
node positions.
of the PU receiver and SU destination nodes are considered to be at (0.8, 1) and
(0.9, 0), respectively. Furthermore, the following network parameters are considered;
Imax = 20, dB, γ¯p = 3 dB, Ns = 4, Mp = 2, Np = 4. Fig. 5.4 demonstrates that
despite the worst scenario of the interference power, the multi-antenna scheme with
the TAS/MRC technique can improve the system performance. In addition, the
number of CCI signals plays a negative role in the performance characteristics. It
should be observed that the performance starts degrading instead of saturating,
after the 20 dB transmission SNR. This degradation is due to the linear increase of
the CCI power with respect to the secondary transmission power. This scenario can
be considered as a worst case for the secondary network performance.
Fig. 5.5 shows the AEP performance versus the transmission SNR for a different
number of antennas at the secondary user source node. In this figure, the value of
the interference power constraint has been chosen to be higher than the secondary
transmission power to illustrate the performance of the secondary network in the
absence of transmission power limitation, due to the interference power constraint.
Additionally, the positions of the PU receiver and SU destination nodes are con-
sidered to be at (1, 1) and (1, 0), respectively. In addition, the following network
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Figure 5.4: Outage performance for a different number of antennas at the SU trans-
mitter and different number of CCI signals in the scenario where the CCI power
linearly increases with the secondary transmission power.
parameters are considered for the calculations: γ¯p = 7 dB, γ¯c = 5 dB,, Ns = 3,
Mp = 2, Np = 3, L = 3. It is obvious that when the number of antennas at the sec-
ondary source node increases, the network performance improves accordingly. This
implies that the diversity advantage is possible for a UCRN under the circumstances
where the secondary transmitter takes advantage of its transmission power.
5.5 Conclusion
In this chapter, the performance of a MIMO UCRN has been thoroughly investi-
gated when both primary transmitter and CCIs have impacted on the secondary
network. Considering the TAS/MRC technique first, the equivalent SINR formula
for the secondary network has been obtained. Then, the exact and approximate
OP expressions have been derived. Furthermore, an approximate expression for the
AEP has been obtained. From the derived expressions, the system performance has
been assessed through numerical and simulation examples.
The results showed that considering the MIMO system with the TAS/MRC
technique can effectively enhance the performance of the secondary network. It is
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Figure 5.5: Average error probability for a different number of antennas at the SU
transmitter.
also found that the power constraint and interferences on the secondary network can
severely affect the system performance which could lead to performance floor or, in
the worst case, to performance degradation. This research is important in terms of
considering a more practical and complete network scenario for an underlay CRN
and to understand its behaviour under these practical circumstances.
5.6 Appendix
5.6.1 Proof of Proposition 1
Outage probability is defined as the probability that the equivalent SINR falls below
a predefined SNR threshold value γth. In fact, the OP performance can be investi-
gated directly from the CDF of the equivalent SINR. The definition of CDF of the
RV γeq is Fγeq(γ) = Pr
(
γeq ≤ γ
)
. Then, by replacing γ with γth the OP can be
obtained. Therefore, the CDF will be derived first, then, the OP can be investigated.
Based on (5.2), the CDF of the end-to-end equivalent SINR, i.e., γeq, can be
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mathematically expressed as:
Fγeq(γ) = Pr
(
min
(Imax
W
,Ps
) X
Y + Z + 1
≤ γ
)
, (5.20)
where W , max
j∈{1,··· ,Np}
{|gspj |2}, X , ||g∗sdn||2, Y , ∑Ll=1 γclN0 , and Z , ∑Mpi=1 γpiN0 .
In the sections below, the detailed steps of deriving Fγeq(γ) are given. It is more
convenient to start the derivation by finding the resulting RV from the combination
of several RVs. First, let M be a new RV such that M = X/(Y +Z + 1). Then, the
resulting RV from Y + Z in the denominator can be obtained. Let Q be the new
RV from Y +Z. The PDF of the sum of these two RVs can be derived by using the
following formula [10]:
fQ(q) =
q∫
0
fY (y)fZ(q − y) dy. (5.21)
The PDFs of RVs Y , and Z can be represented as:
fY (y) =
yL−1
γ¯Lc Γ(L)
e−
y
γ¯c , (5.22)
fZ(z) =
zMp−1
γ¯
Mp
p Γ(Mp)
e
− z
γ¯p , (5.23)
where γ¯c, and γ¯p are the average INR from the CCI signals and the Mp antennas
at the primary transmitter, respectively. So that, γ¯c , PCCIN0 σ
2
gcd
, and γ¯p , PPUN0 σ
2
gpd
,
where PCCI and PPU are the power of CCI signals and the interference power from
the primary user transmitter, respectively, at the secondary destination node. More-
over, σ2gcd , and σ
2
gpd
represent the variance values of the channels for CCI sources and
primary transmitter to the secondary destination node, respectively. After substitut-
ing the mentioned PDFs into (5.21), the following integral formula can be obtained:
fQ(q) =
e
− q
γ¯p
γ¯Lc γ¯
Mp
p Γ(L)Γ(Mp)
q∫
0
yL−1 (q − y)Mp−1 e−y
(
1
γ¯c
− 1
γ¯p
)
dy. (5.24)
Using the Binomial expansion, the term (q − y)Mp−1 can be expanded. Then, the
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above equation can be rewritten as:
fQ(q) =
e
− q
γ¯p
γ¯Lc γ¯
Mp
p Γ(L)Γ(Mp)
Mp−1∑
n3=0
(
Mp − 1
n3
)
(−1)n3 qMp−1−n3
η︷ ︸︸ ︷
q∫
0
yL+n3−1e−y
(
1
γ¯c
− 1
γ¯p
)
dy .
(5.25)
In (5.25), the variable in the integral is exchanged as t = y
(
γ¯p−γ¯c
γ¯cγ¯p
)
, therefore, η can
be written as:
η =
(
γ¯cγ¯p
γ¯p − γ¯c
)L+n3 q( γ¯p−γ¯cγ¯cγ¯p )∫
0
tL+n3−1 e−t dt. (5.26)
Then, by comparing the above integral with the formula in [83, eq. (8.2.1)] the
desired expression can be obtained and written as:
η =
(
γ¯cγ¯p
γ¯p − γ¯c
)L+n3
γ
(
L+ n3,
(
γ¯p − γ¯c
γ¯cγ¯p
)
q
)
. (5.27)
Finally, after substituting its derived parts, the PDF of RV Q can be expressed as
in (5.28):
fQ(q) =
qMp−1−n3e−
q
γ¯p
γ¯Lc γ¯
Mp
p Γ(L)Γ(Mp)
Mp−1∑
n3=0
(
Mp − 1
n3
)
(−1)n3
(
γ¯cγ¯p
γ¯p − γ¯c
)L+n3
×
γ
(
L+ n3,
(
γ¯p − γ¯c
γ¯cγ¯p
)
q
)
, (5.28)
where γ (·, ·) is the lower incomplete Gamma function defined in [83, eq. (8.2.1)].
The next step is to obtain the CDF of M , where M = X
Q+1
. This division of two
RVs can be obtained by averaging the CDF of RV X over the PDF of the RV Q+ 1.
Mathematically, the above statement can be written as [10]:
FM(γ) =
∞∫
0
FX((q + 1)γ)fQ(q) dq. (5.29)
The CDF expression of RV X under the consideration of TAS/MRC technique can
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be represented as [17, eq. (25)]:
FX(x) = 1−
Ms∑
n1=1
(
Ms
n1
)
(−1)n1+1 e−
n1x
σ2gsd
Ns−1∑
k=0
(
x
σ2gsd
)k
k!

n1
. (5.30)
Furthermore, using the multinomial expansion, the power of the sum term in the
above formula can be written as:Ns−1∑
k=0
(
x
σ2gsd
)k
k!

n1
=
Ns−1∑
k1,kn1
1
k1! · · · kn1 !
(
x
σ2gsd
)∑
k
, (5.31)
where
Ns−1∑
k1,kn1
=
Ns−1∑
k1=0
· · ·
Ns−1∑
kn1=0
, (5.32)
and
∑
k
= k1 + k2 + · · ·+ kn1 . (5.33)
Then, after substituting the CDF of X, FX((q+ 1)γ) and the PDF of Q, fQ(q) into
(5.29), and with the help of [112, eq. (8.352.6)] for representing the lower incomplete
Gamma function in terms of a finite number of sums, and [83, eq. (5.2.1)], the CDF
of RV M can be obtained and written as in (5.34), where Ψ is represented by the
formula in (5.6).
FM(γ) =1−Ψ
(
γ¯cγ¯p
γ¯p − γ¯c
)L+n3
Γ (L+ n3)
[(
γ¯pσ
2
gsd
σ2gsd + γn1γ¯p
)Mp+n2−n3
Γ (Mp + n2 − n3)−
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3)×(
γ¯cσ
2
gsd
σ2gsd + γn1γ¯c
)Mp+n2+m−n3 ]
. (5.34)
In this analysis, it is assumed that the average INR values of the primary network
and the CCI sources at the secondary destination node are not equal, i.e., γ¯p 6= γ¯c.
It is obvious that in the scenario where γ¯p = γ¯c, the mathematical representation
can be assumed as an existence of Mp+L interferences at the secondary destination
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node. Based on the formula in (5.20), the CDF expression can be written in terms
of the probability as follows:
Fγeq(γ) =
Pr
(
PsM ≤ γ
)
, when Imax
W
≥ Ps , ς1
Pr
(
Imax
W
M ≤ γ
)
, when Imax
W
< Ps , ς2.
(5.35)
The first part in the above formula can be directly obtained as:
ς1 = FM
(
γ
Ps
)
FW
(
Imax
Ps
)
, (5.36)
where FM (·) is the CDF of RV M that has been obtained in (5.34), with replacing
γ by γ
Ps
. In addition, the CDF of RV W can be written as:
FW (w) = 1−
Np∑
j=1
(
Np
j
)
(−1)j+1 exp
(
− wj
σ2gsp
)
, (5.37)
where the variable w should be substituted with Imax
Ps
. The second part in (5.35) can
be expressed as:
ς2 =
∞∫
Imax
Ps
FM
(
γw
Imax
)
fW (w) dw. (5.38)
After substituting the entities and doing some mathematical arrangements, the for-
mula for ς2 can be rewritten as in (5.39):
ς2 =
Np∑
j=1
(
Np
j
)
(−1)j+1 e−
jImax
Psσ
2
gsp −Ψ
Np∑
j=1
(
Np
j
)
(−1)j+1
(
j
σ2gsp
)(
γ
Imaxσ2gsd
)∑
k
[
Γ (Mp + n2 − n3)
(
Imaxσ
2
gsd
γn1
)Mp+n2−n3
×
∞∫
Imax
Ps
(w)
∑
k e
−w
(
n1γ
Imaxσ
2
gsd
+ j
σ2gsp
)
(
Imaxσ2gsd
γn1γ¯p
+ w
)Mp+n2−n3 dw
−
L+n3−1∑
m=0
1
m!
(
γ¯p − γ¯c
γ¯cγ¯p
)m
Γ (Mp + n2 +m− n3)×
(
Imaxσ
2
gsd
γn1
)Mp+n2+m−n3
∞∫
Imax
Ps
(w)
∑
k e
−w
(
n1γ
Imaxσ
2
gsd
+ j
σ2gsp
)
(
Imaxσ2gsd
γn1γ¯c
+ w
)Mp+n2+m−n3 dw
]
. (5.39)
By observing (5.39), it can be seen that the two integral formulas are identical
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in terms of the structure. Therefore, one integral will be solved in the upcoming
section, and the second integral can be solved using similar steps. First, to make the
expressions inside the integral more tractable mathematically, some notations are
employed. Let α1 =
Imax
Ps
, α2 =
(
n1γ
Imaxσ2gsd
+ j
σ2gsp
)
, α3 =
Imaxσ2gsd
γn1γ¯p
, α4 = Mp + n2 − n3,
α5 =
Imaxσ2gsd
γn1γ¯c
, and α6 = Mp + n2 +m− n3. Furthermore, let ςa2 and ςb2 represent the
first and second integral parts in (5.39). Then, the formula for ςa2 can be written as:
ςa2 =
∞∫
α1
(w)
∑
k e−wα2
(α3 + w)
α4 dw. (5.40)
The integral formula in (5.40) to its current form is quite hard to solve if not impos-
sible, since there is no standard function that can represent its structure. Therefore,
one should find methods to re-represent the integral equation so that it can be solved
by comparing it to one of the available standard mathematical functions. First, the
variable in the integral is replaced as follows: t = α3 + w, therefore, the formula of
ςa2 can be written as:
ςa2 =e
α2α3
∞∫
α1+α3
(t− α3)
∑
k e−tα2
tα4
dt. (5.41)
Thanks to the Binomial theorem, the above integral representation can be made sim-
pler and more tractable mathematically. Therefore, using the Binomial expansion,
the above integral formula can be rewritten as:
ςa2 =e
α2α3
∑
k∑
r1=0
(∑
k
r1
)
(−1)
∑
k −r1 (α3)
∑
k −r1
∞∫
α1+α3
e−tα2
tα4−r1
dt. (5.42)
In the next step the variable in the integral is exchanged such that x = t α2, then,
by comparing the resulting integral with [112, eq. (8.350.2)], the desired expression
can be obtained and written as in (5.7). Similar steps can be repeated to derive the
second part integral, which can be represented as in (5.8).
Finally, the formula of Fγeq(γ) can be obtained by adding both derived parts in
ς1 and ς2. From this, the OP can be easily obtained by replacing the variable γ in
the equivalent CDF formula with γth, which can be written as in (5.5).
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Chapter 6
Impact of CCI on a UCRN Over
Nakagami-m Fading Channels
In this chapter, the impact of CCI on the performance of an underlay CR network
over Nakagami-m fading channels is presented and analysed. More precisely, a
DF relay protocol for a dual-hop cognitive cooperative network is considered. In
this study, the impact of both the primary transmitter interference and CCI on
the secondary system performance are considered. First, an exact expression for the
equivalent SINR of the secondary system is obtained. Then, the corresponding exact
and asymptotic CDFs are derived. From this, the exact outage performance for the
secondary network is investigated. Furthermore, the equivalent PDF is obtained
and discussed. In addition, an approximate expression for the AEP performance is
derived.
From the results, it can be inferred that the presence of the CCI and primary
network interference severely degrades the system performance. Moreover, a higher
value of the shape parameter of the desired fading channel gives better performance
and diversity gain. Finally, the analytically derived results have been supported by
providing numerical and Monte Carlo simulations results.
Furthermore, Nakagami-m fading channels are more practical to consider in the
performance investigation of a wireless communication system, as they can bet-
ter represent the physical channel characteristics than Rayleigh and Rician fading
channels [57]. For instance, Nakagami-m fading channels define the envelope of the
received signal after maximal ratio combining diversity. In addition, Rayleigh fading
channels can be considered to be a special case within the Nakagami model. More-
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over, Rician and Nakagami distributions demonstrate almost the same behaviour
close to their mean values [113].
6.0.1 Related Works
Investigations into outage performance for an underlay CR paradigm has been widely
studied [57, 58, 65]. For example, the outage performance of the cooperative DF
underlay cognitive network was studied in [57] over Nakagami-m fading channels.
The authors in [65] and [66] extended the previous work in [57] by considering multi-
primary receivers and multi-secondary destinations. In [63], the outage performance
of an underlay DF CR network was investigated using the relay selection technique
and over Nakagami-m fading channels. In recent work [114], the authors made a
comprehensive performance study of a DF cognitive network using the antenna SC
technique and by considering proportional and fixed interference power constraint.
In the works mentioned above, the impacts of the primary transmission power and
CCI on the cognitive radio network were not considered.
Some recent studies have examined the impact of primary transmission inter-
ference on the secondary network’s performance [15, 55]. For instance, in [15], the
asymptotic outage performance of the cooperative AF CR network was studied over
Rayleigh fading channels. Finally, the authors in [10, 72] have investigated the im-
pact of CCI on an underlay CR network considering Rayleigh fading channels. In
addition, detailed performance analyses were investigated in [10].
6.0.2 Contribution of this Chapter
A good background understanding in the area of the performance study of an un-
derlay CR network has been garnered from the works mentioned above. However,
most of them have neglected the interference from the primary transmitter and/or
considered only Rayleigh fading channels. In fact, the impact of CCI has to be
considered in practical cognitive relaying techniques. To the best of the author’s
knowledge, the effects of such CCI on a UCRN over Nakagami-m fading channels
has not yet been studied.
In this chapter, the performance of a UCRN scenario over Nakagami-m fading
channels is studied when the CCI signals and the primary network interferences
are present. Specifically, the exact equivalent per-hop and end-to-end SINR of the
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Figure 6.1: The general network model used for analysis showing cooperative un-
derlay CR network in the existence of the primary transceiver and CCI.
secondary network over Nakagami-m fading channels is addressed. Then, the exact
CDF of the system SINR is obtained. Based on these results, the outage and AEP
performances of the secondary network are thoroughly investigated.
The remainder of this chapter is structured as follows. In Section 6.1 the system
model is described and represented mathematically. Section 6.2 is devoted to the
derivation of the statistical and performance metrics. In Section 6.3, numerical
results are presented to validate the derivations and analysis. Section 6.4 summarizes
the main findings of the research in this chapter. Finally, the steps of the theoretical
derivations are given in Appendices 6.5.1, and 6.5.2.
6.1 System Model
In the following sections, first, the network parameters and channels are described.
Then, mathematical representations of the received signals are presented, and the
formula for the equivalent SINR of the network is obtained.
6.1.1 Network and Channels Description
The system model under consideration is shown in Fig. 6.1. S, R, and D are
the secondary source, relay and destination nodes, respectively. The existence of
a primary transceiver is considered in the network, where Tx is the transmitter
node and Rx is the receiver node. Each node in the system has a single antenna
and is working in half-duplex mode. Due to the presence of obstacles between the
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secondary source and destination, it is assumed that there is no direct link between
them [53]. In addition, the relay node employs the DF protocol. Moreover, it is
assumed that all the channels between the nodes are subject to independent and
non-identically distributed Nakagami-m fading channels. The channels have a scale
parameter of σ2Xij and a shape parameter of mXij , where X represents the generic
channel coefficient; i and j represent the source and destination node for the channel
X, respectively.
Furthermore, it is assumed that the CCI links are identical, in terms of their av-
erage INR, at the secondary user relay and destination nodes, respectively [10, 84].
This is a valid assumption especially when LR and LD interference sources are from
other neighbouring clusters. For instance, the distance from LR sources to the relay
node is relatively large enough that the interference signals can be assumed to have
similar average power gain [10]. hsr, and hrd represent the first and second hop
data channel fading coefficients of the secondary network, respectively. fsp, and frp
represent the interference channel fading coefficients of the secondary source and re-
lay to the primary receiver, respectively. fpr, fpd represent the interference channel
fading coefficients of the Tx to the secondary relay and destination, respectively. firj
(j = 1, 2, · · · , LR), and fidi (i = 1, 2, · · · , LD) represent the CCI fading coefficients
of the jth interference channel at the secondary relay and ith interference channel at
the secondary destination, respectively. In fact, the CCI signals affect the primary
receiver as well. However, this research focuses on the performance of the secondary
network. It is obvious that the performance of the primary network is similar to
the extensively studied performance in the literature [115]. In addition, the corre-
sponding channel power gains for the mentioned Nakagami-m channel coefficients
are |hsr|2, |hrd|2, |fsp|2, |frp|2, |fpr|2, |fpd|2, |firj |2, and |fidi |2 respectively, which
follow the gamma distribution with the scale parameters of σ2hsr , σ
2
hrd
, σ2fsp , σ
2
frp
,
σ2fpr , σ
2
fpd
, σ2fir and σ
2
fid
, respectively, and the corresponding channel fading severity
parameters are mhsr, mhrd, mfsp, mfrp, mpr, mpd, mir, and mid, respectively.
6.1.2 Mathematical Representation
The transmission in the secondary network is performed in two phases. In the first
phase, the source node transmits its message signal to the relay node. The relay
node receives the transmitted message from S plus noise, which is represented as
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AWGN, plus the interference from Tx, and the CCI from LR interference sources.
In the second phase, the relay node decodes the received signal then encodes it
and broadcasts the message to the destination node. Similar to the first phase, the
received signal at the destination node will be a combination of the desired message,
noise and interferences from the primary transmitter and the CCI signals. Thus, the
received signal at both relay and destination nodes can respectively be represented
as:
yr =
√
EShsrx+
√
EIR
LR∑
j=1
firjxrj +
√
EPRfprxpr + nr, (6.1)
and
yd =
√
ERhrdxˆ+
√
EID
LD∑
i=1
fidixdi +
√
EPDfpdxpd + nd, (6.2)
where ES, and ER are the secondary source and relay permitted transmission energy
signals, respectively. EIR, and EID are the CCI energies at the secondary relay and
destination nodes, respectively. EPR, and EPD are the interference energy signals of
the primary transmitter at the secondary relay and destination nodes, respectively.
Furthermore, x represents the desired signal to be transmitted from the sec-
ondary source and xˆ is the desired signal to be transmitted from the secondary
relay. xrj and xdi are the j
th and ith co-channel interferer’s signals that are affecting
the secondary relay and destination nodes, respectively, xpr, and xpd are the primary
interferer’s signals that are affecting the secondary relay and destination nodes, re-
spectively. All signals are assumed to have unit energy. Finally, nr and nd represent
the AWGN terms at the secondary relay and destination nodes, respectively.
In an underlay CR network, the secondary transmitters should adjust their
transmission power so that the quality of service of the primary network is main-
tained. Therefore, the transmission powers at S and R are ES ≤ min
(
Imax
|fsp|2 , Ps
)
and ER ≤ min
(
Imax
|frp|2 , Pr
)
, respectively, where Ps and Pr are maximum transmission
power limits at S and R, respectively. Moreover, Imax is the interference power
constraint, which is the maximum level of interference that the secondary network
can produce at the primary receiver node. Therefore, the received equivalent SINR
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in the first time-slot at the relay is represented as:
γeqSR =
signal power
CCI power + primary interference + noise power
=
γSR
γIR + γPR + 1
, (6.3)
where γSR =
ES
N0
|hsr|2 = min
(
Imax
|fsp|2 , Ps
)
|hsr|2
N0
, γIR =
LR∑
j=1
(
EIR
N0
|firj |2 , IRj
)
and
γPR =
EPR
N0
|fpr|2 , IPR. In addition, γRD = min
(
Imax
|frp|2 , Pr
)
|hrd|2
N0
, γPD =
EPD
N0
|fpd|2 ,
IPD, and γID =
LD∑
i=1
(
EID
N0
|fidi|2 , IDi
)
. Moreover, I¯R, I¯D, I¯PR, and I¯PD represent
the average INR values corresponding to IR, ID, IPR, and IPD, respectively.
6.2 Statistical Derivations and Performance Eval-
uation
In the following sections, first the per-hop and total equivalent CDF and PDF are
derived. Then, exact and asymptotic expressions for the outage performance are
derived. In addition, multi-hop outage performance is examined. Finally, the system
AEP is investigated.
6.2.1 The CDF of γtoteq
For a dual-hop DF cognitive secondary network, the end-to-end equivalent SINR
known as γtoteq can be represented as [115]:
γtoteq = min (γ
eq
SR, γ
eq
RD) , (6.4)
where γeqSR, and γ
eq
RD are the equivalent SINR for the first and second hop, respec-
tively. Moreover, the total equivalent CDF can be obtained by using the following
formula [69]:
Fγtoteq (γ) = 1−
(
1− FγeqSR(γ)
)(
1− FγeqRD(γ)
)
, (6.5)
where FγeqSR(γ) and Fγ
eq
RD
(γ) are the CDFs of the first and second hop equivalent
SINR, i.e., γeqSR and γ
eq
RD, respectively. The CDFs of γ
eq
SR and γ
eq
RD can be found as
follows: from the equivalent SINR formula in (6.3), the CDF of γeqSR can be written
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as:
FγeqSR(γ) = Pr (γ
eq
SR ≤ γ)
= Pr
(
min
(
Imax
Y
, Ps
)
X
(I + P + 1)
≤ γ
)
, (6.6)
where X, Y , I, P represent the RVs |hsr|
2
N0
, |frp|2, EIRN0
LR∑
j=1
|firj |2, and EPRN0 |fpr|2, re-
spectively, with Pr (·) denoting probability operator. The PDFs of X, Y , I, P are
represented as the following:
fX(x) =
(
mhsr
σ2hsr
)mhsr xmhsr−1
Γ (mhsr)
exp
(
−mhsr
σ2hsr
x
)
, (6.7)
fY (y) =
(
mfsp
σ2fsp
)mfsp
ymfsp−1
Γ (mfsp)
exp
(
−mfsp
σ2fsp
y
)
, (6.8)
fI(γIR) =
(
mir
I¯R
)mirLR γmirLR−1IR
Γ (mirLR)
exp
(
−mir
I¯R
γIR
)
, (6.9)
fP (γPR) =
(
mpr
I¯PR
)mpr γmpr−1PR
Γ (mpr)
exp
(
−mpr
I¯PR
γPR
)
, (6.10)
where mhsr, mfsp, mir, and mpr are the Nakagami-m channel fading severity param-
eters for the channels between the nodes of the SU source to the SU relay, the SU
source to Rx, CCI signals to the SU relay, and Tx to the SU relay, respectively.
Corollary 1: The equivalent CDF of the source to relay SINR can be expressed as
in (6.11), where Υ is defined in (6.12). In addition, Γ (·, ·) is the upper incomplete
gamma function defined in [112, eq. (8.350.2)]. Furthermore, for the purpose of
representing the equations in a simpler form, the following entities have been de-
fined as follows: β1 =
Psσ2hsr
mhsr
, β2 =
mir
I¯R
, β3 =
mpr
I¯PR
, β4 =
I¯PRmir−I¯Rmpr
I¯PR I¯R
, β5 =
mfspImax
Psσ2fsp
,
β6 =
mfspσ
2
hsr
Imax
mhsrσ
2
fsp
, β7 =
mprmfspσ
2
hsr
Imax
mhsrσ
2
fsp
I¯PR
, and β8 =
mirmfspσ
2
hsr
Imax
mhsrσ
2
fsp
I¯R
.
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FγeqSR(γ) = 1−Υ
{
e
− γ
β1
(
γ
β1
)i(
1− Γ (mfsp, β5)
Γ(mfsp)
)[(
γ
β1
+ β3
)l−j−mpr
Γ (j +mpr − l)−
mirLR+l−1∑
k=0
(β4)
k
k!
(
γ
β1
+ β2
)l−j−k−mpr
Γ (j + k +mpr − l)
]
+
(
β6
γ
)mfsp
Γ (mfsp)
[
Γ (j +mpr − l) I1a −
mirLR+l−1∑
k=0
(β4)
k
k!
Γ (j + k +mpr − l) I1b
]}
.
(6.11)
Υ =
mhsr−1∑
i=0
i∑
j=0
mpr−1∑
l=0
(
mpr − 1
l
)(
i
j
)
(−1)l
i!
(
mir
I¯R
)mirLR (mpr
I¯PR
)mpr
×
Γ (mirLR + l)
Γ (mirLR) Γ (mpr)
(
I¯PR I¯R
I¯PRmir − I¯Rmpr
)mirLR+l
. (6.12)
Proof: See Appendix 6.5.1. 
To obtain the second hop CDF, similar derivation steps can be repeated by replacing
the following parameters (Ps, mhsr, mfsp, mir, mpr, σ
2
hsr
, σ2fsp , I¯R, I¯PR, γ
eq
SR, γSR, γIR,
γPR) with the following parameters (Pr, mhrd, mfrp, mid, mpd, σ
2
hrd
, σ2frp , I¯D, I¯PD,
γeqRD, γRD, γID, γPD), respectively. Finally, the dual-hop cognitive network equivalent
CDF can be obtained by substituting the derived per-hop CDFs into (6.5).
6.2.2 The PDF of γtoteq
Another efficient performance indicator of the RVs is the PDF of the total equivalent
SINR of the system. By knowing this, the behaviour of the RV over the specified
range can be investigated. The PDF can be obtained by taking the first derivative
of the CDF; therefore, the total equivalent PDF of the secondary network can be
obtained using the following formula:
fγtoteq (x) = fγeqSR(x)
(
1− FγeqRD(x)
)
+ fγeqRD(x)
(
1− FγeqSR(x)
)
, (6.13)
where fγeqSR(x) and fγ
eq
RD
(x) are the PDFs of γeqSR and γ
eq
RD, respectively. In the
previous sections the CDFs for both hops were already derived. The PDFs of γeqSR
and γeqRD are found as follows:
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• Determining fγeqSR(x):
In this section, the exact equivalent PDF of the first hop SINR is derived.
fγeqSR(x) can be obtained by taking the first derivative of the equivalent CDF,
i.e., FγeqSR(γ):
fγeqSR(x) =
d
dγ
FγeqSR(γ). (6.14)
Bearing in mind that the derivative of upper incomplete gamma function can
be implemented using the chain rule as follows:
d
dx
Γ (s, g (x)) = − (g (x))s−1 e−g(x) × d
dx
g (x) . (6.15)
After performing the derivative of each term and some mathematical arrange-
ments, the first hop equivalent PDF can be obtained and written as in (6.16).
Υ2, Υ3, Υ4, and Υ5 are represented by formulas in (6.17a - 6.17d), respectively.
Furthermore, ψ2, ψ3, ψ4, and ψ5 represent the terms that are involved with
derivatives, and are represented by the formulas (6.18 - 6.21), respectively.
fγeqSR(x) = Υ
{
(β1)
mpr+j−l−i
(
1− Γ (mfsp, β5)
Γ(mfsp)
)[
Υ3 ψ3 −Υ2 ψ2
]
− (β6)
mfsp
Γ (mfsp)
[
Υ4 ψ4 −Υ5 ψ5
]}
. (6.16)
Υ2 =Γ (j +mpr − l) , (6.17a)
Υ3 =
mirLR+l−1∑
k=0
(β1β4)
k
k!
Γ (j + k +mpr − l) , (6.17b)
Υ4 =Γ (j +mpr − l)
mfsp+i−1∑
r1=0
(
mfsp + i− 1
r1
)
(−β3)mfsp+i−1−r1 eβ3 , (6.17c)
Υ5 =
mirLR+l−1∑
k=0
mfsp+i−1∑
r2=0
(
mfsp + i− 1
r2
)
(β4)
k
k!
Γ (j + k +mpr − l)
(−β2)mfsp+i−1−r2 eβ2 , (6.17d)
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ψ2 = e
− x
β1 xi (β1β3 + x)
l−j−mpr
(
(l − j −mpr)
(β1β3 + x)
− 1
β1
+
i
x
)
, (6.18)
ψ3 = e
− x
β1 xi (β1β2 + x)
l−j−k−mpr
(
(l − j − k −mpr)
(β1β2 + x)
− 1
β1
+
i
x
)
, (6.19)
ψ4 = − (x)
r1+l−j−mpr−mfsp
(β6 + x)
r1+l−j−mpr+1
{
e
− x
β1
−β3−β5
(
x
β1
+
β7
x
+ β3 + β5
)r1+l−j−mpr
(
x
β1
− β7
x
)
+ Γ
(
r1 + l − j −mpr + 1, β3 + β5 + x
β1
+
β7
x
)
e
β7
x ×[
mfsp +
β7
x
− (r1 + l − j −mpr + 1)
(
β6
β6 + x
)]}
, (6.20)
ψ5 = − (x)
r2+l−j−k−mpr−mfsp
(β6 + x)
r2+l−j−k−mpr+1
{
e
− x
β1
−β2−β5
(
x
β1
+
β8
x
+ β2 + β5
)r2+l−j−k−mpr
(
x
β1
− β8
x
)
+ Γ
(
r2 + l − j − k −mpr + 1, β2 + β5 + x
β1
+
β8
x
)
e
β8
x ×[
mfsp +
β8
x
− (r2 + l − j − k −mpr + 1)
(
β6
β6 + x
)]}
. (6.21)
• Determining fγeqRD(x):
Similar steps can be repeated to obtain the PDF of the second hop. Finally,
the total equivalent PDF is obtained by substituting the derived per-hop PDFs
and CDFs into (6.13).
6.2.3 Exact Outage Performance
From the derived total equivalent CDF of the secondary network’s SINR, the exact
OP of a cognitive network can be investigated by replacing the variable γ with γth
(i.e., SNR threshold).
Pout(γth) = Pr
(
γtoteq ≤ γth
)
= Fγtoteq (γth). (6.22)
The value of γth for the dual-hop network has the following representation: γth =
22R − 1, where R is the target data rate and 2 comes from the fact that the trans-
mission is performed within two time-slots.
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6.2.4 Asymptotic Outage Performance
In this section, two scenarios for the asymptotic CDF are presented, from which the
asymptotic outage performance can be investigated.
• No interference power constraint, i.e., Imax →∞:
By substituting this condition in (6.6), the resulting CDF formula will reduce
to the CDF of RV G that has been derived and represented in (6.44), in
Appendix 6.5.1, with the condition of replacing the RV γ by γ
Ps
, i.e., FG
(
γ
Ps
)
.
Then, the approximate first hop CDF in this case will be:
FγeqSR(γ) ≈ 1−Υ
(
γ
β1
)i
e
− γ
β1
[(
γ
β1
+ β3
)l−j−mpr
Γ (j +mpr − l)
−
mirLR+l−1∑
k=0
(β4)
k
k!
(
γ
β1
+ β2
)l−j−k−mpr
Γ (j + k +mpr − l)
]
.
(6.23)
This scenario can be considered when the primary network is not active. In
fact, this can also be considered as a special case of interweave cognitive radio
[8], in which the secondary user can use a specific frequency spectrum when
this particular spectrum is vacant. In this scenario, the secondary transmission
power is the dominant power, however, due to the existence of interference on
the secondary network, it is still possible for the performance saturation to
occur. Finally, by performing similar steps, the second hop asymptotic CDF
can be obtained; then, the asymptotic outage performance can be studied
using (6.5) and (6.22).
• No power constraint on the secondary transmitter, i.e., Ps →∞:
In this scenario, the first hop conditional equivalent CDF can be represented
as:
FγeqSR(γ)
∣∣
y
= Pr
(
G ≤ γy
Imax
)
. (6.24)
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Therefore, the unconditional CDF can be obtained by taking the expectation
of FG(
γy
Imax
) over the PDF of RV Y .
FγeqSR(γ) =
∞∫
0
FG(
γy
Imax
)fY (y)dy. (6.25)
The steps for solving the above integral are quite similar to the steps for solving
I1 in (6.45), in Appendix 6.5.1. Therefore, for the sake of saving space they
have been omitted. Finally, the asymptotic first hop CDF for this scenario can
be written as in (6.26), where Iapp1b and I
app
1b are obtained by using the formulas
in (6.27) and (6.28), respectively.
FγeqSR(γ) ≈1−Υ
(
β6
γ
)mfsp 1
Γ (mfsp)
[
Γ (j +mpr − l) Iapp1a
−
a3−1∑
k=0
(β4)
k
k!
Γ (j + k +mpr − l) Iapp1b
]
, (6.26)
Iapp1a =
mfsp+i−1∑
r1=0
(
mfsp + i− 1
r1
)
(−1)mfsp+i−1−r1
(β3)
r1+1−mfsp−i
(
γ
γ + β6
)r1−j−mpr+1+l
eβ3(1+
β6
γ ) Γ
(
l + r1 − j −mpr + 1, β3
(
1 +
β6
γ
))
, (6.27)
Iapp1b =
mfsp+i−1∑
r2=0
(
mfsp + i− 1
r2
)
(−1)mfsp+i−1−r2
(β2)
r2+1−mfsp−i
(
γ
γ + β6
)r2−j−k−mpr+1+l
eβ2(1+
β6
γ ) Γ
(
l + r2 − j − k −mpr + 1, β2
(
1 +
β6
γ
))
. (6.28)
In this scenario, Imax is the dominant power limit for the secondary transmitter
nodes. Furthermore, in terms of performance criteria, it can be considered to
be the maximum performance limit that the secondary network can achieve.
More explanation about the asymptotic results can be found in Fig. 6.3 in the
numerical results section.
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6.2.5 Multi-hop Exact Outage Performance
In the case of the multi-hop DF cooperative communication, the end-to-end equiv-
alent SINR γe2eeq is calculated based on the weakest per-hop SINR. Mathematically,
this can be represented as:
γe2eeq = min
i=1,··· ,N
(
γieq
)
, (6.29)
where γieq is the i
th hop equivalent SINR, and N is the number of hops in the
multi-hop cognitive cooperative network. Therefore, the exact end-to-end multi-
hop outage performance can be obtained by [98]:
P e2eout (γth) = 1−
N∏
i=1
(
1− Fγieq(γth)
)
, (6.30)
where Fγieq(γth) is the i
th hop equivalent CDF. From the previous derivations, it can
be noted that the exact multi-hop outage performance can be easily obtained by
substituting the per-hop CDF derived in (6.11) into (6.30).
6.2.6 Average Error Probability
The AEP over slow flat fading channels can be found using different approaches,
such as the PDF or CDF of the equivalent SINR of the system. Furthermore, by
observing the derived per-hop CDF and PDF in the previous sections, it can be
deduced that using CDF is mathematically more convenient. Therefore, the per-
hop AEP can be obtained by using [72]:
P¯ ib =
a
2
√
b
pi
∞∫
0
e−bγ√
γ
Fγieq(γ) dγ, (6.31)
where P¯ ib is the average symbol error probability for the i
th hop. In addition, a
and b are modulation constants depending on the constellation used.Finally, the
end-to-end AEP can be evaluated by:
P¯ e2eb =
N∑
i=1
P¯ ib
N∏
j=i+1
(
1− 2P¯ jb
)
, (6.32)
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For the case of a dual-hop DF network, the above formula reduces to [90]:
P¯ e2eb = P¯
SR
b + P¯
RD
b − 2
(
P¯ SRb P¯
RD
b
)
(6.33)
where P¯ SRb and P¯
SR
b are the AEPs for the first and second hop, respectively, which
are obtained by using (6.31). Unfortunately, it is very difficult if not impossible to get
the exact expression from the above equation. However, an approximate expression
can be obtained using the approximate derived CDF expression in (6.23).
Corollary 2: The first hop approximate AEP can be represented as in (6.34).
P¯ SRb ≈
a
2
− a
2
√
b
pi
Υ (β1)
mpr+j−l−i
[
Γ (j +mpr − l) Ω1
−
mirLR+l−1∑
k=0
(β1β4)
k
k!
Γ (j + k +mpr − l) Ω2
]
, (6.34)
where Ω1 and Ω2 are calculated using formulas represented in (6.35) and (6.36),
respectively.
Ω1 = (β1β3)
l−j−mpr+i+ 12 Γ
(
i+
1
2
)
U
(
i+
1
2
, l − j −mpr + i+ 3
2
, β1β3
(
b+
1
β1
))
,
(6.35)
Ω2 = (β1β2)
l−j−k−mpr+i+ 12 Γ
(
i+
1
2
)
×
U
(
i+
1
2
, l − j − k −mpr + i+ 3
2
, β1β2
(
b+
1
β1
))
. (6.36)
Proof: See Appendix 6.5.2. 
6.3 Numerical Results and Discussion
This section presents numerical and Monte Carlo simulation results for the purpose
of validation of the derived analytical results and to highlight the characteristics of
the system performance under the consideration of interference from the primary
transmitter and the CCI.
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Figure 6.2: Outage probability as a function of SNR threshold for different values
of the channel fading severity parameter and the interference power constraint.
Fig. 6.2 shows the impact of the desired channel fading parameter values and the
value of interference power constraint on the outage performance. For this figure,
the following network parameter values are used: the CCI powers are I¯R = 2 dB,
I¯D = 3 dB, the primary interference powers are I¯PR = 3 dB, I¯PD = 4 dB, and
LR = 2, LD = 4, Ps = Pr = 15 dB. In addition, the interference channel fading
severity parameters have the following values; mfsp = mfrp = mpr = mpd = mir =
mid = 2. Furthermore, in all figures, the following channel variance values are
assumed: σ2hsr = 0.9, σ
2
hrd
= 0.6, σ2fsp = 0.4, σ
2
frp
= 0.3.
As expected, a higher value of the fading channel severity parameter, i.e., the
shape parameter, and consideration of the desired channel will result in better per-
formance. This shows that having more channel paths provides more diversity; as
a result, the diversity gain of the network increases leading to an enhancement of
the system performance. It can also be observed that for the case of the Rayleigh
fading channel (i.e., mhsr = mhrd = 1), the system has the worst performance when
compared to other less severe fading parameter values. Furthermore, as the value of
the interference power constraint increases the performance improves accordingly.
The simulation and analytical results match, which validates the derived formulas.
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Figure 6.3: Outage probability vs. transmission power constraint for a different
number of CCI sources.
Fig. 6.3 shows the outage performance versus transmission power for the different
number of CCI sources. For this illustration, the following network parameter values
are used: I¯R = 2 dB, I¯D = 3 dB, the primary interference powers are I¯PR = 3 dB,
I¯PD = 4 dB, Imax = 20 dB, and γth = 2 dB. In addition, the channel fading severity
parameters are as follows: mhsr = 3,mhrd = 4,mfsp = 2,mfrp = 3,mpr = 3,mpd =
2,mir = 2,mid = 3. In this figure, the outage performance is also plotted for the
special cases where no CCI exists (as in [54]) and no CCI and primary transmitter
exist (as in [66]). It can be observed how the number of CCI signals and the exis-
tence of both CCI and primary transmitter interference affect the secondary system
performance. Furthermore, asymptotic results are presented to better illustrate the
performance boundaries of a UCRN. For instance, in the scenario where Ps → ∞,
i.e., no transmission power constraint on the secondary transmitter nodes, Imax is
the dominant parameter to limit the outage performance achievement. In addition,
where Imax →∞, the secondary user transmission nodes can take full advantage of
their transmission power limits.
In Fig. 6.4 the impact of the linear increase of interference powers on the outage
performance of the CR network is investigated. For this figure, the following network
135
6.3 Numerical Results and Discussion
0 5 10 15 20 25 30 35
SNR (dB)
10-3
10-2
10-1
100
P
o
u
t
I¯R = I¯D = I¯PR = I¯PD =
(0.05, 0.01, and 0.001) times
the SU transmission power
Analytical
Simulation
Figure 6.4: Outage probability vs. transmission power constraint for a linear increase
of the CCI power and primary transmission power.
parameter values are used: mhsr = 2,mhrd = 2,mfsp = 2,mfrp = 3,mpr = 3,mpd =
2,mir = 2,mid = 3, LR = 3, LD = 4, Imax = 25 dB, and γth = 2 dB. The results in
Fig. 6.4 show how the ratio of the interference powers with respect to the secondary
network’s power limit range can degrade the outage performance behaviour. In
addition, an outage degradation phenomenon, instead of outage floor, can be noticed
for the relatively higher secondary transmission power. It is worth mentioning that
in the worst scenario of the interference on the secondary network, the performance
degrades as the secondary transmission power increases, consequently, the diversity
gain will lose its advantage. For example, in the case where the considered CCI
power increases linearly by the ratio of 1%, the outage performance stops improving
and starts degrading at around 4.4 × 10−2, which means the secondary network
performance cannot further increase even if the transmission power increased.
In Fig. 6.5, the outage performance of the three hops DF cooperative CR network
is investigated using the formula in (6.30). In addition, the effect of different values
of the desired channel fading parameter and the primary interference power value
are shown on the outage performance. In this figure, the subscripts 1, 2, 3 represent
the parameters that belong to that hop index (i.e., first, second, and third hop,
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Figure 6.5: Three hops OP as a function of transmission power constraint for dif-
ferent values of channel fading severity parameter and primary network interference
power.
respectively). For this figure, the following network parameter values are used:
mf1 = 2,mf2 = 1,mf3 = 2,mp1 = 1,mp2 = 2,mp3 = 2,mi1 = 2,mi2 = 2,mi3 = 1,
σ2h3 = 0.8, σ
2
fsp3
= 0.5. In addition, γth = 2 dB, Imax = 25 dB, I¯R1 = 2 dB, I¯R2 = 1
dB, I¯R3 = 5 dB. Similar to the case in Fig. 6.2, when the fading severity parameters
have higher values, better performance will be expected. On the other hand, a higher
interference power from the primary network results in relatively lower performance;
these can be clearly observed in the results. Moreover, since a DF protocol has been
employed at the relay nodes, the outage performance depends on the weakest hop
SINR in the secondary network, this means that for a larger number of hops in
the network, better performance is not expected. It is worth mentioning that the
analytical results match the simulation results which sustain the correctness of the
derived formulas.
Fig. 6.6 illustrates the average symbol error probability performance for the
dual-hop secondary network for different modulation schemes. For this figure, the
following network parameter values are used: mhsr = 4,mhrd = 5,mfsp = 3,mfrp =
3,mpr = 2,mpd = 2,mir = 3,mid = 3, LR = 2, LD = 3, Imax = 25 dB. I¯R = 2 dB,
I¯D = 3 dB, I¯PR = 5 dB, and I¯PD = 4 dB. Furthermore, formulas in (6.34), (6.35)
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Figure 6.6: Average error probability for the dual-hop CR network for different
modulation schemes.
and (6.36) have been used to calculate and plot the approximate analytical AEP.
From this it can be deduced that, in the scenario of QPSK, the error performance
saturates at 1.14×10−4, while for 8-PSK, it saturates at around 5.0×10−3. The main
reason behind these saturation phenomena is the interference power constraint that
limits the transmission power at the secondary transmitter nodes. Furthermore,
it can be observed the derived approximate error probability formula gives more
accurate results in the secondary transmitter’s power dominant region.
Finally, Fig. 6.7 shows the PDF versus RV x for different CCI powers and desired
fading channel parameter values. This figure is for the purpose of investigation of the
characteristics of the secondary network’s equivalent PDF and to better understand
its behaviour. For this figure, the following network parameter values are used:
mfsp = 2,mfrp = 3,mpr = 3,mpd = 2,mir = 2,mid = 3, Ps = Pr = 12 dB, Imax = 15
dB, I¯PR = I¯PD = 1 dB, LR = LD = 2. The figure has been plotted by using (6.13).
From this result, it can be observed that the value of the channel fading parameter
and the number of CCI signals largely affect the characteristic of the PDF. For
example, a lower value of the desired fading channel parameter mh deteriorates
the PDF behaviour characteristic that results in degrading the performance of the
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Figure 6.7: Dual-hop equivalent PDF characteristics for different channel fading
severity parameters and CCI powers.
system.
In addition, for the Rayleigh fading channel scenario consideration for the desired
channels between the secondary transmitter and receiver nodes, i.e., mh = 1, the
PDF behaviour has its worst scenario, since most of the area under the curve tends
to zero. Furthermore, for the purpose of comparison, the function Q(
√
x) has also
been plotted. In all plots, it can be seen that the characteristics of the PDF around
the origin are always important. For example, when the value of mh increases,
the PDF around zero also decreases, which means better diversity for the network.
Similarly, when the interference signal power is increased from 1 dB to 5 dB, the
behaviour of the PDF tends to be closer to the origin, the red line plot in Fig. 6.7,
which means degrading the characteristic of the equivalent SINR which results in
poorer performance for the secondary network.
6.4 Conclusion
In this chapter, outage and error performance for an underlay cooperative cognitive
network over Nakagami-m fading channels were extensively studied. In the analysis,
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the presence of interference from the primary transmitter and CCI sources were
considered. First, exact expressions for the CDF and PDF of the equivalent SINR
were derived. Then, the exact and asymptotic OP for the dual-hop DF cognitive
network were investigated. Moreover, the asymptotic AEP was examined.
Numerical examples with Monte Carlo simulations have also been given to sup-
port the correctness of the theoretical derivations. Results show that the presence
of the primary network and CCI interferences apparently degrade the performance
of the secondary network. Specifically, in the case of a linear increase of the interfer-
ence power, this degradation is more noticeable, such that the system performance
is expected to get worse when the transmission power increases. The analysis in
this chapter is necessary to better understand the performance behaviour of the
underlay CR network when both primary transmitter interference and the CCI are
considered over Nakagami-m fading channels.
6.5 Appendix
6.5.1 Proof of Corollary 1
Using the formula in (6.6), the first hop CDF can be expanded and written as:
FγeqSR(γ) = Pr
(
G ≤ γ Y
Imax
, Y >
Imax
Ps
)
+ Pr
(
G ≤ γ
Ps
, Y ≤ Imax
Ps
)
,
= I1 + I2, (6.37)
where G = X
(I+P+1)
. By observing the above CDF formula, it is easy to find that
the second part can be represented as:
I2 = FG
(
γ
Ps
)
FY
(
Imax
Ps
)
. (6.38)
In the sections below, the derivation steps of the first part, i.e., I1 is presented. The
derivation is started by finding the PDF of the sum of the two RVs (i.e., Z = I+P ).
This can be found by using the following formula:
fZ(z) =
z∫
0
fI (γIR) fP (z − γIR) dγIR. (6.39)
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With the advantage of the Binomial theorem, (6.39) can be rewritten as:
fZ(z) =
mpr−1∑
l=0
(
mpr − 1
l
)(−1)l(mir
I¯R
)mirLR
Γ
(
mpr
) (mpr
I¯PR
)mpr zmpr−1−le−mprI¯PR z
Γ (mirLR)
z∫
0
γmirLR+l−1IR e
−γIR
(
mir
I¯R
−mpr
I¯PR
)
dγIR. (6.40)
The integral in (6.40) can be solved with the help of [112, eq. (8.350.1)] and written
as in (6.41):
fZ(z) =
mpr−1∑
l=0
(
mpr − 1
l
)
(−1)l
(
mir
I¯R
)mirLR (mpr
I¯PR
)mpr zmpr−1−le−mprI¯PR z
Γ (mirLR) Γ (mpr)
×
(
I¯PR I¯R
I¯PRmir − I¯Rmpr
)mirLR+l
γ
(
mirLR + l,
(
I¯PRmir − I¯Rmpr
I¯PR I¯R
)
z
)
. (6.41)
In the next step, the CDF of G = X
Z+1
is obtained, which is the CDF of the division
of two RVs. This can be obtained by using the following formula:
FG(g) =
∞∫
0
FX(g(z + 1)) fZ(z) dz. (6.42)
The CDF of RV X can be obtained directly from (6.7), and written as follows:
FX(x) = 1−Q
(
mhsr,
mhsr
σ2hsr γ¯
x
)
, (6.43)
where Q (·, ·) is the regularized incomplete gamma function [112, eq. (8.350.2)].
Assuming integer values for the fading parameters and by using [112, eq.(8.352.7)],
the upper incomplete gamma function in the CDF formula of the FX(x) can be
represented by a sum of a finite series. Then, substituting both CDF and PDF of
X and Z into (6.42), respectively, the integral can be solved and written as:
FG(g) = 1−Υ e
−
(
mhsr
σ2
hsr
g
)(
mhsr
σ2hsr
g
)i [
Γ (j +mpr − l)
(
mhsr
σ2hsr
g +
mpr
I¯PR
)l−j−mpr
−
mirLR+l−1∑
k=0
(
I¯PRmir−I¯Rmpr
I¯PR I¯R
)k
k!
(
mhsr
σ2hsr
g +
mir
I¯R
)l−j−k−mpr
Γ (j + k +mpr − l)
]
,
(6.44)
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where Υ is represented by the formula in (6.12). Finally, I1 in the first hop equivalent
CDF can be obtained by taking the expectation of the FG(g) with respect to fY (y).
After substituting the entities and doing some mathematical arrangements, I1 can
be expressed as:
I1 =
1
Γ(mfsp)
Γ
(
mfsp,
mfsp
σ2fsp
Imax
Ps
)
−Υ
(
mfsp
σ2fsp
)mfsp
1
Γ (mfsp)
(
mhsrγ
Imaxσ2hsr
)i
[
Γ (j +mpr − l) I1a −
mirLR+l−1∑
k=0
(
I¯PRmir−I¯Rmpr
I¯PR I¯R
)k
k!
Γ (j + k +mpr − l) I1b
]
,
(6.45)
where I1a and I1b have the following expressions, respectively.
I1a =
∞∫
Imax
Ps
e
−y
(
mhsrγ
Imaxσ
2
hsr
+
mfsp
σ2
fsp
)(
mhsrγ
Imaxσ2hsr
y +
mpr
I¯PR
)−j−mpr+l
ymfsp+i−1 dy, (6.46)
I1b =
∞∫
Imax
Ps
e
−y
(
mhsrγ
Imaxσ
2
hsr
+
mfsp
σ2
fsp
)(
mhsrγ
Imaxσ2hsr
y +
mir
I¯R
)−j−k−mpr+l
ymfsp+i−1 dy. (6.47)
For part I1a, the integral in its current form is quite difficult to solve. Therefore, it is
necessary to change its representation so that it will be easy to compare it with the
available standard mathematical functions. First, the following notations are used
to make the integral formulas simpler; η1 =
mpr
I¯PR
, η2 =
mhsrγ
Imaxσ2hsr
, and η3 = η2 +
mfsp
σ2fsp
.
Then, let t = η2y + η1, therefore, I1a can be represented as:
I1a =
(
1
η2
)mfsp+i
e
η1
(
η3
η2
) ∞∫
η2
Imax
Ps
+η1
e
−t
(
η3
η2
)
(t)−j−mpr+l (t− η1)mfsp+i−1 dt. (6.48)
Using binomial expansion, the above formula can be written as:
I1a =
(
1
η2
)mfsp+i mfsp+i−1∑
r1=0
(
mfsp + i− 1
r1
)
(−η1)mfsp+i−1−r1eη1
(
η3
η2
)
∞∫
η2
Imax
Ps
+η1
e
−t
(
η3
η2
)
(t)−j−mpr+l+r1 dt. (6.49)
142
6.5 Appendix
The next step is to change the variable of the above integral so that x = t
(
η3
η2
)
.
After this change of variable, the integral can be written as:
I1a =
(
1
η2
)mfsp+i mfsp+i−1∑
r1=0
(
mfsp + i− 1
r1
)
1
(−η1)r1+1−mfsp−i
e
η1
(
η3
η2
)
(
η2
η3
)−j−(mpr−1−l)−1+r1 (η2
η3
) ∞∫
(η2 ImaxPs +η1)
(
η3
η2
) e
−x (x)l+r1−j−mpr dx. (6.50)
Now, by comparing the above integral representation with [112, eq.(8.350.2)], it is
easy to represent I1a in terms of the standard available function, which the upper
incomplete gamma function.
I1a =
(
1
η2
)mfsp+i mfsp+i−1∑
r1=0
(
mfsp + i− 1
r1
)
1
(−η1)r1+1−mfsp−i
e
η1
(
η3
η2
)
(
η2
η3
)r1−j−(mpr−1−l)
Γ
(
l + r1 − j −mpr + 1,
(
η2
Imax
Ps
+ η1
)(
η3
η2
))
. (6.51)
Similar steps can be repeated to solve part I1b. Finally, both I1a and I1b can be
written in a more convenient and compact form as in (6.52) and (6.53), respectively.
I1a =
mfsp+i−1∑
r1=0
(
mfsp + i− 1
r1
)
e
β7
γ
+β3
(−β3)r1+1−mfsp−i
(
γ
γ + β6
)r1−j−mpr+1+l
×
Γ
(
l + r1 − j −mpr + 1, γ
β1
+
β7
γ
+ β5 + β3
)
, (6.52)
I1b =
mfsp+i−1∑
r2=0
(
mfsp + i− 1
r2
)
e
β8
γ
+β2
(−β2)r2+1−mfsp−i
(
γ
γ + β6
)r2−j−k−mpr+1+l
×
Γ
(
l + r2 − j − k −mpr + 1, γ
β1
+
β8
γ
+ β5 + β2
)
, (6.53)
where β1 =
Psσ2hsr
mhsr
, β2 =
mir
I¯R
, β3 =
mpr
I¯PR
, β5 =
mfspImax
Psσ2fsp
, β7 =
mprmfspσ
2
hsr
Imax
mhsrσ
2
fsp
I¯PR
, and
β8 =
mirmfspσ
2
hsr
Imax
mhsrσ
2
fsp
I¯R
. Then, I1 can be obtained by substituting (6.52) and (6.53) in
(6.45). Finally, the exact equivalent CDF of the first hop can be obtained by adding
both derived parts, i.e., I1 and I2, and it can be represented as in (6.11).
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6.5.2 Proof of Corollary 2
After substituting the approximate CDF formula derived in (6.23) into (6.31), three
integral terms appear. The first part can be directly evaluated as:
P¯ SR1b =
a
2
√
b
pi
∞∫
0
e−bγ√
γ
dγ =
a
2
. (6.54)
The second and third integral parts are represented as follows:
P¯ SR2b , Ω1 =
∞∫
0
e−bγ√
γ
(γ)i e
− γ
β1 (γ + β1β3)
l−j−mpr dγ, (6.55)
P¯ SR3b , Ω2 =
∞∫
0
e−bγ√
γ
(γ)i e
− γ
β1 (γ + β1β2)
l−j−k−mpr dγ. (6.56)
It can be observed that the second and third part, i.e., P¯ SR2b and P¯
SR3
b , are iden-
tical in terms of the integral evaluation structure. Therefore, only the second part
integral, i.e., Ω1, is derived in the sections below. For part Ω1, first, the variable of
the integral is exchanged so that t = γ
β1β3
. The resulting integral has the following
expression:
Ω1 = (β1β3)
l−j−mpr+i+ 12
∞∫
0
e
−tβ1β3
(
b+ 1
β1
)
(t)i−
1
2 (t+ 1)l−j−mpr dt. (6.57)
Now, by comparing the above formula with [80, eq. (13.2.5)], it is easy to come up
with the formula in (6.35).
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Conclusion and Further Research
Cognitive radio is regarded as a promising technology for future wireless commu-
nication networks. Its potential benefits can be discovered through studying its
performance subjected to a more practical network scenario. In this thesis, a thor-
ough performance investigation has been carried out for an underlay cognitive radio
network. More practical case scenarios were considered for finding and analysing
the performance metrics of the secondary network. In the following sections a brief
summary of this research is outlined, then some interesting research topics closely
related to this thesis are presented as possible future research directions.
7.1 Conclusion
In chapter three, the impact of co-channel interference was investigated on the dual-
hop UCRN. Mathematical expressions for the following performance metrics were
derived: outage probability, average error probability, and ergodic capacity. Fur-
thermore, multi-destination users at the secondary network, in conjunction with
the opportunistic SNR-based selection technique, are investigated. The results in-
dicated that, besides the interference power constraint, the CCI consideration could
apparently degrade the secondary network performance, especially when its power is
considered as linearly increasing with the actual secondary transmission power. For
improving the performance of the secondary system, an optimal power allocation
technique has been adapted.
In chapter four, the impact of CCI, primary network interference, and the in-
terference power constraint on a UCRN was exhaustively studied. Furthermore,
the advantage of employing multi-antenna scheme at the receiver nodes and using
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multi-hop cooperative communication was investigated. The results showed that
the SINR-based antenna selection approach provides better performance than the
SNR-based antenna selection when the received signals are manipulated at the sec-
ondary receiver nodes. Although, the SINR-based approach needs a more sophisti-
cated hardware configuration and is practically harder to implement. In addition,
it was illustrated that the MRC technique provides better performance than the SC
technique. However, in practice, the SC technique is simpler to implement. Inter-
estingly, it was shown that employing a multi-hop cooperative scheme is an efficient
method for combating the impact of the interference power constraint. Moreover, it
was illustrated that the performance saturation is possible due to the CCI, primary
transmitter power and the interference power constraint. A performance degrada-
tion occurred when the interference power is considered to increase linearly with the
secondary transmission power; this is the worst case scenario for the performance of
the secondary network. Finally, it was proved that the advantage of a multi-antenna
scheme does not lose its importance even in the worst case scenario of the existence
of the interference power.
In chapter five, the MIMO network was considered for a UCRN, and its per-
formance was investigated. Specifically, the transmit antenna selection technique
was taken into account at the transmitter node, and the maximal ratio combining
technique at the receiver node. It was found that considering the MIMO scheme
for a UCRN can enhance the overall performance of the secondary network through
combating limitations of its transmission power and providing diversity advantage
for the system. Additionally, the MIMO scheme does not lose its benefit despite the
existence of interference from the primary transmitter and co-channel interference
signals. Although, the interference power decreases the performance, especially when
the considered interference power increases linearly with the secondary transmission
power, in which a performance floor or, even worse, “performance degradation” are
expected.
In chapter six, Nakagami-m fading channels were considered for all channels in
the primary and secondary network and the performance of the secondary network
has been thoroughly studied. It was found that the existence of the primary trans-
mitter and CCI signals reduce the performance of the secondary network. Precisely,
in the scenario where a linear increase of the interference power is considered with re-
spect to the secondary transmission power constraint limit, this degradation is more
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noticeable, such that the system performance is expected to get worse when the
transmission power increases. It was illustrated that a higher value consideration of
the fading severity parameter of the desired channel results in better diversity which
leads to better performance. Finally, considering more practical fading channels,
such as Nakagami-m, in conjunction with CCI and primary network transceiver,
makes the system more practical and clarifies the benefits of using UCRN.
7.2 Further Research
The area of performance analysis of cognitive radio is a wide field for research. In
this section, some possible future topics are proposed:
1. The available information about the states of the fading channel plays a crucial
role in determining the performance behaviour of the wireless communication
network. Therefore, consideration of imperfect channel state information in
the performance analysis for the underlay cognitive radio network in the pres-
ence of co-channel interference is a significant research extension to work on
in this thesis. It is understandable that this will increase the mathematical
complexity of the analysis. However, it would provide better views of and
understanding about the cognitive radio network performance behaviour.
2. Continuous growth of the demand for the data throughput in wireless com-
munication networks led to the establishment of many paradigms. The Full
Duplex (FD) communication scheme is one of the promising techniques for
better utilising the current frequency spectrum. In the FD scheme, the nodes
in the network are allowed to transmit and receive signals simultaneously on
the same frequency spectrum. Increasing the achievable spectral efficiency for
the wireless communication network is the main advantage of employing the
FD scheme. The FD scheme, alongside the cognitive radio network, is among
the most promising developments in 5G wireless communications. Therefore,
merging the benefits of both CRN and FD could result in better performance
of the considered network. The research that has been carried out in this
thesis can be extended to consider an FD network that will be a novel and
interesting further research.
3. Future wireless communication networks will tend to move toward the usage
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of energy sources that are more environmentally friendly and cost-effective.
Recently, energy harvesting has become a fascinating research topic which has
aroused considerable interest among researchers. This is due to the potential
advantages of energy harvesting for the next generation of wireless communica-
tion networks. Simultaneous wireless information and power transfer (SWIPT)
is one of the energy harvesting schemes in which the energy of the radio fre-
quency can be harvested and used to provide additional support to the power
budget in the network. It would be an interesting and novel research topic to
extend the work in this thesis to consider SWIPT for a MIMO cognitive radio
network in the presence of co-channel interference. In addition, secrecy anal-
ysis in conjunction with SWIPT could become an attractive future research
area.
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