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Resumo
Nesta tese, analisamos a dinâmica de um sistema acoplado de equações de Schrödinger com
iterações de crescimento do tipo quadrático nos espaços L2, H1 e L2 com peso. Impondo
certas condições sobre as não linearidades e os parâmetros do sistema, apresentamos
alguns resultados. Primeiro aplicamos o princípio de contração e mostramos a existência
de soluções locais. Em seguida, usando as quantidades conservadas, obtemos estimativas a
priori que nos permitem estender as soluções globalmente no tempo. Além disso, fazendo
uso da abordagem variacional, provamos a existência de soluções ground state para o
sistema elíptico associado ao sistema de evolução. Posteriormente, usamos as soluções
ground state e estabelecemos um critério sharp para a existência de soluções globais e de
soluções com blow-up em tempo finito. Por fim, realizamos o estudo da estabilidade das
soluções ground state. Usando o princípio de concentração-compacidade mostramos que
para 1 ď n ď 3 as soluções são estáveis. Por sua vez, usando soluções blow-up provamos
a instabilidade para n “ 4 e n “ 5. Finalmente, consideramos o caso não ressonante e
determinamos quais dos resultados previos ainda continuam válidos sob esta condição.
Além disso, provamos um resultado de blow-up para soluções do sistema em dimensão
n “ 5, quando o dado inicial é considerado radial.
Palavras-chave: Sistema de equações de Schrödinger; Interações de crescimento do tipo
quadrático; Boa colocação; Ondas estacionárias; Blow-up; Estabilidade; Instabilidade.
Abstract
In this thesis, we analyze the dynamics of quadratic-type coupled Schrödinger systems in
L2, H1 and L2-weighted spaces. By giving suitable conditions on the nonlinearities and the
parameters of the system, we obtain some results. We first apply the contraction principle
and show existence of local solutions. Then, using the conserved quantities we obtain a
priori estimates that allow us to extend globally-in-time the solutions. Moreover, using a
variational approach, we show the existence of ground state solutions for the associated
non-linear elliptic system. We use the ground state solutions to give a sharp threshold for
global existence and blow-up in finite time. Next, we study the stability of ground state
solutions. Using the concentration-compactness principle we show that for 1 ď n ď 3 the
solutions are stable. On the other hand, using blow-up solutions we prove instability for
n “ 4 and n “ 5. Finally, we consider the system without the mass-resonance condition and
determine which of the previous results remain true without this assumption. Moreover,
we prove a blow-up result for solutions in dimension n “ 5, when radial initial data is
considered.
Keywords: Schrödinger systems; Quadratic-type interactions; Well-posedness; Standing
waves; Blow-up; Stability; Instability.
LIST OF SYMBOLS
N the set of natural numbers.
Z the set of integers.
R the set of real numbers.
R` the set of non-negative real numbers.
C the set of complex numbers.
Rn the n-dimensional Euclidean space.
[|α|] the greatest integer less than or equal to α, α P R.




2 ` ¨ ¨ ¨ ` x
2
n, where x “ px1, x2, ..., xnq P
Rn.
Bxj “ Bj the partial derivative, BBxj , with respect to the xj variable.
∇u the vector pBx1u, . . . , Bxnuq.
∆ the Laplacian operator B2
Bx21




X ãÑ Y continuous inclusion of space X into space Y .
|β| β1 ` β2 ` ¨ ¨ ¨ ` βn for each multi-index β “ pβ1, β2, ..., βnq P Nn.
Bβf Bβ11 B
β2
2 ¨ ¨ ¨ B
βn
n f , where β “ pβ1, β2, . . . , βnq.
CpXq the set of continuous functions in X.
C80 pXq the set of all functions in the class C8 with compact support in X.
|A| measure of the set A.
A Lebesgue measure of the set A.
Frf s “ pf the Fourier transform.
F´1rf s “ f_ the inverse Fourier transform.
LppXq the Lebesgue space of all p-integrable functions.
W kp the Sobolev spaces.
9Hsp the homogeneous (generalized) Sobolev space,
A or Al the product Aˆ ¨ ¨ ¨ ˆ A (l times).
z the vector pz1, . . . , zlq. The same for z1, u, u1, ψ and so on.
pδλfqpxq the dilation by 1{λ, that is, pδλfqpxq “ fpx{λq.
C is an universal constant that may change line by line.
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INTRODUCTION





iαkBtuk ` γk∆uk ´ βkuk “ ´fkpu1, . . . , ulq,
pu1px, 0q, . . . , ulpx, 0qq “ pu10, . . . , ul0q, k “ 1, . . . l,
(1)
where uk : Rn ˆ R Ñ C, px, tq P Rn ˆ R, with 1 ď n ď 5; ∆ is the Laplacian operator;
αk, γk ą 0, βk ě 0; and fk are complex-valued non-linear functions with quadratic-type
growth.
Studies on the dynamic of systems with quadratic interaction terms have been
increased during the past years. Systems with power-like quadratic nonlinearities have
been used, for example, to modeling physical problems like laser-plasma interactions or
Second Harmonic Generation (SGH) phenomena in non-linear optics. In the first case, a
quadratic interaction system of three waves of NLSE can be taken as a simplified model to
describe what happens when a laser enters to a plasma. The components of the system can
be identified with the incident laser field, the backscattered Raman field and the electronic
plasma wave, [13], [14] . In the second case, models have emerged, when χp2q material
(quadratic nonlinearities) was considered. It is very common in that context, to describe
the problem by using a system of equations instead of a single equation, [11].
To illustrate problems like (1), we choose some particular models. In reference





iBtv ` κ∆v “ ´u2,
(2)
where κ ą 0 is a real constant. System (2) is regarded as a non-relativistic version of some
Klein-Gordon system, when the speed of light constant tend to infinity. It also can be
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derived as a model in χp2q media, [41]. In [30], the authors also established the local and
global well-posedness theory in H1, L2 and L2-weighted spaces. Among other results, they
proved existence of ground state solutions for dimensions 1 ď n ď 5 and a sharp sufficient
condition for global solutions in the critical case (n “ 4).
In the case when l “ 3, quadratic interaction systems can be considered as
a model for the propagation of optical beams in a non-linear dispersive medium. More















iBtv `∆v ´ β1v “ ´χvw,













iBtw `∆w ´ w “ ´pwv ` vuq,








3iBtu`∆u´ β1u “ ´χvw,
(4)
where β, β1, χ ą 0. In [55], the author studied (3) and (4) in the one-dimensional case.
Global well-posednees, existence of ground state solutions and linear stability were analyzed.
More examples of two and three wave systems with quadratic nonlinearities
and the study of their dynamics can be found in [10], [11], [14], [15], [16], [62], [63], [67]
and references therein. Particularly, in reference [10] is presented an extensive overview
about models in χp2q media; derivation of sets of equations with quadratic nonlinearities
from Maxwell’ equations is done. As is pointed out in [62], most models considered to
describe the physical process involving χp2q materials have polynomial nonlinearities, but
there are also systems which model other phenomena, where non-polynomial interaction
terms are needed (in saturation effects, for instance, the nonlinearities could be rational
functions).
Motivated by the previous results, we propose to study the dynamics of these
models when more general nonlinearities are considered. More specifically, in this thesis
we give sufficient conditions on the non-linear interactions, fk, and on the parameters αk,
γk and βk to study problem (1) in the frameworks of L2, H1 and the L2-weighted spaces.
Systems with general quadratic interactions were considered for example in
references [43], [44] and [66]. In [44] a survey on nonlinear Schrödinger systems with
quadratic interactions was presented. Also the asymptotic behavior of the solutions was
discussed. On the other hand, the works [43] and [66] were concerned with the study of
the Cauchy problem in two dimensions and with polynomials nonlinearities. As we will
see, the non-linear terms contemplated in this thesis include the ones considered in these
works.
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Our systems, initially, will be under the so-called mass-resonance condition.
This is a relation between the masses of the system, which may influence the asymptotic
behavior of its solutions, [38]. For (2), this relation is reflected in the value of the parameter
κ. In particular, when κ “ 12 it is known as the mass-resonance case. Under this condition
various results for (2) have been proved. The dichotomy global well-posedness versus blow-
up in finite time, in dimension n “ 5, for such system was studied in [28] and [50]. Stability
of standing waves for dimensions 1 ď n ď 3 was treated in [65] and [18]. The instability
of standing waves in dimension n “ 5 was considered in [17]. The scattering problem for
dimension n “ 4 was studied in [37] and for dimension n “ 5 in [28]. We may refer to
[53], [32], [52], [59], , [33], [35], [34] and references therein for problems involving long-time
behavior of the solutions under the mass-resonance condition in quadratic systems with
two or three waves interactions.
Recent works, about system (2) when κ ‰ 12 , that is, without mass-resonance
condition, have been appearing. In [37], the authors showed scattering in the mass critical
case, n “ 4. Moreover, scattering in the case n “ 5 was proved in [29]. Low regularity
global well-posedness was considered in [57] when n “ 1 and 0 ă κ ă 1, κ ‰ 12 . In reference
[4] a very close system to (2) was considered. The authors studied the existence of periodic
pulses as well as stability/instability of such solutions. For such system in [6] the low
regularity global well-posedness and the local theory in Bourgain spaces were discussed.
After looking at all these works, to the best of our knowledge, it seems that
nothing has been said about mass-resonance of systems with more general non-linear
interaction terms. With this in mind, the aims of the present thesis are: (i) give suitable
assumptions on the non-linear interactions, fk, and the coefficients αk, βk and γk that
allow us to establish local and global well-posedness theory in L2, H1 and L2-weighted
spaces, existence of standing waves solutions, existence of blow-up solutions, and orbital
stability/instability theory for (1) in dimensions 1 ď n ď 5; (ii) propose a definition
of what mass-resonance condition means and, as an application, we prove existence of
blow-up solutions under the non-mass-resonance setting in the case n “ 5 when radial
initial data is considered.
As we will see, as we move forward throughout this work the number of
assumptions on (1) will increase. Then to facilitate the reading of the text we decide to
list all of them below. In each chapter, we will specify which assumption we are using and
which are their consequences.
We start by assuming the following conditions on the nonlinearities fk:
(H1).
fkp0, . . . , 0q “ 0, k “ 1, . . . , l.
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rfkpz1, . . . , zlq ´ fkpz
1




















rfkpz1, . . . , zlq ´ fkpz
1













j|, k,m “ 1, . . . , l.
As we point out earlier, we want to start proving local well-posedness for (1)
by using the contraction mapping principle. Then it is “natural” to ask for the non-linear
interactions, fk, and their gradient, ∇fk, to satisfy some kind of Lipschitz property, (H1)-
(H2). The reason to include the gradient is that we will analyze solutions whose initial
data belongs to L2 and H1. Also, since we are motivated by quadratic interactions, we
must have a quadratic upper bound for fk.
We also assume that
(H3). There exists a function F : Cl Ñ C, such that
fkpz1, . . . , zlq “
BF
Bzk
pz1, . . . , zlq `
BF
Bzk
pz1, . . . , zlq, k “ 1 . . . , l.















“ ReF pz1, . . . , zlq.
(H5). Function F is homogeneous of degree 3, that is, for any λ ą 0 and pz1, . . . , zlq P Cl,
F pλz1, . . . , λzlq “ λ
3F pz1, . . . , zlq.
Since we would like to extend globally-in-time the solutions of (1). The first
step is to guarantee the conservation laws satisfied by the flow of (1). For that, we need
that the nonlinearities must be the derivatives of some potential function F , (H3). This
condition allows us to get the energy conservation law. For the conservation of the charge,
we also ask for the potential function to satisfy a certain invariance property, (H4), which
implies that the energy will be invariant under the same transformation. This invariance
is related to the Gauge invariance condition for the nonlinearities fk. Finally, we ask for
F to be a homogeneous function of degree three, (H5). It is important to obtain a cubic
bound for F , which will be very useful to construct a Gagliardo-Nirenberg-type inequality,
allowing us to extend the solutions globally in time.

















F p|u1|, . . . , |ul|q dx.
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(H7). Function F is real valued on Rl, that is, if py1, . . . , ylq P Rl then
F py1, . . . , ylq P R.
Moreover, functions fk are non-negative on the positive cone in Rl, that is, for yi ě 0,
i “ 1, . . . , l,
fkpy1, . . . , ylq ě 0.
(H8). Function F “ F1 ` ¨ ¨ ¨ ` Fm, where Fs, s “ 1, . . . ,m is super-modular on Rd`,
1 ď d ď l and vanishes on hyperplanes, that is, for any i, j P t1, . . . , du, i ‰ j and k, h ą 0,
we have
Fspy ` hei ` kejq ` Fspyq ě Fspy ` heiq ` Fspy ` kejq, y P Rd`, (5)
and Fspy1, . . . , ydq “ 0 if yj “ 0 for some j P t1, . . . , du, where ei denotes the standard
basis vector in Rd.
A very relevant type of solutions in optical communication, when non-linear
materials are considered, are the so called standing-waves. These “traveling-waves” are
important to modelling, for example, light pulses in optical fibers or self-guided elec-
tromagnetic beams in waveguide materials. Another question of physical interest that
arise is when these standing waves are stable, that is, when they retain their shape upon
propagation, [62]. We want that (1) admits standing waves solutions. Then, we need to
study the existence of ground state solutions. To deal with ground states we first need
to work with a non-linear elliptic system (which is the stationary problem related to
(1)), satisfied by real-valued functions. So, we need to impose that fk are real-valued over
Rl. Besides, to obtain positive ground states we impose that fk are non-negative on the
positive cone of Rl, (H7). In order to prove the existence of ground states, we will minimize
a Weinstein-type functional. A crucial step for that is to replace any minimizing sequences
by its symmetric-decreasing rearrangement. To guarantee this, we ask for F to be a sum
of super-modular functions which vanish on hyperplanes, (H8).
Now, since fk are homogeneous functions of degree two (Lemma 2.2.7), if
pu1, . . . , ulq is a solution of (1) (with βk “ 0) with initial data uk0pxq “ ukpx, 0q, k “ 1, . . . , l,
so is the scaling puλ1 , . . . , uλl q given by
uλkpx, tq “ λ
2ukpλx, λ
2tq, k “ 1, . . . , l,














If 4´ n` 2s “ 0, that is, s “ n2 ´ 2, we obtain that (1) is scaling invariant. We say that
the Sobolev space 9Hn{2´2 is critical for the system (1) (with βk “ 0). Thus, L2 and H1 are











subcritical, if 1 ď n ď 3,
critical, if n “ 4,











subcritical, if 1 ď n ď 5
critical, if n “ 6
supercritical, if n ě 7.
To exemplify further, we are going to illustrate the assumptions made. We start
by noticing that functions having second partial derivatives are super-modular, that is, if
Fs is C2 then (5) is equivalent to (see [48])
B2Fs
BxjBxi
ě 0, i, j P t1, . . . , du, i ‰ j.














iBtw `∆w ´ w “ ´pwv ` vuq,
























f3pz1, z2, z3q “ z2z1.
The nonlinearities f1, f2 and f3 satisfy (H1) and (H2). The function F appearing in (H3),
corresponding to (6), is given by





We note that this F satisfies (H4)-(H8). In fact, since F is a polynomial it is a C2 function,
then by the previous discussion F is a sum of super-modular functions.

























iBtu`∆u´ u “ ´uw,
where the function F is given by








This thesis is organized as follow. In Chapter 1 we present the preliminaries for
the proper development of the text. In Section 1.1 we introduce some basic tools related
to Lebesgue space. Section 1.2 is devoted to study the Fourier transform and it properties
starting with the definition in Schwartz spaces, then extending to tempered distributions.
Sobolev spaces and some embedding results are introduced in Section 1.3. Next, in Section
1.4 we discuss about the solution of the linear Schrödinger equation and some estimates
involving the generated group. Finally, in Section 1.5 we give a review of some properties
on functions of complex variables.
Chapter 2 is dedicated to the study of the local and global well-posedness. In
Section 2.1 we first list the necessary assumptions to obtain the local theory. Then, we
discuss some consequences of such assumptions. With the help of this results, we construct
suitable bi-linear estimates that allow us to show the existence of local solutions on L2, for
1 ď n ď 4; and H1, for 1 ď n ď 5, respectively, by using the contraction mapping principle.
Finally, we establish the blow-up alternatives for the L2 and H1 solutions for the cases
1 ď n ď 3 and 1 ď n ď 5 respectively. Section 2.2 is devoted to global theory. We first list
the assumptions needed to develop the global theory and state the consequences of such
assumptions. Then conservation of charge and the global result for the L2 subcritical case,
that is, 1 ď n ď 3 are established. Finally, we prove the conservation of energy and the
global result for the H1 subcritical case, that is, 1 ď n ď 5. To develop this chapter we
follow references [30], [12] and [46].
In Chapter 3 we study the standing wave solutions for dimensions 1 ď n ď 5.
We start with the assumptions assumed along the chapter. Next, in Section 3.1 we discuss
some consequences of our assumptions. Section 3.2 is devoted to study of existence of







ψk “ fkpψq, k “ 1, . . . , l. (7)
Then, we show that ground state solutions are minimizer of a Weinstein-type functional
related with a Gagliardo-Nirenberg-type inequality. To do so, we use that the space of
radially-symmetric non-increasing functions, H1rdpRnq, is compactly embedded in L3pRnq,
1 ď n ď 5 (see, for instance [12, Proposition 1.7.1]). So, we do not need to separate the
proof of the cases n “ 1 and 2 ď n ď 5 as usual. Also we find the best constant of such
inequality. We finish the section with a regularity result for solutions of (7). To develop
this chapter we follow references [30], [12] and [60].
In Chapter 4 we study the the dichotomy global solutions versus blow-up in
finite time. Section 4.1 is devoted to use the optimal constant in the Gagliardo-Nirenberg-
type inequality found in Chapter 3 to give sufficient conditions (depending on the ground
states) for the existence of global H1-solutions in dimensions 1 ď n ď 5. In Section 4.2 we
construct two virial identities, one of them related to solutions in which the variance is
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finite. The other one is a local virial version for radially-symmetric solutions. Finally, in
Section 4.3 we use such virial identities to show that the conditions, given in Section 4.1,
are sharp by proving that there exist solutions which do not meet the global existence
conditions and blows-up in finite time. To develop this chapter we follow references [30],
[12], [46] [61], [31] and [51].
Chapter 5 is dedicated to study the stability/instability of the standing waves
solutions obtanied in Chapter 3 in the case βk “ 0. In Section 5.1 we use the concentration-
compactness method to prove existence of a minimum of a suitable variational problem. By
taking any minimizing sequence we rule out vanishing and dichotomy possibilities in the
concentration compactness-principle; so concentration must occur. We finish this section
by showing that when 1 ď n ď 3 we have stability of ground states. Next, in Section 5.2
we present our instabilities results. We first prove that when n “ 4 we have instability
of all solutions of (7). We finish the section by showing that for n “ 5 the set of ground
states of (7) is unstable. To develop this chapter we follow references [12], [60], [2], [47]
and [20].
Finally, in Chapter 6 we study system (1) without considering the mass-





mkfkpzqzk “ 0, mk “
αk
2γk
, @z P Cl. (8)
We will see that under assumptions (H3) and (H4) system (1) verifies (8) (see Lemma
2.2.3), that is, the results obtained in Chapters 2-5 correspond to the mass-resonance case.
In Section 6.1 we introduce a new assumption that allow us to recover some of the previous
consequences and results discussed in the preceding chapters, regardless condition (8) is
not assumed. Under the non-mass-resonance regime, in Section 6.2 we prove a blow-up
result for n “ 5, when the initial data is radially-symmetric. To develop this chapter we
use the results in Chapters 2-5 and reference [36].
For completeness, in Appendix 7 we present a basic review of the notion and
properties of the decreasing rearrangement and spherically symmetric rearrangement of a
function. For a deeper discussion of this topic we refer to Chapters 6 and 16 in [42] and




In this chapter, we present some necessary prerequisites for the development of
this work. Basically, we recall some definitions and results related to Lebesgue and Sobolev
spaces, Fourier transform, temperated distributions, among others.
1.1 The Lebesgue spaces Lp
In this section, we present the definition of the Lp spaces and some of their
properties.
Definition 1.1.1. Assume 1 ď p ď 8. Let pΩ,M, µq be a mensurable space. We set





















, if 1 ď p ă 8;
sup essxPΩ |upxq|, if p “ 8.







The following are useful inequalities on Lp spaces.
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Theorem 1.1.1 (Hölder’s inequality, [8] Theorem 4.6). Let f P Lp and g P Lp1 with
1 ď p ď 8 then fg P L1 and
}fg}L1 ď }f}Lp}g}Lq .








, then fgh P Ll
and
}fgh}Ll ď }f}Lp}g}Lq}h}Lr . (1.1)
Theorem 1.1.2 (Interpolation inequality, [21] Proposition 6.10). Let f P Lp X Lq, then














, θ P p0, 1q.
1.2 The Fourier transform
1.2.1 The Fourier transform of a Schwartz function
We denote by SpRnq the Schwartz space, which consist of all real-valued or




p1` |x|2qm2 |Bαupxq| ă 8.
The space SpRnq endowed with the seminorms pm,α is a Fréchet space.
Definition 1.2.1. Let f P SpRnq. The Fourier transform of f is given by
f̂pξq “ Frf spξq :“
ż
Rn
e´2πipx¨ξqfpxq dx, ξ P Rn,
where ¨ denotes the usual inner product in Rn.
The following result gives some properties of the Fourier transform.
Theorem 1.2.1 ([25] Proposition 2.2.11). Given f, g P SpRnq, y P Rn, a ą 0 and α a
multi-index we have
(i) }f}L8 ď }f}L1;
(ii) zf ` g “ f̂ ` ĝ;
(iii) zτ ypfqpξq “ e´2πiy¨ξf̂pξq, where τ yfpxq “ fpx´ yq;
(iv) {pδa´1fqpξq “ anf̂paξq, where pδafqpxq “ fpx{aq;
(v) yBαfpξq “ p2πiξqαf̂pξq;
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(vi) Bα pfpξq “ pp´2πixqαfpxqqppξq;
(vii) zf ˚ gpξq “ pfpξqpgpξq, where pf ˚ gqpxq “
ş
Rn fpx´ yqgpyq dy.
To illustrate how we can apply this properties we give an example that uses
Theorem 1.2.1 (vi). Assume that P is a polynomial of n variables and P pDq denotes the
differential operator associated to P , then
P pDqf̂pξq “ FrP p´2πixqfpxqspξq and FrP pDqf spξq “ P p2πiξqf̂pξq,









Fr∆f spξq “ FrP pBjqf spξq “ ´4π2|ξ|2f̂pξq.
Next we define the inverse of the Fourier transform.
Definition 1.2.2. Let f P SpRnq, we define
qfpxq :“ F´1fpxq “ Ffp´xq, @x P Rn.
The operation f Ñ qf is called the inverse Fourier transform.
The following result states some properties of F´1:
Theorem 1.2.2 ([25] Proposition 2.2.14). Let f, g, h P SpRnq, then
(i)
ş
Rn fpxqĝpxq dx “
ş
Rn f̂pxqgpxq dx;
(ii) (Fourier inversion) qpf “ f “ pqf ;
(iii) (Parseval’s relation)
ş




(iv) (Plancherel’s identity) }f}L2 “ } pf}L2 “ } qf}L2;
(v)
ş
Rn fpxqgpxq dx “
ş
Rn f̂pxqqgpxq dx.
Remark 1.2.3. We note that the integral in the Definition 1.2.1 makes sense for f P
L1pRnq. Then we can extend the Fourier transform to L1pRnq. Properties (i)-(iv) and
(vii) in Theorem 1.2.1 still hold true. For properties (v) and (vi) we have to impose some
additional assumptions (see [21, Theorem 8.22 (e)-(d)]). We can also define the inverse
transform in L1 and prove analogous properties as in Theorem 1.2.2, but again with some
extra assumptions. For example, the Fourier inversion (ii) it is possible by assuming pf P L1.
Finally, to extend the definition of the Fourier transform to L2 functions, we use the fact
that L1 X L2 is a dense subset of L2.
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1.2.2 Fourier transform of tempered distributions
The topological dual, S 1pRnq, of SpRnq is the space of tempered distributions
on Rn, that is, S 1pRnq consists of all continuous linear functions u : SpRnq Ñ C.
Motivated by Theorem 1.2.2 (i) we have the following definition.
Definition 1.2.3. Let u P S 1pRnq. We define the Fourier transform pu and the inverse
Fourier transform qu of a tempered distribution u by
xpu, fy “ xu, pfy and xqu, f y “ xu, qf y,
for all f P SpRnq, where xu, fy :“ upfq.
Remark 1.2.4. We can extend the properties in Theorem 1.2.1 to tempered distributions
(see for instance [25, Proposition 2.3.22]).
1.3 Sobolev spaces
Let Ω Ă Rn be an open set, k P Z` and p P R such that 1 ď p ď 8.
Definition 1.3.1. The Sobolev space W kp pΩq is defined by
W kp pΩq “ tu P LppΩq : Bαu P LppΩq, @|α| ď ku ,

















is a Banach space.
Remark 1.3.1. When p “ 2, we write HkpΩq for W k2 pΩq. In particular, H0pΩq “ L2pΩq.
The following result states a very useful estimates for the Lq norms of H1
functions.
Theorem 1.3.2 (Gagliardo-Nirenberg inequality, [49]). Let f P H1pRnq. If n “ 1, let





. Then there exist a constant C
depending on n and q such that
}f}Lq ď C}∇f}θL2}f}1´θL2 ,
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Given a point x P Rn, an open ball Brpxq, and BRpx0q not containing x, the
set Cx “ Brpxq X tx` λpy ´ xq : y P BRpx0q, λ ą 0u is called a finite cone in Rn having a
vertex x. We say that an open domain Ω Ă Rn has the cone condition if there exists a
finite cone C such that each x P Ω is the vertex of a finite cone Cx contained in Ω and
congruent to C. When we consider bounded domains satisfying the cone condition, we also
have the following version of Gagliardo-Nirenberg inequality. Its proofs can be founded in
[1, Theorem 5.8].
Theorem 1.3.3 (Gagliardo-Nirenberg inequality ). Let Ω be a bounded domain in Rn






. Then there exist a constant C depending on n, q and the dimensions of the














Next, we present some properties of the Sobolev spaces.
Theorem 1.3.4. [Sobolev embedding, [8] Corollary 9.10] Let 1 ď p ă n. Then,







Theorem 1.3.5 (Morrey, [8] Theorem 9.12). Let p ą n. Then,
W 1p pRnq Ă L8pRnq,
with continuous injection. Furthermore, for u P W 1p pRnq,
|upxq ´ upyq| ď C|x´ y|α}∇u}Lp , a.e. x, y P Rn,
where α “ 1´ n
p
and C is a constant (depending only on p and n).
Corollary 1.3.6 ([8], Corollary 9.3). Let m ě 1 be an integer and p P r1,8q. We have












































and θ :“ m´ n
p
´ k p0 ă θ ă 1q.
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We have for all u P Wmp pRnq
}Dαu}L8pRnq ď C}u}Wmp pRnq, @α with |α| ď k.
and
|Dαupxq ´Dαupyq| ď C}u}Wmp pRnq|x´ y|
θ, a.e. x, y P Rn, @α with |α| “ k.
In particular, Wmp pRnq Ă CkpRnq.
The space W kp pRnq can be defined via Fourier transform. In fact, for s P R and
1 ď p ď 8 we define the Sobolev space of order s as
W sp pRnq “ tu P S 1pRnq;F´1rp1` |ξ|2q
s
2 ûs P LppRnqu,
with the norm
}u}W sp “ }F
´1
rp1` |ξ|2q s2 ûs}Lp .
We have that W sp pRnq is a Banach space. As before, W s2 pRnq “ HspRnq and W 0p pRnq “
LppRnq.
For the product of functions in Hs spaces we have the following useful result.
Lemma 1.3.7 (Sobolev multiplication law, [58] Corollary 3.16). Let n ě 1.
(i) Suppose that s1 ` s2 ě 0, s1, s2 ě s and s1 ` s2 ą s` n{2, or
(ii) Suppose that s1 ` s2 ą 0, s1, s2 ą s and s1 ` s2 ě s` n{2.
Then there is a continuous multiplication map
Hs1pRnq ˆHs2pRnq Ñ HspRnq,
taking
pu, vq Ñ uv,
and satisfying the estimate
}uv}HspRnq ď C}u}Hs1 pRnq}v}Hs2 pRnq.
1.4 The linear Schrödinger equation
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The Cauchy problem for the linear homogeneous Schrödinger equation is given
by
iut `∆u “ 0, upx, 0q “ u0pxq, (1.6)
where x P Rn, t P R and ∆ is the Laplacian operator. The fundamental solution of (1.6) is
upx, tq “ re´4π
2it|ξ|2û0pξqs
_. (1.7)
This can be obtained by taking the Fourier transform of (1.6), and then solving the
ordinary differential equation
iût ´ 4π2|ξ|2û “ 0, ûpξ, 0q “ û0pξq,
where ξ P Rn and t P R. By using Theorems 1.2.1.(vii) and 1.2.2.(ii) and (1.5) , we can
rewrite (1.7) as (see [12, Lemma 2.2.4])









If peit∆qtPR denotes the group of isometries generated by i∆, by the uniqueness










The next result gives some properties of the unitary group peit∆qtPR.
Theorem 1.4.1 ([46] Proposition 4.2). (i) For all t P R, eit∆ : L2pRnq Ñ L2pRnq is
an isometry, which implies
}eit∆u}L2 “ }u}L2 .
(ii) eit∆eit1∆ “ eipt`t1q∆ with peit∆q´1 “ e´it∆ “ peit∆q˚.
(iii) ei0∆ “ 1.
(iv) Fixing u P L2pRnq, the function Φu : R Ñ L2pR2q, where Φuptq “ eit∆u, is a
continuous function, i.e., it describe a continuous curve in L2pRnq.
We finish this section with the Strichartz estimates for the linear Schrödinger
equation. Before stating the result we need the following definition.
Definition 1.4.1 (Admissible pair). A pair pq, rq with 2 ď q, r ď 8 is called admissible







ď 1, with the exception pn, q, rq “ p2, 2,8q.
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with the obvious modification if either q “ 8 or p “ 8. When the interval I is implicit
and no confusion will be caused we denote LqpI;LppRnqq simply by LqpLpq and its norm
by } ¨ }LqpLpq. More generally, if X is a Banach space, LqpI;Xq represents the Lq space of
X-valued functions defined on I.
Theorem 1.4.2 (Strichartz estimates, [12] Theorem 2.3.3). Let n ě 1 and pq, pq, pqj , pjq be
admissible pairs for j “ 1, 2. Then,




















, for every f P Lq11pI;Lp11q. (1.9)
where t0 P R, I Ă R is an interval with t0 P I, t P I, and C ą 0.
1.5 Complex tools
This section present a review of some facts concerning to complex functions of
several variables. More details can be found for instance in [39], [26] or [56].
Let X Ă Cl be an open set. We will use zj “ xj ` iyj to denote the coordinates
on Cl of an element z P X. We introduce the Wirtinger derivatives as the following linear


























Lemma 1.5.1. Suppose that the function f : X Ă Cl Ñ C has continuous (first) partial
derivatives with respect to the real variables xj and yj (so, in particular, f is continuous).
Then the following statements hold:












(ii) (Chain rule): For w P Y Ă Cl, if each component gk of the mapping g :“ pg1, . . . , glq :
Y Ñ X has continuous partial derivatives, then
B
Bwk


















































Finally, we state some useful lemmas.



































































Proof. We will proof the estimate only for the first term. The result for the second one is





























































Lemma 1.5.3. Under the same conditions of Lemma 1.5.2, we have














Proof. After applying the chain rule, we have
d
dθ












pz1` θpz´ z1qqpzm ´ z1mq
Integrating on r0, 1s with respect to θ, applying the Fundamental Theorem of
Calculus and taking modulus we get


















































where we have used Lemma 1.5.2 in the second inequality.
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CHAPTER 2
LOCAL AND GLOBAL WELL-POSEDNESS IN L2 AND H1
In this chapter we will study the existence of local and global solutions of the
Cauchy problem (1) in L2 and H1 spaces. We start by proving the local well-posedness.
















pu1px, 0q, . . . , ulpx, 0qq “ pu10, . . . , ul0q,
(2.1)
where Ukptq is the Schrödinger evolution group defined by Ukptq “ ei
t
αk
pγk∆´βkq, k “ 1 . . . , l.
Thus we will concentrate in showing existence of solutions to (2.1). In general, local
well-posedness in a function space X means that for any u0 P X there exist T ą 0 and a
unique solution u P Cpr0, T q, Xq of (2.1), such that the map u0 Ñ u, locally defined from
X to Cpr0, T q, Xq, is continuous, [46, Section 5.1].
We will construct an operator, Γ, which is defined using (2.1) and will prove
that Γ is a contraction on a closed ball defined on a suitable Banach space. To do this
we have to obtain bounds for the two terms appearing in right-hand side of (2.1). These
bounds are obtained by using Sobolev’s embedding and Strichartz’s estimates. Thus,
the candidate to solutions of (2.1) will show up from the Fixed Point Theorem (see [64,
Theorem 1.A] for a statement and a proof). Once established the existence and uniqueness
on the ball, we will extend the solutions to the entire Banach space. We finish by showing
continuous dependence on the initial data and a blow-up alternative.
Finally, to extend globally-in-time the local solutions, we use the conservation
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of the charge and the energy to control the L2 and H1-norms. We prove that in the
L2-subcritical cases, 1 ď n ď 3, the local solutions can be extended in time for any initial
data. In the H1-subcritical cases, 4 ď n ď 5, we show that the local solutions can be
extended in time, if the initial data is sufficiently small.
2.1 Local solutions
In this section we assume
(H1).
fkp0, . . . , 0q “ 0, k “ 1, . . . , l.







rfkpz1, . . . , zlq ´ fkpz
1




















rfkpz1, . . . , zlq ´ fkpz
1













j|, k,m “ 1, . . . , l.
2.1.1 Consequences of assumptions (H1) and (H2)
Here we will provide some useful estimates and inequalities for the non-linear
interaction terms fk and their gradients ∇fk.
Lemma 2.1.1. Suppose that the nonlinearities fk in system (1) satisfy assumptions (H1)
and (H2). Then,











m|, k “ 1 . . . , l. (2.2)




























|zj|, m “ 1, . . . , l. (2.3)
The result follows applying Lemma 1.5.3 with p “ 1.






2, k “ 1 . . . , l.
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Lemma 2.1.3. Suppose that assumptions (H1) and (H2) hold. Let u and u1 be complex-
valued functions defined on Rn. Then, for each k “ 1, . . . , l we have


















































Using (2.5) we can write
































































































































We obtain similar bounds for the second and fourth terms in (2.6). Hence, using the
previous estimates and (2.6) we conclude that
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Corollary 2.1.4. Under the same assumptions as in Lemma 2.1.3 we have for each









Proof. Since (H1) holds, we can take u1 “ 0 in (2.4) and get the result.
We finish this subsection with a regularity result which imply that system (1)
makes sense when we consider the H1 ´H´1 duality product.
Lemma 2.1.5. Let 1 ď n ď 6. Suppose that assumptions (H1) and (H2) hold. Then, for
all k “ 1, . . . , l we have fk P CpH1pRnq, H´1pRnqq.
Proof. Let puiq Ă H1pRnq be such that ui Ñ u in H1pRnq, as iÑ 8. In particular, there
exist M ą 0 such that }ui}H1pRnq ďM . For k “ 1, . . . , l, Lemmas 2.1.1 and 1.3.7 (ii), with
s1 “ s2 “ 1 and s “ ´1, lead to























































}uj}H1}umi ´ um}H1 .
We note that the right-hand side goes to 0, as iÑ 8, then fkpuiq Ñ fkpuq in H´1pRnq.
Since the sequence was arbitrarily taken, the result follows.
2.1.2 Local existence of L2-solutions
We study system (2.1) in L2 for dimensions 1 ď n ď 4. For any u0 P L2 we





pC X L8qpI;L2q X L12{npI;L3q, 1 ď n ď 3;
pC X L8qpI;L2q X L2pI;L2n{pn´2qq, n ě 4,
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}f}L8pL2q ` }f}L12{npL3q, 1 ď n ď 3;
}f}L8pL2q ` }f}L2pL2n{pn´2qq, n ě 4.
(2.7)
Next we will establish some bilinear estimates on the spaces XpIq.
Lemma 2.1.6. Let 1 ď n ď 4 and f, g P XpIq.




(ii) If n “ 4, then
}fg}L1pL2q ď C}f}L2pL4q}g}L2pL4q.
Proof. We first consider the case 1 ď n ď 3. Hölder’s inequality, in the spatial variable,
gives us the following estimative
}fg}L3{2 ď }f}L3}g}L3 .









Now, we consider the case n “ 4. Hölder’s inequality in space and in time give
}fg}L1pL2q ď }}f}L4}g}L4}L1
ď }f}L2pL4q}g}L2pL4q,
which is the desired result.
To deal with the integral part of (2.1) we have the following estimates.
Lemma 2.1.7. Let 1 ď n ď 4 and u,u1 P XpIq. Suppose that assumptions (H1) and (H2)
hold.
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for dimensions 1 ď n ď 3, we can apply inequality (1.9) in Theorem 1.4.2, Lemma 2.1.1



























































4 p}u}XpIq ` }u1}XpIqq}u´ u1}XpIq.






admissible pair and Lemma 2.1.6 (ii).
Corollary 2.1.8. Under the same assumptions of Lemma 2.1.7.








































Proof. The proof follows by taking u1 “ 0 in Lemma 2.1.7.
Finally, we state our existence and uniqueness result for the L2-subcritical and
L2-critical cases.
Theorem 2.1.9 (Existence of local L2-solutions). Suppose that (H1) and (H2) hold.
(i) If 1 ď n ď 3, then for r ą 0 there exists T prq ą 0 such that for any u0 P L2 with
}u0}L2 ď r, system (2.1) has a unique solution u P XpIq with I “ r´T prq, T prqs.
(ii) If n “ 4, then for any u0 P L2, there exists T pu0q ą 0 such that system (2.1) has a
unique solution u P XpIq with I “ r´T pu0q, T pu0qs.
Chapter 2. Local and global theory 35
Proof. We define the operator
Γpuq “ pΦ1puq, . . . ,Φlpuqq,
where








fkpuq dt1, k “ 1, . . . , l,
and consider the ball
BpT, aq “
#







where a and T will be chosen later. We note that pBpT, aq, dq is a complete metric space,
where d is the metric induced by the norm (2.7).
In order to use the Fixed Point Theorem, we have to find appropriate estimates












We will work separately the cases 1 ď n ď 3 and n “ 4. For the first one we





































}Γpuq}XpIq ď C}u0}L2 ` lCT
4´n
4 }u}2XpIq.
Thus, if u P BpT, aq, then }u}XpIq ď a and
}Γpuq}XpIq ď Cr ` lCT
4´n
4 a2


















2 ðñ T “ T prq « r
4
n´4 , (2.9)
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we have }Γpuq}XpIq ď a. Therefore, Γ is well defined on BpT, aq.


































}Γpuq ´ Γpu1q}XpIq ď 2lCT
4´n
4 a}u´ u1}XpIq.
But (2.9) implies that 2lCT 4´n4 a ă 1. Therefore, Γ is a contraction on the ball BpT, aq.
From the Fixed Point Theorem, there exists a unique solution for system (2.1).
Next, we prove the continuous dependence on the initial date, i.e., we will prove
that for all T 1 ă T there exists a neighborhood, V Ă L2, of u0 such that the function
G : V Ñ XpI 1q, u0 ÞÑ u







where C does not depend on the initial data. Thus given T 1 ă T we define
V “
"













Consider r̃ “ δ ` r and take v0 P V . Since }v0}L2 ă δ ` }u0}L2 ď r̃, then from
the first part of the theorem, the corresponding solution, v, of (2.1) is defined in some







We claim that T pr̃q ą T 1. In particular, v0 is defined in I 1. To prove the claim




























Thus, the claim follows.
Using the same arguments as in (2.8) and (2.10) and the definition of G we
have
}Gpu0q ´Gpv0q}XpI 1q “}u´ v}XpI 1q




}u}XpI 1q ` }v}XpI 1q
˘
}u´ v}XpI 1q
ďlC}u0 ´ v0}L2 ` lCT 1
4´n
4 pa` ãq }Gpu0q ´Gpv0q}XpI 1q
ďlC}u0 ´ v0}L2 ` lCT 1
4´n
4 pr ` r̃q }Gpu0q ´Gpv0q}XpI 1q.
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4 pr ` r̃q
ı
}Gpu0q ´Gpv0q}XpI 1q ď lC}u0 ´ v0}L2 ,
which means that
}Gpu0q ´Gpv0q}XpI 1q ď K}u0 ´ v0}L2 .
Then the conclusion follows.
Finally, we extend the uniqueness outside the ball. Let u,u1 be two solutions of
(1) defined on the interval I, such that up0q “ u1p0q “ u0. For T ą 0 given above, define
T1 :“ suptt P r0, T s : u1ptq “ uptqu.
If T1 “ T uniqueness follows, so we assume by contradiction that T1 ă T . Consider ũ, ũ1
such that




kpt` T1q, k “ 1, . . . , l.
Then, ũ and ũ1 are two solutions with initial data upT1q and u1pT1q respectively, defined
on p0, T ´ T1q. Note that by the definition of T1 there exists a sequence ptmq Ă r0, T s such
that uptmq “ u1ptmq and tm Ñ T1 as mÑ 8. From the continuity of u and u1 it follows











rfkpũq ´ fkpũqs dt.
































Hence, if δ is sufficiently small such that 2lCδ 4´n4 ã ď 12 . We obtain then ũ “ ũ
1, for
0 ă t ă δ, i.e.,
ukpt` T1q “ u
1
kpt` T1q, 0 ă t ă δ.
Taking t “ δ2 we arrive to a contradiction with the definition of T1.
We now turn to the L2-critical case, i.e., when n “ 4. We observe that in this
case we cannot apply the same steps as above, because if n “ 4 then the power of T
vanishes. So, we have to play with the linear part of the solution. Since u0 P L2, by the
Strichartz estimate (1.8) we have pU1p¨qu10, . . . , Ulp¨qul0q P L2pR;L4q. Hence, given ε ą 0
we can choose T “ T pu0q ą 0 such that
}pU1p¨qu10, . . . , Ulp¨qul0q}L2pI;L4q ď ε,
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where I “ r´T, T s. Consider the ball
B̃pT, aq “
#







where a will be chosen later. Thus, if u P B̃pT, aq, we have from Theorem 1.4.2 and














































Hence, fixing ε such that
2l2C2ε ă 12 ðñ lCa ă
1
2 , (2.13)
we conclude that }Γpuq}L2pI;L4q ď a. Therefore, Γ is well defined on B̃pT, aq.
Now, suppose that u,u1 P B̃pT, aq. Using Lemma 2.1.7 (ii) we conclude that











Condition (2.13) implies that 2lCa ă 1. Therefore, Γ is a contraction on B̃pT, aq. By the
Fixed Point Theorem, there exist a unique solution on B̃pT, aq.
Finally, we prove that our solution indeed belongs to XpIq. Note that it suffices
to prove that }u}L8pI;L2q ă 8. This is a consequence of the Strichartz estimate (1.9) and

























ď lC}u0}L2 ` C}u}2L2pL4q.
Then, the result follows.
The uniqueness in the whole space and the continuous dependence of the initial
data follows by a similar argument as in the previous case.
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2.1.3 Local existence of H1 solutions
Here we study (2.1) in the H1-subcritical case, that is, 1 ď n ď 5. So, we





pC X L8qpI;H1q X L12{n pI;W 13 q , 1 ď n ď 3,
pC X L8qpI;H1q X L2pI;W 12n{pn´2qq, n ě 4,





}f}L8pH1q ` }f}L12{npW 13 q, 1 ď n ď 3,
}f}L8pH1q ` }f}L2pW 12n{pn´2qq, n ě 4.
(2.14)
Remark 2.1.10. We point out the followings facts about the spaces XpIq and Y pIq.
(i) Y pIq ãÑ XpIq;
(ii) For n ě 1 we have }∇f}XpIq ď }f}Y pIq.
On Y pIq we have the following bilinear estimates.





p4´ nq{4, if 1 ď n ď 3,
p6´ nq{4, if 4 ď n ď 6.








Proof. The first estimates follows from Lemma 2.1.6 (i) and Remark 2.1.10 (i). For the






is an admissible pair, for 4 ď n ď 6, and its corresponding






. Applying Hölder and Sobolev’s inequalities (Theorem
1.3.4), we get
}fg}Ln{pn´2q ď }f}L2n{pn´2q}g}L2n{pn´2q ď C}f}H1}g}W 12n{pn´2q .
Now, applying Theorem 1.1.1 with l “ 48´n , p “ 8, q “ 2 and r “
4





ď CT θpnq}f}Y pIq}g}Y pIq.
(2.15)
This finishes the proof.
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Remark 2.1.12. We obtain similar estimates for the product ∇f ¨ g, as those presented
in Lemma 2.1.11. More specifically,
}∇fg}L12{p12´nqpL3{2q ď CT θpnq}f}Y pIq}g}Y pIq, if 1 ď n ď 3; (2.16)
and
}∇fg}L4{p8´nqpLn{pn´2qq ď CT θpnq}f}Y pIq}g}Y pIq, if 4 ď n ď 6. (2.17)
In fact, estimate (2.16) follows from Lemma 2.1.6 (i) and Remark 2.1.10 (ii). To obtain
(2.17) we note that by Theorem 1.3.4,
}∇fg}Ln{pn´2q ď }∇f}L2n{pn´2q}g}L2n{pn´2q ď C}f}W 12n{pn´2q}g}H1 .
Hence,
}∇fg}L4{p8´nqpLn{pn´2qq ď CT θpnq}f}L2pW 12n{pn´2qq}g}L8pH1q ď CT
θpnq
}f}Y pIq}g}Y pIq.
As in the L2 case, we also have estimates for the integral part appearing in
(2.1). Namely,
Lemma 2.1.13. Let 1 ď n ď 6 and suppose that assumptions (H1) and (H2) hold. Let










































ď C}fkpuq ´ fkpu1q}L12{p12´nqpL3{2q
` C}∇rfkpuq ´ fkpu1qs}L12{p12´nqpL3{2q.
By Lemmas 2.1.1 and 2.1.11 (i), the first term in the previous inequality can be estimated
as
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For the second term we observe that if we combine Lemma 2.1.3 with (2.16) we have




























































This finishes the first case.


















ď C}fkpuq ´ fkpu1q}L4{p8´nqpLn{pn´2qq
` C}∇rfkpuq ´ fkpu1qs}L4{p8´nqpLn{pn´2qq.
As in the previous case, for the first term in the right-hand side, we apply Lemmas 2.1.1
and 2.1.11 (ii) to get
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For the second term we use Lemma 2.1.3 and estimate (2.17) to deduce




























































This completes the proof of the lemma.



















Proof. By taking u1 “ 0 in (2.18) we obtain the desired result.
The existence and uniqueness result for the H1-subcritical case, 1 ď n ď 5,
reads as follow.
Theorem 2.1.15 (Existence of local H1-solutions). Suppose that (H1) and (H2) hold. If
1 ď n ď 5, then for r ą 0 there exists T prq ą 0 such that for any u0 P H1 with }u0}H1 ď r,
system (2.1) has a unique solution u P YpIq with I “ r´T prq, T prqs.
Proof. Applying Lemma 2.1.13 and Corollary 2.1.14, the proof follows by a similar argument
as in Theorem 2.1.9.
Remark 2.1.16. Note that it is possible to prove local well-posedness of (1) for n “ 6
(see Chapter 7 for more details).
2.1.4 Blow-up alternative
In this subsection we state some corollaries of Theorems 2.1.9 (i) and 2.1.15.
For similar results in the case of a single equation see for instance [20, Section 5.6] and [12,
Theorem 4.6.1]. Since the existence time, T , depends only on norm of the initial data, we
are able to extend globally-in-time the solutions under certain conditions. More precisely,
we have the following.
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Corollary 2.1.17. Assume 1 ď n ď 5. Let u be a solution of (2.1) given by Theorem
2.1.15. If u satisfies an a priori bound, }uptq}H1 ďM , for some 0 ăM ă 8, then u exists
in H1 and is unique for ´8 ă t ă 8.
Proof. We only consider positive times, the proof for negative times is similar. Since
}u0}H1 ďM , from Theorem 2.1.15 there exist T “ T pMq such that u is defined on r0, T s.




iαkBtũk ` γk∆ũk ´ βkũk “ ´fkpũq,
ũ0 “ upT {2q, k “ 1, . . . l.
(2.19)
Note that }ũ0}H1 “ }upT {2q}H1 ďM . Hence, there exists a unique solution, ũ,






uptq, if t P r0, T {2s;
ũpt´ T {2q, if t P rT {2, 3T {2s.
(2.20)
We will conclude the proof, if we prove that w is a solution of (2.1) on r0, 3T {2s.
For t P r0, T {2s this is immediate because w “ u. For t P rT {2, 3T {2s we use the properties
of the group Uk to obtain
wkptq “ ũkpt´ T {2q
“ Ukpt´ T {2qũk0 ` i
ż t´T {2
0




“ Ukpt´ T {2q
«














fkpũps´ T {2qq ds
























Next, taking upT q as the initial data in (2.19) instead of upT {2q, and using
the same arguments we can extend the solution to the interval r0, 2T s. If we repeat this
process, we see that the solution can be extended globally in time.
Corollary 2.1.18 (Blow-up alternative in H1). Assume 1 ď n ď 5 and let u0 P H1. Then,
there exist T˚, T ˚ P p0,8s and a unique, maximal solution of (2.1), defined on a maximal
time interval p´T˚, T ˚q. In addition, the following blow up alternative holds: either T ˚ “ 8
(respect. T˚ “ 8), or 0 ă T ˚ ă 8 and limtÑT˚ }uptq}H1 “ 8 (respect. 0 ă T˚ ă 8 and
limtÑ´T˚ }uptq}H1 “ 8).
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Proof. Consider u0 P H1 and let
T ˚ “ sup tT ą 0; there exists a solution of (2.1) on r0, T su ,
T˚ “ sup tT ą 0; there exists a solution of (2.1) on r´T, 0su .
We will show the result for T ˚. The case for T˚ is similar. It is clear that T ˚ ą 0.
If T ˚ “ 8, we are done. If T ˚ ă 8 we claim that limtÑT˚ }uptq}H1 “ 8. On
the contrary, there are a positive constantM and a sequence ptmq Ă R` such that tm Õ T ˚
and }uptmq}H1 ďM . For each m, let vmp0q “ uptmq. Since }vp0q}H1 ďM , it follows from
Theorem 2.1.15 that there exist T pMq and a solution, vmptq, of (2.1) defined in r0, T pMqs.





uptq, if t P r0, tmq,
vmpt´ tmq if t P rtm, tm ` T pMqs.
In the same way as in the proof of Corollary 2.1.17 we show that wm is a solution of
(2.1) in r0, tm` T pMqq. Let m0 be sufficiently large such that tm0 ` T pMq ą T ˚. From the
above discussion wm0ptq is a solution of (2.1) on r0, tm0 ` T pMqq, which is a contradiction
with the definition of T ˚.
We also have the following analogous results for the L2 solutions.
Corollary 2.1.19. Assume 1 ď n ď 3. Let u be a solution of (2.1) given by Theorem
2.1.9 (i). If u satisfies an a priori bound, }uptq}L2 ď M , for some 0 ă M ă 8, then u
exists in L2 and is unique for ´8 ă t ă 8.
Corollary 2.1.20 (Blow-up alternative in L2). Assume 1 ď n ď 3 and let u0 P L2. Then,
there exist T˚, T ˚ P p0,8s and a unique, maximal solution of (2.1), defined on a maximal
time interval p´T˚, T ˚q. In addition, the following blow up alternative holds: either T ˚ “ 8
(respect. T˚ “ 8), or 0 ă T ˚ ă 8 and limtÑT˚ }uptq}L2 “ 8 (respect. 0 ă T˚ ă 8 and
limtÑ´T˚ }uptq}L2 “ 8).
2.2 Global solutions
In the L2 and H1 subcritical regimes, it is possible to extend globally-in-time
the solutions given by Theorems 2.1.9 (i) and 2.1.15, since the existence time depends only
on the norm of the initial data. As we saw, a way to extend such solutions is to guarantee
the existence of an a priori estimate for the L2 and H1-norm of the solutions.
In the case of a single Schrödinger equation, it is common to use the conservation
laws to get such a priori bound. In order to establish the conservation laws corresponding
to (1), we shall make some addition assumptions on our system, namely.
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(H3). There exists a function F : Cl Ñ C, such that
fkpz1, . . . , zlq “
BF
Bzk
pz1, . . . , zlq `
BF
Bzk
pz1, . . . , zlq, k “ 1 . . . , l.















“ ReF pz1, . . . , zlq.
(H5). Function F is homogeneous of degree 3, that is, for any λ ą 0 and pz1, . . . , zlq P Cl,
F pλz1, . . . , λzlq “ λ
3F pz1, . . . , zlq.
2.2.1 Consequences of assumptions (H3)-(H5)
Before establishing the global well-posedness theory of system (1), we derive
some consequences of the assumptions previously listed. We point out that we do not
need all the results of this subsection to obtain global well-posedness, but for a matter of
order in the work we decide to include all the consequences here. Basically, this subsection
is divided in three main results. The first one (see Lemma 2.2.3), allow us to get the
conservation of the charge. The second one, is related with a bound for the function
ReF . Indeed, we are working with nonlinearities which are bounded by a quadratic-type
expression (see Remark 2.1.2), thus considering (H3), we get a natural cubic bound for the
function ReF (see Lemma 2.2.4). Finally, we state an useful result for the construction
of some virial-type identities (Lemma 2.2.6). This identities will be used in Chapter 4 to
prove the existence of blow-up solutions.
For our first result we start with the following definition.





















fkpuq, k “ 1, . . . , l. (GC)













pzq “ 2 B
Bzk
ReF pzq. (2.21)
Lemma 2.2.2. Suppose that assumptions (H3) and (H4) hold, then fk satisfy the Gauge
condition (GC).
Proof. Define wm :“ e
αm
γm
θizm. From (H4) we have
ReF pwq “ ReF pzq, @θ P R. (2.22)
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which completes the proof.
Lemma 2.2.3. Suppose that assumptions (H3) and (H4) hold. Then, there exist positive





σkfkpzqzk “ 0, @z P Cl. (2.24)














. By Lemma 2.2.2, the nonlinearities




















zk “ fkpzqzk. (2.25)





























































































































By (H4), we have that Redh
dθ
“ 0, hence the conclusion follows by taking σk “ αkγk , for
k “ 1, . . . , l.
Lemma 2.2.4. Suppose that assumptions (H1)-(H3) hold. Then,














If in addition, (H5) holds then










































2, m “ 1, . . . , l. (2.28)
Hence, (2.27) follows from (2.28) and Lemma 1.5.3 with p “ 2.
In addition, by choosing any λ ‰ 1 in (H5) and making zk “ 0 for k “ 1, . . . , l,
we obtain
F p0q “ 0. (2.29)
Now, we can take z1 “ 0 in (2.27) and apply Young’s inequality to get



























Remark 2.2.5. Note that (2.27) actually implies that ReF is a locally Lipschitz continuous
function.
As we have already mentioned, the next lemma is useful to construct virial
identities.
Lemma 2.2.6. Suppose that assumption (H3) holds and let u be a complex-valued function






fkpuq∇uk “ Rer∇F puqs.





fkpuquk “ Rer3F puqs.
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For (ii) differentiating both sides of (H5) with respect to λ and evaluating at












puquk “ 3F puq.
Now taking the real part and using (H3) the proof is completed.
We finish this section with a natural consequence of assumption (H5). Since F
is a homogeneous function of degree 3, then, its derivate is a homogeneous function of
degree 2, which means by (H3) that the nonlinearities fk inherit this property.
Lemma 2.2.7. Assumptions (H3) and (H5) imply that the nonlinearities fk, k “ 1 . . . , l,
are homogeneous functions of degree 2.
Proof. Since, for each j, zj Ñ λzj are holomorphic functions then BpλzjqBzk “ 0 for k “ 1, . . . , l.
On the other hand, Bpλzjq
Bzk

























By (H5), the left-hand side of (2.30) is equal to λ3 BReF
Bzk







This combined with Remark 2.2.1 gives the desired result.
2.2.2 Global existence of L2-solutions
We study (1) when u0 P L2, for 1 ď n ď 3. Since we want to apply Corollary
2.1.19 to extend globally in time the solutions given by Theorem 2.1.9, the global solutions
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pC X L8qpR;L2q X L12{nloc pR;L3q, 1 ď n ď 3;
pC X L8qpR;L2q X L2locpR;L2n{pn´2qq, n ě 4.











is a conserved quantity.










which, after multiplying both sides by αk
γk





























where we have used Lemma 2.2.3. This completes the proof.
Theorem 2.2.9. Let 1 ď n ď 3. Suppose that assumptions (H1)-(H4) hold. Then for any
u0 P L2, system (1) has a unique solution u P XpRq. Moreover,
Qpuptqq “ Qpu0q, @t P R.
Proof. Since the L2-norm is conserved, it is suffices to apply Corollary 2.1.19.
2.2.3 Global existence of H1-solutions






pC X L8qpR;H1q X L12{nloc pR;W 13 q , 1 ď n ď 3,
pC X L8qpR;H1q X L2locpR;W 12n{pn´2qq, n ě 4.
We start by giving the energy conservation law.
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F puptqq dx, (2.32)
is a conserved quantity.
Proof. We proceed in a similar way as in Lemma 2.2.8. If we multiply (1) by Btuk, add its





ukBtuk dx “ ´2Re
ż
fkpuqBtuk dx,























































































































which proves the lemma.
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P puq “ Re
ż






ξ0 “ inftJpuq; u P H1, P puq ‰ 0u. (2.38)
Remark 2.2.11. Using the previous functional we can express the energy functional as
Epuptqq “ Kpuptqq ` Lpuptqq ´ 2P puptqq. (2.39)
To obtain global existence, we need an a priori estimate for the H1-norm of
the solutions uptq. Since the L2-norm of uptq is a conserved quantity, it suffices to obtain
an a priori estimate for the L2-norm of ∇uptq. In other words, it suffices to get an uniform
bound for the functional K defined in (2.34). This is achieved by using Lemma 2.2.4 and
Lemma 2.2.10.
The first step is to prove that ξ0 is a positive constant. Indeed, it follows from













































































Lemma 2.2.12. Suppose that assumptions (H1)-(H5) hold. Then, the infimum ξ0 is a
positive constant.
Proof. Using Lemma 2.2.4 and (2.40) we get
|P puq| ď
ż
















and the conclusion follows.
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Now we prove the existence of global H1-solutions for system (1) in dimensions
1 ď n ď 5. We will treat the cases 1 ď n ď 3, n “ 4 and n “ 5 separately, since for the
last one we need some additional tools.
Theorem 2.2.14. Let 1 ď n ď 5. Suppose that assumptions (H1)-(H5) hold.
(i) If 1 ď n ď 3, then for any u0 P H1, system (1) has a unique solution u P YpRq.
(ii) If n “ 4, then for any u0 P H1 with
2Qpu0q
1
2 ă ξ0, (2.43)
system (1) has a unique solution u P YpRq.
















system (1) has a unique solution u P YpRq.














2|P puq| ď εKpuq ` CεQpu0q
6´n
4´n ,
with ε arbitrarily small. Using the last inequality, the conservation of the energy and
the fact that ´Lpuq ď 0 we get an a priori estimate for Kpuq. Indeed, from (2.39) if
E0 “ Epu0q and Q0 “ Qpu0q, we have




It follows that if 0 ă ε ă 1, then
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as required.
Now, assume n “ 4. From (2.39) and (2.42) we get
















Kpuq ď E0. (2.47)












Before establishing the result for n “ 5, we need a technical lemma. Its proof
can be found in references [7, Lemma 5.2] or [54, Lemma 3.1].
Lemma 2.2.15. Let I be an open interval with 0 P I. Let a P R, b ą 0 and q ą 1. Define
γ “ pbqq´
1
q´1 and fprq “ a ´ r ` brq, for r ě 0. Let Gptq be a non-negative continuous






1. If Gp0q ă γ, then Gptq ă γ, @t P I.
2. If Gp0q ą γ, then Gptq ą γ, @t P I.
Lemma 2.2.16. Let uptq be the solution of (2.1) with initial data u0 P H1pR5q. Define





4 and q “ 54 . Then
(i) f ˝G ě 0, where fprq “ a´ r ` brq.






















Proof. We first note that from (2.39) and (2.42) with n “ 5 we obtain








Hence, the first part follows immediately from (2.48).










Then, parts (a) and (b) follows from a direct calculation.
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Now, we are ready to complete the proof of Theorem 2.2.14 for dimension
n “ 5.
Proof of Theorem 2.2.14 (iii). From Lemma 2.2.16, hypotheses (2.44) and (2.45) are equiv-












, @t P I. (2.49)
Since the L2-norm of u is uniformly bounded by the charge conservation (2.31), we
conclude from (2.49) that so is its H1-norm. This implies an a priori estimate, which





In this chapter we are interested in analyse the existence of standing wave
solutions for system (1). As we will see, this implies the study of an associated non-linear
elliptic system. We focus on solutions for such elliptic system, which are positive, radially-
symmetric and with L2-norm minimal; the ground state solutions (see Definition 3.2.2
below). For proving existence of ground states we follow closely the strategy in [30] (see
also [60]), which consists in minimizing a Weinstein-type functional on a suitable subspace
of radially-symmetric functions. The main ingredient that we introduce here is the use of
the space of radially symmetric and non-increasing H1 functions, H1rdpRnq, instead of just
H1r pRnq. This is motivated by the observation that the embedding H1rdpRnq ãÑ L3pRnq is
compact for 1 ď n ď 5 (see Theorem A.2.3 and Remark A.2.4). This will allow us to use
the same argument to prove existence of ground state in dimensions 1 ď n ď 5, instead of
using two different approaches for n “ 1 and 2 ď n ď 5 as in [30]. As an application we
find an expression for the optimal constant in the Gagliardo-Nirenberg-type inequality
(see Corollary 3.2.13). Also, as we will see in the next chapters, the ground state will be
useful to describe sharp conditions for global and blow-up results.

















F p|u1|, . . . , |ul|q dx.
(H7). Function F is real valued on Rl, that is, if py1, . . . , ylq P Rl then
F py1, . . . , ylq P R.
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Moreover, functions fk are non-negative on the positive cone in Rl, that is, for yi ě 0,
i “ 1, . . . , l,
fkpy1, . . . , ylq ě 0.
(H8). Function F “ F1 ` ¨ ¨ ¨ ` Fm, where Fs, s “ 1, . . . ,m is super-modular on Rd`,
1 ď d ď l, and vanishes on hyperplanes, that is, for any i, j P t1, . . . , du, i ‰ j and
k, h ą 0, we have
Fspy ` hei ` kejq ` Fspyq ě Fspy ` heiq ` Fspy ` kejq, y P Rd`,
and Fspy1, . . . , ydq “ 0 if yj “ 0 for some j P t1, . . . , du, where ei denotes the standard
basis vector in Rd.
Next, we are going to discuss some consequences of our assumptions.
3.1 Consequences of assumptions (H6)-(H8)
In this section we discuss some consequences of assuming assumptions (H6)-
(H8). We start by showing the real version of (H3) when we restrict the function F on
Rl.
Lemma 3.1.1. Suppose that assumption (H7) holds, then we can rewrite the expression




pxq, @x P Rl. (3.1)
In addition, F is positive on the positive cone of Rl.
Proof. Set zk “ xk ` iyk, k “ 1, . . . , l. Then, we can write
F pzq “ Upx,yq ` iV px,yq,



















































The the first part of the statement follows combining (H3), Remark 2.2.1 and relation
(3.4). The second part, follows from Lemma 2.2.6 (ii).









Remark 3.1.3. The notation f˚ represents the symmetric-decreasing rearrangement of f
(see Appendix 7 for definitions and properties of f˚).
Denoting by u˚ the vector pu˚1 , . . . , u˚l q, we have the following generalized
Hardy-Littlewood rearrangement inequality (see Lemma A.1.6).
Lemma 3.1.4. Assume that (H8) holds. Let u1, . . . , ul be non-negative mensurable real-
valued functions that vanish at infinity on Rn. Then,
ż
F pupxqq dx ď
ż
F pu˚pxqq dx (3.6)
Proof. See [9, Theorem 1].
Remark 3.1.5. Actually, if G : Rl` Ñ R is a Borel measurable function, which vanish on
hyperplanes, G is supermodular if and only if (3.6) holds (see [27, Proposition 3.1]).
3.2 Existence of ground state solutions
We start considering standing waves solutions for system (1), i.e., solution of
the form





ψkpxq, k “ 1, . . . , l, (3.7)
where ψk are real-valued functions decaying to zero at infinity. Under the assumptions of




















where ψ “ pψ1, . . . , ψlq. By replacing (3.7) into (1), the real functions ψk must satisfy the







ψk “ fkpψq, k “ 1, . . . , l. (3.8)
Remark 3.2.1. (i) Note that Lemma 3.1.1 implies, that the nonlinearities fk are real
valued functions, i.e., fkpψq P R @k “ 1, . . . , l. Thus, system (3.8) makes sense,
since the right-hand side of the system is real.
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. See Lemma 6.1 in reference [20] for an explanation.
(iii) Observe that ψ “ 0 is always a solution (trivial solution) for system (3.8). We will
always be interested in non-trivial solutions.
To simplify notation, we note that system (3.8) can be written in the form





ω ` βk ą 0.
Our goal then will be to find ground state solutions for (3.9). The action


















F pψq dx. (3.10)






















, P pψq ‰ 0. (3.14)
Thus, the action I can be expressed as
Ipψq “
1
2 rKpψq `Qpψqs ´ P pψq. (3.15)
Lemma 3.2.2. Assume 1 ď n ď 5. The functionals K, Q and P are in C1pH1pRnq;Rq.
In addition, if g P H1, then
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Proof. The proofs of identities (3.16) and (3.17) are similar to those presented in [3,
Example 1.3.(d)] (see also [5, Examples 1.3.13 and 1.3.17]). Let us establish (3.18).
First of all, we are going to prove that P P CpH1;Rq. Let pumq Ă H1 be a
sequence such that um Ñ u in H1 as m Ñ 8. Assume that 1 ď n ď 5. Then, using
Lemma 2.2.4, Hölder’s inequality and the Sobolev embedding H1 ãÑ L3 we get
|P pumq ´ P puq| ď
ż





































H1q}ukm ´ uk}H1 .
(3.19)
The result follows since the right-hand side goes to zero when mÑ 8.
Next, we prove that P is Gatêaux differentiable and its derivate is given by




























































































where we have used that t ď 1. We note that right-hand side is a L1pRnq function. Indeed,
to see this we can use a similar argument as in (3.19), considering the Sobolev embedding
H1 ãÑ L3 for 1 ď n ď 5.
On the other hand, the chain rule and (3.1) lead to
lim
tÑ0
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Hence, P is Gatêaux differentiable. Moreover, from Lemma 2.1.5 it follows that P 1 is
continuous. Therefore, its Gatêaux and Fréchet derivatives coincide (see [3, Theorem 1.9]).
This completes the proof.
Remark 3.2.3. Note that by a density argument we can take g P H1pRnq in the previous
lemma.
Next, we introduce the notion of solution for (3.9) as being critical points of
the action I. More precisely,








fkpψqgk dx, k “ 1, . . . , l. (3.20)
Definition 3.2.2. Let C be the set of non-trivial critical points of I. We say that ψ P H1
is a ground state solution of (3.9) if
Ipψq “ inf tIpφq;φ P Cu .
We denote by Gpω,βq the set of ground state for system (3.9), where pω,βq indicates the
dependence of the parameters ω and β.
Now, we are going to establish some relations between the functionals K,Q, P
and the action I; some of them are similar to the well known Pohozaev’s identities.
Lemma 3.2.4. Let ψ be a solution of system (3.9). Then,
P pψq “ 2Ipψq, (3.21)
Kpψq “ nIpψq, (3.22)
Qpψq “ p6´ nqIpψq. (3.23)
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fkpψqψk “ 3F pψq. (3.24)
On the other hand, letting gk “ ψk, for k “ 1, . . . , l in Definition 3.2.1 we obtain
γk}∇ψk}2L2 ` bk}ψk}2L2 “
ż
fkpψqψk dx, k “ 1, . . . , l.
Summing over k and using (3.24), we get
Kpψq `Qpψq “ 3P pψq. (3.25)
Hence, identity (3.21) follows from the definition of I and equality (3.25).
In order to show (3.22) define pδλfqpxq “ fpx{λq. Then the function λ Ñ


























2 Kpψq ` n
„
1





2 Kpψq ` n
„
1
2Qpψq ´ P pψq

“ 0. (3.26)
Then, identity (3.22) follows from definition of I and (3.26).
Finally, (3.23) follows as a combination of (3.25), (3.26) and (3.22).
Corollary 3.2.5. System (3.9) has no non-trivial solutions if n ě 6.
Proof. This is a consequence of the fact that Qpψq ą 0 for ψ ‰ 0 and (3.23).
Corollary 3.2.6. The functional Q remains constant over Gpω,βq. In particular, ψ is a
ground state if and only if Qpψq is minimal.
Proof. This follows immediately from (3.23).
Lemma 3.2.7. Assume 1 ď n ď 5 and define the set P :“ tψ P H1; P pψq ą 0u. Then
(i) C Ă P ;
(ii) ξ1 “ inftJpψq; ψ P Pu ą 0.
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Proof. The first statement follows from (3.21) and (3.23). The second one follows exactly
as in Lemma 2.2.12.
Now we are going to use Lemma 3.2.4 to get a relation between functional J
and the action I.










Proof. The result follows by combining (3.21)-(3.23) in Lemma 3.2.4 and the definition of
J .
Corollary 3.2.9. Any non-trivial solution ψ P P of (3.9) which is a minimizer of J is a
ground state of (3.9).
The functionals introduced in this section satisfies the following properties
about scaling transformations and symmetric-decreasing rearrangement. We denote by





Then, we have the following
Lemma 3.2.10. Let n ě 1 and a, λ ą 0. If ψ P P and g P C80 pRnql then, the following
relations hold
(i) Qpaδλψq “ a2λnQpψq;
(ii) Kpaδλψq “ a2λn´2Kpψq;
(iii) P paδλψq “ a3λnP pψq;
(iv) K 1paδλψqpgq “ aλn´2K 1pψqpδλ´1gq;
(v) Q1paδλψqpgq “ aλnQ1pψqpδλ´1gq;
(vi) P 1paδλψqpgq “ a2λnP 1pψqpδλ´1gq.
In addition, if ψk is non-negative, for k “ 1, . . . , l, then
(vii) Qpψ˚q “ Qpψq;
(viii) Kpψ˚q ď Kpψq;
(ix) P pψ˚q ě P pψq.
Proof. Properties (i)-(vi) are direct consequences of the definitions (3.11)-(3.14) and (3.16)-
(3.18), noting that for (vi) we must use Lemma 2.2.7. To show (vii)-(viii) we use Remark
3.1.3. Finally, (ix) follows from Lemma 3.1.4.
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Next, we are going to discuss some results about the functional J .
Lemma 3.2.11. Under the same assumptions of Lemma 3.2.10 we have
(i) Jpaδλψq “ Jpψq;
(ii) Jp|ψ|q ď Jpψq, where |ψ| “ p|ψ1|, . . . , |ψl|q;
(iii) J 1paδλψqpgq “ a´1J 1pψqpδλ´1gq.
In addition, if ψk is non-negative, for k “ 1, . . . , l, then
(iv) Jpψ˚q ď Jpψq.
Proof. The proof of (i), (iii) and (iv) are immediate consequences of Lemma 3.2.10. To
illustrate them, here we prove (iii). Define the following functions
αptq “ Kpaδλψ ` tgq
n
4 , βptq “ Qpaδλψ ` tgq
6´n
4 ,
γptq “ P paδλψ ` tgq.















γ1p0q “ P 1paδλψqpgq.



















































which is the desired result. Finally, to show (ii) we must use assumption (H6), to guarantee
that P pψq ď P p|ψ|q.
Now with the previous tools we are in a position to establish the main result
of this section
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Theorem 3.2.12 (Existence of ground state solutions). Suppose that assumptions (H1)-




is attained at a function ψ0 P P such that
(i) ψ0 is a non-negative, radially symmetric function.
(ii) There exist t0 ą 0 and λ0 ą 0 such that ψ “ t0δλ0ψ0 is a positive ground state
solution of the non-linear elliptic system (3.9). In addition, if ψ̃ is a ground state



















q “ ξ1. Hence, we can assume that ψj are radially symmetric












































































Hence, we conclude from Lemma 3.2.10 (i) and (ii) that
Kpψ̃jq “ Qpψ̃jq “ 1. (3.31)










“ Jpψ̃jq “ Jpψjq Ñ ξ1 ą 0. (3.32)
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In view of (3.31), the sequence pψ̃jq is bounded in H1rd. Then, Remark A.2.4










ψ̃j á ψ0, in H1,
ψ̃j Ñ ψ0, in L3,
ψ̃j Ñ ψ0, a.e. in Rn.
(3.33)
The last convergence in (3.33) implies that ψ0 in non-negative and radially symmetric.
Moreover, by Lemma 2.2.4 we obtain
ˇ
































L3q}ψ̃mj ´ ψm0}L3 .
Hence, combining (3.33) and (3.32) we get
P pψ0q “ lim
jÑ8
P pψ̃jq “ ξ
´1
1 ą 0, (3.34)
which means that ψ0 P P .




























L2 ď lim infj Qpψ̃jq “ 1.
This combined with (3.34) yield













Hence, (3.35) implies that
Jpψ0q “ ξ1 (3.36)
and
Kpψ0q “ Qpψ0q “ 1. (3.37)
Now, from weak convergence in (3.33), and (3.37) we conclude ψ̃j Ñ ψ0, strongly in H1.
Thus, part (i) is establish.
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For part (ii), we note that for t sufficiently small and u P P, pψ0 ` tuq P P.








Jpψ0 ` tuq “ 0,






































Next, define ψ “ t0δλ0ψ0 with
t0 “
2ξ1






































































Now, from Lemmas 3.2.8 and 3.2.11 (i), we have that ψ is also a critical point of J with
Jpψq “ Jpψ0q. Thus, since ψ0 is a minimizer of J , so is ψ. Hence, an application of
Corollary 3.2.9 gives that ψ is a ground state for (3.9). Next, we prove that ψ is positive.
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which is the desired result.
Finally, we will prove (3.30). Indeed, if ψ is as in part (i), relation (3.23) and
Lemma 3.2.8 imply,














By Corollary 3.2.6 we conclude that in fact (3.39) holds for any ψ̃ P Gpω,βq.
As a consequence of Theorem 3.2.12 we can obtain the following.
Corollary 3.2.13. Let 1 ď n ď 5. The inequality
















where ψ̃ P Gpω,βq.
Remark 3.2.14. Note that since (3.39) holds for any ψ̃ P Gpω,βq, then Cop does not
depends on the choice of the ground state.
We finish this section with a regularity and asymptotic decay result satisfied
by solutions of (3.9). Our argument follows the same one in the proof of Theorem 8.1.1 in
[12].
We start with a technical lemma which says how we can estimate the gradient
of the nonlinearities, fk, in the Lp-spaces.







. Assume that u P Lp1 and ∇u P Lq1. Then, for k “ 1, . . . , l,
}∇fkpuq}Lr1 ď C}u}Lp1 }∇u}Lq1 .
Proof. By Corollary 2.1.4 and Hölder inequality we have
ż


















Lp1 }∇um}r1Lq1 ă 8,
which is the desired result.
Lemma 3.2.16. Assume 1 ď n ď 5 and let ϕ P H1 be a solution of
´∆ϕk ` ckϕk “ dkfkpϕq, k “ 1, . . . , l, (3.41)
where ck, dk are positive constants. Then,
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(i) ϕ P W3p for 2 ď p ă 8. In particular ϕk P C2 and
řl
k“1 |D
βϕkpxq| Ñ 0 as |x| Ñ 8
for |β| ď 2.





p|ϕkpxq| ` |∇ϕkpxq|q P L8. (3.42)
In particular | ¨ |ϕ P L2.





for k “ 1, . . . , l, where σk “ ckdk . Then in view of Lemma 2.2.7 we have








































cjq, j ‰ k
φ̃kpxq “ φkpxq.
(3.43)
Thus we can consider the system
´∆φk ` φk “ fkpφ̃q, k “ 1, . . . , l, (3.44)
instead of (3.41).


















p dx ă 8.
Thus, if φ P Lp for some 2 ă p ă 8, then we obtain
fkpφ̃q P L
p{2. (3.45)







“ fkpφ̃q, k “ 1, . . . , l. (3.46)










“ }fkpφ̃q}Lp{2 ă 8,
which implies that φ P W2p{2. In particular, φ P Lp{2.
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We first consider the case 2 ă n ď 5. Since the Sobolev embeddingW 2p{2pRnq ãÑ






ą 0, the interpolation inequality for Lp-norms
gives





















, j ě 0. (3.48)
Since 2 ă n ď 5, we have 13 ´
2
n




“ ´2jη ď η. Thus, the
sequence is decreasing and by (3.48) we have that 1
qj
Ñ ´8 as j Ñ 8 and q0 “ 3. From
this, there exists s ě 0 such that
1
qr
ą 0 for 0 ď r ď s; 1
qs`1
ď 0. (3.49)
We claim that φ P Lqs . Indeed, since φ P H1, by the Gagliardo-Nirenberg inequality we













. In particular, φ P Lqr`1 . By an induction argument, we
have φ P Lqs and the claim is proved.






we may take q sufficiently large, that is, φ P Lp for p sufficiently large. On the other hand,
we know that φ P L2. Hence, interpolating we obtain for 2 ă n ď 5,
φ P LppRnq, for 2 ď p ă 8. (3.50)
By using the Sobolev embeddings (1.3) and (1.4), in Corollary 1.3.6, and interpolation
(3.50) also remains true for dimensions n “ 1, 2.
Since 2 ă 2p ă 8, it follows from Corollary 2.1.2 and (3.50) that
ż
|fkpφ̃q|





2p dx ă 8, 2 ď p ă 8,
which means that
fkpφ̃q P L
p, for 2 ď p ă 8. (3.51)
Combining (3.46) with (3.51) we conclude that φ P W2p for 2 ď p ă 8. Hence, by Sobolev’s
embedding W 2,p ãÑ W 1p , we have
φ P W1p, for 2 ď p ă 8. (3.52)
In particular, for p “ n` 1 ě 2, we have
φ P W1n`1 ãÑ L8. (3.53)
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Using (3.52), (3.53) and Lemma 3.2.15 with r1 “ q1 “ p and p1 “ 8, we obtain ∇fkpφ̃q P
Lp for 2 ď p ă 8. Combining this with (3.51) we conclude that fkpφ̃q P W1p for 2 ď p ă 8.
Now, from (3.44) we have that for k “ 1, . . . , l and j “ 1, . . . , n, Bj p´∆φk ` φkq P
Lp for all 2 ď p ă 8, which is equivalent to p´∆` Iq Bjφk P Lp for all 2 ď p ă 8. Then,







P Lp, for 2 ď p ă 8.
This means that for k “ 1, . . . , l and j “ 1, . . . , n, Bjφk P W 2p . Therefore, φ P W3p for
2 ď p ă 8. In particular, for p “ n ` 1 we have 3 ´ n
p
“ 2n`3












where r|α|s means the greatest integer less than or equal to α P R. Thus, by Corollary 1.3.6,
W 3p ãÑ Cr. Hence, φ P pC2ql.
Finally, for |β| ď 2, Corollary 1.3.6 gives
}Dβφk}L8 ď C}φk}W 3n`1 , k “ 1, . . . , l. (3.54)
By a density argument, we can find a sequence pφkmq Ă C8c such that φkm Ñ φk in W 3n`1,









Since |Dβφkmpxq| Ñ 0 as |x| Ñ 8, we obtain all the conclusions of statement (i).
To show statement (ii), we start defining, for ε ą 0, the function θεpxq “ e
|x|
1`ε|x| .
Note that for each ε ą 0, θε is bounded. Letting r “ |x| we see that Brθε is also bounded.
So, θε is Lipschitz continuous. On the other hand, ∇θεpxq “ x|x|p1`ε|x|qθεpxq, which implies
that |∇θεpxq| ď θεpxq.
Now, for k “ 1, . . . , l we take the scalar product of θεφk P H1 with (3.44) and






2 dx “ Re
ż
fkpφ̃qθεφ̃k dx. (3.55)









ě θε|∇φk|2 ´ |∇φk||∇θε||φk|













2 dx ď 2Re
ż
fkpφ̃qθεφ̃k dx. (3.56)
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By statement (i) we have that for j “ 1, . . . , l, |φ̃j| Ñ 0 as |x| Ñ 8, so there exists Rj ą 0






























































































































































3 dx ă 8.
Now, consider the sequence pfεq, where fεpxq :“ θεpxq|φk|2. Note that fε P L1 and fε ě 0
a.e. Also, from the last inequality it follows that supε
ş
fε dx ă 8. An application of
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Fatou’s Lemma implies that
ż
e|x||φk|
2 dx ă 8. (3.58)
By a similar argument we also have
ż
e|x||∇φk|2 dx ă 8. (3.59)
On the other hand, part (i) implies that there exists R ą 0 such that
řl
k“1 |φk| ď






n`2 |φk| ď e
R
n`2 }φ}L8 , @|x| ď R. (3.60)
Now suppose that |x| ě R. Using part (i) again we conclude, by Sobolev’s
embedding, that φ P W18, which meas that φ is Lipschitz continuous. Thus, for each
k “ 1, . . . , l there exists a constant Lk such that
|φkpyq| ě |φkpxq| ´ Lk|x´ y|, @y P Rn.
Using Young’s inequality, the last inequality yields
|φkpxq|
2
ď 2p|φkpyq|2 ` L2k|x´ y|2q, @y P Rn. (3.61)
Note that if |x ´ y| ď 12Lk |φkpxq|, then (3.61) yields |φkpxq|









Define Bkpxq “ ty; 2Lk|x´ y| ď |φkpxq|u. Then, |Bkpxq| “ αn2n |φkpxq|
n, where αn “ |B1p0q|.





























, then on Bkpxq we have the following
e|x| ď e
1
2Lk e|y| ď Ce|y|.

















n`2 |φkpxq| ă 8, if |x| ě R.
Putting together the last result with (3.60) we obtain that the first sum in (3.42) is finite.
The second one is treated in a similar way, using (3.59). This completes statement (ii).
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CHAPTER 4
GLOBAL SOLUTIONS VERSUS BLOW-UP
In this chapter we prove global and blow-up results for system (1) in H1 for
dimensions n “ 4 and n “ 5. For the global well-posedness we use the best constant (3.40)
to rewrite the sufficient conditions given by Theorem 2.2.14. More precisely, in Theorem
2.2.14 we proved that (1) is globally well-posed provided that the initial data is sufficiently
small. This was achieved imposing (2.43)-(2.45). Here, we are going to prove how small
the initial data must be expressing such conditions in terms of the ground state solutions
of system (3.9) (see Theorem 4.3.8).
For the blow-up, we introduce virial-type identities satisfied by the solutions of














and calculate the first and second derivatives of V . The virial identity is obtained by
integrating twice V 2ptq. We also construct a local virial identity, which is obtained by
replacing |x|2 in (4.1) by a smooth radially-symmetric function ϕpxq. These identities
are the main tools in the convexity argument, due to Glassey [23], to show existence of
blow-up solutions (that is, solutions that “become infinite” in finite time) under certain
conditions on the initial data. More specifically, we will prove that there exists initial data




where K is the functional defined in (2.34).
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We also prove that our results are sharp. For n “ 4 we use the pseudo-conformal
transformation to construct a solution which presents blow-up and find the threshold
for global existence. In the case n “ 5, the sharpness is obtained by using the two virial
identities that we have proved when finite variance and radial symmetry is considered.
Throughout this chapter we assume that (H1)-(H8) hold.
4.1 Global existence in H1
In order to get the sharp condition for global existence solutions in H1, we




, that is, the




ψk “ fkpψq, k “ 1, . . . , l. (4.2)
Remark 4.1.1. In view of Theorem 3.2.12 ground state for (4.2) do exist. In addition,





Moreover, we note that in both cases, the functional Q is reduced to the charge functional
Q, that is, for any ψ P Gp1,0q (or Gp0,βq), we have Qpψq “ Qpψq.







F pψq dx “ Kpψq ´ 2P pψq, (4.3)
which can be obtained from the energy functional (2.32) with βk “ 0, for k “ 1, . . . , l.
Theorem 4.1.2 (Sufficient condition for global existence ofH1 solutions). Assume u0 P H1
and let u be the solution of (1) defined in the maximal existence interval I. Let ψ P Gp1,0q.
(i) Assume n “ 4. If
Qpu0q ă Qpψq, (4.4)
then the initial value problem (1) is globally well-posed in H1.
(ii) Assume n “ 5. If
Qpu0qEpu0q ă QpψqEpψq. (4.5)
and
Qpu0qKpu0q ă QpψqKpψq, (4.6)
then
Qpu0qKpuptqq ă QpψqKpψq; @t P I.
In particular, the initial value problem (1) is globally well-posed in H1.
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Proof. Recall that, from Theorem 3.2.12, the numbers ξ0 in (2.38), and ξ1 in (3.29) are




Thus, the result follows from Theorem 2.2.14 (i).
To show (ii), we consider the energy functional (2.32), Lemmas 2.2.8, 2.2.10
and Corollary 3.2.13 to deduce

















On the other hand, from Lemma 3.2.4, with n “ 5, and (4.3) we have Kpψq “ 5Qpψq





γ and Gp0q ă γ are equivalent to (4.5) and (4.6),
respectively. Hence, Lemma 2.2.15 implies
Qpu0qKpuptqq ă QpψqKpψq; @t P I.
This combined with Lemma 2.31 and Corollary 2.1.17 gives the desired result.
4.2 Virial identities
The following lemma states the persistence of solutions with finite variance
initial data. The proof is inspired in Proposition 6.5.1 and Lemma 6.5.2 in [12].
Lemma 4.2.1. Let 1 ď n ď 5. Suppose that fkpuq P L1locpRnq. Let I Ă R be an interval
such that 0 P I and u0 P H1.
(i) If u is a solution of system (1) on I and | ¨ |uk0 P L2, for k “ 1, . . . , l, then the
function tÑ | ¨ |ukp¨, tq belongs to CpI, L2q. Furthermore the function

















belongs to W 18pIq and the identity






Im∇uk ¨ xuk dx, (4.10)
holds for a.a. t P I.
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(ii) If u is a H1 solution of (1) on I, then V P C1pIq and the identity (4.10) holds for
all t P I.
Proof. By assumptions (H1)-(H2) and Lemma 2.1.5 we get that fk P CpH1, H´1q and each












First note that (1) and the H1 ´H´1 duality product







































Next, multiplying by αk
γk
, adding over k, using the elementary identity Repizq “ ´Imz and


























Hence, from (4.11) we have






























Integrating the last equality on r0, tq we obtain
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for t P I. Since u is a solution on I (in particular uk P L8pI;H1q) and | ¨ |uk0 P L2pRnq
for k “ 1, . . . , l we can uniformly bound (with respect to t) the first two terms in the last
inequality and write




Then, by Gronwall’s lemma we deduce that
Vεptq ď C2p1` C1teC1tq,
which means that supεą0 }Vεptq}8 ď C ă 8.




















L2 ď limεÑ0 Vεptq ď C.
Therefore, we conclude that xukptq P L2pRnq for t P I. Moreover, }xukptq}2L2 is bounded




2 and gεpxq “ e´ε|x|
2
p1´ 2ε|x|2qe´ε|x|2ukx ¨∇uk.
Note that fε Ñ | ¨ |ukp¨, tq and gεpxq Ñ ukx ¨ ∇uk a.e. on Rn, as ε Ñ 0. Moreover,
|fεpxq| ď |xuk|
2 and |gεpxq| ď |xuk||∇uk|, which means that fε and gε are bounded by
integrable functions. Then we can apply the Dominated Convergence Theorem and let




























Using the majorant 4|xuk||∇uk|, we see that the right-hand side of (4.13) is a continuous













we have g P L8pIq. Hence, (4.13) implies that V P W 18pIq and that (4.10) holds a.e. on
Rn. This completes the proof of the theorem.
Theorem 4.2.2. Let 1 ď n ď 5. Suppose that assumptions (H1)-(H5) hold. Assume
u0 P H1 satisfies xu0 P L2 and let u be the corresponding local solution given by Theorem
2.1.15. Then, the function tÑ |¨ |up¨, tq belongs to CpI,L2q. Moreover, the function defined
in (4.9) is in C2pIq,






∇uk ¨ xuk dx, (4.14)
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and
V 2ptq “ 2nE0 ´ 2nLpuq ` 2p4´ nqKpuq,
for all t P I.
Proof. The first part of the theorem and identity (4.14) follow from Lemma 4.2.1. To show
the second part we follow the arguments presented in reference [16] (see also [24]), which




Xptq “ JE 1pXptqq,







´i{2α1 ¨ ¨ ¨ 0 0
0 ´i{2α2 ¨ ¨ ¨ 0
... ¨ ¨ ¨ . . . ...














´2γ1∆u1 ` 2β1u1 ´ 2f1puq
...





and Xptq “ uptq.






We start noticing that if Lpfq “ Im
ş
x ¨∇ff dx then the Frécht derivative of L is given






´4α1ip2x ¨∇u1 ` nu1q
...










GpXptqq “ xG 1pXptqq, d
dt
Xptqy “ xG 1pXptqq, JE 1pXptqqy “: PpXptqq.
Thus, in order to determine V 2ptq, it suffices to determine the functional P . The idea to




X̃ptq “ JG 1pX̃ptqq, X̃p0q “ X̃0 (4.15)
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is (at least) locally well-posed. Then
d
dt
EpX̃ptqq “ xE 1pX̃ptqq,
d
dt
X̃ptqy “ xE 1pX̃ptqq, JG 1pX̃ptqqy
“ ´xG 1pX̃ptqq, JE 1pX̃ptqqy “ ´PpX̃ptqq.










To summarize, in order to determine V 2ptq, it suffices to solve (4.15) and then take
the derivative of the energy at this solution evaluated at t “ 0. In our case, the IVP
d
dt










pũ1qt “ ´4x ¨∇ũ1 ´ 2nũ1, ũ1p0q “ ũ10
...
pũlqt “ ´4x ¨∇ũl ´ 2nũl, ũlp0q “ ũl0.
(4.16)
The solution of the last system is given by
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Hence,







From (2.32), it turns out that
V 2ptq “ 2n rEpu0q ´ Lpuqs ` 2 p4´ nqKpuq,
which is the desired. This completes the proof.
Remark 4.2.3. We can apply the same technique used in the proof above to obtain the
first derivate of the function V . In that case we must use Lemma 2.2.3 and (H4).
Remark 4.2.4. We introduce the following space
Σ “ tu P H1 : xu P L2u.








We note that Σ equipped with the norm
}u}Σ “ }u}H1 ` }| ¨ |u}L2 ,
is a Hilbert space.
Corollary 4.2.5 (Virial identity). Let 1 ď n ď 5. Assume u0 P Σ and let u P Σ be the
corresponding solution given by Theorems 2.1.15 and 4.2.2. Then,















∇uk0 ¨ xuk0 dx,
E0 “ Kpu0q ` Lpu0q ´ 2P pu0q.
Proof. We start noticing that from the previous theorem we have
d2
ds2
Qpxuq “ 2n rEpu0q ´ Lpuqs ` 2 p4´ nqKpuq. (4.19)
Integrating (4.19) on r0, rs we obtain
d
dr
Qpxuq “ P0 ` 2nE0r ´ 2n
ż r
0




Chapter 4. Global solutions versus blow-up 81
Now integrating (4.20) on r0, ts we get









































the expression (4.21) simplifies to
Qpxuq “ Qpxu0q ` P0t` nE0t2 ´ 2n
ż t
0




This finishes the proof.
Next, we will construct a local virial identity for solutions of system (1). Here
we consider the case when the initial data is radially symmetric.
Theorem 4.2.6. Let 1 ď n ď 5. Assume u0 P H1 and let u be the corresponding solution























































Proof. The proof follows the ideas presented in [40], Lemma 2.9. There, it was considered
a local virial identity for a single Schrödinger equation. An adapted version for systems
can be found in [54, Theorem 2.1]. To get the first derivative of V , we use Lemma 2.2.3.
For the second derivative, we use the consequences of (H3) and (H5) stated in Lemma
2.2.6.
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Corollary 4.2.7. Under the assumptions of Theorem 4.2.6, if ϕ and u0 are radially
symmetric functions, we can write (4.22) as

























Proof. Since ϕ and the solution u are radially symmetric functions, we can write ϕpxq “



















where δmj denotes the Kronecker delta.
Now, multiplying (4.24) by xmxj
r2




























On the other hand, since for k “ 1, . . . , l we have Bxmuk “ u1kprqxmr , then














which combined with (4.22) completes the proof.
We finish this section with the following straightforward result.
Lemma 4.2.8. Let r “ |x|, x P Rn. Define, for a positive constant c,
χprq “
#
r2, 0 ď r ď 1
c, r ě 3.
(4.27)
Assume also that χ2prq ď 2, and 0 ď χ1prq ď 2r for any r ě 0. Let χRprq “ R2χ pr{Rq.
(i) If r ď R, then ∆χRprq “ 2n and ∆2χRprq “ 0.
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(ii) If r ě R, then




where C1, C2 are constant depending on n and independent on R.
Proof. Part (i) follows from the fact that if r ď R, then χRprq “ r2, which means that
B2xiχRprq “ 2.


















































we obtain the desired estimates in (4.28).
4.3 Blow-up results
In this section, we will use the virial identities established in Section 4.2 to
construct blow-up solutions. As we will see, in some particular cases, we will be able to
show that the assumptions in Theorem 4.1.2 are sharp.
We start with the following fact about the energy of functions under the
assumptions of Theorem 2.2.14.
Lemma 4.3.1. Assume u0 P H1 satisfies (4.4) if n “ 4 and (4.6) if n “ 5, then
E0 :“ Ep0q ą 0.











Then, (4.4) implies that the left-hand side is positive, thus the desired conclusion follows.
In the case n “ 5, by evaluating (4.7) at t “ 0 and using (4.6) we obtain
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and by Lemma 3.2.4 Kpψq “ 5Qpψq. From this and
the last inequality we have




0 ă 15Kpu0q ă Epu0q.
This completes the proof.
The next theorem gives sufficient conditions for the existence of blow up
solutions of (1) in finite time when n “ 4 and n “ 5. Even better, it shows that Epu0q ą 0
is a necessary condition in order to obtain global solutions. A similar result is stated in
[30, Theorem 3.12] for the particular model (2). The proof follows the ideas presented in
Theorem 7.2 in reference [20], see also [46, Theorem 6.3].
Theorem 4.3.2. Let n “ 4 or n “ 5. Assume u0 P Σ and let u be the solution of system
(1) defined in the maximal existence interval, say I “ p´T˚, T ˚q. Then the following
statements hold:
(i) If E0 ă 0, then T˚ ă 8 and T ˚ ă 8.
(ii) If E0 “ 0 and P0 ă 0, then T ˚ ă 8.
(iii) If E0 ą 0 and P0 ă ´2
a
nE0Qpxu0q, then T ˚ ă 8.
(iv) If E0 ą 0 and P0 ą 2
a
nE0Qpxu0q, then T˚ ă 8.
(v) If E0 “ 0 and P0 ą 0, then T˚ ă 8.
where E0 and P0 are as in Corollary 4.2.5.
Proof. We prove statements (i)-(iii), the other ones can be proved in a similar way. First














To show that T ˚ ă 8 under conditions (i)-(iii), we assume that the conclusion
of the theorem is false, i.e., T ˚ “ 8 (the case T˚ ă 8 in (i) is treated similarly). Then for
any t ą 0 we have lim suptÑtKpuq
1
2 ă 8. Since n “ 4 (or n “ 5) and Lpuq ě 0, it follows
from Corollary 4.2.5 that
Qpxuq ď Qpxu0q ` P0t` nE0t2, t P I. (4.31)
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Denote by αptq the right-hand side of (4.31). Since Qpxu0q ą 0, the second-degree
polynomial αptq has a positive root if either (i)-(iii) hold, that is, there exists 0 ă T0 ă 8
such that αpT0q “ 0. Thus, from (4.31), there exists 0 ă T1 ď T0 such that
lim
tÑT1
Qpxuptqq “ 0 (4.32)
Define t1 :“ mintT1; (4.32) holdsu. Recalling the Weyl-Heisenberg inequality: }f}2L2 ď
2
n
















































From the charge conservation law and (4.33) we have













































which is a contradiction. Therefore, T ˚ ă 8 and by the blow-up alternative, Corollary
2.1.18, limtÑT˚ Kpuptqq “ 8.
Now, we are going to show that conditions (4.4) and (4.6), actually give a
threshold result for the solutions to exist globally or to blow up in finite time. This is
done constructing suitable initial data, which does not meet such conditions and the
corresponding solution blows-up in finite time.
4.3.1 L2 critical case
Here we consider the case n “ 4. The first result shows that solutions of system
(1) are invariant under the pseudo-conformal transformation. By SLp2,Rq we denote the





P SLp2,Rq, if a, b, c, d P R and
ad´ bc “ 1.
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Lemma 4.3.3. Assume n “ 4 and let A P SLp2,Rq. Define vA :“ pvA1 , . . . , vAl q by














, k “ 1, . . . , l.
If u is a solution of system (1) with βk “ 0, k “ 1, . . . , l, so is vA.
Proof. We start defining













By a straightforward calculation we conclude that
iBtv
A






























































































































for k “ 1, . . . , l.
Next, Lemmas 2.2.2 and 2.2.7 yield




























in the right-hand side. The result then
follows using (4.36).
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, k “ 1, . . . , l, if and only if
ũ given by





ukpx, tq, k “ 1, . . . , l.
is also a solution of (1) but with βk “ 0, k “ 1, . . . , l.




, k “ 1, . . . , l. In




. Hence, from Remark 4.3.4,





ψkpxq, k “ 1, . . . , l,
is a solution of (1) with βk “ 0. Moreover, by Lemma 4.3.3, for any A P SLp2,Rq, vA
defined by















, k “ 1, . . . , l.
is also a solution. With this in hand we are able to construct a singular solution of (1)
with a standing wave profile. See [30, Theorem 6.3 ].
Theorem 4.3.5. Assume n “ 4. Assume that ψ is a ground state solution for system




for k “ 1, . . . , l. Let T ą 0 and consider























(i) vA is a solution for system (1), with βk “ 0, for k “ 1, . . . , l.
(ii)









, k “ 1, . . . , l.
(iii) QpvApx, 0qq “ Qpψq.
(iv) KpvApx, tqq Ñ 8 as tÑ T´.
Proof. Statement (i) is a consequence of the Lemma 4.3.3. Statements (ii) and (iii) follows
from a direct calculation. To prove (iv), we note that
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After integrating and changing variables we conclude
KpvApx, tqq “
1
4Qpxψq ` pT ´ tq
´2Kpψq.
Since the first term in the right-hand side is finite (by Lemma 3.2.16), this completes the
proof.
Corollary 4.3.6. Under the assumptions of Theorem 4.3.5, if uA is defined by





vAk px, tq, (4.37)




for k “ 1, . . . , l such that QpuAp0qq “ Qpψq,
EpuAp0qq ą 0 and uA blows-up in finite time.
Proof. What is left is to show that the energy is positive. We note that Lemma 3.2.4 with
n “ 4 and (4.3), implies E pψq “ 0. Then, by Lemma 3.2.10 (i)-(iii), for T ą 0 we have
EpuAp0qq “ T´2E pψq `Qpψq “ Qpψq ą 0,
where we have used assumption (H4) to obtain P puAp0qq “ T´2P pψq. This finishes the
proof.




for k “ 1, . . . , l.
4.3.2 H1 subcritical case
Now we analyze the L2 supercritical and H1 subcritical case, n “ 5. Here we
construct blow-up solutions in the cases when the initial date belongs to Σ (see Remark
4.2.4) or is a symmetric radial function. As before, we will conclude that under assumption
(4.5), condition (4.6) in Theorem 4.1.2 is sharp. We will follow the ideas presented in
references [31], [54] and [51].
Theorem 4.3.8 (Existence of blow-up solutions). Let n “ 5. Assume u0 P H1 and let u
be the corresponding solution of (1) defined in the maximal existence interval, say, I. Let
ψ P Gp1,0q. Assume, also that
Qpu0qEpu0q ă QpψqEpψq, (4.38)
and
Qpu0qKpu0q ą QpψqKpψq. (4.39)
If xu0 P L2 or u0 is a radial function then I is finite.
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We will need the next slightly modification of part (ii) in Lemma 2.2.15.
Corollary 4.3.9. Let I an open interval with 0 P I. Let a P R, b ą 0 and q ą 1. Define
γ “ pbqq´
1
q´1 and fprq “ a ´ r ` brq, for r ě 0. Let Gptq be a non-negative continuous





γ, for some small
δ1 ą 0.
(i) If Gp0q ą γ, then there exist δ2 “ δ2pδ1q ą 0 such that Gptq ą p1` δ2qγ, @t P I.
(ii) If Gp0q ă γ, then there exists δ3 “ δ3pδ1q ą 0 such that Gptq ă p1´ δ3qγ, @t P I.
Proof. See [54, Corollary 3.2]
Remark 4.3.10. In the same notation as in the proof of Theorem 4.1.2 (ii) we can use
Corollary 4.3.9 (ii) to prove that if Qpu0qEpu0q ă p1´ δ1qQpψqEpψq and Qpu0qKpu0q ď
QpψqKpψq, then there exist δ1 “ δ1pδ1q ą 0 so that Qpu0qKpuptqq ă p1´δ1qQpψqKpψq for
all t P I. So, under assumption (4.5), condition (4.6) can not be an equality. In particular,
by Theorem 4.3.8 under assumption (4.5), condition (4.6) in Theorem 4.1.2 is sharp.
Finally, we are in a position to prove the existence of blow-up solutions.
Proof of Theorem 4.3.8. From (4.38) we deduce that there exists δ1 ą 0 such that
Qpu0qEpu0q ă p1´ δ1qQpψqEpψq. (4.40)
Now, as in the proof of Theorem 4.1.2 (ii), it is possible to show that condition





γ is equivalent to (4.40). Hence, (4.39) and Corollary 4.3.9 implies
that there exists δ2 ą 0 such that
Qpu0qKpuptqq ą p1` δ2qQpψqKpψq. (4.41)
Let us first assume that xu0 P L2. From identity (4.19), with n “ 5, we have
V 2ptq “ 10Epu0q ´ 10Lpuq ´ 2Kpuq, t P I. (4.42)
By multiplying both sides of (4.42) by Qpu0q, using (4.40)-(4.41), and the facts that
Lpuq ě 0 and (by Lemma 3.2.4) Epψq “ 15Kpψq, we obtain for any t P I,
V 2ptqQpu0q “ 10Epu0qQpuq ´ 10LpuqQpu0q2 ´ 2KpuqQpu0q
ă 10p1´ δ1qEpψqQpψq ´ 2p1` δ2qQpψqKpψq
“ 2p1´ δ1qKpψqQpψq ´ 2p1` δ2qQpψqKpψq
“ ´2 pδ1 ` δ2qQpψqKpψq
“: ´B,
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where B is a non-negative constant. Integrating twice we have that V ptq is bounded
by a parabola concave downward. Thus, if we assume I “ p´T˚, T ˚q and (for example)
T ˚ “ `8, then there must exist t˚ P I such that V pt˚q ă 0, which is a contradiction
because V ą 0. Therefore, I must be finite.
Now, we assume that u0 is radially symmetric, so the corresponding solution
uptq is also radial. Thus, taking ϕ as χR in (4.23), where χR is given in Lemma 4.2.8, we
get








































γk}∇uk}2L2 “ 4Kpuq. (4.44)







































































for some positive constant C 12.
Finally, the last term in (4.43) is estimated as follows
´Re
ż
∆χRF puq dx “ ´Re
ż
t|x|ďRu
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where we have used Lemma 4.2.8 with n “ 5. Here C 11 is also a positive constant. Now, the
conservation of the energy and (2.39) imply ´10P puq “ 5Epu0q ´ 5Kpuq ´ 5Lpuq. Thus,
´Re
ż









Gathering together (4.44)-(4.46), equality (4.43) implies
V 2ptq ď 5Epu0q ´Kpuq `
C̃2
R2
Qpu0q ` C 11
ż
t|x|ěRu
|ReF puq| dx. (4.47)
Now, we are going to estimate the last integral in (4.47). From Lemma 2.2.4, Lemma A.2.5


















































































Multiplying (4.48) by Qpu0q, and then using (4.40) and (4.41) we can write




























where we have use the fact that Epψq “ 15Kpψq. Choosing ε ą 0 small enough, and R ą 0
sufficiently large, we can conclude that V 2ptq ă ´B, for some constant B ą 0. As above,
we then conclude that I must be finite.
92
CHAPTER 5
STABILITY AND INSTABILITY OF STANDING WAVES
This chapter presents results about stability/instability of the standing waves
we found in Chapter 3. Along the chapter we assume
βk “ 0, k “ 1, . . . , l. (5.1)
This means that the set of ground state solutions of (3.8) is given by Gpω,0q. We will first
prove stability of the set Gpω,0q in the L2-subcritical case. To begin the analysis we use
an auxiliary variational problem, which consist in minimizing the energy constrained to a
given (fixed) L2-norm. Specifically, we consider the energy
Epφq :“ Kpφq ´ 2P pφq, (5.2)





γk}∇φk}2L2 and P pφq “
ż
F pφq dx.
Now, for any ν ą 0 we introduce the subset of P (see Lemma 3.2.7) defined by












Let Aν be the set of all solutions of the minimization problem
Iν “ mintEpφq : φ P Γνu, (5.3)
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that is,
Aν “ tφ P P ; Epφq “ Iν and Qωpφq “ νu. (5.4)
By ruling out vanishing and dichotomy in the concentration-compactness method, we show
that only compactness holds for any minimizing sequence of (5.3). Then we prove that
Aν is non-empty and stable under the flow of (1). Finally, we prove that the set Gpω,0q
coincides with Aµ for some particular µ.
To prove instability we use an argument based on blow-up solutions. For the
L2 critical case we prove that the set of solutions of (3.8) is unstable. In the case n “ 5,
we show instability of the set Gpω,0q. This last result also requires a variational approach.
5.1 Stability
This section is dedicated to prove our stability result for the L2-subcritical case.
Our main theorem here reads as follows.
Theorem 5.1.1. Let 1 ď n ď 3. Let Gpω,0q be the set of ground states of (3.8). Then




}u0 ´ φ}H1 ă δ,
then the global solution, uptq, of (1), given by Theorem 2.2.14, with up0q “ u0, satisfies
inf
φPGpω,0q
}uptq ´ φ}H1 ă ε,
for all t P R.
5.1.1 Concentration-compactness method
We start with the following useful remark.
Remark 5.1.2. (i) It easily seen that if pφmq is a minimizing sequence of (5.3), so is
p|φm|q. In particular, without loss of generality, we can always (and will) assume
that minimizing sequences are non-negatives.
(ii) Recall from Lemma 3.1.1 that if φ ě 0 then F pφq ě 0.
We first prove that Aν is a non-empty set. For that, we consider a minimizing
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Since pMmq is an uniformly bounded sequence of non-decreasing functions, by
the Ascoli Theorem there exists a subsequence, denoted again by pMmq, which converges




we observe that by construction α P r0, νs. Then there are three possibilities: α “ 0, which
is called vanishing; 0 ă α ă ν, which is called dichotomy and α “ ν, which is called
compactness. The concentration compactness method was introduced by Lions, [47]. The
ideas presented here follow closely the adapted version in [2].
We start with some properties of the number Iν and the minimizing sequences
of (5.3). The first result states that Iν is finite and negative.
Lemma 5.1.3. For all ν ą 0, we have ´8 ă Iν ă 0.
Proof. We will divide the proof in three steps.






Then, using Lemma 3.2.10 (i) and (iii), we get





P pvq ą 0.
Hence, φ P Γν .








Again, by Lemma 3.2.10 (i) and (iii) we have
Qωpφ
λ
q “ Qωpφq “ ν and P pφλq “ λn{2P pφq ą 0,
which means that φλ P Γν for all λ ą 0.
Now, we claim that for any φ, the function
R` Q λ ÞÑ fpλq “ Epφλq :“ λ2Kpφq ´ 2P pφqλn{2,






4´n . Indeed, since
f 1pλq “ λr2Kpφq ´ nP pφqλn2´2s and f2pλq “ 2Kpφq ´ nP pφqλn´42 ,
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we see that the unique positive critical point say, λ˚, satisfies f2pλ˚q “ p4´ nqKpφq ą 0,





Kpφq ă 0, which
means that
Iν ď Epφλ˚q “ fpλ˚q ă 0.
This concludes Step 2.
Step 3. Iν ą ´8. Fix any φ P Γν . From Gagliardo-Nirenberg inequality
(Corollary 3.40) and Young’s inequality with ε we have








4 ď εKpφq ` C, ε ą 0,
where C “ Cpε, νq. Thus,
Epφq “ Kpφq ´ 2P pφq ě p1´ 2εqKpφq ´ C ě ´C. (5.7)
provided that 0 ă ε ă 12 . This concludes the proof.
The next lemma establishes that, every minimizing sequence of (5.3) is bounded
in H1 and the real sequence pP pφmqq is bounded from below for m sufficiently large.
Lemma 5.1.4. If pφmq is a minimizing sequence of (5.3), then there exist constants
B ą 0 and δ ą 0 such that
(i) }φm}H1 ď B for all m P N, and
(ii) P pφmq ě δ for all sufficiently large m.
Proof. Since pφmq is a minimizing sequence, we have that
lim
mÑ8
Epφmq “ Iν and Qωpφmq “ ν, @m P N. (5.8)
In particular, pφmq is bounded in L2. Furthermore, from (5.7) we have that there exist
positive constants τ and C such that for all m P N,
Epφmq ě τKpφmq ´ C2.
Then (i) follows taking into account the last inequality and the fact that, from (5.8),
pEpφmqq is a bounded sequence.
Now we prove statement (ii). By Lemma 5.1.3, we know that Iν ă 0. Then, for
m large enough we must have Epφmq ď Iν2 . Thus, for such m we obtain











By taking δ “ ´ Iν4 ą 0 we conclude the proof.
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Next we prove the subadditivity of Iν . More precisely,
Lemma 5.1.5. For all ν1, ν2 ą 0 we have
Iν1`ν2 ă Iν1 ` Iν2 . (5.9)
Proof. We proceed in three steps.
Step 1. If θ ą 0 and ν ą 0, then Iθν “ θ
6´n
4´n Iν . In fact, given any φ P H1, define
φθpxq “ θ
2
4´n pδλφq pxq , λ “ θ
´ 14´n .
Then from Lemma 3.2.10 we get
Qωpφ
θ



























2 ă pν1 ` ν2q
6´n
4´n . Observe that the







2 ă pν1 ` ν2q
5
3 . (5.10)








ą 1, for 0 ă x ă 1.
Since f 1pxq ą 0 if 0 ă x ă 1, f is an increasing function on 0 ă x ă 1. In particular,
1 “ fp0q ă fpxq, which is the desired conclusion.
Step 3. Iν1`ν2 ă Iν1 ` Iν2 . Lemma 5.1.3 yields that I1 ă 0. Thus, using Steps 1
and 2 we have
Iν1`ν2 “ pν1 ` ν2q
6´n
4´n I1 ă ν
6´n
4´n
1 I1 ` ν
6´n
4´n
2 I1 “ Iν1 ` Iν2 ,
which completes the proof.
As we mentioned before, the idea is to establish compactness by proving that
vanishing and dichotomy cannot occur.
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5.1.1.1 Ruling out vanishing
Here we prove that the case α “ 0 does not occur. For that we use the following
lemmas.
Lemma 5.1.6. Let B ą 0 and δ ą 0 be given. There exists a constant η “ ηpB, δq such





F pφq dx ě η.
Proof. Consider H1 endowed with the equivalent norm }φ}2H1 “ Kpφq ` Qωpφq. Let




, such that Qj XQk “ H
if j ‰ k and
Ť















































F pφq dx. (5.11)
Since each cube Qj satisfies the cone condition, the Gagliardo-Nirenberg inequality on
bounded domains (Theorem 1.3.2), gives
ż
Qj0







ď C}φ}3H1pQj0 q, (5.12)
Inequalities (5.11) and (5.12) show that
ż
Qj0




















Let B1{2pxj0q be the ball centered in xj0 and radius 12 . Since Qj0 Ă B1{2pxj0q and F pφq ě 0





F pφq dx ě
ż
B1{2pxj0 q
F pφq dx ě
ż
Qj0
F pφq dx ě η,
where η “ δ3
C2B6
, which proves the lemma.
Lemma 5.1.7. For every minimizing sequence of (5.3) we have α ą 0, where α is defined
in (5.6). In particular, vanishing cannot occur.
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F pφmq dx ě η, @m P N.








































where C is a constant depending on the ball B1{2p0q, but independent of m. Now, by using


















ď C rMm p1{2qs
6´n
4 ,
where C is a constant independent of m. Thus, taking the limit as m Ñ 8 in the last










Mprq ěM p1{2q ą 0,
which is the desired conclusion.
5.1.1.2 Ruling out dichotomy
Here we are going to show that dichotomy does not occur. The main tool is
the following “decomposition” of minimizing sequences of (5.3).
Lemma 5.1.8. Let pφmq be a minimizing sequence of (5.3). Then, for every ε ą 0, there
exist m0 P N and sequences of functions pvmqměm0 and pwmqměm0 in P such that for every
m ě m0,
(i) |Qωpvmq ´ α| ă ε;
(ii) |Qωpwmq ´ pν ´ αq| ă ε;
(iii) Epφmq ě Epvmq ` Epwmq ´ ε.
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Proof. Let ε ą 0 be given. Since limrÑ8Mprq “ α, there exist r1 ą 0 such that if r ě r1
then |Mprq ´ α| ă ε2 . Thus from the fact that M is a non-decreasing function we conclude
that for r ě r1
α ´ ε ăMprq ďMp2rq ď α. (5.13)
Fix some r satisfying r ě r1. From the pointwise convergence Mm to M , we can find
m0prq P N such that if m ě m0prq, then
|Mmprq ´Mprq| ă
ε
2 and |Mmp2rq ´Mp2rq| ă ε, (5.14)
Thus, by (5.13) and (5.14) we infer
α ´ ε ăMmprq ďMmp2rq ă α ` ε, @m ě m0prq.






















2 dx ă α ` ε. (5.16)
Now, choose ϕ P C80 pB2p0qq such that ϕ ě 0, ϕ ” 1 on B1p0q and let ϑ P C8pRnq be such
that
ϕ2 ` ϑ2 “ 1. (5.17)
Set
vmpxq “ ϕr px´ ymqφmpxq and wmpxq “ ϑr px´ ymqφmpxq,
where ϕrpxq “ pδrϕqpxq and ϑrpxq “ pδrϑqpxq, with pδrfqpxq “ fpx{rq.
We are going to prove that pvmq and pwmq satisfy the desired conclusions.





















2 dx ă α ` ε. (5.18)





















2 dx ą α ´ ε. (5.19)
Hence, from (5.18) and (5.19) we obtain (i).
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ą ν ´ pα ` εq,
(5.20)
where we have used (5.16) in the last inequality. Next, from (5.15), we observe that
























ă ν ´ pα ´ εq
(5.21)
Hence, (ii) follows from a combination of (5.20) and (5.21).








φkm ` ϕr px´ ymq∇φkmpxq,
and
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Next, from assumption (H5), we see that
P pvmq “
ż
ϕ3rF pφmq dx and P pwmq “
ż
ϑ3rF pφmq dx. (5.26)
In particular, Remark 5.1.2 (i)-(ii) implies that vm,wm P P . Now, set Ωr “ tr ă |x´ym| ă






























where C is a constant independent of m. Now, taking sum over j, using Lemma 5.1.4 and








2 p2εq 32´n4 ď Cε 32´n4 . (5.27)












































Therefore, using (5.25), (5.28) and (5.29) we see that
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ϕ2rF pφmq dx´ 2P pvmq ` 2
ż










































4 . Then for m ě m0prq we have
Epφmq ě Epvmq ` Epwmq ´ pC ` 1qε
6´n
4 .










instead of ε at the beginning of the proof
and repeating the same arguments as above we establish (iii).
With the previous result and the following lemma we are able to rule out
dichotomy.
Lemma 5.1.9. If 0 ă α ă ν then Iν ě Iα ` Iν´α. In particular, dichotomy cannot occur.






|β ´ 1| ă Cε, (5.30)
where C is a constant independent of ε and φ. In fact, by the choice of ε we have α2 ă Qωpφq.
Then,
|β ´ 1| “ |β2 ´ 1| 1


















So, taking C “ 2
α
the claim is proved.
Now, from Lemma 3.2.10 (i) and (iii) we know that Qωpβφq “ α and P pβφq “
β3P pφq ą 0, thus Iα ď Epβφq. But, another application of Lemma 3.2.10 gives
Epβφq “ β2Kpφq ´ 2β3P pφq “ Epφq ` pβ2 ´ 1qKpφq ` 2p1´ β3qP pφq. (5.31)
By Lemma 2.2.4 we have P pφq ď C}φ}3H1 . Then, since Kpφq ď C}φ}2H1 and β ă
?
2,
(5.30) and (5.31) imply
Iα ď Epβφq ď Epφq ` Cεpβ ` 1qC}φ}2H1 ` 2Cεp1` β ` β2qC}φ}3H1 ď Epφq ` Cε,
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where the constant C depended only on α and }φ}H1 . Therefore,
Epφq ě Iα ´ Cε.





in the previous computations we can conclude that
Epφq ě Iα ´ ε. (5.32)




we can prove that if φ P P
satisfies |Qωpφq ´ pν ´ αq| ă ε (for ε small), then
Epφq ě Iν´α ´ ε. (5.33)
Next, let s P N and assume that pφmq is a minimizing sequence of (5.3). From
Lemma 5.1.8, we can find a subsequence, say pφmsq, and corresponding sequences pvmsq
and pwmsq in P such that
|Qωpvmsq ´ α| ă
1
s








Hence, (5.32) and (5.33) imply that, for s large enough,
Epvmsq ě Iα ´
1
s




Therefore, from this and (5.34) we have




for s large enough. Letting sÑ 8 in the last inequality we obtain the conclusion of the
lemma.
5.1.1.3 Compactness
Since neither vanishing nor dichotomy can occur, the only possibility left is
α “ ν. In this case we have the following results.
Lemma 5.1.10. Suppose α “ ν. Then there exists a sequence pymq Ă Rn such that










2 dx ą z
for all sufficiently large m.
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(ii) The sequence pφ̃mq defined by φ̃mpxq “ φmpx`ymq has a subsequence which converges
strongly in H1 to a function φ P Aν. In particular, Aν is non-empty.
Proof. Since limrÑ8Mprq “ ν and limmÑ8Mmpr0q “Mpr0q, then there exist r0 pνq and
m0 pνq large enough such that
|Mpr0q ´ ν| ă
ν
4 and |Mmpr0q ´Mpr0q| ă
ν
4 ,
for m ě m0. From this, we obtain that Mmpr0q ą ν2 , for m ě m0. Using the definition of













Let 0 ă z ă ν. If z ď ν2 , then (i) follows. Thus, we may suppose
ν
2 ă z ă ν. By noticing
that the same construction remains valid for z (replacing ν2 by
ε
2 , where ε is such that










2 dx ą z,
for some ympzq P Rn. Next, we claim that form large t|x´ ym| ă r0uXt|x´ ympzq| ă r0pzqu ‰

































2 ` z ą ν,
which is a contradiction. Hence, for all ν2 ă z ă ν we have
|ym ´ ympzq| ď r0 ` r0pzq.
Define, rpzq “ r0 ` 2r0pzq and mpzq “ maxtm0,m0pzqu. Then,
t|x´ ympzq| ă r0pzqu Ă t|x´ ym| ă rpzqu .




















2 dx ą z,
which proves statement (i).
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For (ii), we observe that by the previous construction, for every j P N, there
























By Lemma 5.1.4 we have that pφ̃mq is a bounded sequence in H1. Then there exist a
subsequence, still denoted by pφ̃mq, and a function φ P H1 such that
φ̃m á φ, as mÑ 8, in H1. (5.36)
On the other hand, for each j P N, since pφ̃mq is also bounded in H1pBrjp0qq, the compact
embedding H1pBrjp0qq ãÑ L2pBrjp0qq, combined with a standard Cantor diagonalization
process yield, up to a subsequence,
φ̃m Ñ φ, as mÑ 8, in L2pBrjp0qq.
Now we will prove that, this convergence indeed holds in L2pRnq. In fact, from (5.36) we
obtain Qωpφq ď lim infmQωpφ̃mq “ ν. Thus, (5.35) gives





















2 dx ą ν ´
1
j
Therefore, by taking the limit, as j Ñ 8 in the last inequality,
Qωpφq “ ν “ lim
mÑ8
Qωpφ̃mq. (5.37)
Using the Gagliardo-Nirenberg inequality and Lemma 5.1.4 we obtain, for k “ 1, . . . , l,






ď C pB ` }∇φk}q
n
6 }φ̃km ´ φk}
1´n6
L2
ď C}φ̃km ´ φk}
1´n6
L2 .
From this and the L2 convergence, we have
}φ̃km ´ φk}L3 Ñ 0, as mÑ 8. (5.38)
Now, by Lemma 2.2.4, we have
ˇ













L3q}φ̃km ´ φk}L3 .
Therefore, (5.38) implies that
lim
mÑ8
P pφ̃mq “ P pφq. (5.39)
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From the weak convergence in H1, we know that Kpφq ď lim infmKpφ̃mq. This, combined
with (5.39) implies that Epφq ď lim infm Epφ̃mq “ Iν . Hence, taking into account (5.37)
we conclude that
Epφq “ Iν “ lim
mÑ8
Epφ̃mq. (5.40)
In particular, (5.37) and (5.40) prove that φ P Aν . Finally, from (5.39) and (5.40) we get
Kpφq “ Epφq ` 2P pφq “ lim
mÑ8
rEpφ̃mq ` 2P pφ̃mqs “ limmÑ8Kpφ̃mq,
which implies that φ̃m Ñ φ in H1. The proof of the lemma is thus completed.
Theorem 5.1.11. If pφmq is any minimizing sequence of (5.3), then
(i) there exist a sequence pymq Ă Rn and φ P Aν such that pφmp¨`ymqq, has a subsequence













}φm ´ φ}H1 “ 0.
Proof. From Lemmas 5.1.7 and 5.1.9 we have that α “ ν. Thus, Lemma 5.1.10 implies
that (i) holds.
For (ii), we proceed by contradiction. If (5.41) does not hold, then there exist




}φmspx` yq ´ φ}H1 ě ε, @s P N. (5.42)
Note that pφmsq is also a minimizing sequence for (5.3). Then from (i) it follows that there
exist pysq Ă Rn and φ0 P Aν such that
lim inf
s
}φmspx` ysq ´ φ0}H1 “ 0,
which contradicts (5.42).
Finally, (iii) follows from (ii) taking into account that Qω and E are invariant
under translations.
Corollary 5.1.12. The set Aν is stable in H1 with respect to the flow of (1) in the
following sense: for every ε ą 0, there exists δ ą 0 such that if
inf
φPAν
}u0 ´ φ}H1 ă δ,
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then the solution uptq of system (1), given by Theorem 2.2.14, with up0q “ u0, satisfies
inf
φPAν
}uptq ´ φ}H1 ă ε,
for all t P R.
Proof. Assume by contradiction that the result is false. Then there exist ε ą 0 and
sequences pφmq Ă H1 and ptmq Ă R such that
inf
φPAν







}umptmq ´ φ}H1 ě ε, (5.44)
where umptq are the solutions of (1) with ump0q “ φm. Note that (5.43) means that pφmq
converges to the set Aν , as mÑ 8. Consequently, since E and Qω are continuous functions
on H1, and E ” Iν and Qω ” ν on Aν , we deduce that Epφmq Ñ Iν and Qωpφmq Ñ ν.




and vm :“ amump¨, tmq. It is clear that am Ñ 1,
as mÑ 8. Moreover, by Lemma 3.2.10 (i) and the conservation of Qω and E ,
Qωpvmq “ a2mQωpumptmqq “ a2mQωpφmq “ ν. (5.45)
and
Epvmq “ a2mEpumptmqq ´ 2pa3m ´ a2mqP pumptmqq
“ a2mEpφmq ´ 2pa3m ´ a2mqP pumptmqq.
(5.46)
As in (2.42) and (2.46) we see that P pumptmqq can be bounded by a quantity depending
on Epφmq and Qωpφmq, which in turn are uniformly bounded with respect to m, because





Epφmq “ Iν ,
which combined with (5.45) gives that pvmq is a minimizing sequence of (5.3).
Now, Theorem 5.1.11 (iii) guarantees that for m sufficiently large there exists
φ̃m P Aν such that }vm ´ φ̃m}H1 ă ε2 . Hence, it follows from (5.44) that
ε ď }umptmq ´ φ̃m}H1 ď |1´ am|}umptmq}H1 ` }vm ´ φ̃m}H1
ď C|1´ am| `
ε
2 ,
where we have used that the H1 norm of global solutions are uniformly bounded. By
taking the limit, as mÑ 8, we arrive to a contradiction and the corollary is proved.
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5.1.2 L2 subcritical case
Let us start by recalling that on Gpω,0q the functional Qω is constant (see
Remark 3.2.6). This means that there exists a constant µ ą 0 such that
Qωpψq “ µ, for any ψ P Gpω,0q.
We will show that for this constant, the sets Aµ and Gpω,0q are the same. The
proof follows the ideas presented in [16, Lemma 4.2 ].
Lemma 5.1.13. Assume 1 ď n ď 3. Then Aµ “ Gpω,0q.
Proof. Suppose ψ P Gpω,0q and let us prove that ψ P Aµ. We already know that ψ P P
and Qωpψq “ µ. So we need only to prove that Epψq “ Iµ. To do so, take any φ P Γµ
and, as in Step 2 in the proof of Lemma 5.1.3 define the function fpλq “ Epφλq, λ ą 0. As




















λ˚q and Epφλ˚q “ n´ 4
n
Kpφλ˚q. (5.47)
On the other hand, from Lemma 3.2.4, we have
Kpψq “
n



































Since φλ˚ P Γµ Ă P (see Step 2 in Lemma 5.1.3) and ψ is a minimizer of J we have
Jpψq ď Jpφλ˚q, which from (5.49) and (5.50) give Kpφλ˚q ď Kpψq. Hence, from (5.47)
and (5.48),






Kpψq “ Epψq, (5.51)
which implies that Epψq ď Iµ and shows ψ P Aµ.
Now assume φ P Aµ and let us prove that φ P Gpω,0q. For that, we fix
ψ P Gpω,0q. Following the above notation, we observe that by construction
fp1q “ Epφq “ Iµ ď Epφλ˚q “ fpλ˚q.
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Thus, from the definition of λ˚ we have fpλ˚q “ fp1q. Since λ˚ is the unique positive value
where f attains its minimum, we must have λ˚ “ 1, that is, φλ˚ “ φ and
Epφq “ Epφλ˚q ď Epψq.
This last inequality combined with (5.48) and (5.47) leads to Kpφq ě Kpψq. But, as we
proved above we always have Kpψq ě Kpφλ˚q “ Kpφq, which means that
Kpφq “ Kpψq. (5.52)







Kpψq “ P pψq. (5.53)
Together (5.52), (5.53) and the fact that φ P Γµ imply
Ipφq “
1
2 rKpφq `Qωpφqs ´ P pφq “
1
2 rKpψq `Qωpψqs ´ P pψq “ Ipψq,
which means that φ is also a minimizer of I. To complete the proof, it remains to show
that φ is indeed a solution of (4.2). But from Lagrange’s multiplier theorem there exists









φkgk dx, k “ 1, . . . , l.
for any g P H1. By taking gk “ φk, summing over k and using Lemma 2.2.6 (ii) we infer
Kpφq ´ 3P pφq “ θQωpφq “ θµ. (5.54)
Note that from (5.52), (5.53) and Lemma 3.2.4,
Kpφq ´ 3P pφq “ Kpψq ´ 3P pψq “ n6´ nµ´
6
6´ nµ “ ´µ,
which compared to (5.54) yields θ “ ´1, completing the proof of the lemma.
We are finally in a position to proof Theorem 5.1.1.
Proof of Theorem 5.1.1. It is a direct consequence of Corollary 5.1.12 and Lemma 5.1.13.
Remark 5.1.14. Corollary 5.1.12 is stronger than Theorem 5.1.1. It says that not only
Aµ but all Aν, ν ą 0 are stable by the flow of (1).
Remark 5.1.15. The fact that β “ 0 was crucial in the proof of Lemma 5.1.3. Indeed,
if β ‰ 0 then the term Lpφq, which is invariant under the transformation φÑ φλ, also
appears in the definition of the energy. In such a case we do not know if the energy assumes
a negative value.
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5.2 Instability
In this section we establish our instability results. We prove instability of the
standing waves in the cases n “ 4 and n “ 5.
5.2.1 L2 critical case
Our instability result in dimension n “ 4 follows the ideas in [60, Theorem C]
(see also [12, Theorem 8.2.1]).
Theorem 5.2.1. Assume n “ 4. Let C be the set of non-trivial solutions of (3.9). If
ψ P C, then the standing-wave solution





ψkpxq, k “ 1, . . . , l,
is unstable in H1 in the following sense: for every ε ą 0 there exists ψε0 P H1 such that
}ψε0 ´ψ}H1 ď ε,
and the corresponding solution uεptq of (1) (with βk “ 0), satisfying uεp0q “ ψε0, blows up
in finite time.
Proof. Since ψ P C, Lemmas 3.2.4 and 3.2.7 imply that ψ P P and Epψq “ n´4
n
Kpψq “ 0.
Let ε ą 0 be given and define
ψε0pxq “ p1` ε̃qψpxq,





. We first note that
}ψε0 ´ψ}H1 “ ε̃}ψ}H1 ď ε.
Therefore, since ψ P Σ (see Lemma 3.2.16), where Σ is the Hilbert space defined in Remark
4.2.4, in order to prove the theorem it suffices to show that Epψε0q ă 0 (see Theorem 4.3.2).
But
Epψε0q “ p1` ε̃q2Kpψq ´ 2p1` ε̃q3P pψq
“ p1` ε̃q2 rEpψq ´ 2ε̃P pψqs
“ ´2p1` ε̃q2ε̃P pψq ă 0,
(5.55)
which is the desired.
5.2.2 H1 subcritical case
To prove instability for case n “ 5, we use similar arguments as those in the
proof of Theorem 8.2.2 in [12]. The main result of this subsection reads as follows.
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Theorem 5.2.2. Assume n “ 5 and let Gpω,0q be the set of ground states solutions of
(4.2). If ψ P Gpω,0q, then the standing wave





ψkpxq, k “ 1, . . . , l, ω ą 0,
is unstable in H1 in the following sense: for every ε ą 0 there exists ψε0 P H1 such that
}ψε0 ´ψ}H1 ď ε,
and the corresponding solution uεptq of (1) (with βk “ 0), satisfying uεp0q “ ψε0, blows up
in finite time.





Qωpxuq “ Kpuq ´
5
2P puq. (5.56)
This motivates the definition of the functional
T pφq :“ Kpφq ´ 52P pφq.
Also consider the set
M “ tφ P P ; T pφq “ 0u. (5.57)
In what follows we give some properties of T and M . The proof is very similar
to that of Lemma 8.2.5 in [12]. So we omit the details.
Lemma 5.2.3. Given φ P P and λ ą 0 we set φλpxq “ λ5{2pδ 1
λ
φqpxq “ λ5{2φpλxq. Then
the following properties hold.
(i) There exists a unique λ˚pφq ą 0 such that φλ˚pφq PM ;
(ii) The function f : p0,8q Ñ R, fpλq “ Ipφλq is concave on pλ˚pφq,8q;
(iii) λ˚pφq ă 1 if and only if T pφq ă 0;
(iv) λ˚pφq “ 1 if and only if φ PM ;





T pφλq, @λ ą 0;
(vii) |φλ|˚ “ p|φ|˚qλ, where as before |φ| “ p|φ1|, . . . , |φl|q and ˚ denote the symmetric-
decreasing rearrangement;
(viii) If φm á φ in H1 and φm Ñ φ in L3, then φλm á φλ in H1 and φλm Ñ φλ in L3.
Remark 5.2.4. The notation λ˚pφq shows the dependence of λ˚ with respect to φ; for
simplicity and as long as there is no confusion we will write λ˚ instead of λ˚pφq.
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then for every φ P P such that T pφq ă 0 we have T pφq ď Ipφq ´m.
Proof. By Lemma 5.2.3 (i) for any ψ P P we have φλ˚ PM ; so M ‰ H. For the second
part, from Lemma 5.2.3 we have λ˚ ă 1 and f is concave on pλ˚, 1q implying the relation
fp1q ě fpλ˚q ` f 1p1qp1´ λ˚q. (5.59)
Since fp1q “ Ipφq and f 1p1q “ T pφq ă 0 (see Lemma 5.2.3 (vi) ), from (5.59), we obtain
Ipφq ě fpλ˚q ` T pφq ě m` T pφq,
which proves the desired.
Lemma 5.2.6. The infimum in (5.58) is attained, that is, there exists ϕ0 PM such that
m “ Ipϕ0q. In this case we say that ϕ0 is a minimizer of (5.58).
Proof. Let pvjq be a minimizing sequence for (5.58), that is, a sequence in M satisfying
Ipvjq Ñ m. Set wj “ |vj|˚ and define
φj :“ w
λ˚pwjq




where the last equality follows from Lemma 5.2.3 (vii). Also from Lemma 5.2.3 (i),
φj PM i.e., φj P P and Kpφjq “
5
2P pφjq, @j P N. (5.60)





q ď Ip|vλ˚pwjqj |q ď Ipv
λ˚pwjq
j q ď Ipv
λ˚pvjq
j q “ Ipvjq,
Taking the limit, as j Ñ 8, in this last inequality we see that pφjq is also a minimizing
sequence of (5.58) consisting of non-negatives functions in H1rd.


















Since pIpφjqq is a bounded sequence the last equality shows that pφjq is bonded in H1.
In particular, there exists A ą 0 such that Qωpφjq ď A. Thus, using (5.60) and the
Gagliardo-Nirenberg inequality we get
Kpφjq “
2
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which implies that pKpφjqq is bounded from below. Combining this with (5.60) we get
that there exists η ą 0 such that P pφjq ě η.
On the other hand, since the embedding H1rdpR5q ãÑ L3pR5q is compact, we
can find φ P H1 such that, up to subsequence,
φj á φ, in H1 and φj Ñ φ in L3. (5.61)
As in the proof of Theorem 3.2.12 we conclude that
P pφq “ lim
jÑ8
P pφjq ě η ą 0.
In particular, φ P P .




j á ϕ0 in H1 and φ
λ˚pφq
j Ñ ϕ0 in L3.
We can use these convergences to conclude















where we have used Lemma 5.2.3 (v) and (iv). This shows that Ipϕ0q “ m and the proof
of the lemma is completed.
Lemma 5.2.7. If φ is a minimizer of (5.58), then it is a solution of (4.2).
Proof. For σ ą 0 define φσpxq “ σ´2pδσφqpxq. Since φ PM we have








“ σ´1T pφq “ 0.
Thus, φσ PM , for any σ ą 0. Using this and the function fpσq “ Ipφσq, we conclude
fp1q “ Ipφq ď Ipφσq “ fpσq, σ ą 0.
This means that, f attains a minimum at σ “ 1. In particular, f 1p1q “ 0.
Now, by using the definition of I we see that f 1pσq “ ´σ´22 Kpφq `
1
2Qωpφq `
σ´2P pφq. Lemma 3.2.2, (3.24) and the fact that φ PM imply
0 “ f 1p1q “ ´12Kpφq `
1
2Qωpφq ` P pφq “
1






I 1pφqpφq “ 0. (5.62)
On the other hand, using Lemma 3.2.2 again,
T 1pφqpφq “ K 1pφqpφq ´ 52P
1
pφqpφq “ 2Kpφq ´ 152 P pφq “ 2Kpφq ´ 3Kpφq ă 0.
(5.63)
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Since φ is a minimizer of (5.58), there is a Lagrange multiplier, say, Λ, such that I 1pφq “
ΛT 1pφq. Putting together this with (5.62) we obtain
0 “ I 1pφqpφq “ ΛT 1pφqpφq.
Thus, (5.63) implies that Λ “ 0, which yields, I 1pφq “ 0. This complete the proof.






where C is the set of all solutions of (4.2). In order to prove the lemma it suffices to
show that m “ τ . Take any φ P Gpω,0q (from Theorem 3.2.12 we now that this set is
non-empty). Then Ipφq “ τ and from Lemma 3.2.4 we have φ PM . Thus,
m ď Ipφq “ τ. (5.64)
On the other hand, let φ be a minimizer of (5.58) (from Lemma 5.2.6 such a
element always exist). By Lemma 5.2.7 we have that φ P C. Then
τ ď Ipφq “ m. (5.65)
Inequalities (5.64) and (5.65) yield the desired.
Proof of Theorem 5.2.2. Take ψ P Gpω,0q. For λ ą 0 define ψλpxq “ λ5{2pδλ´1ψqpxq. By
Lemma 5.2.8, ψ PM and it is a minimizer of (5.58). In particular,
T pψq “ 0 and Ipψq “ m. (5.66)
From Lemma 5.2.3 (vi) and (5.66) we have











T pψλq ă 0, for any λ ą 1. (5.67)
Moreover, from (5.66) and Lemma 5.2.3 (iv) and (v),
Ipψλq ă Ipψλ˚pψqq “ Ipψq “ m. (5.68)
From now on we assume λ ą 1. Let uλptq be the maximal solution of (1) (with βk “ 0),
given by Theorem 2.1.15, corresponding to the initial data ψλ. Let Ĩ be the maximal

















q “ Ipψλq, (5.69)
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Since the function gptq “ T puλptqq is continuous and, by (5.67), gp0q “ T pψλq ă 0, there
exists δ ą 0 such that p´δ, δq Ă Ĩ and gptq ă 0 for all t P p´δ, δq. In particular, from
Corollary 5.2.5, (5.68) and (5.69) we obtain that for each t P p´δ, δq
gptq ď Ipuλptqq ´m “ Ipψλq ´m “: ´η, η ą 0. (5.70)
We claim that gptq ă 0 for all t P Ĩ and then (5.70) holds for any t P Ĩ. Indeed, if not,
there exists t P Ĩzp´δ, δq such that gptq ě 0. We assume first gptq ą 0. By the intermediate
value theorem there exists t̃ such that gpt̃q “ 0, that is, uλpt̃q P M . In addition, from
(5.68) and (5.69) we would have Ipuλpt̃qq ă m, which is a contradiction. Of course, the












“ 8T puλptqq “ 8gptq ă ´8η, @t P Ĩ ,
and, by Lemma 3.2.16, ψλ P Σ, as in the proof of Theorem 4.3.2 we conclude that Ĩ must
be finite.
The conclusion of the theorem then follows because ψλ Ñ ψ in H1 as λÑ 1`.
Thus, given ε ą 0 there exists λpεq such that }ψλpεq ´ ψ}H1 ď ε. Hence, the initial data




The aim of this chapter is to analyze the dynamics of system (1) under the
assumption of non-mass-resonance. First of all we need to make clear what we mean
by mass-resonance. Here we propose a definition (see Definition 6.1.1) based on some
particular examples found in the literature. As we will see below, under assumption (H4)
system (1) satisfies the mass-resonance condition. Thus, we will replace (H4) by a weaker
assumption (see (H4*) below).
By assuming (H4*), we will see that many of the results presented in the earlier
chapters still hold. The main difference however is the expression of the virial identities
presented in Chapter 4, which now carry some extra term. As a consequence, we cannot
apply the usual convexity method to show the existence of blow-up solutions. This is
consistent with the fact that the mass-resonance affects the long-time behavior of the
solutions.
Recently, system (2) was studied in [36] without the assumption of mass-
resonance. So, here we will adapt their approach to get a blow-up result for (1) when
n “ 5 and radial data is assumed. Since we still have a global existence criterion depending
on the ground states (see discussion in Subsection 6.1.1), we conclude that such result is
actually sharp.
6.1 Mass-resonance
In this section we present our definition of mass-resonance and give some
consequences of assumption (H4*).
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mkfkpzqzk “ 0, @z P Cl, (RC)
where mk :“ αk2γk .
Remark 6.1.1. According to Lemma 2.2.3, under assumption (H4) system (1) satisfies
the mass-resonance condition. In particular note that systems (3) and (4) satisfy (RC).





which means that the mass-resonance occurs when κ “ 12 . This value coincides with the
one considered in reference [30].
Since we are now interested in studying (1) in the non-mass-resonance case, we
will replace assumption (H4) by the following one:






Remark 6.1.2. Note that by Lemma 2.2.3, assumption (H4) implies (H4*) with σk “ αkγk ,
k “ 1, . . . , l.
6.1.1 Old results from the new assumption
In this section we recover some results presented in the previous chapters but
using the new assumption (H4*).
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Thus, Rehpθq is a constant function with respect to θ. In particular Rehpθq “ Rehp0q,
and the conclusion follows.













2 θfkpuq, θ P R.
Proof. The proof follows the same steps as in the proof of Lemma 2.2.2.









From (H3), Lemma 6.1.3 and using the same ideas in the proof of Lemma 2.2.8 we see
that Q is in fact a conserved quantity. Recall that the conservation of the energy only
depends on (H3) (see Lemma 2.2.10).
Standing wave solutions are now especial solutions having the form ukpx, tq “
e
σk
2 iωtψkpxq. So replacing this into (1) we obtain
´γk∆ψk `
´σkαk
2 ω ` βk
¯
ψk “ fkpψq, k “ 1, . . . , l. (6.3)
By arguing as in Chapter 3, system (6.3) also admits ground state solutions.
Naturally, the global results below ground state (Theorem 4.1.2) presented in
Chapter 4 still hold. In addition, for n “ 4 we can use the pseudo-conformal transformation
to show that this global result remains sharp. To treat the case n “ 5 we need additional
tools.
6.1.2 Virial identities
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and












Note that if system (1) is in mass-resonance the last term in (6.5) and (6.6) disappear. In
the non-mass-resonance case, this extra term does not allow to apply the convex argument
to show that the solution must blow-up in finite time when u0 P Σ and Epu0q ă 0.
In reference [36], it was considered the particular system (2) without mass-
resonance condition (κ ‰ 12) in dimensions n “ 5 and n “ 6. There it was proved a blow-up
result in the radial case by using a localized virial identity. Here we are interested in
showing this result for (1) in the case n “ 5. So we first require a local virial identity in














Then, the solution u of (1) satisfies (see Theorem 4.2.6)





















If in addition ϕ and u0 (hence u) are radially symmetric, by a direct calculation (see






















∆ϕF puq dx. (6.8)
The approach used in [36] consists in getting a contradiction not working with the function
V (as usual), but with R and R1.





























4γk|∇uk|2 ´ 2nRe fkpuquk ´ 4x ¨ Re fkpuq∇uk
‰
dx, (6.10)
which do not seem to be a “nice expression” to work with.
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6.2 Blow-up without mass-resonance for n “ 5
In this section we follow closely the ideas in [36] to show an analogous result of
Theorem 4.3.8 for radial data without mass-resonance condition. With this in mind, the
main result of this chapter reads as follows.
Theorem 6.2.1. Let n “ 5. Assume that u0 P H1 and let u be the corresponding solution
of (1) defined in the maximal time interval of existence, say I. Let ψ P Gp1,0q be a ground
state solution of (6.3). Assume also that
Qpu0qEpu0q ă QpψqEpψq, (6.11)
where E is the energy defined in (4.3), and
Qpu0qKpu0q ą QpψqKpψq. (6.12)
If u0 is radially symmetric, then I is finite.
We start by recalling the functional
T puptqq “ Kpuptqq ´ 52P puptqq, (6.13)
or, using the definition of the energy,





Next lemma gives sufficient conditions on the initial data to guarantee that
the Pohozaev functional, T , is bounded by a non-positive constant. We follow the ideas
presented in the proof of Theorem 1.3 in [19].
Lemma 6.2.2. Under the same assumptions of Theorem 6.2.1, there exists δ ą 0 such
that
T puptqq ď ´δ ă 0, @t P I.
Proof. We first note that by Lemma 3.2.4 and the definition of the energy functional (4.3)
we know that if ψ is a solution of system (6.3), then
Kpψq “ 5Epψq. (6.15)
Now, from (6.11) and (6.12), Lemma 2.2.15 leads to
Qpu0qKpuptqq ą QpψqKpψq, @t P I. (6.16)
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This combined with (6.14) yields
T puptqq ă 0, @t P I. (6.17)
On the other hand, we note that QpψqKpψq
Qpu0q is a fixed positive constant. So, actually (6.16)
says that there exists ε0 ą 0 such that
Kpuptqq ą ε0 ą 0, @t P I. (6.18)
We claim that there exists σ0 ą 0 such that
T puptqq ă ´σ0Kpuptqq, @t P I. (6.19)






Kpuptmqq ď T puptmqq ă 0,






































Taking mÑ 8 in the last inequality we obtain a contradiction with (6.11), so the claim
is proved. The conclusion of the lemma follows from (6.18) and (6.19).
We are now in position to prove Theorem 6.2.1.
Proof of Theorem 6.2.1. We proceed by contradiction. Suppose that the maximal existence
interval is given by I “ p´T˚, T ˚q with T ˚ “ `8.
Using ϕpxq “ χRp|x|q, where χ is defined by (4.27), and the functional (6.13)
we can rewrite (6.8) as






















p∆χR ´ 10qF puq dx
“: 8T puq `R1ptq `R2ptq `R3ptq.
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We will estimate each term Ri, i “ 1, 2, 3. It follows from Lemma 4.2.8 that
χ2Rprq ď 2 for all r ě 0, so R1 satisfies R1 ď 0.























Finally, we estimate R3. Again, Lemma 4.2.8 gives that ∆χRprq “ 10 for r ď R.




















































































Hence, putting together the estimates for R1,R2 and R3 we obtain




3 , ε ą 0. (6.20)
Assume that 0 ă ε ă 1. By the conservation of the energy and (6.14) we get that
8T puq ` 2εKpuq “ 8p1´ εqT puq ` 10εEpuq ´ 10εLpuq ď 8p1´ εqT puq ` 10ε|Epu0q|,
which implies





Next, we can apply Lemma 6.2.2 to get δ ą 0 such that
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Now in the last inequality, we fix R sufficiently large and choose ε sufficiently small such
that
R1ptq ď ´2δ.
Integrating the last inequality on r0, tq we obtain
Rptq ď ´2δt`Rp0q. (6.22)


























Since we are assuming T ˚ “ 8, we may choose T0 such that Rp0qδ ă T0. From this and
(6.22), for t ě T0, we obtain
Rptq ď ´δt ă 0. (6.24)
Thus, (6.23) and (6.24) yield






Kpuptqq ě Ct2, (6.25)
for t ě T0 and some constant C.
On the other hand, by (6.20) with ε “ 12 , and (6.14) we get











where we have used the conservation of the energy and the fact that Lpuq ě 0. We note
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This combined with (6.26) leads to
R1ptq ď ´12Kpuptqq, @t ą T1.























Kpupsqq ds and A :“ 14C2R2Qpu0q . From (6.25) we have ηptq ą 0 for





Choose T1 ă T 1 ă t. Then integrating on rT 1, tq we obtain
















0 ă ηpT 1q ď 1
Apt´ T 1q
.
Letting tÑ 8 we arrive to a contradiction.
125
CHAPTER 7
FINAL COMMENTS AND FURTHER WORKS
As we can see, all the bilinear estimates proved in Chapter 2 apply to the
H1-critical case. Thus, it is possible to show that (1) is locally well-posed if n “ 6. More
specifically, we have
Theorem 7.0.1 (Existence of local H1-solutions). Suppose that the nonlinearities, fk,
satisfies assumptions (H1) and (H2). If n “ 6, then for any u0 P H1, there exists T pu0q ą 0
such that system (1) has a unique solution u P YpIq with I “ r´T pu0q, T pu0qs.
In this case we can not apply the same steps as in the proof of Theorem
2.1.15, since if n “ 6 the power of T vanishes. To overcome this, we can use the following
fact: for each u0 P H1 we have that pU1p¨qu10, . . . , Ulp¨qul0q P L2pR;W 13 q. Therefore, given
ε ą 0 we can choose T “ T pu0q ą 0 such that }pU1p¨qu10, . . . , Ulp¨qul0q}L2pI;W 13 q ď ε, where
I “ r´T, T s. Then, the contraction principle can be applied as in [46, Theorem 5.5].
Still in the H1-critical case, if we assume (H1) and (H2), a blow-up alternative
also holds, see for instance [12, Theorem 4.5.1]. That is, there exist T˚, T ˚ P p0,8s such
that the local solutions can be extend to the interval p´T˚, T ˚q; Moreover if T˚ ă 8
(respect. T ˚ ă 8), then
lim
tÑ´T˚
}uptq}LqpW 1r q “ 8, prespect. limtÑT˚ }uptq}LqpW 1r q “ 8q,
for all admissible pair pq, rq. Thus, in this case we also can show an analogous result to
Theorem 4.3.2.
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Existence of ground state solutions for the H1-critical case, can be reached by
mean of the critical Sobolev-type inequality
P puq ď CKpuq
3
2 , @u P D1,20 pR6q,






motivates the definition of the minimization problem
S :“ inf tKpuq; u P D, P puq “ 1u , (7.1)
where D :“ tu P D1,20 pR6q; P puq ą 0u. By using the concentration-compactness lemmas,
based on the weak convergence of Radon measures, it is possible to show that (7.1) attains
a minimum, and (up to scaling) such minimizers are ground state solutions in the limiting
case, n “ 6.
Finally, since the previous results can be obtained when both mass-resonance
and non-mass-resonance cases are considered, we can also show an analogous result to
Theorem 6.2.1 in the critical case n “ 6.
As we point out in the Introduction, recent advances in scattering theory with
and without mass-resonance conditions have been appeared. We believe that it should be
possible to extend this results for solutions of (1).
In addition, as we mentioned in Chapter 6, under the non-mass-resonance
condition, it is still an open problem the blow-up results when data with finite variance
and negative energy is considered.
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APPENDIX A – SYMMETRIC-DECREASING
REARRANGEMENT
In this chapter we give the notion and some properties of the spherically sym-
metric rearrangement of a function. Also we present some tools related with compactness.
The results of this chapter is mostly in [42, Chapters 6 and 16] (see also [45, Chapter 3])
and Section 1.7 of Chapter 1 in [12].
A.1 Decreasing rearrangement
Definition A.1.1. Let A Ă Rn be a Lebesgue measurable set and let u : AÑ r´8,8s be
a Lebesgue measurable function. The distribution function of u is the function g : r0,8q Ñ
r0,LnpAqs, defined by
gupsq :“ Lnptx P A : upxq ą suq, s ě 0. (A.2)
Similarly, we define
hupsq :“ Lnptx P A : upxq ě suq, s ě 0.
The function u is said to vanish at infinity if it is Lebesgue measurable and gupsq ă 8 for
every s ą 0 (gup0q can be infinite).
Some properties of distribution function are collected in the following lemma.
Lemma A.1.1 (see Propositions 6.1 and 16.1 in [42]). Let A Ă Rn be a Lebesgue
measurable set and let u, v, um : A Ñ r0,8s, m P N, be Lebesgue measurable functions.
Then the following statements hold:
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(i) The function g : r0,8q Ñ r0,LnpAqs is decreasing and right continuous, while
h : r0,8q Ñ r0,LnpAqs is decreasing.






and gu and hu are continuous at s ą 0 if only if
Lnptx P A : upxq “ suq “ 0.
In particular, gupsq “ hupsq for all but countable many s ě 0.
(iii) If upxq ď vpxq for Ln- a.e. x P A, then gu ď gv. In particular, if upxq “ vpxq for Ln-
a.e. x P A, then gu “ gv.
(iv) If umpxq Õ upxq for Ln- a.e. x P A, then gum Õ gu.
Remark A.1.2. (i) Let A Ă Rn be a Lebesgue measurable set and let u : A Ñ r0,8s
be a Lebesgue measurable function. From Lemma we have that the distribution
function gu : r0,8s Ñ r0,8s is decreasing. In particular it admits a left inverse
u˚ : r0,8q Ñ r0,8s called the decreasing rearrangement of u. Precisely, for t ě 0 we
set
u˚ptq :“ infts P r0,8q : gupsq ď tu.
(ii) For every Lebesgue measurable set B Ă R we define
B˚ :“ r0,L1pBqq.
In particular, if L1pBqq “ 8, then B˚ “ r0,L1pBqq.
Now we present some properties of the decreasing rearrangement.
Lemma A.1.3 (see Proposition 16.2 in [42]). Let A Ă Rn be a Lebesgue measurable set
and let u : AÑ r0,8s be a Lebesgue measurable function. Then the following properties
hold:
(i) The function u˚ is decreasing, right continuous, and u˚p0q “ ess supA u.
(ii) For all s, t ě 0, u˚ptq ą s if and only if gupsq ą t.
(iii) If u vanishes at infinity, then for all 0 ă t ă gup0q, t ď hupu˚ptqq.
(iv) If u vanishes at infinity, then for all t ą 0, gupu˚ptqq ď t and if gupu˚pt1qq ă t1 for
some t1 ą 0, then u˚ is constant on rt0, t1s, where t0 :“ gupu˚pt1qq.
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Definition A.1.2. Let A Ă Rn be a Lebesgue measurable set and let u : AÑ r0,8s be a
Lebesgue measurable function. The function u# : Rn Ñ ro,8s, defined by
u#pyq :“ u˚pαn}y}nq “ infts P r0,8q : gupsq ď αn}y}nu,
for y P Rn, is the spherically symmetric rearrangement of u. Here αn denotes the Lebesgue
measure of the unit ball.
Remark A.1.4. (i) We define the spherically symmetric rearrangement of a Lebesgue
measurable set B Ă Rn, with 0 ă LnpBq ă 8, to be the open ball centered at the




(ii) If LnpBq “ 0, then B# “ H. If LnpBq “ 8, then B# “ Rn. Note that B# is always
open even if B is not. Hence, in all cases
LnpBq “ LnpB#q.
Some properties of the symmetrization are given in the following lemma.
Lemma A.1.5 (see Proposition 16.6 in [42] ). Let A Ă Rn be a Lebesgue measurable set
and let u : AÑ r0,8s be a Lebesgue measurable function. The following properties hold:
(i) For all s ě 0, ty P Rn : u#pyq ą su “ tx P A : upxq ą su#.
(ii) If u vanishes at infinity, then so does u#. Moreover,
Lnpty P A# : u#pyq “ 0uq ď Lnptx P A : upxq “ 0uq
with equality holding if and only if either Lnptx P A : upxq ą 0uq ă 8 or Lnptx P A :
upxq ą 0uq “ 8 and Lnptx P A : upxq “ 0uq “ 0.
(iii) The function u# is lower semicontinuous and u#p0q “ ess supA u.
(iv) If v : AÑ r0,8s is another Lebesgue measurable function with u ď v Ln- a.e. on A,
then u# ď v# on Rn.
(v) If pumq is a increasing sequence of nonnegative Lebesgue measurable functions um :
AÑ r0,8s such that umpxq Ñ upxq as mÑ 8 for all x P A, then u#mpyq Ñ u#pyq
as mÑ 8 for all y P Rn.
Next, we state a result called Hardy-Littlewood’s inequality.
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Lemma A.1.6 (see Theorems 6.13 and 16.9 in [42]). Let A Ă Rn be a Lebesgue measurable










Lemma A.1.7 (see Theorems 6.15 and 16.10 in [42]). Let A Ă Rn be a Lebesgue measurable








with equality holding if fp0q “ 0 or Lnptx P A : upxq ą 0uq ă 8 or
Lnptx P A : upxq ą 0uq “ 8 and Lnptx P A : upxq “ 0uq “ 0.







Lemma A.1.8 (see Proposition 16.12 in [42]). Let u P W 18pRnq be a nonnegative function
vanishing at infinity. Then, u# : Rn Ñ r0,8q belongs to W 18pRnq and vanishes at infinity
and
}u#}L8pRnq “ }u}L8pRnq, }∇u#}L8pRn;Rnˆnq ď }∇u}L8pRn;Rnˆnq.
A.2 Compactness lemmas
Now, we present some results that help us to overcome the lack of compactness
related to the embedding H1pRnq ãÑ L2pRnq.
Lemma A.2.1. Let pumq be a bounded sequence in H1pRnq. Suppose umpxq Ñ 0 as
|x| Ñ 8, uniformly in m ě 0. It follows that there exist a subsequence pumkq and
u P H1pRnq such that umk Ñ u as Ñ 8 in LppRnq for every 2 ă p ă 2nn´2 (2 ă p ď 8 if
n “ 1).
Proof. Since pumq be a bounded sequence inH1pRnq we know that there exist a subsequence
pumkq and u P H1pRnq such that umk á u as Ñ 8 in H1pRnq. Let R ą 0 to be chosen
later. Given p as in the statement, we have by Theorem 1.1.2,
}umk ´ u}LppRnq “ }umk ´ u}Lppt|x|ďRuq ` }umk ´ u}Lppt|x|ěRuq








Let ε ą 0. By the uniform convergence we fix R large enough such that |umk | ă ε2 if











where C is a constant independent of k.
Next, by the Rellich’s compactness theorem, H1pt|x| ě Ruq ãÑ Lppt|x| ď Ruq
compactly. So, from the weak convergence we obtain umk Ñ u as Ñ 8 in Lppt|x| ě Ruq.
Thus, for k large enough we have
}umk ´ u}Lppt|x|ďRuq ď
ε
2 . (A.5)
Hence, from (A.3)-(A.5) we obtain the desired result.


















2 |upxq| ď C}u}L2 . (A.7)
Proof. We first consider the case u P C80 pRdq. Let r “ |x| then by the Fundamental


































where ωn denotes the volume of the n-ball and we have used that for radial functions
|∇up|x|q|2 “ |u1psq|2. Then (A.6) follows.








The general case follows by a density argument.
As a consequence of Lemmas A.2.1 and A.2.2 we have the following result.
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Theorem A.2.3 ([12] Proposition 1.7.1). Let pumq Ă H1pRnq be a bounded sequence of
spherically symmetric functions. If n ě 2 or if umpxq is a non-increasing function of |x|
for every m ě 0, then there exist a subsequence pumkq and u P H1pRnq such that umk Ñ u
as k Ñ 8 in LppRnq for every 2 ă p ă 2n{pn´ 2q (2 ă p ď 8 if n “ 1).
Remark A.2.4. Let H1rdpRnq denote the space of radially symmetric and non-increasing
H1 functions. We know that H1rdpRnq is a closed subspace of H1pRnq, then it is a reflexive
Banach space. From Theorem A.2.3 we have that the embedding H1rdpRnq ãÑ L3pRnq is
compact for 1 ď n ď 5.




















|f |p`1 dx “
ż
|x|ěR
|f |p´1|f |2 dx
ď CR´pn´1qpp´1q{2}f}
pp´1q{2
L2p|x|ěRq}∇f}
pp´1q{2
L2p|x|ěRq}f}
2
L2p|x|ěRq
“ CR´pn´1qpp´1q{2}f}
pp`3q{2
L2p|x|ěRq}∇f}
pp´1q{2
L2p|x|ěRq.
