A least squares estimation approach for the estimation of a GARCH (1,1) model is developed. The asymptotic properties of the estimator are studied given mild regularity conditions, which require only that the error term has a conditional moment of some order. We establish the consistency, asymptotic normality and the law of iterated logarithm for our estimate. The finite sample properties are assessed by means of an extensive simulation study.
Introduction:
In the last two decades there has been a large amount of theoretical and empirical research on modelling the conditional scale of financial time series data. These series which appear not to be autocorrelated, exhibit dependence in their squares, a notable example being the daily asset returns. The conditional scale corresponds to conditional volatility of asset price movements and thus may play a central role in pricing options and the assessment of exposure to risk. The practical motivation lies in the increasing need to explain and to model risk and uncertainty usually associated with financial returns. One of the most successful approaches for modelling volatility makes use of the GARCH model, suggested by Bollerslev (1986) , and its numerous extensions.
The main approach for estimation of the GARCH models is based on the Gaussian Quasi-Maximum Likelihood Estimator (QMLE). Bollerslev and Wooldridge (1992) established the asymptotic distribution of the QMLE under high-level assumptions. Lumsdaine (1996) was the first to derive an asymptotic theory for the GARCH (1,1) model, allowing for the possibility of integrated GARCH processes. Her results were extended by Lee and Hansen (1994) , who show that if the standardized innovations have a finite fourth moment, the QMLE is consistent and asymptotically normal. However, both estimates are "local" in the sense that the likelihood function is maximized in a small neighbourhood of true parameter values where very strict conditions are assumed on the distribution of error term and on the parameter set. These results were extended to the case of GARCH (p,q) by Boussama (1998) , and Francq and Zakoïan (2004) .
However, empirical evidence indicates that the error term in financial time series is far from being normal and it is usually characterized by heavy-tailed distributions (see Hall and Yao, 2003; Mittnik and Rachev, 2000) . Furthermore, Nelson (1990) shows that under sufficient conditions on the GARCH (1,1) parameters, the existence of an unique stationary and ergodic solution for the model is implied by the existence of sth moment of the squared error term for some 0 s > 1 . Similar results were obtained for the GARCH (p,q) by Bougerol and Picard (1992a, b) 2 . But for the QMLE, show that the existence of fourth moment is needed in order to obtain estimators, which are square root consistent and asymptotically normal. Hall and Yao (2003) establish that for heavy-tailed errors, the asymptotic distribution of the QMLE for the GARCH(p,q) parameters is not normal, and it is particularly difficult to estimate directly using standard parametric methods. They suggest a bootstrapping method for estimation. Berkes and Horvath (2004) suggest alternative criteria for estimation, which allow them to weaken the required moment conditions, although their settings may be restrictive.
In addition to the common maximum likelihood framework, alternative estimators, based on ARMA representation of the squared GARCH process, were proposed by Francq and Zakoïan (2000) , Baillie and Chung (2001) , Kristensen and Linton (2006) and Storti (2006) . However, all these estimates require the finiteness of at least fourth moment of the process, which rule out the possibility of integrated GARCH that may be too restrictive in some empirical applications.
In this paper, we propose a least squares estimator for a GARCH (1,1) model, in which we take the logarithm of the rescaled squared data as the dependent variable and the logarithm of the conditional scale model as the "mean" equation, and then perform a non linear least squares estimation. We call the resulting estimate the least squares GARCH (LS-GARCH) estimator. In our framework, the proposed estimator is not local; we allow the error term to exhibit some dependency over time by specifying it to be strictly stationary, ergodic and martingale difference. In order to establish our asymptotic theory, no conditions on the shape of the distribution are required other than the finiteness of the conditional s -th moment. In addition, the GARCH process is allowed to be integrated and even mildly explosive. Under mild conditions, we provide the consistency, asymptotic normality as well as the law of the iterated logarithm (LIL) for the LS-GARCH estimator. As far as we know the LIL has not been established yet in the context of GARCH estimation. The LIL can be used to construct test statistics that have type I and type II errors approaching zero asymptotically (Stinchcombe and White, 1998; Corradi, 1999; Altissimo and Corradi, 1997; 2002) .
The LS-GARCH estimator should be mainly viewed as a complementary estimator with respect to QMLE, which "works" under the assumption of infinite fourth order moment. Hence, the proposed estimator enables us to consider a much broader class of GARCH processes. Furthermore, in the presence of extreme non-normality, this estimator can fail to produce asymptotically efficient estimates, while the LS-GARCH estimator can be shown to be efficient in some cases. Note that without any moment requirement, we do not estimate the conditional volatility but the parameters of the conditional scaling factor of the data.
The structure of the paper is as follows. In Section 2 we discuss the LS-GARCH estimator and derive its asymptotic properties. In Section 3 we conduct a simulation study aiming to investigate the small sample properties of the estimator. Section 4 concludes. The mathematical proofs are presented in the Appendix.
The LS-GARCH estimator
The standard GARCH (1,1) model as proposed by Bollerslev (1986) is given by 
The primary difference between the two objective functions is that ( ) n Q θ is computed as if we had a sample containing the infinite past observations. In practice, we can only use (4) for estimation. It will be shown that the choice of the initial values does not matter for the asymptotic properties of the LS-GARCH estimator. The first assumption relaxes the common assumption that the error term is independent and identically distributed. It is usually assumed that t ε has a nondegenerate distribution. However, in assumption A2 we impose a slightly stronger condition, which implies that the event 0 t y = occurs with probability zero 3 . Similarly to Lee and Hansen (1994) under assumptions A1-A3, it can be shown that the GARCH process converges to a unique strictly stationary and ergodic solution and has some fractional moment. For the i.i.d. case, Nelson (1990) shows that if t ε standard Cauchy (i.e. the probability density of 
Next, we establish the law of iterated logarithm (LIL) for the LS-GARCH estimator. This additional limit theorem comes at no cost and could be useful in other applications As was pointed out by Altissimo and Corradi (1997) , this result allows us to provide a flexible and consistent procedure for inference in which the size of the test employed approaches zero and its power approaches one. Note that in the standard framework of hypothesis testing n a is replaced by n (White, 1994) . In what follows we add some comments in relation to our asymptotic theory.
Firstly, other scale measures can be used as our objective function. Thus, instead of using the LS estimator one may use the q L estimator in which the scale measure is based on the − q th absolute moment ( 1 ≥ q ) of the fitted residuals. For example, for 1 = q the LAD estimate is employed, see Peng and Yao (2003) . Another more general class of scale measures is the "regular scale about the origin", introduced by Sakata and White (2001) , which allows for more robust estimation. The choice of a specific scale measure could be motivated by efficiency or robustness considerations. Further, the unique features of each estimation method should be considered before deriving its asymptotic properties for the GARCH case.
Secondly, since β is invariant to rescaling of the error term, the LS-GARCH estimator will be consistent for 0 β (also for 0 α if it is assumed that the true process is IGARCH). Furthermore, in the context of temporal aggregation of GARCH models, it was shown that if the true process is given by (1), the persistence (the sum of α and β ) tends to one as the frequencies increase. The autoregressive parameter β tends to one, whereas the moving average parameter tends to zero (Drost and Nijman (1993) ). Hence, the higher the frequency is, the more the persistence gets closer to the GARCH parameter and the better our β estimator can assess it.
In general the LS-GARCH estimator is not generic. That is, only if the model and the distribution of the error term are correctly specified then we could obtain a consistent estimate for the true model. Otherwise, we will estimate the "best" parameters for the assumed error distribution. This is due to the necessity of correctly determining the scaling coefficient 0 c . Therefore, our estimator should be treated as complementary to the common Gaussian QMLE in cases that the error distribution does not have finite fourth moment. For example, we can consider the Cauchy distribution or the Student t distribution with 4 ≤ degrees of freedom. In addition, when the fourth order moment is assumed to be finite, the QMLE is n consistent for the true parameter values. However, in the presence of extreme non-normality, this estimator can fail to produce asymptotically efficient estimates. Hence, a two-step estimation procedure can be applied to gain efficiency. In the first step the QMLE is used to obtain a consistent estimate of the scaling parameter and in the second step the LS-GARCH is used to estimate the model parameters. The issue of efficiency will be examined in the simulation study later on.
Thirdly, we estimate a pure GARCH process. However, if we want to estimate (1) based on some estimated mean equation, assumption A3 has to be modified to allow the existence of sufficient moments for the error term so that we can apply the standard results for a two-step estimation procedure (White, 1994) . In the case, that the mean equation includes only a constant term. We can use the fact that, if t y is a stationary and ergodic process such that 1 ( ) { } y ∈ ℜ ∪ ∞ , then the sample average converges a.s. to the mean (Francq and Zakoïan, 2004, p.15) . So, we can obtain a consistent estimate, which implies that the result from Theorem 1 holds. In order to establish asymptotic normality, we have to strengthen A3 and assume that 1
exists and is finite. Thus it is required that the process is covariance stationary. However, given the complexity of the proof in our case, it is not straightforward to generalize to more complicated models. Different approaches may be required in such cases; this issue is left for future work.
Simulation evidence
The aim of this section is twofold. Firstly, we want to investigate the finite sample properties of the LS-GARCH estimator by means of a simulation study. Secondly, we are also interested in comparing the performance of the LS-GARCH estimator with that of the Gaussian QMLE for a wide range of processes. Under this regard, a key point is to note that, under the assumption that the error term is i.i.d., we have for n θ , the Gaussian QMLE, that
. This relationship implies that the variability of the LS-GARCH estimator relative to that of the QMLE estimator is captured by the efficiency ratio
The larger this quantity is, the more efficient the LS-GARCH estimator is relative to the QMLE estimator. This relative efficiency depends on the distribution of the error term. The efficiency ratio of the LS -GARCH estimate with respect to the distribution of the error terms that have been used in the simulation study and have finite fourth moments are shown in Table 1 . The results imply that the proposed estimate can be substantially more efficient than the QMLE when the error term deviates from normal as documented in Table1. t . In this case the asymptotic normality of the Gaussian QMLE is expected not to hold anymore (Straumann, 2005, p. 178 ).
Then, considering four different sample sizes {500,1000, 2000,5000} T = , a set of 1000 pseudo-random time series was simulated from each of the DGPs obtained matching the assumed error distributions with the volatility models summarized in Table 2 a GARCH(1,1) model was fitted to each of the simulated series by means of the Gaussian QMLE and the LS-GARCH estimator, respectively. In particular, two different versions of the LS-GARCH estimator have been used 4 . First, assuming knowledge of the underlying error distribution, the LS-GARCH estimator was implemented using the correct scaling factor 0 c . This can be easily approximated by simulating a very large sample 5 from the assumed distribution for error term. Then, a simulated approximation of 0 c can be obtained by taking the sample average of the natural logarithms of the squared simulated values, that is
Furthermore, we also considered a two-stage LS-GARCH estimator. At the first stage the QMLE is used to obtain a consistent estimate of 0 c of the scaling factor and in the second stage the model is re-estimated by our estimate. In order to assess the quality of the estimates, we have focused on the simulated values of bias and Mean Square Error (MSE). For each block of simulations, the bias was calculated by subtracting the true parameter value 0 θ from the average of the estimates The QMLE was computed by using the MATLAB function fminunc to maximize the associated quasi likelihood function with respect to the unknown parameters. For the LS-GARCH estimator, the relevant sum of squares was minimized using the MATLAB function lsqnonlin. 5 In the simulation study a sample of length 10000 was used to approximate the scaling factor 0
For the sake of brevity and ease of exposition, the results obtained for the two stage LS-GARCH estimator have been omitted since they did not turn out to be significantly different from those obtained for the estimator based on the correct scaling factor ( 0 c ). However this set of results is available from the authors upon request.
It is interesting to note that, in general, the bias tends to be positive for the intercept ω and the ARCH coefficient α while it is always negative for the GARCH coefficient β . This result is not surprising since it is in line with previous findings in the literature (see e.g. Straumann, 2005 6 ). Furthermore, we must note that the overall behaviour observed in the cases of Low and Medium volatility persistence (Table 3 and Table 4 ) is substantially different from that registered for the High persistence case (Table 7 and Table 8 ). For the Low and Medium persistence models, in line with the results in Table 1 , the QMLE is performing substantially better than the LS-GARCH in the conditionally Gaussian case while, in non Gaussian settings, the overall performance of the LS-GARCH model tends to improve over its competitor. In the case of 3 t errors, for the Low persistence model, the LS-GARCH is always by far more efficient than the QMLE while, for the Medium persistence model, the superiority of the LS-GARCH clearly arises only if a sufficiently large sample size is considered ( 2000 T ≥ ). In the presence of asymmetry, which is when the errors follow a (centered) 2 1 χ distribution, the LS-GARCH is always outperforming the QMLE. Finally, under the assumption of 5 t errors, no clear winner arises for T 2000 while for T=5000 the LS-GARCH yields lower MSE values than QMLE for all the parameters of interest.
A different situation appears for the high persistence GARCH model. In this case the QMLE, differently from the LS-GARCH estimator, is characterized by nonregular behaviour. Even in the case of normal errors, for large sample sizes, the value of the MSE is surprisingly higher than that registered for the LS-GARCH estimator. This is probably due to the fact that the chosen DGP is very close to the border of the weak stationarity region. In the case of 5 t errors the LS-GARCH estimator is by far more efficient than the QMLE if a sufficiently large sample size is considered ( 2000 T ≥ ). In the remaining cases the LS-GARCH estimator is performing better than the QMLE, in terms of MSE, for all the sample sizes considered.
Conclusions
In this paper, we suggest a least squares estimator for the estimation of a GARCH (1,1) model. The estimator is based on the log transformation of the squared data. We establish the consistency, asymptotic normality and the LIL for the estimator. Our results have been obtained under mild regularity conditions that allow for heavy-tailed error distributions that can be of particular interest in financial applications. Its finite sample properties have been investigated via a simulation study, which shows that, in the presence of extreme non-normality, the proposed LS-GARCH estimator can allow for substantially efficiency gains with respect to the Gaussian QMLE. Also, the simulation shows how the LS-GARCH estimator is potentially able to return consistent estimates in cases in which the QMLE fails. These features lead us to think that the use of the proposed estimator can be particularly profitable in the analysis of high frequency financial time series.
In this framework an important issue is related to robustness since high frequency financial data are typically characterized by the presence of a significantly high fraction of very small returns, which, after the log-transformation, can take extreme negative values.
This fact can affect our estimator, which is based on the LS scale measure that has a low resistance to outlying observations. In order to overcome this problem, an estimator that employs more robust scale measure such as the LAD estimator or the Sestimator can be used. The investigation of a robust version of our estimation method is left for future work. In addition, our results can be extended to the GARCH (p,q) case as well as to other GARCH "type" models possibly including model structure incorporating some conditional mean equation. Finally, an important point to consider is that the techniques employed in this paper can be potentially used to investigate the properties of the LS-estimator for other settings.
Appendix
Proof of Theorem 1: We first show that 
where θ lies on the chord between ˆn θ and 0 θ .
Next, we will show that
(the convergence is elementwise) and
where V is positive definite matrix.
We start by establishing that for all The derivative of ( ) u t θ is given by 2 2 2 1 ( log )
Lumsdaine (1996) shows that the ratios for all 0 x ≥ and 1 r ≥ , the compactness of the parameter set, the law of iterated expectation and Minkowski's inequality imply that for any 1
Hence, by assumption A4 the law of iterate expectation and by applying the CauchySchwarz inequality to (A6) we would obtain (a).
In order to show (b) we proceed by taking the second derivative of ( )
By direct calculations, In order to save space we consider only the derivative with respect to β which is the most complicated case, the other derivatives can be treated in the same way. Using similar arguments as for (A8) we deduce that for some (0,1) q ∈ 
The third order derivative with respect to β is given as follows 
