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Abstract. We examine the energy-dependent rates of charge-changing processes of energetic Fe ions in the hot
plasma of the solar corona. For ionization of the Fe-ion projectile in collisions with ambient protons, three dierent
methods of estimating the corresponding ionization cross sections are presented and compared. Proton-impact
ionization is found to be signicant irrespective of the particular method used. Dierences in the proton-impact
ionization cross sections’ estimates are shown to have little eect in calculating highly nonequilibrium Fe charge
states during acceleration, whereas equilibrium charge states are sensitive to such dierences. A parametric study
of the Fe charge-equilibration comprises (i) impact of the ambient plasma density, and (ii) the energy dependence
impact of the acceleration rate upon the charge-energy proles and upon the estimated values of the density 
acceleration-time product. We emphasize potential importance of careful measurements of charge-energy proles
along with ion energy spectra for determining the energy dependence of ion acceleration time and the energy
dependence of the leaky-box escape time.
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1. Introduction
Measurements of the energy-dependent charge states of
accelerated Fe ions are expected to play a key role in
parametrizing sites of acceleration and equilibration pro-
cesses in solar energetic particle (SEP) events. In a num-
ber of recent papers (e.g., Mazur et al. 1999), a history of
SEP observational studies is given in addition to a number
of relevant and recent references. We would like to recall
only the main steps in the theoretical investigation of how
the observed charge states of energetic ions are established
during SEP events.
Luhn & Hovestadt (1987) calculated mean equilibrium
charge states, Qeq, of energetic ions from carbon through
silicon by averaging the cross sections of charge-changing
processes over thermal electron distributions in the ion
rest frame. In that study, only electron-impact ionization
was taken into account and the proton-impact ionization
was ignored. In application to helium and oxygen, the
proton-impact ionization was incorporated into the SEP
calculations by Kharchenko & Ostryakov (1987). After
which study, the proton contribution to the ionization pro-
cesses of solar energetic ions appears to have been ignored
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for more than a decade (e.g., Ruolo 1997; Barghouty &
Mewaldt 1999). Only recently this important contribution
has become part of more elaborate models of SEP accel-
eration and charge equilibration (Kocharov et al. 2000a;
Barghouty & Mewaldt 2000; Ostryakov et al. 2000), par-
ticularly in applications to solar energetic iron.
However, there are signicant dierences in the ioniza-
tion cross sections adopted in those studies. Even though
models of dierent research groups dier in many param-
eters, no systematic investigation of the parameter depen-
dencies has been performed. For this reason, the sources
of dierences in the results, as well as any general regu-
larities, are left obscured.
There is also a marked dierence between results of
kinetic calculations of the mean equilibrium charge states
of energetic ions in a hot plasma (Luhn & Hovestadt 1987;
Kocharov et al. 2000a) and a semi-empirical formula for
the equilibrium charge states’ dependence on energy re-
cently proposed by Reames et al. (1999). As of yet, the
source of this dierence has not been fully explored.
The organization of the present paper is as follows: in
Sect. 2 we present a simplied model for the investiga-
tion of the general regularities in the energy-dependent
ion charge-states. The dierent versions of the proton-
impact ionization cross sections formulations are given in
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Sect. 3. Results for the energy-dependent energetic iron
charge states, employing the dierent versions of the ion-
ization cross sections and for a variety of the model param-
eters are summarized in Sect. 4, followed by conclusions
in Sect. 5.
2. The model
Energy dependent charge states of energetic ions in a
hot plasma are established by the interplay between the
charge-changing processes, i.e., ionization and recombina-
tion, on the one hand, and the energy-changing processes,
i.e., acceleration and Coulomb losses, on the other. We be-
gin by introducing the distribution function Ni(E) for the
ions of charge Q  i−1 and kinetic energy per nucleon E,
and adapt the simplest, nonequilibrium model described
by the following balance equation:
@Ni
@t
+
@
@E
dE
dt
Ni

+
Ni
esc
+
n
h
(Si + i)Ni − Si−1Ni−1 − i+1Ni+1
i
= Xi(t)(E −Eo); (1)
where n is the ambient electron number density, Si(T;E)
the temperature and energy dependent ionization rate co-
ecient for the transition from the ionization state i to
the state i+ 1, and i(T;E) the recombination rate coef-
cient from the ionization state i to i− 1 (Si and i are
in units of cm3 s−1). The source term in the right-hand
side of Eq. (1) describes the injection of ions at the en-
ergy Eo. We adopt Eo = 20 keV/n and a thermal charge
distribution, Xi, for the injected Fe ions corresponding to
the temperature T = 1:26 106 K.
The model incorporates a regular acceleration and
Coulomb energy losses,
dE
dt
=

dE
dt

a
−

dE
dt

C
; (2)
described, respectively, by the rst and second terms of
Eq. (2). We assume a power-law dependence of the accel-
eration rate on energy,
dE
dt

a
=
E1
1

E
E1
S
; (3)
where E1 = 1 MeV=nucleon and 1 is the characteristic
acceleration time for the 1 MeV/n ion. The Coulomb en-
ergy losses suered by the energetic ion with chargeQ and
mass number A in the hot hydrogen plasma are described
by the well-known formula (e.g., Akhiezer 1974):
dE
dt

C
=
4e4n
meV
Q2
A
G()
 6:6 10−4 Q
2
A
n
108 cm−3

 E
1 MeV n−1
−1=2
G()
MeV
nucleon
s−1; (4)
where we have adopted the Coulomb logarithm value
 = 20. The function G() can be expressed in terms of
the error function as
G() =
2p

Z 
0
exp
(−y2 dy − 2p

 exp
(−2 ;
 = V=vT; vT =
p
2kBT=me:
In the present paper we are primarily interested in the
mean charge of the accelerated ion as a function of en-
ergy, i.e., hQi(E). For simplicity, the acceleration is consid-
ered in the escape-time approximation with a characteris-
tic time (esc) taken to be independent of both Z and A
numbers of the ion. The acceleration is assumed regular
and the Coulomb energy loss < rate of acceleration for all
ions, so that the accelerated ions are not allowed to revert
back to their lower, pre-acceleration energies. Under these
conditions, the value of esc will not aect the deduced
energy dependence of hQi(E).
The ion recombination rate comprises two terms, ra-
diative as well as dielectronic recombinations. The relative
contribution of each process and the total recombination
rate depend on both the ambient plasma temperature as
well as the Fe projectile energy. At low energies, the re-
combination rate depends only on the temperature. The
energy dependence becomes critical if the Fe energy ex-
ceeds100 keV/n. Luhn & Hovestadt (1987), for example,
show how those rates can be estimated for various ions.
Here, and for applications to Fe ions, the recombination
rates used are given by Kocharov et al. (2000a).
The electron ionization cross section comprises the di-
rect ionization part and the excitation autoionization part,
c and a, respectively. The rate coecient is obtained by
integrating the total cross section, e = c + a, assum-
ing a flux of ambient particles in the rest frame of the Fe
projectile, i.e.,
Se() =
Z 1
0
e(v)vf(v) dv; (5)
where f(v) is the electron velocity distribution in the rest
frame of the Fe ion moving with velocity V with respect
to the plasma. The resultant ionization rates were recently
summarized by Kocharov et al. (2000a). The Fe projectile
can also lose electrons in collisions with ambient (thermal)
protons. In this case, velocity of the thermal particles is
always negligible compared to the energetic Fe ions, so
that the proton ionization rate is simply the product of
the Fe velocity and the proton-impact cross section, i.e.,
Sp ! V p(V ): Below, we discuss three dierent versions
of the theoretical cross section p. Experimental data for
proton-impact ionization of Fe ions, as well as for many
other ions, remain scarce.
3. Proton-impact ionization cross section
All three theoretical cross-sections’ estimates are taken
to be sum over partial cross sections corresponding
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to dierent electron subshells,
p(E) =
X
j
pj (u; Ij) ; (6)
u =

V
vj
2
=
meE
MpIj
; (7)
where j is the index of the subshell with the ionization
potential Ij , vj the orbital electron velocity, and V the
relative speed of the Fe ion and proton. If the speed of the
projectile is  the orbital velocities of the electrons in
the ionized atom/ion, no dierence exists between impact
ionization by protons and by electrons at the same velocity
(e.g., McDaniel 1989). Hence, the cross sections coincide
at equal and large enough relative velocities:
pj(u; Ij) = ej(ue; Ij) if u = ue  1; (8)
where
ue =
Ee
Ij
; (9)
Ee is the projectile electron kinetic energy, and ej the
partial electron-impact ionization cross section for sub-
shell j. The standard expressions for these cross sections
are given by Arnaud & Raymond (1992):
ej(ue) =
1
I2j ue

Aj

1− 1
ue

+Bj

1− 1
ue
2
+
Cj ln(ue) +Dj
ln(ue)
ue

 (10)
The set of the coecients Ij , Aj , Bj , Cj , and Dj is given
in Table 1A of Arnaud & Raymond (1992). There is an
ambiguity, however, in the description of the threshold be-
havior of the proton-impact cross sections, i.e., in the low-
est energy at which the cross sections become appreciable.
Dierent versions of estimating theoretically p(E), illus-
trated in Fig. 1 for the single ionization of the ions Fe+10
and Fe+19, are briefly discussed below.
3.1. The Bohr cross section
The Bohr’s (1948) cross section for the single ionization of
an ion/atom by fast, fully stripped ions (e.g., protons) can
be cast into a very compact form (Knudsen et al. 1984).
In particular, for highly ionized Fe ions, i.e., Q > +8, for
which the ionization potentials are always high Ij  16Io,
the formula (Kocharov et al. 2000a) reads:
pj = Anormnj
o
I2j u
h
1− 1
4u
+  ln(4u)
i
: (11)
In Eq. (11), o = 4a2oI
2
o = e
4 = 6:56 10−14 cm2 eV2,
Io = 13:6 eV, ao = 5:29210−9 cm is the Bohr radius, nj
the number of electrons in the subshell j, and
 =
Cj
Aj +Bj − Cj ln 4 ; Anorm =
Aj +Bj − Cj ln 4
onj
; (12)
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Fig. 1. Cross sections of proton-impact ionization of Fe ions
calculated using B (dotted curves), BEM (dashed curves),
and BGR (heavy solid curves). The light solid curves depict
the electron-impact ionization cross section e.
where coecients Ij , Aj , Bj , and Cj are the same as given
by Arnaud & Raymond (1992) (note that the partial cross
section pj ! 0 for u < 1=4).
As shown in Fig. 1, the Bohr cross section exhibits
the highest attainable value among the three partial cross
sections’ estimates. We employed the Bohr cross section
to estimate proton-impact ionization of the carbon ions
C+1, C+2, and C+3, and compared the results to exper-
imental data by Sant’Anna et al. (1998) and Goe et al.
(1979). The comparison indicates that the Bohr cross sec-
tion tends to overestimate the measured maximum cross
section by a factor of 1.5{2.
3.2. The BEM cross section
Among the simple, semiclassical approximations describ-
ing ionization, the binary-encounter model (BEM) is one
of the more successful schemes (Gryzinski 1965; McGuire
& Richard 1973; Peter & Meyer-ter-Vehn 1991). Following
Gryzinski (1965), the cross section for a single proton-
impact ionization from a total of nj electrons in the jth
subshell of the projectile ion is given by:
pj = nj
o
I2j u
F (u); (13)
where
F (u) = 3=2

+ 2(1 + ) ln (2:7 +
p
u)

(1− )(1− 1+u) at u > 0:0425;
F (u) =
4
15
u3 at u < 0:0425;
 = u(1 + u)−1;  =

4(u+
p
u)
−1 ;
 = Cj=(onj):
Dietrich et al. (1992) compared charge-state measure-
ments of fast Ar and Xe ions passing through a plasma
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target to the results of Monte Carlo calculations incor-
porating the BEM cross section. It was found that for
Ar and Xe the ionization cross sections calculated in the
binary encounter model were too small compared to the
measured total electron-loss cross sections. A comparison
with experimental data for the electron loss of heavy ions
showed that the BEM cross sections have the correct en-
ergy and charge-state dependences, but, on average, tend
to underestimate the data by about a factor of 2.5.
3.3. The BGR cross section
Barghouty (2000) described a simple procedure to esti-
mate proton-impact ionization cross sections over the en-
ergy range up to tens of MeV/n. The procedure connects,
in the rst Born approximation, the partial proton-impact
cross section pj to the known electron-impact cross sec-
tion ej using the Bates-Gring relation (BGR). The re-
sultant cross section takes the form:
pj(u; Ij) =
(1 + 4u)3
4u(16u2 + 4u− 2) ej(ue; Ij); (14)
where ue is related to u as:
ue =

1 +
1
4u
2
u: (15)
The electron-impact cross section ej is given by Eq. (10).
The threshold behavior of this cross section is similar to
that of the Bohr cross section, whereas the maximum value
is close to the value of the BEM cross section.
In what follows we use the designations B, BEM,
and BGR for the three versions of the proton-impact
ionization cross sections: The Bohr cross section given
by Eq. (11), the cross section resulting from the binary-
encounter model, given by Eq. (13), and for the cross
section based on the Bates-Gring relation, given by
Eq. (14), respectively. If analogy with the C, Ar, and Xe
ions is valid, one may expect that experimental cross sec-
tions for the Fe ions will be about halfway the values B
and BEM(BGR).
4. Results of calculations
In the rst set of calculations we have deduced the equi-
librium charge state distributions, N eqi (E), of Fe ions
at dierent energies for the three dierent versions of
the proton-impact ionization cross sections discussed in
Sect. 3. Those distributions represent solutions of Eq. (1)
when all the terms of the equation except the square-
bracketed one are neglected. The mean equilibrium charge
of Fe ions, Qeq(E), can be calculated by averaging the
ionic charge Q = i− 1 over the distribution N eqi (E). The
result is shown in Fig. 2. It is seen that the sharpness of
the steps in the curve essentially depends on the version
of the proton cross-section used.
Rather than solve the complex system of charge-
changing reactions, often in astrophysical applications a
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Fig. 2. The equilibrium mean charge of energetic Fe ions cal-
culated when both electron and proton-impact ionization are
included (three upper curves labeled \a"). The employed ver-
sions of the proton-impact ionization cross section are B
(dotted curve), BEM (dashed curve), and BGR (heavy solid
curve). For comparison we show the equilibrium charge for the
cold neutral gas (\b", Eq. (16)) and the equilibrium charge
estimated using semi-empirical formulas Eq. (17) (\c") and
Eq. (18) (crosses). An additional calculation (minus signs) is
explained in text.
simple, semi-empirical expression (Barkas 1963; Betz et al.
1966) for the mean charge dependence on energy is used,
hQi=Z = 1− exp
h
−V=

v0Z
2=3
i
; (16)
where V and Z are the speed and nuclear charge of the
projectile and v0 = e2=h is the Bohr velocity. The ex-
ponent in Eq. (16), which is based on the Thomas-Fermi
model of the ion, assumes that a fast heavy ion pene-
trating through rareed gases retains all of its electrons
with orbital velocities exceeding the velocity of the ion1.
Expression (16) seems to describe fairly reasonably the
equilibrium charge state of an ion as a function of energy
as it traverses neutral, dense solids and gases (Pierce &
Blann 1968; Betz 1972).
In contrast to applications to cold neutral gases, how-
ever, the simple relation between mean charge and veloc-
ity in Eq. (16) fails in applications to plasmas. Studies
of fast ions in plasmas indicate signicantly higher ion-
ization of the projectile than that of the same projectile
species in a cold neutral target (Nardi & Zinamon 1982;
Peter & Meyer-ter-Vahn 1986). For this reason, kinetic
calculations need to be performed and veried against
1 Expression (16), in the low-V limit, can be arrived at by
simply estimating the total number of electrons in the heavy
ion as Z−Q = 2(4=3)2(pr)3=(2h)3, where r is the ion radius
and p the momentum of the outer electron. Writing p2=(2me) =
Qe2=r and equating the electron speed to that of the ion, i.e.,
p=me ! V , for Q Z one gets Q=Z  V=(v0Z2=3).
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experimental data (e.g., Dietrich et al. 1992; Peter &
Meyer-ter-Vahn 1991). A similar kinetic approach is
adapted in this work for energetic Fe ions in the plasma
of the solar corona. With this rst-principles approach,
both equilibrium and nonequilibrium charge states can be
calculated.
Reames et al. (1999) have recently proposed a semi-
empirical formula for the equilibrium charge states of
energetic ions in a hot plasma. The formula is essen-
tially a slight modication of the neutral-matter relation
(Eq. (16)),
hQi=Z = 1− exp
h
−125( + th)=Z2=3
i
; (17)
where  = V=c and 2th = 2kBT=(mec
2). The modica-
tion attempted to account for the fact that an ionizing
collision between the incoming ion and an electron of the
plasma will depend upon the relative speed of the two, and
this relative speed, in turn, depends on the plasma tem-
perature. Despite this correction, the modied formula by
Reames et al. (1999) compares rather poorly to our equi-
librium results, using any set of the cross sections’ esti-
mates (curve \c" vs. curves \a" in Fig. 2).
A most likely reason for this marked discrepancy is
that in expression (17) there was no correction made to
account for the dierence in cross sections of charge chang-
ing processes in neutral gases and those in plasmas. In
particular, recombination cross sections in neutral gasses
are typically very high (e.g., Table IV by Betz 1972). As
an illustration of the recombination rate eect, we have
calculated equilibrium charge states of Fe ions { with ki-
netic approach using p = BEM { but with recombination
rate articially enhanced by a factor of 10 (minus signs in
Fig. 2).
One can attempt to improve on Eq. (17) by account-
ing for some of the salient peculiarities of charge-changing
cross sections in plasmas. At relatively low recombination
rate and high contribution of protons to the ionization,
the threshold velocity for ionization becomes close to 1/2
of the orbital electron velocity (u = (V=vj)2 = 1=4 in
Sect. 3.1). Based on this, one can argue that Fe ion re-
tains all its electrons with orbital velocity greater than
twice the ion velocity. Hence, Eq. (17) may be substituted
with
hQi=Z = 1− exp
h
−125(2 + th)=Z2=3
i
: (18)
This charge-energy dependence (crosses in Fig. 2) can be
seen to roughly approximate the results of kinetic calcula-
tions2. However, a semi-empirical formula cannot be reli-
ably established before a comprehensive comparison with
experimental data is made. Unfortunately, there are se-
rious obstacles for direct experimental determination of
the equilibrium charge states of Fe ions in hot plasmas,
making reliance on kinetic calculations unavoidable.
2 A formula close to Eq. (18) but without correction to the
plasma temperature, was previously suggested by Tatische
et al. (1998), basing on kinetic calculations for C, N, O, and
Ne.
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Fig. 3. The nonequilibrium mean charge of energetic Fe ions
for dierent values of the density  acceleration-time product
at S = 0. The parameter n  1 is shown next to the curves
in units of 1010 cm−3 s. The employed versions of the proton-
impact ionization cross section are B (dotted curves), BEM
(plus signs), and BGR (heavy solid curves). For comparison we
show the charge calculated with only electron-impact ioniza-
tion included (light solid curves). The upper series in the gure
illustrates also a coincidence of the mean charge inside the ac-
celeration region (the dotted curve) and the mean charge of es-
caping particles (diamond signs). For the calculation of escap-
ing particles we adopted esc = 2 (E= 1 MeV n
−1) 1, whereas
all the curves are calculated assuming innitely large esc.
To calculate nonequilibrium charge state distributions,
we integrate Eq. (1) using a Monte Carlo code. We start
with the case of a constant acceleration rate, i.e., S = 0 in
Eq. (3), and employ, for parameterization purposes, the
product of acceleration time, 1, and the ambient elec-
tron/proton density, n, measured in units 1010 cm−3 s (pa-
rameters appearing next to the curves in Fig. 3). Using the
Monte Carlo code we can compute the charge-energy dis-
tribution of escaping ions, as a time integral of the \leaky-
box" term Ni=esc in Eq. (1), as well as the charge-energy
distribution of Fe ions inside the acceleration region, as a
time integral of Ni. However, one can see that in the case
of a regular acceleration dominating over the Coulomb
deceleration with esc independent of Q, both calculations
give the same mean charge hQi (upper curve and points
in Fig. 3 for hQi inside and outside the acceleration re-
gion, respectively). For this reason, the rest of proles are
shown for the ion distributions Ni inside the acceleration
region. Nonequilibrium mean charge states are calculated
for the three dierent versions of the proton-impact ion-
ization cross sections. For comparison we also show results
with only electron-impact ionization included in the calcu-
lations. It is seen that the dierences among the versions
of the proton-impact cross sections are not all that conse-
quential under the assumed strong nonequilibrium condi-
tions (i.e., n 1 < 109 s cm−3), whereas inclusion of the
proton-impact ionization for any version is important.
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Fig. 4. The density  acceleration-time product as a func-
tion of the mean charge for 30 MeV/n Fe ions at S = 0.
The employed versions of the proton-impact ionization cross
section are B (dotted curves), BEM (plus signs), and BGR
(heavy solid curves). For comparison, we show the values calcu-
lated with only electron-impact ionization included (light solid
curve).
Figure 4 illustrates how the mean charge of 30 MeV/n
Fe ions, hQ(30 MeV=n)i, is related to the theoretical pa-
rameter n  30, where 30 is the characteristic accelera-
tion time at 30 MeV/n; 30 = 30 1 if S = 0. It can be
seen that over a wide range of hQ(30 MeV=n)i the dier-
ences among the three versions of the proton-impact cross
sections have little aect on estimates of the density 
acceleration-time product.
In the nal set of simulations, we study the energy
dependence eect of the acceleration rate (S in Eq. (3))
on the charge-energy proles using the proton-impact
cross section p = BGR. Panel \a" of Fig. 5 shows the
charge-energy proles for S varying from zero to unity
in the two lower members of the curves, and from 0{0.5
in the upper one. In panel \b", values of the param-
eter n  1 have been adjusted to get the same value
of the mean charge at 30 MeV/n, hQi = 18, for dif-
ferent dependencies of the acceleration rate on energy,
S = 0; 0:25; 0:5; 1. The values of the parameter n  1
are very dierent for dierent S, because 1 is the charac-
teristic acceleration time at 1 MeV/n, not representative
for 30 MeV/n. However, the product of the density n and
the time of ion acceleration from 0.1 MeV/n to 30 MeV/n,
n t(0:1−30 MeV=n), is close to 8 109 cm−3 s in all cases:
n  t(0:1−30 MeV=n)=(1010 cm−3 s) = 0.75, 0.76, 0.79 for
S = 0, 0.25, 0.5, respectively.
5. Conclusion
We have considered a systematic of kinetic calculations for
equilibrium and nonequilibrium charge states of acceler-
ated Fe ions in the hot plasma of the solar corona. Large
uncertainties exist in the proton-impact ionization cross
8
10
12
14
16
18
20
22
24
26
0.01 0.1 1 10 100
E, MeV n1
〈Q〉
8
10
12
14
16
18
20
22
24
26
1.0
0.1
0.01
a
8
10
12
14
16
18
20
0.01 0.1 1 10 100
E,  MeV n1
〈Q〉
8
10
12
14
16
18
20
1.00E-02 1.00E-01 1.00E+00 1.00E+01 1.00E+0
b
Fig. 5. The nonequilibrium mean charge of energetic Fe ions
for dierent dependencies of the acceleration rate on energy
(parameter S in Eq. (3)). Employed values of S are 0 (heavy
solid curves), 0.25 (light solid curves), 0.5 (dotted curves), and
1 (dashed curves). The proton-impact cross section used is
p = BGR. a) Results of calculations at xed values of the
density times acceleration-time product, n1 (shown next to
the curves in units of 1010 cm−3 s). b) Results of calculations
at xed value of the mean charge of 30 MeV/n Fe ions; param-
eter n 1=(1010 cm−3 s) = 0:025, 0.045, 0.075, 0.2 for S = 0,
0.25, 0.5, 1, respectively.
sections’ estimates (Fig. 1). Those uncertainties can aect
the mean equilibrium charge (Fig. 2), but their eect on
our nonequilibrium calculations is shown to be small (e.g.,
Fig. 3, n  1  1010 cm−3 s). This is because the high-
energy structure of the ionization cross sections becomes
important when the ion charge is below the equilibrium
value Qeq, and the fact that the high-energy asymptotes
coincide for all three versions of the cross sections’ esti-
mates used. As a result, theoretical estimates of the pa-
rameter n t are largely independent of the uncertainties
in the cross sections’ estimates (Fig. 4). We also nd that
estimates of n  t are not sensitive to the energy depen-
dence of the acceleration rate.
Based on our nonequilibrium kinetic calculations, we
nd the eect of proton-impact ionization on Fe charge
states to be signicant without regard to the particular
version of the ionization cross section adopted. Inclusion of
the proton-impact ionization reduces the estimated values
of the n t by a factor of 2−3 as compared with results
of only electron-impact ionization included. Dierences
in the versions of the proton-impact ionization cross sec-
tions seem to have little eect on highly nonequilibrium Fe
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charge states during acceleration. In contrast, equilibrium
charge states are found to be quite sensitive to the choice
of the cross sections’ estimates. In application to the en-
ergy dependent charge states of solar energetic ions, we
estimate that uncertainties in the theoretical parameter
n  t due to dierences in the proton-impact ionization
cross sections’ estimates are 20%. Further experimental
studies of proton-impact ionization of Fe ions are impor-
tant for more realistic modeling of the plasma ionization
processes in the solar corona.
Modeling of the particle acceleration is frequently per-
formed in the escape-time approximation (e.g., Kocharov
et al. 2000b). A shape of the accelerated ion energy spec-
trum is ruled by both the energy dependence of accelera-
tion time (acceleration rate) and the energy dependence of
the leaky-box escape time. As one can learn from Fig. 5b,
experimental measurements of the charge-energy prole
possess a potentiality to deduce the energy dependence
of acceleration time independently of the energy depen-
dence of the escape time. Simultaneous use of the observed
charge-energy proles and energy spectra could enable one
to decouple in empirical manner the ion acceleration time
and the escape time. Such a determination of energy de-
pendencies of the two characteristic times might provide
a test/clue for theoretical acceleration models developed
so far and expected in future.
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