Montclair State University

Montclair State University Digital
Commons
Department of Computer Science Faculty
Scholarship and Creative Works

Department of Computer Science

1-1-2014

GreenDSS Tool for Data Center Management
Michael Pawlish
Montclair State University

Aparna Varde
Montclair State University, vardea@mail.montclair.edu

Stefan Robila
Montclair State University, robilas@mail.montclair.edu

Cynthia Alvarez
Montclair State University

Christopher Fleischl
Montclair State University

See next page for additional authors

Follow this and additional works at: https://digitalcommons.montclair.edu/compusci-facpubs
Part of the Computer Sciences Commons

MSU Digital Commons Citation
Pawlish, Michael; Varde, Aparna; Robila, Stefan; Alvarez, Cynthia; Fleischl, Christopher; and Serviano,
Genesis, "GreenDSS Tool for Data Center Management" (2014). Department of Computer Science Faculty
Scholarship and Creative Works. 313.
https://digitalcommons.montclair.edu/compusci-facpubs/313

This Conference Proceeding is brought to you for free and open access by the Department of Computer Science at
Montclair State University Digital Commons. It has been accepted for inclusion in Department of Computer Science
Faculty Scholarship and Creative Works by an authorized administrator of Montclair State University Digital
Commons. For more information, please contact digitalcommons@montclair.edu.

Authors
Michael Pawlish, Aparna Varde, Stefan Robila, Cynthia Alvarez, Christopher Fleischl, and Genesis Serviano

This conference proceeding is available at Montclair State University Digital Commons:
https://digitalcommons.montclair.edu/compusci-facpubs/313

2014 5th International Conference on Information and Communication Systems (ICICS)

GreenDSS Tool for Data Center Management
Michael Pawlish*, Aparna S. Varde+ *, Stefan A. Robila+, Cynthia Alvarez+, Christopher Fleischl+, Genesis Serviano+
*Environmental Management Program
+Department of Computer Science
Montclair State University, Montclair, NJ, USA
(pawlishm1 | vardea | robilas | alvarezvc1 | fleischlc1 | servianog1)@montclair.edu

Abstract - As society shifts towards the Internet to conduct a
greater share of communications and commerce, the demand for
storage and processing of information is increasing. This is
represented by the growth in data centers and energy usage.
Traditionally, energy usage with respect to the greening of data
centers has been a secondary concern. However, with the
escalating total cost of ownership, and the ability to use smart
meters this has become more important to monitor for increased
savings. This paper describes the research conducted leading to
the development of a software tool called GreenDSS (Decision
Support System for Green Data Centers). The paper presents the
research and development of this decision support system from
an interdisciplinary perspective. It proposes and tests relevant
hypotheses, explains knowledge discovery through data mining
techniques and concludes with strategies towards a more
sustainable operation of data centers in organizations for
enhanced energy management.
Keywords – Decision Support Systems; Green Information
Technology; Knowledge Discovery; Power & Energy Usage

I. INTRODUCTION
Data centers have been on an expanding growth trend since the rise
of the Internet. In the rush to build the infrastructure necessary to
support this communications leap, energy efficiency has been a
secondary concern [18]. Traditionally, the leading concerns have
been fast and reliable service but with the market maturing managers
are increasingly seeking cost savings while seeking more sustainable
solutions [2, 4]. The importance of pursuing more and sustainable
solutions are that energy usage can be reduced which increases
greenness in the environment by lowering the carbon footprint of the
organization with the implementation of smart meters [5, 8]. The
carbon footprint of an organization is the total sum of carbon dioxide
and equivalents from the burning of fossil fuels [15].
One of the next waves of big data analysis is in energy
management for greenness [9, 10]. Traditionally, energy usage was
typically recorded monthly in most data centers. However, with the
installations of smart meters and sensors, data center operators have
the ability to instantaneously react to current energy usage. This
therefore permits them to make decisions by analyzing the impacts of
various operations and parameters on energy data management.
In this paper, we focus on the research and development of a
software tool called GreenDSS, i.e., a Decision Support System for
Green Data Centers. This is designed to support the users’ decisions
on several aspects of energy data management such as Power Usage
Effectiveness (PUE), carbon footprint and energy consumption. The
PUE is an energy efficiency ratio of total facility power divided by
the IT power that gives the user an estimate of how efficiently the
data center is utilizing energy [16]. We put forth certain hypothesis
978-1-4799-3023-4/14/$31.00 ©2014 IEEE

pertaining to power usage and test them with real data from a typical
university setting. We also conduct knowledge discovery with the
data mining techniques of case based reasoning and decision trees in
order to predict various outcomes in decision support. The results of
the hypotheses testing along with the knowledge discovered from
CBR and decision trees are used to design suitable questions that
users are likely to pose to the GreenDSS. The corresponding answers
are presented with relevant explanation.

II. PROPOSED HYPOTHESES AND TESTING
A. Hypotheses Outline
Data centers use a tremendous amount of power. The two main
sources of power usage are the energy to run the servers and the
energy for the cooling of the data center. In this paper we test two
sets of hypotheses involving this power usage.
The first set of hypotheses to be tested is to see what is the
relationship of outside air temperature to energy usage, what would
be the change in energy usage, the total carbon footprint, and the
Power Usage Effectiveness (PUE). The definition of the PUE is a
ratio of total facility energy divided by information technology
equipment energy that is a common metric in the data center industry.
We would expect that with an increase in outside temperature of the
data center, energy use would increase. In addition, we would expect
the total carbon footprint to decrease and the PUE to subsequently
decrease when outside temperatures dropped. Stated formally are the
following hypotheses:
H1-The higher the outside temperature, the greater is the energy
used by the data center.
H2-The higher the outside temperature, the greater is the carbon
footprint for the data center.
H3-The higher the outside temperature, the greater is the PUE for
the data center.
The second set of hypotheses to be tested pertains to the
following. Since data centers are built for extreme load, therefore the
greater the utilization rate, the greater is the amount of electrical
consumption. Based on our study of the literature and knowledge of
the domain, we would expect that with increasing use measured by
utilization rate there would be a subsequent increase in energy usage
and the carbon footprint. In addition, we would expect that the PUE
would increase under these conditions. Stated more formally are the
following hypotheses:
H4-The greater the utilization rate in the data center, the greater is
the energy usage.
H5-The greater the utilization rate in the data center, the greater is
the carbon footprint.
H6- The greater the utilization rate in the data center, the greater is
the PUE.
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B. Background for Conducting
Tests
Parameter
Monitoring

For enhanced energy management two diagrams are shown from a
source called the Building Management Software (BMS) program. In
Figure 1 the BMS for the fans on the roof of the building where the
data center is housed is presented. The importance of presenting this
figure is that the fan and pump system for the concerned data center
uses an estimated 75% of the total energy for the entire building. In
addition in our calculations for total energy used, the fans and pumps
also use a greater share of the total.
The percentage of energy consumption of the fans and pumps
seems to makes up the greater share in the numerator of Total Facility
Energy in the PUE Equation. The equation for PUE equals:
-----Eq. 1
PUE=
Where TFE equals Total Facility Energy that is the summation of
various energy systems primarily the Power Distribution Units (PDU),
air-conditioning system, pumps/fan system, and lighting system. The
ITEE equals the IT Equipment Energy that is the power going to the
servers that is usually measured in the PDUs [15]. Therefore, if the
fans and pumps energy use could be lowered there would be a
decrease in the Total Facility Energy that would lower the PUE since
IT Equipment Energy would remain the same. This is an important
observation since the cooling system has a free cooling component in
that when outside temperatures are below 45 degrees Fahrenheit (F)
(7.2 degrees Celsius (C)) the air conditioner compressor turns off and
uses the outside air to cool the room. This concept of free cooling has
a significant energy savings at temperatures below the set point of 45
degrees Fahrenheit (7.2 degrees C).
In Figure 2 a thermo map of the data center is presented. As
stated earlier, it is important to monitor temperatures to prevent hot
spotting. The term hot spotting refers to a server or rack of server
failing due to excessive heat [3]. Notice that in Figure 2 there are
two potential hot spots in Temperature Sensor (TS) 14 and 16 with
temperatures at 83 degrees F (28.3 degrees C) and 85.2 degrees F
(29.5 degrees C).

We now present Figure 3 and 4 that is a snapshot from the website
for the GreenDSS tool. The four variables displayed so far are outside
air temperature and humidity along with the PUE and the carbon
footprint. The fluctuations presented on the left hand side for the PUE
and carbon footprint are due to establishing a baseline of the correct
estimates. After a baseline was established the PUE and carbon
footprint leveled off. The importance to the leveling off is that we
now feel comfortable in conducting the proposed hypotheses tests.

Fig. 3. Parameter Monitoring for Temperature and Humidity

Fig. 4. Parameter Monitoring for PUE and Carbon Footprint
Figure 3 depicts the monitoring of the parameters temperature
and humidity on a specific date range. Figure 4 shows similar
monitoring for the parameters PUE and Carbon Footprint for a given
date range. The user of the GreenDSS is able to adjust the dates to
visualize the different ranges of the change in temperature and
humidity levels. This parameter monitoring section introduces the
next section of presenting the results of testing the hypotheses.

D. Results of Hypotheses Testing
Fig. 1. Building Management Software of External Fans on Roof

For hypothesis 1 where the higher the outside temperature, the
greater the energy used by the data center, we experienced mixed
results. In general, we did see total energy level decrease with lower
outside temperatures, but in some situations there was an increase in
energy usage. We believe that there must be some sort of lag time
effect, or the result of the free cooling effect that is giving us mixed
results. However, for a representative case we present the following:

Fig. 5. Outside Temperature (in Fahrenheit) vs. Time

Fig. 2. Thermo Map of the Data Center
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in this example the carbon footprint is

Table 1. Outside Temperature

Table 2. Total Power and PUE
Figure 5 represents a plot of outside temperature in degrees
Fahrenheit versus time in hours. Table 1 depicts the outside
temperature as standard average, low average and high average on
different dates along with the respective differences. Table 2 presents
the total power and IT power in kilowatt-hours along with the power
usage effectiveness (PUE) for different dates. It also includes the
energy difference between those dates. Based on this, we have the
following calculations.
-------(Eq. 2)
.
Where ED equals Energy Difference by subtracting Total Power on
11-22-13 minus Total Power on 11-24-13, and TD equals
Temperature Difference by subtracting Avg. Temp on 11-22-13 minus
Avg. Temp. on 11-24-13
6375.69 5242.35
54.66 26.08
.
39.65
Therefore, in this example using Figure 5 that is a representative so
far in our study, we find that for each degree change in lower
temperature, approximately 40 kWh less power was used. This
corroborates hypothesis 1. (At this time we must reiterate that there
were certain occasions when we actually found a reverse relationship
and finding the cause of that presents the potential for further work).
Now consider hypothesis 2 that states that the higher the outside
temperature, the greater is the carbon footprint of the data center. In
this example, we did indeed find that the carbon footprint would be
greater with higher temperatures. Presented in Equation 3 is the
calculation of the carbon footprint, along with the summary data in
Table 3. This tabulates the total energy in kilowatt-hours, its product
with 1.34 (standard value for national average) and the total carbon
footprint in metric tons per day [15].
CF = Total Energy Usage in kWh * 1.34 lbs/kWh * 1 metric
ton/2,204.6lbs----------------------(Eq. 3)
Where CF equals the Carbon Footprint, Total Energy (TE) equals
the energy used by day for the cooling system and the PDUs, 1.34
lbs/kWh equals the national average for carbon emissions, and 1
metric ton equals 2,204.6 lbs [9].

Table 3. Carbon Footprint

higher with increased temperatures.
We now test Hypothesis 3, namely, the higher the outside
temperature, the greater is the PUE of the data center. In the given
example, we found by examining Table 2 that this relationship was
true. The PUE is as defined in equation 1, and the final PUE values
are given in Table 2.
We further proceed with the testing of Hypotheses 4, 5, and 6
which pertain to the relationships between the utilization rate in the
data center and energy usage, carbon footprint and PUE respectively.
While testing this, we found an interesting trend in the data. In order
to explain this, we refer to Figure 6 that plots the power in kilowatthours versus time in hours for each of the four PDUs (Power
Distribution Units).
The hypotheses 4, 5 and 6 stated that the greater the utilization
rate in the data center, the greater would be the energy usage, carbon
footprint and PUE value. The interesting trend that we noticed over
multiple days is that while it would be expected that energy use in the
PDUs that supply power to the servers would vary with the amount of
users; as indicated in Figure 6, there was little variance. This
tentatively indicates that regardless to the number of the users on the
system, the power consumption remains relatively stable. From an
energy management perspective, designing future data centers that
can adjust power with utilization rate could save significant amounts
of energy.

Fig. 6. PDU Power in kWh versus Time
This is a useful observation encountered while testing
hypotheses pertaining to utilization rate in data centers that were put
forth based on our theoretical study. It only stresses the fact that there
is often a difference between theory and practice. However, we must
note that the hypothesis testing here has been conducted with real
data from one particular university setting. Though this setting is
fairly typical, it could happen that different results could be observed
in the data centers of other institutions. This would be based on the
manner in which their power is distributed over various units that
could affect utilization rate in data centers and other parameters such
as carbon footprint and PUE.

III. DATA MINING WITH CBR AND DECISION TREES
A. Case Based Reasoning for Data Center Management
A data mining technique that has been deployed in the research and
development of GreenDSS is case-based reasoning (CBR) which
involves proposing solutions to problems based on analogous
solutions of similar past problems [1]. A popular CBR approach is
the R4 paradigm, a 4-step cycle of retrieve, reuse, revise and retain.
This retrieves the most similar past case, reuses it as much as possible,
revises it using adaptation to fit the current case and retains the
revised case for future use. This R4 cycle is applied in our context to
collect data on cases in green energy initiatives and draw analogies to
offer solutions to new cases in the greening of data centers. For data
center management, CBR is supportive when updating hardware in
that, relevant prior cases can be obtained and processes can become
more automated, with adaptation methods as needed.
For instance, consider Figure 7 where this CBR example refers to
a data center in Google and suggests that moving email processes for
large organizations to the cloud can lower the PUE and the carbon
footprint. This along with related documentation enables Google
personnel to reuse past performance metrics to understand the
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to increase CPU busy rate. The 75%
revising for the current scenario perhaps the greatest decrease in the
CPU busy rate is significant since the rate suggests a trade off where
carbon footprint by shifting to Gmail is to decrease of 103kg/year to
performance or speed is balanced between higher energy efficiency.
1.23 kg/year [6, 7]. After revising the Google case, knowledge is
If idle time were less than 75%, it would be advisable to shift future
retained as a learned case and stored in the previous cases database.
demand to a cloud provider, keeping current operations the same.
In this example the PUE was reduced by 46%. This adaptation is
done by altering relevant parameters in the current case, and the
learned case is stored for future use. This example illustrates how
CBR is useful in developing the GreenDSS. It promotes better energy
management by saving 167kWh/year and reducing carbon emissions
by up to 100 kg/year. Thus, the CBR R4 paradigm is useful for
administrators to retrieve previous cases where the PUE and carbon
footprint have been decreased at other organizations. In this example,
they can use the CBR example to support decisions on shifting to
cloud providers.

Fig. 8. A Decision Tree based on CPU Busy Rate

IV. DSS QUESTIONS AND ANSWERS
Presented below are some of the questions that users could pose
to the GreenDSS tool along with the corresponding answers that the
tool would output to the users. The CBR Example and Decision Tree
were used for the foundation of the questions.
1.

What would be the effect on the PUE when the number of
servers is cut in half?
Answer to question 1: There appears to be a general trend where the
PUE actually increases when the number of servers is cut in half as
seen in Table 4. The assumptions would need to be further tested, and
a future area of research would be how the fan and pump energy
usage effects total energy usage.
Fig. 7. CBR Example for Lowering Carbon Footprint

B. Decision Trees for Data Center Management
While CBR entails logical analysis based on specific cases, decision
trees provide generic inferences based on their tree-like structure of a
root depicting a starting point, paths on various decision choices and
leaves with the actual decisions representing expected outcomes or
actions [13]. This is useful as illustrated in the following example. A
significant aspect of data centers is the utilization rate as explained
earlier in this paper. Data centers are fueled by the users’ constant
demand for information and continuous uninterrupted service.
The decision tree in Figure 8 represents an examination of two
parameters, i.e., CPU busy rate and idle time. The CPU busy rate is
defined as the percentage of time during which the CPU is actually
processing operations. The idle time is calculated as the percentage of
time during which nothing is being processed (clearly depicting
underutilization). We analyze the CPU busy rate by partitioning it
into four equal ranges of 25% each. Tracing each path of the tree
yields a leaf with an expected action. For instance, if the CPU busy
rate is less than 25%, a significant downsizing of the data center is
suggested. The tree paths here are self-explanatory. Note that a
phantom server shown in the last leaf refers to a server whose
utilization is so low that it has reached the state of a phantom or a
ghost. A phantom server is a server or rack of servers that has been
left on where the units are not performing any functional work. This
usually occurs when new system administrators take over a data
center and are not sure about what each server does, so the servers are
simply left on to use up resources [11].
For example, we found that the data center in our university
setting is in the 25-50% range, thus based on idle time the data center
is too large. The expected action is to increase virtualization if idle
time is more than 75%. Virtualization is the process of placing more

Table 4. Energy Usage & PUE
2.

What would be the percentage increase in the PUE after
the number of servers is cut in half?
Answer to question 2: There is a general trend of the PUE increasing
by approximately 18% when the number of servers is cut in half. This
figure as stated above would be adjusted when the fan and pump
energy can be better predicted. The equation for this calculation is
listed below:
100------(Eq.4)
%∆
2.64 2.24
100
%∆
2.24
%∆
17.85%
3.

What would be the percentage change in energy
consumption by lowering the internal temperature of the
data center by 2 degrees Fahrenheit?
Answer to question 3: When outside temperatures are approximately
equal, raising the temperature in the data center is likely to result in a
slight decrease in energy usage of 35 kWh. The PUE would remain
the same in both cases. Please refer to Table 5 for details.
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and the calculation below for details.

Referring to the concerned data, we have:
average kWh per degree Fahrenheit

Table 5. Energy Usage & PUE
4.

What is the typical fluctuation in the PUE over the study
period?
Answer to question 4: After adjusting the energy usage of the pumps
and fans that are one of the primary sources of electrical consumption
variance, that PUE in our data center is around a steady 2.0, and there
is not much daily fluctuation.

Energy Difference
Temperature Difference

Where energy difference is Total Power on 11-14-13 minus Total
Power on 11-21-13, and Temperature Difference is Avg. Temp. on
11-14-13 minus Avg. Temp. on 11-21-13
2651.90
average kWh per degree Fahrenheit
5.73
average kWh per degree Fahrenheit 462.80

5.

What is the average kWh change per degree Fahrenheit
for the most extreme temperature differences in the study
period?
Answer to question 5: For each increase in degree Fahrenheit the
expected change would be an increase of 39.65 kWh.
Fig. 9. Outside Temperature (in Fahrenheit) versus Time

Table 6. Outside Temperature
Table 8. Temperature Difference

Table 7. Total Power and PUE
------------------------(Eq. 2)
Where Energy Difference is Total Power on 11-22-13 minus Total
Power on 11-24-13, and Temperature Difference is Avg. Temp on 1122-13 minus Avg. Temp. on 11-24-13
6375.69 5242.35
54.66 26.08
39.65
6.

What would be the effect of a 1 degree Fahrenheit
increase due to climate change on this case study data
center?
Answer to question 6: In this situation, the data center would need to
use 39.65 kWh of power to keep the internal data center temperature
at the same level.
[Note that the calculation displayed to the user for this answer would
be similar to that for the answer to question 5, so we are not repeating
it here. It would be seen in a live demo of the GreenDSS.]
7. What is the average kWh per degree Fahrenheit for two
days with similar or trending outside air temperature?
Answer to question 7: For each decrease in degree Fahrenheit the
expected change would be an increase of 462.80 kWh. This extreme
difference demonstrates that there is still a need to obtain a baseline
for the fan system that uses the greatest share of energy usage. Please

Table 9. Energy Usage & PUE
8.

What would be the effect of a 1 degree Fahrenheit
increase due to climate change on this case study data
center?
Answer to question 8: The data center would use 462.80 kWh of
power for each degree cooler. While this situation does not seem
logical, it demonstrates the variance in the data.
9.

If we downsize our data center and reduce by one half the
number of servers by shifting traffic to a cloud provider.
What is the effect on the carbon footprint?
Answer to question 9: The carbon footprint on a typical day would be
reduced from 3.88 metric tons per day to 2.28 metric tons per day at
our data center. The critical point here is by shifting to a cloud
provider is the cloud provider more efficient in energy use? This is an
important question that our research team has struggled with, and we
feel that cloud computing in general is more efficient from an
environmental management perspective. To support our argument we
must examine PUEs at our data center and leading cloud providers.
At our data center we operate at a PUE of around 2.0 where leading
cloud providers operate at slightly above a 1.0 PUE. Therefore, in
general cloud providers are more energy efficient than our data center
that is also fairly typical for an organization.
Refer to Table 8 for details. Assuming that the cooling would be also
cut in half and that the fan and pump would stay the same, the result
is the following:
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CF = Total Energy Usage in2014
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lbs/kWhConference
* 1 metric on Informationgreen
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GreenDSS
tool that is an important outcome
ton/2,204.6lbs
of our research is useful in supporting decision-making processes in
Where CF equals the Carbon Footprint, Total Energy (TE) equals the
energy data management and greening of data centers. GreenDSS
energy used by the day for the cooling system and the PDUs, 1.34
would be useful in providing better management of energy in data
lbs/kWh equals the national average for carbon emissions, and 1
centers and contributing towards greening the planet.
metric ton equals 2,204.6 lbs.
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