Introduction
Let (M n ,-flf), n > 2, be a connected compact n-dimensional manifold. We will consider the flow by the equation where g is the metric, R is the scalar curvature, and /o is an arbitrary smooth function on M. We shall assume that F : R -► R is a smooth function with F' < 0. The assumption that F' < 0 is to make (1.1) a parabolic equation. Our work is motivated by the study of the following equation, which we refer to as Hamilton's Ricci flow when n = 2 and Yamabe flow when n > 3 respectively:
i-(r-SW,
where r is the average of R. Hamilton proved Theorem 1.1. (Hamilton [5] ). Let (M,g ) be a compact oriented Riemannian surface.
(
1) If M is not diffeomorphic to the 2-sphere S 2 , then any metric g converges to a constant curvature metric under the Hamilton-Ricci flow. (2) If M is diffeomorphic to S 2 , then any metric g with positive Gaussian curvature on S 2 converges to a curvature of constant metric under the Hamilton-Ricci flow.
Later on, Chow [2] removed the assumption in Hamilton's theorem that a metric on S 2 has positive scalar curvature. Recently, a new proof to the Hamilton and Chow's results was given by Bartz, Struwe and Ye [1] . They used the Aleksandrov reflection method to prove a gradient estimate, which then easily yields uniform smooth estimates of the solution by linear theory and bootstrapping. Ye [11] also used a similar method to study the Yamabe flow on a compact manifold with dimension n > 3. The most important result in that paper is Theorem 1.2. (Ye [11] )Assume that (M,g ) is locally conformally flat with positive scalar curvature. Then for any smooth function fo, the Yamabe flow has a unique smooth solution on the time interval [0, oo). Moreover, the solution metric g converges smoothly to a unique limit metric of constant scalar curvature as t -► oo.
The purpose of this paper is to study more nonlinear analogues of the Yamabe flow on compact manifolds.
We write 5 = e 2^g and let R be the scalar curvature of (M, 
|2
It is well-known that there is a unique solution to (1.2) on M x [0, To) for some short time TQ. In section 2, we shall prove that the solution exists as long as ||/(-,t)||ci(M) is bounded. In section 3, we prove that the scalar curvature R is exponentially decaying if we assume that F > 0, which we refer to as the expanding flow. We also obtain a uniform gradient estimate for / in section 3. In section 4, we prove the crucial Hessian estimate for the expanding flow. In section 5 and 6 we prove that |VA/| and |AA/| are uniformly bounded under the expanding flow. In section 7, we use a bootstrapping argument to show that all the higher derivatives are uniformly bounded and prove our main result for the expanding flow. Our main result is the following Gr^0^5 converges in C 00 norm to a smooth metric goo on M.
1 Throughout this paper we will use A and V as the Laplacian and the covariant derivative with respect to the background metric g on M respectively. Like Hamilton interprets the Ricci flow as the Heat flow for the Ricci curvature, we can interpret the equation (1.1) as a nonlinear Heat flow for the scalar curvature function. Thus we believe that the metric goo should have some interesting geometric properties. It seems to be natural to conjecture that the scalar curvature of goo is a constant.
A general long time existence theorem.
In studying equation (1.2), one of the main difficulties is to prove the long time existence. As mentioned in the introduction, in this section we shall prove that the solution / to (1.2) exists until ||/(-,t)|lci(Af) blows up. More precisely, we shall prove the following The idea of the proof of Theorem 2.1 is similar to the idea in [4] . We first need to compute a few evolution equations.
Lemma 2.2. The evolution equation for R is
Proof. We differentiate (1.3) with respect to t and use the equation ft = ^F(R), we have
By straightforward computation it's also easy to see □ 
Here F' = F'(R). We can write < -C 7 R 2 + Cg.
Let ^max^ max^(a;, t) then by maximum principle and that F' < 0, we have
which proves that 0max < Cg. We remark that ^max is only a Lipschitz function and inequality (2.4) is interpreted as in section 3 of [7] . A lower bound on </> can be proved analogously, hence we have shown that F(R) is bounded. The next step is to show that R is bounded. By the evolution of R
using the estimate on F(R) and applying maximum principle, it is easy to prove that R is bounded on [0,Too).
To get a contradiction, we still need to have all the higher derivatives bounded. We again consider the equation for W (2.6)
Since both W and R are bounded, F' o F _1 (W) is also bounded, hence we may apply Theorem 4.2 in [10] to conclude that ||W"|| c< w Mx r 0)Too NN < C, which implies that \\R\\ Ca{Mx[0tToo)) < C and
bounded, we need V/ being bounded in C a norm. For this purpose, we first observe that sup ||/ (•, t)\\ C 2,oc( M ) < C from (2.3) and linear elliptic theory.
We then look at the evolution of V*/ 
=^ is a smooth function. Proof The Aleksandrov reflection method in Ye [11] can be used to get |V/|<C for some C depending only on F and /o, hence the corollary follows easily.
□

Expanding flows
From now on, we shall assume that F* < 0 and F > 0, which we refer to as the expanding flow because / is always increasing under the flow. Intuitively, since the metric is getting bigger, we expect that the manifold will become flatter after long time. In fact, we can show that the scalar curvature R is exponentially decaying. Proof. We first prove that R is bounded. Define J? m ax = max #(#,£) and x€M Rmin = TmnR(x,t) . By maximum principle and (2.5), we get
Similarly,
From (3.1) and (3.2), there exists some N such that |ij| < N , hence 
Using R = 2 (n -1) e- Hence by Lemma 3.1 and Corollary 3.2 it follows easily that * < C. □
We should comment that the gradient estimate for this problem is easy, but in the cases of Ricci and Yamabe flow the gradient estimates are hard and the key. 
Uniform estimates for |A/| and |VV/|
The Hessian estimate is central when studying general nonlinear parabolic equations. In fact, with the extra assumption that F is concave, a uniform C 2 estimate combined with Krylov's theorem (see [9] ) yield a uniform C 2^ estimate of the solution. We then can bootstrap to get all the higher derivatives estimates. Although Krylov's theorem does not apply to more general case without assuming concavity of F, a uniform Hessian estimate is still the first essential step for getting higher derivatives estimates.
In this section we are going to prove the Hessian estimate. The strategy of obtaining Hessian estimate is the following :
I. We first obtain an estimate for A/. In fact, from (1.3) and Lemma 3.1, we can get a Laplacian estimate depending on time. But to get a uniform estimate for A/ we need to calculate the evolution equation for A/ then apply maximum principle.
II. We then use the estimate for A/ to prove an estimate for | VV/| by estimating a quantity involving both A/ and |VV/|. The reason for doing so will become clear as we proceed in our proof.
We shall start with the estimate of A/. Therefore we obtain the following inequality by maximum principle Here we used |VVV/| 2 > i |VA/| 2 .
Uniform |VA/| estimate
In general, for fully nonlinear parabolic equations, a uniform Hessian estimate is not strong enough for bootstrapping to obtain all the higher derivatives estimates. Therefore we still need to estimate some other higher derivatives of /. We shall see in section 7 that a uniform estimate on | AA/| is good enough for bootstrapping to get all the C k,a estimates. In this section we are going to get an uniform estimate on |VA/|, and in the next section we will use this estimate to prove an uniform estimate on |AA/|. In this section, we are going to use all the estimates we have gotten so far to show that |AA/| is uniformly bounded. Then in the next section we shall use a bootstrapping argument to bound all the C k,a norms of /. +C104 IVVV/| + C105) for t > Tn.
With some lengthy calculations (we omit the details), we can obtain the following inequality. Using estimates on |A/| and |AA/|, we may apply standard elliptic theory to get (7.1) ||A/(-, t)\\ cl , a{M) < C for some a e (0, 1).
Define /= / -G(0)t, then
We note that the covariant derivatives of / with respect to the space x is the same as those of /. By Lemma 3.1, we have ft -+ 0 exponentially. Hence / converges to some function /oo as t -> oo. In particular / is uniformly bounded. Therefore from (7.1) and elliptic Schauder estimate we can get 
<c.
We are going to prove that all the derivatives of / are also uniformly bounded -QOOand then it follows easily that / -► /oo. Proof Let R = e 2G^t R be the corresponding scalar curvature of the metric g = e 2 ?g. From (2.1), it is easy to calculate the evolution equation for R Thus we can apply Schauder estimate(see [8] , p.80) to get Hence by (7. 3) and (7.5) we get /(•, r) Q.E.D.
Proof. [1.
3.] By taking the covariant derivatives of (7.2) and using (1.2), we V k ft = e~2f(sum of terms involving derivatives of /).
--QO=>
Therefore V ft -► 0 exponentially and hence / -> /©©, which proves Theorem 1.3. □ Acknowledgment. I would like to thank Professor Bennett Chow under whose advice this paper was written. I am especially indebted to him for his patient guidance and constant encouragement through the years. I also would like to thank Mr. Dong-Ho Tsai for many helpful discussions.
