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cases thereof. The first special case is known as range median, which arises when k is fixed to (j − i + 1)/2 . The second case, denoted prefix selection, arises when i is fixed to 0. These problems have obvious application in statistical analysis, and have been studied extensively in the last few years, see e.g. [5, 16, 18, 21, 27, 28, 4, 15, 7] . Actually, prefix selection is the inverse of twodimensional dominance counting which has also been studied extensively; see e.g. [24, 20, 8] . Given an input point set in the plane, a dominance counting query (x, y) returns the number of points in the two sided rectangle (−∞, x]×(−∞, y]; a prefix selection query (x, k) returns how large y must be for the two-sided rectangle to contain k points. Finally, we also consider the bounded rank prefix selection problem and the fixed rank range selection problem. In the former, data structures must support prefix selection queries under the assumption that k ≤ κ for some value κ ≤ n given at construction time, while in the latter, data structures must support range selection queries where k is fixed beforehand for all queries. For fixed rank range selection we assume k ≤ n/2, since otherwise we can enforce this restriction by negating all array entries and fixing the query rank to n − k.
The main results of this paper are tight lower bounds for range selection, prefix selection and range median. Surprisingly our lower bounds show that all three variants are equally hard. These results naturally leads us to investigate under what conditions one can improve on these bounds. Specifically we provide a new data structure for range selection where the query time is a function of k instead of n, i.e. the data structure is adaptive to k. Finally, we prove lower bounds for bounded rank prefix selection and fixed rank range selection. These bounds not only show that our adaptive data structure is optimal except for very small values of k, but moreover they have interesting implications for generalizing range minimum queries.
Previous Results.
All upper bound results are in the word-RAM model of computation. In the word-RAM model the memory consists of words of w bits and we can access any word in constant time. Standard word operations like arithmetic, shifts, and logical operations can be performed in constant time. We use the standard assumption in the word-RAM that w = Θ(log n). The lower bounds we consider are all in the cell probe model. This is the word-RAM where the complexity of an algorithm is the number of memory cells the algorithm accesses. All other computations are free. Clearly lower bounds in the cell probe model applies to data structures in the word-RAM.
The upper bounds for range selection and the special cases thereof achieved so far divide naturally into two categories, data structures using near-linear space and with polylogarithmic query time, and data structures using close to n 2 space but with constant query time.
Polynomial Space. A data structure supporting range median queries in constant time using O(n 2 log log n/ log n) words of space was presented in [21] . The space bound was later improved to O(n 2 log (k) n/ log n), where log (k) n is the logarithm applied k times, for any constant k [27] , and then to O(n 2 (log log n/ log n) 2 ) space [28] . Finally, a data structure that supports range median queries in expected constant time with expected O(n 3/2 ) space, under the assumption that all inputs are equally likely was presented in [16] .
Near-Linear Space. In [21] , the authors present an O(n log 2 n/ log log n) space data structure that answers range median queries in O(log n) time. A linear space data structure capable of answering range median queries in O(n ε ) time for any constant ε > 0 was also given. These results were later improved to linear space and O(log n) query time by data structures in [16, 15] , which also supports range selection queries in the same bound. Finally, a linear space data structure with O(log n/ log log n) query time for range selection was developed [5] , where it was also shown how to augment the range selection data structure to support 2-d dominance counting queries in the same query bound. In fact, the same approach can easily be applied to the data structure of [16] , thus, it seems there is a strong connection between these two problems.
Lower Bounds. In the word-RAM there are no known lower bounds for any of the selection problems. However, in [24, 25] a cell probe lower bound was shown for the related problem of 2-d dominance counting. This lower bounds states that any data structure that uses S words of space needs Ω(log n/ log(Sw/n)) time to answer a query. The two papers proves the lower bound with radically different approaches. Given that the current range selection data structures also support 2-d dominance queries, one might conjecture this lower bound also applies to range selection. However, such a lower bound does not follow from either of the two approaches, and perhaps a completely different strategy to designing range selection data structures could give query bounds below the lower bound for 2-d dominance counting.
1.2 Our Results. We settle the complexity of range selection, prefix selection and range median for nearlinear space (n log O(1) n) data structures by providing cell probe lower bounds that match the best previous upper bounds. Surprisingly, our lower bounds show that all three variants are equally hard, thus, nothing is gained by restricting attention to the seemingly easier special cases of range selection. Specifically, we prove that any data structure that uses S space needs Ω(log n/ log(Sw/n)) time to answer a prefix selection query. In particular, any data structure that uses n log O(1) n space needs Ω(log n/ log log n) time to answer a prefix selection query, and any data structure that supports prefix selection queries in constant time, needs n 1+Ω (1) space. This proves that there is an inherent separation between near-linear space and polynomial space data structures for prefix selection. It also shows that the linear space range selection data structure from [5] is optimal. Interestingly, we prove our lower bound by using a classic hard instance for orthogonal range queries. Our approach is to consider the data structure problem as a communication game between the query algorithm and the data structure. We prove the same lower bound for range median queries by an elegant reduction from prefix selection.
Given that we have settled the complexity of range selection it is natural to investigate under what conditions one can improve on the tight bounds. We consider data structures that are adaptive in the sense that their query time depends on k. This adaptive measure has never been applied to range selection data structures, but it has been considered for more than twenty years for several strongly related problems, such as selection in an unsorted array [13] and selection in a cartesian sum X + Y [14] . We give the first adaptive data structure for range selection. We present a linear space data structure that supports range selection queries in O(log k/ log log n + log log n) time. Our approach is an interesting new application of shallow cuttings [22] which are usually applied to reporting problems.
An obvious question is whether our upper bounds are the best that we can hope for. We prove that it essentially is. More specifically, for data struc- S Ω(log n/ log(Sw/n)) Range median S Ω(log n/ log(Sw/n)) Bounded rank prefix selection S Ω(log κ/ log(Sw/n)) Fixed rank range selection S Ω(log k/ log(Sw/n)) Range selection O(n) O(log k/ log log n + log log n)
tures that uses S space we prove a lower bound of Ω(log κ/ log(Sw/n)) for bounded rank prefix selection queries. This proves that our adaptive data structure for range selection is optimal for k = 2 Ω(log 2 log n) , and at most an additive term of O(log log n) away from optimal otherwise. This leads us to study one final intriguing question. For range median queries, k is fixed to a specific function of the query interval. It is not clear what happens if we fix k to some specific value for all queries independent of the query interval, i.e. the fixed rank selection problem. The existence of linear space data structures that support range minimum queries (k fixed to 1) in constant time has been known for many years [19] . Recently there has been extensive work reinvestigating this problem and extending it to two and more dimensions, see [12, 2, 3] . There seems to be no reason to believe that this could not be generalized to give data structures with linear (or near-linear) space and constant query time that works for any fixed k. We prove that data structures using S space needs Ω(log k/ log(Sw/n)) time to answer a fixed rank range selection query. This implies that for any k = log ω(1) n, any data structure that supports range selection queries for the k'th smallest element in constant time needs nk Ω(1) space even when k is fixed for all queries. This final result shows that it is not possible to generalize range minimum data structures to fixed rank range selection.
We have summarized our results in Table 1 .
1.3 Preliminaries. Throughout the paper we will often think of the input array for all the problems considered as a point set in rank space, i.e. we have one point (i, A[i]) for each element in A, and we assume each
Lower Bounds
In this section we prove lower bounds for prefix selection, range median, bounded rank prefix selection and fixed rank range selection data structures, in this order.
The idea follows a current trend (or framework) in data structure lower bounds in the cell probe model initiated in [23] and developed to its current state by Pǎtraşcu and Thorup [26, 25, 24] . The strategy is to define hard input sets of size Θ(n) and hard query sets of b = n/ log O(1) n queries and consider a communication game between two players, Alice and Bob. Alice receives a query set and Bob an input set. Bob builds a data structure on the input he receives and Alice simulates a query algorithm for all of her queries in parallel. Assume that the data structure problem has a solution with S space and query time t in the cell probe model. Then there is a communication protocol where Alice sends t log S b = O(tb log(S/k)) bits and Bob sends btw bits. The lower bound then comes from providing non-trivial lower bounds on the amount of communication needed by Alice and/or Bob. This strategy has been successfully applied several times. We know of [25, 24, 26, 17, 29] .
Lower Bounds For Prefix Selection.
This lower bound proof follows the strategy of Pǎtraşcu in [24] , where a lower bound is proved for data structures supporting dominance counting queries. It seems natural to use this approach given the relationship to dominance counting. For consistency we have used the same notation where possible. The hard input set is basically a modification of the classic bit-reversal permutation which has been used numerous times before [24, 9, 10, 1] . The query sets are essentially evenly spread queries with uniformly random chosen rank k. Similar to [24] , the hardness of the query set is shown by considering linear constraints over the input set imposed by queries and their answers. The main difference lies in the way we force the number of linearly independent constraints to be high.
In this proof we think of the input as a point set in rank space. Our construction will use a parameter B where n = B h . We define an input set I that has between n and 2n points and a set Q of n/B 2 queries. For the queries we are only interested in the y-coordinate of the answer.
Input Set. The input set consists of two parts. The first part is a simple diagonal, D = {(−i, i − 0.5) | 1 ≤ i ≤ n} and the second part is a uniformly at random chosen subset R of the bit-reversal permutation P = {(i, rev(i)) | i ∈ [n]}, where rev(i) reverses the bits of i including leading zeroes. The reason for the diagonal will become clear later. The input set becomes I = D ∪ R. Note that this input is not technically in rank space, but we choose this representation for ease of notation.
Query Set. The query set Q consists of n/B 2 prefix selection queries, 
A query is well separated if it is well separated on all levels. The set of well separated queries we denote Q * . The following lemma is (essentially) proved in [24] . Digit Sets. To capture the relative ordering of close queries we define digit sets Γ i for i = 0, . . . , h − 1. These are similar in spirit to the interleave patterns from [24] . Γ contains a set for each of the B buckets of level . Each set stores the x-coordinate and the h − most significant digits of k for each query from Q in the corresponding bucket. Clearly the digit sets encode Q and have the following simple property (H(·) denotes entropy).
Proof. The only difference between Γ +1 and Γ is one digit per query, and each digit has at most log B bits of entropy.
Linear Constraints. Assume that we fix the answer to all queries. Every query q = (x, k) and the corresponding answer y defines a rectangle (−∞, x]×(−∞, y]. We say that a point p ∈ D ∪ P (not necessarily in I) is contained in query q if p is contained in the rectangle defined by q. The crucial observation is that the answer to q puts a linear constraint on the input, i.e. p∈(P ∪D)∩(−∞,x]×(−∞,y] w I (p) = k where w I (p) = 1 if p ∈ I and zero otherwise. Thus, a set of queries and a set of corresponding answers define a set of linear constraints on I, and it makes sense to talk about the rank of these linear constraints. Consider the linear constraints as a matrix A, where we associate a column in A for each point in D ∪ P and a row in A for each query. We set A i,j to one if the point associated to column j is contained in the query associated with row i and zero otherwise. Clearly rank(A) equals the number of linearly independent constraints imposed on I.
We define Q[E] as the set of all queries that are still possible given an event E. Let E be an event such that |Q * | ≥ 9/10|Q|. The important property of our queries and point set is captured in the following lemma. Lemma 2.3. If the answers to all queries in Q[E] are fixed, and there exists an index where h/2 < < h − 2 such that H(Γ | E, Γ +1 , . . . , Γ h−1 ) ≥ 9/10|Q| log B then we get at least 1/85|Q|B 3/4 linearly independent constraints on I.
Proof. First, we restrict our attention to a carefully chosen subset of queries. This subset is similar to the subset considered in [24] . We include the description of how this subset is chosen for completeness. Then, we prove that this subset imposes the required number of linearly independent constraints on I. This is where our proof differs notably from [24] .
From Γ +1 we learn for each query (x, k) the h− −1 most significant digits of k, and we have thus determined an interval of size B +1 for k. We eliminate all queries that are not well separated on level + 1, . . . , h − 1. Furthermore, if two queries q i = (x i , k i ) and q j = (x j , k j ) are in the same bucket at level and the h − − 1 most significant digits of k i and k j are the same we eliminate both queries. Note that if this is the case then |k i − k j | < B and thus they are not well separated at level . After these two steps, Q * is intact. Furthermore, we eliminate all queries where the (h − − 1)'st digit of the x-coordinate is smaller than B/16. These are the queries with x-coordinate in the first 1/16'th fraction in its corresponding bucket at level . We still have at least 4/5|Q| queries left.
For every query from Q we have deleted we have lost at most log B bits of the entropy (we loose one random digit). Thus, we have 4/5|Q| queries left and the entropy of these is at least 7/10|Q| log B. It follows that there are at least 2/5|Q| queries that have at least 3/4 log B bits of entropy each and thus for each of these we have at least B 3/4 choices for the 'th most significant digit. This means that |Q[E]| ≥ 2/5|Q|B 3/4 . Now we lower bound the number of linearly independent constraints imposed by Q[E] when the answer to each query is fixed. Consider the buckets b 1 , b 2 , . . . of level ordered by x-coordinate and look at the constraint matrix A defined from the queries and the fixed answers. Order the columns by x-coordinate of the associated points. This way, the range of x-coordinates associated with each bucket defines a set of contigu-ous columns in A. Observe that the rows corresponding to queries in b j can only contain nonzero entries in columns associated with b 1 , . . . , b j (ignoring the diagonal D). Thus we can lower bound rank(A) by considering the queries bucket-wise and sum up the results.
Consider the bucket b i . We let P i be the points from P where the x-coordinate is in the first 1/16'th fraction of the range defined by b i . We lower bound the rank of the linear constraints induced by the remaining queries from b i by only considering the points from P i . Since each remaining query from b i has an x-coordinate that is larger than the x-coordinates of all points in P i , the linear constraints depends only on the ordering of the y-coordinates of the points and the answers to the queries. Consider the points from P i sorted by their y-coordinate. Due to the structure of the bit-reversal permutation, two consecutive points in this list differs by precisely 16B on the y-coordinate.
Sort the remaining queries in b i by their k value, and pick every 34'th query from this list. Now consider two remaining queries q 1 = (x 1 , k 1 ) and q 2 = (x 2 , k 2 ) with answer y 1 and y 2 respectively. Assume wlog. that k 1 < k 2 . We show that there is at least one point in P i that is contained in q 2 but not in q 1 . This is true if y 2 ≥ y 1 + 16B .
Since each k value is unique on the h − most significant digits and we only use every 34'th query, we have k 2 − k 1 > 33B . There are at most k 1 + B h− ≤ k 1 +B points from I in the rectangle (−∞, t]×(−∞, y 1 ] where t = (i+1)B h− −1 is the right endpoint of b i , since there are at most B h− points in b i and > h/2. Since x 2 ≤ t there must be at least 32B points contained in q 2 that have y-coordinate larger than y 1 . Note that if we did not include the diagonal in I, it could be the case that there were not 32B points left in I with ycoordinate larger than y 1 . Since I contains at most 2α points in a y-range of length α we conclude that y 2 ≥ y 1 + 16B .
It follows that this imposes at least 1/85B 3/4 linearly independent constraints on I.
Cell Probe Lower Bound. We are now ready to use the general framework and consider a communication game between two players. The lower bound is proved by combining the idea in [24] with Lemma 2.3.
Alice gets a query set Q and Bob an input I chosen uniformly at random as described earlier. Bob builds a data structure for his point set that uses S space, and Alice simulates a query algorithm that uses t cell probes. This gives a protocol where Alice sends t log S |Q| = O(t|Q| log(S/|Q|) bits and Bob sends O(t|Q|w) bits.
We fix each message in the protocol to its most likely value. The inputs that would result in this fixed communication defines a combinatorial rectangle where we let the rows be the possible query sets of Alice and the columns the possible input sets of Bob. Note that this fixes the answers to all queries Alice could still ask since Alice must be able to output the answer to all of the remaining queries without further communication. Denote the rows in this rectangle Φ and the columns Ψ. We define the event E to be Q ∈ Φ.
We restrict our attention to query sets Q such that |Q * | ≥ 9/10|Q|. The information about Q revealed by the communication is H(Q) − H(Q | Q ∈ Φ) = O(t|Q| log(S/|Q|)) since we have fixed the most likely message.
We now assume t < ε log n/ log(S/|Q|) for some constant ε sufficiently small, and derive a contradiction. Since the digit sets encode Q, and we have restricted our attention to Q such that |Q * | ≥ 9/10|Q|, we get from Lemma 2.1 that H(Γ 0 , . . . , Γ h−1 ) ≥ 98/100|Q| log n. We can now write
This is at least 97/100|Q| log n for ε small enough. We can only apply Lemma 2.3 for levels h/2 < < h − 2, thus, we eliminate the rest from consideration by upper bounding the amount of entropy they may contain. The sum of H(Γ h−1 | E), H(Γ h−2 | Γ h−1 , E) and H(Γ | Γ +1 , . . . , Γ h−1 , E) for = 0, . . . , h/2 is at most (h/2 + 3)|Q| log B bits by Lemma 2.2. Since h = log n/ log B, this is at most 51/100|Q| log n for h ≥ 300, and we are left with 46/100|Q| log n bits of entropy. By averaging over the remaining terms, there must exist a level h/2 < < h − 2 for which H(Γ | Γ +1 , . . . , Γ h−1 , E) is at least 92/100|Q| log B and we can apply Lemma 2. 2 } we get a contradiction to our assumption that t < ε log n/ log(S/|Q|). Since h, t = O(log n) = O(w), B = log O(1) n we get the following theorem.
Theorem 2.1. Any data structure that uses S space on an input of size n needs Ω(log n/ log(Sw/n)) time to answer a prefix range selection query.
Reducing Prefix
Selection to Range Median. For this reduction, we consider the input as an array. Given an input array I to the prefix selection problem, we provide an input array M for the range median problem such that any prefix selection query in Note that we can easily transform the elements of M into rank space coordinates, since all we need is that −∞ < I[i] < ∞ for i ∈ [n]. The output of a prefix query (x, k) in I is equal to the output of the range median query (3n − 2( x/2 − k), x + 3n) in M if k ≤ x/2 and the range median query (n − 2(k − x/2 ), x + 3n) in M otherwise.
Corollary 2.1. Any data structure that uses S space for an input of size n needs Ω(log n/ log(Sw/n)) time to answer a range median query.
Lower Bound for Bounded Rank Prefix
Selection. For this lower bound we consider the input as a point set in rank space. Given κ, we construct an input point set of size Θ(n) that consists of Θ(n/κ) disjoint point sets of size Θ(κ) and a set Q of Θ(n/B
2 ) queries each constructed as in Section 2.1.
Let I κ be an input set defined as in Section 2.1 with n = κ, i.e. a diagonal of size κ and a uniformly random subset of the bit-reversal permutation on κ points. We use n/κ such sets I 1 κ , . . . , I
n/κ κ where we translate the points in I i κ by subtracting iκ from each y-coordinate and adding 2iκ to each x-coordinate. Again, note that we can easily transform the point set into rank space.
As in Section 2.1, the query set Q consists of n/B Corollary 2.2. Any data structure that uses S space on an input of size n takes Ω(log κ/ log(Sw/n)) time to answer a bounded rank prefix selection query.
Lower Bound for Fixed
Rank Range Selection. For this lower bound we consider the input as an array. We reduce bounded rank prefix selection to fixed rank range selection with k = κ. Let I and κ be the input to the bounded rank prefix selection problem. We make a new array M by prepending κ entries to I each with value −∞. The output of a bounded rank prefix selection query (x, k) on I is equal to the output of the fixed rank range selection query (κ
Corollary 2.3. Any data structure that uses S space for an input of size n needs Ω(log k/ log(Sw/n)) time to answer a fixed rank range selection query.
Adaptive Data Structure
In this section we describe an adaptive data structure for range selection, that uses O(n) space and supports range selection queries in O(log k/ log log n + log log n) time. We will think of the input as a point set in rank space. Our data structure use at its core the notion of shallow cuttings [22] . Shallow cuttings have mainly been used for reporting problems, but turns out to have several desirable properties for range selection.
A shallow cutting for the -level of I, or an -shallow cutting for short, is a set R of O(|I|/ ) rectangles such that for any query q that selects for the k ≤ smallest element there exists a rectangle in r ∈ R such that q can be answered by performing the same query only on the points contained in r. In such a case we say that r resolves q. Furthermore, any rectangle in R contains O( ) points.
In the following we describe the overall idea behind our data structure and in the next section we fill out the details.
Overall Idea. Let I be the input point set. We construct two predecessor data structures that maps x and y-coordinates to rank space respectively, and a static (non-adaptive) range selection data structure on all the points in I with rank space coordinates. Then, we subdivide I using an -shallow cutting with = n ε where ε < 1 is a constant. The points in each rectangle in this shallow cutting are then stored recursively ( = n ε i at the i'th level of recursion).
To answer a query for the k'th smallest element we start at the first level. We map the query coordinates to rank space using the predecessor data structures and compare k to . If k > we query the (non-adaptive) data structure stored for all the points. Otherwise, we find a rectangle in the shallow cutting that resolves q and answer the query recursively. Once the answer has been determined, we use the predecessor data structures on each level to remap the compressed answer into the point it represents on the previous level until we have finally remapped the answer to a point in I. Note that if k > then the number of points left is at most k 1 ε and thus the query on the non-adaptive data structure takes O(log k/ log log n) time. Secondly, the rank space reduction allows us to compress the coordinates in the recursive subdivisions and save space.
For the non-adaptive data structure we use the optimal range selection data structure from [5] . We express their result a little different to expose the parts that we need.
There is a data structure that uses O(n log(n)/w) words of space and supports range selection queries in O(log n/ log w) time.
Furthermore, we make extensive use of predecessor data structures, specifically for rank space reductions, and we need the following theorem.
Theorem 3.2. There exists a data structure that uses O(n log(n)/w) words of space and supports predecessor queries in O(log log n) time when the universe is of size n O(1) .
Proof. Take a y-fast [30] tree with bucket size w, and store each bucket in a B-tree [11] with B = Θ(w). Use table lookups to perform operations on blocks in constant time.
Finally, we need the following recent result by Chan [6] .
There exists a linear space data structure that supports point location queries in a rectilinear subdivision in O(log log n) time.
3.1 Adaptive Range Selection. In the following we describe how to construct the -shallow cuttings we use in our adaptive range selection data structure and how we locate a resolving rectangle. Shallow Cuttings. Given and a point set I we construct an -shallow cutting for range selection as follows. For the shallow cutting we use three-sided rectangles on the form [x 1 , x 2 ]×(−∞, y] each containing at most 4 points. We associate a key to each rectangle which we need to find a rectangle that resolves a query. The keys are horizontal line segments (x 1 , x 2 , y).
Imagine sweeping a horizontal line from y = −∞ to ∞. While doing this, we maintain a sorted set of split points X = {X 1 , X 2 , . . .} that partition the sweep line into disjoint intervals (X 1 , X 2 ], (X 2 , X 3 ], . . .. Initially, X = {−∞, ∞}. As we move the sweep line we encounter points (x, y) from I. For each such point we do the following. Let i be the index of the predecessor of x in X. We consider the rectangle R = [X i , X i+1 ] × (−∞, y]. If this rectangle contains less than 2 points from I we continue with the next point. If it contains exactly 2 points from I we compute the median, m, of the x-coordinates amongst the points from I in R. We then output two overlapping rectangles, [X i−1 , X i+1 ] × (−∞, y] with key (X i , m, y) and [X i , X i+2 ] × (−∞, y] with key (m, X i+1 , y). Furthermore, we split the subinterval of the sweep line (X i , X i+1 ] into two by inserting m into X. Notice that this ensures that R never contains more than 2 points.
When all the points from I has been processed we additionally output |X| − 2 rectangles [X i , X i+2 ] × (−∞, ∞) for i = 1, . . . , |X| − 2. These rectangles do not have keys.
Locating a Resolving Rectangle. Given a query q = (x 1 , x 2 , k) where k < , it is not immediately clear that the set of rectangles constructed always contain a rectangle that resolves q.
Lemma 3.1. Let q = (x 1 , x 2 , k) be a range selection query. If k < , then the shallow cutting contains a rectangle that resolves q.
Proof. Let (x 1 ,x 2 , y) be the key (horizontal line segment) contained in the x-slab [x 1 , x 2 ] × (−∞, ∞) with minimum y-coordinate, if any exists. Then the rectangle R associated with this key resolves q. To prove this, we show that R contains at least points between x 1 and x 2 and that the x-range of R contains [x 1 , x 2 ]. Let X R be the set X just before the sweep line encountered the point that triggered the output of R. Now consider how the algorithm processed that point. Wlog. assume thatx 2 is the median x-coordinate computed. Then the x-range of R is [X 
If no such key exists, we consider the rectangles that does not have keys. Let X be the final set of split points produced by the algorithm. Since [x 1 , x 2 ] × (−∞, ∞) does not contain any keys there can be at most one split point in X between x 1 and x 2 . Let X i be the predecessor of x 1 in X then clearly the (keyless)
From this discussion it is clear that to find a rectangle resolving q we must find the key with minimum ycoordinate in the x-slab defined by q if any exists, or determine the predecessor of x 1 in X otherwise. We transform the former problem to two-dimensional point location in a rectilinear subdivision, that is, a subdivision of the plane constructed from axis-aligned line segments; We map each key (x a , x b , y) to the twodimensional point (x a , x b ) with associated weight y.
Then given query q = (x 1 , x 2 , k) the point with smallest weight in the dominance region [x 1 , ∞) × (−∞, x 2 ] is the key we are looking for. From this weighted point set we create a rectilinear subdivision as follows. We sort the points by weights in ascending order. We scan the points and for each point p we do the following. Shoot a vertical ray upwards from p and stop once it hits a previous ray. Shoot a ray leftwards until it hits a previous ray. Then delete all remaining points that are to the left of and above p and continue to the next point.
For each cell in the subdivision we associate the bottom right point. Given a query q = (x 1 , x 2 , k) we find the cell containing (x 1 , x 2 ) and return the associated point. This is the point with minimum weight in the dominance region [x 1 , ∞) × (−∞, x 2 ], and thus the key with minimum y-coordinate in the x-slab defined by q.
Data Structure. We use two data structures. The first data structure answers queries where k > 2 log 3 log n and the second handles the remaining queries. In the data structure for queries with k > 2 log 3 log n we construct an n 1/16 -shallow cutting on I and recursively construct n
1/16
2 -shallow cuttings for each rectangle and so forth, until the number of points in each rectangle decreases to 2 log 3 log n . We store a non-adaptive data structure and two predecessor data structures for each shallow cutting. Furthermore we store the point location data structure of Theorem 3.3 on the keys defined by the shallow cutting and a predecessor data structure on the elements in the final version of X.
Similarly, for the queries where k ≤ 2 log 3 log n we use an -shallow cutting where = 2 log 3 log n in the first step, and = 2 log 3 log n/16
i in the i'th step (including the same data structures). Query Algorithm. To answer a range selection query q = (x 1 , x 2 , k) we first examine the query to determine whether k > 2 log 3 log n . If this is the case we query the first data structure, otherwise we query the second. The queries are answered in the following way in both cases.
First, we map the coordinates of the query to rank space. On each level where k < , we find a rectangle that resolves q by querying the point location data structure and the predecessor data structure on the final version of X. We then recurse on the resolving rectangle. When k ≥ we query the non-adaptive data structure and remap the output to a point in I.
Analysis. In our -shallow cutting we have 3n/ rectangles each containing at most 4 points. We store the n points in the range selection data structure from Theorem 3.1 and the 2n/ keys in the point location data structure from Lemma 3.3 and the n/ keys from X in the predecessor data structure from Theorem 3.2. Not counting the recursive shallow cuttings, the space needed for an -shallow cutting on a set of size n is O(n log n/w + (n/ ) 1+ε ). Since = n 1/16 this is O(n log n/w) for sufficiently small ε. Thus, the space, S(n), needed for the data structure is bounded by S(n) ≤ 3n 15/16 S(4n 1/16 ) + O(n log(n)/w) which solves to O(n) for w = Θ(log n).
To answer a query we perform one non-adaptive range selection query in a data structure with O(k 16 ) elements which takes O(log k/ log log n) time.
If k > 2 log 3 log n we also perform O(log log n) predecessor and point location queries each taking O(log log n) time. Since k > 2 log 3 log n the total query time becomes O(log k/ log log n). If k < 2 log 3 log n we do O(log log log n) predecessor and point location queries in sets of size at most O(2 log 3 log n ). In the first predecessor query, the universe is of size n, while in the remaining queries the universe is of size O(2 log 3 log n ). In this case we get a query time of O(log k/ log log n + log log n).
Theorem 3.4. There exists a linear space data structure that supports range selection queries in O(log k/ log log n + log log n) time.
