In the present paper, we propose a preconditioned global approach as a new strategy to solve linear systems with several right-hand sides coming from saddle point problems. The preconditioner is obtained by replacing a (2,2)-block in the original saddle-point matrix A by another well-chosen block. We apply the global GMRES method to solve this new problem with several right-hand sides and give some convergence results. Moreover, we analyze the eigenvalue distribution and the eigenvectors of the proposed preconditioner when the first block is positive definite. We also compare different preconditioned global Krylov subspace algorithms (CG, MINRES, FGMRES, GMRES) with preconditioned block (CG, GMRES) algorithms. Numerical results show that our preconditioned global GMRES method is competitive with other preconditioned global Krylov subspace and preconditioned block Krylov subspace methods for solving saddle point problems with several right-hand sides.
1.
Introduction. Many problems in science and engineering require the solution of saddle point problems with multiple right-hand sides (see, for example [5, 8] ),
where A ∈ R n×n is a symmetric matrix and B T ∈ R n×m has full column rank with X ∈ R n×s , Y ∈ R m×s , F ∈ R n×s , G ∈ R m×s , and = ±1. Here B T denotes the transpose of B. Since the matrices A and B in (1.1) are large and sparse, the solution of (1.1) with s = 1 is suited for the solution by an iterative method. Many effective iterative methods have been developed for solving saddle point problems such as the Hermitian and skew-Hermitian splitting (HSS) method [3] and the Regularized HSS iteration method [2] . Instead of applying a standard iterative method to the solution of each one of the saddle point problems
for i = 1, . . . , s, independently, it is often more efficient to apply a global method to (1.1). We use the global version of GMRES for the solution of nonsymmetric saddle point problems with multiple right-hand sides (1.1). This version of GMRES has been introduced in [13] and studied in [4] . The method is based on the global version of the standard Arnoldi process; see for example [1] . However, Krylov subspace methods without a good preconditioner converge very slowly when applied to saddle point problems with multiple right-hand sides. In order to accelerate the convergence, several preconditioners and iterative methods have been proposed for the solution of (1.1) with a single right-hand side vector [2, 7, 6, 12] . In this work, we present variants of preconditioned global Krylov subspace methods that yield better numerical results compared to the block approach used in [5, 8] for solving (1.1). The paper is organized as follows. An example of modeling that leads to this type of system is outlined in Section 2. In Section 3 we give the first-order optimality condition for a block quadratic problem. In Section 4 we review some properties and definitions of global Krylov subspace methods. In Section 5 we introduce the preconditioner P ,α,Q , and we also analyze the eigenvalue distribution and the eigenvectors of the proposed preconditioner. Numerical experiments are discussed in Section 6. We use the following notation: For two matrices Y and Z in R (n+m)×s , we define the inner product Y, Z F = trace(Y T Z). The associated norm is the Frobenius norm denoted by . F . A system of vectors (matrices) of R (n+m)×s is said to be F-orthonormal if it is orthonormal with respect to the scalar product ., . F . Finally, the Kronecker product of the matrices C and D is given by C ⊗ D = [c i,j D].
2. The problem. Saddle point problems with multiple right-hand sides appear when we apply the feedback control approach [5] to the following non-stationary Stokes equations:
Here t ∈ (0, ∞), x ∈ Ω, v > 0 is the viscosity, and u and p denote the velocity and the pressure, respectively. Moreover, Ω ⊂ R 2 is a domain with boundary ∂Ω. Some Dirichlet boundary conditions which describe an inflow-outflow problem with adequate initial conditions are found in [11] . By using the feedback control approach [5] , we obtain a saddle point problem with multiple right-hand sides.
3. The classification of the solution of the saddle point problem with multiple righthand sides (1.1). We assume that A is a positive definite matrix. With the use of the Frobenius inner product ., . F , equation (1.1) arises from a quadratic constrained optimization problem
We define the Lagrangian L as
The solution of (1.1) is a saddle point of the Lagrangian (3.1).
Proof. To show that the solution of (1.1) is a saddle point of (3.1), we start discussing the differentiability of L and calculate its differential. As we know, the function is differentiable. Therefore, the functional L is differentiable. Next we calculate the differential of L. Let H ∈ R n×s . We have
This can be written as
According to (3.2) and (3.3), we conclude that the solution (X * , Y * ) of (1.1) is a critical point of the functional L. To complete the proof, it must be shown that (X * , Y * ) satisfies
for any X ∈ R n×s and Y ∈ R m×s .
We have
Then
Consequently,
Case 1: X = X * : Then
We conclude that (X * , Y * ) is a saddle point of the Lagrangian L. 
Global Krylov subspace methods.
In this section we recall some properties and definitions of the global methods [9, 14] . DEFINITION 4.1. The global Krylov subspace K k (A, V ) is the subspace spanned by the matrices V , AV, . . . , A k−1 V. REMARK 4.2. Let V be a real matrix of dimension (n + m) × s. According to the definition of the subspace K k (A, V ), we have
In other words, K k (A, V ) is the subspace of R (n+m)×s that contains all the matrices of dimension (n + m) × s, written as Z = P (A)V , where P is a polynomial of degree at most k − 1.
. . , Z l ] be matrices of dimensions n × ps and n × ls, respectively, where Y i and Z j (i = 1, . . . , p, j = 1, . . . , l) are n × s matrices. The product is defined by
We use the global Arnoldi process for building an F-orthonormal basis of K k (A, V ). Let X 0 be the initial approximate solution of (1.1), and let R 0 = B − AX 0 be the corresponding residual. The following global Arnoldi process, Algorithm 1, which is based on the modified Gram-Schmidt process, constructs an F-orthonormal basis
where δ ij is the Kronecker symbol with δ ij = 0 for i = j and δ ii = 1.
Algorithm 1 Global Arnoldi process. 1: V 1 = R 0 /||R 0 || F ; 2: for j = 1, 2, . . . , k do; 3: W := AV j ; 4: for i = 1, 2, . . . , j do; 5:
Assume that h i+1,i = 0, for i = 1, . . . , k, and let V k be the matrix defined by V k = [V 1 , . . . , V k ], where V i , for i = 1, . . . , k, are the matrices computed by Algorithm 1. We have the following relations: 
The global GMRES method constructs, at step k, the approximation X k satisfying the following two relations
The residual R k = B − AX k satisfies the minimization property
Problem (4.1) is solved by applying the global Arnoldi process.
Convergence analysis of the global GMRES method.
In this section, we recall a bound for the residual R k in (4.1). Let A = ZDZ −1 , where D is the diagonal matrix whose elements are the eigenvalues λ 1 , . . . , λ n+m and Z is the eigenvector matrix. THEOREM 4.5 ([4] ). Let the initial residual R 0 be decomposed as R 0 = Zβ, where β is an (n + m) × s matrix whose columns are denoted by β (1) , . . . , β (s) . Let R k = B − AX k be the kth residual obtained by the global GMRES method when applied to (1.1). Then we have
The coefficients β
n+m are the components of the vector β (i) , and e 1 is the first unit vector of R k+1 .
5.
Preconditioning. In this section we investigate a regularization preconditioner for solving saddle point problems with multiple right-hand sides (1.1), where A ∈ R n×n is a symmetric large, sparse, and invertible matrix and B ∈ R m×n has full row rank. The idea of preconditioning is to transform the linear system (1.1) into another one that is easier to solve. Left preconditioning of (1.1) gives the following new linear system
Although right preconditioning can be used in our context, we will focus only on left preconditioning throughout this work. By exploiting the particular block structure of (1.1), several block preconditioners have been derived [6] . We introduce and analyze the matrix block preconditioner for (1.1) defined by
with α > 0 and Q a symmetric and positive definite matrix. For example, for the discrete Stokes system, Q may be an approximation of the pressure Schur complement S = BA −1 B T ; see [12] . 
5.1.
Properties of the preconditioner P ,α,Q . We describe a block factorization and some properties of the preconditioner P ,α,Q . PROPOSITION 5.1. The preconditioner (5.1) has the block-triangular factorization
, then the blockS is a positive definite matrix.
The inverse of the preconditioner P ,α,Q is given by
The eigenvalue and eigenvector distributions of the preconditioned matrix relate closely to the convergence rate of Krylov subspace methods. Therefore, it is meaningful to investigate the spectral properties of the preconditioned matrix P −1 ,α,Q A. In the following theorem, we will deduce the eigenvalue distribution of P −1 ,α,Q A. THEOREM 5.2. Let the preconditioner P ,α,Q be defined as in (5.1) with A and Q positive definite matrices. Then the matrix P −1 ,α,Q A is diagonalizable and has
Proof. Let λ be an eigenvalue of the preconditioned matrix P −1 ,α,Q A and (x T , y T ) T be the corresponding eigenvector. To derive the eigenvalue distribution, we consider the following generalized eigenvalue problem:
Equation (5.2) can be written as
Qy.
If λ = 1 holds true, then from the first equation of (5.3), we easily get
When y = 0, equation (5.3) is always true when λ = 1. Thus, there are n linearly independent eigenvectors u (i) 0 , i = 1, . . . , n, corresponding to the eigenvalue 1, where u (i) are arbitrary linearly independent vectors. If λ = 1 and y = 0, then we obtain from the first equation of (5.3) that x = 0. This contradicts the assumption that (x T , y T ) T is an eigenvector of the preconditioned matrix P −1 ,α,Q A, and therefore y = 0. If y satisfies the second equation of (5.3), then 
.
We deduce that
Since the matrix Q is positive definite, it admits a Cholesky decomposition Q = R T R.
Since
Let U , V , and W be the matrices whose columns are
1. When the hypotheses of the preceding theorem are satisfied, the preconditioned global Krylov subspace methods converge in at most m 1 + 1 iterations. Moreover, in Theorem 4.5, we can see that the bound depends only on the distribution of the eigenvalues {1, λ 1 , . . . , λ m1 } and on the matrix Z.
If
A is positive definite, = −1, and µ satisfies the generalized eigenvalue problem (5.4), then
Hence when α → 0, λ → 1.
For the discrete Stokes system, if γ is the (generalized) inf-sup constant and Γ is a boundedness constant, then we have γ 2 ≤ µ ≤ Γ 2 (see for example [12, p. 173] ) and
Preconditioned global subspace Krylov solvers.
We consider now preconditioned global Krylov subspace methods for solving 
Each global Krylov iteration requires the solution of a linear system of the form
A B T B αQ P ,α,Q Z 1 Z 2 = V 1 V 2 ,
Algorithm 2
The preconditioned global CG. 1: Choose X 0 , compute R 0 = J − A α X 0 and solve MZ 0 = R 0 and set P 0 = Z 0 ; 2: for k = 0, 1, ..do
10: Solve the linear system H k,k y = βe 1 for y; 11: Set X k = X 0 + V k y and R k = B − AX k ; 12: end for with V 1 ∈ R n×s , V 2 ∈ R m×s , Z 1 ∈ R n×s , and Z 2 ∈ R m×s . This system can be solved in two stages as:
The system A α Z 1 = J is solvable if the symmetric matrix A α is invertible. If = −1, then the matrix A α is symmetric positive definite. We would like to solve the preconditioned system
where M is a preconditioner. Depending on the value of , the matrix of the linear system (1.1) or the preconditioner may be symmetric or nonsymmetric. When the matrix is symmetric positive definite, we apply the preconditioned global CG method [15] , Algorithm 2. If = 1, then the matrix of (1.1) is symmetric indefinite, and we will use the global MINRES method [10] . When the matrix of the system is nonsymmetric, several global subspace Krylov methods can be used. The most useful one is the global GMRES method, Algorithm 3, which computes iterates that minimise the Frobenius norm of the residual. We will define here a "flexible" version of global GMRES, Algorithm 4, which allows for a preconditioner that varies during the iterations. The standard Flexible GMRES was defined by Saad [16] . Since 1: Choose X 0 , compute R 0 = J − A α X 0 , P 0 = R 0 and solve M P 0 = R 0 ; 2: R 0 an arbitrary n × s matrix; 3: for k = 0, 1, ..do;
the amount of computation and storage is increasing with each iteration of the global GMRES and global FGMRES methods, we will also consider the block BiCGSTAB method introduced in [11] , Algorithm 5. The latter requires only a fixed amount of work per iteration.
Numerical experiments.
In this section we present the results of numerical experiments that illustrate the convergence behavior of the preconditioned global GMRES, global MINRES, and global FGMRES methods using the proposed preconditioner. All of the reported numerical results were performed on a 64-bit 2.49 GHz core i5 processor and 8.00 GB RAM using MATLAB 2016. In all the experiments, we used ten right-hand sides. CPU times and iteration counts are reported in the rows "CPU" and "Iter" in the tables below. In the cases of the preconditioned global GMRES and global FGMRES methods, two values are reported at "Iter", namely, the number of steps of the preconditioned global GMRES method or of the preconditioned global FGMRES method and in parenthesis the total number of inner preconditioned conjugate gradient iterations. In all the tables, a dagger " †" indicates that the method has not converged in at most 500 iterations. When = −1, we used the preconditioned global GMRES and global FGMRES methods to solve the nonsymmetric saddle point problems with multiple right-hand sides (1.1). In practice, the preconditioners used for solving (1.1) are P ,α,Q , P T , and P D , where P ,α,Q , P T , and P D are given as follows:
When = 1, we used the preconditioned global MINRES methods to solve the symmetric saddle point problems with multiple right-hand sides (1.1). The preconditioners are given as follows:
Here S is a sparse approximation of the pressure Schur complement BA −1 B T , and Q is one of the matrices I or diag(S). The parameter of the P ,α,Q preconditioner is chosen as α ∈ 10 −5 , 1 . In all the numerical tests below, the initial guess is taken to be the null matrix, and the right-hand side B ∈ R (n+m)×s is chosen such that the exact solution of the saddle point problem (1.1) is a matrix of ones. For the preconditioned global MINRES, global GMRES, and global Flexible GMRES (FGMRES) methods, the iterations were stopped where
where P is one of the preconditioners P ,α,Q , P T , or P D . Here · F stands for the Frobenius norm, and X (k) ∈ R (n+m)×s denotes the current iterate. When using Algorithm 2 for solving the first system of Algorithm 4, the preconditioner used is a drop tolerance-based incomplete Cholesky factorization computed using the Matlab function "ichol(.,opts)", where • opts.type = 'ict', • opts.droptol = 1e-2. The inner relative residual norm is less than tol (= 10 −9 ).
We use the IFISS software package developed by Elman et al. [12] to generate the linear systems with multiple right-hand sides corresponding to l = 4, l = 5, l = 6, and l = 7. The IFISS software provides the matrices Ast, Bst, and Q for the matrices A, B, and S, respectively. For the lid driven cavity problem, Bst is a rank deficient matrix, thus we drop the first two rows of Bst to get a full rank matrix.
Generic information of the test problems, including n and m, are provided in Table 6 .1. Numerical results for the nonsymmetric saddle point problem with multiple right-hand sides ( = −1) are presented in Table 6 .2. In Tables 6.2, 6.3, 6.4, and 6.5 we report the results for the preconditioned global GMRES and global FGMRES iterative methods. From the numerical results listed in the tables, we can conclude that the P ,α,Q preconditioned global GMRES and global FGMRES methods require less iterations and less CPU time than P T and P D in all trials. Table 6 .6 indicates that the P ,α,Q preconditioner with Q = I leads to much better numerical results than the P ,α,Q preconditioner with Q = diag(S) and Q = S, as the P ,α,Q preconditioned GMRES method with Q = I need less CPU times in all trials and iteration steps for some values of α compared with the other choices of the matrix Q.
The numerical results for the symmetric saddle point problem with multiple right-hand sides ( = 1) are given in Table 6 .7. As observed in Table 6 .7 and 6.8, the P ,α,Q preconditioned global MINRES method with the proper parameter α has a better performance than the P D preconditioned global MINRES method in terms of the iterations and CPU times.
Numerical results for the nonsymmetric saddle point problem with multiple right-hand sides ( = −1) and when the discretization is non-uniform are provided in Table 6 .9. For α = 10 −5 and α = 10 −4 , the P ,α,Q (inner block-BiCGSTAB) preconditioned global GMRES method diverge while the P ,α,Q (inner PCG) preconditioned global GMRES and the P ,α,Q (inner PCG) preconditioned global FGMRES converge.
For the following experiments we will illustrate the good behavior of the preconditioned global GMRES methods even for a particular right-hand sides. Numerical result for the preconditioned global GMRES methods with the right-hand sides B = F O are given in Table 6 .10. From the numerical results in this table, we observe that the P ,α,Q preconditioner is superior to the P T and the P D preconditioners in terms of iterations and CPU times. Results for the preconditioned global GMRES and preconditioned block GMRES methods incorporated with the P ,α,Q preconditioners are listed in Tables 6.11 for different values of α. From the numerical results in the table, we can conclude that the P ,α,Q preconditioned global GMRES method requires less iterations and less CPU time than the P ,α,Q preconditioned block GMRES method in all trials. In each case when all two methods produce solutions, the P ,α,Q preconditioned global GMRES method gives smaller relative residuals and errors than the P ,α,Q preconditioned block GMRES method. Table 6 .12 reports the number of iterations (Iter), CPU times, residual (RES), and error (ERR) of the tested P ,α,Q preconditioned global GMRES methods with respect to different values of α. From Table 6 .12, we observe that the P ,α,Q (inner PGCG) preconditioned global GMRES method outperforms the P ,α,Q (inner PBl-CG) preconditioned global GMRES method in terms of iterations and CPU times. 4.09e-07 6.54e-08 7. Conclusion. We have presented the global approach as a new strategy to solve saddle point problems with multiple right-hand sides. In addition, we introduced and studied the preconditioner P ,α,Q . Tables 6.2, 6.3, 6.4, 6.5, 6.6, and 6.9 illustrate that the P ,α,Q preconditioner with suitable choices of the parameter α has a better performance compared to P T and P D in all trials. The results in Tables 6.7 and 6.8 reveal the efficiency of the P ,α,Q preconditioned global MINRES method for solving the symmetric saddle point problem with several right-hand sides. We conclude that our preconditioned global Krylov subspace methods are very powerful for solving saddle point problems with multiple right-hand sides (1.1). 
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