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In this article we introduce the variable Lebesgue spaces of entire analytic functions LKp(·) .
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1. Introduction and notation
It is well known that the spaces LKp = { f ∈ S ′: supp fˆ ⊂ K , ‖ f ‖p < ∞} (0 < p ∞, K compact subset of Rn) play a
crucial role in the theory of function spaces (cf. e.g. [35,34], see also [31,33,24–26]). On the other hand, during the last ten
years function spaces with variable exponent have attracted a lot of interest (see, e.g. [7,6]). These spaces are of interest in
their own right and also have applications to modeling electrorheological ﬂuids [29,6] and to image restoration [3,6].
In this paper the Lp-spaces of entire analytic functions LKp are generalized to the context of variable integrability and
several applications to the representation of functions spaces are given. The organization of the paper is as follows. Section 2
contains some basic facts about variable Lebesgue spaces and Lebesgue spaces of entire analytic functions. In Section 3 we
introduce the variable Lebesgue spaces of entire analytic functions LKp(·) (see Deﬁnition 3.1) and we study some of their prop-
erties: maximal inequalities (here the main point is the maximal inequality (2.2) due to Jawerth [18] and an extrapolation
theorem of Cruz-Uribe et al. [4]), inequalities of Plancherel–Polya–Nikol’skij type, convolution, density, completeness, embed-
ding into LK∞ and embedding into DLp(·) . In Remark 3.6 two factorization results are given. Section 4 contains a discussion of
the dual of the space LKp(·) . Here we prove that the natural mapping N : L−Kp′(·) → (LKp(·))′ : g → 〈 f ,Ng〉 =
∫
Rn
f (x)g(x)dx be-
comes an isomorphism when 1 < p−  p+ < ∞ and χK is an Lp(·)-Fourier multiplier (see Deﬁnition 4.1 and Theorem 4.3).
As a consequence we show that LKp(·) is a complemented subspace of DLp(·) , that LΩp(·) is a complemented subspace of the lo-
cally convex sum (Lp(·)(R))(N) and that LΩp is isomorphic to (lp(Z))(N) (see Theorem 4.5; see also [24–26]). Finally a Fourier
multiplier theorem by Triebel (see [31]) is generalized to the context of variable integrability. Section 5 contains some open
questions.
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Let E and F be locally convex spaces. If E and F are (topologically) isomorphic we put E  F . The (topological) dual of E
is denoted by E ′ and is given the strong topology. If E is isomorphic to a complemented subspace of F we write E < F .
We put E ↪→ F if E is a linear subspace of F and the canonical injection is continuous. If (En)∞n=1 is a sequence of Banach
spaces,
⊕∞
n=1 En (E(N) if En = E for all n) is the locally convex direct sum of the spaces En; if En ↪→ En+1 for all n, then
their inductive limit is denoted by ind→
n
En (see e.g. [22]).
If f ∈ L1(Rn) the Fourier transform of f , fˆ or F f , is deﬁned by fˆ (ξ) =
∫
Rn
f (x)e−iξx dx. If f is a function on Rn ,
then f˜ (x) = f (−x) for x ∈ Rn . Br is the closed ball {x: |x|  r} in Rn . If K ⊂ Rn , then −K denotes the set {−x: x ∈ K }.
N0 denotes the set N ∪ {0}. C∞0 (Rn) (= D(Rn)) and S(Rn) are the usual Schwartz spaces (in the last space the norms
max|α|m supx∈Rn (1+ |x|2)m|∂αϕ(x)|, m = 0,1,2, . . . , are denoted by |ϕ|m). By Cc(Rn) we mean the space of all f ∈ C(Rn)
with compact support, equipped with the corresponding inductive limit topology. The letter C will always denote a positive
constant, not necessarily the same at each occurrence.
2. Preliminaries
In this section we collect some basic facts about variable Lebesgue spaces and Lebesgue spaces of entire analytic func-
tions.
2.1. Variable Lebesgue spaces
If p(·) is a measurable function on Rn with range in [1,∞], we put Rn∞ = {x ∈ Rn: p(x) = ∞}, p− = ess infx∈Rn p(x),
p+ = ess supx∈Rn p(x), and we deﬁne the modular functional
ρ( f ) =
∫
Rn\Rn∞
∣∣ f (x)∣∣p(x) dx+ ‖ f ‖L∞(Rn∞).
Lp(·)(Rn) denotes the set of all measurable functions on Rn such that for some λ > 0, ρ( fλ ) < ∞. This set becomes a Banach
space when equipped with the Luxemburg norm
‖ f ‖p(·) = inf
{
λ > 0: ρ
(
f
λ
)
 1
}
.
These spaces are referred to as variable Lebesgue spaces (or variable Lp spaces) since they generalize the standard Lebesgue
spaces.
In the classical Lebesgue spaces we can work with Lp where 0 < p < 1. In this paper, we shall consider analogous spaces
with variable exponents. Deﬁne P0(Rn) to be the set of all measurable functions p(·) on Rn with range in (0,∞) such that
p− = ess infx∈Rn p(x) > 0 and p+ = ess supx∈Rn p(x) < ∞. Given p(·) ∈ P0(Rn), we also deﬁne the space Lp(·)(Rn) as above.
This is equivalent to deﬁning it to be the set of all measurable functions f such that | f |p0 ∈ Lq(·)(Rn), where 0 < p0  p−
and q(x) = p(x)p0 . We can deﬁne a quasi-norm on this space by
‖ f ‖p(·) =
∥∥| f |p0∥∥ 1p0q(·)
(
= inf
{
λ > 0:
∫
Rn
( | f (x)|
λ
)p(x)
dx 1
})
(see [4]). With this quasi-norm Lp(·)(Rn) becomes a quasi-Banach space.
Next, we give some basic results about variable Lebesgue spaces. Their proofs can be found in [19] and [6].
Lemma 2.1.
1. Given p(·) : Rn → [1,∞], then ‖ f ‖p(·)  1 if and only if ρ( f ) 1. If p+ < ∞, then ‖ f ‖p(·)  C1 if and only if ρ( f ) C2 .
2. If p+ < ∞, f ∈ Lp(·)(Rn) and ( fk) is a sequence in Lp(·)(Rn), then ‖ fk − f ‖p(·) → 0 if and only if ρ( fk − f ) → 0.
3. If p(·) : Rn → (0,∞) and p(·) ∈ P0(Rn), then also ‖ fk − f ‖p(·) → 0 if and only if
∫
Rn
| fk(x) − f (x)|p(x) dx → 0. If ‖ fk −
f ‖p(·) → 0 then there exists a subsequence of ( fk) which converges a.e. to f .
4. If p(·) is as in (3) then ∫
Rn
| f (x)|p(x) dxmax{‖ f ‖p−p(·),‖ f ‖p+p(·)} and
∫
Rn
| f (x)|p(x) dx 1 if and only if ‖ f ‖p(·)  1.
Lemma 2.2 (Generalized Hölder inequality). Let p(·) : Rn → [1,∞]. If f ∈ Lp(·)(Rn) and g ∈ Lp′(·)(Rn), then∫
Rn
∣∣ f (x)g(x)∣∣dx C‖ f ‖p(·)‖g‖p′(·)
where p′(·) is the conjugate exponent function deﬁned by 1 + 1′ = 1, x ∈ Rn.p(x) p (x)
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I : Lp′(·)
(
Rn
)→ (Lp(·)(Rn))′ : g → 〈 f , I g〉 = ∫
Rn
f (x)g(x)dx
is an isomorphism if and only if p+ < ∞. The space Lp(·)(Rn) is reﬂexive if and only if 1 < p−  p+ < ∞.
Lemma 2.4. Let p(·) : Rn → [1,∞]. Then we have the natural embeddings:
1. Cc(Rn) ↪→ Lp(·)(Rn) ↪→ Lloc1 (Rn),
2. S(Rn) ↪→ Lp(·)(Rn) ↪→ S ′(Rn).
Furthermore,
3. If p+ < ∞, C∞0 (Rn), Cc(Rn) and S(Rn) are dense in Lp(·)(Rn).
Many classical operators in harmonic analysis (maximal operators, Calderón–Zygmund operators, fractional integrals, . . . )
are bounded on Lp(·)(Rn) whenever the Hardy–Littlewood maximal operator M is bounded on Lp(·)(Rn) (cf. e.g. [2,4,6–8,
30]). A suﬃcient condition on p(·) for M to be bounded on Lp(·)(Rn) is the following (see [5,6,27]):
Theorem 2.5. Let p(·) : Rn → [1,∞] be such that 1 < p−  p+ < ∞. Suppose that p(·) satisﬁes∣∣p(x) − p(y)∣∣ C− log |x− y| , |x− y| 12 ,
and ∣∣p(x) − p(y)∣∣ C
log(e + |x|) , |x| |y|.
Then the Hardy–Littlewood maximal operator is bounded on Lp(·)(Rn).
Remark. Notice that the log-Hölder continuity conditions given in Theorem 2.5 are not necessary and that the exponent
p(·) can even be discontinuous. For example, in [20] Lerner shows that there exist discontinuous variable exponents p(·)
(without limit at inﬁnity) for which the Hardy–Littlewood maximal operator is bounded on the Lp(·) space.
Diening’s characterization of variable Lp spaces on which the maximal operator M is bounded (see [6,9]) has the follow-
ing important consequence [9, Theorem 8.1]:
Theorem 2.6. If 1 < p−  p+ < ∞, then the following conditions are equivalent:
1. M is bounded on Lp(·)(Rn).
2. M is bounded on Lp′(·)(Rn).
3. M is bounded on L p(·)
q
(Rn) for some 1< q < p− .
4. M is bounded on L
(
p(·)
q )
′ (Rn) for some 1< q < p− .
2.2. Lebesgue spaces of entire analytic functions
If K is a compact subset of Rn , μ is a positive Borel measure on Rn and 0 < p ∞, we shall be concerned with the
spaces
LKp (μ) =
{
f ∈ S ′(Rn): supp fˆ ⊂ K , f ∈ Lp(Rn,μ)}
(LKp = LKp (μ) if μ is the Lebesgue measure). As it is well known (Paley–Wiener–Schwartz theorem) the elements of LKp (μ)
are entire analytic functions of exponential type. Furthermore, (LKp (μ),‖ · ‖p) is a quasi-Banach (Banach if p  1) space.
A classical result by Plancherel and Polya says that if f ∈ LBrp , then (
∑
k∈Zn | f (k)|p)1/p ≈ ‖ f ‖p , 0 < p ∞ (modiﬁcation
if p = ∞). In the seventies Jawerth [18] showed these inequalities using real-variable methods. In fact, putting
ηrλ f (x) = sup
n
| f (x− y)|
(1+ r|y|)λy∈R
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ηrλ f ∈ Lp
(
Rn
)
(2.1)
for all f ∈ LBrp provided λ > np (it is easy to see that (2.1) implies the Plancherel–Polya inequalities). In [18] Jawerth extended
(2.1) replacing the Lebesgue measure by a general positive Borel measure μ on Rn showing the following result:
Theorem 2.7. Let s > 0. The following two conditions are equivalent:
1. μ ∈ Bs+ε for each ε > 0 (Bt , t > 0, denotes all positive Borel measures μ on Rn satisfying
μ(Q )
μ(E)
 C
( |Q |
|E|
)t
for some constant C = C(μ) and for all pairs of cubes E, Q such that E ⊂ Q ).
2. For each r, p with 0 < r, p < ∞, there is a constant C , independent of r, such that
‖ηrλ f ‖Lp(μ)  C‖ f ‖Lp(μ) (2.2)
holds for all f ∈ LBrp (μ) and for all λ > nsp .
Deﬁnition 2.8. The A1 class is the set of all non-negative locally integrable functions on Rn such that Mω(x) Cω(x) a.e.
(It is straightforward to check that if ω(x) ∈ A1 then ω(x)dx ∈ B1. The properties of the Ap classes can be found, e.g., in
[15, Chapter 9].)
3. Variable Lebesgue spaces of entire analytic functions
In this section we introduce the variable Lebesgue spaces of entire analytic functions LKp(·) (see Deﬁnition 3.1) and
we study some of their properties: maximal inequalities and inequalities of Plancherel–Polya–Nikol’skij type, convolution,
density, completeness, embedding into LK∞ , embedding into DLp(·) , . . . . Also several factorization results are given (see Re-
mark 3.6).
We begin with the deﬁnition of these spaces.
Deﬁnition 3.1. Let p(·) ∈ P0(Rn) and let K be a compact set in Rn . Then
LKp(·) =
{
f ∈ S ′(Rn): supp fˆ ⊂ K , ‖ f ‖p(·) < ∞}.
(LKp(·),‖ · ‖p(·)) is a quasinormed (normed if p−  1) linear space.
Remark 3.2. From the Paley–Wiener–Schwartz theorem it follows that the elements of LKp(·) are entire analytic functions of
exponential type. When p(·) = p, a constant, then LKp(·) = LKp with equality of quasi-norms (resp. norms). We shall denote
by SK the collection of all f ∈ S(Rn) such that supp fˆ ⊂ K ; obviously SK ⊂ LKp(·) .
In the next theorem we shall need the following result of Cruz-Uribe et al. [4, Theorem 1.3]:
Theorem 3.3. If F is a family of ordered pairs of non-negative measurable functions ( f , g) such that for some p0 , 0 < p0 < ∞, and
for every weight ω ∈ A1 ,∫
Rn
f (x)p0ω(x)dx C0
∫
Rn
g(x)p0ω(x)dx, ( f , g) ∈ F and f ∈ Lp0(ω),
where C0 depends only on p0 and the A1 constant of ω, and if p(·) ∈ P0(Rn) is such that p0 < p− and M is bounded in L p(·)
p0
(Rn),
then for all ( f , g) ∈ F such that f ∈ Lp(·)(Rn),
‖ f ‖p(·)  C‖g‖p(·),
where the constant C is independent of the pair ( f , g).
We shall also consider the spaces DLp(·) which generalize the classical spaces DLp : Let p(·) ∈ P0(Rn), then DLp(·) =
{ f ∈ C∞(Rn): ∂α f ∈ Lp(·)(Rn), α ∈ Nn0}. Since that DLp(·) is a linear subspace of (Lp(·)(Rn))N
n
0 (via the linear injection
f → (∂α f )α∈Nn0 ), it follows that DLp(·) becomes a metrizable topological vector space (locally convex if p−  1: the norms‖ f ‖m =∑|α|m ‖∂α f ‖p(·) , m = 0,1,2, . . . , deﬁne then their topology). We have the following:
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Proof. We begin by observing that Lp(·)(Rn) ↪→ (Cc(Rn))′b (and so every f ∈ Lp(·)(Rn) becomes a Radon measure on Rn).
Indeed, we have the embeddings Lp(·)(Rn) ↪→ (Lp′(·)(Rn))′ and Cc(Rn) ↪→ Lp′(·)(Rn) (Lemma 2.4(1)). Then by duality and
composition we get the desired embedding. Next we take a Cauchy sequence ( f j)∞j=1 in DLp(·) . By the completeness of
Lp(·)(Rn) we can ﬁnd functions fα in Lp(·)(Rn), α ∈ Nn0, such that ∂α f j → fα in Lp(·)(Rn) (and thus in D′(Rn)). Then, since
the fα are Radon measures, it follows from [32, Théorème XIX, p. 191] that f0 ∈ C∞(Rn) and that ∂α f0 = fα for all α. Thus
f j → f0 in DLp(·) and so this space is complete. 
Let us also recall that a bounded open set Ω in Rn has the segment property if there exist open balls V j and vectors
y j ∈ Rn , j = 1, . . . ,N , such that Ω¯ ⊂⋃Nj=1 V j and (Ω¯ ∩ V j) + ty j ⊂ Ω for 0 < t < 1 and j = 1, . . . ,N . For instance, if Ω is
convex or if ∂Ω is locally Lipschitz then Ω has the segment property.
Theorem 3.5. Let K be a compact subset of Rn and let p(·) ∈ P0(Rn) be such that M is bounded in L p(·)
p0
(Rn) for some 0 < p0 < p− .
1. Let λ > n/p0 and let r > 0 be such that K ⊂ B˚r . Then there exists a constant C such that
‖ηrλ f ‖p(·) =
∥∥∥∥ sup
y∈Rn
| f (· − y)|
(1+ r|y|)λ
∥∥∥∥
p(·)
 C‖ f ‖p(·) (3.1)
holds for all f ∈ LKp(·) .
2. The convolution
S × LKp(·) → LKp(·) : (ϕ, f ) → ϕ ∗ f
is well deﬁned and is bilinear and continuous.
3. If K = Ω¯ and Ω is an open set with the segment property, then SK is dense in LKp(·) .
4. LKp(·) ↪→ LK∞ , LKp(·) is a quasi-Banach (Banach if p−  1) space, and if LKp(·) = {0} then also (LKp(·))′ = {0}. (If p− > 1, the hypothesis
on M is not necessary.)
5. (Inequalities of Plancherel–Polya–Nikol’skij type) Let p1(·), p2(·) ∈ P0(Rn) be such that p1(·)  p2(·) a.e. Assume that M is
bounded in Lp1(·)/p0(Rn) for some p0 , 0 < p0 < (p1)− . Let α be a multiindex. Then there exists a constant C such that∥∥∂α f ∥∥p2(·)  C‖ f ‖p1(·) (3.2)
holds for all f ∈ LKp1(·) .
6. LKp(·) is a (complete) subspace of DLp(·) .
Proof. 1. We ﬁrst show that there exists a positive number C such that
‖ηrλ f ‖p(·)  C‖ f ‖p(·) (3.3)
for all f ∈ SBr (here r > 0 is actually arbitrary). To achieve this, we introduce the family F = {(ηrλ f , | f |): f ∈ SBr }. If
ω ∈ A1 we know that ω(x)dx ∈ B1, and since λ > n/p0, then Theorem 2.7 proves that∫
Rn
(
ηrλ f (x)
)p0ω(x)dx C ∫
Rn
∣∣ f (x)∣∣p0ω(x)dx
for all f ∈ SBr . Furthermore, for these functions we have that ηrλ f ∈ Lp(·)(Rn) (use
∫
Rn
(ηrλ f (x))p(x) dx  ‖ηrλ f ‖p−p− +
‖ηrλ f ‖p+p+ and (2.1)). Then, applying Theorem 3.3 to the family F , we get the estimate (3.3).
Fix ϕ ∈ S(Rn) such that ϕ(0) = 1, supp fˆ ⊂ B1 and ‖ϕ‖∞  1. Given f ∈ LKp(·) , we consider the functions f(x) =
ϕ(x) f (x) for  > 0. Then f ∈ S(Rn) (use Paley–Wiener–Schwartz theorem), | f |  | f |, f → f pointwise and, if  is
small enough, supp f ⊂ B˚r . We now use (3.3) to get a constant C > 0 such that
‖ηrλ f‖p(·)  C‖ f‖p(·)  C‖ f ‖p(·),
where  is small enough. Next, using this estimate, Fatou’s lemma and Lemma 2.1(3), we obtain∫
Rn
(
ηrλ f (x)
)p(x)
dx=
∫
Rn
lim
→0+
(
ηrλ f(x)
)p(x)
dx
 lim inf
→0+
∫
n
(
ηrλ f(x)
)p(x)
dxR
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→0+ max
{‖ηrλ f‖p−p(·),‖ηrλ f‖p+p(·)}
 C max
{‖ f ‖p−p(·),‖ f ‖p+p(·)}< ∞
and so∫
Rn
(
ηrλ f (x) − ηrλ f(x)
)p(x)
dx→ 0
in virtue of the dominated convergence theorem. This proves (Lemma 2.1(3)) that ‖ηrλ f − ηrλ f ‖p(·) → 0. Finally, since
‖ηrλ f ‖p(·)  C
(‖ηrλ f − ηrλ f‖p(·) + ‖ηrλ f‖p(·))
 C
(‖ηrλ f − ηrλ f‖p(·) + ‖ f ‖p(·))
we conclude that
‖ηrλ f ‖p(·)  C‖ f ‖p(·).
2. Let ϕ ∈ S(Rn) and let f ∈ LKp(·) . Then ϕ ∗ f ∈ OM and ϕ̂ ∗ f = ϕˆ fˆ . Thus supp ϕ̂ ∗ f ⊂ K . Let r, λ > 0 be such that
λ > n/p0 and K ⊂ B˚r . Let m be a positive integer such that
∫
Rn
(1+r|y|)λ
(1+|y|2)m dy < ∞. Then we have∣∣ϕ ∗ f (x)∣∣ ∫
Rn
∣∣ f (x− y)∣∣∣∣ϕ(y)∣∣dy
 ηrλ f (x)|ϕ|m
∫
Rn
(1+ r|y|)λ
(1+ |y|2)m dy
and, consequently, ‖ϕ ∗ f ‖p(·)  C |ϕ|m‖ηrλ f ‖p(·) . Finally, the estimate (3.1) yields
‖ϕ ∗ f ‖p(·)  C |ϕ|m‖ f ‖p(·)
which is the required inequality.
3. Let 0 > 0 be such that K + B0 ⊂
⋃N
j=1 V j (we are using the notation deﬁned before the statement of the theorem).
Then we can ﬁnd ψ j ∈ C∞0 (V j) so that ψ j  0 and
∑N
j=1 ψ j = 1 in K + B0 . Put ϕ j = F−1ψ j . By (2) the convolution
operators Φ j f = ϕ j ∗ f are bounded in LKp(·) . Besides,
∑N
j=1 Φ j f = f for all f ∈ LKp(·) . Then, since that each g = Φ j f
can be approximated in LKp(·) by elements of SK (the functions gt(x) = g(x)eitxy
j
, 0 < t < 1, are in LKp(·) since supp ĝt ⊂
ty j + V j ∩ K ⊂ Ω , and ‖gt − g‖p(·) → 0 when t → 0+; furthermore, if ϕ ∈ S(Rn) veriﬁes ϕ(0) = 1 and supp ϕˆ ⊂ B1 then,
for each t ∈ ]0,1[ and each  > 0 small enough, we have that ϕ(·)gt ∈ SK ; ﬁnally ‖ϕ(·)gt − gt‖p(·) → 0 when  → 0+),
it follows that SK is dense in LKp(·) .
4. We choose a function φ ∈ S(Rn) such that φˆ = 1 in a neighborhood of K . Then every function f ∈ LKp(·) can be written
in the form f = φ ∗ f (since fˆ = φˆ fˆ ) and thus in the form f (x) = ∫
Rn
φ(x− y) f (y)dy.
Case p−  1: If f ∈ LKp(·) ∩ L∞ , according to Lemma 2.2, we get for all x ∈ Rn∣∣ f (x)∣∣ ∫
Rn
∣∣φ(x− y)∣∣∣∣ f (y)∣∣dy  ‖ f ‖1−p0∞ ∫
Rn
∣∣ f (y)∣∣p0 ∣∣φ(x− y)∣∣dy
 C‖ f ‖1−p0∞
∥∥| f |p0∥∥q(·)∥∥φ(x− ·)∥∥q′(·)  C |φ|m‖ f ‖1−p0∞ ∥∥| f |p0∥∥q(·)
(here q(·) = p(·)/p0 and m is a positive integer chosen such that
∫
Rn
dx
(1+|x|2)mq′−
 1 since then ‖φ(x − ·)‖q′(·)  |φ|m holds
for all φ ∈ S(Rn) and all x ∈ Rn) and so
‖ f ‖∞  C‖ f ‖p(·).
From this inequality, from the completeness of LK∞ and from Lemma 2.1(3) we obtain that the Lp(·)-closure of SK is con-
tained in LK∞ and thus in LK∞ ∩ LKp(·) . Furthermore, if K coincides with a ball Br we have by (3) that the Lp(·)-closure of SK
contains LKp(·); in this case we conclude that this closure is exactly L
K
p(·) (which implies that L
K
p(·) is a quasi-Banach space)
and that the embedding LKp(·) ↪→ LK∞ holds. If K is arbitrary we also obtain this embedding since LKp(·) ↪→ LBrp(·) ↪→ LBr∞ for r
large enough (and then LKp(·) also becomes a quasi-Banach space). Finally, from the embedding L
K
p(·) ↪→ LK∞ it follows that
each Dirac delta is in (LK )′ when LK = {0}.p(·) p(·)
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Lemma 2.4(2) fk → f in S ′(Rn). Thus fˆ k → fˆ in S ′(Rn) and supp fˆ ⊂ K , i.e. f ∈ LKp(·) . Therefore LKp(·) is a closed subspace
of Lp(·)(Rn) and, consequently, a Banach space. Furthermore, if f ∈ LKp(·) and we proceed as in the case p−  1 we get
| f (x)|  C‖ f ‖p(·)‖ϕ(x − ·)‖p′(·)  C |ϕ|m‖ f ‖p(·) for all x (here m is some positive integer). From this we conclude that
LKp(·) ↪→ LK∞ . Thus, the Dirac deltas are also in (LKp(·))′ .
5. Step 1: α = 0. If f ∈ LKp1(·) then ‖ f ‖∞ < ∞ by (4). Thus,
∫
Rn
(
| f (x)|
‖ f ‖∞ )
p2(x) dx 
∫
Rn
(
| f (x)|
‖ f ‖∞ )
p1(x) dx < ∞ and so LKp1(·) ⊂
LKp2(·) . We now assume that f j → 0 in LKp1(·) , i.e. (Lemma 2.1(3)) that
∫
Rn
| f j(x)|p1(x) dx → 0. Since by (4) f j → 0 in LK∞ , we
can suppose, without loss of generality, that ‖ f j‖∞  1 for all j. In consequence,
∫
Rn
| f j(x)|p2(x) dx → 0, i.e. (Lemma 2.1(3))
f j → 0 in LKp2(·) . Hence it follows that there exists a constant C such that ‖ f ‖p2(·)  C‖ f ‖p1(·) for all f in LKp1(·) .
Step 2: |α| > 0. If r, λ > 0 we know (see e.g. [18]) that ηrλ∂β f  (Cr)|β|ηrλ f , for all f ∈ SBr and for all multiindex β ,
where C = C(λ,n). If λ > n/p0, we appeal to that inequality and to (3.3) to obtain, for every f ∈ SBr ,∥∥∂α f ∥∥p1(·)  ∥∥ηrλ∂α f ∥∥p1(·)  (Cr)|α|‖ηrλ f ‖p1(·)  C‖ f ‖p1(·).
Let r > 0 be such that K ⊂ B˚r . Given a function f in LKp1(·) , let ( f) be as in the proof of (1). Applying the previous inequality,
we have∥∥∂α f∥∥p1(·)  C‖ f‖p1(·)  C‖ f ‖p1(·)
for all  > 0 small enough, and so using Lemma 2.1(4) and Fatou’s lemma we obtain∫
Rn
( |∂α f (x)|
C‖ f ‖p1(·)
)p1(x)
dx=
∫
Rn
lim
→0+
( |∂α f(x)|
C‖ f ‖p1(·)
)p1(x)
dx
≤ lim
→0+
∫
Rn
( |∂α f(x)|
C‖ f ‖p1(·)
)p1(x)
dx 1
which in turn implies (again by Lemma 2.1(4)) that∥∥∂α f ∥∥p1(·)  C‖ f ‖p1(·),
and since supp ∂̂α f ⊂ supp fˆ ⊂ K it follows by Step 1 that∥∥∂α f ∥∥p2(·)  C‖ f ‖p1(·).
6. It is a immediate consequence of (4) and (5). 
Remark 3.6.
1. In [1, Theorem 1] it is shown that if f ∈ Lp(Rn) and supp fˆ is carried by a C1 manifold V of dimension d, 0 < d < n,
then f = 0 provided 1 p  2n/d. From this and from Theorem 3.5(5) it follows that if K ⊂ V and M is bounded in
Lp(·)/p0(Rn) for some p0, 0 < p0 < p−  p(·) p+  2n/d, then LKp(·) = {0}.
2. If 1 < p1  p(·)  p2 < ∞ and Q = [−π,π ]n , then the canonical embedding lp1 (Zn) ↪→ lp2 (Zn) factors through LQp(·) .
In fact, it is suﬃcient to consider the diagram lp1 (Z
n)  LQp1 ↪→ LQp(·) ↪→ LQp2  lp2 (Zn) where the ﬁrst isomorphism
is deﬁned by (ζk)k →∑k ζk sinck (sinck(x) =∏nj=1 sinπ(x j−k j)π(x j−k j) ; see e.g. [34, pp. 239–240]), the second one is given by
f → ( f (k))k [34] and the other arrows are the canonical embeddings (use Theorem 3.5(5)).
3. If n = 1, 0 < p0 < p1  p(·) p2  1 and M is bounded in Lp(·)/p0(Rn) then the canonical embedding Hp1 (Z) ↪→ Hp2(Z)
factors through L[−π,π ]p(·) (if 0 < p  1, Hp(Z) = {α = (αk) ∈ lp(Z):
∑
k∈Z |H(α)(k)|p < ∞}, where H(α)(k) =
∑
j =k
α j
k− j ,
is the discrete Hardy space which equipped with the quasi-norm ‖α‖Hp = ‖α‖lp + ‖H(α)‖lp becomes a quasi-Banach
space isomorphic to L[−π,π ]p via the mapping (αk) → f ( f (k) = (−1)kαk) (see [11])): Consider the diagram Hp1(Z) 
L[−π,π ]p1 ↪→ L[−π,π ]p(·) ↪→ L[−π,π ]p2 ↪→ Hp2(Z) (use again Theorem 3.5(5)).
4. In [32, pp. 199–200] it is shown that DLp ⊂ DLq (and that the canonical injection is continuous) for 1 p  q < ∞. Let
us mention that in the case of variable exponents, as an immediate consequence of the generalization of the Sobolev
embedding theorem by Capone et al. [2, Theorem 1.10], we have the canonical embedding DLp(·) ↪→ DLq(·) when p(·) is
as in Theorem 2.5, 1 < p−  p+ < n, k is an integer such that p+ < n/k and
1
q(x)
= 1
p(x)
− k
n
, x ∈ Rn.
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In [12] C. Fefferman showed that the characteristic function of the Euclidean ball B in Rn is not an Lp-Fourier multiplier
when p ∈ (1,∞)\{2} and n > 1 (see also [15, Chapter 10]; Mitiagin in [23] extended this result to compact sets in Rn which
have at least one point of strict convexity). As a consequence, L−Bp′ and (L
B
p )
′ are not canonically isomorphic. Similarly, since
any translation invariant bounded projection on L∞(Rn) comes from a Borel measure on Rn [17] it is easy to check that
L−K∞ and (LK1 )′ are not isomorphic (again via the natural mapping) for any compact K in Rn . If 0 < p < 1, Hoffmann [16]
proved that the Banach envelope of L[−π,π ]p is isomorphic to l1, thus (L[−π,π ]p )′  l∞ . On the other hand, it is well known
that L−Qp′ and (L
Q
p )
′ are canonically isomorphic if 1 < p < ∞ and Q is a cube in Rn (see, e.g. [34]; see also [33] for the
weighted case and [31,24] for the vector-valued and weighted case).
In this section we shall calculate the dual of the space LKp(·) . In fact, we shall show that the natural mapping N : L−Kp′(·) →
(LKp(·))′ : g → 〈 f ,Ng〉 =
∫
Rn
f (x)g(x)dx becomes an isomorphism when 1 < p−  p+ < ∞ and χK is an Lp(·)-Fourier multi-
plier (see Deﬁnition 4.1 and Theorem 4.3). Some consequences of this result (for example, LQp(·) is a complemented subspace
of DLp(·) for any compact interval Q in R, LIp(·) becomes a complemented subspace of L(N)p(·) for any open interval I in R and
LIp  l(N)p if p(·) = p is constant) will be given. We shall also show a Fourier multiplier theorem which generalizes to our
context a result by Triebel [31].
Deﬁnition 4.1. If 1 < p−  p+ < ∞, a function m ∈ L∞(Rn) is said to be an Lp(·)-Fourier multiplier if there is a constant C
such that for all f ∈ S(Rn) we have∥∥F−1(mF f )∥∥p(·)  C‖ f ‖p(·). (4.1)
For an Lp(·)-Fourier multiplier m the operator f → F−1(mF f ) extends uniquely to a bounded operator on Lp(·)(Rn) which
will be denoted by Tm .
Lemma 4.2.m is an Lp(·)-Fourier multiplier if and only if m˜ is an Lp′(·)-Fourier multiplier.
Proof. Evidently, it is enough to show (⇒). Suppose then that m is an Lp(·)-Fourier multiplier and consider the following
diagram
(Lp(·)(Rn))′
T ′m
(Lp(·)(Rn))′
I−1
Lp′(·)(Rn)
I
Lp′(·)(Rn)
Sp′(·)(Rn)
Z
i
where T ′m is the adjoint of the operator Tm associated with the Lp(·)-Fourier multiplier m, I is the canonical isomorphism〈 f , I(g)〉 = ∫
Rn
f g dx for f ∈ Lp(·)(Rn) and g ∈ Lp′(·)(Rn) (Lemma 2.3), Sp′(·)(Rn) is the space S(Rn) equipped with the
topology induced by Lp′(·)(Rn), i is the natural injection and Z = I−1 ◦ T ′m ◦ I ◦ i. Then, by virtue of the identity∫
Rn
ϕ(x)F−1(mψˆ)(x)dx =
∫
Rn
ψ(x)F−1(m˜ϕˆ)(x)dx, ϕ,ψ ∈ L2
(
Rn
)
, (4.2)
we get∫
Rn
ψ(x)Z(ϕ)(x)dx = 〈ψ, I(Z(ϕ))〉= 〈ψ, T ′m(I(ϕ))〉= 〈Tm(ψ), I(ϕ)〉
= 〈F−1(mψˆ), I(ϕ)〉= ∫
Rn
ϕ(x)F−1(mψˆ)(x)dx
=
∫
Rn
ψ(x)F−1(m˜ϕˆ)(x)dx
for all ϕ , ψ ∈ S(Rn). Hence it follows that Z(ϕ) = F−1(m˜ϕˆ) for all ϕ ∈ S(Rn). Using now the fact that Z is bounded, we
conclude that m˜ becomes an Lp′(·)-Fourier multiplier. 
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closure of a bounded open set with the segment property and χK is an Lp(·)-Fourier multiplier, the mapping
N : L−Kp′(·) →
(
LKp(·)
)′ : g → 〈 f ,Ng〉 = ∫
Rn
f (x)g(x)dx
becomes an isomorphism. Conversely, if the former mapping is an isomorphism and p+  2 or 2  p− , then χK is an Lp(·)-Fourier
multiplier (now the hypothesis on M and on K are not necessary).
Proof. (⇒) Denote by SK the operator associated with the Lp(·)-Fourier multiplier χK . Since LKp(·) is a Banach space (Theo-
rem 3.5(4)) and SK is dense in LKp(·) (Theorems 2.6 and 3.5(3)), it is easy to check that ImSK = LKp(·) , SK is a projection and
Lp(·)(Rn) = LKp(·) ⊕ Ker SK . Analogously, by Lemma 4.2, we get the decomposition Lp′(·)(Rn) = L−Kp′(·) ⊕ Ker S−K where S−K is
the operator associated with the Lp′(·)-Fourier multiplier χ−K . Furthermore, using (4.2) and the facts that SK and S−K are
bounded, and that S(Rn) is dense in Lp(·)(Rn) and in Lp′(·)(Rn), we obtain the identity∫
Rn
SK f (x)g(x)dx =
∫
Rn
f (x)S−K g(x)dx, f ∈ Lp(·)
(
Rn
)
, g ∈ Lp′(·)
(
Rn
)
. (4.3)
Next study the properties of the mapping N . By the generalized Hölder inequality, N is bounded. Let us see that it is
injective. Suppose that Ng = 0, i.e. ∫
Rn
f (x)g(x)dx= 0 for all f ∈ LKp(·) . Then, if f ∈ Lp(·)(Rn) and f = f1 + f2 with f1 ∈ LKp(·)
and f2 ∈ Ker SK , we obtain, from the identity (4.3),∫
Rn
f g dx=
∫
Rn
f1g dx+
∫
Rn
f2g dx
=
∫
Rn
f2S−K g dx=
∫
Rn
SK f2g dx= 0.
Since the mapping Lp′(·)(Rn) → (Lp(·)(Rn))′ : h →
∫
Rn
(·)hdx is an isomorphism (Lemma 2.3), it follows that g = 0 as we
required. Now we prove that ImN = (LKp(·))′ . For this we consider the diagram(
LKp(·)
)′ S ′K−−→ (Lp(·)(Rn))′ j′−→ S ′(Rn)
where S ′K is the adjoint of SK and j′ is the adjoint of the natural injection S(Rn) ↪→ Lp(·)(Rn), and we set Λ = j′ ◦ S ′K . Let
u ∈ (LKp(·))′ . Then, by Lemma 2.3, there exists a function g in Lp′(·)(Rn) such that〈
f , S ′K u
〉= 〈SK f ,u〉 = ∫
Rn
f g dx, f ∈ Lp(·)
(
Rn
)
. (4.4)
On the other hand, if ϕ ∈ C∞0 (Rn \ (−K )) we have
〈ϕ, Λ̂u〉 = 〈ϕˆ,Λu〉 = 〈ϕˆ, j′(S ′K u)〉= 〈ϕˆ, S ′K u〉= 〈SK ϕˆ,u〉
= (2π)n〈F−1(χK ϕ˜),u〉= 0
and hence it follows that supp Λ̂u ⊂ −K . Then the Paley–Wiener–Schwartz theorem shows that there exists an en-
tire function of exponential type U such that 〈ϕ,Λu〉 = ∫
Rn
ϕU dx for all ϕ ∈ S(Rn). Hence and from (4.4) we obtain∫
Rn
ϕU dx= 〈SKϕ,u〉 =
∫
Rn
ϕg dx for all ϕ ∈ S(Rn). Consequently, g = U a.e. and supp gˆ ⊂ −K . Thus, g ∈ L−Kp′(·) and
〈 f ,Ng〉 =
∫
Rn
f g dx= 〈SK f ,u〉 = 〈 f ,u〉
for all f ∈ LKp(·) , i.e. Ng = u. To complete the proof we apply the open mapping theorem.
(⇐) Assume that N is an isomorphism and that p+  2. Consider the diagram
L−Kp′(·)
N (LKp(·))′
Lp′(·)
P
I
(Lp(·)(Rn))′
R
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L−Kp′(·) (Theorem 3.5(4)), we get for all h ∈ S(Rn) and for all f ∈ LKp(·)
〈
f ,N(Ph)
〉= 〈 f , R(Ih)〉= 〈 f , Ih〉 = ∫
Rn
f h dx=
∫
Rn
F−1(χK fˆ )hdx
= {(4.2)}= ∫
Rn
f F−1(χ−K hˆ)dx =
〈
f ,N
(F−1(χ−K hˆ))〉.
Hence if follows that N(Ph) = N(F−1(χ−K hˆ)), i.e. Ph = F−1(χ−K hˆ). By the boundedness of P it results that χ−K is an
Lp′(·)-Fourier multiplier. Then, by Lemma 4.2, χK becomes an Lp(·)-Fourier multiplier.
By a duality argument, the case 2 p− is reduced to the case p+  2. 
Remark 4.4.
1. Taking into account what was said at the beginning of this section and knowing that if K is a compact interval in R then
χK is an Lp(·)-Fourier multiplier (see the proof of Theorem 4.5(1)) it is only natural to ask if χK is also an Lp(·)-Fourier
multiplier when K is a cube in Rn (n > 1). We do not know the answer to this question.
2. If we suppose that SK is dense in LKp(·) then we do not need any hypothesis on the exponent p(·) in the part (⇐) of
the previous theorem (the proof is obtained via a step-by-step repetition of the proof of (⇐) taking f in SK ). However,
if SK = LKp(·) and 1 < p− < 2 < p+ < ∞ we do not know if the implication (⇐) is valid.
The following elementary fact will be used in the next theorem: Let F = ind→
j
F j be the strict inductive limit of a
properly increasing sequence F1 ⊂ F2 ⊂ · · · of Banach spaces. Assume that every F j is a complemented subspace of F j+1
and that G j is a topological complement of F j in F j+1. Then the mapping F1 ⊕ G1 ⊕ G2 ⊕ · · · → F : ( f1, g1, g2, . . .) →
f1 + g1 + g2 + · · · is an isomorphism.
Theorem 4.5.
1. Let p(·) be such that 1 < p−  p+ < ∞ and M is bounded in Lp(·)(R). Let Ω = ]a,b[ (−∞ a < b ∞). Let a j ↘ a, b j ↗ b,
and we put K j = [a j,b j] for j = 1,2, . . . . Then, if LΩp(·) = ind→
j
L
K j
p(·) , we have L
Ω
p(·)  LK1p(·) ⊕ G1 ⊕ G2 ⊕ · · · where each G j is an
inﬁnite-dimensional complemented subspace of Lp(·)(R). Thus, LΩp(·) < (Lp(·)(R))(N) . In the case p(·) = p, a constant, the space
LΩp = ind→
j
L
K j
p is isomorphic to (lp(Z))
(N) .
2. Let p(·) be as in (1) and let K be a compact interval in R. Then LKp(·) is a complemented subspace of DLp(·) .
Proof. 1. By [9, Theorem 8.14] (see also [8, Theorem 4.8]) the Hilbert transform is bounded in Lp(·)(R). Hence it follows,
reasoning as in the classical case, that every χK j is an Lp(·)-Fourier multiplier. Then, if SK j denotes the operator associated
with χK j , we get L
K j+1
p(·) = L
K j
p(·) ⊕ (ker SK j ∩ L
K j+1
p(·) ) (use Theorem 4.3) which shows that G j = ker SK j ∩ L
K j+1
p(·) is an inﬁnite-
dimensional (if Q is a compact interval such that Q ⊂ K j+1 \ (K j + [−, ]), for a suﬃciently small  > 0, then G j ⊃ SQ )
topological complement of L
K j
p(·) in L
K j+1
p(·) . Next, by using the former fact, we obtain L
Ω
p(·)  LK1p(·) ⊕ G1 ⊕ G2 ⊕ · · · and this
implies that LΩp(·) becomes a complemented subspace of (Lp(·)(R))(N) .
If p(·) ≡ p we know (see e.g. [34, pp. 239–240]) that every LK jp is isomorphic to lp(Z), thus G j is isomorphic to an
inﬁnite-dimensional complemented subspace of lp(Z). We now use that the space lp(Z) is prime [21, Theorem 2.a.3] to
obtain the isomorphism G j  lp(Z). We conclude that
LΩp  lp(Z) ⊕ lp(Z) ⊕ lp(Z) ⊕ · · · =
(
lp(Z)
)(N)
,
which is what we needed to prove.
2. By Theorem 3.5(6) LKp(·) is a closed subspace of DLp(·) , and from the continuity of the canonical embedding
DLp(·) ↪→ Lp(·) it follows that ker SK ∩ DLp(·) also is a closed subspace of DLp(·) . Furthermore, from the proof of Theorem 4.3
it follows that DLp(·) = LKp(·) ⊕ (ker Sk ∩ DLp(·) ). Then, since DLp(·) is a Fréchet space (Proposition 3.4), a classical result (see
e.g. [28, Theorem 5.16]) shows that LKp(·) and ker SK ∩ DLp(·) are topologically complementary in DLp(·) . 
Next a Fourier multiplier theorem by Triebel (see [31]) is generalized to our context. We will use the following notation:
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Lebesgue measurable functions on Rn such that (
∑
j | f j |q)1/q ∈ Lp(·)(Rn). It is easy to check that this space, equipped with
the quasi-norm ‖( f j)‖ = ‖(∑ j | f j |q)1/q‖p(·) , becomes a quasi-Banach (Banach if p−  1 and q 1) space.
Let {K j}∞j=1 be a sequence of compact subsets of Rn . Then L
{K j}
p(·) (lq) will denote the set{
( f j)
∞
j=1 ∈
(
S ′
(
Rn
))N
: supp fˆ j ⊂ K j if j = 1,2, . . . ,
(∑
j
| f j|q
)1/q
∈ Lp(·)
(
Rn
)}
.
This space, equipped with the quasi-norm ‖( f j)‖ = ‖(∑ j | f j |q)1/q‖p(·) , becomes a quasi-Banach (Banach if p−  1 and
q  1) space when M is bounded in Lp(·)/p0(Rn) for some p0 with 0 < p0 < p− (use the properties of Lp(·)(lq) and Theo-
rem 3.5).
Lemma 4.6. Let r, λ > 0 and let f ∈ S ′(Rn) be such that supp fˆ ⊂ Br and ηrλ f (x) < ∞ for all x ∈ Rn. Let  > 0. Then there exists a
constant C = C(n, λ, ) such that
ηrλ f (x) C
(
M
(| f |a)(x))1/a, x ∈ Rn, (4.5)
where a = (1+ )n/λ.
Proof. See e.g. [18]. 
Lemma 4.7. If 1 < p−  p+ < ∞ and M is bounded in Lp(·)(Rn), then for all 1 < q < ∞,∥∥∥∥
(∑
j
(Mf j)
q
)1/q∥∥∥∥
p(·)
 C
∥∥∥∥
(∑
j
| f j|q
)1/q∥∥∥∥
p(·)
(4.6)
holds for all ( f j)∞j=1 in Lp(·)(lq).
Proof. This is Corollary 2.1 of [4]. 
Theorem 4.8. Let p(·) ∈ P0(Rn) be such that M is bounded in Lp(·)/p0(Rn) for some p0 , 0 < p0 < p− . Let 0 < q, λ < ∞ be such that
n/λ < min{p0,q}. Let {K j}∞j=1 be a sequence of compact subsets of Rn and let (d j)∞j=1 be a sequence of positive numbers such that
K j ⊂ Bd j for all j. Then there exists a positive number C such that∥∥∥∥
(∑
j
∣∣F−1(ϕ j fˆ j)∣∣q
)1/q∥∥∥∥
p(·)

∥∥∥∥
(∑
j
(
ηd jλ
(F−1(ϕ j fˆ j)))q
)1/q∥∥∥∥
p(·)
 C
∥∥∥∥
(∑
j
| f j|q
)1/q∥∥∥∥
p(·)
(4.7)
holds for all (ϕ j)∞j=1 ⊂ C∞0 (Rn) such that A = sup j
∫
Rn
|F−1ϕ j(d j ·)(t)|(1+ |t|)λ dt < ∞ and all ( f j)∞j=1 ∈ L
{K j}
p(·) (lq). Thus the oper-
ator L
{K j}
p(·) (lq) → Lp(·)(lq) : ( f j) → (F−1(ϕ j fˆ j)) is bounded.
Proof. We ﬁrst prove that ηd jλ(F−1ϕ j fˆ j)(x) Aηd jλ f j(x) for all x ∈ Rn . In fact, we have
∣∣F−1ϕ j fˆ j(x− y)∣∣= ∣∣F−1ϕ j ∗ f j(x− y)∣∣ ∫
Rn
∣∣F−1ϕ j(x− y − z)∣∣∣∣ f j(z)∣∣dz

{∣∣ f j(z)∣∣ ηd jλ f j(x)(1+ d j|x− y − z|)λ(1+ d j|y|)λ}

(
1+ d j|y|
)λ
ηd jλ f j(x)
∫
Rn
∣∣F−1ϕ j(x− y − z)∣∣(1+ d j|x− y − z|)λ dz
= (1+ d j|y|)ληd jλ f j(x)
∫
n
∣∣F−1ϕ j(d j ·)(t)∣∣(1+ |t|)λ dt
R
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ηd jλ
(F−1ϕ j fˆ j)(x) = sup
y
|F−1ϕ j fˆ j(x− y)|
(1+ d j|y|)λ  Aηd jλ f j(x), x ∈ R
n. (4.8)
Now let a be such that n/λ < a < min{p0,q}. Since that every f j is bounded (Theorem 3.5(4)), by using the maximal
inequality (4.5) we have that
ηd jλ f j  C
(
M| f j|a
)1/a
for all j, and so (
∑
j(ηd jλ f j)
q)1/q  C(
∑
j(M| f j |a)q/a)1/q . Then, taking into account that ‖gp0/a‖1/p0p(·)/p0 = ‖g‖
1/a
p(·)/a (g  0)
and that M is bounded in Lp(·)/a(Rn) (see e.g. [5, p. 43]), we can apply the inequality (4.6) and obtain∥∥∥∥
(∑
j
(ηd jλ f j)
q
)1/q∥∥∥∥
p(·)
 C
∥∥∥∥
(∑
j
(
M| f j|a
)q/a)1/q∥∥∥∥
p(·)
= C
∥∥∥∥
((∑
j
(
M| f j|a
)q/a)a/q)p0/a∥∥∥∥1/p0
p(·)/p0
= C
∥∥∥∥
(∑
j
(
M| f j|a
)q/a)a/q∥∥∥∥1/a
p(·)/a
 C
∥∥∥∥
(∑
j
| f j|q
)a/q∥∥∥∥1/a
p(·)/a
= C
∥∥∥∥
(∑
j
| f j|q
)1/q∥∥∥∥
p(·)
.
This estimate and (4.8) prove the second inequality in (4.7) (the ﬁrst inequality is obvious). 
5. Some questions
• Characterize the variable exponents p0(·), p1(·) and the compact subsets K of Rn such that [LKp0(·), LKp1(·)]θ  LKpθ (·)
where 0< θ < 1 and 1pθ (x) = 1−θp0(x) + θp1(x) (see [7, Corollary A.2], [6] and [35, pp. 66–78]).
• In [14, p. 75] it is shown that [DLp0 ,DLp1 ]θ  DLpθ where 0 < θ < 1 and 1pθ = 1−θp0 + θp1 (1 p0, p1 < ∞). What about
the isomorphism [DLp0(·) ,DLp1(·) ]θ  DLpθ (·) for variable exponents?
• It would be interesting to obtain sequence space representations of the space LQp(·) where Q is the cube [−π,π ]n . In
the classical case LQp  lp(Zn) if 1 < p < ∞ [34, pp. 239–240] (see also [33] for the weighted case and [31,24] for the
vector-valued and weighted case). We do not know whether the natural candidate lp(·)(Zn) (see [10] and [6, Chapter 3])
might be isomorphic to the space LQp(·) .
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