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RÉSUMÉ 
De nos jours, Internet devient de plus en plus répandue ; la fibre optique est encore le 
support idéal pour cette technologie. Cependant, le développement des réseaux en fibre 
optique est très couteux. 
Le but de ce projet est de mettre en place un algorithme d'optimisation des réseaux 
optiques qui vise la minimisation des coûts relatifs au déploiement et à l'exploitation de 
ces réseaux. 
L'algorithme est développé sous forme d'une librairie appelée OptimisationLib ; composée 
de quatre modules : de vérification, de correction, de calcul de coût et d'optimisation. 
Ces derniers collaborent ensemble pour donner une solution opérationnelle, avec un coût 
minimal à un réseau optique donné. 
La librairie ainsi développée est prête pour être intégrée dans le grand projet du groupe 
de recherche sur les réseaux de télécommunications appelé ONDE (optical Network Deve­
lopment Environment). 
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CHAPITRE 1 
INTRODUCTION 
1.1 Mise en contexte 
De nos jours, le réseau Internet ne cesse de s'élargir pour couvrir l'intégralité de la po­
pulation. Avec cette popularisation, plusieurs applications et services ont vu le jour, et 
maintenant on parle de stockage de données en ligne, de la diffusion des vidéos en haute 
définition, des réseaux sociaux etc. Toutes ces applications et services web deviennent de 
plus en plus gourmands en terme de vitesse et de bande passante. Le support idéal pour 
un réseau avec une telle demande est bien entendu la fibre optique. D'ailleurs, depuis les 
années soixante dix, la fibre optique constitue le support exclusif d'Internet. Cependant, le 
problème du coût de déploiement des réseaux optiques est toujours d'actualité et constitue 
une priorité pour tous les fournisseurs de service. 
Le réseau optique est assujetti au problème d'optimisation afin de réduire les coût relatifs 
à son installation et à son exploitation. C'est dans ce cadre que s'inscrit ce projet maîtrise. 
1.2 Motivations 
L'optimisation des réseaux optiques en vue de minimiser les coûts de leur déploiement est 
un problème d'actualité. Il constitue la préoccupation de tous les fournisseurs de services. 
L'optimisation de ces réseaux se fait généralement sur les deux couches : réseau et physique. 
La couche réseau est la couche la plus visée par les chercheurs, surtout avec ses problèmes 
de groupage et de routage du trafic et d'affectation de longueurs d'onde. En ce qui concerne 
la couche physique, personne ne peut négliger son utilité ni la nécessité de son optimisation, 
car finalement, même avec une configuration optimale de la couche réseau, une solution 
ne peut voir le jour sans la mise au point de la couche physique. Autrement dit, la couche 
réseau représente la théorie, et la couche physique représente la pratique dans un réseau 
optique. 
Des travaux de doctorat en cours [Haitami et al., 2006) touchent l'optimisation des deux 
couches simultanément. Les travaux de maitrise [Solari, 2005] ont déjà faits l'objet de 
l'optimisation de la couche réseau. De plus, la plateforme ONDE en cours de développe­
ment au sein de notre groupe de recherche, n'est pas encore adaptée pour supporter la 
1 
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couche physique. La nécessité de prendre en charge la couche physique et d'introduire son 
optimisation justifient alors l'utilité de ces travaux de maîtrise. 
1.3 Objectifs 
L'objectif de notre groupe de recherche sur les réseaux de télécommunications est de 
développer la plateforme logicielle ONDE pour la conception, la simulation, l'optimisation 
et l'analyse de tout type de réseau de télécommunication. Ce travail fait partie de ce 
grand projet et vise l'optimisation de la couche physique des réseaux optiques. L'objectif 
de cette recherche est de concevoir et de développer un algorithme basé sur le principe 
de la recherche taboue pour optimiser l'allocation du matériel dans les réseaux optiques 
afin de minimiser la fonction coût qui y associée. Cet algorithme a pour but de chercher la 
disposition optimale des équipements du réseau tout en tenant compte de la topologie de ce 
dernier et de la demande de trafic exigée. L'algorithme développé fera partie d'une librairie 
qui sera intégrée à la plateforme ONDE. Les utilisateurs de ONDE pourront concevoir et 
optimiser un réseau optique à la lumière de ce travail. 
1.4 Contributions 
Ce travail consiste à adapter l'algorithme de la recherche taboue au problème d'optimi­
sation de la couche physique des réseaux optiques. Les modules de la librairie développée 
permettent à ONDE d'effectuer la vérification de la couche réseau et de la couche physique 
ainsi que la correction des erreurs et l'optimisation de la couche physique. Ces fonction­
nalités offertes par la librairie facilitent la tâche des concepteurs en diminuant beaucoup 
le temps et les efforts requis par rapport à un processus manuel. Il est à noter qu'à partir 
d'une certaine taille de réseau, il n'est plus possible d'effectuer ces tâches manuellement. 
1.5 Organisation du mémoire 
Le chapitre deux s'intéresse à l'état de l'art et qui débute par une présentation de la 
plateforme logicielle ONDE en cours de développement par notre groupe de recherche, 
pour ensuite décrire de façon formelle le cnML, un langage de description de réseau conçu 
au sein du groupe. Par la suite, le chapitre définit quelques termes utilisés tout au long du 
mémoire ainsi que les équipements utilisés pour la conception des réseaux optiques. Il se 
termine par une revue des travaux d'optimisation réalisés dans le domaine et introduit la 
méthode de recherche utilisée pour l'optimisation dans ce travail de maitrise. 
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Le troisième chapitre présente le système conçu dans le cadre de ce travail de maitrise, 
en donnant tout d'abord une idée du fonctionnement global de la librairie d'optimisation, 
ensuite en détaillant chacun des quatre modules constituant cette dernière. 
Le quatrième chapitre présente tout ce qui concerne le développement de la librairie, 
en indiquant les outils utilisés pour la réalisation de ce projet et en donnant quelques 
détails concernant la hiérarchie et les relations entre les classes utilisées à travers quelques 
diagrammes de classe et de séquence. 
Le cinquième chapitre se rapporte aux tests effectués sur les différents modules de la 
librairie et des données à l'entrée et à la sortie de ces modules. Il se termine par une 
discussion des résultats obtenus. 
Finalement, le dernier chapitre conclue ce mémoire : il en fait la synthèse et présente les 
perspectives d'avenir de ce travail de recherche. 
CHAPITRE 1. INTRODUCTION 
CHAPITRE 2 
ÉTAT DE L'ART 
2.1 Introduction 
Afin de mieux expliquer le contexte du projet, ce chapitre présente tout d'abord ONDE, le 
logiciel sur lequel travaille le groupe de recherche sur les réseaux de télécommunications. 
Il est ensuite question de cnML, le langage formel de description de réseaux utilisé par 
ONDE en lecture et écriture. Par la suite on définit quelques termes techniques utilisés 
dans les chapitres suivants, ensuite les équipements qui constituent les réseaux optiques et 
avec lesquels ce travail est réalisé et validé. Par la suite, on passe en revue les techniques 
d'optimisation connues, ainsi que les travaux réalisés dans le domaine de l'optimisation 
des réseaux optiques. Finalement, on présente la recherche taboue, la méthode à la base 
de ce travail de recherche. 
2.2 Le logiciel ONDE 
ONDE (Optical Networks Development Environment) est un outil logiciel utile à la concep­
tion, la planification et à l'optimisation des réseaux de communication. Conçu au départe­
ment de génie électrique et de génie informatique de la Faculté de génie de l'Université de 
Sherbrooke et visant initialement les réseaux de communication par fibre optique, ONDE 
s'applique à tous les réseaux de communications, qu'ils soient de courte ou de longue 
distance et peu importe la technologie (sans-fil, filaire, fibre optique, etc.). [Houle, 2007]. 
ONDE, tel que le montre la figure 2.1, est basé sur une architecture client/serveur. L'ap­
plication côté client offre une interface graphique aux utilisateurs pour dessiner, concevoir 
et décrire les réseaux. 
L'application côté serveur, exécute toutes les opérations de simulation, d'optimisation et 
d'analyse des réseaux conçus par l'utilisateur. 
La communication entre les deux principales composantes du logiciel se fait par l'échange 
de commandes et de fichiers de type cnML (voir paragraphe 2.3), et ce à travers un canal 
sécurisé utilisant le protocole SSL, afin d'assurer l'intégrité et la confidentialité des données 
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en transit entre le client et le serveur. La lecture et l'écriture des fichiers cnML se fait grâce 
au parseur cnML. La structure de ONDE est détaillée dans [Haitami et al., 2006}. 
La contribution principale de ce travail dans ONDE, réside du côté serveur et plus pré­
cisément dans les librairies. Il s'agit de développer la librairie d'optimisation des réseaux 





E l  





Gestion des clients 
Figure 2.1 Architecture de la plateforme ONDE. 
térature dont on peut citer : 
- HiperionCAD : Il permet la conception et l'optimisation des réseaux optiques. L'op­
timisation se fait en utilisant les algorithmes génétiques [Fontana et al., 2008]. 
- NOMaD : (optical Network Optimization, Modelling and Design tool) [Sinclair, 
1998a]. 
- ARTHUR : (A Routing and wavelength assignment Tool for optical network) [No-
mula, Date inconnue]. 
- ADRENALINE : Outil pour l'optimisation des réseaux optiques. Il supporte les 
différentes configurations des réseaux optiques en terme du nombre de nœuds, de 
longueurs d'onde etc. [Galan et al., 2006]. 
2.3. LE FORMALISME CNML 
2.3 Le formalisme cnML 
7 
À la base de ONDE, on retrouve le langage cnML. C'est un formalisme dérivé du standard 
XML pour la description des réseaux de communication. Il est, en particulier, adapté 
aux réseaux de communication par fibre optique exploitant la technologie multi-longueurs 
d'onde (WDM, DWDM, CWDM). 
Le formalisme cnML est composé de deux schémas XML. Le premier (figure 2.2) dont 
la balise racine se nomme « optimization » , se destine aux logiciels de conception, de 
planification et d'optimisation des réseaux de communication. Trois autres balises divisent 
la structure en trois principales parties : « input » (balise obligatoire), « output » (balise 
optionnelle) et « algorithm » (balise optionnelle). 
— input 
o p t i m i z a t i o n  ^ | — o u t p u t  g ]  
^^algorilhm (+) 
Figure 2.2 La balise « optimization ». 
Le second schéma XML (figure 2.3) est employé pour représenter divers types d'équipe­
ments que l'on retrouve dans les réseaux. Sa balise racine se nomme « equipment ». Ce 
second schéma XML est tel qu'il peut être directement importé dans le schéma XML « 
optimization » puisque « equipment » peut être l'élément fils des balises « node » et « 
link » qui sont sous la balise « network», qui elle même existe sous les balises « input » et 
« output ». La figure en annexe A.l montre la hiérarchie globale des balises de cnML. 
r-^ component [+) 
---^ componM* È-|—( ••• )5-j 
! equipm«nt g—(—•—)El"j O. œ - - -^property fi I __ 
O.oo --- property ;! O.oo 
. . V J 
CLoo 
Figure 2.3 La balise « equipment ». 
En bout de ligne, l'utilisation de la structure cnML permet de décrire un réseau de com­
munication comme un ensemble organisé de propriétés d'équipements et de canaux de 
communication. Une demande de trafic, quant à elle, est décrite comme un ensemble orga­
nisé de bandes passantes de requêtes. Un algorithme est décrit par un ensemble organisé de 
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paramètres tandis qu'une solution est simplement l'association de connexions aux groupes 
de liens les constituant et aux groupes de requêtes servies par ces connexions [Kammoun 
et al., 2010]. 
Il est à noter que la conception actuelle du formalisme présente certaines limites face à la 
description des équipements constituant une solution de trafic, et puisque ce travail vise 
l'optimisation de la couche physique des réseaux optiques, une extension du formalisme 
cnML s'avère nécessaire pour l'initiation de ce projet de maîtrise. Cette extension fera 
l'objet du paragraphe 3.2. 
2.4 Termes utilisés 
Ce paragraphe explique les termes utilisés dans le mémoire afin de lever toute ambiguïté. 
Réseau 
Un réseau est un ensemble de nœuds, inter-connectés entre eux avec des liens en fibre 
optique. La topologie des réseaux utilisés n'est pas restreinte, cependant elle peut être en 
anneau, en étoile, en bus, en arbre, ou maillée. Le terme réseau utilisé en absolu dans ce 
mémoire désigne tout le matériel qu'on dispose pour la mise en place d'une solution. 
Configuration ou solution 
Un réseau peut avoir une infinité de solution. Une configuration du réseau est l'ordre ou la 
séquence d'équipements y compris les nœuds qu'on établis pour avoir un réseau fonctionnel. 
Une configuration du réseau constitue une solution pour acheminer la demande de trafic 
ou encore les requêtes. En cnML c'est la balise « solution ». 
Lien 
Un lien physique est une fibre optique qui relie deux nœuds. Pour des fins de simplification, 
on suppose que l'installation d'équipements sur une est impossible, autrement, tous les 
équipements doivent être installés dans les nœuds. La fibre est considérée aussi comme un 
équipement. En cnML c'est la balise « link ». 
Requête 
Une requête est la demande d'acheminer les données d'un nœud «A» vers un autre «B» 
avec un débit donné. Une requête est acheminée sur un seul chemin en cas de non-
interruption du signal dans les nœuds intermédiaires et sur plusieurs dans le cas contraire. 
Une interruption du signal signifie une transformation du signal optique en signal élec-
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trique. Il est à noter que le changement de longueur d'onde dans une requête ne peut avoir 
lieu sans l'interruption du signal. En cnML c'est la balise « request ». 
Chemin 
Un chemin est un ensemble ordonné d'équipements qui commencent par une carte de 
transport et se terminent par une autre de la même puissance. Un chemin est composé 
d'un ou de plusieurs segments et peut satisfaire une ou plusieurs requêtes. Une seule 
longueur d'onde est associé à un chemin. En cnML c'est la balise « connection ». 
Segment 
Un segment est constitué d'un ensemble d'équipements qui sont dans l'ordre suivant : 
- Les équipements du nœud source. 
- Le lien entre les deux noeuds (source et destination). 
- Les équipements du nœud destination. 
Il existe quatre types de segments : 
1. Segment de début et non de fin du chemin : Uniquement le premier équipement du 
segment doit être une carte de transport. 
2. Segment de fin et non de début : Uniquement le dernier équipement du segment doit 
être une carte de transport. 
3. Segment unique : Uniquement le premier et le dernier équipements du segment 
doivent être une carte de transport. 
4. Segment intermédiaire : Aucune carte de transport ne doit être parmi les équipements 
du segment. 
En cnML, les segments sont représentés par la balise « connection_link ». 
Remarque : Dans le reste du document, l'usage de ces termes ou des balises cnML aura 
la même signification. 
2.5 Équipements utilisés 
Les équipements constituant les réseaux optiques peuvent être classés sous quatre caté­
gories. Dans ce qui suit, chaque équipement utilisé dans le mémoire est présenté sous la 
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catégorie correspondante. Il est à noter que les prix associés aux différents équipements 
sont présentés dans le tableau B.l en annexe. 
2.5.1 Équipements générateurs et récepteurs du signal 
Les cartes de transport sont les équipements responsables de la génération et de la réception 
du signal optique. Chaque carte dispose au moins d'un port d'entrée et d'un port de sortie. 
L'ensemble des cartes d'un même nœud, sont généralement placés dans un Multi-Service 
Provisioning Platform (MSPP). De ce fait, chaque nœud comporte un seul MSPP. Il existe 
plusieurs capacités de cartes de transport. Pour des fins de simplifications, dans ce travail 
on utilise seulement les cartes OC-48 et OC-192. Le tableau 2.1 présente les propriétés de 
ces cartes, les figures 2.4 et 2.5 illustrent respectivement le symbole d'un MSPP et d'une 
carte de transport. 
/ \ ( MSPP 1 
\ / 
Figure 2.4 Symbole d'un MSPP. 
=^0c-xx)zz=t 
Figure 2.5 Symbole d'une carte de transport. 
Tableau 2.1 Propriétés des cartes de transport 
Propriété Carte OC-48 Carte OC-192 
Puissance d'entrée minimale (PinMin) -20 dBm -15 dBm 
Puissance d'entrée maximale (PinMax) 0 dBm -3 dBm 
Puissance de sortie (POut) 5 dBm 5 dBm 
Dispersion chromatique maximale tolérée (Dmax) 5400 ps/nm 800 ps/nm 
Débit 2.5 Gb/s 10 Gb/s 
2.5.2 Équipements de transport du signal 
Fibre optique 
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Les propriétés principales d'une fibre optique sont l'atténuation et la dispersion chroma­
tique. Dans ce travail, la fibre optique SMF-28 de Corning est utilisée. Son atténuation 
est de 0,2 dB/km et sa dispersion chromatique de 17 ps/(nm.km). La fibre est représentée 
dans les schémas des réseaux comme le montre la figure 2.6. 
Figure 2.6 Symbole de la Fibre optique. 
2.5.3 Équipements de régénération du signal 
Amplificateur 
L'amplification permet de garder un budget de puissance équitable sur le réseau. Toutefois, 
un amplificateur ne peut être installé dans une position donnée sur le réseau que s'il 
respecte les propriétés présentées dans le tableau 2.2. Le symbole de cet équipement est 
présenté par la figure 2.7 . 
Figure 2.7 Symbole de l'amplificateur. 
Tableau 2.2 Propriétés d'un amplificateur 
Propriété Valeur 
Puissance minimale en entrée (PinMin) -13 dBm 
Puissance maximale en entrée (PinMax) -3 dBm 
Puissance minimale en sortie (PinMin) -3 dBm 
Puissance maximale en sortie (PinMax) 17 dBm 
Gain minimum (GMin) 10 dB 
Gain maximum (GMax) 20 dB 
Atténuateur 
Contrairement à l'amplificateur, l'atténuateur permet de réduire la puissance du signal. Il 
est utilisé la plupart du temps pour normaliser la puissance à la sortie des équipements 
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Figure 2.8 Symbole de l'atténuateur. 
de multiplexage (i.e. Optical Add Drop Multiplexer (OADM), multiplexeur). La valeur de 
l'atténuation est réglable. La figure 2.8 illustre son symbole. 
Unité de compensation à la dispersion (DCU) 
L'effet de la dispersion chromatique sur la distance est égal à l'inverse du carré de l'aug­
mentation du rapport du débit. Par exemple : si on augmente le débit de 2,5 Gbps à 10 
Gbps ; la distance maximale tolérée sans avoir l'effet de la dispersion chromatique diminue 
de 1000 km à environ 60 km seulement. La fibre de compensation permet alors de contour­
ner cette limite et de favoriser l'utilisation des réseaux de grande taille tout en gardant un 
débit élevé sans recourir à la régénération du signal. Le tableau 2.3 présente les propriétés 
de cet équipement et la figure 2.9 illustre le symbole utilisé pour sa représentation. 
(TKT) 
Figure 2.9 Symbole du DCU. 
Tableau 2.3 Propriétés d'un DCU 
Propriété Valeur 
Coefficient de dispersion chromatique 1200 ps/nm 
Perte d'insertion (PDCULoss) 7 dBm 
2.5.4 Équipements de multiplexage et de démultiplexage 
Parmi les avantages de l'utilisation de la fibre optique, on trouve la possibilité de mul­
tiplexer plusieurs signaux [Lecoy, 1997]. Grâce aux équipements de multiplexage et de 
démultiplexage, on peut grouper et isoler les longueurs d'ondes. 
Multiplexeur 
Le multiplexeur sert à grouper plusieurs longueurs d'ondes sur une même fibre. La figure 
2.10 illustre le symbole du multiplexeur et le tableau 2.4 présente ses différentes propriétés. 
Démultiplexeur 





Figure 2.10 Symbole du multiplexeur. 
Tableau 2.4 Propriétés du multiplexeur 
Propriété Valeur 
Puissance maximale en entrée (PinMax) 8 dBrn par canal 
Perte d'insertion pour chaque port (PMLoss) 9 dBrn 
Nombre de ports entrants (NbrPorts) 32 
Contrairement au multiplexeur, le démultiplexeur sert à séparer les longueurs d'ondes 
groupées sur une même fibre optique. La figure 2.11 présente le symbole du démultiplexeur 
et le tableau 2.5 illustre ses propriétés. 




Figure 2.11 Symbole du démultiplexeur. 
Tableau 2.5 Propriétés du démultiplexeur 
Propriété Valeur 
Puissance maximale en entrée (PinMax) 8 dBm par canal 
Perte d'insertion pour chaque port (PDLoss) 9 dBm 
Nombre de ports sortants (NbrPorts) 32 
OADM (Optical Add Drop Multiplexor) 
L'OADM peut jouer le rôle de multiplexeur, de démultiplexeur ou des deux à la fois. Il 
permet d'isoler et/ou d'ajouter une ou plusieurs longueurs d'onde sur une fibre optique sans 
recourir au démultiplexage et au multiplexage de toutes les longueurs d'onde présentes sur 
cette fibre. Il est à noter que le nombre de ports « Add » et « Drop » est beaucoup moins 
important que le nombre de ports d'un multiplexeur ou d'un démultiplexeur. La figure 2.6 
illustre le symbole de l'OADM, et le tableau 2.6 présente ses différentes propriétés. 




Figure 2.12 Symbole de l'OADM. 
Tableau 2.6 Propriétés de l'OADM 
Propriété Valeur 
Puissance maximale en entrée (PinMax) 8 dBm par canal 
Perte d'insertion de Express In à Express Out (EELoss) 2 dBm 
Perte d'insertion de Express In à Drop (EDLoss) 4 dBm 
Perte d'insertion de Add à Express Out (AELoss) 4 dBm 
Nombre de ports Add (NbrPortsAdd) 2 
Nombre de ports Drop (NbrPortsDrop) 2 
2.6 Techniques d'optimisation 
Les algorithmes de recherche se classent en deux catégories : 
1. Algorithmes exacts dont l'utilisation est : 
- Possible et parfaite pour la résolution d'un petit problème. 
- Possible et très longue pour la résolution d'un problème moyen. 
- Temps d'exécution de plusieurs années, voir des siècles pour un très grand 
problème. 
2. Algorithmes métaheuristiques : Ils sont conçus pour rechercher des solutions aux 
problèmes très longs et/ou complexes. Généralement capables de trouver la solution 
optimale ou une solution très proche de l'optimale avec des temps de réponses de 
quelques secondes. En effet, celles-ci s'appliquent à toutes sortes de problèmes dis­
crets et elles peuvent s'adapter aussi aux problèmes continus. Ces méthodes ont en 
commun, en outre, les caractéristiques suivantes : 
- elles sont, au moins pour partie, stochastiques : cette approche permet de faire 
face à l'explosion combinatoire des possibilités ; 
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- généralement d'origine discrète, elles ont l'avantage, décisif dans le cas continu, 
d'être directes, c'est-à-dire qu'elles ne recourent pas au calcul, souvent problé­
matique, des gradients de la fonction objectif ; 
- elles sont inspirées par analogies : avec la physique (recuit simulé, diffusion si­
mulée...), avec la biologie (algorithmes évolutionnaires, recherche avec tabous...) 
ou avec l'éthologie (colonies de fourmis, essaims particulaires...) ; 
- elles partagent aussi les mêmes inconvénients : les difficultés de réglage des 
paramètres de la méthode, le temps de calcul élevé et la difficulté, voire l'im­
possibilité de valider la qualité de la solution trouvée. [Dréo et Siarry, 2003]. 
2.7 Algorithmes d'optimisation 
Plusieurs travaux ont étés élaborés autour de l'optimisation des réseaux optiques. Dans 
[Antonakopoulos et Zhang, 2007] et [Concaro et al., 2005] les auteurs proposent l'optimisa­
tion en concevant le réseau de nouveau à partir de la matrice de trafic, et ce en appliquant 
l'algorithme du plus court chemin « Dijkstra » [Dijkstra, 1959]. Il est à noter qu'une telle 
approche n'est valable que pour les réseaux non déployés. L'algorithme qu'on se propose 
de développer doit tenir en compte en plus des réseaux existants. 
Dans [Nayak et Sivarajan, 2003] et [Glenstrup et al., 2000] les auteurs ont démontré 
que l'utilisation de la programmation linéaire pour trouver une solution exacte ne peut 
s'appliquer que dans le cas d'un réseau de petite taille. Pour un réseau de large taille, 
la programmation linéaire ne pourra plus donner de solutions, cela est dû à la croissance 
exponentielle de la demande en temps et en mémoire. Afin de remédier à ce problème, les 
auteurs dans [Glenstrup et ai, 2000] ont opté pour des solutions autours du recuit simulé 
et de l'allocation simulée. 
Les travaux [Sripetch et Saengudomlert, 2008] et [Glenstrup et al., 2000] utilisent l'al­
gorithme du recuit simulé. Dans [Sripetch et Saengudomlert, 2008] une très bonne idée 
concernant l'emplacement des amplificateurs optiques a été proposée. En fait, ces der­
niers nécessitent une source d'alimentation pour fonctionner. Si on fixe leurs positions par 
rapport au réseau électrique déjà existant, cela impliquera une minimisation du coût de 
déploiement global. D'un autre côté les auteurs ont limité leur travail à un réseau de 30 
nœuds, et laissent la prise en charge d'un plus grand réseau pour des travaux futurs. 
En fait, pour développer un algorithme de bonne qualité, ce dernier ne doit pas se li­
miter à la taille du réseau à optimiser. Les travaux dans [Lima et ai, 2003], [Sinclair, 
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1998a] et [Sinclair. 1998b] ont opté pour l'algorithme génétique pour résoudre le problème 
d'optimisation. En plus, l'auteur dans [Sinclair, 1998a] et [Sinclair, 1998b] propose une 
solution hybride « génétique/heuristique », pour déterminer les probabilités initiales de 
son algorithme génétique. 
Finalement, on trouve [Houle et al., 2005] dont l'auteur utilise l'heuristique taboue, et 
propose un algorithme nommé GRWABOU comme solution au problème de groupement, 
de routage et d'affectation des longueurs d'ondes (GRWA). Cet algorithme n'a pas de 
restrictions ni sur la topologie du réseau, ni sur la granularité du trafic. 
Les travaux de [Houle et al., 2005] sont concentrés sur l'optimisation de la couche réseau. 
Il prends soin plutôt du problème de routage et d'affectation de longueurs d'ondes. Tel est 
le cas pour les travaux de [Solari, 2005]. 
Ce travail s'occupe plutôt de la couche physique, et s'intéresse de l'optimisation de l'uti­
lisation des équipements utilisés sur le réseau. Cela introduira les prochains travaux de 
doctorat de l'auteur de [Haitami et al., 2006] qui consistent à trouver une solution pour 
optimiser la couche réseau et la couche physique simultanément. 
2.8 La recherche Taboue 
Dans le cadre de ce projet de recherche, on envisage utiliser l'algorithme de Recherche 
Taboue (RT) pour faire face au problème d'optimisation des réseaux optiques. Ce choix 
s'explique du fait que cette méthode heuristique de recherche locale est utilisée pour ré­
soudre des problèmes complexes et/ou de très grande taille (souvent NP-durs). De plus, 
la RT est extrêmement utile pour la rapidité de la convergence et de l'évolution dans un 
large domaine de solutions où plusieurs minimums locaux existent [Houle et al, 2005]. 
Son principe de base est de poursuivre la recherche de solutions même lorsqu'un optimum 
local est rencontré. Elle est reconnue pour sa performance et elle a plusieurs applications 
en programmation non linéaire. 
La RT utilise une mémoire représentée par une liste taboue contenant les mouvements 
interdits ou les solutions interdites pendant la recherche. Son rôle évolue au cours de la 
résolution de la diversification (l'exploration de l'espace des solutions global) vers l'inten­
sification (exploration intense d'un espace de solutions particulier). 
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La RT peut faire des exceptions aux interdictions c'est-à-dire qu'il est possible de violer une 
interdiction lorsqu'un mouvement tabou permet d'obtenir la meilleure solution enregistrée 
jusqu'au moment de la résolution. 
Dans ce qui suit des résultats de la RT trouvés dans [Ayas et Viau, 2004] : 15 problèmes 
de différentes tailles étudiés. Les résultats sont comparés avec un algorithme de solution 
exacte : 
- Solution optimale trouvée : 12 en 15 
- Les trois autres : La solution < 0.06% de l'optimale 
- Vitesse avec RT : 1,63 s de processeur (moyenne) 
- Vitesse sans RT : 5888 s de processeur (moyenne) 
La recherche taboue est beaucoup plus efficace pour des problèmes de plus grande enver­
gure [Ayas et Viau, 2004]. 
2.9 Conclusion 
Ce chapitre a développé le contexte du projet de recherche en montrant la position de ce 
travail dans le projet global de notre groupe de recherche. Il a aussi passé en revue les 
travaux existants dans le domaine, et a expliqué le fonctionnement de la recherche taboue ; 
la méthode sur laquelle ce travail se base. Le chapitre suivant s'intéresse à la conception 
réalisée pour atteindre l'objectif de ce travail. 




Ce chapitre présente l'aspect conceptuel du travail élaboré dans le cadre de la réalisation 
de ce projet. L'extension du formalisme cnML est présentée dans un premier lieu. Par 
la suite, le fonctionnement de la librairie d'optimisation ainsi que celui de chacun de ses 
modules sont détaillés. 
3.2 Extension de cnML 
La fin du paragraphe 2.3, a indiqué que le schéma actuel de cnML présente une limite face 
à la description de la couche physique. Les paragraphes suivantes détaillent le problème, 
et y proposent une solution. 
3.2.1 Limite de cnML 
A ce stade, cnML ne permet pas de décrire les informations liées à la couche physique et 
plus précisément au niveau des solutions proposées pour la satisfaction des requêtes du 
trafic. En effet, la structure de cnML a été initialement conçue pour décrire les éléments 
suivants : 
- Les nœuds, et les positions géographiques correspondantes. 
- Les équipements installés dans les nœuds, ainsi que leurs composants : Sans préciser 
ni l'ordre ni les connexions entre ces équipements. 
- Les liens entre les nœuds. 
- Les longueurs d'ondes disponibles pour chaque lien. 
- Les requêtes : La matrice de trafic du réseau. 
- La solution : Elle est limitée aux spécifications de la couche réseau. 
Côté solution, les éléments ci-haut cités ne permettent aux fichiers cnML que de décrire et 
de stocker les informations liées au problème d'affectation de longueurs d'onde, de groupage 
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et de routage du trafic. Cependant, les informations concernant les équipements formant 
la solution ne sont pas décrites par cnML. En effet, la structure de la balise « solution 
» représentée par la figure 3.1, permet de spécifier les connexions constituant la solution. 
Chaque connexion contient l'information concernant les liens utilisés avec les longueurs 
d'onde associées (balises « connection_link » et « link_channel »), et les requêtes servies 
par le biais de cette connexion (balise « connection_request »). 
-ijsolution connection ( *** )E1~ 
1 ..00 





Figure 3.1 Structure de la balise « solution » (Ancienne version). 
Il est alors clair que la balise « solution » ignore complètement la spécification des équipe­
ments. Une telle abstraction conduit à admettre qu'une connexion passant par un nœud 
donné, utilise tous les équipements- installés sur ce dernier, or ceci ne peut être toujours 
vrai. La figure 3.2 illustre le cas de deux chemins ( « Chl » et « Ch2 » ) passant par le 
même nœud transitoire « T », et montre que le fait de passer par un même nœud, n'im­
plique pas l'utilisation de tous les équipements de ce dernier. De plus, elle montre que les 
chemins peuvent partager des équipements (i.e. Le démultiplexeur), comme ils peuvent les 
utiliser d'une façon exclusive (i.e. L'amplificateur pour le chemin « Chl » et l'atténuateur 
pour le chemin « Ch2 »). 
nœud «T» noeud «Fl» 
\ Chl.Ch2f 
Figure 3.2 Deux chemins en transit sur un nœud. 
Le formalisme cnML a été conçu pour la description de la couche réseau. La couche phy­
sique n'est pas encore considérée à ce niveau. Afin de contourner cette limite et toujours 
dans un contexte d'amélioration et d'évolution du formalisme, ce projet propose une ex­
tension du schéma cnML pour prendre en considération la-couche physique à ce niveau. 
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3.2.2 Solution proposée 
L'extension du formalisme touche principalement la balise « solution », cette dernière est 
mise à jour afin de prendre en charge l'aspect de la couche physique. La figure 3.3 présente 
la nouvelle structure de cette balise. 
1 .®  
.connection 





— r connection_request 




Figure 3.3 Structure de la balise « solution » (Nouvelle version). 
Cette extension ne change pas le principe conceptuel de cnML; d'ailleurs, la balise « 
connection_link » est déplacée directement sous « solution », et est remplacée par « 
used_connection_link » qui lui fait référence. La balise « link_channel » est gardée 
sous « connection_link » et deux nouvelles balises sont ajoutées à cette dernière : « 
source_used_equipment » et « source_used_equipment ». Ces deux nouvelles balises 
permettent de décrire les équipements utilisés par la connexion dans le nœud source et 
destination respectivement. Les attributs de ces balises sont présentés dans le tableau 3.1, 
ils assurent la spécification détaillée des équipements composant la connexion au nœud en 
question. 
Tableau 3.1 Attributs de la balise « xxxx_used_equipement » 
Attribut utilisation Description 
id Obligatoire Identifiant de l'équipement : Il fait référence à un 
équipement déjà spécifié dans la composition des nœuds 
sequence Obligatoire Indique l'ordre de l'utilisation de l'équipement 
dans le nœud par la connexion en question 
portln Optionnel Spécifie le port d'entrée utilisé par cette connexion 
portOut Optionnel Spécifie le port de sortie utilisé par cette connexion 
attenuationPortln Optionnel La valeur de l'atténuation au port d'entrée 
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En plus de la spécification des équipements utilisés, les balises « source_used_equipment » 
et « destination_used_equipment » assurent l'ordre des « connection_link » ou plutôt des 
« used_connection_link » pour former les connexions. Cet ordre est déduit automatique­
ment en recherchant la même configuration des équipements d'un nœud destination «desti-
nation_used_equipement» d'une «connection_link», dans les «source_used_equipement» 
des autres «connection_link» utilisés par la même connexion. 
Il est à noter que d'autres modifications mineures sont apportées à cnML, comme l'ajout 
de quelques attributs dans certaines balises afin de renforcer le lien entre les fichiers cnML 
et les librairies de ONDE, et pour que cnML décrive le maximum d'informations relatives 
à un réseau. Ci-après quelques exemples de modifications apportés : 
- Ajout de l'attribut « id » dans la balise « equipment » pour identifier les équipements 
d'une manière unique. 
- Ajout de l'attribut « type » dans la balise « equipment » pour distinguer le type 
d'équipement installé. 
- Ajout de l'attribut « type » dans la balise « componment » pour distinguer le type 
du composant installé. 
- Ajout de l'attribut « atténuation » dans la balise « link » pour spécifier le taux de 
l'atténuation sur le lien dans le cas où plusieurs types de liens sont utilisés. 
- Ajout de l'attribut « dispersion » dans la balise « link » pour spécifier le taux de la 
dispersion chromatique sur le lien dans le cas où plusieurs types de liens sont utilisés. 
- Changer la cardinalité de la balise « output » de 0..1 à O..00 pour pouvoir proposer 
plusieurs solutions sur un même fichier cnML. 
La mise à jour apportée au schéma de cnML, entraine sans doute la nécessité d'apporter 
des modifications au parseur cnML : la passerelle entre les fichiers cnML et les librairies 
de ONDE. Ceci fera l'objet du paragraphe 4.3 
3.3 La librairie d'optimisation 
3.3.1 Présentation 
L'optimisation des réseaux constitue l'objectif essentiel de ce travail. Pour ce faire, la li­
brairie développée est décomposée en modules collaborant ensemble pour atteindre cet 
objectif. Ce choix de décomposition est basé sur les principes de simplification et de réuti­
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lisation. Ces principes permettent d'éviter la redondance 
exécutent les mêmes tâches. 
La libraire est composée de quatre modules : 
1. Module de vérification. 
2. Module de correction. 
3. Module de calcul de coût. 
4. Module d'optimisation. 
3.3.2 Fonctionnement 
La figure 3.4 indique que l'utilisateur doit fournir une solution initiale du réseau qu'il désire 
optimiser sous forme d'un fichier cnML. Cette solution passe en premier lieu par le module 
de vérification. Si la vérification échoue, la solution doit passer par le module de correction 
puis retourne à la vérification avant de calculer son coût et de procéder à l'optimisation. 
La librairie exécute des tentatives d'optimisation tant que la condition d'arrêt n'est pas 
satisfaite. Chaque solution fournie par le module d'optimisation doit être validée (vérifiée 
et éventuellement corrigée). Lorsque la condition d'arrêt est satisfaite, l'exécution prend 
fin, et la librairie renvoie la solution à coût minimum trouvée. 
Dans les paragraphes qui suivent le fonctionnement de chaque module sera détaillé. 
3.4 Module « Vérification » 
À la réception d'un fichier, le module de vérification illustré dans la figure 3.5, effectue 
une suite de tâches de vérification. Généralement, la lecture des données du réseau se fait 
à partir de la balise « output name = "verified" » si elle existe, à défaut, depuis la balise 
« input ». 
Si la balise « output name = "verified" » existe, c'est que le fichier a été déjà validé par 
ce module, dans le cas contraire, le fichier est alors reçu pour la première fois et n'a pas 
été validé ; et dans ce cas, une fois que la vérification du fichier réussie, le module inscrit 
les données sous la balise « output name = "verified" » pour ne pas refaire s'il y a lieu la 
correction de la solution initiale plusieurs fois. 
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: le cas de deux modules qui 
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Figure 3.4 Fonctionnement global de la librairie. 
Le choix d'ajouter une nouvelle balise « output name = "verified" » et contenant la solution 
validée au lieu d'écrire tout simplement ces données sur la balise « input », s'explique par 
le besoin de laisser les données sources tels que fournies par l'utilisateur. 
On remarque qu'à chaque lecture du fichier, et même si ce dernier est déjà validé, ce 
module va toujours vérifier les données écrites dans la nouvelle balise. Il est vrai que ceci 
affecte légèrement le temps d'exécution, mais un tel comportement élimine toute sorte de 
dysfonctionnement pouvant se présenter dans le cas où le fichier est altéré manuellement 
ou par un autre programme. 
Dans ce qui suit, on détaille les tâches de vérification que le module doit suivre. 
3.4.1 Vérification de la syntaxe du fichier 
La première étape de vérification consiste à : 
- Vérifier si le fichier existe. 




Figure 3.5 Fonctionnement du module de vérification. 
- Vérifier si le fichier respecte la syntaxe cnML. 
Une fois cette vérification a réussi, le module passe à l'étape suivante : la lecture des 
données du fichier. Par contre, si elle échoue, le fichier est considéré comme illisible et 
l'erreur « Vérifier fichier! » sera directement transmise à l'utilisateur. 
3.4.2 Vérification de la cohérence et de la correspondance 
Cohérence 
Chaque élément décrit dans cnML (équipement, solution, requête etc.) possède un identi­
fiant. Cet attribut doit être unique dans tout le fichier cnML. La vérification de la cohérence 
du fichier consiste à s'assurer de l'unicité de chacun des identifiants et s'ils sont correcte­
ment utilisés et qu'il n'y a pas de conflits entre eux. Dans ce qui suit, on donne quelques 
contraintes que le module doit vérifier : 
- Une requête doit avoir une seule solution. 
- Les équipements destinations et sources de deux segments successifs d'un chemin 
doivent être les mêmes. 
- Un équipement déclaré appartenant à un nœud «A» ne peut être utilisé dans un 
nœud «B»). 
- Le lien d'un segment doit être une fibre qui existe physiquement entre les deux nœuds 
de ce segment. 
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- Le premier équipement installé sur un segment au début du chemin doit être une 
carte de transport. 
- Aucune carte de transport ne doit figurer parmi les équipements d'un segment in­
termédiaire. 
- Le dernier équipement d'un segment de fin du chemin doit être une carte de transport 
de même type que celle installée sur le segment au début du chemin. 
- Pas de boucles sur le réseau : 
- Un chemin ne peut passer par un nœud deux fois. 
- Le même équipement ne doit être utilisé qu'une seule fois dans un chemin 
spécifié. 
- Chaque équipement ne peut opérer la même longueur d'onde plus qu'une fois en 
même temps. 
Toutes les règles et les contraintes mises en place doivent être respectées pour garantir 
la cohérence des données écrites dans le fichier cnML afin de décrire un réseau réel et 
fonctionnel. 
Correspondance 
Le fichier cnML décrit à la fois le réseau (déclaration du matériel existant physiquement 
et pas nécessairement utilisé pour le fonctionnement de la solution), le trafic demandé et 
la solution pour la satisfaction de ce dernier. Cette étape consiste à vérifier si chaque objet 
utilisé dans la configuration ou dans le trafic existe physiquement dans le réseau : Vérifier 
s'il existe dans la partie déclaration. 
3.4.3 Vérification la dispersion chromatique 
Étant donné qu'un chemin est un ensemble ordonné d'équipements, la vérification de la 
dispersion chromatique pour un chemin consiste tout simplement à calculer la valeur de 
la dispersion à l'entrée et à la sortie de chaque équipement du chemin et de vérifier si ces 
valeurs respectent les intervalles de tolérance. Une valeur qui se trouve en dehors de ces 
intervalles cause une exception qui sera' rapportée au module de correction. 
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3.4.4 Vérification du budget de puissance 
Partant du même principe que la vérification de la dispersion, le calcul du budget de 
puissance se fait à l'entrée et à la sortie de chaque équipement actif sur le réseau, et il faut 
veiller à ce que cette valeur soit dans l'intervalle de tolérance de l'équipement en question. 
Il est à noter que la vérification de la dispersion doit être exécutée avant la vérification du 
budget de puissance, car si une correction de la dispersion chromatique est nécessaire, cela 
entraine sans doute une modification au budget de puissance, mais l'inverse n'est pas vrai. 
Cette vérification veille aussi à ce que la puissance sur le réseau soit normalisée, c'est-à-dire 
que toutes les longueurs d'ondes multiplexées circulant sur une même fibre doivent avoir 
la même puissance. 
Une fois que la vérification se termine avec succès, le fichier sera transmis vers le module 
de calcul de coût. Dans le cas contraire, il s'agit d'une exception. En principe, toutes 
les exceptions réclamées par le module de vérification doivent être transmises au module 
de correction pour tenter l'ajustement du réseau dans le but de le rendre éventuellement 
fonctionnel. Bien entendu si la première étape (vérification de l'existence du fichier et 
sa structure) échoue, il n'est pas nécessaire de réclamer ce type d'erreur au module de 
correction, car dans ce cas il ne s'agit pas d'exception de sémantique de données. 
Pour les autres étapes de vérification, si le module détecte une erreur, il lance une exception 
au module de correction, sinon il envoie le fichier pour le calcul du coût de la solution. 
Les modules de correction et de calcul de coût seront détaillés dans les paragraphes qui 
suivent. 
3.5 Module « Correction » 
A la réception d'une exception du module de vérification, le module de correction (figure 
3.6) vérifie si l'équipement qui a causé l'exception peut être corrigé ou non, notamment 
s'il lui reste des tentatives de correction. Si c'est le cas, le système fait une tentative de 
correction, et retourne le fichier au module de vérification. 
Il est à noter que chaque élément possède un certain nombre de corrections autorisés. Une 
fois ce nombre atteint, le module de correction devient incapable de corriger l'élément en 
question. Ceci est mis en œuvre pour éviter les corrections infinies sur un même élément 
(le cas de dépendances mutuelles). 
Il existe deux types d'exceptions : corrigibles et non corrigibles. 
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Il s'agit de toutes les erreurs liées au réglage des paramètres des équipement, au budget 
de puissance et à la dispersion chromatique, plus précisément, les exceptions levées par le 
module de vérification aux étapes mentionnées dans les paragraphes 3.4.3 et 3.4.4. Ci-après 
sont présentées les actions que le module de correction peut effectuer : 
- Corriger la puissance en entrée et/ou en sortie d'un équipement par le réglage, l'ajout 
ou le retrait des équipements adéquats. (Exemple : La puissance à l'entrée d'une carte 
OC-48 est au delà de la puissance en entrée maximale tolérée ( PIN > PINMAX ). 
Le module de correction tente alors de diminuer le gain d'un amplificateur précédant 
cette carte, à défaut, il installe un atténuateur afin de respecter la contrainte ci-dessus 
mentionnée). 
- Corriger les valeurs erronées sur un équipement. (Exemple : Le gain d'un amplifi­
cateur est au-dessous du gain minimum. Le module affecte le gain minimum à cet 
amplificateur). 
- Corriger la dispersion chromatique sur le réseau : Ajouter une unité de compensation 
à la dispersion là où il est nécessaire. 
3.5.2 Exceptions non corrigibles 
Toutes les exceptions qui découlent de la non cohérence et de la non correspondance des 
éléments décrites sous les balises du fichier cnML sont incorrigibles. Ce sont les exceptions 
levées par les vérifications mentionnées dans le paragraphe 3.4.2. Parmi ces exceptions on 
peut citer : 
- Identifiant déjà existant. 
- Identifiant introuvable. 
- Demande de trafic non satisfaite (Aucune solution proposée pour une requête). 
- Requête demande un débit supérieur à la capacité d'une connexion. 
- Longueur d'onde déjà utilisé sur un lien ou sur un équipement donné. 
- Un même équipement est utilisé dans deux nœuds géographiquement distincts. 
- Séquence de segments non trouvable dans un fichier cnML. 
- Type d'équipement n'est pas pris en charge. 
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- Propriété inconnue sur un équipement. 
- Aucune correction adéquate pour un chemin donné (après un certain nombre de 
tentatives de corrections sans trouver une solution). 
Le module de correction est incapable de corriger ce type d'erreurs, toutefois, il arrête 
l'exécution, et lève l'exception à l'utilisateur en donnant une description de l'erreur et de 
l'équipement qui l'a causé. 










FichiercnML *veccorrection proposée 
vers le module de vérification 
• 
Renvoyer l'erreur s l'utilisateur: 
« Erreur inconigible » 
Figure 3.6 Fonctionnement du module de correction. 
3.6 Module «Calcul de coût» 
Ce module est responsable de calculer le coût d'une solution qui vient d'arriver du module 
de vérification après sa validation, de le comparer avec le coût minimal qu'il a en mémoire 
et éventuellement de le mettre à jour. Le module doit fournir le fichier de la solution à coût 
minimum à la fin de l'exécution. Le calcul du coût d'une solution est la somme de tous les 
équipements actifs sur le réseau. La figure 3.7 illustre le fonctionnement de ce module. 
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Figure 3.7 Fonctionnement du module de calcul de coût. 
3.7 Module « Optimisation » 
Cette section montre la position du module d'optimisation dans la librairie, ensuite ex­
plique le fonctionnement et la nature de l'optimisation proposée. 
3.7.1 Mise en contexte 
Après la validation et le calcul du coût du fichier initial, le module d'optimisation com­
mence sa première itération : il effectue une copie du fichier, exécute une opération d'opti­
misation et renvoie la nouvelle copie pour validation et calcul de coût. La nouvelle solution 
proposée est alors très proche de la précédente. La prochaine itération sera exécutée avec 
le nouveau fichier en paramètres (Algorithme 1). En gros, l'optimisation consiste à pro­
poser à chaque itération une nouvelle solution très proche de la solution précédente en 
vue d'obtenir une solution de coût moindre. La condition d'arrêt citée à l'instruction 2. 
de l'algorithme 1 joue un rôle très important dans le processus d'optimisation. Autrement 
dit, c'est le cerveau de l'optimisation. Cette condition est constituée de plusieurs para­
mètres qui guident la recherche taboue sur laquelle le processus d'optimisation se base. 
Ces paramètres sont détaillés dans le paragraphe 3.8. 
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Algorithme 1 Optimisation d'un réseau décrit dans un fichier cnML 
1: fichier <— fichierSource 
2: tantque Condition d'arrêt n'est pas satisfaite faire 
3: fichierOptimisé «— Optimisier(fichier) 
4: si Vtri/ier(fichierOptimisé) = Vrai alors 
5: CaZcuZerCoui(fichierOptimisé) 
6: fichier fichierOptimisé 
7: aller à 2. 
8: sinon 
9: Corr^er(fichierOptimisé) 
10: aller à 4. 
i l:  f insi  
12: fin tantque 
Sans la collaboration des autres modules, le module d'optimisation ne peut donner de 
résultats. En effet, ce dernier exécute des opérations qui changent la configuration du 
réseau, ensuite c'est aux autres modules de terminer le traitement, à savoir la validation 
et l'évaluation de la nouvelle solution. Le paragraphe 3.7.2 détaille les opérations que le 
module d'optimisation peut faire. 
3.7.2 Axes d'optimisation 
Pour optimiser un réseau, un être humain doit tout d'abord avoir des idées concernant les 
modifications qu'il peut faire afin d'arriver à son but. Pour automatiser ce comportement, 
chaque idée est traduite par un axe d'optimisation qui peut éventuellement contribuer 
à une légère amélioration de la solution. Étant donné que les équipements constituent la 
matière première des réseaux, tous les axes sont alors concentrés autour de la manipulation 
des équipements. Dans ce qui suit, on présente les principes d'optimisation, ainsi que les 
axes conçus. 
Suppression d'équipement 
Dans plusieurs situations, la suppression d'un équipement peut être bénéfique si l'équi­
pement en question n'est pas utile ou son absence peut être compensée par l'installation 
d'autres équipements moins chers ou par un simple réglage des autres équipements instal­
lés sur le même chemin que lui. L'idée est alors de supprimer un équipement au hasard et 
de laisser le module de correction tenter de rétablir le fonctionnement du réseau. Exemple : 
Supprimer un atténuateur et réduire le gain d'un amplificateur installé avant l'atténuateur 
en question. Cette action réduit le coût du réseau de 100$, soit le coût d'un atténuateur. 
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Les axes d'optimisation qui découlent de ce principe sont : 
- Supprimer un amplificateur 
- Supprimer un atténuateur 
- Supprimer un DCU 
Il est à noter qu'on ne peut pas supprimer les autres types d'équipements de cette façon, 
car cela touche directement à la configuration de la couche réseau, ce qui ne fait pas partie 
de ce travail. 
Fusion d'équipements 
Souvent, deux équipements de même type installés sur un même chemin, ou même sur 
des chemins différents mais dans un même nœud, peuvent être combinés dans un seul. 
Exemple : Deux cartes de transport de même type installées dans le même nœud, peuvent 
être fusionnées si le nombre de ports libres de l'une est supérieur ou égal au nombre de 
ports utilisés de l'autre. 
Les axes d'optimisation qui découlent de ce principe sont : 
- Fusionner deux atténuateurs 
- Réduire le nombre des cartes de transport : Essayer de réacheminer les segments déjà 
affectés aux ports in des cartes de transport ayant des ports out libres vers d'autres 
cartes de même type ayant des ports out utilisés ; et vice versa. 
- Favoriser l'utilisation des cartes de transport ayant le plus grand nombre de ports : 
Réacheminer les segments vers les cartes de transport du même nœud ayant le 
nombre de ports le plus grand afin de minimiser le nombre des cartes utilisés. 
- Fusionner OADMs : Soit deux OADMs, l'un est utilisé comme un multiplexeur et 
l'autre comme démultiplexeur, ces derniers peuvent être fusionnés en un seul : Un 
OADM ayant le port Expressln et un ou plusieurs ports Drop utilisés, et le port 
ExpressOut et les ports Add libres, cet OADM est utilisé comme démultiplexeur. 
Dans le cas inverse il est utilisé comme multiplexeur. 
Substitution d'équipements 
Un équipement installé sur un nœud peut être remplacé par un autre de même type ou 
de type différent pourvu que ce dernier effectue les mêmes tâches. De ce principe, les axes 
d'optimisation suivants découlent : 
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Les axes d'optimisation qui découlent de ce principe sont : 
- Changer MUX en OADM : Le multiplexeur coûte plus cher qu'un OADM. Si le 
nombre de longueurs d'ondes que le multiplexeur regroupe peut être pris en charge 
par un OADM, la substitution de ce dernier fait baisser le coût du réseau. 
- Changer DEMUX en OADM : Même principe que changer un MUX en OADM. 
- Remplacer MUX et DEMUX en OADM : Un multiplexeur et un démultiplexeur 
installés sur un même nœud, peuvent être remplacés par un OADM si le nombre de 
ports utilisés « in » du multiplexeur et « out » du démultiplexeur sont respectivement 
inférieurs ou égaux au nombre de ports Add et Drop de l'OADM à installer. Cette 
opération réduit le coût du réseau de 5000$, soit le coût d'un multiplexeur et d'un 
démultiplexeur moins celui d'un OADM. 
3.7.3 Mouvement 
Le paragraphe précédant montre qu'un axe est conçu pour faire des tâches précises sur un 
ou plusieurs types d'équipements du réseau. On appelle mouvement, une exécution d'un 
axe d'optimisation. Le nombre de mouvements relatifs à un axe d'optimisation dépend 
essentiellement de la configuration du réseau. Par exemple : Si un axe opère sur la sup­
pression des atténuateurs dans un réseau où cinq de ces équipements sont installés, il y 
aura cinq mouvements possibles résultant de cet axe. Par contre si le réseau ne contient 
pas d'atténuateurs, aucun mouvement ne peut être exécuté à partir de cet axe. 
L'exécution d'un mouvement sur une solution, donne naissance à une nouvelle solution. 
3.8 Paramètres de la recherche taboue 
La solution optimale ou à coût minimal du problème est tout simplement une suite de 
mouvements exécutés depuis la solution initiale. Il suffit alors de trouver cette combinaison 
de mouvements. En supposant que chaque mouvement ne peut être exécuté qu'une seule 
fois dans la suite de mouvements exécutés depuis la solution initiale, le nombre de solutions 
possibles peut être calculé à partir d'une suite géométrique de raison n, où n est le nombre 
de mouvements. Les éléments de la suite sont définis comme suit : 
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Uo = 1 La solution initiale 
U\ = n x U0 Les solutions provenant de la solution initiale 
U2 = n x Ui 
Up — n x Up-1 
La suite géométrique peut être formulée par l'équation suivante : 
• A r r  T T  1  - q n + 1  n n + 1  —  1  r r  ,  ,  y Up = Uo x — = — ( avec Uo — 1 et q est la raison égale à n) 1 Q p=0 * 
L'exemple suivant, donne un idée sur la croissance du nombre de solutions : Soit un 
réseau optique, où trois axes d'optimisation sont possibles. Chaque axe peut être exécuté 
en moyenne deux fois. C'est-à-dire six mouvements au total. Le nombre de solutions qui 
existent dans ce cas est : 
Si chaque opération nécessite 10 millisecondes pour son exécution (modification, vérifi­
cation, correction, calcul de coût), le temps d'exécution total sera alors 5599 s, soit une 
heure et demi pour un cas très simple. 
Si le même exemple est repris avec : 
- Quatre axes d'optimisation, le temps d'exécution nécessaire serait environ 22 jours. 
- Cinq axes d'optimisation, le temps d'exécution nécessaire serait environ 35 années. 
Il est alors évident qu'il est impossible d'essayer toutes les combinaisons de mouvements. 
L'idée est alors de concevoir une méthode intelligente qui cherche la solution à coût mi­
nimal sans passer par toutes les solutions existantes. La méthode conçue est inspirée de 
la recherche taboue. Les paragraphes qui suivent expliquent le fonctionnement de cette 
méthode et détaillent ses paramètres. 
55987 solutions 
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3.8.1 Exploration des solutions 
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Pour obtenir la liste complète de tous les mouvements possibles, il faut exécuter chaque 
axe d'optimisation avec les équipements qui existent sur le réseau, or la configuration de 
ce dernier change au cours du processus de recherche. De ce fait, la liste des mouvements 
établie ne sera valide que pour la configuration initiale du réseau. Les deux exemples 
suivants montrent l'incohérence de la liste prédéfinie des mouvements : 
- Si l'atténuateur « Attl » est supprimé, le mouvement fusionner atténuateurs « Attl 
» et « Att2 » devient invalide et ne peut être exécuté. 
- Si un atténuateur « Att3 » est ajouté, le mouvement fusionner atténuateur « Att3 
» et « Att2 » n'existait pas dans la liste, et ne peut être exécuté. 
Afin d'exécuter un mouvement valide, la méthode conçue mène une recherche qui, à chaque 
étape, choisit de suivre un parmi les axes d'optimisation, ensuite exécute ce dernier avec 
les équipements disponibles dans la configuration actuelle du réseau. À chaque niveau ou 
étape de la recherche, un seul mouvement est exécuté par axe d'optimisation, ceci ré­
duit le nombre de solutions découlant d'une solution parente, du nombre de mouvements 
possibles au nombre d'axes d'optimisation. Il s'agit alors d'une recherche en profondeur. 
Pour maitriser cette recherche, limiter le nombre de niveaux suivis, et éviter l'explosion 
du nombre de solutions, la méthode offre la possibilité de remonter un certain nombre de 
niveaux pour revenir à une solution antérieure et essayer avec elle d'autres axes d'optimi­
sation. Le choix des axes d'optimisation, le choix des équipements, et le recul de niveaux 
sont assurés par les paramètres qui sont détaillés dans les paragraphes qui suivent. 
3.8.2 Liste taboue 
La liste taboue est l'élément le plus important dans cette méthode. Caractérisée par sa 
taille, cette liste de type FIFO dont le contenu est mis à jour à chaque itération, contient 
les axes d'optimisation interdits d'exécution à un instant t donné. L'entrée et la sortie des 
axes dans cette liste sont commandées par des paramètres et des conditions qui peuvent 
être classés ainsi : 
Pour libérer un axe 
- Taille de la liste : En tant que propriété de la liste taboue, la taille intervient pour 
libérer un axe : Si un axe «D» devient tabou, et qu'il n'y a plus de place dans 
la liste pour ce dernier, « P », le premier axe qui a entré dans la liste sera alors 
libéré pour laisser la place à « D ». Généralement, la taille doit être supérieure à 
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zéro pour pouvoir interdire au moins un mouvement, et inférieure au nombre d'axes 
d'optimisation pour ne pas se trouver dans la situation où tous les axes sont interdits 
d'exécution, ce qui provoque l'arrêt de la recherche. 
- Nombre d'itérations nécessaires pour libérer un axe : Le fait de mettre un axe « T 
» tabou à un instant t n'implique pas l'interdiction de cet axe tout au long de la 
recherche : Il est fort probable que l'exécution de ce dernier après un certain nombre 
d'itérations aidera le processus de recherche à trouver de bonnes solutions. Pour 
cette raison ce paramètre définit le nombre d'itérations après lequel un axe déclaré 
tabou sera libéré, bien entendu s'il est encore dans la liste tabou. 
D'où les deux paramètres : « Taille de la liste taboue » et « Nombre d'itérations pour 
libérer un axe tabou ». 
Pour interdire un axe 
Après l'exécution d'un mouvement, quatre figures sont possibles : 
1. La solution s'améliore : La nouvelle solution est valide, son coût est inférieur au coût 
minimal trouvé. 
2. La solution reste constante : La nouvelle solution est valide, son coût est égal au 
coût minimal trouvé. 
3. La solution se dégrade : La nouvelle solution est valide, mais son coût est supérieur 
au coût minimal trouvé. 
4. La solution invalide : La nouvelle solution n'a pu être vérifiée et corrigée. Elle est 
donc invalide. 
Dans le premier cas, l'axe d'optimisation exécuté a donné un bon résultat, il est donc pri­
vilégié, il sera exécuté une autre fois avec d'autres équipements du même type en espérant 
que cette minimisation du coût se reproduise. De ce fait, tant qu'un axe d'optimisation 
produit un bon résultat, il sera exécuté une autre fois. 
Pour le deuxième et le troisième cas, l'axe d'optimisation n'a pas apporté d'améliorations 
pour la solution. La réexécution de ce dernier avec d'autres équipements du même type 
peut apporter une amélioration, comme elle peut ne pas le faire. Il est alors utile de donner 
un certain nombre de chances aux axes d'optimisation qui n'ont pas réussi à améliorer la 
solution du premier coup. L'idée est de donner à un axe un nombre de tentatives, après 
lequel ce dernier sera mis dans la liste taboue. 
3.8. PARAMÈTRES DE LA RECHERCHE TABOUE 37 
Pour le quatrième cas, lorsque l'exécution donne une solution invalide, cela signifie que 
la recherche est sortie du domaine réalisable au domaine irréalisable. Il est très rare de 
retrouver une solution valide à partir d'une solution invalide, d'ailleurs pour pouvoir exé­
cuter un axe sur une solution donnée, cette dernière doit tout d'abord être validée. Dans 
cette situation, l'axe sera mis directement dans la liste taboue. 
3.8.3 Options d'exécution 
Pas de recul 
À chaque fois où l'exécution d'un axe d'optimisation est tolérée, le niveau de la solution 
courante augmente et la recherche devient de plus en plus profonde. Si après l'interdiction 
d'un axe, on revient juste à la solution précédente pour terminer l'exécution sur cette 
dernière, la recherche reste toujours profonde, car l'avancement dans les niveaux est beau­
coup plus grand que le recul. Pour cela, il est nécessaire d'augmenter le pas de recul : 
Cela permet de diversifier la recherche, et avoir plus de possibilités de trouver rapidement 
la solution optimale, mais attention ! Un pas de recul plus grand que l'avancement, peut 
faire revenir la recherche à la solution initiale et terminer l'exécution d'une façon hâtive, 
car plus on avance plus on aura de chances d'exploiter davantage les axes d'optimisation, 
d'où plus de mouvements à exécuter, et vice versa. 
D'où les deux paramètres : « Nombre de niveaux autorisés si la solution demeure constante 
et le pas de recul correspondant » et « Nombre de niveaux autorisés si la solution se dégrade 
et le pas de recul correspondant ». 
Ordre des axes d'optimisation 
Dans le contexte de ce travail, le problème d'optimisation est un problème de minimisation 
de coût. Le coût représente la somme des prix des équipements. Étant donné la différence 
des prix entre les différents équipements, il est évident que les axes d'optimisation opérant 
sur des équipements plus dispendieux ont un impact plus important sur le coût global 
de la solution. Si la recherche commence avec de tels axes, le coût minimal sera trouvé 
plus rapidement que si ces derniers seront exécutés à la fin. L'ordre d'exécution des axes 
d'optimisation est un paramètre important de la recherche. Cependant, si l'utilisateur a 
une connaissance préliminaire de ses axes d'optimisation, il peut les ordonner, sinon il 
peut mettre l'ordre au hasard, ou encore activer l'option « mélanger axes » qui modifie 
aléatoirement l'ordre des axes d'optimisation à chaque itération. De cette façon, l'ordre de 
l'exécution des axes n'aura pas un impact majeur sur les résultats. 
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D'où le paramètre : « Mélanger les axes d'optimisation » 
3.9 Conclusion 
À travers ce chapitre, tous les détails relatifs au fonctionnement des modules réalisés dans 
le cadre de ce projet ont étés présentés, à savoir, le module de vérification, de correction, 
de calcul de coût et d'optimisation. Les mises à jour touchant le formalisme de description 
des réseaux ont étés présentés. Le chapitre suivant met le point sur la réalisation de ces 




Ce chapitre présente tout d'abord les outils utilisés pour la réalisation de ce projet, ensuite 
couvre la présentation et l'évaluation des travaux de programmation et de développement 
de la librairie d'optimisation nommée OptimisationLib, ainsi que les mises à jour effectuées 
sur les travaux antérieurs dans le cadre du développement du logiciel ONDE. 
4.2 Outils de réalisation 
4.2.1 Langage de programmation 
Tous les travaux réalisés dans le cadre du projet ONDE, ainsi que le présent travail sont 
développés en utilisant le langage C++. Ce choix est basé sur les éléments suivants : 
C++ : Orienté objet 
Un langage orienté objet est facilement adaptable à la réalité du fait que toute entité 
réelle ou virtuelle peut être modélisée en un objet informatique. Les principes d'encapsu-
lation, d'héritage et de polymorphisme facilitent l'interaction entre les objets et font de la 
programmation orientée objet une méthode idéale pour le développement. 
C++ : Portable 
Grâce à la forte utilisation de ce langage, plusieurs compilateurs existent pour couvrir 
la majorité des architectures matérielles et logicielles. Les lignes de code écrites n'ont 
besoin que d'être recompilées avec le compilateur propre à l'architecture ciblée pour que 
l'exécutable adéquat soit généré. 
4.2.2 Système de gestion de versions 
Notre groupe de recherche a choisi le système de gestion de versions « Tortoise SVN » pour 
stocker l'ensemble des fichiers du projet ONDE et garder l'historique des modifications 
effectuées. Ce système permet entre autres la coordination entre les membres d'un groupe 
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travaillant sur les mêmes fichiers en même temps, et gérer les conflits qui peuvent y avoir. 
Dans le cadre du développement de OptimisationLib, le système n'est utilisé que pour 
garder l'historique et de suivre l'évolution de ce travail. 
4.2.3 Éditeur de schémas XML 
La création et l'édition des schémas XML peut se faire manuellement, mais c'est une tâche 
délicate. Plusieurs outils graphiques existent pour faciliter cette tâche. Notre groupe de 
recherche a adopté à cet égard l'éditeur « XMLSpy » de la compagnie Altova. XML Spy 
offre une interface graphique conviviale et facile à utiliser pour modéliser les schémas XML. 
Cet éditeur est utilisé dans le cadre de ce travail pour l'extension du schéma cnML. 
4.3 Remaniement de cnMLParserLib 
OptimisationLib est une librairie qui constitue la passerelle unique entre le logiciel ONDE 
et les fichiers cnML. Elle assure la conversion d'un fichier cnML en un objet mémoire 
et vice versa. Ce type de librairie s'appelle : « Parseur de fichiers ». Son utilisation est 
primordiale vu que tous les objets en mémoire relatifs à un programme sont supprimés à 
la fin de son exécution de ce dernier. Le parseur représente alors le seul moyen pour lire 
et enregistrer les données à partir et sur les fichiers. 
L'utilisation du parseur par les différentes librairies de ONDE, impose une standardisation 
du format des données manipulées. Ceci facilite la communication entre ces modules, et 
offre la possibilité d'ajouter n'importe quel module à ONDE sans impacts sur les autres 
modules. Cette extensibilité découle du fait qu'un fichier cnML peut décrire et enregistrer 
toute information relative à un réseau de communication, quelque soit son niveau de détail. 
La librairie cnMLParserLib a été développée dans le cadre des travaux antérieurs du groupe 
de recherche [Maâlej, 2009]. Avec l'extension proposée du formalisme cnML au paragraphe 
3.2, et puisque cette librairie est développée sur mesure de la structure de cnML, toute 
modification apportée à cette dernière, doit être aussi appliquée à la librairie. Le tableau 
4.1 explique entre autres les modifications qui doivent être apportées au parseur lors d'une 
modification du schéma cnML. 
Le processus de mise à jour de OptimisationLib, n'est pas une tâche complexe, puisqu'il 
s'agit de quelques modifications à la structure cnML, mais c'est une tâche qui demande 
beaucoup d'attention, car un seul changement au formalisme nécessite la mise à jour de 
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Tableau 4.1 Remaniement de « cnMLParserLib » 
Schéma cnML Code de cnMLParserLib 
Nouvelle balise 
ajoutée 
Créer une nouvelle classe avec le même nom de cette balise 
Créer les fonctions de lecture et d'écriture 
Mise à jour des classes parentes dans la hiérarchie 
Balise déplacée 
Mise à jour des relations entre les classes concernées. 




dans une balise 
Ajouter ou supprimer la propriété de la classe correspondante à la 
balise 
Créer ou supprimer les fonctions de lecture et d'écriture 
Mise à jour des classes parentes dans la hiérarchie 
plusieurs fonctions de la librairie, (i.e. L'ajout d'un attribut dans une balise nécessite 
l'écriture de plusieurs dizaines d'instructions). 
La lecture d'un fichier par le parseur génère un objet mémoire. Ce dernier présente le point 
d'entrée et de sortie de la librairie OptimisationLib. La librairie, ainsi que les classes qui 
la composent font l'objet du paragraphe suivant. 
4.4 Développement de OptimisationLib 
Dans ce paragraphe, les différentes classes développées dans le cadre de la librairie Opti­
misationLib sont présentées tout en mettant en évidence les relations entre elles. 
4.4.1 Les classes 
Vingt deux classes sont définies au cours du développement de la librairie d'optimisation. 
Ces classes peuvent se diviser en plusieurs catégories à savoir : 
Classes des équipements utilisés 
À chaque type d'équipement doit correspondre une classe afin de pouvoir instancier un ob­
jet pour tout équipement installé sur le réseau. Toutes les classes d'équipements présentées 
dans la figure 4.1 héritent de la classe mère « Equipement ». 
La figure 4.1 indique une spécialisation du multiplexeur par rapport au démultiplexeur : 
les deux équipements ont les mêmes propriétés, sauf que le multiplexeur a en plus des 
atténuateurs installés sur chacun de ses ports d'entrée. 
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Figure 4.1 Diagramme de classes des équipements. 
La figure 2.3 présentée précédemment, illustre la balise « componeht » qui représente 
éventuellement les composants d'un équipement. À ce niveau, un composant est considéré 
exactement comme un équipement. Ce choix de modélisation est appliqué dans le cas du 
MSPP qui peut contenir plusieurs cartes de transports. Ceci n'a aucun impact ni sur la 
conception de cnML, ni sur les librairies déjà développées. 
Grâce au principe de polymorphisme, la classe mère abstraite « Equipement » regroupe 
toutes les fonctions communes des différents équipements. Ceci permet à la librairie d'exé­
cuter des opérations sur tous les équipements sans prendre en considération le type de 
l'équipement en cours d'exécution. Il s'agit de l'application du patron de modélisation « 
Strategy ». 
Tous les équipements présentés dans la figure 4.1 ont étés déjà détaillés dans le paragraphe 
2.5. Sachant que ces équipements représentent la matière première des réseaux, il reste à 
savoir comment doit-on les organiser pour former un réseau ? 
Classes pour représenter le réseau 
La partie gauche du diagramme de classe illustré à la figure 4.2 montre qu'un réseau est 
composé d'au moins deux noeuds et un lien qui relie chaque paire de nœuds. Ce projet 
s'intéresse principalement aux réseaux optiques ; pour cette raison les liens ne peuvent être 
que de la fibre optique. Afin de simplifier le problème, on suppose qu'aucun équipement 
ne peut être installé sur un lien. Bien évidemment une fibre optique est considérée comme 
équipement. 
La partie droite quant à elle, s'intéresse à la modélisation du côté solution du réseau. Les 
concepts de requête, de chemin et de segment ont été détaillés dans le paragraphe 2.4. 
Classe en ML 
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Figure 4.2 Diagramme de classes du réseau. 
La lecture et l'écriture des données depuis et sur les fichiers cnML, se fait à travers le 
parseur : Après la lecture, ce dernier crée un objet de type cnMLOptimization ; et réci­
proquement pour pouvoir écrire les données du réseau sur un fichier cnML, le parseur a 
besoin alors d'un objet de type cnMLOptimization. Ce type a été développé dans le cadre 
des travaux de [Maâlej, 2009] sur la librairie cnMLParserLib, et il a exactement les mêmes 
propriétés et les mêmes noms que la structure cnML, sauf qu'à une balise, correspond une 
classe en C++. 
Gestion des exceptions 
Comme on a indiqué au paragraphe 3.3.2, lorsque le module de vérification (paragraphe 
3.4) détecte une erreur, ce dernier la transmet au module de correction (paragraphe 3.5). 
Cette communication entre les deux modules se fait à travers le système de gestion des 
exception de C++. Chaque fois où une des fonctions du module de vérification détecte une 
erreur, cette dernière lance une exception de type Erreur. Les tentatives de corrections se 
font alors dans la partie catch de la fonction du module de vérification. D'où le module de 
correction est composé de plusieurs fonctions éparpillées, résidantes dans les blocs catch 
des différentes méthodes du module de vérification. 
La classe Erreur utilisée à cet effet est composée d'un numéro unique servant à identifier 
l'erreur, d'une chaine de caractères contenant la description de l'erreur et de l'équipement 
qui l'a causé, et finalement une variable numérique pour indiquer la valeur de la correction 
demandée s'il y a lieu. 
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4.4.2 Diagramme de séquence 
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La figure 4.3 illustre le diagramme de séquence du scénario d'exécution de la librairie 
OptimisationLib. L'utilisateur exécute la librairie en lui fournissant un fichier cnML dans 
lequel une solution est décrite. Le parseur intervient en premier lieu pour lire le contenu du 
fichier cnML et le transformer en un objet mémoire de type cnMLOptimization. Ensuite, 
le module de vérification exécute toutes ses opérations. Si une erreur est détectée, le module 
de correction intervient pour tenter la correction, et rapporte la solution corrigée au module 
de vérification. Par la suite, et après la validation par le module de vérification, la solution 
est transférée au module de calcul de coût, qui doit toujours sauvegarder la solution à coût 
minimum. Après cette étape, l'optimisation commence, et le système entre dans sa boucle : 
À chaque itération, le module d'optimisation propose une nouvelle solution, cette dernière 
débutera son cycle avec la vérification et ainsi de suite. Finalement, avec l'échéance de 
l'exécution par une des conditions d'arrêt du programme, le module de calcul de coût 
présente la solution minimale trouvée au parseur, qui l'inscrit dans la balise « output » 
du fichier cnML initial et l'envoie à l'utilisateur. 
1.1: Solution inùalo: 
1: Solution «îlialo: fichier cnML 
2: Solution erronée 
2.1 : Solution corrigée 
2 est récursif jusqu'à 
l'exécution de 3. 
2.1.1.1: Solution valide 
2.1.1 1(1: nouvete solution proposée 
3: Airât 
3.1. Solution minimale trouvée 
3.1.1: Solution minimale: fichier (jnML 
Correction Vérification Calcul du coût 
Figure 4.3 Diagramme de séquence de OptimisationLib. 
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4.4.3 Métriques logicielles 
Dans le cadre de ce travail, le serveur SVN (paragraphe 4.2.2) a passé de la version 107 
à la version 170 qui représente actuellement la dernière version de ONDEProject. Seule­
ment neuf versions parmi les soixante trois ont été choisies pour l'étude des métriques vu 
que ces neuf versions représentent des changements importants au cours du processus de 
développement de la librairie. 
Les travaux de développement et de remaniement ont duré environ cinq mois. Le tableau 
4.2 donne les valeurs de quelques métriques en fonction de l'avancement du développement 
de la librairie. 
Tableau 4.2 Évolution du développement de OptimisationLib 
Version Date Lignes Fichiers Classes Déclarations Commentaires 
vl07 11-01-2010 1004 27 11 442 13.1% 
vl20 22-01-2010 1389 34 14 616 11.2% 
vl30 28-01-2010 1944 38 15 899 8.6% 
vl40 26-02-2010 4947 50 20 2338 9.6% 
vl43 15-03-2010 5172 50 20 2446 9.5% 
vl49 29-03-2010 7065 54 23 3394 11.0% 
vl50 26-04-2010 6070 54 24 2790 10.0% 
vl56 14-05-2010 6397 54 24 3196 8.2% 
vl70 31-05-2010 5686 48 22 2876 8.0% 
La version 149 contient 7065 lignes de code, or la version finale (vl70) contient seulement 
5686 lignes. Le nombre de fichiers du projet a été aussi réduit de 54 à 48. Cela est expliqué 
par les opérations de remaniement et d'optimisation du code écrit. 
Le tableau 4.3 indique les métriques relatifs à l'ampleur de OptimisationLib et à ONDE­
Project, ensuite donne le taux de contribution de ce travail dans le projet global. Ces taux 
indiquent qu'en moyenne OptimisationLib a ajouté environ 14% à ONDE. 
Tableau 4.3 Contribution de OptimisationLib à ONDEProject 
Métrique OptimisationLib ONDEProject Contribution 
Nombre de lignes de code 5686 54285 12.55% 
Nombre de déclarations 2876 24140 11.91% 
Nombre de fichiers du projet 48 232 20.69% 
Nombre de classes définies 22 200 11% 
Finalement, le tableau 4.4 présente d'autres métriques, relatives à la qualité du code écrit, 
de OptimisationLib et de ONDEProject. En comparant ces métriques, on peut conclure 
que qualité du code de la nouvelle librairie est proche de celle du projet entier. 
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Tableau 4.4 Comparaison des métriques : OptimisationLib vs ONDEProject 
Métrique OptimisationLib ONDEProject 
Pourcentage des commentaires 8.0% 23.2% 
Nombre de méthodes par classe 15.91 13.04 
Nombre de déclarations par méthode 4.1 6.1 
Profondeur moyenne 2.06 1.53 
Complexité moyenne 2.42 2.5 
4.5 Conclusion 
Ce chapitre s'est intéressé à la description du développement de la librairie d'optimisa­
tion. Il a montré les différentes classes développées pour la mise en œuvre des différents 
modules de la librairie. Il a aussi présenté le diagramme de séquence du scénario d'optimi­
sation d'un réseau optique. Et finalement, il a présenté quelques métriques logicielles pour 
l'évaluation de la librairie développée. Cependant, ces métriques ne peuvent pas évaluer 
le fonctionnement de la librairie, c'est pour cela, le chapitre suivant se concentre sur ce 




Dans ce chapitre, les résultats des différents tests effectués sur les modules de la librairie 
développée sont présentés. Tout d'abord, on commence avec les modules de vérification et 
de correction puisque ces deux derniers sont intégrés l'un à l'autre. Ensuite on s'intéresse 
au module d'optimisation qui sera plus détaillé vu le nombre important de ses paramètres. 
5.2 Modules de vérification et correction 
Plusieurs réseaux sont testés dans le cadre de ce projet. Dans cette section, le réseau 
intitulé « TUNISIA_NETWORK » est choisi pour tester ces deux modules. 
5.2.1 Présentation des données 
Le réseau « TUNISIA_NETWORK » 
Inspiré du réseau américain « NSF » (National Science Foundation network), « TUNI-
SIA_NETWORK » est aussi composé de quatorze nœuds représentant les principales 
villes Tunisiennes. Les distances entre les nœuds sont alors réduites par rapport à celles 
de « NSF ». D'ailleurs, les distances du réseau « NSF » ne peuvent être utilisées dans 
ce travail ; là où l'hypothèse « Aucun équipement ne peut être installé sur un lien » est 
considérée. La figure D.l illustre le réseau « TUNISIA_NETWORK » tel qu'il est dessiné 
à l'aide de l'interface graphique de ONDE. 
Vingt sept liens unidirectionnels connectent les quatorze nœuds du réseau, chacun est 
configuré pour supporter dix longueurs d'onde, soit dix requêtes pouvant passer en même 
temps sur le même lien. Le tableau D.l, présente la matrice de trafic, où dix neuf requêtes 
sont définies. 
Le code XML en annexe D.0.1 donne un coup d'œil sur le fichier cnML de « TUNI-
SIA_NETWORK ». Il décrit un nœud (balise « node »), un équipement dans ce nœud 
(balise « equipment »), un lien (balise « link »), la matrice de trafic (balise « traffic »), 
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un extrait de la solution (balise « solution ») : La satisfaction d'une requête (balise « 
connection ») ainsi les segments lui correspondant (balises « connection_link »), et fina­
lement la balise « algorithm » qui contient les paramètres de vérification, de correction et 
d'optimisation. 
Il est à noter que le fichier cnML contient exactement 3316 lignes, c'est pour cette raison 
qu'il est impossible de fournir le contenu du fichier en entier, et l'annexe D s'est limité à 
présenter seulement les extraits ci-haut mentionnés. 
Bien que le but principal de ce travail est l'optimisation de la couche physique des réseaux 
optiques, ce module offre une vérification rigoureuse vis-à-vis des éléments de la couche 
réseau pour valider l'aspect réseau avant de procéder avec la couche physique. Il est à 
noter que la solution initiale a pu voir le jour grâce à ce module, sachant qu'elle a été 
construite manuellement. 
La solution initiale élaborée est validée uniquement du côté du problème de routage (le 
choix des cartes de transport, des liens entre les nœuds et l'attribution des longueurs 
d'ondes). Cependant, ni le calcul du budget de puissance ni celui de la dispersion chroma­
tique ne sont pris en considération. Ceci fera l'objet des tests du module de vérification et 
de correction. 
5.2.2 Tests et résultats 
Pour mieux expliquer les résultats de l'exécution du module, on commence par la présen­
tation de la solution initiale et la description des éléments du fichier cnML correspondant, 
ensuite on représente ces éléments après l'exécution du module tout en expliquant la dif­
férence entre les deux versions du fichier. 
Fichier cnML : Avant la vérification et la correction 
Le fichier cnML, comporte seulement la balise « input » et « algorithm » faisant ainsi un 
total de 3317 lignes de code (figure D.4). Il y a 79 équipements actifs sur le réseau. Leurs 
types varient entre les cartes de transport, la fibre, les multiplexeurs et les démultiplexeurs 
(figure D.2). Le coût total du réseau est évalué à 274000$ mais le réseau n'est pas du tout 
opérationnel. Ni le budget de puissance ni celui de la dispersion chromatique ne sont 
respectés. 
Fichier cnML : Après la vérification et la correction 
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Le fichier cnML, comporte en plus la balise « ouput » nommée veri fied, ce qui fait aug­
menter le nombre de lignes du fichier à 6808 (figure D.5). Les équipements actifs remontent 
à 111 ; de nouveaux types sont apparus comme les amplificateurs, les atténuateurs, et les 
DCU (figure D.3). Le coût total quant à lui devient 431300$, ceci est expliqué par l'instal­
lation des 32 nouveaux équipements. Le réseau est parfaitement opérationnel : le budget 
de puissance, de dispersion chromatique, les cartes de transports et les boucles sont toutes 
vérifiées dans toutes les requêtes. 
Selon le fonctionnement du module de vérification et de correction, il faut exécuter plu­
sieurs itérations pour pouvoir valider le réseau au complet, surtout quand il y a un conflit 
entre les chemins ; comme par exemple le cas d'un amplificateur utilisé par deux chemins en 
même temps, le gain de ce dernier est idéal pour le premier, mais faible pour le deuxième. 
La vérification réussi alors pour le premier chemin, mais au moment ou le module va en­
tamer le deuxième, la vérification va échouer. Il faudra alors essayer de trouver une valeur 
de gain satisfaisante pour les deux chemins. En tous cas, il faut réitérer l'exécution du 
module jusqu'à ce que tous les chemins soient satisfaits. 
Le paragraphe 3.5 a présenté de nombreuses corrections autorisées pour chaque élément. 
Ce nombre est mis en œuvre afin d'empêcher, d'une part les boucles infinies de corrections, 
et d'autre part pour limiter le temps alloué au processus de vérification et de correction. 
Pour cela, trois paramètres ont été définis : 
1. Tentatives de corrections pour chaque équipement. 
2. Tentatives de corrections pour chaque chemin. 
3. Tentatives pour résoudre les conflits entre les chemins. 
Sans entrer dans les détails de ces paramètres, il est clair que plus on permet un nombre 
important de tentatives pour un élément, plus la probabilité de correction acceptable est 
grande. Cependant, ce paramètres a aussi un impact important sur le temps d'exécution. 
Ainsi, il est souvent bénéfique d'abandonner une solution inacceptable pour investir le 
temps d'exécution sur une autre solution plus prometteuse. Il est à noter que ces para­
mètres sont à régler selon l'ampleur du réseau, car si on alloue uniquement 2 tentatives 
pour résoudre les conflits entre les chemins à un réseau comportant 20 chemins, le module 
n'arrivera jamais à corriger ce dernier. 
A titre indicatif, pour la validation de ce réseau, le processus de vérification et de correction 
a fait exactement 7 itérations avec une durée totale d'exécution de 24.4 secondes. Les 
valeurs des paramètres de correction sont fixés ainsi : « Tentatives de correction pour 
50 CHAPITRE 5. EXPÉRIMENTATIONS 
chaque équipement » : 20 tentatives, « Tentatives de corrections pour chaque chemin » : 
50 tentatives et « Tentatives pour résoudre les conflits entre les chemins » : 10 tentatives. 
5.3 Module d'optimisation 
Sans doute, le module d'optimisation représente l'objectif essentiel de ce projet, mais 
comme il a été précisé précédemment, ce module ne peut exister sans le module de vé­
rification et de correction. Dans ce paragraphe, on présente quelques résultats des tests 
effectués sur une multitude de réseaux optiques conçus avec des architectures différentes. 
Les résultats obtenus sont basés sur la variation des paramètres d'optimisation définis au 
paragraphe 3.8. 
Pour faire les tests de sensibilité, tous les paramètres doivent être fixés à l'exception du 
paramètre à tester. Les valeurs des paramètre fixés sont choisis à l'aide de plusieurs autres 
tests, et qui permettent de montrer l'influence du résultat lors de la variation du paramètre 
à tester. 
5.3.1 Présentation des données 
Deux réseaux sont utilisés pour faire les tests du module d'optimisation : 
Le réseau « Exemple_cnML » 
Ce réseau a été conçu dans le cadre du manuel de référence du langage cnML [Kammoun 
et al., 2010]. Initialement, le réseau ne tenait pas compte de la couche physique (comme 
cnML). Avec l'extension de cnML, ce réseau est repris pour prendre en charge cette couche. 
D'ailleurs, « Exemple_cnML » (figure C.l), fait l'objet de la plupart des tests du module 
d'optimisation. 
Le réseau « Anneau » 
Comme son nom l'indique, son architecture est en anneau, il est composé de onze nœuds 
et onze liens égaux (figure E.l). C'est un réseau très simple; son trafic est composé de 
onze requêtes (tableau E.l). 
5.3.2 Tests de sensibilité des paramètres d'optimisation 
Les deux unités qui permettent d'évaluer la solution et les valeurs choisies pour les para­
mètres d'optimisation sont : 
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1. Le coût de la solution trouvée. 
2. Le temps nécessaire pour trouver la solution. 
Il est à noter que dans ce travail, le coût est beaucoup plus important que le temps, 
surtout qu'on parle de quelques dizaines de milliers de dollars, voir des centaines, contre 
quelques heures d'exécution. Mais lorsque deux solutions présentent des coûts similaires, 
le temps d'exécution devient le paramètre d'évaluation. L'algorithme 2 détaille la manière 
avec laquelle les tests sont faits. 
Algorithme 2 Procédure du test de sensibilité d'un paramètre 
1: Choisir des valeurs pour le paramètre en question 
2: pour tout Valeur du paramètre faire 
3: Exécuter la librairie d'optimisation (La condition d'arrêt est 100 itérations) 
4: Le coût de la solution <— le coût minimal trouvé au cours de l'exécution de la valeur 
du paramètre 
5: fin pour 
6: Présenter le diagramme en bâtons correspondant aux coûts des solutions trouvées. 
7: Le coût minimal <— le coût minimal trouvé dans le diagramme en bâtons. 
8: Sélectionner la ou les valeurs du paramètre qui ont permis d'obtenir le coût minimal. 
9: pour tout Valeur du paramètre qui a permis d'obtenir le coût minimal, faire 
10: Présenter la courbe montrant l'évolution du processus d'optimisation : Le coût en 
fonction du nombre d'itérations. 
11: fin pour 
12: Expliquer et commenter la sensibilité du paramètre en fonction des résultats obtenus. 
Remarque : 
La condition d'arrêt indiquée à l'instruction 3 est choisie ainsi, vu qu'initialement les tests 
ont été faits sur la base de 50 itérations, mais il s'est avéré que ce temps d'exécution 
ne permet pas d'évaluer les valeurs des paramètres. D'une autre part, si un nombre plus 
important d'itérations est toléré, la plupart des valeurs des paramètres finissent par trouver 
les mêmes résultats. 
Rappel : 
Les paramètres définis dans le paragraphe 3.8 seront repris par les tests de cette façon : 
- Paramètre 1 : Niveaux permis si la solution se dégrade et le pas de recul correspon­
dant, représentés par (X/Y) avec X : niveaux autorisés avec la dégradation de la 
solution, et Y : niveaux retournés quand X est atteint. 
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- Paramètre 2 : Niveaux permis si la solution demeure constante et le pas de recul 
correspondant représentés par (X/Y) avec X : niveaux autorisés même si la solution 
demeure constante, et Y : niveaux retournés quand X est atteint. 
- Paramètre 3 : Taille de la liste taboue en pourcentage du nombre d'axes d'optimi­
sation. 
- Paramètre 4 •' Itérations pour libérer un élément de la liste taboue en pourcentage 
du nombre total d'itérations. 
- Paramètre 5 : Mélanger les axes d'optimisation, représenté par « oui » ou « non ». 
Dans ce qui suit, chacun des ces paramètres sera évalué selon l'algorithme 2, avec la 
présentation des instructions 6, 10 et 12 de ce dernier. 
Paramètre 1 : Niveaux permis si la solution se dégrade 
Le tableau 5.1 défini les données du test de ce paramètre. 
Tableau 5.1 Données du test du paramètre 1 
Réseau testé « Exemple cnML » 
Paramètre 1 {(0/0), (2/0), (2/1), (3/1), (4/1), (5/1), (2/2), (3/0), 
(3/2), (4/2), (4/3), (5/2), (5/3), (2/3), (2/4), (2/5)} 
Paramètre 2 (3/3) 
Paramètre 3 70% (Basé sur 14 axes) 
Paramètre 4 25% (Basé sur 100 itérations) 
Paramètre 5 Non 
En observant la figure 5.1 qui représente le coût minimal trouvé par la librairie pour chaque 
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Figure 5.1 Comparaison des tests du paramètre « Solution se dégrade » 
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- (0/0) signifie que si on ne tolère pas la dégradation de la solution et si on ne donne 
pas de chances à un axe qui a échoué, le résultat ne sera pas bon. 
- (2/0), (2/1) ont donnés de bons résultats, par contre si on avance encore même si le 
coût s'élève ((3/1), (4/1) et (5/1)), l'exécution ne va pas trouver de bonnes solutions. 
- (3/2), (4/2), (4/3) et (5/2) ont donné des résultats excellents, par contre (5/3), (2/3), 
(2/4) et (2/5) n'ont pas donnés de bons résultats, et on peut déduire qu'il ne faut 
pas retourner plus qu'on avance, car c'est comme si on n'utilise plus le paramètre 
dès que la solution se dégrade. 
- On peut conclure de ces résultats qu'il faut avancer même si la solution se dégrade, 
retourner aux solutions précédentes lorsque cette dégradation persiste mais le recul 
ne doit jamais être plus que l'avancement, car on risque de retourner trop vite à la 
solution initiale. 
Afin de mieux explorer les résultats de ce paramètre, la figure 5.2 illustre le détail de 
l'exécution des deux valeurs {(3/2) et (4/2)} qui ont réussis à trouver le coût minimum 
de 88600 $. 
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Figure 5.2 Détails de l'exécution du paramètre « Solution se dégrade » 
En comparant les deux courbes de la figure 5.2, on remarque que la solution minimale a 
été trouvée par la valeur (3/2) dans environ la 98 ième itération, tandis qu'avec (4/2) elle 
a été trouvée dans environ la 75 ième itération ; mais quand même, on peut déduire que 
le fait de réduire le nombre de niveaux autorisés lorsque la solution se dégrade permet de 
minimiser le coût plus rapidement. 
Paramètre 2 : Niveaux permis si la solution demeure constante 
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Le tableau 5.2 défini les données du test de ce paramètre : 
Tableau 5.2 Données du test du paramètre 2 
Réseau testé « Exemple cnML » 
Paramètre 1 (3/2) 
Paramètre 2 {(0/0), (2/1), (2/2), (3/2), (4/2), (5/2), (2/3) 
, (3/3), (4/3), (4/4), (5/3), (5/4), (5/5), (5/6)} 
Paramètre 3 70% (Basé sur 14 axes) 
Paramètre 4 25% (Basé sur 100 itérations) 
Paramètre 5 Non 
De l'observation de la figure 5.3 qui représente le coût minimal trouvé par la librairie pour 
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Figure 5.3 Comparaison des tests du paramètre « Solution demeure constante 
- (0/0) :Si on ne tolère pas l'avancement et on décide d'essayer un autre axe d'opti­
misation si la solution demeure constante, on obtient un résultat assez satisfaisant. 
- (2/1), (2/2), (3/2), (4/2), (5/2), (3/3) et (4/3) : Si on tolère l'avancement et on 
revient avec un pas inférieur ou égal à l'avancement, le résultat est aussi satisfaisant, 
d'ailleurs ce sont les valeurs qui ont permis d'obtenir la solution minimale. 
- (4/4), (5/3), (5/4) et (5/5) montrent que le fait d'avancer plus que quatre niveaux, 
puis revenir presque à la même solution constitue une perte de temps. 
- (2/3) et (5/6) montrent bien que le fait de reculer plus qu'on avance conduit vers la 
solution initiale et oblige le processus de diversifier la recherche sans l'intensifier. La 
figure 5.4 montre le détail du processus de recherche avec la valeur (2/3), et comment 
l'exécution s'est arrêtée à la 43ième itération. 
Paramètre 3 : Taille de la liste Tabou 
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Figure 5.4 Détails de l'exécution de la valeur (2/3) du paramètre « Solution 
demeure constante » 
Deux tests sont effectués pour ce paramètre : 
Test 1 Le tableau 5.3 défini les données du premier test de ce paramètre. 
Tableau 5.3 Données du premier test du paramètre 3 
Réseau testé « Exemple cnML » 
Paramètre 1 (3/3) 
Paramètre 2 (2/1) 
Paramètre 3 {(0%), (10%), (20%), (30%), (40%), (50%) 
, (60%), (70%), (80%), (90%), (100%)} 
(Basés sur 14 axes) 
Paramètre 4 25% (Basé sur 100 itérations) 
Paramètre 5 Non 
À partir de la figure 5.5 qui représente le coût minimal trouvé par la librairie pour chaque 
valeur correspondante du paramètre, on peut déduire quatre zones de résultats : 1 :{de 
0% à 20%}, 2 :{de 30% à 40%}, 3 :{de 50% à 70%} et 4 :{de 80% à 100%}. 
Les résultats de la première et de la troisième zone sont bons, par contre ceux de la 
deuxième et de la quatrième sont mauvais. Afin de mieux explorer ce paramètre, et expli­
quer la différence entre les résultats relatifs aux zones de valeurs, la figure 5.6 illustre le 
détail de l'exécution, et on peut déduire ce qui suit : 
- 0% : La recherche arrive à trouver de bons résultats, mais beaucoup de solutions non 
réalisables (les coupures sur la courbe), ceci est dû à l'absence de la liste taboue : 
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Les axes qui ont déjà produit des solutions irréalisables ne seront jamais interdits et 
donneront des solutions irréalisables à court terme. 
- 20% : On remarque que la courbe représente beaucoup de stabilité par rapport à 
celle de 0% et d'ici on peut démontrer l'utilité de la liste taboue même si elle est très 
petite. 
- 30% et 40% : Dans ce réseau, les meilleurs axes d'optimisation (ceux qui réduisent 
plus le coût de la solution) sont les derniers à être exécutés. Avec une petite liste, 
lorsque les premiers axes ne donnent pas d'amélioration, ils seront mis tabou, mais 
il sortiront de la liste lorsqu'elle se remplit. De ce fait, les derniers axes n'auront pas 
la chance pour être exécutés. Par contre, si on augmente la taille de la liste taboue, 
les premiers axes resteront tabou, et plus de chance sera accordée aux derniers axes, 
ceci peut être remarqué par une simple comparaison entre la courbe de 30% et celle 
de 40%. 
- 60% et 70% : Les derniers axes d'optimisation ont pu être exécutés car la liste taboue 
est assez grande pour garder les premiers axes interdits de l'exécution. 
- 80% et plus : Il clair qu'avec une grande liste taboue, tous les mouvements finiront 
par être interdits d'exécution ce qui entraine l'arrêt hâtif de la recherche. C'est vrai 
qu'après 25 itérations un mouvement tabou est libéré, mais ce dernier sera remis 
tabou rapidement avant même que l'axe suivant soit libéré. 
Remarque : Ce test a permis de démontrer la variation des résultats avec la 
variation de la taille de la liste tabou, mais il n'a pas démontré l'utilité de la liste 
taboue pour obtenir la solution minimale, car on a vu qu'avec l'absence de la liste 
tabou (0%), la recherche arrive à trouver la solution minimale. Dans ce qui suit, le 
deuxième test de ce paramètre va essayer de démontrer l'utilité de la liste taboue. 
Test 2 Le tableau 5.4 défini les données du deuxième test de ce paramètre. 
À partir de la figure 5.7 qui représente le coût minimal trouvé par la librairie pour chaque 
valeur correspondante du paramètre, on peut déduire directement l'importance de la liste 
tabou : Plus la taille de la liste est importante, meilleur est le résultat. Afin de mieux 
explorer ces résultats, la figure 5.8 illustre le détail de l'exécution de quelques valeurs pour 
comprendre l'évolution du processus de recherche. 
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Figure 5.5 Comparaison des tests du paramètre « Longueur de la liste taboue 
» pour le réseau « Exemple_cnML » 
Tableau 5.4 Données du deuxième test du paramètre 3 
Réseau testé « Anneau » 
Paramètre 1 (3/3) 
Paramètre 2 (3/3) 
Paramètre 3 {(0%), (10%), (20%), (30%), (40%), (50%) 
, (60%), (70%), (80%), (90%), (100%)} 
(Basés sur 14 axes) 
Paramètre 4 100% (Basé sur 100 itérations) 
Paramètre 5 Non 
Dans le cas du réseau « Anneau », uniquement les derniers axes d'optimisation sont ca­
pables de faire des modifications sur le réseau. Les premiers ne font rien du tout. Pour 
cela, dans la 5.8, on remarque que : 
- Jusqu'à 60% : La taille de la liste ne permet pas de mettre tous les premiers axes 
tabous d'un seul coup et exécuter uniquement les derniers axes, car après l'utilisation 
d'un des derniers axes et lorsque celui ci n'apporte plus d'améliorations à la solution, 
il devient lui même tabou, et il fait sortir un des premiers axes de la liste taboue. Cet 
axe sera exécuté, il devient tabou, puis il libère le suivant, et ainsi de suite jusqu'à ce 
que tous les premiers axes soient exécutés, et lorsqu'ils deviennent tabous de nouveau, 
un des derniers axes peut être exécuté pour apporter une autre amélioration. C'est 
ce qui explique la lenteur de la minimisation de la courbe de 60%. 
- 70% : À cette taille de la liste taboue, la recherche commence à accélérer la mini­
misation de la solution du fait qu'elle peut exécuter plus qu'un des derniers axes 
successivement. 
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Evaluation du paramètre "Longueur liste 
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Figure 5.6 Détails de l'exécution du paramètre « Longueur de la liste taboue 
» pour le réseau « Exemple_cnML » 
- À partir de 80% : La liste taboue est assez grande ; elle a la capacité d'interdire tous 
les axes à la fois. Les derniers axes sont exécutés l'un après l'autre sans que leur 
interdiction fasse échapper les premiers mouvements de la liste. 
Paramètre 4 : Itérations pour libérer un élément de la liste tabou 
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Figure 5.7 Comparaison des tests du paramètre « Longueur de la liste taboue 
» pour le réseau « Anneau » 
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Figure 5.8 Détails de l'exécution du paramètre « Longueur de la liste taboue 
» pour le réseau « Anneau » 
Le tableau 5.5 défini les données des deux tests effectués pour ce paramètre. 
Tableau 5.5 Données des tests du paramètre 4 
Test 1 Test 2 
Réseau testé « Exemple cnML » « Exemple cnML » 
Paramètre 1 (3/2) (3/2) 
Paramètre 2 (2/0) (2/0) 
Paramètre 3 20% 50% (Basés sur 14 axes) 
Paramètre 4 { 0%, 1%, 2%, 100% } { 0%, 1%, 2%, 100% } 
(Basés sur 100 itérations) (Basés sur 100 itérations) 
Paramètre 5 Non Non 
Test 1 Dans ce premier test, l'exécution de la librairie avec toutes les valeurs possibles 
de ce paramètre arrive à trouver le même coût minimal, sauf que le nombre d'itérations 
effectué pour arriver à ce résultat diffère d'une valeur à une autre. D'après la figure 5.9 qui 
montre l'évolution de l'exécution entre les valeurs 0% et 1%, on peut déduire la sensibilité 
de la recherche à ce paramètre. Dans ce test, après la valeur 3%, ce paramètre n'intervient 
plus, ceci est expliqué du fait que les axes tabous sont libérés grâce à la petite taille de 
l Long liste taboue 
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la liste et non à cause de ce paramètre. On peut conclure que le paramètre 4 dépend du 
paramètre 3. 
Évaluation du paramètre "Itérations pour Bberer mouvement 








Figure 5.9 Détails de l'exécution du paramètre « Itérations pour libérer un axe 
tabou » 
Test 2 Ce deuxième test est établi pour montrer une autre fois que les paramètres 
dépendent l'un de l'autre, et que le réglage de ces derniers n'a pas de règles à suivre, mais 
il faut plutôt faire un ajustement et refaire le test. 
La figure 5.10 montre bien la différence entre les résultats de ce test et ceux du test 
précédant. 
Pour ce test, il est vrai que la valeur 0% et 100% arrivent à trouver le même coût. La figure 
5.11 montre bien que le processus de la recherche arrive à trouver la solution dans seulement 
30 itérations avec la valeur 100%, contre 75 itérations pour la valeur 0%. Si l'exécution 
était limitée à 50 itérations, à 0%, elle n'arrivera pas à trouver de bons résultats, de plus 
on remarque la stabilité de la courbe de 100% par rapport à celle de 0%. 
Paramètre 5 : Mélanger les axes d'optimisation 
Ce paramètre est booléen, il peut prendre soit « Oui », soit « Non ». Puisque chaque 
paramètre dépend des autres paramètres, on va lancer les tests avec deux configurations 
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Figure 5.10 Comparaison entre les résultats du Test 1 et Test 2 du paramètre 
« Itérations pour libérer un élément de la liste taboue » 
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Figure 5.11 Comparaison entre les valeurs du paramètre 4 à 0% et 100% dans 
Test 2 
(tableau 5.6) qui se différencient par le paramètre « Niveaux permis si la solution demeure 
constante ». 
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Tableau 5.6 Données des tests du paramètre 5 
Test 1 Test 2 
Réseau testé « Exemple cnML » « Exemple cnML » 
Paramètre 1 (3/2) (3/2) 
Paramètre 2 (2/0) , (5/2) 
Paramètre 3 50% 50% (Basé sur 14 axes) 
Paramètre 4 25% 25% (Basé sur 100 itérations) 
Paramètre 5 { Oui, Non } { Oui, Non } 
La figure 5.12 montre la différence des résultats des deux tests effectués. Dans le test 1, 
la valeur « Non » permet à la recherche de trouver la solution minimale plus rapidement. 
Par contre dans le test 2, tout a changé, et avec la valeur « Non » la recherche n'arrive 
même pas à trouver la solution minimale, tandis qu'avec la valeur « Oui » elle trouve la 
solution minimale plus rapidement que dans le test 1 : (après 65 itérations au test 1 et 
après 40 itérations seulement au test 2). 
Test 1 Test 2 Avec Sol. Constante * (5/2) Avec Sol- Constante - (2/0) 
( Coût en f) (Coûten (} 
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Figure 5.12 Détails de l'exécution du paramètre « Mélanger axes d'optimisa­
tion » avec Testl et Test2 
Remarques : 
À travers les tests effectués, on peut déduire ce qui suit : 
La recherche est plus sensible au paramètre 1 qu'au paramètre 2 : Ceci est expliqué 
par le fait que dans le processus de recherche, la situation où la solution se dégrade 
se présente plus que là où elle demeure constante. 
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- Le paramètre 1 incite la recherche à trouver des solutions meilleures et demande 
toujours un coût inférieur au coût minimal trouvé, et ce en interdisant les axes qui 
font revenir la solution en arrière : Ce paramètre vise l'intensification. 
- Le paramètre 2 réduit la profondeur de la recherche et favorise la visite des autres 
axes : ce paramètre vise la diversification. 
- Les paramètres 1 et 2 sont responsables sur le remplissage de la liste tabou. Avec 
ces deux paramètres la recherche est guidée, et sans lesquels la liste taboue ne peut 
exister. 
- Les paramètres 3 et 4 sont responsables sur la libération des axes interdits : ce sont 
deux paramètres complémentaires. 
- Le paramètre 5 permet à l'utilisateur de savoir si l'ordre des axes d'optimisation est 
important ou pas dans le processus de la recherche. Son activation est utile surtout 
dans le cas où l'utilisateur n'a pas d'accès pour ordonner ses axes. 
Il est à noter que le choix des paramètres peut varier d'un réseau à un autre, et que 
les valeurs choisies sont spécifiques à ces réseaux. Le but de ces tests de sensibilité est 
d'apprendre comment faire le réglage des paramètres afin d'obtenir un meilleur résultat. 
Surtout dans le contexte d'un grand réseau, personne ne peut parler d'une solution opti­
male, mais plutôt de la solution minimale trouvée, et cette dernière est toujours assujettie 
à des optimisations. 
Il existe deux autres paramètres d'optimisation que le paragraphe précédant n'a pas men­
tionné : « Nombre d'itérations alloué pour l'optimisation » et « Temps alloué pour l'op­
timisation ». Ces deux derniers représentent les seules conditions d'arrêts du processus 
d'optimisation, malgré que celui ci peut s'arrêter d'une façon hâtive lorsque tous les axes 
sont mis dans la liste taboue ou lorsque tous les axes sont exécutés au niveau de la solution 
initiale. 
5.4 Conclusion 
À travers ce chapitre, on a effectué une multitude de tests des modules de la librairie déve­
loppée sur des réseaux différents avec des configurations différentes, dans le but d'étudier 
la sensibilité des paramètres conçus et le rôle qu'ils jouent dans le guidage du processus de 
vérification, de correction et d'optimisation. Le chapitre suivant conclue de ce mémoire. 
CHAPITRE 5. EXPÉRIMENTATIONS 
CHAPITRE 6 
CONCLUSION 
À travers ce document, on a présenté les travaux élaborés dans le cadre de ce projet de 
maîtrise, et qui tournent autour du développement de la librairie OptimisationLib. 
On a commencé par mettre la librairie dans le contexte global du projet ONDE, ensuite 
on a présenté les différentes notions techniques utilisées. Après, on a présenté le fonction­
nement de la librairie, et de ses quatre modules : de vérification, de correction, de calcul 
de coût et d'optimisation. Par la suite, on a détaillé l'aspect conceptuel et technique de 
ces différents modules et les mises à jours apportés au projet ONDE. Finalement, et pour 
montrer l'utilité de la librairie, on a exécuté quelques bancs de tests tout en discutant les 
résultats trouvés. 
Bien que le but principal de ce travail consiste à développer une librairie pour l'optimisa­
tion des réseaux optiques, les modules de vérification et de correction intégrés dans cette 
librairie peuvent être réutilisés au niveau de l'interface graphique de ONDE avec le scé­
nario suivant : À fur et à mesure que l'utilisateur conçoit son réseau, et à chaque fois 
qu'un équipement est inséré, le module de vérification calcule le budget de puissance et 
de la dispersion chromatique, effectue les vérifications nécessaires, et en collaboration avec 
le module de correction, aide et guide l'utilisateur dans la conception en lui donnant des 
conseils et des alertes pour l'informer instantanément de la validité du réseau qu'il est 
entrain de construire. 
Certaines hypothèses ont été considérées dans ce travail pour des fins de simplification. 
Par exemple, la librairie développée ne peut fonctionner sans l'existence d'une solution 
initiale valide au niveau de la couche réseau. De plus, l'optimisation ne considère que la 
couche physique et seulement quelques détails de la couche réseau. Bien que les travaux 
de recherche ont visé uniquement la couche physique dès le départ, ceci pose un handicap 
au fonctionnement de ONDE, vu que les travaux antérieurs sur la couche réseau n'ont 
pas été développés pour y être compatibles. Pour cela, une extension de cette librairie 
pour considérer le problème d'affectation de longueurs d'onde, de groupage et de routage 
du trafic, semble intéressante. Cette extension ne sera pas une tâche difficile surtout avec 
l'existence du module de vérification, qui est développé dans ce travail et qui prend en 
charge tous les détails de la couche réseau. 
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ANNEXE A 
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Figure A.l La hiérarchie des balises du formalisme cnML. 
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ANNEXE A. LA HIÉRARCHIE DES BALISES DU FORMALISME CNML. 
ANNEXE B 
Prix des équipements utilisés 
Tableau B.l Prix des équipements utilisés 
Equipement Prix 
Carte OC-48 4000 $ 
Carte OC-192 10000 $ 
Amplificateur 10000 $ 
Atténuateur 100 $ 
DCU 10000 $ 
Multiplexeur 3000 $ 
Démultiplexeur 3000 $ 
OADM 1000 $ 
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ANNEXE B. PRIX DES ÉQUIPEMENTS UTILISÉS 
ANNEXE C 
Réseau : « Exemple en ML » 
Nœud 2 
O A U M  
Nœud 3 
Figure C.l Exemple de réseau décrit avec cnML. 
Tableau C.l Matrice de trafic de « Exemple_ cnML » 
1 2 3 
1 0 48 48 
2 48 0 192 
3 48 192 0 
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ANNEXE C. RÉSEAU : « EXEMPLE CNML 
ANNEXE D 
Le réseau « TUNISIA NETWORK » 
Figure D.l Le réseau « TUNISIA_NETWORK » 
D.0.1 Extrait du fichier cnML (tunnet.cnML) 
<opt imiza t ion  name="TUNISIA_NETWORK" >  
< inpu t  name="  Or ig ina l  "  >  
<ne twork  d i spe r s ion  _  un i t="  ps /nm"  l eng th_un i t= M km"  
a t t enua t ion_un i t="dB"  name= M  ne twork  "  >  
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Tableau D.l Matrice de trafic de « TUNISIA NETWORK » 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 0 48 0 0 0 192 0 0 0 192 0 48 0 48 
2 48 0 192 0 48 0 48 0 48 0 0 0 48 0 
3 192 192 0 0 0 0 0 0 0 0 192 0 0 0 
4 0 0 48 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 48 0 0 0 0 0 0 0 0 0 0 
6 48 0 0 0 48 0 0 0 0 0 48 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
cnode  x="240"  y="35"  convers ion="0"  id="  1  "  name="  
TUNIS" > 
<equ ipment  type="MSPP"  id="MSPP w — W 1  "  name="MSPP w  
TUNIS" > 
<componen t  type="CARTE48"  id="CARTE48_l—1"  
name=" CartewMsppw4811 > 
<proper ty  un i t="DOLLAR" name="Cos t "  >  
4000</proper ty>  
<proper ty  un i t="db"  name="  Pu i s sanceOut  "  
>5</p roper ty>  
<proper ty  un i t="  quan t i ty  "  name="  Por t ln  "  
>2</p roper ty>  
<proper ty  un i t="  quan t i ty  "  name="  Por tOut  "  
>2</p roper ty>  
<proper ty  un i t="dbm"  name="PINMIN"  >—20< 
/  p roper ty>  
<proper ty  un i t—"dbm"  name="PINMAX" >0</  
p roper ty>  
<proper ty  un i t="ps /nm"  name="DISPMAX" >  
5400</proper ty>  
< /componen t>  
< /equ ipment>  
<equ ipment  type="AMPLIFICATEUR" id="AMPLI_ l—1"  
name="  Ampl i f i ca teu r  "  >  
<proper ty  un i t="DOLLAR" name="Cos t "  >10000</  
p roper ty>  
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cproper ty  un  t= "db"  name=" Ga in"  >20c/ 
proper ty>  
cp roper ty  un  t= "dbm" name= "PINMIN" >—20c/ 
proper ty>  
cp roper ty  un  t= "dbm" name= "PINMAX" >0c/ 
proper ty>  
cproper ty  un  t= "dbm" name= "POU1MN" >—10c/ 
proper ty>  
cproper ty  un  t= "dbm" name= "FOUIMAX" >40c/ 
proper ty>  
cproper ty  un  t= "dbm" name= "GAINMIN" >10c/ 
proper ty>  
cproper ty  un i t=  "dbm" name= "GAINMAX" >40c/ 
proper ty>  
< /equ ipment>  
< /node>  
< l ink  channe l s_number="  10"  t r anspor t_ teehno logy="  
f ibe r"  s t a r t ing_bound="  1350  "  des t ina t ion="  10  "  
l eng th="74"  end ing_bound="  1550  "  a t t enua t ion="  0 .2  "  
id="FIBRE_9—10"  source="9"  d i spe r s ion="  17"  
channe l_un i t="nm M  > 
cchanne l  id="L_l"  name="Lambda w l "  >1350</channe l  
> 
<channe l  id="L_2"  name="Lambda w 2"  >1360</channe l  
> 
cchanne l  id="L_3"  name="Lambda w 3"  >1370</channe l  
> 
cchanne l  id="L_4"  name="Lambda w 4"  >1380c /channe l  
> 
cchanne l  id="L_5"  name="Lambda w 5"  >1390c /channe l  
> 
Cchanne l  id="L_6"  name="Lambda w 6"  >1400c /channe l  
> 
Cchanne l  id="L_7"  name="Lambda w 7"  >1410c /channe l  
> 
cchanne l  id="L_8"  name="Lambda w 8"  >1420c /channe l  
> 
cchanne l  id="L_9"  name= H Lambda w 9"  >1430c /channe l  
> 
cchanne l  id="L_10"  name="Lambda w 10"  >1440c /  
channe l>  
< /  l ink>  
< /ne twork>  
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c t r a f f i c  t y p e = "  S t a t i q u e  "  n a m e = "  T U N I S I A  J v I E I W O ^ T R A F F I C "  
> 
<group  un i t="OC"  type="SONET"  >  
<reques t  des t ina t ion  =  : " 2 " id=  "RQ_1" source="  1" > 
48c / reques t>  
<reques t  des t ina t ion  =  "6"  id=  "RQ_2" source="  1" > 
19  2< / reques t>  
<reques t  des t ina t ion=  "10"  id ="RQ_3" source=  : "1»  >  
192</ reques t>  
<reques t  des t ina t ion=  1112 " id ="RQ_4" source=  = " 1"  >  
48<  / r eques t>  
c reques t  des t ina t ion=  "14"  id ="RQ_5" source=  "1"  >  
48<  / r eques t>  
c reques t  des t ina t ion=  H J f( i d=  "RQ_6" source="  2" > 
48</ reques t>  
<reques t  des t ina t ion=  "3"  id=  "RjQ_7"' source="  2" > 
192</ reques t>  
<reques t  des t ina t ion=  "5"  id=  "RQ_8" source="  2" > 
48<  / r eques t>  
<reques t  des t ina t ion=  ii j ti i d=  "RQ_9" source="  2" > 
48c/ request> 
<reques t  des t ina t ion=  "9"  id=  "RQ_10" source=  H 2" > 
48</ request> 
c reques t  des t ina t ion=  "13"  id ="RQ_11 "  source  ="2"  
>48c / reques t>  
c reques t  des t ina t ion  =  ii j H i d=  "RQ_12" source=  "3"  >  
192c / reques t>  
c reques t  des t ina t ion=  » 2 " i d=  "RQ_13" source=  "3"  >  
192c / reques t>  
c reques t  des t ina t ion=  "11"  id ="RQ_14 "  source  ="3"  
>192c / reques t>  
c reques t  des t ina t ion=  "3"  id=  "RQ_15" source=  M 4 II > 
48c / reques t>  
c reques t  des t ina t ion=  M 4 II i d=  "RQ_16" source=  "5"  >  
48c / reques t>  
c reques t  des t ina t ion=  M j H i d=  "RQ_17" source=  "6"  >  
48c/ request> 
c reques t  des t ina t ion^  "5"  id=  "RQ_18" source=  "6"  >  
48c/ request> 
c reques t  des t ina t ion=  "11"  id :  ="RQ_19 "  source  ="6"  
>48c / reques t>  
< /g roup>  
< /  t  r  a f f i c>  
<so lu t ion  name="  So lu t ion  "  >  
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cconnec t ion  id="CX_8"  >  
<used_connec t ion_ l ink  id="CXLINK_20"  />  
<used_connection_link id="CXLINK_21" /> 
<connection_request id="EQ_8" /> 
< /connec t ion>  
<connec t ion_ l ink  id="CXLINK_20"  l ink_ id="FIBRE_2—3"  
> 
<l ink_channe l  id="L_2"  />  
<source_used_equ ipement  sequence=" l "  id="  
CARTE48_2—2" /> 
<source_used_equ ipement  sequence="2"  id="MUX_2-2  
" /> 
<des t ina t ion_used_equ ipement  sequence=" l "  id="  
DEMUX_3-1" /> 
<des t ina t ion_used_equ ipement  sequence="2"  id="  
MUX_3-1" /> 
< /connec t ion_ l ink>  
<connec t ion_ l ink  id="CXLINK_21 n  l i nk_ id="FIBRE_3-5"  
> 
<l ink_channe l  id="L_2"  />  
<source_used_equ ipement  sequence=" l H  i d="DEMl)X_3  
- 1 "  / >  
<source_used_equ ipement  sequence="2 M  i d="MUX_3- l  
" /> 
<des t ina t ion_used_equ ipement  sequence=" l "  id="  
DEMUX_5-1" /> 
<des t ina t ion_used_equ ipement  sequence="2"  id="  
CARTE48_5—111 /> 
< /connec t ion_ l ink>  
< / so lu t ion>  
< /  inpu t>  
<a lgor i thm name="  Cor rec t ion w e t w Opt imisa t ion  "  >  
<paramete r  name="  Cor rec t ionsAt tempsForEqu ipements  "  >5</  
pa ramete r>  
<paramete r  name="  Cor rec t ionsAt tempsForReques t s  "  >10</  
pa ramete r>  
<paramete r  name="  Op t imisa t ion l t e ra t ions  "  >500</pa ramete r  
> 
<paramete r  name="  Opt imisa t ionTimelnSeconds  "  >10000</  
pa ramete r>  
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<paramete r  name= M  Opt imisa t ion  Au  thor i sedDecreasedSolu t  ion  
"  >3</ 'pa ramete r>  
<paramete r  name="  
Opt imisa t ionPasDeRecu lS iDecreasedSolu t ion  "  >2</  
pa ramete r>  
<paramete r  name="  Opt imisa t ionAuthor i sedCons tan tSo lu t ions  
"  >5</pa ramete r>  
<paramete r  name="  
Opt imisâ t ionPasDeRecu lS iCons tan tSo lu t ion  "  >2</  
pa ramete r>  
<paramete r  name="  
Opt imisa t ionAuthor i sedNonRea l i sab leSo lu t ions"  >1</  
pa ramete r>  
<paramete r  name="  Opt imisa t ionPasDeRecu lS i l r r ea l i sab le  "  >  
1<  /  pa ramete r>  
<paramete r  name="  
Opt imisâ t ion l t e ra t ionsToLiberTabouMouvement  "  >25</  
pa ramete r>  
<paramete r  name="  
Opt i  misâ t  ion  Longueur  L i s t  eTabouPourcen t  âge  "  >50<  /  
pa ramete r>  
<paramete r  name="  Opt imisa t ionMelangerMouvements  "  > t rue< /  
pa ramete r>  
< /a lgor i thm> 
< /op t imiza t ion>  
D.0.2 Images écrans des sorties du module de vérification 
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Figure D.2 Les équipements installés sur le réseau 
» avant la vérification et la correction. 
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Figure D.3 Les équipements installés sur le réseau « TUNISIA_NETWORK 
» après la vérification et la correction. 
1 E^Xoptiraization n ane - " T tJH ISIANETWORIC > 
/ É clnput namg-"Original" > 
[t[ <algorichm naae»"Correction et Optimisation" > 
Î3 </optimization> 
Figure D.4 Fichier cnML de « TUNISIA_NETWORK » avant la vérification 
et la correction. 
81 
0<optimization naIae=r,TUNISIA_^^ETWORK,, > 
[fl cinput name—"Original" > T' | i+j } <output narae»"Veri fied" > 
h] <alqorit:hm naraem"Correction et Optimisation" > 
^ </opt;xnii2ation> 
Figure D.5 Fichier cnML de « TUNISIA_NETWORK » après la vérification 
et la correction. 
ANNEXE D. LE RÉSEAU « TUNISIA NETWORK 
ANNEXE E 
Le réseau « Anneau » 
Figure E.l Le réseau « Anneau » 
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ANNEXE E. LE RÉSEAU « ANNEAU 
Tableau E.l Matrice de trafic de « Anneau » 
1 2 3 4 5 6 7 8 9 10 11 
1 0 48 0 0 0 0 0 0 0 0 0 
2 0 0 48 0 0 0 0 0 0 0 0 
3 0 0 0 48 0 0 0 0 0 0 0 
4 0 0 0 0 48 0 0 0 0 0 0 
5 0 0 0 0 0 48 0 0 0 0 0 
6 0 0 0 0 0 0 48 0 0 0 0 
7 0 0 0 0 0 0 0 48 0 0 0 
8 0 0 0 0 0 0 0 0 48 0 0 
9 0 0 0 0 0 0 0 0 0 48 0 
10 0 0 0 0 0 0 0 0 0 0 48 
11 48 0 0 0 0 0 0 0 0 0 0 
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