This paper studies the trajectory tracking problem of an underactuated autonomous underwater vehicle (AUV) under the uncertainty of model parameters and input delay. Different from previous algorithms, a novel control algorithm is proposed which is a combination of RBF neural network algorithm and state prediction using backstepping sliding mode control method. The RBF neural network algorithm is used to estimate the composite interferences of model parameter uncertainties and external disturbances. Meanwhile, an appropriate virtual control law is designed for the horizontal trajectory tracking of the underactuated AUV by backstepping technique. Further, the longitudinal and heading control laws are proposed using the nonsingular fast terminal sliding mode method. Then, it is proved that the AUV velocity tracking error can converge to zero in a finite time by the Lyapunov theory. Finally, the effectiveness and robustness of the approach is illustrated by the simulation results.
I. INTRODUCTION
The autonomous underwater vehicle (AUV) is a complex intelligent unmanned system. It can dive into the sea for long-term execution of combat and operational tasks, and can be recycled and reused [1] - [3] . AUV plays a vital role in the exploration and development of deep-sea environmental resources. The rapid development of its technology has greatly promoted the exploration and development of marine resources. In recent decades, researchers have conducted extensive research on the motion control of AUV.
At present, there are many control methods in theory to solve the trajectory tracking control problem of under-actuated AUV, such as adaptive fuzzy control, feedback linearization control, backstepping [4] and sliding mode variable structure control [5] and so on. However, a single control method often has certain defects and limitations. The characteristic of the backstepping method is to compute the derivative of the dummy variable for many times, The associate editor coordinating the review of this manuscript and approving it for publication was Ning Sun . which leads to a large amount of calculation. The control results of sliding mode variable structure control can cause serious chattering, which cannot be eliminated but can only be alleviated. In recent years, a trajectory tracking control method with multiple control methods has also appeared [6] . Such as backstepping sliding mode control [7] , Bio-inspired backstepping control [8] , Neuro-Adaptive Command Filtered Backstepping Control [9] and dynamic surface based sliding mode control. Although the composite control method has better control performance, the design process is often more complicated, and the AUV actuator has higher requirements.
Repoulias and Papadopoulos et al. [10] propose a timevarying trajectory tracking control law, but ignored the model's uncertainty and environmental interference problems. The article [11] presents a new nonlinear control strategy for controlling an AUV. The proposed control system is developed by Lyapunov based backstepping control scheme. Ashrafiuon et al. [12] propose an integral sliding mode control law, and realizes the trajectory tracking of the under-actuated surface ship through the pool experiment. The control law is obtained by introducing the first-order sliding VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ surface longitudinal velocity tracking error and the secondorder surface lateral velocity tracking error. The article [13] designs a layered fuzzy control for the horizontal trajectory tracking problem of AUV. He divides the controller into two levels of control. However, the above methods all neglect the influence of time delay and environmental interference.
Recently, more researchers have begun to study multi-body AUV. The article [14] introduced a graph theory model with leader-follower architecture for multi-AUV systems based on second-order consensus protocol. Yan et al. [15] address a control problem for a group of unmanned underwater vehicles (AUVs) by tracking a maneuvering target with varying velocity and time delays. The article [16] uses cascade theory to divide the system into two cascaded subsystems. They use the Lyapunov theory and the backstepping method to design the longitudinal and heading control law for the two subsystems respectively. The article [17] designs a globally finite-time tracking control strategy to drive an AUV tracking a predefined trajectory. Liang et al. [18] present a design method for the three-dimensional trajectory tracking control of an underactuated autonomous underwater vehicle with unknown current disturbances. A novel nonlinear backstepping technique based on virtual control variables is employed to design the kinematics and dynamics controllers. Zhou et al. [19] address the motion parameter skip problem associated with three-dimensional trajectory tracking of an underactuated AUV using backstepping-based control. In [20] , the trajectory tracking problem is treated under two different perspectives. Both control laws are designed to maintain a minimum margin of error in the trajectory tracking of the AUV even in the presence of damping and buoyancy disturbances. Guerrero et al. [21] focuse on the design of an adaptive high order sliding mode controller for trajectory tracking. It does not need the knowledge of the upper bound of the disturbance and it is easy to tune in real applications. A new type of control law is developed to steer an AUV along a desired path in [22] . It overcomes stringent initial condition constraints that are present in a number of path-following control strategies described in the literature. The above trajectory tracking controllers have neglect-ed the time delay of the AUV control input. The control input of the AUV's rudder, propeller and other actuators has changed, and the output such as position and attitude does not change immediately, but changes after a delay. For control objects with input time delay, the difficulty of control is how to choose the appropriate current control, so that the future output of the system is exactly what the control index wants. It can be seen that the key to solving the time delay problem lies in the prediction of the system output. Therefore, the influence of input delay on the system should be considered when designing the controller. This paper is based on this basic idea to solve the problem of system input time delay.
In this paper, a AUV trajectory tracking backstepping sliding mode control method based on RBF(Radial Basis Function) neural network algorithm and state prediction is designed. The kinematics and dynamics equations of AUV on the horizontal plane are given. The model parameter uncertainty and unknown external disturbance are regarded as compound disturbances, and Radial Basis Function (RBF) neural network algorithm is designed to estimate the composite disturbance in real time. RBF neural network has the only best approximation, simple training, learning convergence speed and good performance of feedforward neural networks. The trajectory tracking problem is divided into two sub-problems. The backstepping method is used to design the virtual speed control law of kinematics, and the Nonsingular Fast Terminal Sliding Mode(FNTSM) is used to design the actual control law of dynamics. A state predictor is established for the input time delay of the system, and the state value of the system after a certain period of time is estimated according to the current state value, so as to realize the synchronous tracking of the desired trajectory. The Lyapunov theory is used to prove that the AUV velocity tracking error can converge to zero in a finite time. Finally, simulation experiments show that the controller designed in this paper can accurately control AUV to track the desired trajectory, and the designed disturbance observer can estimate the actual composite disturbance in real time.
II. PRELIMINARIES AND PROBLEM FORMULATION A. AUV MODEL IN HORIZONTAL PLANE
The model of the three-degree-of-freedom motion of the AUV horizontal plane is:
where, x, y is the AUV longitudinal and lateral position in a fixed coordinate system. u, v is the surge, sway speed. r is yaw. For the kinematical model, Treating the uncertainty of the model parameters caused by the unmodeled dynamics of the system and the modeled dynamic errors as an interference, separating it from the model while still considering the timevarying interference of the external environment. The following dynamical model is derived:
where, m is total weight of under-actuated.
T is the uncertainty of the model parameters and is regarded as ''internal interference'';
T is the external time-varying interference and is regarded as ''external disturbance''. For ease of handling, internal interference δ and external interference τ w are considered as composite interference d = δ + τ w . Rewrite (2) as:
where
B. PROBLEM FORMULATION
The longitudinal control law τ u and the heading control law τ r are designed by the combination of the backstep method and the fast terminal sliding mode method. Under the constraint of model parameters uncertainty, input time delay and timevarying interference, the AUV actual trajectory can track the desired trajectory of smooth time-varying, and all signals in the system are bounded.
To simplify the problem, the following assumptions are made about the under-actuated AUV:
Assumption 2: AUV's external disturbances τ wu , τ wv , τ wr are time-varying in their respective degrees. And each interference has a boundary, that is, satisfying τ wu ≤ τ wu , τ wv ≤τ wv , τ wr , ≤τ wr . where,τ wu ,τ wv ,τ wr are the boundary value.
Assumption 3: Underactuated AUV control inputs are bounded. That is, |τ u |≤τ u , |τ r | ≤τ r ,τ u ,τ r are known upper bounds; the input delay type is a constant time delay, and the time delay T is known.
Assumption 4: All parameter perturbations have upper bounds as follows:
where '' ∧ '' represents the estimated value of the perturbation parameter, and ''-'' represents the upper bound value of the perturbation parameter.
III. CONTROLLER DESIGN AND STABILITY ANALYSIS
After the AUV model is established, the trajectory tracking problem is divided into two sub-problems, namely, kinematic loop and dynamic loop design. The backstepping method is used to design the kinematic loop's virtual speed control law and the fast terminal sliding mode method to design the actual control law of the dynamic loop. A state predictor is established to compare the expected output value with the predicted amount of feedback, and the difference between the two is used as an input signal of the trajectory tracking controller to overcome the influence of the input time delay on the system.
A. KINEMATIC LOOP CONTROL LAW
Define the position tracking error at earth-fixed frame as:
where (x d (t) , y d (t)) is the desired position in the fixed coordinate system, and x d (t) , y d (t) are all differentiable functions.
Deriving the position error x e , y e can be obtained:
Select the following Lyapunov function:
Deriving V 1 , and substituting (5) intoV 1 :
To ensureV 1 ≤ 0, consider u, v as a virtual control variable and design the following virtual control law as:
where, k x , k y is an adjustable control gain, l x , l y is a non-zero constant.
Since u d , v d is not a real controllable variable, the error defining the virtual control variable is:
The reason why tanh (·) is selected as the virtual control input here is: In the subsequent design, it is inevitable to derivate the virtual control variables, and the hyperbolic tangent function is a continuous smooth function, which is suitable for occasions where guidance is required.
Theorem 1: For the trajectory tracking problem of underactuated AUV, if the kinematic loop adopts the virtual speed input of equation (8) and the speed tracking error e u , e v converges to 0, the position tracking error x e , y e can be guaranteed to converge to 0 asymptotically.
From the equation of kinematics (1):
The virtual velocity error equations obtained by equations (8), (9) , and (10) are:
From formula (11):
Substituting (12) intoV 1 is available:
+x e (e u cos ψ +e v sin ψ)+y e (−e u sin ψ +e v cos ψ) .
So the next control objective is to design the longitudinal control law τ u and the heading control law τ r to stabilize the virtual speed error. Assuming that the speed tracking error e u , e v converges to zero, then (13) is reduced to:
x e − y e l x tanh k y l y y e ≤ 0. (14) Because k x , k y > t0, l x , l y = 0, It can be seen from equation (14) that V 1 is negative, and if only (x e , y e ) = 0, V = 0, that is,V 1 is not constant equal to zero, according to Lyapunov stability theory, x e , y e will asymptotically converge to zero.
B. DYNAMIC LOOP CONTROL LAW
Step 1: The basis function of the hidden nodes of RBF network adopts the distance function and uses the radial basis function as the activation function. A center point of radial basis function in n-dimensional space has radial symmetry, and the farther the input of the neuron is from the center point, the lower the activation degree of the neuron will be. As long as there are enough hidden layer elements, RBF can approximate the linear nonlinear function of any continuous function with arbitrary precision.
Since the kinematic loop contains an unknown term d = [d u , d v , d r ] T , the control law cannot be directly designed. Here, the Radial Basis Function Neural Network (RBFNN) algorithm is used to approximate the unknowns d.
The neural network output expression for unknown d u is:
Since the ideal weight is often not reached, the estimated valueŴ u ∈ R n×1 is often used in the design process, ς 1 is the approximation error, ς 1 satisfies |ς 1 | ≤ς 1 ,
is the basis function vector of RBFNN, and the Gaussian function is selected as follows.
where, x = [u, v, r] T is the input vector of the RBFNN. The estimated value of the composite disturbance term d u is as follows:d
Similarly, the approximate estimate of τ wv , τ wr is:
The neural network weight adaptive law is designed as:
where, u , v , r , σ u , σ v , σ r > 0 is the constant to be designed.
Step 2: In order to make the speed tracking error converge quickly in a limited time, the Nonsingular Fast Terminal Sliding Mode (NFTSM) method is used to design the AUV horizontal trajectory tracking controller.
Define the following sliding surface:
where, α 1 , β 1 , α 2 , β 2 > 0 is a design constant, p 1 , q 1 , g 1 , h 1 , p 2 , q 2 , g 2 , h 2 , is a positive odd number, and satisfies 1 <
It is possible to avoid the problem of singular values when a negative index occurs when e u , e r is derived. Since the underactuated AUV lacks the lateral propulsion device, in order to cause the yaw moment τ r inṡ 2 (t), s 2 (t) is designed in the form shown in the formula (23) . Derived from equation (23):
Deriving for u d , v d can be obtained:
The second derivative of the virtual control speed v d is: where,
Derivation of the velocity error e u , e v can be obtained:
Substituting equation (28) into equation (24), you can get:
According to the design principle of the sliding mode control method, whenṡ 1 = 0,ṡ 2 = 0, the equivalent control law τ ueq and heading equivalent law τ req can be obtained. The switching control law is selected as the exponential approach law, which gives:
where, η 1 , η 2 , k 1 , k 2 > 0 are design constant. sgn (·) is a symbolic function.
The symbol function sgn (·) used in the control law τ u , τ r switching term is a discontinuous function, which inevitably causes the chattering problem of the sliding mode. AUV actuators cannot produce discontinuous control in engineering practice. Since the sliding mode chattering phenomenon cannot be completely eliminated, it can only be suppressed as much as possible. Therefore, in order to reduce the sliding mode buffeting effect, the following high-slope saturation function can be used instead of the discontinuous symbol function sgn (·):
where, δ > 0 is a constant that determines the thickness of the boundary layer. Using the above-mentioned saturation function instead of the symbol function can still ensure that the sliding mode variable s i (i = 1, 2) converges to zero without affecting the stability of the system.
C. STATE PREDICTOR DESIGN
The key to solve the tracking problem of input delay is to predict the state of the system (position, course and speed).
If the current moment is t, first, predict the state at time t + T , and then calculate the error between it and the expected state value signal at time t. The error signal of each state at time t+T is taken as the input of the controller to design the ''lead'' controller. Suppose the current time is t, and equations (35) is the predicted velocity at time t + T .
The position and heading of the t +T moment are predicted in a earth-fixed frame as:
Thus, the ''leading'' control law that suppresses the input skew is designed as:
where,
, the value of the desired speed at time t + T can be solved by the desired trajectory. In addition, the expression of (t + T ) is as follows:
where, 
Deriving (41): where ρ 1 = k 1 β 1 p 1
≥ 0, and substituting the neural network weight adaptive laws of equations (20) , (21) , and (22):
Substituting inequality (44) into (43) gives: 
It can be seen from equation (46) that V (t) is bounded, and V (t) ∈ (0, µ/2k), indicating that the closed-loop system tracking error is bounded. The error converges to a small neighborhood near radius zero with δ/2k. It is also possible to adjust the parameter η 1 , η 2 , σ u , σ r , u , r to obtain a larger k to make the convergence radius small enough. This proves that the system tracking error is consistent and bounded.
When:
When e u , are not equal to 0, the derivative of V 2 can be obtained:
In any initial state, the time t s at which the state reaches the sliding surface s 1 (t) = 0, s 2 (t) = 0 satisfies: robustness of the model parameters uncertainty and external disturbance, from the engineering practical point of view, we design a sinusoidal time-varying expected trajectory with high requirements on tracking performance. The model parameters of a certain under-actuated UUV in [23] are taken as the simulation object in this paper. In order to simulate the uncertainty of the hydrodynamic coefficient of AUV, the parameter perturbation of 10% is added to each nominal hydrodynamic coefficient. τ wu = 5 sin (0.05t) N , τ wv = 1 cos (0.05t) N ,τ wr = 5 sin (0.05t) N · m The parameter T is the maximum input delay.
(1) The time delay is 0.5 s, and the backstepping sliding mode controllers (31) and (32) added to the state predictor are denoted as controller (a). (2) The time delay is 0.5 s, and the backstepping sliding mode controllers (37) and (38) without the state predictor are used as the controller (b). Select the AUV trajectory tracking curve as:
The number of hidden nodes in the neural network is 31, the initial values of the weights are all selected to be zero, the width of the basis function is b 1 = 5, b 2 = 2, b 3 = 4, and the center point of the Gaussian function is evenly distributed between [−8, 8] .
In the simulation, the control effects of the backstepping sliding mode controller with and without the state predictor are compared. Among them, (a) is A is a controller that has added state prediction and (b) is a controller that is not added to state prediction.
It can be seen from Fig. 2 that the AUV under the controller (a) can track the desired trajectory at the fastest speed to achieve accurate tracking of the desired trajectory. The AUV actual motion trajectory is smooth and stable, indicating that the controller (a) performance better. A partial enlargement of a certain trajectory in the controller (b) shows that the actual AUV motion trajectory is not smooth, but continues to oscillate around the desired trajectory, indicating that the controller (b) performs poorly.
It can be seen from Figures 3-4 that after a period of adjustment of the controller (a), the pose, yaw angle and absolute position error both quickly converge to zero, further indicating that accurate tracking of the desired trajectory has been achieved. The pose, yaw angle and absolute position error of controller (b) continue to oscillate around zero until the end of the simulation still does not converge to zero.
As can be seen from Figures 5-6 , after a period of adjustment of the controller (a), the speed and velocity errors begin to periodically change with the sinusoidal trajectory. The controller (b) speed and speed error response curves are jittery and cannot escape the oscillation until the end of the simulation.
It can be seen from Fig. 7(a) that the longitudinal thrust output curve changes regularly with the sinusoid after 80s, and the response curve is smoother, which meets the actual needs of the project. It can be seen from Fig. 7(b) that due to the influence of the input time delay, the longitudinal thrust and the yaw moment response curve violently shake after a period of time from the start of the simulation, which does not meet the actual needs of the project and may cause damage to the actuator. Figure 8 is the estimated error curve of RBF neural network for compound disturbance. It can be seen from the figure that the estimated curve and the actual interference curve are almost coincident, and the estimation error is small, indicating that the designed RBF neural network algorithm has a good estimation effect on the compound disturbance.
V. CONCLUSION
In this paper, the uncertainties of the underactuated AUV model parameters and the external environment time-varying disturbances are regarded as compound disturbances. The problem of under-driven AUV horizontal trajectory tracking control under input delay and compound disturbance constraints is mainly solved. In order to compensate the influence of the compound disturbance on the system, the RBF neural network algorithm is designed to approximate the compound disturbance. Corresponding compensation is performed in the trajectory tracking controller to offset the influence of external interference. The virtual speed control law is designed to stabilize the position error in the kinematic loop of AUV trajectory tracking by using the backstepping method. The non-singular fast terminal sliding mode method is used to design the longitudinal control law and the yaw control law to stabilize the virtual speed error. Finally, a state predictor is designed to compensate for the influence of system input time delay by predicting the state value of AUV at a future time.
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