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Abstract
In this paper, the disjoint strict singularity of inclusions of symmetric spaces of
functions on an interval is considered. A condition for the presence of a ”gap”
between spaces sufficient for the inclusion of one of these spaces into the other
to be disjointly strictly singular is found. The condition is stated in terms of
fundamental functions of spaces and is exact in a certain sense. In parallel, nec-
essary and sufficient conditions for an inclusion of Lorentz spaces to be disjointly
strictly singular (and similar conditions for Marcinkiewicz spaces) are obtained
and certain other assertions are proved.
Keywords: Banach space, disjointly strictly singular operator, inclusion op-
erator, symmetric space, fundamental function, Lorentz space, Marcinkiewicz
space, Orlicz space
Introduction
Recall that a bounded linear operator T from a Banach space X into a Banach
space Y is called strictly singular (or a Cato operator) if X does not contain an infinite-
dimensional subspace Z such that the restriction of T to Z is an isomorphism.
In recent decades the class of strictly singular operators has been extensively stud-
ied (see the references in, e.g., the monograph [1]). One of the historically first results
important for our purposes is the Grothendick theorem on strict singularity of the
identity inclusion operator from L∞(Ω, µ) into Lp(Ω, µ), where 1 ≤ p < ∞ and µ
is a probability measure on Ω (see [2] or [3, Theorem 5.2]). However, as a rule, the
identity inclusion operator from one symmetric space into another (the definition is
given below) is not strictly singular because of the existence of ”through” subspaces
(such as the subspace generated by the Rademacher functions [4]). In part because
of this, the close notion of disjointly strictly singular operator was introduced in 1989
[5].
A bounded linear operator T from a Banach lattice X into a Banach space Y is
called disjointly strictly singular (or has the DSS property) if there exists no sequence
of nonzero disjoint vectors {xn}∞n=1 in X such that the restriction of T to their closed
linear hull [xn] is an isomorphism.
Clearly, any strictly singular operator is a DSS operator. A simple example shows
that the converse is not true. For instanse, the identity inclusion operator I : Lp[0, 1]→
Lq[0, 1] (1 ≤ q < p ≤ ∞) has the DSS property, because the closed linear hull in Lr
of disjoint functions xn ∈ Lr[0, 1] is isomorphic to lr (1 ≤ r ≤ ∞) : [xn]r ≈ lr.
However, if p <∞, then Khintchine’s inequality [6] implies that [rn]p ≈ [rn]q ≈ l2 (rn
are Rademacher functions), and therefore I is not strictly singular. At the same time,
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it is easy to show that if X has a Schauder basis of disjoint vectors, then the class of
DSS operators on X coincides with the class of strictly singular operators [7].
The notion of DSS operator proved important in studies of the geometric properties
of function spaces. For example, the existence of operators without the DSS property
makes it possible to construct complemented subspaces that admit ”nonstandard”
projections onto them [5,7].
The goal of this paper is to study the following question: when does the identity
inclusion operator (throughout, we denote it by I) from one symmetric space in another
have the DSS property? The conditions are stated in terms of fundamental functions
of these spaces.
If z = z(t) is measurable on [0, 1] with respect to the Lebesgue measure µ, then we
call the function nz (τ) = µ{t : |z(t)| > τ} (τ > 0) the distribution function of z. Two
functions x(t) and y(t) are called equimeasurable if nx(τ) = ny(τ) for τ > 0.
Recall that a Banach space E of measurable functions on [0, 1] is called a symmetric
space (briefly is an SS) if the following conditions hold:
(1) if y ∈ E and |x(t)| ≤ |y(t)|, then x ∈ E and ||x|| ≤ ||y||;
(2) if y ∈ E and functions x(t) and y(t) are equimeasurable, then x ∈ E and
||x|| = ||y||.
The fundamental function of an SS E is defined by fE(t) = ||χ(0,t)||E, where, as
usual, χU(t) = 1 (t ∈ U), χU(t) = 0 (t 6∈ U). The function fE(t) is quasiconcave
on (0, 1] [8, p.137], i.e., it is nonnegative, increasing, and fE(t)/t decreases. As is
known (see, e.g., [8, p.70]), such a function is equivalent to its least concave majorant.
Throughout, G denotes the class of all positive increasing functions concave on (0, 1].
An important example of an SS is an Orlicz space. Let N(t) be an increasing
convex function on [0,∞) such that N(0) = 0 and N(∞) = ∞. The Orlicz space LN
consists of all functions x = x(t) measurable on [0, 1] and such that
∫
T
N
( |x(t)|
u
)
dµ < ∞
for some u > 0; the norm of this space is
||x|| = inf
{
u > 0 :
∫
T
N
( |x(t)|
u
)
dµ ≤ 1
}
.
Direct calculation shows that the fundamental function of the space LN is fN (t) =
1/N−1(1/t) (N−1(u) is the inverse of N(u)) [9].
In [5], the following disjoint strict singularity theorem for inclusions of LN into LM
is proved.
Theorem. If LN ⊂ LM , then the following conditions are equivalent:
(1) the inclusion I : LN → LM is a DSS operator;
(2) for any n = 1, 2, .. and K > 0, there exist 1 ≤ x1 < x2 < ... < xn and
c1 > 0, .., cn > 0 such that
n∑
i=1
ciN(txi) ≥ K
n∑
i=1
ciM(txi) for t ≥ 1.
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Let us show that condition (2) follows from the relation
lim
t→+0
fM(t)
fN(t)
= 0,
where fN and fM are the fundamental functions of the respective Orlicz spaces. Indeed,
this relation implies that N−1(t) ≤ hM−1(t) for an arbitrary positive h ≤ 1 and t ≥ t0
and, since N(t) is convex, M(t) ≤ N(ht) ≤ hN(t), if t ≥M−1(t0). Therefore,
lim
t→∞
M(t)
N(t)
= 0,
and condition (2) holds.
Quite naturally, this observation leads us to the following general problem.
Suppose that functions ϕ ∈ G and ψ ∈ G satisfy the condition
(A) limt→+0 ψ(t)/ϕ(t) = 0
and are, respectively, the fundamental functions of symmetric spaces E and F such
that E ⊂ F. Does the identity inclusion operator I : E → F have the DSS property?
In what follows, we show that the answer to this question for ”classical” symmetric
spaces (such as the Lorentz and Marcinkiewicz spaces) as well as for Orlicz spaces is
positive. Moreover, it is so for an inclusion of a Lorentz space into an arbitrary SS
(and, vice versa, of an arbitrary SS into a Marcinkiewicz space).
However, in the general case, this is not true: this paper contains an example of
two symmetric spaces E and F such that E ⊂ F and their fundamental functions
satisfy condition (A), but I : E → F is not a DSS operator.
At the same time, it is possible to state a condition on fundamental functions
stronger than (A) under which the answer to the stated question is positive for all
symmetric spaces. First, recall the definition of the dilation function.
For a positive function f on (0, 1], its dilation function Mf(t) is defined as
Mf(t) = sup
{
f(st)
f(s)
: 0 < s ≤ min
(
1,
1
t
)}
(t > 0).
Since Mf(t) is semimultiplicative, there exist numbers
γf = lim
t→0
lnMf(t)
ln t
and δf = lim
t→∞
lnMf(t)
ln t
,
which are called, respectively, the lower and upper dilation indices of function f . If
ϕ ∈ G, then we have 0 ≤ γϕ ≤ δϕ ≤ 1 [8, p.76].
Let us introduce one more condition on the functions ϕ and ψ from the class G :
(B) γψ/ϕ > 0.
The definition of lower dilation index readily implies that condition (A) follows from
(B). The converse, of course, is not true: it suffices to take for ϕ and ψ functions
differing by a logarithmic factor (see also the proof of Theorem 3).
We shall show that, if (B) holds, then operator I : E → F will be a DSS operator
for arbitrary symmetric spaces E and F, E ⊂ F, with fundamental functions ϕ and
ψ, respectively. This result generalizes and simultaneously refines a similar theorem
for the Orlicz spaces proved in [7]. In parallel, we shall show that condition (A) is
necessary and sufficient for the identity inclusion operator from one Lorentz space into
another to have the DSS property (and similar assertion for Marcinkiewicz spaces).
These results also supplement the theorem for Orlicz spaces proved in [5] and cited
above.
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§ 1. The inclusions Λ(ϕ) ⊂ F and E ⊂M(θ)
For ϕ ∈ G, the Lorentz space Λ(ϕ) consists of all functions x = x(s) measurable
on [0, 1] and such that
||x||Λ(ϕ) =
∫ 1
0
x∗(s) dϕ(s) < ∞ ,
where x∗(s) is a decreasing left-continuous rearrangement of the function |x(s)| [8,
p.83]. Clearly, the fundamental function of the Lorentz space Λ(ϕ) is fΛ(ϕ)(t) = ϕ(t).
Theorem 1. Suppose that the functions ϕ ∈ G and ψ ∈ G satisfy (A) and F is an SS
on [0, 1] with fundamental function ψ(t). Then Λ(ϕ) ⊂ F and the identity inclusion
I : Λ(ϕ)→ F is a DSS operator.
Proof. Condition (A) and the continuity of the concave functions ϕ and ψ at t > 0
imply that ψ(t) ≤ C1ϕ(t) for t ∈ [0, 1]. By the definition of the norm of a Lorentz
space, we have Λ(ϕ) ⊂ Λ(ψ). The Lorentz space with a given fundamental function is
minimal among the symmetric spaces with the same fundamental function [8, p.160];
therefore, Λ(ϕ) ⊂ F.
Suppose that I : Λ(ϕ)→ F has not the DSS property. Then there exists a sequence
of nonzero disjoint functions xn ≥ 0 such that
||xn||Λ(ϕ) ≤ C2||xn||F for n = 1, 2, .. (1)
By condition (A), for any 0 < ε < 1, there exists an h > 0 such that
ψ(t) ≤ εϕ(t) (2)
for all positive t < h. Choose N so that, for n ≥ N, µ(gn) < h, where gn = { t ∈
[0, 1] : xn(t) 6= 0}.
The subset of finite-valued functions is dense in any Lorentz space on [0, 1] [8,
p.149]. Therefore, for each n ≥ N, there exists a function
yn(t) =
mn∑
k=1
ankχenk , where a
n
k ≥ 0, en1 ⊃ en2 ⊃ ... ⊃ enmn , and µ(en1 ) < h,
for which
max(||xn − yn||Λ(ϕ), ||xn − yn||Λ(ψ)) < εmin(||xn||Λ(ϕ), ||xn||Λ(ψ)). (3)
Hence ||xn||Λ(ψ) − ||yn||Λ(ψ) ≤ ε||xn||Λ(ψ), and [8, p.160] and (2) imply that
||xn||F ≤ ||xn||Λ(ψ) ≤ 1/(1− ε) ||yn||Λ(ψ) = 1/(1− ε)
mn∑
k=1
ankψ(µ(e
n
k)) ≤
≤ ε/(1− ε)
mn∑
k=1
ankϕ(µ(e
n
k)) = ε/(1− ε)||yn||Λ(ϕ).
In addition, by (3),
||yn||Λ(ϕ) ≤ (1 + ε)||xn||Λ(ϕ).
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Thus,
||xn||F ≤ ε(1 + ε)
1− ε ||xn||Λ(ϕ).
This inequality with an ε > 0 satisfying
1− ε
ε(1 + ε)
> C2
contradicts (1).
Corollary 1. Suppose that ϕ ∈ G, ψ ∈ G, and ψ(t) ≤ C1ϕ(t) for t ∈ (0, 1]. The
following conditions are equivalent:
(1) (A) holds;
(2) the inclusion I : Λ(ϕ)→ Λ(ψ) is a DSS operator;
(3) there exist no sequence of nonzero disjoint functions {xn} and no constant
C2 > 0 such that
||xn||Λ(ϕ) ≤ C2||xn||Λ(ψ) for n = 1, 2, ... (4)
Proof. The implications (1) → (2) and (2) → (3) follow from Theorem 1 and the
definition of a DSS operator, respectively.
Suppose that condition (A) does not hold, i.e., that
lim sup
t→0
ψ(t)
ϕ(t)
> 0.
Then there exist a sequence {tk} ⊂ (0, 1] and a constant C2 > 0 such that we have∑∞
n=1 tn ≤ 1 and ϕ(tn) ≤ C2ψ(tn) for n = 1, 2, ... The functions xn = χen , where
en ⊂ [0, 1] are disjoint and µ(en) = tn, satisfy (4). Therefore, (3) implies (1); this
completes the proof of Corollary 1.
Let θ be a function from G. The Marcinkiewicz spaceM(θ) consists of all functions
x = x(s) measurable on [0, 1] and such that
||x||M(θ) = sup
0<t≤1
1
θ(t)
∫ t
0
x∗(s)ds < ∞.
The fundamental function of the space M(θ) is fM(θ)(t) = θ˜(t) = t/θ(t).
Theorem 2. Let the functions ϕ ∈ G and ψ ∈ G satisfy condition (A). If E is an SS
on [0, 1] with fundamental function ϕ(t), then E ⊂ M(ψ˜) and the identity inclusion
I : E → M(ψ˜) is a DSS operator.
Proof. Since any Marcinkiewicz space is maximal among all symmetric spaces with
the same fundamental function [8, p.162], we have E ⊂M(ψ˜).
By condition (A), ψ(t) ≤ C1ϕ(t) for t ∈ (0, 1]; therefore, by the definition of a
Marcinkiewicz space, M(ϕ˜) ⊂M(ψ˜). Hence, E ⊂M(ψ˜).
Suppose that I : E → M(ψ˜) is not a DSS operator. Then, in particular, there
exists a sequence of disjoint functions xn such that
||xn||M(ψ˜) = 1 and ||xn||M(ϕ˜) ≤ C2 for n = 1, 2, ... (5)
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Choose a tk ∈ (0, 1] for which
∫ tk
0
x∗k(s)ds ≥
1
2
ψ˜(tk) (k = 1, 2, ..).
Since the functions xk are disjoint, we can assume that tk → 0. Therefore,
||xk||M(ϕ˜) ≥ 1
ϕ˜(tk)
∫ tk
0
x∗k(s)ds ≥
ϕ(tk)
2ψ(tk)
.
By (A), ||xk||M(ϕ˜) →∞ as k →∞, which contradicts condition (5).
This completes the proof of Theorem 2.
Corollary 2. Suppose that ϕ ∈ G, ψ ∈ G, and ψ(t) ≤ C1ϕ(t) for t ∈ (0, 1]. The
following conditions are equivalent:
(1) (A) holds;
(2) the inclusion I : M(ϕ˜)→ M(ψ˜) is a DSS operator;
(3) there exist no sequence of nonzero disjoint functions xn and no constant C2 > 0
such that for some C2 > 0
||xn||M(ϕ˜) ≤ C2||xn||M(ψ˜) for n = 1, 2, ...
The proof of Corollary 2 is similar to the proof of Corollary 1.
Corollary 3. For an arbitrary SS E 6= L1 on [0, 1], the inclusion I : E → L1 is a
DSS operator.
Proof. First, L1 = M(1) and an arbitrary SS E is embedded in L1 [8, p.124]. If
fE(t) = ϕ(t), then the function t/ϕ(t) increases, because ϕ is concave. Therefore,
condition (A) is violated if and only if ϕ(t) ≈ t (i.e., if and only if C1t ≤ ϕ(t) ≤ C2t
for some C1 > 0 and C2 > 0), and E = L1. It remains to apply Theorem 2.
Remark 1. The assertion of Corollary 3 was proved in [10] in a different way.
Remark 2. Arguing as in the proof of Corollary 3 and applying Theorem 1, we can
readily show that the inclusion I : L∞ → E is a DSS operator for any SS E 6= L∞.
Moreover, it is shown in [11] that this operator is even strictly singular. This generalizes
the Grothendieck theorem mentioned in the introduction.
In the next section we show that, generally, condition (A) is not sufficient for the
inclusion of an SS with fundamental function ϕ into an SS with fundamental function
ψ to have the DSS property.
§ 2. An example of symmetric spaces E and F such that E ⊂ F
and their fundamental functions satisfy condition (A),
but I : E → F is not a DSS operator
Theorem 3. There exist two symmetric spaces E and F on [0, 1] with fundamental
functions ϕ and ψ, respectively, such that E ⊂ F, ϕ and ψ satisfy condition (A), and
the operator I : E → F has not the DSS property.
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Proof. Let the SS E be the Marcinkiewicz space M(ψ˜) with ψ˜(t) = t/ψ(t), where
ψ(t) = t1/2 log
1/2
2
4
t
, 0 < t ≤ 1.
It is readily verified that ψ is an increasing concave function on [0, 1] and γψ = δψ =
1/2. Therefore, by [8, p.156],
||x||M(ψ˜) ≈ sup
0<t≤1
{x∗(t)ψ(t)}. (6)
Let us define the space F . We put bk = (k + 2)
−1/22k/2 and zk(t) = bkχ(0,2−k ](t)
and define a sequence of numbers n0 = 1 < n1 < n2 < ... < nm < ... by setting
nm+1 = max{n = 1, 2, .. :
n−1∑
k=nm
1
k + 2
≤ 1} (7)
and a sequence of functions wm = wm(t) by setting
wm(t) = max
nm≤k<nm+1
zk(t), m = 0, 1, ..
Since {bk} increases, (7) implies that the norms of wm in L2 satisfy the inequalities:
||wm||22 ≥
nm+1−1∑
k=nm
b2k2
−k−1 = 1/2
nm+1−1∑
k=nm
1
k + 2
≥ 1
4
and
||wm||22 ≤
nm+1−1∑
k=nm
b2k2
−k =
nm+1−1∑
k=nm
1
k + 2
≤ 1.
Therefore,
1
2
≤ ||wm||2 ≤ 1. (8)
Consider χb = b
−1/2χ(0,b), w¯m = wm/||wm||2, and V = {χb}0<b≤1
⋃ {w¯m}∞m=0. Let
F be the set of all functions x = x(t) measurable on [0, 1] and satisfying
||x|| = sup
{∫ 1
0
x∗(t)v(t)dt : v ∈ V
}
< ∞.
Then F is an SS on [0, 1] as the intersection of Lorentz spaces determined by the func-
tions
∫ t
0
v(s)ds with v ∈ V. In addition, the definition of F implies that ||x||M(t1/2) ≤
||x||F ≤ ||x||2. Therefore the fundamental functions fE(t) = ψ(t) and fF (t) = t1/2 of
the spaces E and F satisfy condition (A).
Let us prove that
M(ψ˜) ⊂ F. (9)
By (6), it is suffices to show that 1/ψ ∈ F. Indeed,
∫ 1
0
χb(t)
dt
ψ(t)
= 2b−1/2
∫ b
0
d(t1/2)
log
1/2
2 4/t
≤ 2 for 0 < b ≤ 1,
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∫ 1
0
wm(t)
dt
ψ(t)
≤
nm+1−1∑
k=nm
bk
∫ 2−k
0
dt
ψ(t)
= 2
nm+1−1∑
k=nm
bk
∫ 2−k
0
d(t1/2)
log
1/2
2 4/t
≤
≤ 2
nm+1−1∑
k=nm
1
k + 2
≤ 2.
Therefore (8) and the definition of F imply that ||1/ψ||F ≤ 4, which proves (9).
Next, we put Dm = (2
−nm+1, 2−nm] and
vm(t) = wm(t)χDm(t) =
nm+1−1∑
k=nm
bkχ(2−k−1,2−k](t) for m = 0, 1, ...
The functions vm are disjoint. Let us show that the norms of E and F are equivalent
on their linear hull.
Suppose that
v(t) =
r∑
m=0
amvm(t).
Without loss of generality, we can assume that am ≥ 0.Consider w(t) = max0≤m≤ramwm(t).
The function w(t) monotonically decreases on (0, 1], and v(t) ≤ w(t). Therefore, by
(6),
||v||E ≤ ||w||E ≤ C max
0≤m≤r
{
am max
nm≤k<nm+1
bkψ(2
−k)
}
.
Since bkψ(2
−k) = 1 for k = 0, 1, 2, .., we obtain
||v||E ≤ C max
0≤m≤r
am. (10)
Now, let us estimate ||v||F from below. By (7), for any m = 0, 1, .., r we have
∫ 1
0
v∗m(t)wm(t)dt ≥
∫ 1
0
(v∗m(t))
2dt =
∫ 1
0
v2m(t)dt =
=
nm+1−1∑
k=nm
b2k2
−k−1 =
1
2
nm+1−1∑
k=nm
1
k + 2
≥ 1
4
.
Hence (8) implies that ||vm||F ≥ 1/4. Therefore, by (10),
||v||F ≥ max
0≤m≤r
{am||vm||F} ≥ 1
4
max
0≤m≤r
am ≥ ||v||E
4C
.
This together with (9) means that the norms of the spaces E and F are equivalent on
the linear hull of the set of functions vm (m = 0, 1, ..). Hence there exists a B > 0 such
that, for an arbitrary am,
B−1
∥∥∥∥
∞∑
m=0
amvm
∥∥∥∥
F
≤
∥∥∥∥
∞∑
m=0
amvm
∥∥∥∥
E
≤ B
∥∥∥∥
∞∑
m=0
amvm
∥∥∥∥
F
.
In other words, the identity inclusion operator I : E → F has not the DSS property.
This completes the proof of Theorem 3.
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Remark 3. Theorem 3 shows that relation (A) does not guarantee the presence of a
”gap” between spaces sufficient for the corresponding identity inclusion operator to
have the DSS property. On the other hand, simple examples show that, even for
symmetric spaces with the same fundamental function, this operator may have this
property.
For instance, the inclusion of the Lorentz space Λ(t1/p) into the space Lp, where
1 < p < ∞, has the DSS property. Indeed, it is easy to show that any sequence of
normalized disjoint functions in the Lorentz space contains a subsequence equivalent
to the standard basis in l1. At the same time, any such sequence in Lp is equivalent
to the standard basis in lp.
In the last section we show that, unlike (A), condition (B) is sufficient for the
inclusion operator I : E → F of arbitrary symmetric spaces E and F with fundamental
functions ϕ and ψ, respectively, to be a DSS operator.
§ 3. Suffiiency of condition (B) for the operator
I : E → F to have the DSS property
Theorem 4. Suppose that functions ϕ ∈ G and ψ ∈ G satisfy condition (A), δϕ < 1,
and we haveM(ϕ˜) ⊂ Λ(ψ). Then the operator I : M(ϕ˜)→ Λ(ψ) has the DSS property.
First, we prove the following auxiliary assertion.
Lemma 1. Under the assumptions of Theorem 4, there exists a function ρ ∈ G such
that
(1) lim
t→0
ρ(t)
ϕ(t)
= 0;
(2)M(ρ˜) ⊂ Λ(ψ).
Proof. Since δϕ < 1, [8, p.156] implies that
||x||M(ϕ˜) ≈ sup
0<t≤1
{ϕ(t)x∗(t)}.
Therefore the relation M(ϕ˜) ⊂ Λ(ψ) is equivalent to
∫ 1
0
dψ(s)
ϕ(s)
< ∞. (11)
Since the function ϕ is concave, we have
∫ 1
0
dψ(s)
ϕ(s)
≈
∞∑
k=0
ψ(2−k)− ψ(2−k−1)
ϕ(2−k)
;
hence (11) is equivalent to the condition
∞∑
k=0
ψ(2−k)− ψ(2−k−1)
ϕ(2−k)
< ∞. (12)
Put
ak = ψ(2
−k)− ψ(2−k−1) and Sn =
∞∑
k=n
ak
ϕ(2−k)
.
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Then Sn → 0, and [12, Chap. 3, Ex. 12] and (12) imply that
∞∑
k=0
ak√
Skϕ(2−k)
< ∞ (13)
By the definition of upper dilation index, there exist u > 0 and C > 0 such that
δϕ + u < 1 and
Mϕ(t) ≤ C tδϕ+u/2 (14)
for all t ≥ 1. Consider the sequence of numbers
g0 = S0, gk = max(Sk, 2
−ugk−1) for k = 1, 2, ... (15)
Suppose that g = g(t) is a function linear on the intervals [2−k−1, 2−k], g(2−k) = gk for
k = 0, 1, .., and h(t) =
√
g(t)ϕ(t).
Since {Sk} decreases, {gk} also decreases; therefore, the functions g(t) and h(t)
increase on (0, 1]. It follows from (15) that, for j ≥ 0 and 2−k−1 < t ≤ 2−k,
g(2jt)
g(t)
≤ g(2
j−k)
g(2−k−1)
=
gk−j
gk+1
=
gk+1−(j+1)
gk+1
≤ 2(j+1)u.
Hence, by (14),
Mh(2j) = sup
0<t≤2−j
ϕ(2jt)
√
g(2jt)
ϕ(t)
√
g(t)
≤ C2u/22(δϕ+u)j for j = 0, 1, ...
This implies that δh < 1, because δϕ + u < 1. Therefore, according to [8, p.78], the
function h(t) is equivalent to its least concave majorant; we denote this majorant by
ρ(t).
The function ρ belongs to G, and ρ(2−k) ≈ h(2−k) = √gkϕ(2−k) for k = 0, 1, 2, ..;
in addition, since gk ≥ Sk, it follows from (13) that
∞∑
k=0
ak
ρ(2−k)
≤ C1
∞∑
k=0
ak√
Skϕ(2−k)
< ∞.
This equivalent to
M(ρ˜) ⊂ Λ(ψ);
the equivalence is proved in the same way as for the function ϕ (see (11) and (12)).
Finally, relation (15) gives
lim
t→0
ρ(t)
ϕ(t)
≤ C1 lim
t→0
√
g(t) = lim
k→∞
√
gk = 0.
This completes the proof of Lemma 1.
Proof of Theorem 4. By Lemma 1, there exists a function ρ ∈ G such that
M(ϕ˜) ⊂M(ρ˜) ⊂ Λ(ψ) and lim
t→0
ρ(t)
ϕ(t)
= 0.
According to Corollary 2, the operator I : M(ϕ˜) → M(ρ˜) has the DSS property; all
the more, it has this property when regarded as an operator from M(ϕ˜) into Λ(ψ).
This proves Theorem 4.
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Theorem 4 makes it possible to prove the sufficiency of condition (B) for the identity
inclusion operator from an SS E into an SS F with fundamental functions ϕ and ψ,
respectively, to have the DSS property.
Theorem 5. Suppose that functions ϕ ∈ G and ψ ∈ G satisfy condition (B) and E
and F are symmetric spaces with fundamental functions ϕ and ψ, respectively. Then
E ⊂ F and I : E → F is a DSS operator.
Proof. Let us verify that the assumptions of Theorem 4 hold, i.e., that δϕ < 1 and
that
M(ϕ˜) ⊂ Λ(ψ). (16)
First, condition (B) implies the existence of u > 0 and C > 0 such that
ψ(ts)ϕ(s)
ψ(s)ϕ(ts)
≤ Ctu (17)
whenever 0 < t ≤ 1 and 0 < s ≤ 1. This and the concavity of ψ give
Mϕ
(
1
t
)
≤ CMψ
(
1
t
)
tu = Ctu−1;
therefore, δϕ ≤ 1− u < 1.
Next, since the function x∗(t) decreases, we have
x∗(t) ≤ ||x||M(ϕ˜)
ϕ(t)
if x ∈M(ϕ˜) and 0 < t ≤ 1.
Therefore, to prove (16), it suffices to verify that 1/ϕ ∈ Λ(ψ).
By (17), ψ(t)/ϕ(t) ≤ C1tu. Hence ψ(t)→ 0 as t→ 0, and
||1/ϕ||Λ(ψ) =
∫ 1
0
ψ′(t)
ϕ(t)
dt ≤
∫ 1
0
ψ(t)
ϕ(t)
dt
t
≤ C1
u
< ∞.
This proves (16). The above-mentioned extremality of the Lorentz andMarcinkiewicz
spaces in the class of symmetric spaces with the same fundamental function [8] implies
that E ⊂ M(ϕ˜) ⊂ Λ(ψ) ⊂ F. Therefore, I : E → F has the DSS property, because it
has this property as an operator from M(ϕ˜) into Λ(ψ) by Theorem 4.
This completes the proof of Theorem 5.
Remark 4. Theorem 5 was proved in [7] for Orlicz spaces under a condition on func-
tions ϕ and ψ somewhat more restrictive than (B), namely, the inequality δϕ < γψ.
The author wishes to express his gratitude to S. Ya. Novikov for useful discussiones.
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