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Title in French Proprie´te´ (T) renforce´e banachique.
Abstract in French Ce texte reprend, avec plus de de´tails et en simplifi-
ant une preuve dans la section 3, les parties de [Laf08] et [Laf09] traitant des
groupes p-adiques. On y prouve que SL3 sur un corps local non archime´dien
F a la proprie´te´ (T) renforce´e banachique. Les applications sont les suivantes
: tout groupe alge´brique connexe presque F -simple G sur F dont l’alge`bre
de Lie contient sl3(F ) a la proprie´te´ (T) renforce´e banachique, les suites
d’expanseurs construites a` partir d’un re´seau de G(F ) ne se plongent uni-
forme´ment dans aucun espace de Banach de type > 1, et toute action affine
isome´trique de G(F ) sur un espace de Banach de type > 1 admet un point
fixe.
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Introduction
This text takes, with more details and simplifying a proof in section 3,
the parts of [Laf08] and [Laf09] treating p-adic groups.
A locally compact group G is said to have Kazhdan’s property (T) if there
exists an idempotent p ∈ C∗max(G) , such that for any unitary representation
(H, π) of G, the image of π(p) is exactly the space of G-invariant vectors HG.
In the articles [Laf08] and [Laf09] of Vincent Lafforgue, a strong property (T)
is proposed in the sense that the space of representation is allowed to be a
Banach space of non trivial type, and the representation is not necessarily
isometric but has a small exponential growth.
In this text, Banach spaces are always complex Banach spaces with very
precise norms, which are not equivalent in general.
Definition 0.1 We say that a class of Banach spaces E is of type > 1 if the
following equivalent conditions are satisfied:
• there exists n ∈ N∗ and ǫ > 0 such that any Banach space E in E does
not contain ℓn1 (1 + ǫ)-isometrically,
• there exists p > 1 (called the type) and T ∈ R+ such that for any E in
E , n ∈ N∗ and x1, ..., xn ∈ E, we have(
E
ǫi=±1
‖
n∑
i=1
ǫixi‖
2
E
) 1
2
≤ T
( n∑
i=1
‖xi‖
p
E
) 1
p
. (1)
In this definition we should say ”uniformly of type > 1” instead of ”of
type > 1”. We refer to [Mau03] for a review about the notion of type. We
simply recall that ℓn1 means C
n endowed with the ℓ1 norm and that a Banach
space contains ℓn1 (1 + ǫ)-isometrically if there exists i : ℓ
n
1 → E such that
‖x‖ ≤ ‖i(x)‖ ≤ (1 + ǫ)‖x‖ for any x ∈ ℓn1 . We say that a class E is stable
under duality if for any E in E , E∗ is in E . We say that a class E is stable
under complex conjugation if for any E in E , E¯ is in E . Any class of type > 1
is included in a class of type > 1 which is stable under duality and complex
conjugation.
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Let G be a locally compact group, and dg a left invariant Haar measure,
which endows Cc(G) with a structure of C-algebra by convolution. We call
length over G a continuous function ℓ : G→ R+ satisfying ℓ(g
−1) = ℓ(g) and
ℓ(g1g2) ≤ ℓ(g1) + ℓ(g2) for g1, g2 ∈ G.
If ℓ is a length over G, and E is a class of Banach spaces, we note EG,ℓ the
class of continuous representations (E, π) of G in the Banach space E ∈ E
such that ‖π(g)‖ ≤ eℓ(g) for any g ∈ G. By CEℓ (G) we denote the comple-
tion of Cc(G) with respect to the norm ‖f‖ = sup(E,π)∈EG,ℓ ‖π(f)‖L(E). If E
is stable under duality and complex conjugation, CEℓ (G) is a Banach alge-
bra endowed with complex conjugation
∫
G
f(g)egdg 7→
∫
G
f¯(g)egdg and the
usual involution f 7→ f ∗ defined by
∫
G
f(g)egdg 7→
∫
G
eg−1 f¯(g)dg, since for
any (E, π) ∈ EG,ℓ, the conjugate representation (E¯, g 7→ π¯(g)), the contra-
gredient representation (E∗, g 7→ tπ(g−1)), and the conjugate contragredient
representation (E¯∗, g 7→ tπ¯(g−1)) also belong to EG,ℓ.
Definition 0.2 Let G be a locally compact group. We say that G has strong
Banach property (T) if for any class E of type > 1, stable under duality and
complex conjugation, and for any length ℓ over G, there exists s0 > 0, such
that for any C ∈ R+ and any 0 < s ≤ s0, there exists a real and self-adjoint
idempotent p in CEC+sℓ(G) such that for any representation (E, π) ∈ EG,C+sℓ,
the image of π(p) is the subspace of E consisting of all G-invariant vectors.
Remark. In the conditions of the definition, such p is invariant under∫
G
f(g)egdg 7→
∫
G
eg−1f(g)dg
(which is the composition of the complex conjugation and the usual involu-
tion), therefore for (E, π) ∈ EG,C+sℓ, Kerπ(p) is the orthogonal complement
of Imtπ(p) = (E∗)G. One deduces immediately that such p is unique and
that it is a central element of CEC+sℓ(G).
Remark. Let ℓ be a length over G and E a class of Banach spaces such
that CEℓ (G) has an idempotent p such that for any representation (E, π) ∈
EG,ℓ, the image of π(p) is the subspace of E consisting of all G-invariant
vectors. Suppose that G is not compact and that the class E is defined by
a super-property (see the paragraph 2 of [Mau03] for this notion). Then
the class E is of type > 1. In fact, for any surjective morphism E → F
in the category EG,ℓ (F being endowed with the quotient norm of that of
E), EG → FG must be surjective since EG and FG are the images of the
idempotent p as the subspaces of E and F . But the morphism L1(G) →
C, f 7→
∫
G
fdg is surjective and G is not compact, L1(G) does not have
nonzero G-invariant vector (precisely G acts on L1(G) by the left regular
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representation). Therefore L1(G) does not belong to the class E . As the
class E is defined by a super-property, it is of type > 1. Therefore, whenever
the group G is not compact, one cannot expect a statement stronger than
the definition above, if the class E is defined by a super-property.
The purpose of this text is to prove the following result.
Theorem 0.3 Let G be a connected almost F -simple algebraic group over
a non archimedian local field F . If its Lie algebra g contains sl3(F ), G has
strong Banach property (T).
We prove as in [Laf08] that cocompact lattice inherits strong Banach
property (T). For non cocompact lattice, it is still true if we limit ourselves
to isometric representations, as in the following definition.
Definition 0.4 Let G be a locally compact group. We say that G has Banach
property (T) if for any class E of type > 1, stable under duality and complex
conjugation, there exits a real and self-adjoint idempotent p in CE0 (G) such
that for any representation (E, π) ∈ EG,0, the image of π(p) consists of exactly
G-invariant vectors in E.
Strong Banach property (T) evidently implies Banach property (T). As
in [Laf08] we show that Banach property (T) is inherited by any lattice.
We deduce the following statement.
Corollary 0.5 Let F be a non archimedian local field and G a connected,
almost F -simple algebraic group over F whose Lie algebra contains sl3(F ).
Let Γ be a lattice of G(F ) and Γn a series of subgroups of finite indices of Γ
such that the indices tends to infinity. We fix a finite system of generators
of Γ. Then the Cayley graph of Γ/Γn is a series of expanders which cannot
be imbedded uniformly into any Banach space of type > 1, more precisely
for any Banach space E of type > 1 there exists C ∈ R+ such that for any
n ∈ N and for any 1-Lipschitz function f : Γ/Γn → E of zero average,
E
x∈Γ/Γn
‖f(x)‖2E ≤ C.
During a discussion with Uri Bader and inspired by an idea of Bader
and Gelander formulated in the remark 3.3 of [Gel08], Vincent Lafforgue
realized that strong Banach property (T) implies Banach property (F) in the
following sense.
Definition 0.6 Let G be a locally compact group. We say that G has Banach
property (F) if any continuous isometric affine action of G on a Banach space
of type > 1 admits a fixed point.
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We deduce the following corollary, which strengthens remark 1.7(2) of
[BFGM07] and some particular cases of theorem B of [BFGM07] and of
theorem 3.1 of [Gel08].
Corollary 0.7 Let F be a non archimedian local field and G a connected,
almost F -simple algebraic group over F whose Lie algebra contains sl3(F ).
Then G has Banach property (F).
Here is a list of open problems from [Laf09].
a) Show that for any non archimedian local field F , Sp4(F ) has strong Banach
property (T). This implies that any almost simple algebraic group over a non
archimedian local field, of split rank ≥ 2, has strong Banach property (T).
b) Prove strong Banach property (T) for almost simple algebraic group over
an archimedian local field, of split rank ≥ 2, in particular for SL3(R). In fact
in [Laf08], a hilbertian variant of strong property (T) for SL3(R) is proved.
With the notations of paragraph 2 of [Laf08], strong Banach property (T) is
implied by the following statement: for any class E of type > 1, there exist
α ∈ R∗+ and C ∈ R+ such that for any ǫ ∈ (−1, 1) and any E ∈ E , we have
‖(T0 − Tǫ)⊗ 1‖L(L2(S2,E)) ≤ C|ǫ|
α.
c) Show that the family of Ramanujan graphs obtained by quotient of an
arithmetic cocompact subgroup of SL2(R) by the arithmetic subgroups of
finite indices does not admit a uniform imbedding in Banach spaces of type
> 1. This question is difficult since SL2(R) does not have property (T) and
the reason for these graphs are expanders is that SL2(R) has property (τ),
i.e. the trivial representation is isolated among the L2(SL2(R)/Γ) with Γ
being an arithmetic group. However, we do not know if for E a class of type
> 1, the trivial representation of SL2(R) is isolated among L
2(SL2(R)/Γ, E)
with Γ an arithmetic group and E ∈ E . In fact the proof of property (τ) uses
arithmetics. The most elementary proof of the fact that these graphs are
expanders is the one explained in [DSV03] but it is based on the calculation
of traces and we do not know how to adapt it to coefficients in Banach spaces
of type > 1 (or even uniformly convex).
d) Show that any family of expanders considered above does not admit a
uniform imbedding into Banach spaces of finite cotype (see paragraph 3 of
[Pis08] for a discussion on this problem).
In his article, Lafforgue says he was inspired by discussions with Uri
Bader, Assaf Naor and Gilles Pisier.
Acknowledgement. I would like to thank Vincent Lafforgue, for his
patience in answering my questions concerning his articles and correcting
my text, and also his recommendation of books and tri-semesters at IHP
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on related subjects. I also thank George Skandalis and Ste´phane Vassout
for their kind help and advice on administrative matters during the year
of my master study, which means a lot to a foreign student in France like
me. Finally, I would like to thank my tutor, Xiaonan Ma for his advice
and recommendation of operator algebra team of IMJ, and Paris Graduate
School of Mathematical Sciences, for providing the master scholarship to me
to study in Paris.
1 Review of fast Fourier transform
Here we follow paragraph 1 in [Laf09]. We recall the general setting of fast
Fourier transform, following some notes of Jean-Franc¸ois Mestre.
Let G be a finite abelian group. We recall that the Fourier transform
TG : ℓ
2(G) → ℓ2(Gˆ) is given by TGf(χ) = E
x∈G
χ(x)f(x). This normalization,
where TG is not an isometry, is not customary but more convenient for us in
the following discussion.
Let H be a subgroup of G. The principle of fast Fourier transform is
to write TG as the product of two matrices with blocks and then the blocks
are essentially the matrices of TH and TG/H . The idea is to decompose the
average over x ∈ G into an average over the classes modulo H, and an
average over G/H . We choose a section σ : G/H → G of the projection
π : G → G/H , i.e. π ◦ σ = IdG/H . Therefore TG = T2,G,H ◦ T1,G,H, where
T1,G,H : ℓ
2(G)→ ℓ2((G/H)× Hˆ) is given by
f 7→
[
(x′, χ′) 7→ E
x,π(x)=x′
χ′(x− σ(x′))f(x)
]
,
and T2,G,H : ℓ
2((G/H)× Hˆ)→ ℓ2(Gˆ) is given by
g 7→
[
χ 7→ E
x′∈G/H
χ(σ(x′))g(x′, χ∣∣H)
]
.
We see that T1,G,H is block diagonal: the blocks are indexed by G/H
and equal to TH . Similarly T2,G,H is block diagonal: the blocks are indexed
by Hˆ and obtained from TG/H by multiplying the columns of this matrix
by a complex number of module 1: more precisely the choice of a section
σ′ : Hˆ → Gˆ of the restriction Gˆ → Hˆ identifies the block of T2,G,H indexed
by χ′ ∈ Hˆ with the matrix obtained from TG/H by multiplying the column
indexed by x′ ∈ G/H by the unit σ′(χ′)(σ(x′)).
Let A be a finite matrix, where rows and columns are indexed by finite set
I and J , and let E be a Banach space. We have operator A⊗1E : ℓ
2(J, E)→
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ℓ2(I, E), where ℓ2(I, E) is the space of functions on I with values in E with
the norm ‖f‖ =
√
E
x∈I
‖f(x)‖2E and so is ℓ
2(J, E). It is clear that the norm of
A⊗ 1E does not change if we multiply A by a unit, or we multiply the rows
or the columns of A by some units.
We have then for any Banach space E,
‖T1,G,H ⊗ 1E‖L(ℓ2(G,E),ℓ2((G/H)×Hˆ,E)) = ‖TH ⊗ 1E‖L(ℓ2(H,E),ℓ2(Hˆ,E))
and ‖T2,G,H⊗1E‖L(ℓ2((G/H)×Hˆ,E),ℓ2(Gˆ,E)) = ‖TG/H⊗1E‖L(ℓ2(G/H,E),ℓ2(Ĝ/H,E)).
We deduce the following proposition, where we replace the chain of length
2 of finite abelian groups 0 ⊂ H ⊂ G with a chain of length n : 0 = G0 ⊂
G1 ⊂ · · · ⊂ Gn = G.
Proposition 1.1 for any Banach space E,
‖TG⊗1E‖L(ℓ2(G,E),ℓ2(Gˆ,E)) ≤
n∏
i=1
‖T(Gi/Gi−1)⊗1E‖L(ℓ2((Gi/Gi−1),E),ℓ2( ̂(Gi/Gi−1),E)).
The interest of fast Fourier transform in computer science is to reduce
the time of computations. Take G = Z/2nZ as an example. The number of
operations for a computation of the image under TG of a function in ℓ
2(G) is
22n, but the decomposition of TG into the product of n matrices with blocks
(of size 2×2), which is associated with the chain 0 = G0 ⊂ G1 ⊂ · · · ⊂ Gn =
G where Gi = 2
n−iZ/2nZ, allows a computation with O(n2n) operations.
2 Fourier transform and type
We follow paragraph 2 in [Laf09]. We recall the relationship between type and
the operation TG considered in the previous paragraph. First it is evident
that for any finite abelian group G and for any Banach space E we have
‖TG ⊗ 1E‖ ≤ 1, since in the matrix of TG the sum of the absolute values of
coefficients over a row or a column is equal to 1 (the regular norm of TG, in
the sense of [Pis08], is therefore equal to 1). First ‖TG ⊗ 1ℓ1(G)‖ = 1 because
the vector (x, y) 7→ δx,y of ℓ
2(G, ℓ1(G)) is of norm 1 (since the norm ℓ2 is
defined by an average and the norm ℓ1 by a sum) and its image is also of
norm 1. Therefore if E is a class of Banach spaces defined by a super-property
one cannot expect to have supE∈E ‖TG ⊗ 1‖ < 1 unless the class E is of type
> 1. The following proposition is theorem 1 of [Bou82](note remark 1 at the
end of [Bou82]).
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Proposition 2.1 Let E be a class of type > 1. There exists p > 1 and
M ∈ R+ such that for any compact abelian group G, any Banach space E in
the class E and any sequence with finite support (xγ)γ∈Gˆ of elements in E,
we have (with dg the Haar measure over G of mass 1)
(∫
g∈G
∥∥∑
γ∈Gˆ
xγγ(g)
∥∥2
E
dg
)1/2
≤M
(∑
γ∈Gˆ
‖xγ‖
p
)1/p
.
We only use this statement for finite group G. We can suppose p ∈ (1, 2]
in the statement. By replacing the sum with average, the inequality here
becomes ( ∫
g∈G
∥∥ E
γ∈Gˆ
xγγ(g)
∥∥2
E
dg
)1/2
≤ M(♯G)
1
p
−1
(
E
γ∈Gˆ
‖xγ‖
p
)1/p
.
The inequality of Ho¨lder shows that for all family (xγ)γ∈Gˆ of elements in E
we have (
E
γ∈Gˆ
‖xγ‖
p
)1/p
≤
(
E
γ∈Gˆ
‖xγ‖
2
) 1
2 .
By permuting the role of G and Gˆ, we then obtain the following corollary.
Corollary 2.2 Let E be a class of type > 1. There exists ǫ > 0 and C ∈ R+
such that for any finite abelian group G and any Banach space E in the class
E , we have
‖TG ⊗ 1E‖ ≤ C(♯G)
−ǫ.
Let F be a non archimedian local field, O its ring of integers and π a
uniformizer of O.
The following two corollaries are immediate consequences of corollary 2.2.
Corollary 2.3 For any class E of type > 1, there exists h ∈ N∗ and α > 0
such that for any E ∈ E , ‖TO/πhO ⊗ 1E‖ ≤ e
−α.
Corollary 2.4 For any class E of type > 1, there exists C > 0 and β > 0
such that for any E ∈ E and n ∈ N∗, ‖TO/πnO ⊗ 1E‖ ≤ Ce
−βn.
In the rest of this paragraph we make precise the logic relation between
the statements of corollaries 2.3 and 2.4. It is clear that the statement
of corollary 2.4 implies that of corollary 2.3. Thanks to the fast Fourier
transform, and more precisely thanks to proposition 1.1, the statement of
corollary 2.3 implies that of corollary 2.4. In fact, suppose the statement of
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corollary 2.3 holds for h. Let n = ah + b with b ∈ {0, ..., h− 1} and a ∈ N.
We consider the chain of subgroups
0 ⊂ πahO/πnO ⊂ π(a−1)hO/πnO ⊂ · · · ⊂ πhO/πnO ⊂ O/πnO,
we see thanks to proposition 1.1 that ‖TO/πnO ⊗ 1E‖ ≤
(
‖TO/πhO ⊗ 1E‖
)a
.
The statement of corollary 2.4 follows, by taking β = α
h
and C = eα.
3 A variant of fast Fourier transform
This paragraph is an improvement of the proof of lemma 3.2 in paragraph 3
of [Laf09].
Let G, G¯ be two abelian groups, Z a finite set, and κ a bilinear map
from G× G¯ to the set of unitary operators on ℓ2(Z) whose image consists of
commuting matrices, i.e.
κ(x+ x′, y) = κ(x, y)κ(x′, y),
κ(x, y + y′) = κ(x, y)κ(x, y′),
κ(x, 0) = 1ℓ2(Z), κ(0, y) = 1ℓ2(Z),
and
κ(x, y)κ(x′, y′)κ(x, y)−1κ(x′, y′)−1 = 1,
for any x, x′ ∈ G, y, y′ ∈ G¯. Define TG,G¯,Z as follows:
TG,G¯,Z : ℓ
2(G× Z) → ℓ2(G¯× Z)
f 7→
[
(y, z) 7→ E
x∈G
(
κ(x, y)f(x, ·)
)
(z)
]
, (2)
where κ(x, y)f(x, ·) is the image by κ(x, y) (acting on ℓ(Z)) of f(x, ·).
Let G and G¯ contain the following subgroups
0 = G0 ⊂ G1 ⊂ G2... ⊂ Gn−1 ⊂ Gn = G
0 = G¯n ⊂ G¯n−1 ⊂ G¯n−2... ⊂ G¯1 ⊂ G¯0 = G¯,
such that for any i = 0, ..., n, we have κ(x, y) = 1ℓ2(Z), for x ∈ Gi, y ∈
G¯i. Define for any i = 0, ..., n − 1, the map κi from Gi+1/Gi × G¯
i/G¯i+1 to
the set of unitary operators on ℓ2(Z), by κi([xi], [yi]) = κ(xi, yi), for any
xi ∈ Gi+1, yi ∈ G¯
i, where [·] are the corresponding projections Gi+1 →
Gi+1/Gi, G¯i → G¯i/G¯i+1. Define TGi+1/Gi,G¯i/G¯i+1,Z as in (2) with κ replaced
by κi.
For any finite set S, any operator A ∈ L(ℓ2(S)) and any Banach space E,
we have defined the operator norm ‖A⊗ 1E‖L(ℓ2(Z,E)) in paragraph 1. With
these settings, we have the following variant of fast Fourier transform.
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Proposition 3.1 With Z, κ, TG,G¯,Z and the two chains of abelian subgroups
satisfying the conditions above, for any Banach space E satisfying ‖κ(x, y)⊗
1E‖L(ℓ2(Z,E)) ≤ 1 for any x ∈ G, y ∈ G¯, we have the following.
• (i)
‖TG,G¯,Z ⊗ 1E‖ ≤
n−1∏
i=0
‖TGi+1/Gi,G¯i/G¯i+1,Z ⊗ 1E‖.
• (ii) Let I ⊂ {0, 1, .., n − 1} be a subset. If for any i ∈ I, κi is scalar
valued, i.e. κi(x, y) = λi(x, y)Idℓ2(Z), and λi is a non degenerate (i.e.
if λi(x, y) = 1 for any x ∈ Gi+1 then y = 0, and if λi(x, y) = 1 for any
y ∈ G¯i then x = 0 ) bilinear form on Gi+1/Gi × G¯
i/G¯i+1 with values
of complex numbers of norm 1, then
‖TG,G¯,Z ⊗ 1E‖L(ℓ2(G×Z,E),ℓ2(G¯×Z,E))
≤
∏
i∈I
‖TGi+1/Gi ⊗ 1E‖L
(
ℓ2(Gi+1/Gi,E),ℓ2( ̂Gi+1/Gi,E)
),
where TGi+1/Gi : ℓ
2(Gi+1/Gi)→ ℓ
2(Ĝi+1/Gi) is the usual Fourier trans-
form defined in paragraph 1.
We prove (i) by induction. Suppose n = 2. We use notations 0 ⊂ H =
G1 ⊂ G, 0 ⊂ H¯ = G¯1 ⊂ G¯, and we want to prove
‖TG,G¯,Z ⊗ 1E‖ ≤ ‖TH,G¯/H¯,Z ⊗ 1E‖ · ‖TG/H,H¯,Z ⊗ 1E‖.
First for each of the two projections
p : G→ G/H
π : G¯→ G¯/H¯,
we choose a section respectively
s : G/H → G
σ : G¯/H¯ → G¯.
We then define the following two operators,
T0 : ℓ
2(G× Z) → ℓ2(G/H × G¯/H¯ × Z)
g 7→
[
(x′, y′, z) 7→ E
x∈p−1(x′)
(
κ(x− s(x′), σ(y′))g(x, ·)
)
(z)
]
,
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T1 : ℓ
2(G/H × G¯/H¯ × Z) → ℓ2(G¯× Z)
g 7→
[
(y, z) 7→ E
x′∈G/H
(
κ(s(x′), y)g(x′, π(y), ·)
)
(z)
]
.
Then we have T1 ◦ T0 = TG,G¯,Z , since κ|H×H¯ = Idℓ2(Z).
Recall that TH,G¯/H¯,Z and TG/H,H¯,Z are as follows
TH,G¯/H¯,Z : ℓ
2(H × Z) → ℓ2(G¯/H¯ × Z)
g 7→
[
(y′, z) 7→ E
x∈H
(
κ0(x, y
′)g(x, ·)
)
(z)
]
,
TG/H,H¯,Z : ℓ
2(G/H × Z) → ℓ2(H¯ × Z)
g 7→
[
(y, z) 7→ E
x′∈G/H
(
κ1(x
′, y)g(x′, ·)
)
(z)
]
.
As explained in paragraph 1, T1 and T2 are block diagonals and each block
is identified with TH,G¯/H¯,Z and TG/H,H¯,Z . Precisely, for a fixed x
′ ∈ G/H, we
define the following isometries
αx′ : ℓ
2(p−1(x′)× Z) → ℓ2(H × Z)
g 7→
[
(x, z) 7→ g(x+ s(x′), z)
]
β : ℓ2(G¯/H¯ × Z) → ℓ2(G/H × G¯/H¯ × Z)
g 7→
[
(x′′, y′′, z) 7→ g(y′′, z)
]
.
By imbedding ℓ2(p−1(x′)×Z) into ℓ2(G×Z) (as subspace of functions with
support in p−1(x′)× Z), we have
T0|ℓ2(p−1(x′)×Z) = β ◦TH,G¯/H¯,Z ◦αx′ ∈ L(ℓ
2(p−1(x′)×Z), ℓ2(G/H×G¯/H¯×Z)).
Moreover since T0(ℓ
2(p−1(x′)× Z)) ⊂ ℓ2({x′} × G¯/H¯ × Z) and αx′ ⊗ 1E and
β ⊗ 1E are isometries, we have
‖T0 ⊗ 1E‖L(ℓ2(G×Z,E),ℓ2(G/H×G¯/H¯×Z,E))
≤ max
x′∈G/H
‖T0|ℓ2(p−1(x′)×Z) ⊗ 1E‖L(ℓ2(p−1(x′)×Z,E),ℓ2({x′}×G¯/H¯×Z,E))
≤ ‖TH,G¯/H¯,Z ⊗ 1E‖L(ℓ2(H×Z,E),ℓ2(G¯/H¯×Z,E).
Similarly for T1, we fix y
′ ∈ G¯/H¯ and define
γy′ : ℓ
2(H¯ × Z) → ℓ2(π−1(y′)× Z)
g 7→
[
(y, z) 7→ g(y − σ(y′), z)
]
δy′ : ℓ
2(G/H × {y′} × Z) → ℓ2(G/H × Z)
g 7→
[
(x′′, z) 7→
(
κ(s(x′′), σ(y′))g(x′′, y′, ·)
)
(z)
]
.
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We imbed ℓ2(G/H × {y′} × Z) into ℓ2(G/H × G¯/H¯ × Z), and then have
T1|ℓ2(G/H×{y′}×Z) = γy′◦TG/H,H¯,Z◦δy′ ∈ L(ℓ
2(G/H×{y′}×Z), ℓ2(π−1(y′)×Z)).
Since ‖γy′ ⊗ 1E‖ = 1 and ‖δy′ ⊗ 1E‖ ≤ 1 (which follows from the assumption
‖κ(x, y)⊗ 1E‖ ≤ 1), we conclude that
‖T1⊗1E‖L(ℓ2(G/H×G¯/H¯×Z,E),ℓ2(G¯×Z,E)) ≤ ‖TG/H,H¯,Z⊗1E‖L
(
ℓ2(G/H×Z,E),ℓ2(H¯×Z,E)
),
and then statement (i) is proved when n = 2.
Now begin the induction. Suppose the proposition holds for n = m ≥ 2.
By hypothesis we are given the following chains of abelian groups,
0 = G0 ⊂ G1 ⊂ G2 ⊂ ... ⊂ Gm+1,
0 = G¯m+1 ⊂ G¯m ⊂ G¯m−1 ⊂ ... ⊂ G¯0.
We apply the induction hypothesis to the following chains of abelian groups
0 = G1/G1 ⊂ G2/G1 ⊂ ... ⊂ Gm+1/G1,
0 = G¯m+1 ⊂ G¯m ⊂ ... ⊂ G¯1,
and to the map κ′ : Gm+1/G1×G¯
1 → U(ℓ2(Z)) defined by κ′([x], y) = κ(x, y)
for any x ∈ Gm+1, y ∈ G¯
1, where [·] : Gm+1 → Gm+1/G1 is the projection.
Then we get
‖TGm+1/G1,G¯1,Z ⊗ 1E‖ ≤
m∏
i=1
‖TGi+1/Gi,G¯i/G¯i+1,Z ⊗ 1E‖.
We apply the proposition in the case when n = 2, which is already proved,
to
0 = G0 ⊂ G1 ⊂ Gm+1,
0 = G¯m+1 ⊂ G¯1 ⊂ G¯0,
and get
‖TGm+1,G¯0,Z ⊗ 1E‖ ≤ ‖TGm+1/G1,G¯1,Z ⊗ 1E‖ · ‖TG1,G¯0/G¯1,Z ⊗ 1E‖.
Combining this inequality with the previous one, we complete the proof of
statement (i).
To prove (ii) we first show that for any i ∈ I, G¯i/G¯i+1 is in bijection with
Ĝi+1/Gi. In fact, we define the following map
λ∗i : G¯
i/G¯i+1 → Ĝi+1/Gi
y 7→
[
x 7→ λi(x, y)
].
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The non degeneracy of λi(·, y) implies injectivity, hence
|Gi+1/Gi| = |Ĝi+1/Gi| ≥ |G¯
i/G¯i+1|.
By symmetry of G and G¯ we have |Gi+1/Gi| ≤ |G¯
i/G¯i+1|, and hence λ∗i is a
bijection.
By identifying G¯i/G¯i+1 with Ĝi+1/Gi, we have
TGi+1/Gi,G¯i/G¯i+1,Z = TGi+1/Gi⊗ Idℓ2(Z) ∈ L(ℓ
2(Gi+1/Gi×Z), ℓ
2(Ĝi+1/Gi×Z)),
and thus
‖TGi+1/Gi,G¯i/G¯i+1,Z ⊗ 1E‖L(ℓ2(Gi+1/Gi×Z,E),ℓ2(G¯i/G¯i+1×Z,E))
= ‖TGi+1/Gi ⊗ 1E‖L(ℓ2(Gi+1/Gi,E),ℓ2( ̂Gi+1/Gi,E)),
which together with statement (i) implies statement (ii) immediately. 
Next we want to prove the following corollary 3.2, which is the same as
Lemme 3.2 in [Laf09].
Let F be a non archimedian local field, O its ring of integers and π a
uniformizer of O. Let E be a class of Banach spaces, h ∈ N and α > 0 such
that for all E ∈ E we have ‖TO/πhO ⊗ 1E‖ ≤ e
−α.
Let χ a non degenerate character of O/πhO, which means that the re-
striction of χ over πh−1O/πhO is non trivial. We recall that as a consequence
the group morphism
O/πhO → Ô/πhO
y 7→ (x 7→ χ(xy))
is an isomorphism.
For any finite set I, define ℓ2(I×O/πnO)χ the subspace of ℓ
2(I×O/πnO)
consisting of functions satisfying f(x, t+ πn−hs) = f(x, t)χ(s), for x ∈ I, t ∈
O/πnO, and s ∈ O/πhO. Let Z be any set of representatives of O/πn−hO
in O/πnO. Identify ℓ2(I ×O/πnO)χ to ℓ
2(I ×Z) by restriction, and for any
operator A ∈ L(ℓ2(I×O/πnO)χ) and any Banach space E, equip A⊗1E with
the norm defined in paragraph one. This norm is independent of the choice
of Z. In fact, for another set of representatives Z ′, there exists a map α from
Z to O/πhO such that Z ′ = {z + πn−hh(z)|z ∈ Z}. And for any i, j ∈ I
and z, w ∈ Z, the matrix coefficient of A for δi,z+πn−hα(z) and δj,w+πn−hα(w) is
χ( α(z)
α(w)
) times that for δi,z and δj,w.
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Corollary 3.2 For any n ∈ N such that n ≥ h, the operator
T : ℓ2(O/πnO ×O/πnO)χ → ℓ
2(O/πnO ×O/πnO)χ
(ξx,t)x,t∈O/πnO 7→ ( E
x∈O/πnO
ξx,t+xy)y,t∈O/πnO
satifies ‖T ⊗ 1E‖ ≤ e
−(n
h
−1)α for any E ∈ E .
In fact, let Z be a set of representatives of O/πn−hO in O/πnO. Define
bilinear map κ from O/πnO × O/πnO to the set of unitary operators on
ℓ2(O/πnO)χ (and hence ℓ
2(Z)), by κ(x, y)(f)(t) = f(t+xy), for any x, y, t ∈
O/πnO, f ∈ ℓ2(O/πnO)χ. Let n = ah + r, 0 ≤ r < h. Apply proposition 3.1
to Z, κ, T, the following chains of finite abelian groups of length a + 1
0 ⊂ πn−hO/πnO ⊂ πn−2hO/πnO ⊂ ... ⊂ πn−ahO/πnO ⊂ O/πnO,
0 ⊂ πahO/πnO ⊂ π(a−1)hO/πnO ⊂ ... ⊂ πhO/πnO ⊂ O/πnO,
and I = {0, 1, ..., a − 1} ⊂ {0, 1, ..., a}. Then by corollary 2.3 we complete
the proof.

4 Strong Banach property (T) for SL3 over a
non archimedian local field
We follow paragraph 4 in [Laf09] and [Laf08].
Let F be a non archimedian local field, O its ring of integers, π a uni-
formizer, F the residue field.
The following theorem implies immediately that SL3(F ) has strong Ba-
nach property (T ) in the sense of definition 0.2.
We note G = SL3(F ) and K = SL3(O).
We endow G with the length ℓ defined by
ℓ(k(π
i+2j
3

π−(i+j) 0 00 π−j 0
0 1

)k′) = i+ j
for k, k′ ∈ K and i, j ∈ N, i− j ∈ 3Z.
We recall that if ℓ′ is a length over G, and E is a class of Banach spaces
stable under duality and complex conjugation, we note EG,ℓ′ the class of
continuous representations (E, π) of G in a Banach space E of the class E
such that ‖π(g)‖L(E) ≤ e
ℓ′(g). We recall that CEℓ′(G) is the Banach algebra,
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endowed with complex conjugation and the usual involution, by completion
of Cc(G) for the norm ‖f‖ = sup(E,π)∈EG,ℓ′ ‖π(f)‖L(E).
Let h ∈ N∗, α > 0 and E be a class of Banach spaces stable under duality
and complex conjugation, such that for any E in E , we have
‖TO/πhO ⊗ 1E‖ ≤ e
−α. (**)
Theorem 4.1 Let β ∈ [0, α
3h
). There exists t, C ′ > 0 such that for any
C ∈ R+, there exists a real and self-adjoint idempotent element p ∈ C
E
C+βℓ(G)
such that
• (i) for any representation (E, π) ∈ EG,C+βℓ, the image of π(p) is the
subspace of E consisting of all G-invariant vectors,
• (ii) there exists a sequence pn ∈ Cc(G), such that
∫
G
|pn(g)|dg ≤ 1, pn
has support in {g ∈ G, ℓ(g) ≤ n}, and ‖p− pn‖CEC+βℓ(G) ≤ C
′e2C−tn.
The rest of this paragraph is devoted to the proof of theorem 4.1. We fix
h, α and E as above. We note Λ = {(i, j) ∈ N2, i− j ∈ 3Z}.
Proposition 4.2 If β ∈ [0, α
3h
). There exists C ′ > 0 such that the following
property is satisfied. Let C ∈ R+ be arbitrary. If (E, π) is in the class EG,C+βℓ
and ξ, η are two K-invariant vectors of norm 1 in E and E∗, and if we put
c(g) = 〈η, π(g)ξ〉 for g ∈ G, then the function c : Λ → C defined by abuse
of notation by c(i, j) = c(π
i+2j
3

π−(i+j) 0 00 π−j 0
0 1

) tends to a limit c∞ at
infinity and we have |c(i, j)− c∞| ≤ C
′e2C−(
α
3h
−β)(i+j).
Proposition 4.3 Let β ∈ [0, α
3h
). Let (V, π) be a non trivial unitary irre-
ducible representation of K. There exists a constant C ′ > 0 such that the
following property is satisfied. Let C ∈ R+ be arbitrary. If (E, π) is in the
class EG,C+βℓ and ξ is a K-invariant vector of norm 1 in E, and η a K-
invariant vector of norm 1 in V ⊗ E∗, and if we put c(g) = 〈η, π(g)ξ〉 ∈ V
for g ∈ G, then the function c : Λ → V defined by abuse of notation
by c(i, j) = c(π
i+2j
3

π−(i+j) 0 00 π−j 0
0 1

) tends to 0 at infinity and we have
‖c(i, j)‖V ≤ C
′e2C−(
α
3h
−β)(i+j).
Propositions 4.2 and 4.3 imply theorem 4.1. It is formally identical to the
argument in [Laf08] showing that propositions 3.3 and 3.4 imply theorem 3.2
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(this argument is placed between the statement of propositions 3.4 and 3.6
in [Laf08]).
We now show that propositions 4.2 and 4.3 imply theorem 4.1. Let α > 0
and β ∈ [0, α
3h
). Proposition 4.2 allows the construction of an idempotent p
which thanks to proposition 4.3 is the one in theorem 4.1.
Let C ∈ R+. For g ∈ G we put Pg = eKegeK (which is of integral 1 since
Pg = vol(K ∩ gKg
−1)χKgK = vol(StabK(gK))χKgK,
and vol(StabK(gK)vol(KgK)) = vol(K) = 1). Following from proposition
4.2, Pg is a Cauchy sequence in C
E
C+βℓ(G) when g tends to infinity, and this
sequence tends to a certain element p. Since P ∗g = Pg−1, p is self-adjoint.
Furthermore for any representation (E, π) in the class EG,C+βℓ, the image of
π(p) consists of elements x such that for all g ∈ G, π(eK)π(g)x = x. In
fact eKegPg′ is equal to
∫
K
Pgkg′dk, thus it follows that eKegp = p. It is also
evident that the restriction of π(p) on the space of vectors x such that for all
g ∈ G, π(eK)π(g)x = x is Id, thus p is an idempotent. If π is isometric and
E is uniformly convex, the following lemma shows that the vectors x such
that for all g ∈ G, π(eK)π(g)x = x are exactly G-invariant vectors.
Lemma 4.4 Let π be an isometric representation of G over a uniformly
convex space E. Let x ∈ E be of norm 1, such that π(eK)π(g)x = x for all
g ∈ G. Then x is G-invariant.
In fact, denoting f(k) = π(k)π(g)x, ∀k ∈ K, we have ‖f(k)‖E = 1 since π
is isometric, and ‖
∫
K
f(k)dk‖E = ‖x‖E = 1 since f : K → E is continuous.
Since E is uniformly convex, f(k) is constant. Thus we have x = π(g)x.

In general we use proposition 4.3. Let (V, ρ) be a non trivial irreducible
unitary representation of K. It is of finite dimension since K is compact.
Let eVK =
∫
K
χV (k)
∗ekdk, where χV is the character of (V, ρ) (i.e., χV (k) =∑dimV
i=1 〈ei, ρ(k)ei〉 for a basis {e1, ..., edimV } of V ). Proposition 4.3 implies
that eVKegeK tends to 0 in C
E
G,C+βℓ when g tends to infinity in G. It fol-
lows that eVKegp = 0 in C
E
G,C+βℓ, and that the image of π(p) consists of
exactly G-invariant vectors of H . Finally we put pn = PgE(n/2), with gn =
πn

π−2n 0 00 π−n 0
0 1

. We verify easily that t and C ′ are independent of C.
This completes the proof of theorem 4.1.

Let G′ = {g ∈ GL3(F ), det g ∈ π
Z}/(πZId). Then G is a subgroup of
index 3 in G′ and K is a maximal compact subgroup of G′. Any element of G′
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can be written in the form k

π−(i+j) 0 00 π−j 0
0 1

 k′, with unique i, j ∈ N and
k, k′ ∈ K. We endow G′ of the length defined by ℓ(k

π−(i+j) 0 00 π−j 0
0 1

 k′) =
i+ j, for k, k′ ∈ K and i, j ∈ N.
By inducing the representation of G to G′, we see that the propositions
4.2 and 4.3 follow from the following two propositions.
Precisely, let (E, π) be a continuous representation of G, and IndG
′
G E be
the space of continuous maps f from G′ to E such that f(xg) = π(g−1)f(x)
for all g ∈ G, x ∈ G′, endowed with the norm given by
‖f‖ :=
∑
[x]∈G′/G
‖f(s([x]))‖E,
where s : G′/G ≃ Z/3Z → G′ is a section such that s([e]) = e. By simple
calculation one verifies that the following map is isometric imbedding from
π to IndG
′
G π|G
i : E → IndG
′
G E
ξ 7→
(
x 7→
{
0 if x 6∈ G
π(x−1)ξ if x ∈ G
)
,
and that 〈η, ξ〉 = 〈e∗η, iξ〉 for any η ∈ E∗ and ξ ∈ E, where e∗ is the adjoint
of evaluation at identity e ∈ G′ : IndG
′
G E → E. One sees that propositions
4.2 and 4.3 follow immediately from the following two propositions.
Proposition 4.5 Let α > 0 and β ∈ [0, α
3h
). There exists C ′ > 0 such that
the following properties are satisfied. Let C ∈ R+ be arbitrary. If (E, π) is
in the class EG′,C+βℓ and ξ and η are two K-invariant vectors of norm 1 in
E and E∗, and if we put c(g) = 〈η, π(g)ξ〉 for g ∈ G′, then the restriction
to Λ of the function c : N2 → C defined by abuse of notation by c(i, j) =
c(

π−(i+j) 0 00 π−j 0
0 1

) tends to a limit c∞ at infinity and we have |c(i, j) −
c∞| ≤ C
′e2C−(
α
3h
−β)(i+j) for (i, j) ∈ Λ.
Remark. By essentially the same method (as explained below) one can
show that proposition 4.5 still holds for {(i, j) ∈ N2, i − j ∈ 3Z + 1} and
{(i, j) ∈ N2, i − j ∈ 3Z + 2}, but the limits might be different from c∞.
Indeed this happens when π is a non trivial character of G′/G = Z/3Z.
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Proposition 4.6 Let α > 0 and β ∈ [0, α
3h
), and (V, τ) a non trivial unitary
irreducible representation of K. There exists C ′ > 0 such that the following
properties are satisfied. Let C ∈ R+ be arbitrary. If (E, π) is in the class
EG′,C+βℓ and ξ is a K-invariant vector of norm 1 in E, and η a K-invariant
vector of norm 1 in V ⊗E∗, and if we put c(g) = 〈η, π(g)ξ〉 ∈ V for g ∈ G′,
then the restriction to Λ of the function c : N2 → V defined by abuse of
notation by c(i, j) = c(

π−(i+j) 0 00 π−j 0
0 1

) tends to 0 at infinity and we
have ‖c(i, j)‖V ≤ C
′e2C−(
α
3h
−β)(i+j) for (i, j) ∈ Λ.
It remains to prove propositions 4.5 and 4.6. We begin by the following
preliminary lemma.
Lemma 4.7 Let χ : F → C∗ be a non trivial character. Let h ∈ N∗, α ∈
R∗+, n ∈ N
∗. Let E be a Banach space such that ‖TO/πhO ⊗ 1E‖ ≤ e
−α, and
(ξx,y)x,y∈O/πnO vectors of E. Then
E
a,b∈O/πnO
∥∥∥ E
x∈O/πnO,ε∈F
χ(ε)ξx,ax+b+πn−1ε
∥∥∥2
≤ (♯O/πh−1O)2e−2(
n
h
−1)α E
x,y∈O/πnO
‖ξx,y‖
2.
In fact, the statement is obvious for n < h. We suppose then n ≥ h. We
have
E
x∈O/πnO,ε∈F
χ(ε)ξx,ax+b+πn−1ε =
∑
η
(
E
x∈O/πnO,z∈O/πhO
η(z)ξx,ax+b+πn−hz
)
where the sum is taken over characters η of O/πhO whose restriction to
πh−1O/πhO = O/πO = F is equal to χ. Such a character η is non degenerate.
It then suffices to show that for any non degenerate character η of O/πhO
and for any vectors (ξx,y)x,y∈O/πnO in E we have
E
a,b∈O/πnO
∥∥∥ E
x∈O/πnO,z∈O/πhO
η(z)ξx,ax+b+πn−hz
∥∥∥2
≤ e−2(
n
h
−1)α E
x,y∈O/πnO
‖ξx,y‖
2.
This follows immediately from corollary 3.2 by applying it to
( E
z∈O/πhO
η(z)ξx,y+πn−hz)x,y∈O/πnO.
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Afterwards we note B the building of PGL3(F ). We recall that the
vertices of B are identified with lattices of F 3, up to dilations, and that
PGL3(F ) acts on the left over B. Thus G
′ acts on the left over B and
this action is transitive. On the other hand given x0 a vertex corresponding
to lattice O3 in F 3, its stabilizer in G′ is K = SL3(O), which allows the
identification of B and G′/K. If M is a lattice associated to a vertex x
of B, det(M) = π−a det(O3) for a certain integer a ∈ Z, whose image in
Z/3Z does not depend on the choice of representatives of x , we say that it
is the type of x. Given x, y ∈ B there exist unique integers i, j ∈ N such
that for a certain basis (v1, v2, v3) of F
3 generating x as O-module we have
y = Oπ−i−jv1 + Oπ
−jv2 + Ov3 modulo F
∗. We write σ(x, y) = (i, j) ∈ N2.
Then we have σ(y, x) = (j, i) and the type of y is type(x)+i − j modulo
3. Now given x, y ∈ B = G′/K, we have σ(x, y) = (i, j) if and only if
x−1y = K

π−(i+j) 0 00 π−j 0
0 0 1

K in K\G′/K.
We note (e1, e2, e3) the base of F
3. Let m,n ∈ N. For x, y ∈ O/πnO and
a, b ∈ O/πmO we note Mnx,y and M
−m
a,b the following lattices of F
3:
Mnx,y = Oπ
−n(e1 + xe2 − ye3) +Oe2 +Oe3 and
M−ma,b = {u1e1 + u2e2 + u3e3 ∈ O
3, u1b+ u2a+ u3 ∈ π
mO}
= O(e1 − be3) +O(e2 − ae3) +Oπ
me3.
By abuse of notation we have supposed that x, y, a, b were lifted to be el-
ements of O, and the result does not depend on such choices. We note
still Mnx,y and M
−m
a,b the dilation classes of these lattices, considered as el-
ements of B = G′/K. In G′/K we have Mnx,y =

 π−n 0 0π−nx 1 0
−π−ny 0 1

K and
M−ma,b =

 1 0 00 1 0
π−mb π−ma π−m


−1
K.
RemarkM−ma,b andM
n
x,y belong to theK-orbit of

1 0 00 1 0
0 0 πm

K and

π−n 0 00 1 0
0 0 1

K
in G′/K, which are identified with the projective planes P2(O/πmO) and
P2(O/πnO). In fact, the points M−ma,b for a, b ∈ O/π
mO and Mnx,y for
x, y ∈ O/πnO describe the affine planes in these projective planes.
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The following lemma shows that the relative position of M−ma,b and M
n
x,y
only depends on the scalar product between the vector e1 + xe2 − ye3 and
the linear form u1e1 + u2e2 + u3e3 7→ u1b+ u2a+ u3 (we choose these letters
since it takes the agreeable form (ax+ b)− y).
Lemma 4.8 Let x, y ∈ O/πnO and a, b ∈ O/πmO. Let i be the largest
integer of {0, ...,min(m,n)} such that y−(ax+b) belongs to πiO/πmin(m,n)O.
Then σ(M−ma,b ,M
n
x,y) = (m+ n− 2i, i).
In fact if i < min(m,n) we have
Mnx,y = Oπ
−n(e1+xe2−ye3)+O(e2−ae3)+Oπ
−i(e1+xe2− (ax+b)e3) and
M−ma,b = Oπ
m−i(e1 + xe2 − ye3) +O(e2 − ae3) +O(e1 + xe2 − (ax+ b)e3)
if i = n (and then m ≥ n) we have
Mnx,y = Oπ
−n(e1 + xe2 − (ax+ b)e3) +O(e2 − ae3) +Oe3 and
M−ma,b = O(e1 + xe2 − (ax+ b)e3) +O(e2 − ae3) +Oπ
me3
and if i = m (and then n ≥ m) we have
Mnx,y = Oπ
−n(e1 + xe2 − ye3) +O(e2 − ae3) +Oe3 and
M−ma,b = O(e1 + xe2 − ye3) +O(e2 − ae3) +Oπ
me3.

Now we prove proposition 4.5. Let m,n ∈ N, with m ≥ n. Let x, y ∈
O/πnO and a, b ∈ O/πmO. We put ξx,y = π(M
n
x,y)ξ ∈ E and ηa,b =
tπ((M−ma,b )
−1)η ∈ E∗. Then ‖ξx,y‖ ≤ e
C+nβ, ‖ηa,b‖ ≤ e
C+mβ and 〈ηa,b, ξx,y〉 =
c(m+n−2i, i), where i is the largest integer of {0, ..., n} such that y−(ax+b)
belongs to πiO/πnO. It follows from Cauchy-Schwarz inequality and lemma
4.7 that ∣∣∣ E
a,b∈O/πmO,x∈O/πnO,ε∈F
χ(ε)〈ηa,b, ξx,ax+b+επn−1〉
∣∣∣
≤
√
E
a,b∈O/πmO
‖ηa,b‖2
√
E
a,b∈O/πmO
∥∥∥ E
x∈O/πnO,ε∈F
χ(ε)ξx,ax+b+επn−1
∥∥∥2
≤ qh−1e−(
n
h
−1)αe2C+(m+n)β .
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But the left hand side is equal to 1
q
|c(m − n, n) − c(m − n + 2, n − 1)|,
and then |c(m− n, n)− c(m− n+ 2, n− 1)| ≤ qhe−(
n
h
−1)αe2C+(m+n)β .
We have then, for i, j ∈ N with j > 0,
|c(i, j)− c(i+ 2, j − 1)| ≤ qhe−(
j
h
−1)αe2C+(i+2j)β .
By the automorphism
g 7→

0 0 10 1 0
1 0 0

 tg−1

0 0 10 1 0
1 0 0

 of G′, which stabilizes K, and maps

π−(i+j) 0 00 π−j 0
0 0 1

 to

π−(i+j) 0 00 π−i 0
0 0 1

, we obtain, for i, j ∈ N with i > 0,
|c(i, j)− c(i− 1, j + 2)| ≤ qhe−(
i
h
−1)αe2C+(2i+j)β .
.
With these two steps, we can obtain the limit c∞ by first moving from
(i, j) to the diagonal, and then along the diagonal to infinity as illustrated
in the following Weyl chamber
i
j
s
✻
Starting Point
s s
✻s
✻
Precisely for i, j ∈ N, with i ≥ j and i− j ∈ 3Z, we have
|c(i, j)− c(
2i+ j
3
,
2i+ j
3
)| ≤ qhe2C+α(e−i
α
h + ... + e−(
2i+j
3
+1)α
h )e(2i+j)β
≤ qhe2C+α(e
α
h − 1)−1e−(2i+j)(
α
3h
−β),
and by the inequality of reversing i and j, we have
|c(i, i)− c(i+ 1, i+ 1)| ≤ qhe2C+α(1 + e3β)e−i(
α
h
−3β).
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Proposition 4.5 is then proved. 
Now we prove proposition 4.6(we recall that by lemma 4.4 this proposition
is not necessary if we limit ourselves to isometric actions over uniformly
convex Banach spaces).
For x, y, a, b ∈ O, we must calculate the image of
 1 0 00 1 0
π−mb π−ma π−m



 π−n 0 0π−nx 1 0
−π−ny 0 1


in K ′\G′/K, where K ′ is the open compact subgroup of K included in the
kernel of τ , then lemma 4.8 calculate the image in K\G′/K. For simplicity
we will only conduct the calculation when m ≥ n and y = ax + b or y =
ax+ b+ πn−1. The lemma below, which is a variant of lemma 4.7, allows us
to limit ourselves to these cases. The role of the supplementary variable k
will be explicit later on.
We know that any non trivial character of F is of the form χd : x 7→ χ(dx),
for d ∈ F ∗. We write δ0 − δ1 = E
d∈F∗
tdχd, for some certain td ∈ C, and put
C2 = E
d∈F∗
|td|
2.
Lemma 4.9 Let n ∈ N∗ and k ∈ {0, ..., n}. Let E be a Banach space in the
class E , (ξx,y)x,y∈O/πnO vectors in E. Then
E
a,b∈O/πnO
∥∥∥ E
x∈πkO/πnO
ξx,ax+b − E
x∈πkO/πnO
ξx,ax+b+πn−1
∥∥∥2
≤ C2q
2he−2(
n−k
h
−1)α E
x∈πkO/πnO,y∈O/πnO
‖ξx,y‖
2.
In fact, when k = 0, we write
E
x∈O/πnO
ξx,ax+b − E
x∈O/πnO
ξx,ax+b+πn−1
= q E
d∈F∗
td( E
x∈O/πnO,ε∈F
χd(ε)ξx,ax+b+πn−1ε),
then we apply Cauchy-Schwarz inequality and lemma 4.7.
In general, note that if a ∈ O/πnO, x ∈ πkO/πnO, the product ax ∈
O/πnO only depends on a modulo πn−kO. Applying the case when k = 0 to
(ξπkx1,πky1+s([b]))x1,y1∈O/πn−kO,
for fixed [b] ∈ O/πkO, where s : O/πkO → O/πnO is a section of O/πnO →
O/πkO, we then complete the proof.
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Remark. 1) By the same method we can get the same estimate for any
f ∈ ℓ2(F) satisfying E
ǫ∈F
f(ǫ) = 0.
2) Condition (**) (which implies E is of type > 1) is necessary because
otherwise we take E = ℓ1((O/πnO)2) and ξx,y = δx,y ∈ E, then the inequality
of lemma 4.9 becomes
2 ≤ C2q
2he−2(
n−k
h
−1)α,
and it implies α = 0.
We fix now k ∈ N such that τ factorizes through SL3(O/π
kO) and we
note K ′ the kernel of K → SL3(O/π
kO). We will apply lemma 4.9 for this
value of k.
Let m,n ∈ N, with m ≥ n. For a, b ∈ O, the class in G′/K ′ of
 1 0 00 1 0
π−mb π−ma π−m


−1
depends only on a, b modulo πm+kO. For x, y ∈
O/πnO and a, b ∈ O/πm+kO we define
ξx,y = π

 π−n 0 0π−nx 1 0
−π−ny 0 1

 ξ ∈ E et
ηa,b = (
tπ

 1 0 00 1 0
π−mb π−ma π−m

⊗ 1)η ∈ E∗ ⊗ V.
Then ‖ξx,y‖ ≤ e
C+nβ, ‖ηa,b‖ ≤ e
C+mβ . We have 〈ηa,b, ξx,y〉 = c(A
x,y
a,b ) ∈ V ,
where
Ax,ya,b =

 1 0 00 1 0
π−mb π−ma π−m



 π−n 0 0π−nx 1 0
−π−ny 0 1


=

 π−n 0 0π−nx 1 0
π−m−n(ax+ b− y) π−ma π−m

 .
We note c(i, j) = c

π−(i+j) 0 00 π−j 0
0 0 1

. We recall that c(kgk′) = τ(k)c(g) ∈
V for k, k′ ∈ K, g ∈ G. If y = ax+ b we have
Ax,ya,b =

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0



π−m 0 00 π−n 0
0 0 1



0 a 11 πa π
0 1 0


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and then
c(Ax,ya,b ) = τ

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0

 c

π−m 0 00 π−n 0
0 0 1


= τ

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0

 c(m− n, n).
If y = ax+ b+ πn−1, we have
Ax,ya,b =

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0



π−(m+1) 0 00 π−(n−1) 0
0 0 1



−1 πa π0 a 1
0 1 0


and then
c(Ax,ya,b ) = τ

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0

 c

π−(m+1) 0 00 π−(n−1) 0
0 0 1


= τ

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0

 c(m− n+ 2, n− 1).
We recall that τ factorizes through SL3(O/π
kO). We will apply lemma
4.9 to k, then for any x ∈ πkO/πnO, we always have
τ

 −πm−n+1 1 0−πm−n+1x x 1
1 0 0

 = τ

−πm−n+1 1 00 0 1
1 0 0


(this is the reason why we introduced the supplementary variable k in lemma
4.9).
By applying Cauchy-Schwarz inequality and lemma 4.9, we obtain∥∥∥ E
a,b∈O/πm+kO,x∈πkO/πnO
(〈ηa,b, ξx,ax+b〉 − 〈ηa,b, ξx,ax+b+πn−1〉)
∥∥∥
V
≤ E
a,b∈O/πm+kO
‖ηa,b‖
∥∥∥ E
x∈πkO/πnO
ξx,ax+b − ξx,ax+b+πn−1
∥∥∥
≤
√
C2q
he−(
n−k
h
−1)αe2C+(m+n)β .
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According to the preceding calculations, this inequality is rewritten as
∥∥∥τ

−πm−n+1 1 00 0 1
1 0 0

 c(m−n, n)−τ

−πm−n+1 1 00 0 1
1 0 0

 c(m−n+2, n−1)∥∥∥
V
≤
√
C2q
he−(
n−k
h
−1)αe2C+(m+n)β , and then
‖c(m− n, n)− c(m− n+ 2, n− 1)‖V ≤
√
C2q
he−(
n−k
h
−1)αe2C+(m+n)β .
We have then
‖c(0, 3i)− c(2i, 2i)‖V ≤
√
C2q
h(e
α
h − 1)−1eα+2C+
kα
h
−6i( α
3h
−β).
By the action of automorphism g 7→

0 0 10 1 0
1 0 0

 tg−1

0 0 10 1 0
1 0 0

 of G′, which
stabilizes K, and maps

π−(i+j) 0 00 π−j 0
0 0 1

 to

π−(i+j) 0 00 π−i 0
0 0 1

, and by
applying the preceding the preceding inequality to representations π ◦ θ and
τ ◦ θ, we see that
‖c(3i, 0)− c(2i, 2i)‖V ≤
√
C2q
h(e
α
h − 1)−1eα+2C+
kα
h
−6i( α
3h
−β).
where c(0, 3i) is invariant under the action of the subgroup K1 of K con-
sisting of matrices of the form

∗ ∗ 0∗ ∗ 0
0 0 ∗

, c(3i, 0) invariant under K2 of
K consisting of matrices of the form

∗ 0 00 ∗ ∗
0 ∗ ∗

 and we have the following
lemma.
Lemma 4.10 There exists a constant C3 (depending on V ) such that for all
x ∈ V , y ∈ V invariant under K1, and z ∈ V invariant under K2, we have
‖x‖V ≤ C3max(‖x− y‖V , ‖x− z‖V ).
Such subgroups K1 and K2 generate K, we have V
K1 ∩ V K2 = 0 and the
lemma follows easily. 
By applying the lemma we see that
‖c(2i, 2i)‖V ≤ C3
√
C2q
h(e
α
h − 1)−1eα+2C+
kα
h
−6i( α
3h
−β).
It then concludes as the end of the proof of proposition 4.6. 
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5 Consequences
5.1 Extension to other groups with strong Banach prop-
erty (T)
Let F be a non archimedian local field. The following theorem is theorem
0.3 in the introduction.
Theorem 5.1 Let G be a connected and almost F -simple algebraic group
over a non archimedian local field F . If g contains sl3(F ), G has strong
Banach property (T).
The following lemma is well-known.
Lemma 5.2 Let Gm be the multiplicative group of a field k. Then any al-
gebraic representation of G on a finite dimensional k-vector space is a finite
direct sum of characters χn : Gm → Gm defined by x 7→ x
n, n ∈ Z.
In fact, let ρ : Gm → GL(V ) be an algebraic representation of Gm over a
finite dimensional k-vector space V . Then there exist n1, n2 ∈ Z such that
ρ(x) =
∑n2
n=n1
Pnx
n, where Pn ∈ End(V ). By the multiplicativity condition
that ρ(xy) = ρ(x)ρ(y) we have PiPj = 0 if i 6= j and P
2
i = Pi for any
i, j ∈ {n1, n1 + 1, ..., n2}. By ρ(1) = IdV we have
∑n2
n=n1
Pn = IdV . Thus
V =
⊕n2
n=n1
Vn, where Vn = Im(Pn) and ρ(x)v = x
nv for any v ∈ Vn. 
For an algebraic k-groupG over a field k, let Lie(G) denote its Lie algebra,
G¯ its points in the algebraic closure of k. If G is semisimple and S a k-split
torus in G, let Φ(S,G) denote the root system associated to (S,G).
The following lemma is proposition I.1.3.3 (ii) of [Mar91].
Lemma 5.3 Let G be a semisimple algebraic F -group, S a maximal F -split
torus of G contained in a maximal torus T . Let θ be a proper subset of the
set of simple roots of Φ(S,G) with a fixed ordering. Let V +θ (reps. V
−
θ ) be
the F -subgroup of G, such that V¯ +θ (reps. V¯
−
θ ) is generated by Ua for any
root a ∈ Φ(T¯ , G¯) whose restriction to S¯ is a positive root in Φ(S,G) which
is not a positive (reps. negative) linear combination of elements in θ, where
Ua is the one-parameter root subgroup characterized by the existence of an
isomorphism ea from the additive group Ga of the algebraic closure of F to Ua
such that tea(x)t
−1 = ea(a(t)x), t ∈ T¯ , x ∈ Ga. Then there exist S-equivariant
isomorphisms of F -varieties Lie(V +θ )→ V
+
θ and Lie(V
−
θ )→ V
−
θ .
The following lemma follows from proposition I.1.5.4 (III) and theorem
I.2.3.1 (a) of [Mar91].
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Lemma 5.4 Let G be a connected, simply connected and almost F -simple
algebraic group with F -rank > 0 (F -isotropic), and S, θ, V +θ , V
−
θ as in lemma
5.3. Then G is generated by V +θ ∪ V
−
θ .
We now begin the proof of theorem 5.1. By hypothesis G contain a alge-
braic subgroup R whose Lie algebra is isomorphic to sl3(F ). Since SL3(F ) is
simply connected, there exists an F -isogeny I : SL3(F )→ R, i.e. a surjective
homomorphism between algebraic F -groups with finite kernel.
Let ρ : F → SL3(F ) be defined by x 7→

x 0 00 1 0
0 0 x−1

 for any x ∈ F ,
and a = I ◦ ρ(π), where π is a uniformizer of F . By lemma 5.2, the set of
eigenvalues of Ad(a) is a subset of πZ which is not {1}. Let S be a maximal
F -split torus of G containing a. We choose an ordering of Φ(S,G) such that
|b(a)|F ≤ 1 for any simple root b. Let θ be the set of simple root b such that
|b(a)|F = 1, and V
+
θ , V
−
θ be as in lemma 5.3.
Let ‖·‖g be the norm on g, defined by ‖
∑dimF g
i=1 xiei‖g = max1≤i≤dimF g |xi|F ,
where {ei}1≤i≤dimF g is a fixed basis for g. Let ℓ
′ be a length over G defined
by ℓ′(g) = log ‖Ad(g)‖End(g). Let E be a class of Banach spaces stable un-
der duality, complex conjugation and of type > 1. Let s, t, C, C ′ ∈ R∗+, p ∈
CEsκℓ+C(R), pm ∈ Cc(R) verify the conditions (i) and (ii) of theorem 4.1, where
κ ∈ R∗+ such that ℓ
′|R ≤ κℓ. Let U be an open compact subgroup of G
and f = eU
vol(eU )
. Then for establishing that G has strong Banach property
(T) it suffices to show that if s is small enough the series pmf ∈ Cc(G)
converges in CEsℓ′+C(G) to a self adjoint idempotent p
′ such that for any
(E, π) ∈ EG,sℓ′+C , the image of π(p
′) consists of all G-invariant vectors of E.
First it is clear that the series pnf is a Cauchy series in C
E
sℓ′+C(G) and we
note p′ its limit (we see that p is a multiplier of CEsℓ′+C(G) and then that
p′ = pf). Let (E, π) ∈ EG,sℓ′+C . It is evident that π(p
′) acts by identity over
any G-invariant vector. It remains to show that for any x ∈ E, π(p′)x is
G-invariant (this will imply that p′ = f ∗p′ = f ∗pf , so that p′ is self-adjoint).
Following lemma 5.4, it suffices to show that π(p′)x is V +θ -invariant and V
−
θ -
invariant. Show for example that π(p′)x is V −θ -invariant. Let V = V
−
θ , and
E : Lie(V ) → V as in lemma 5.3. We know that π(p′)x is fixed by R, then
in particular by a. It suffices to show that for any Y ∈ Lie(V )
π(E(Y ))π(p′)x− π(p′)x = π(E(Y ))π(an)π(p′)x− π(an)π(p′)x
= π(an)
(
π(a−nE(Y )an)− 1
)
π(p′)x = π(an)
(
π(E(Ad(a−n)Y ))− 1
)
π(p′)x
tends to 0 when n ∈ N tends to infinity.
27
Let Lie(V ) =
⊕
λ∈Λ Lie(V )
λ the decomposition of Lie(V ) under the ad-
joint action of a, Y =
∑
λ∈Λ Yλ the decomposition of Y , where Λ ⊂ F denotes
the set of eigenvalues of Ad(a)|Lie(V ). Due to the way θ is chosen, the eigen-
values of Ad(a)|Lie(V ) are all of the form π
−N∗ . Since U is an open subgroup
of G, there exists r > 0 such that when Y ′ ∈ V and ‖Y ′‖Lie(V ) ≤ r we have
E(Y ′) ∈ U . We put
m = [nκ−1 logmin
λ∈Λ
{|λ|F}+ κ
−1 log(r/
∑
λ∈Λ
‖Yλ‖Lie(V ))],
where [·] is the integer part of a real number. When n is big enough such
that m > 0, we have
π(an)
(
π(E(Ad(a−n)Y ))− 1
)
π(pmf)x
=
∫
R
pm(g)π(g)
(
π(E(Ad(g−1a−n)Y ))− 1
)
π(f)xdg.
When
ℓ′(g) ≤ n logmin
λ∈Λ
{|λ|F}+ log(r/
∑
λ∈Λ
‖Yλ‖Lie(V )),
we have
‖Ad(g−1a−n)Y )‖Lie(V ) ≤ e
ℓ′(g)
∑
λ∈Λ
|λ|−nF ‖Yλ‖Lie(V ) ≤ r,
and hence (
π(E(Ad(g−1a−n)Y ))− 1
)
π(f)x = 0.
We then have
π(an)
(
π(E(Ad(a−n)Y ))− 1
)
π(pmf)x = 0
when n is big enough.
On the other hand we always have
Ad(a−n)Y =
∑
λ∈Λ
λ−nYλ ∈
⊕
λ∈Λ
OYλ,
where O denotes the ring of integers of F . Hence
‖π(an)
(
π(E(Ad(a−n)Y ))− 1
)
π(p′ − pmf)x‖E
≤ eC+sℓ
′(a)n(1 + C ′′)‖π(p′ − pmf)x‖E ,
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where C ′′ = suptλ∈O ‖π(E(
∑
λ∈Λ tλYλ))‖L(E) <∞ depending only on Y . But
‖π(p′ − pmf)x‖E ≤ C
′e−tm‖π(f)x‖E
thanks to (ii) of theorem 4.1 (we recall that C ′ and t are the constants of
theorem 4.1). In total, when n is big enough
‖π(an)
(
π(E(Ad(a−n)Y ))− 1
)
π((p′ − pmf))x‖E
≤ eC+sℓ
′(a)n(1 + C ′′)C ′e−tm‖π(f)x‖E,
and if
s <
t logminλ∈Λ{|λ|F}
κℓ′(a)
,
it tends to 0 when n tends to infinity.

We now show that strong Banach property (T) is inherited by cocompact
lattices.
Proposition 5.5 Let G be a locally compact group and Γ a discrete cocom-
pact subgroup of G. If G has strong Banach property (T), so does Γ .
The existence of Γ implies that G is unimodular. Let dg be the Haar
measure of G such that G/Γ has measure 1. As Γ is cocompact, there exists
a positive function f ∈ Cc(G) such that
∑
γ∈Γ f(gγ) = 1 for any g ∈ G (it
implies that
∫
G
f(g)dg = 1). Let X = Supp(f). Let ℓ be a length over Γ
and ℓ′ the length over G defined by ℓ′(g) = max{ℓ(γ), gX ∩ Xγ 6= ∅}. Let
E be any class of Banach spaces stable under complex conjugation, duality
and of type > 1. Then if p′ ∈ CEℓ′(G) verifies the conditions of definition 0.2,
we construct an idempotent p ∈ CEℓ (Γ) verifying the conditions of definition
0.2 in the following way. If p′ is the limit in CEℓ′(G) of p
′
n ∈ Cc(G), then p is
the limit in CEℓ (Γ) of the series pn ∈ Cc(Γ) defined by the following formula:
pn(γ) =
∫
G×G
p′n(g1)f(g2γ)f(g1g2)dg1dg2.
To justify it we remark that for any (E, π) ∈ EΓ,ℓ, we can construct
an induced representation (E ′, π′) ∈ EG,ℓ′ in the following way : E
′ is the
completion of the space of continuous maps s : G → E verifying s(gγ) =
π(γ−1)s(g) for the norm ‖s‖2 =
∫
G
f(g)‖s(g)‖2Edg. Moreover π(pn) : E → E
is equal to β ◦ π′(p′n) ◦ α, where α : E → E
′ is defined by α(x) = (g 7→∑
γ∈Γ f(gγ)π(γ)x), and β : E
′ → E is given by β(s) =
∫
G
f(g)s(g)dg. The
norms of α and β are bounded independently of (E, π), and the image of
α (resp. β) of a Γ-invariant (resp. G-invariant) vector is G-invariant (resp.
Γ-invariant) and if x ∈ E is Γ-invariant, β ◦ α(x) = x.
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Finally we calculate the involution of pn as defined in the introduction,
p∗n(γ) =
∫
G×G
p′n
∗
(g1)f(g2γ
−1)f(g−11 g2)dg1dg2
=
∫
G×G
p′n
∗
(g1)f(g3γ)f(g3g2)dg1dg2
by the change of variables g3 = g
−1
1 g2γ
−1, then as p′ is self-adjoint, so is p.

For non cocompact lattices, it is better to restrict to isometric represen-
tations.
Proposition 5.6 Let G be a locally compact group and Γ a discrete subgroup
of G with finite covolume. If G has Banach property (T), so does Γ.
We use the notations of the proof of proposition 5.5. Let f ∈ L1(G) be
positive such that
∑
γ∈Γ f(gγ) = 1 for almost any g ∈ G (it implies that∫
G
f(g)dg = 1). Then if p′ ∈ CE0 (G) verifies the conditions of definition
0.2, we can deduce an idempotent p ∈ CE0 (Γ) verifying the conditions in
definition 0.2. If p′ is the limit in CE0 (G) of p
′
n ∈ Cc(G), then p is the
limit in CE0 (Γ) of pn ∈ C
E
0 (Γ) defined by the following formula : pn(γ) =∫
G×G
p′n(g1)f(g2γ)f(g1g2)dg1dg2.
To justify it we remark that for any (E, π) ∈ EΓ,0, we can construct
an induced representation (E ′, π′) ∈ EG,0 in the following way : E
′ is the
completion of the space of continuous maps s : G → E verifying s(gγ) =
π(γ−1)s(g) for the norm ‖s‖2 =
∫
G/Γ
‖s(g)‖2Edg. Moreover π(pn) : E → E
is equal to β ◦ π′(p′n) ◦ α, where α : E → E
′ is defined by α(x) = (g 7→∑
γ∈Γ f(gγ)π(γ)x), and β : E
′ → E is given by β(s) =
∫
G
f(g)s(g)dg. The
norm of α and β are bounded independently of (E, π), and the image of α
(resp. β) of a Γ-invariant (resp. G-invariant) vector is G-invariant (resp.
Γ-invariant) and if x ∈ E is Γ-invariant, β ◦ α(x) = x.
The same calculation at the end of the demonstration of proposition 5.5
shows that p is self-adjoint.

5.2 Embedding of expanders
Let F be a non archimedian local field. Let G be a connected almost F -
simple algebraic group over F whose Lie algebra contains sl3(F ). Let Γ be
a lattice of G(F ). Following corollary 5.1 and proposition 5.6, Γ has Banach
property (T).
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Let (Γi)i∈N be a series of subgroups of Γ such that ♯(Γ/Γi) tends to infinity
(we know that such a series exits). We choose a finite symmetric system of
generators S of Γ. We suppose S2∩Γi = {1} for any i. The system S equips
Xi = Γ/Γi with a graph structure and we note di its associated metric. As
Γ has the usual property (T), Xi forms a family of expanders.
We say that the series Xi is embedded uniformly in a Banach space E, if
there exists a function ρ : N → R+ tends to +∞ at infinity and 1-Lipschitz
maps fi : Xi → E such that ‖fi(x)− fi(y)‖E ≥ ρ(di(x, y)) for any i ∈ N and
x, y ∈ Xi.
Theorem 5.7 The series of expanders (Xi, di) does not admit a uniform
embedding in any Banach space of type > 1.
In fact any subseries does not admit such a uniform embedding. We have
the following more precise result.
Proposition 5.8 Let E be a Banach space of type > 1. There exists a
constant C such that for any i ∈ N, and for any map f : Xi → E, we have
E
x,y∈Xi
‖f(x)− f(y)‖2 ≤ C E
x,y neighbors in Xi
‖f(x)− f(y)‖2.
It is well known that proposition 5.8 implies the theorem. If the series
(Xi, di) admitted a uniform embedding in a Banach space E of type > 1, we
would have 1-Lipschitz maps fi : Xi → E and a map ρ : N→ R+ tending to
+∞ such that for any i ∈ N and x, y ∈ Xi, we have
di(x, y) ≥ ‖fi(x)− fi(y)‖ ≥ ρ(di(x, y)).
We have E
x,y∈Xi
ρ(di(x, y))
2 tends to +∞ when i tends to infinity. In fact,
for any k ∈ N we note Ki(k) the set of elements (x, y) ∈ (Xi)
2 such that
di(x, y) ≤ k, then we have Ki(k) ≤ (♯S)
k♯Xi. For any big enough N ∈ N, let
kN ∈ N such that a ≥ kN implies ρ(a) ≥ N. Then we have
E
x,y∈Xi
ρ(d(x, y))2 ≥
1
(♯Xi)2
M2((♯Xi)
2 −Ki(kN)) ≥ N
2(1−
(♯S)kN
♯Xi
).
We see the right handside of the above inequality tends to infinity when i
tends to infinity.
However, this contradicts with the inequality in proposition 5.8 since
E
x,y neighbors in Xi
‖f(x)− f(y)‖2 ≤ E
x,y neighbors in Xi
di(x, y)
2 = 1.
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It remains to show proposition 5.8 We note Ei the space of functions
of Xi into E, endowed with the norm ‖f‖
2
Ei
= E
x∈Xi
‖f(x)‖2E. There exits a
class of Banach spaces E of type > 1 that contains Ei. In fact any class
of type > 1 is included in a class of type > 1 stable under direct ℓ2 sum.
As Ei is an isometric representation of Γ we have Ei ∈ EΓ,0. We recall
that CE0 (Γ) is the Banach algebra of Cc(Γ) under the completion with norm
‖f‖ = sup(E,π)∈EΓ,0 ‖π(f)‖L(E). As Γ has Banach property (T), there exits an
idempotent p ∈ CE0 (Γ) such that for any representation (E, π) in the class
EΓ,0, the image of π(p) consists of exactly Γ-invariant vectors in E.
The Γ-invariant vectors in Ei are exactly the constant functions of Xi in
E. For any function f ∈ Ei, we have pf = mf , where mf = E
x∈Xi
f(x) ∈ E is
the average of f , considered as a constant function over Xi. It is well known
that
E
x,y∈Xi
‖f(x)− f(y)‖2 = 2 E
x∈Xi
‖f(x)−mf‖
2 = 2‖f − pf‖2Ei.
Let p1 ∈ Cc(Γ), of integral 1, such that ‖p− p1‖CE0 (Γ) ≤
1
2
. Then
‖pf − p1f‖Ei = ‖(p− p1)(f −mf )‖Ei ≤
1
2
‖f −mf‖Ei =
1
2
‖f − pf‖Ei
and ‖f − pf‖Ei ≤ 2‖f − p1f‖Ei.
We see that there exits a constant C1 (depending only on p1) such that
‖f − p1f‖
2
Ei
≤ C1 E
x,y neighbors in Xi
‖f(x)− f(y)‖2.
In fact, For any γ ∈ Sk, by triangular inequality we have
‖f − γf‖Ei ≤ k
(∑
s∈S
‖f − sf‖Ei
)
.
If supp(p1) ∈ S
k, we see that
‖f − p1f‖Ei ≤
∑
γ∈Γ
|p1(γ)|k
∑
s∈S
‖f − sf‖Ei
=
(∑
γ∈Γ
|p1(γ)|k♯S
)
E
x,y neighbors in Xi
‖f(x)− f(y)‖2.

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5.3 Fixed point property for affine actions
Corollary 0.7 of the introduction is a consequence of the following proposition
and of corollary 5.1.
Proposition 5.9 Let G be a locally compact group. If G has strong Banach
property (T) in the sense of definition 0.2, then G has Banach property (F)
in the sense of definition 0.6.
In fact let E be an affine Banach space whose underlying vector Banach
space E0 is of type > 1 and let ρ be a continuous action of G on E by affine
isometry. Let x0 ∈ E be a point and ℓ : G→ R+ a length defined by ℓ(g) =
‖ρ(g)(x0) − x0‖. We put E˜ = E0 ⊕ C (with the norm of the ℓ
2 direct sum)
and we identify E with the hyperplane E0×{1} of E˜ such that x0 is sent to
(0, 1). Let π be the linear representation of G on E˜ such that G preserves the
hyperplane E0×{1} and acts on it by ρ, through the previous identification.
The representation π is not isometric but we have ‖π(g)‖ ≤ 1+ℓ(g). For any
s > 0 there exists C such that 1 + ℓ(g) ≤ Cesℓ(g) for any g ∈ G. As G has
strong Banach property (T), and we have a G-equivariant surjection E˜ → C
(where C is endowed with the trivial representation), by the argument in
the second remark after definition 0.2, we see that there exits a G-invariant
vector in E˜ whose image in C is equal to 1. This means exactly that ρ has
a fixed point.
Remark More generally, if G has strong Banach property (T), for any
class E of type > 1 and for any length ℓ on G there exits s > 0 such that
for any C ∈ R+, any affine action of G over an affine Banach space whose
underlying vector Banach space belongs to EG,C+sℓ admits a fixed point.
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