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Abstract
A sign pattern is said to be potentially nilpotent if it allows nilpotence. In this paper, a
number of qualitative necessary or sufficient conditions for a sign pattern to allow nilpotence
are established. The sign patterns that allow nilpotence of index 2 are investigated. For orders
up to 3, potentially nilpotent sign patterns are characterized. Potentially nilpotent tree sign
patterns are also explored. © 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
A matrix whose entries come from the set fC;−; 0g is called a sign pattern
matrix (or sign pattern). We denote the set of all n-by-n sign pattern matrices by
Qn. For a real matrix B, by sgn B we mean the sign pattern matrix obtained from
B where each positive (respectively, negative, zero) entry is replaced by C (respect-
ively, −, 0). If A 2 Qn, then the sign pattern class of A is defined by Q.A/ D fB 2
Mn.R/ j sgnB D Ag:
Suppose P is a property referring to a real matrix. Then A is said to require P if
every real matrix inQ.A/ has property P, or A is said to allow P if some real matrix in
Q(A) has property P. In this paper, we investigate the property N of being nilpotent.
Recall that a real matrix B is said to be nilpotent if Bk D 0 for some positive integer
k. The smallest such integer k is called the index of B. It is well known that a matrix
B is nilpotent if and only if each of its eigenvalues is equal to zero. Recall that
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a reducible (real or sign pattern) matrix is permutationally similar to a matrix in
Frobenius normal form (see [2, p. 58]). Consequently, a reducible sign pattern A
allows nilpotence if and only if each irreducible component (see [2]) of A allows
nilpotence. Thus, in some of our results, we only consider irreducible sign patterns.
We shall be interested in the cycles in a sign pattern matrix, since every real matrix
associated with it has the same qualitative cycle structure, and such cycle structure is
crucial in studying the eigenvalues. IfA D .aij / is an n-by-n sign pattern matrix, then
a product of the form γ D ai1i2ai2i3    aiki1 ; in which the index set fi1; i2; : : : ; ikg
consists of distinct indices is called a (simple) cycle of length k, or a k-cycle. A cycle
is said to be negative (respectively, positive) if it contains an odd (respectively, even)
number of negative entries and no entries equal to zero. A composite cycle γ is the
product of simple cycles, say, γ D γ1γ2    γm, where the index sets of the γi’s are
mutually disjoint. If the length of γi is ‘i , then the length of γ is
Pm
iD1 ‘i .
By a walk of length k from i1 to ikC1 in A 2 Qn, we mean a product of the form
W D ai1i2ai2i3    aikikC1 ; where the indices i1; : : : ; ikC1 are not necessarily distinct.
Further, if the indices i1; : : : ; ikC1 are distinct, then W is said to be a simple walk or
a path. The directed graph of a matrix A D .aij / of order n, denoted byD.A/, is the
directed graph with vertex set f1; 2; : : : ; ng, such that there is an arc from i to j iff
aij =D 0. We note that the cycles and walks in A correspond to the cycles and walks
in D(A).
The sign patterns that require N are well known and form a relatively small,
structured class of sign pattern matrices. However, the sign patterns that allow N,
also referred to as the potentially nilpotent sign patterns, form a large, heterogeneous
class. Consequently, the problem of determining the sign patterns that allow N is a
multifaceted problem, and we are only able to address a portion of it here. Specific-
ally, we establish several qualitative necessary conditions for patterns to allow N in
Section 2. In Section 3, we investigate the sign patterns that allow nilpotence of index
2. In particular, we characterize minimum rank one patterns that allow nilpotence of
index 2, and we provide several constructions of sign patterns that allow nilpotence
of index 2. Section 4 is devoted to characterizing all 3-by-3 sign patterns that allow
N, and Section 5 gives some results on Cr -cocade sign pattern matrices that allow N
or preclude N.
2. Qualitative conditions for nilpotence
Sign patterns that require nilpotence have been studied extensively, in different
terminology, see [1,2], where several additional references can be found. In terms
of sign patterns, the known results mean that a sign pattern A requires nilpotence if
and only if A is permutationally similar to a strictly upper triangular sign pattern, or
equivalently, A has no nonzero cycle.
In order to state qualitative conditions on sign patterns that require or allow N, we
need the following definitions. We use the symbol # to represent a qualitative am-
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biguous sum, # D ..C/C .−//. For the multiplicative and additive rules governing
the symbolsC;−; 0; and #, see [7]. For example, we haveC C
− C
2
D

# C
− #

:
We next define a generalized sign pattern matrix OA D . Oaij / to be a matrix whose
entries are from the set fC;−; 0; #g, and
Q. OA/ D f.bij / 2 Mn.R/ j bij is arbitrary if Oaij D #I
sgn bij D Oaij if Oaij 2 fC;−; 0gg:
Two generalized sign pattern matrices OA1 and OA2 are said to be compatible,
denoted by OA1 c ! OA2, if there exists a matrix B 2 Q. OA1/ \Q. OA2/. For example,
OA1 D

# C
− #

c !
C C
− C

D OA2:
When two generalized sign pattern matrices OA1 and OA2 are not compatible, we
denote this by OA1 nc ! OA2.
If A is a sign pattern that allows N, then there is a matrix B 2 Q.A/ such that
Bk D 0. It follows that 0 D Bk 2 Q.Ak/, and hence Ak c ! 0.
If A 2 Qn satisfies An D 0; then obviously A requires nilpotence. Conversely, if
A requires nilpotence, thenD.A/ has no walk of length n, and consequently,D.A/ is
acyclic and An D 0. Indeed, if D.A/ has a walk of length n, we can emphasize this
walk by choosing a B 2 Q.A/ whose entries along this walk have absolute value 1,
and all other nonzero entries are  in absolute value, for some sufficiently small
 > 0. Then Bn =D 0; and A does not require nilpotence. Therfore, we have the
following qualitative characterization of sign patterns that require nilpotence.
Theorem 2.1. A 2 Qn requires nilpotence iff An D 0:
We now turn to the main purpose of this paper, which is the more general problem
of determining potentially nilpotent sign patterns. Let N denote the class of sign
pattern matrices that allow nilpotence.
Lemma 2.2. Let A1 2 Qm; A2 2 Qn and let A D A1 ⊗A2 2 Qmn. Then A 2N
if A1 2N or A2 2N.
Proof. Let B1 2 Qm, B2 2 Qn. ThenB D B1 ⊗ B2 2 Q.A/. If Bp1 D 0 or Bp2 D 0,
then Bp D Bp1 ⊗ Bp2 D 0. 
In particular, for any square real matrix B,
1 1
−1 −1

⊗ B D

B B
−B −B

is nilpotent of index 2.
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From Lemma 2, and from well-known properties of eigenvalues, we get the fol-
lowing lemma.
Lemma 2.3. The set N is closed under the following operations:
(i) permutational similarity;
(ii) signature (i.e., diagonal) similarity;
(iii) transposition;
(iv) negation;
(v) direct sums; and
(vi) tensor products.
We know that B 2 Mn is nilpotent iff the spectrum of B is .B/ D f0; : : : ; 0g.
This means that the characteristic polynomial of B is given by PB.x/ D xn. If B is
an arbitrary n-by-n matrix, then the characteristic polynomial of B is given by
PB.x/ D xn − E1.B/xn−1 C E2.B/xn−2 −    C .−1/nEn.B/;
where Ek.B/ is the sum of all cycles (simple or composite) of length k properly
signed. That is, Ek.B/ DPγ .sgn γ /γ , where the sum is taken over all cycles of
length k and sgn γ is the sign that γ takes in the k-by-k principal minor. If γ is a
simple cycle of odd length, then (sgn γ / D C, and if γ is a simple cycle of even
length, then (sgnγ / D −. If γ D γ1γ2    γm, where each γi is a simple cycle, then
.sgn γ / D .sgn γ1/.sgn γ2/    .sgn γn/. Clearly, B 2 Q.A/ is nilpotent if and only
if each Ek.B/ D 0 for all k D 1; : : : ; n. Consequently, if a nilpotent matrix B is in
Q.A/, then Ek.A/ must be compatible with 0 for all k D 1; : : : ; n. Thus if A has a
cycle γ1 of length k, it must contain a cycle γ2 of length k such that .sgn γ1/γ1 D
−.sgn γ2/γ1 for A to allow N. We call this the cycle conditions for nilpotence.
If A allows N, then for each positive integer k, the generalized sign pattern mat-
rix Ak also allows N. Consequently tr.Ak/ must be compatible with 0 for all k D
1; : : : ; n. We call this the trace conditions for nilpotence.
The three necessary qualitative conditions discussed above are summarized in the
following lemma.
Lemma 2.4. If A 2 Mn allows N; then
(i) Ak c ! 0 for some positive integer k 6 n.
(ii) If A contains a cycle γ1 of length k; then A contains a cycle γ2 of length k such
that .sgn γ1/γ1 D −.sgn γ2/γ2:
(iii) tr.Ak/ c ! 0 for all integers k D 1; : : : ; n.
For n D 2, it is easy to verify that each condition in Lemma 2.4 is also sufficient
forA 2 Q2 to allow N. Consequently, we state the following theorem without proof.
Theorem 2.5. Let A 2 Q2. Then the following are equivalent:
(i) There exists a B 2 Q.A/ such that B2 D 0I
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(ii) A satisfies the cycle conditions;
(iii) A2 c ! 0;
(iv) tr.A/ c ! 0; tr.A2/ c ! 0.
However, in Section 4, we show that the qualitative conditions stated in Lemma
2.4 are not sufficient for A 2 Q3 to allow N. Nevertheless, a large number of sign
patterns that preclude nilpotence can be identified by using Lemma 2.4.
Example 2.6. Let
A1 D
0@C C 00 − C
C 0 C
1A and A2 D
0@C C 0C − C
0 C C
1A :
Then A1 =2N because A13 is not compatible with 0, and A2 =2N because A2
does not satisfy the cycle conditions since det.A2/ D −.
We note that A2 c ! 0 does not imply the cycle conditions. For example, if
A D
0BB@
C C C C
− C − −
− − C −
− − − C
1CCA
then A2 c ! 0, but all 1-cycles in A are positive.
We say that an n-by-n sign pattern matrix A is weakly sign symmetric if aij aji D
C or 0 for all indices i and j. Similarly, A is weakly sign skew-symmetric if aij aji D −
or 0 for all indices i and j.
Theorem 2.7. Let A 2 Qn be a weakly sign symmetric or a weakly sign skew
symmetric pattern that contains at least one 2-cycle. Then A =2N.
Proof. We first assume A 2 Qn has at least one 2-cycle, and A is weakly sign sym-
metric. Then each diagonal entry of A2 is either C or 0, with at least one diagonal
entry positive. Thus tr.A2/ D C, and it follows that A =2 N by Lemma 2.4(iii). A
similar argument holds for a weakly sign skew-symmetric pattern. 
3. Patterns that allow nilpotence of index 2
In this section, we look at patterns that allow B2 D 0, that is, we look at patterns
that allow nilpotence of index 2. Henceforth, we denote the property of being nil-
potent of index 2 by N2, and we denote the class of all sign patterns that allow N2
86 C.A. Eschenbach, Z. Li / Linear Algebra and its Applications 299 (1999) 81–99
by N2. Our first result involves the minimum rank of a sign pattern matrix A 2 Qn,
which is defined by
mr.A/ D minfrank B jB 2 Q.A/g:
Lemma 3.1. Suppose A 2 Qn allows N2. Then mr.A/ 6 n=2.
Proof. Assume that A 2 Qn allows N2. Let B 2 Q.A/, with B2 D 0. Then the
column space of B is a subspace of the null space of B, and hence rank B 6 n−
rank B. Therefore, rank B 6 n=2: It follows that mr.A/ 6 n=2. 
We note that Lemma 3.1 can also be seen by considering the Jordan form J of a
nilpotent matrix B of index 2. In this case each Jordan block is either
0 1
0 0

or .0/;
and the rank of B is the number of 2-by-2 Jordan blocks in J .
It is clear that every n-by-n nilpotent matrix of index 2 with rank r may be written
as S−1JS, where J is the Jordan matrix with r Jordan blocks equal to
0 1
0 0

and n− 2r Jordan blocks equal to (0), and S is an n-by-n nonsingular real matrix.
Thus, by varying S and J in S−1JS, numerous examples of real matrices that are
nilpotent of index 2 (and hence sign patterns in N2) may be obtained.
More generally, if A 2 Qn allows nilpotence of index k, the Jordan form can be
used to show that mr.A/ 6 ..k − 1/=k/n:
Example 3.2. Let
J D
0BB@
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
1CCA
and let
S D
0BB@
0 −1 1 2
1 −2 3 1
−1 2 −2 −1
1 −1 1 0
1CCA :
Then
B D S−1JS D
0BB@
3 −4 5 1
4 −5 6 1
1 −1 1 0
2 −3 4 1
1CCA
satisfies B2 D 0, and hence, sgn.B/ 2N2. Note that mr.A/ D 2.
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Lemma 3.3. If A 2 Qn allows N2; then A2 c ! 0:
We point out that even for n D 3, the condition in Lemma 3.3 is not sufficient, as
the following example shows.
Example 3.4. Let
A D
0@C C C− − −
C C 0
1A :
ThenA2 c ! 0: But A does not allow N2, since any 3-by-3 nilpotent matrix of index
2 has rank at most 1, while mr.A/ D 2:
Suppose A 2 Qn has minimum rank 1. Then A D uvT, where u and v are n-by-1
sign patterns (with at least one nonzero entry). Note that A2 c ! 0 iff uTv c ! 0,
iff tr.A2/ c ! 0: In this case, clearly there exist real vectors u1 and v1 with sign pat-
terns u and v, respectively, such that uT1v1 D 0. Let B D u1vT1 2 Q.A/. Then B2 D
.u1v
T
1 /.u1v
T
1 / D u1.vT1 u1/vT1 D u1.uT1v1/vT1 D 0: Thus we arrive at the following
result.
Theorem 3.5. Let A 2 Qn such that mr.A/ D 1. Then A D uvT for some n-by-1
sign patterns u and v; and the following conditions on A are equivalent:
(i) A 2N2I
(ii) A2 c ! 0I
(iii) tr.A2/ c ! 0I
(iv) uTv c ! 0.
We note that nonzero 3-by-3 sign patterns in N2 have minimum rank 1, and
hence, are characterized by Theorem 3.5. However for n > 4; there are two or more
possible Jordan forms for n-by-n matrices B such that B2 D 0. Our next result can
be used to contruct real matrices of order n that satisfy B2 D 0.
Theorem 3.6. A real n-by-n matrix B satisfies B2 D 0 if and only if there exist
vectors u1; : : : ; up; v1; : : : ; vq in Rn such that ui and vj are orthogonal for all
indices 1 6 i 6 p and 1 6 j 6 q; and
B D
X
16i6p
16j6q
cij uiv
T
j ;
where the cij ’s are real scalars.
Proof. Sufficiency is clear. We now show necessity. Assume that B2 D 0. Let r D
rank B. The result is trivial if r D 0. Nowassume that r > 1: Then the Jordan form
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J of B is a direct sum of r copies of
0 1
0 0

and n− 2r copies of (0). That is, J DPrkD1 e2k−1eT2k; where ei is the ith standard
(column) vector in Rn: Let S be a nonsingular matrix in Mn.R/ with J D S−1BS.
Then
BD SJS−1
D
rX
kD1
Se2k−1eT2kS−1
D
rX
kD1
ukv
T
k ;
where uk D Se2k−1; vTk D eT2kS−1: Note that vTj ui D .eT2j S−1/.Se2i−1/ D eT2j e2i−1D 0; so that ui and vj are orthogonal, for all i and j . 
The proof of the above theorem in fact establishes the following slightly stronger
result.
Corollary 3.7. Let B be a real matrix of order n such that B2 D 0 and rank B D r .
Then
B D
X
16i6r
uiv
T
j
for some vectors u1; : : : ; ur; v1; : : : ; vr 2 Rn; where uTi vj D 0 for all i and j inf1; 2; : : : ; rg.
Example 3.8. Let u1 D .1 1 1 1/T; u2 D .1 2 3 4/T; v1 D .3 − 5 1 1/T; and v2 D
.1 − 2 1 0/T. Then uTi vj D 0 for all i; j 2 f1; 2g. By Theorem 3.6, the following
matrices are nilpotent of index 2:
u1v
T
1 − u2vT2 D
0BBB@
2 −3 0 1
1 −1 −1 1
0 1 −2 1
−1 3 −3 1
1CCCA ;
u1v
T
1 − u2vT2 C u1vT2 D
0BBB@
3 −5 1 1
2 −3 0 1
1 −1 −1 1
0 1 −2 1
1CCCA ;
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u1v
T
1 − 2u2vT2 − u1vT2 D
0BBB@
0 1 −2 1
−2 5 −4 1
−4 9 −6 1
−6 13 −8 1
1CCCA :
We now give a “stretching” result that can be used to construct sign patterns in
N2 of larger orders starting from a sign pattern in N2. A similar construction was
used in [6].
Theorem 3.9. Suppose
A D

A1 A2
A2 A4

2N2;
where A1 and A4 are square. Then for any positive integer k;
QA D
0BBB@
A1 A2 : : : A2
A3 A4 : : : A4
:::
:::
.
.
.
:::
A3 A4 : : : A4
1CCCA 2N2;
where QA has .k C 1/2 blocks.
Proof. Suppose
B D

B1 B2
B3 B4

satisfies B2 D 0, where Bi 2 Q.Ai/; i D 1; 2; 3; 4: Let
QB D
0BBBBB@
B1
1
k
B2 : : :
1
k
B2
B3
1
k
B4 : : :
1
k
B4
:::
:::
.
.
.
:::
B3
1
k
B4 : : :
1
k
B4
1CCCCCA 2 Q. QA/:
It is readily checked that QB2 D 0. Therefore, QA 2N2. 
Finally, we discuss some techniques that can be employed to construct block
upper triangular sign patterns in N2. Note that a symmetrically partitioned block
matrix of the form
B X
0 C

is nilpotent of index 2 if and only if B2 D 0; C2 D 0 and BX CXC D 0. The fol-
lowing result can be easily verified.
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Proposition 3.10. Let B and C be nilpotent matrices of index 2 with orders n1
and n2; respectively. Let p be a positive integer. Suppose u1; : : : ; up 2 Ker.B/ and
v1; : : : ; vp 2 Ker(CT). Let X D u1vT1 C    C upvTp: Then
QB D

B X
0 C

is nilpotent of index 2.
We comment that Proposition 3.10 can be used repeatedly to produce reducible
real matrics that are nilpotent of index 2.
We now turn our attention to entrywise nonzero 4-by-4 patterns that are poten-
tially nilpotent of index 2. We use Matlab programs to generate the 38 equivalence
classes (up to the operations (i)–(iv) of Lemma 2.3) of 4-by-4 entrywise nonzero sign
patterns A such that A2 is compatible with 0. We then eliminate the rank 1 cases,
which are covered by Theorem 3.5, and we eliminate the cases in which tr.A/ is not
compatible with 0. Additional patterns are eliminated using the following lemma.
Lemma 3.11. Let A be a 4-by-4 potentially nilpotent pattern of index 2. If
A D

A11 A12
A21 A22

;
where A12 and A21 are sign nonsingular 2-by-2 sign patterns, then
det A12 det A21 D C:
Proof. Suppose
B D

B11 B12
B21 B22

2 Q.A/
such that B2 D 0, and Bij 2 Q.Aij / for i and j 2 f1; 2g. Then B211 C B12B21 D 0
and hence, .det B11/2 D .−1/2 det .B12B21/ D detB12 detB21 > 0.
Since A12 and A21 are sign nonsingular, it follows that det A12 detA21 D C. 
The above lemma is used to eliminate certain patterns from the list of 38 equival-
ence classes. For example, the following pattern A is eliminated, where
A D
0BBBBBB@
C C ::: C C
− − ::: − C
. . . . . . . . . . . . . . . . . .
− − ::: − −
− C ::: − −
1CCCCCCA D

A11 A12
A21 A22

:
Here detA12 D C and detA12 D −, and it follows that det .A12A21/ D −. Hence
A =2N2.
SinceA 2N2 implies that mr.A/ D 1 or 2, we eliminated the following minimal
rank 3 sign patterns:
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A1 D
0BB@
C C C C
− C − C
C − − C
C C − −
1CCA; A2 D
0BB@
C C C C
− − C C
− C − C
− C C −
1CCA
and
A3 D
0BB@
C C C C
− − C C
− C C −
− C − C
1CCA :
These classes are determined by observing that the first three rows of each sign
pattern are sign linearly independent, that is, if 1R1 C 2R2 C 3R3 c ! 0, where
Ri is the ith row and i 2 fC;−; 0g, then 1 D 2 D 3 D 0.
By the above-mentioned techniques, we reduce the number of equivalence classes
to 27. Using various constructions with the help of Maple and Matlab, we were able
to produce real nilpotent matrices of index 2 in all of the remaining classes except
the following:0BB@
C C C C
− − − −
− − C −
− − − C
1CCA;
0BB@
C C C C
− − − −
− − C −
− − C C
1CCA;
0BB@
C C C C
− − − −
− C − C
− C − C
1CCA;
0BB@
C C C C
− − − −
C − − C
C − − C
1CCA :
We conjecture that the above four sign patterns are not inN2.
4. The 3-by-3 sign patterns that allow N
LetA 2 Q3. Then A allows nilpotence if there is a B 2 Q.A/ such that B2 D 0 or
B3 D 0. If B2 D 0 and B 2 Q.A/, then A allows N2. From Lemma 3.1, mr.A/ 6 1.
Using Theorem 3.5, it can be seen that the 3-by-3 sign patterns in N2 (up to the
operations (i)–(iv) in Lemma 2.3), are:0@C C CC C C
− − −
1A;
0@C C C− − −
0 0 0
1A;
0@C C 0− − 0
0 0 0
1A;
0@0 C C0 0 0
0 0 0
1A;
0@0 0 C0 0 0
0 0 0
1A;
0@0 0 00 0 0
0 0 0
1A:
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To find the remaining irreducible 3-by-3 potentially nilpotent patterns, we use a
qualita-tive-quantitative approach. First, we use Matlab to generate and classify the
3-by-3 irreducible sign patterns A (which may be represented as .1;−1; 0/ matrices
within Matlab) that satisfy the following conditions:
(i) A3 c ! 0I
(ii) tr.A/ c ! 0I and
(iii) tr.A2/ c ! 0.
It turns out that there are 48 such sign patterns (up to the operations (i)–(iv) of
Lemma 2.3). Next, for each A with the above properties, we determine (by solving a
system of polynomial equations for a positive solution, via manual computations or
Maple) if there is a real matrix X inQ.A/ that is nilpotent. Without loss of generality,
performing suitable scalar mutiplication and diagonal similarity on X if necessary, we
may assume that a number of entries in X (the nonzero entries in the first column, for
example) are equal to 1. We let the remaining nonzero entries be positive variables
or negations of positive variables, and we search for a positive solution (using Maple
and manual computations) for a system of polynomial equations equivalent to the
system polynomial equations obtained from X3 D 0. When no positive solution can
be found, we analyze the pattern further to insure that there is no positive solution.
We illustrate the techniques described above with the following sign pattern:
A D
0@C C 0− − −
− C C
1A :
We let
X D
0@ 1 b 0−1 −1− e −f
−1 h e
1A 2 Q.A/;
where b; e; f; h > 0. Then
X2 D
0@ 1− b −be −bfe C f −b C 1C 2eC e2 − f h f
−1− h− e −b − h −fhC e2
1A ;
tr.X2/D2C 2e C 2e2 − 2b − 2fh;
and
det XDeb C f b C fh− e − e2:
Since tr.X/ D 0, it can be seen that the 3-by-3 matrix X is nilpotent iff
detX D 0;
tr.X2/ D 0:
or equivalently,
.f C e/b C fh D eC e2;
b C f h D 1C e C e2:
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Clearly, the system is inconsistent if and only if f C e D 1. When the system is
consistent, by solving the system as linear equations in B and h, we get the complete
solution set to be
b D −1−1C e C f ; h D
f C f e C f e2 C e3
f .−1C e C f // ; f D f; e D e

:
Then bh < 0 since f > 0 and e > 0, a contradiction.
Therefore,
A D
0@C C 0− − −
− C C
1A =2N:
A similar argument shows that0@C C 0− − −
0 C C
1A =2N:
Different arguments are used to show that the following patterns do not allow
nilpotence:0@C C C− − C
0 − C
1A and
0@C C C− − C
− C −
1A :
We include the analysis for the first pattern only. Let
X D
0@ 1 b c−1 −e− 1 f
0 −1 e
1A
so that
X2 D
0@1− b −be− c c C bf C cee −b C 1C e C e2 − f −c − f
1 1 −f C e2
1A :
Then we solve the system
det X D 0;
tr.X2/ D 0;
that is,−e − e2 C f C beC c D 0;
2.1C e C e2 − f − b/ D 0;
whose solution set is given by
ff D f; b D 1C e2 C e − f; e D e; c D −f − e3 C ef g:
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Suppose the system has a positive solution. To get
c D −f − e3 C ef D .e − 1/f − e3 > 0;
we must have e > 1, and f > e3=.e − 1/. Now,
b D 1C e2 C e − f < 1C e2 C e − e
3
e − 1 D
−1
e − 1 < 0;
which contradicts the assumption that b > 0. Consequently, the system does not have
a positive solution, and we conclude that this sign pattern matrix does not allow
nilpotence.
For all other 3-by-3 irreducible sign patterns satisfying the above conditions (i)–
(iii), we were able to construct nilpotent matrices in their sign pattern classes. Thus
we arrive at the following theorem.
Theorem 4.1. Let A be an irreducible 3-by-3 sign pattern matrix that satisfies the
necessary conditions stated in Lemma 2.4. Then A 2N if and only if A is not
equivalent to one of the following:0@C C 0− − −
− C C
1A;
0@C C 0− − −
0 C C
1A;
0@C C C− − C
0 − C
1A;
0@C C C− − C
− C −
1A:
We note that in the recent thesis [3], the 3-by-3 potentially nilpotent patterns are
discussed using a case-by-case graph theoretic approach. However, no effective char-
acterization is provided and it is not clear that all the cases are considered.
5. Cr -cockades
Lundgren and Maybee [8] introduce directed cockades and prove some interesting
results about such digraphs. In [7], the authors define Cr -cockades and show how to
construct them. An important fact that is easy to verify from the discussion in [7]
is that every simple cycle of a directed Cr -cockade has length r. Call a sign pattern
matrix A a Cr -cockade pattern if D.A/ is a Cr -cockade. Since every simple cycle
in A has length r, it follows that every composite cycle γ is a product of simple
cycles of length r. Consequently, every cycle γ in A has length ‘.γ / D mr , where m
is a positive integer, and it follows that gcdf‘.γ / j γ is a cycle inAg D r . In [4], these
patterns are called strictly r-cyclic sign pattern matrices. We begin our discussion of
Cr -cockades with C2-cockades.
Example 5.1. Every tree, regarded as a directed graph (in which there is an arc from
i to j iff there is an arc from j to i), is a C2-cockade. Conversely, every C2-cockade
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gives rise to a tree by replacing the arcs between i and j with an edge between i and
j.
Our interest is in certain sign patterns called TSP (tree sign pattern matrices), see
[5]. If A is an n-by-n TSP matrix, then the diameter d.A/ of its undirected graph
G.A/ is the length of a longest (simple) path in G.A/.
Theorem 5.2. If an n-by-n TSP matrix A allows nilpotence of index k; then
k > d.A/C 1:
Proof. Let d D d.A/. Let i1i2    id idC1 be a simple path inG.A/ of length d. Then
D.A/ has a unique directed walk i1i2    id idC1 of length d from i1 to idC1. It follows
that .Ad/i1idC1 D ai1i2ai1i2    aid idC1 =D 0. Hence Ad nc ! 0. Thus Bd =D 0 for every
B 2 Q.A/. However, A allows n of index k implies that there is some B 2 Q.A/
such that Bk D 0, and it follows that k > d C 1. 
A TSP matrix is called a star if its directed graph D(A) consists of n− 1 simple
2-cycles that have a common vertex. Yeh [9] characterizes TSP star matrices in N,
and 7-by-7 tridiagonal TSP matrices with 0-diagonal entries that allow N. Note that
if A is an n-by-n tridiagonal TSP matrix with 0 diagonal entries, and n is even,
then A requires nonsingularity (see [5]), and hence, A is not potentially nilpotent.
In general, for odd n, it is not known which n-by-n tridiagonal TSP matrices with
0 diagonal entries allow nilpotence. The following theorem can be used to identify
certain tridiagonal TSP matrices that do not allow nilpotence.
Theorem 5.3. Let n be odd; and let A 2 Qn be an irreducible tridiagonal TSP mat-
rix with 0 diagonal entries. ThenAn nc ! 0 if and only if there are at least .nC 1/=2
consecutive 2-cycles of the same sign at one end of the bi-directional pathD.A/.
Proof. Assume that An nc ! 0. Then there is some .An/ij D C .or−/. We note that
if j > i and j − i is even, then .An/ij D 0 since there is no odd walk from i to j of
length n in D.A/. Consequently, we may assume j − i > 0 is odd. Further, we can
use the 2-cycle  D .i; i C 1/; .i C 1; i/ repeated m D .n− .j − i//=2 times, along
with the directed walk Wij D .i; i C 1/; .i C 1; i C 2/; : : : ; .j − 1; j/ to obtain a
directed walk of length n in D.A/. Similarly, any 2-cycle with one arc in Wij can
be combined with  used m− 1 times along with the walk Wij to obtain a walk
of length n from i to j. Since all these walks from i to j of length n have the same
sign, we conclude that the j − i 2-cycles with one arc in Wij are of the same sign.
Call a 2-cycle γ D .p; p C 1/; .p C 1; p/ an out-cycle of the walk Wij if p > j or
p C 1 6 i. Then there are .n− j/ distinct right out-cycles (involving vertices > j )
to the right of vertex j, and .i − 1/ distinct left out-cycles to the left of vertex i. Since
certain out-cycles can be combined with Wij to form walks from i to j of length
n, and all such walks have the same sign, it can be seen that if 0 6 i − p 6 m or
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0 6 p C 1− j 6 m, then γ D .p; p C 1/; .p C 1; p/ has the same sign as . Notice
that since m D .n− j C i/=2, we must have either i − 1 6 m or n− j 6 m. Oth-
erwise, .i − 1/C .n− j/ > 2m, or .n− j C i − 1/=2 > m; a contradiction. Thus
either all the left out-cycles are of the same sign as , or all the right out-cycles are
of the same sign as . Since these two cases are similar, we may assume that all
the left out-cycles are of the same sign as . It follws that all the 2-cycles of the
form .p; p C 1/; .p C 1; p/, where 1 6 p 6 mC j − 1; are of the same sign as
. Clearly, mC j − 1 D .nC j C i − 2/=2 > .nC 1/=2. Hence, there are at least
.nC 1/=2 consecutive 2-cyles of the same sign at one end ofD.A/.
To show the converse, assume that there are at least .nC 1/=2 consecutive 2-
cycles of the same sign at one end of the bi-directional path D.A/. We may assume
that this occurs at the left end (containing the vertex 1). Then it can be seen that
.An/12 D C or −. Hence, An nc ! 0. 
Example 5.4. Several cases of the 7-by-7 tridiagonal TSP matrices with 0 diagonal
entries discussed in [9] that are not potentially nilpotent can be readily determined
by Theorem 5.3. Using the notation in [9], these matrices are denoted by
A D tridiagT.a12; a23; : : : ; an−1;n/; .a21; a32; : : : ; an;n−1/U
D .a1; a2; : : : ; an−1/;
where
aiC1;i D C and ai D ai;iC1; i D 1; : : : ; n− 1:
Let
A1D.C;C;C;C;C;C/;
A2D.C;C;C;C;C;−/;
A3D.C;C;C;C;−;C/;
A4D.C;C;C;C;−;−/;
A5D.C;−;−;−;−;−/:
Then
A1;A2;A3;A4 and  A5 =2N:
We now give a general result for any TSP matrix with 0 diagonal entries.
Theorem 5.5. If A is a TSP matrix of order n with 0-diagonal entries; and all 2-
cycles between vertices whose distances to a fixed vertex are less than or equal to
.nC 1/=2 are positive; then A =2N.
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Proof. Without loss of generality; assume vertex 1 is the fixed vertex. First assume
n is even. Then .An/11 D C, since no walk of length n from 1 to 1 can go to a vertex
whose distance to 1 is greater than n=2. Hence A =2N.
Now assume n is odd. Let i be a vertex with a1i =D 0. Then every walk from 1 to i
consists of the arc (1, i) and .n− 1/=2 2-cycles between vertices whose distances to
1 are at most .nC 1/=2. Thus .An/1i D a1i =D 0. It follows that A =2N. 
If A is an n-by-nC2-cockade, then all the cycle lengths in A are multiples of 2. As
discussed in [5], A is a bipartite matrix that is permutationally similar to a matrix of
the form
0 A1
A2 0

;
called the block cyclic form of A (see [7]), where the diagonal blocks are square.
Since permutational similarity preserves nilpotence, we may assume, without loss of
generality, that A is in block cyclic form. Recall that if A is potentially nilpotent, then
Ak is potentially nilpotent for every positive integer k. Consequently powers of the
block cyclic form of A can be used to identify TSP matrices that are not potentially
nilpotent.
Example 5.6. Let
A D
0BBBBBBBB@
0 0
::: C 0 0
0 0
::: C − C
. . . . . . . . . . . . . . . . . . . . . . .
C C ::: 0 0 0
0 C ::: 0 0 0
0 C ::: 0 0 0
1CCCCCCCCA
:
Then
A2 D
0BBBBBBBB@
C C ::: 0 0 0
C # ::: 0 0 0
. . . . . . . . . . . . . . . . . . . . . . .
0 0
::: C − C
0 0
::: C − C
0 0
::: C − C
1CCCCCCCCA
:
Since the upper-left block is not potentially nilpotent, A is not potentially nilpotent.
Theorem 5.7. Let A be an n-by-n Cr -cockade pattern such that n < 2r . Then A is
potentially nilpotent if and only if A satisfies the cycle conditions.
Proof. Let A be a Cr -cockade such that n < 2r . Then for B 2 Q.A/, the character-
istic polynomial of B is given by
PB.x/ D xn C .−1/rEr.B/xn−r :
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Clearly, all the eigenvalues of B are zero iff Er.B/ D 0. Since Er.B/ is .−1/r−1
times the sum of all r-cycles, it follows that there exists a B 2 Q.A/ withEr.B/ D 0
if and only if B (therefore, A) has oppositely signed r-cycles.
Example 5.8. Let
A D
0B@
0 C 0 C
0 0 C 0
C 0 0 0
0 0 − 0
1CA and B D
0B@
0 1 0 1
0 0 1 0
1 0 0 0
0 0 −1 0
1CA :
Then B4 D 0.
Here A is a 4-by-4 C3-cockade with oppositely signed 3-cycles a12a23a31 D C
and a14a43a31 D −:
We note that if A is aCr -cockade, then, without loss of generality, we may assume
that A is in the block cyclic form
A D
0BBBB@
0 A1
0 0 A2
.
.
.
Ar−1
Ar 0 : : : 0
1CCCCA
and
Ar D
0BBBBB@
.A1A2   Ar/
.A2   ArA1/
.
.
.
.ArA1   Ar−1/
1CCCCCA
Further, if A is potentially nilpotent, then Ar is potentially nilpotent. However, Ar
is potentially nilpotent does not imply A is potentially nilpotent, as the following
example shows.
Example 5.9. Let
A D
0BBBBBBBBBBBBBB@
0 0
::: 0 0 − ::: 0 0
0 0
::: − − − ::: 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0
::: 0 0 0
::: 0 C
0 0
::: 0 0 0
::: 0 C
0 0
::: 0 0 0
::: C C
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
− 0 ::: 0 0 0 ::: 0 0
0 C ::: 0 0 0 ::: 0 0
1CCCCCCCCCCCCCCA
D
 0 A1 0
0 0 A2
A3 0 0
!
:
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Then
A3 D
 
A1A2A3 0 0
0 A2A3A1 0
0 0 A3A1A2
!
;
where the diagonal blocks are:C −
C −

;
 − − −
− − −
− − #
!
and
C C
− −

:
Thus the generalized sign pattern A3 is potentially nilpotent. However, A is not po-
tentially nilpotent, since A does not satisfy the cycle conditions. Indeed, E6.A/ D
a15a56a61.a23a37a72 C a24a47a72/ D .C/  .−/ D −.
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