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Abstract
A%ne (wavelet) frames related with subdivision scheme provide tools for building curves and surfaces in
CAGD/CAM. At (rst we show that scaling (lters can be parameterized by decomposed elementary matrices
with the form Im−P+Pz−k , where k is a nonnegative integer, and P is a one rank constant-valued idempotent
matrix P2 = Im (Theorem 2.2). Then we use the method to construct m band a%ne (wavelet) frames with
the given scaling (lter and the dual frames. General solutions for a%ne (wavelet) frames and its dual a%ne
(wavelet) frames are obtained with pre-assigned scaling (lter (Theorems 3.5 and 3.6). At last a design example
is given.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let m¿ 2 be an integer. A Laurent polynomial with real coe%cients is said to be a pre-scaling
#lter if it cannot be divided by (z−m−z0); z0 = 0. Furthermore if the pre-scaling (lter H (z) satis(es
H (1) = 1; H (Ws) = 0; 16 s6m− 1;
where W =exp(−2
i=m) is the mth unit primitive root, then we call H (z) an m band scaling #lter.
Scaling (lters are closely related to scaling functions in multiresolution analysis which are e%-
ciently used to mesh representation in computer geometric modelling [11] recently. For the construc-
tion of wavelets and for a%ne (wavelet) frames refer to [2,4,5,9,18] and to [1,3,14,17], respectively.
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In this paper, we are interested in the construction of m band a%ne (wavelet) frames with a given
scaling (lter.
A family of functions {mj=2 l(mjx − k): 16 l6m − 1; j; k ∈Z} ⊂ L2(R) is called an m band
a3ne (wavelet) frames if there exist constant A and B such that
A‖f‖26
m−1∑
l=1
∑
j; k∈Z
|〈f;mj=2 l(mj · −k)〉|26B‖f‖2; ∀f∈L2(R);
where constants A; B are called the bounds of the m band a%ne (wavelet) frames, 〈; 〉 and ‖ · ‖
denote the inner product and the norm in L2(R), respectively.
The construction of m band a%ne (wavelet) frames based on a given scaling (lter H (z) can be
translated into (nding m − 1 Laurent polynomial (lters G1(z); : : : ; Gm−1 with real coe%cients such
that the Alias matrix de(ned by
H(z) =


H (z) G1(z) · · · Gm−1(z)
H (zW ) G1(zW ) · · · Gm−1(zW )
...
...
. . .
...
H (zWm−1) G1(zWm−1) · · · Gm−1(zWm−1)

 (1.1)
to be a unimodular, i.e., detH(z) = cz−k holds for a nonzero constant c and an integer k, and
eT1H(1) = e1; H(1)e1 = e1; (1.2)
where e1 ∈Rm is the unit vector with the (rst entry one and others zero. Hereafter MT denotes the
transpose of the matrix or vector M . Condition (1.2) ensures that matrix Hd(z) = HH(z−1)−T is an
Alias matrix and we call it the dual Alias matrix of H(z), where HH(z) is the complex coe%cient
conjugate matrix of H(z). In fact it has the following form:
Hd(z) =


H˜ (z) G˜1(z) · · · G˜m−1(z)
H˜ (zW ) G˜1(zW ) · · · G˜m−1(zW )
...
...
. . .
...
H˜ (zWm−1) G˜1(zWm−1) · · · G˜m−1(zWm−1)


;
where H˜ (z), G˜i(z); 16 i6m− 1 are real coe%cients Laurent polynomials satisfying
H˜ (1) = 1; H˜ (Ws) = 0 (16 s6m− 1);
G˜i(1) = 0; 16 i6m− 1:
Therefore, H˜ (z) is also a scaling (lter, we call it the dual scaling #lter for H (z). Obviously scaling
(lter H˜ (z) is the dual of scaling (lter if and only if
m−1∑
l=0
H (zW l)H˜ (z−1W−l) = 1: (1.3)
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By the de(nition we know that H(z) HHd(z−1)T=Im, where Im is the m square unit matrix, so (lters
{H (z); Gi(z); 16 i6m−1} and {H˜ (z); G˜i(z); 16 i6m−1} are perfect reconstruction #lter banks.
For the discussion on (lter bank and the relation with wavelets, please refer to [8,12,19,20,22,23].
Similar to the construction on m band wavelets based upon multiresolution, de(ne {’; ’˜;  l;  ˜ l; 16
l6m− 1} ⊂ L2(R) by the following relationships:
’ˆ(!) = H (exp(−!=m))’ˆ(!=m); ˆ˜’(!) = H˜ (exp(−!=m)) ˆ˜’(!=m)
and
 ˆ l(!) = Gl(exp(−!=m))’ˆ(!=m); ˆ˜ l(!) = G˜l(exp(−!=m)) ˆ˜’(!=m);
respectively, then ’ˆ(0) = ’˜(0) = 1 and  l;  ˜ l have at least one-order vanishing moments∫
 l(x) dx =
∫
 ˜ l(x) dx = 0; 16 l6m− 1
and {mj=2 l(mj ·−k): 16 l6m−1; j; k ∈Z} is an m band a%ne (wavelet) frames, and {mj=2 l(mj ·
−k): 16 l6m− 1; j; k ∈Z} is dual a%ne (wavelet) frames in the following sense:
f =
m−1∑
l=1
∑
j; k∈Z
mj〈f;  ˜ l(mj · −k)〉 l(mj · −k); ∀f∈L2(R):
We focus on deriving a%ne (wavelet) frames from a given scaling (lter. To reach the end, we
study parameterizations of the scaling (lter at (rst, then expand the scaling (lter into an Alias
matrices, at last give the general solution for the construction of a%ne (wavelet) frames. The para-
metric form and matrix extension used in this paper are very elementary and diNerent from those in
[6,7,10,12,13,15,16,21]. The elementary matrices derived in this paper are Im − P + Pz−k in formal,
where k is a nonnegative integer, P2 = P, and the rank r(P) of P is at most one. We denote the
set of all such matrices by E, i.e.,
E := {Im − P + Pz−k : k ∈Z; k¿ 0; P2 = P and r(P)6 1}:
Clearly there is the following
Proposition 1.1. Let E(z) = Im − P + Pz−k ∈E. Then
(i) E(1) = Im,
(ii) E(z)T ∈E,
(iii) E(z) = (Im − P + Pz−1)k ,
(iv) E(z) = Im − uvT + uvTz−k , where u; v∈Rm satisfying uTv= 1,
(v) det E(z) = z−k ,
(vi) E(z)−1 = Im − P + Pzk ,
(vii) E(z) = O−1diag(z−k ; Im−1)O for some orthogonal matrix O.
Hence matrices in E are simple structural and easily invertible.
The paper is organized as follows. At (rst we consider parameterizations of pre-scaling (lters and
scaling (lters (Section 2). Then consider general construction solution for a%ne (wavelet) frames
based upon parameterization of scaling (lters in Section 3. At last a design example is given in
Section 4.
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2. Parameterization of scaling lters
For a given pre-scaling (lter H (z), we write it into polyphase representation:
H (z) =
m−1∑
s=0
z−sHs(zm)
= (1; z−1; : : : ; z−m+1)(H0(zm); H1(zm); : : : ; Hm−1(zm))T
:=
1
m
(1; z−1; : : : ; z−m+1)!(zm): (2.4)
Then the entries of Laurent polynomial vector !(z) are coprime. Write
!(z) = z−k(!0 + !1z−1 + · · ·+ !g−1z−g+1); (2.5)
where k is an integer, g is the length of !(z), and {!i; 06 i6 g− 1} ⊂ Rm. At (rst we have
Lemma 2.2. The pre-scaling #lter H (z) with polyphase vector !(z) can be factorized as
H (z) =
1
m
z−km(1; z−1; : : : ; z−m+1)V1(zm)V2(zm) · · ·Vd(zm)!(1); (2.6)
where d6 2g− 2, {Vi(z); 16 i6d} ⊂ E.
Proof. By (2.4), it is equivalent to showing that !(z) can be factorized into
!(z) = z−kV1(z)V2(z) · · ·Vd(z)!(1): (2.7)
Without loss of generality, we assume that k = 0
!(z) = !0 + !1z−1 + · · ·+ !g−1z−g+1
for some real vectors !i ∈Rm (i = 0; 1; : : : ; g− 1), with !0; !g−1 = 0.
If g= 1, there are nothing to do. Now we assume g¿ 2. We aim at factorizing !(z) as product
of an elementary matrix and a Laurent polynomial vector with length less than !(z). To this aim,
we consider two cases:
Case 1: !0 and !g−1 are independent vectors. There exist a vector
u1 ∈L(!0; !g−1) := span{!0; !g−1} ⊂ Rm
such that !Tg−1u1 = 1 and !T0u1 = 0. Let P1 = !g−1uT1 . Then P1 is an idempotent matrix with rank
one, and P1!0 = 0; P1!g−1 = !g−1. De(ne an elementary matrix by V1(z) = Im − P1 + P1z−1 and let
!˜(z) = V1(z−1)!(z). Then,
!˜(z) = (!0 + (uT1!1)!g−1) + · · ·+ ((1− (uT1!g−1))!g−1 + !g−2)z−g+2:
Due to the coprimeness of the entries of !(z), the entries of !˜(z) are also coprime, and the length
of !˜(z) is at most g− 1.
Case 2: !0 and !g−1 are dependent vectors. Because of the coprimeness of the entries of !(z),
we have
!(z) = q(z)!0 + !sz−s + · · ·+ !g−1z−g+1;
Z. Zhang, D. Huang / Journal of Computational and Applied Mathematics 163 (2004) 333–342 337
where q(z) is a scalar polynomial q(z) = 1+ c1z−1 + · · ·+ cs−1z−s+1, !s (16 s6 g− 2) is a vector
independent of !g−1.
Then there exist a vector v1 ∈L(!0; !s) such that !Ts v1 = 1, and !T0 v1 = 0. Let Q1 = !svT1 . Then Q1
is an idempotent matrix with rank one. De(ne elementary matrix U1(z) = Im − P1 + P1z−s. Let
((z) = U1(z−1)!(z):
Then the components of ((z) are also coprime. Moreover
((z) = (!0 + !s) + · · ·+ !g−1z−g+1
which means that the length of ((z) is also g, but vectors !0 + !s and !g−1 are independent now.
By the result of case 1, there exist an elementary matrix V1(z) such that the length of vector
!˜(z) = V1(z−1)((z) = V1(z−1)U1(z−1)!(z) is at most g− 1 and components of !˜(z) are coprime.
Proceeding as above at most g − 1 times, there are d (d6 2g − 2) elementary matrices Vi(z);
16 i6d, such that
Vd(z−1) · · · v2(z−1)V1(z−1)!(z) = );
where ) is constant vector. Now taking z = 1 in the above equation and by the fact Vi(1) = 1, we
get )=!(1) and using the fact Vi(z)−1 =Vi(z−1); 16 i6d, we conclude that (2.7) holds, the proof
is completed.
Remark 1. By the above procedure we see that elementary matrices in (2.2) are V (z) = Im − uvT +
uvTz−k in formal, where u∈L(!i; 16 i6 g− 1), and v∈L(!i; 06 i6 g− 1). If there is a vector
*∈Rm such that !(z)T* ≡ c = 0, then * ⊥ L(!i; 16 i6 g − 1). This leads to elementary matrices
in Lemma 2.2 satisfying Vi(z)T*= *; 16 i6d.
For the scaling (lter H (z), by the fact H (1)= 1 and H (Ws)= 0; 16 s6m− 1 and Lemma 2.2,
we have
Theorem 2.3. The scaling #lter H (z) can be factorized as
H (z) =
1
m
z−km(1; z−1; : : : ; z−m+1)V1(zm)V2(zm) · · ·Vd(zm)+; (2.8)
where k; d are integers, Vi(z); 16 i6d, are elementary matrices, += (1; 1; : : : ; 1)T ∈Rm.
Remark 2. If Ui(z); 16 i6d′ are elementary matrices satisfying Ui(z)+ = +, then (2.3) can be
written as
H (z) =
1
m
z−km(1; z−1; : : : ; z−m+1)V1(zm) · · ·Vd(zm)U1(zm) · · ·Ud′(zm)+:
So the parameterization of scaling (lter is not unique.
Correspond to the scaling (lter H (z) in (2.8), de(ne
H˜ (z) =
1
m
z−km(1; z−1; : : : ; z−m+1)Vd(zm)TVd−1(zm)T · · ·V1(zm)T+:
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By (1.3), it can be veri(ed that H˜ (z) is a dual scaling (lter of H (z) with minimal length. In general
we have
Theorem 2.4. All of dual scaling #lter of scaling #lter H (z) having parameterizations (2.8) can
be parameterized into
H d(z) =
1
m
z−km(1; z−1; : : : ; z−m+1)Vd(zm)T · · ·V1(zm)TUd′(zm)T · · ·U1(zm)T+; (2.9)
where Ui(z)∈E; 16 i6d′, are elementary matrices satisfying Ui(z)+= +.
Proof. It is easy to see that (lter de(ned by (2.9) is a dual scaling (lter of H (z).
Conversely, for a given H d(z) which is a dual scaling (lter of H (z), we prove it can be written
as (2.9). Let
H˜ (z) =
1
m
(1; z−1; : : : ; z−m+1)+
and let (1=m)((z) be the polyphase vector from H d(z)
H d(z) =
1
m
(1; z−1; : : : ; z−m+1)((zm): (2.10)
De(ne
H˜ d(z) =
1
m
(1; z−1; : : : ; z−m+1)V1(z−m)T · · ·Vd(z−m)T((zm)
:=
1
m
(1; z−1; : : : ; z−m+1)(˜(zm): (2.11)
Then it can be checked by computation that H˜ d(z) is the dual scaling (lter of H˜ (z). Therefore
(˜(1)=+, +T(˜(z)=m. By Lemma 2.2 and Remark 1, there exist elementary matrices Ui(z); 16 i6d′,
satisfying Ui(z)T+= + such that
(˜(z) = Ud′(z) · · ·U2(z)U1(z)+:
Together with (2.10) and (2.11), we conclude that H d(z) can be written as in (2.9).
3. Construction of a#ne frames
To get a%ne frames from scaling (lter H (z), it is su%cient to (nd (lters Gi(z); 16 i6m − 1
such that their Alias matrix H(z) de(ned by (1.1) is unimodular and satisfy
eT1H(1) = e
T
1 ; H(1)e1 = e1 (3.12)
In the case that H (z) has the form (2.8), we have the following
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Theorem 3.5. If the scaling #lter has parameterization form (2.8), the general solution for #lters
Gi(z); 16 i6m− 1, of the derived a3ne frames can be factorized into
(G1(z); G2(z); : : : Gm−1(z))
=
1
m
z−km(1; z−1; : : : ; z−m+1)V1(zm)V2(zm) · · ·Vd(zm)
(
(0(zm) + +T0U (z
m)
−U (zm)
)
; (3.13)
where +0 = (1; 1 : : : ; 1)T ∈Rm−1, (0(z) is a 1× (m− 1) matrix satisfying (0(1) = 0, and U (z) is an
(m− 1)× (m− 1) unimodular matrix.
Proof. At (rst we consider (lters de(ned by (3.13). Then the Alias matrix H(z) of H (z) and
Gi(z); 16 i6m− 1 is
H(z) =
1
m
z−km,(z)V1(zm)V2(zm) · · ·Vd(zm)
(
1 +T0
+0 −Im−1
)(
1 (0(zm)T
0 −U (zm)
)
;
where ,(z) = (W−ij)06i; j6m−1diag(1; z−1; : : : ; z−m+1).
Since Vi(z); 16 i6d, are elementary matrices and U (z) is an (m− 1)× (m− 1) unimodular by
the assumption, H(z) is unimodular, and
H(1) = ,(1)
(
1 +T0U (1)
+0 −U (1)
)
which satisfy (3.12). Therefore, Gi(z); 16 i6m− 1, are (lters of an a%ne frames.
Conversely, assume there is an a%ne frame with (lters Gi(z); 16 i6m − 1, which is derived
from scaling (lter H (z) de(ned by (2.8). We show that (lters Gi(z); 16 i6m− 1, can be written
as (3.12). Let (1=m)PG(z) be the polyphase matrix of Gi(z); 16 i6m− 1.
(G1(z); G2(z); : : : ; Gm−1(z)) =
1
m
(1; z−1; : : : ; z−m+1)PG(zm): (3.14)
Let H˜ (z) = 1m (1; z
−1; : : : ; z−m+1)+. De(ne G˜i(z); 16 i6m− 1, by
(G˜1(z); G˜2(z); : : : ; G˜m−1(z))
=
1
m
zkm(1; z−1; : : : ; z−m+1)Vd(z−m); : : : ; V2(z−m); V1(z−m)PG(zm): (3.15)
Then the Alias matrix Hc(z) of (lters H˜ (z); G˜i(z); 16 i6m− 1 is
Hc(z) = zkm,(z)Vd(z−m) · · ·V2(z−m)V1(z−m),(z)−1H(z);
where H(z) is the Alias matrix of H (z); Gi(z); 16 i6m − 1. So Hc(z) is also unimodular and
satisfy eT1H
c(1) = eT1 ; H
c(1)e1 = e1.
Therefore, there exist an (m − 1) × (m − 1) unimodular matrix U (z) and an (m − 1) × 1 matrix
(0(z) satisfying (0(1) = 0 such that
Hc(z) =
1
m
,(z)
(
1 +T0
+0 −Im−1
)(
1 (0(zm)T
0 −U (zm)
)
;
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so we have
(G˜1(z); G˜2(z); : : : ; G˜m−1(z)) =
1
m
(1; z−1; : : : ; z−m+1)
(
(0(zm)T + +T0U (z
m)
−U (zm)
)
: (3.16)
Eq. (3.16) together with (3.15) yields
PG(z) = V1(z)V2(z) · · ·Vd(z)
(
(0(zm)T + +T0U (z
m)
−U (zm)
)
and by (3.14) we get (3.13), the proof is completed.
As for the construction of the dual a%ne frames, by the relationship between Alias matrix and its
dual Alias matrix Hd(z) = HH(z−1)−T, accordingly we have
Theorem 3.6. For a given scaling #lter (2.8) and a3ne frames with #lters by (3.13), the dual
scaling #lter H d(z) and #lters Gdi (z); 16 i6m − 1, of the dual a3ne frames can be constructed
by
(H d(z); Gd1(z); : : : ; G
d
m−1(z))
=
1
m
(1; z−1; : : : ; z−m+1)Vd(zm)T · · ·V2(zm)TV1(zm)T (((zm); Y (zm)) ; (3.17)
where
((z) = +−
(
+T0
+0+T0 − mIm−1
)
U (z−1)−T(0(z−1)T; (3.18)
Y (z) is a m× (m− 1) Laurent polynomial matrix
Y (z) =
(
+T0U (z
−1)−T
(+0+T0 − mIm−1)U (z−1)−T
)
: (3.19)
Remark 3. If we take (0(z)=0 and U (z) ≡ U as a nonsingular constant-valued matrix in Theorems
3.5 and 3.6, then all (lters Gi(z); 16 i6m − 1 of a%ne frames and Gdi (z); 16 i6m − 1 of dual
a%ne frames have the same length as the scaling (lter H (z). So the length of (lters of a%ne frames
and dual a%ne frames in this case are of minimal length.
4. An example
Consider in the case scale m= 3. The scaling (lter
H (z) =−4 + 2z−1 + 5z−2 + 6z−3 − z−4 − 5z−5
of a scaling function ’ can be factorized into the form (2.8)
H (z) = 13 (1; z
−1; z−2)(I − u1vt1 + u1vt1z−3)(I − u2vt2 + u2vt2z−3)+;
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where v1=(1;−1; 1)T, v2=(2; 1; 1)T and u1=(1;−1;−1)T, u2=(1; 0; 1)T. Then by (2.9), the minimal
length dual scaling (lter can be chosen as follows:
H d(z) = 13 (1; z
−1; z−2)(I3 − v1ut1 + v1ut1z−3)(I3 − u2vt2 + u2vt2z−3)+
=−1 + z−1 − z−2 + 2z−3 + 2z5:
Now take (0(z) = 0,
U (z) =
(
1−
√
3 −
√
3
1 +
√
3
√
3
)
in (3.13). Then ((z) = + by (3.18), and
Y (z) =


−1 0
1 +
√
3
2
−√3
2
1−√3
2
√
3
2


by (3.19). From (3.13) and (3.17) we get the (lters of a%ne frames
G1(z) = (1−
√
3)(2− z−1 − 3z−2 + (
√
3− 1)z−3 + 2z−4 + (1−
√
3)z−5);
G2(z) =
√
3(−2 + z−1 + 3z−2 + 2z−3 − 2z−4 − 2z−5)
and (lters of dual a%ne frames
Gd1(z) =−5 +
√
3 +
1 +
√
3
2
z−1 +
−7 +√3
2
z−2 + (4−
√
3)z−3 + (4−
√
3)z−5;
Gd2(z) =
√
3(−1− 12 z−1 − 12 z−2 + z−3 + z−5):
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