Introduction t o Nonlinear Differential Equations in Phase Space

Phase space, phase flows and Liouville's Theorem
Formally (under conditions discussed by Arnol'd) we can write
X ( t ) = U,X(O)
Consider a system of differential equations in the form i i = f ; ( x , , x2, . * . , x,, i )
where U, is the time-evolution operator that generates the streamline defined by X ( t ) , starting from an initial state X(0). These time-translations U, form a group with group combination law = U,, * U,, and identity U, whenever the transformations are defined for all times [I, 21. Mathewhere i = 1 to n and A is a control parameter. Since t does not appear explicitly in the right-hand side the system is called autonomous. We will assume here that solutions exist in the form where the n constants x,(O) are to be specified as initial data. matically, U, is an integral operator (infinite order differential operator), and is typically nonlinear in the initial data x,(O).
. . .
We that the f ' are at least Once continuously differ-Exercise: Construct the time evolution operator for the simentiable and that the functions t, hi can be differentiated both ple harmonic oscillator, with respect to t and the initial data x,(O). 
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(1.9)
so that U, = elL('). L(0) is called the infinitesimal generator of the group.
The idea of a flow in phase space is useful for formulating the propagation of uncertainty in initial data. Consider a small volume element, a hypercube sQ(t) = 6x,(t)dx2 (t) . . . hx,(t).
(1.10) Finite volume elements can be obtained via integration over some finite region. At t = 0, SQ(0) represents, e.g., the uncertainty that is always present in our knowledge of the initial data X ( 0 ) of an observed system. Every Point in sa(o> can be Physica Scripta T20 regarded as a possible initial condition, and as t increases, each point traces a curve which is generated by the appli-SQ(0) evolves uniquely into a new point X(t) in the volume phase space with end-sections SQ(0) and 6!2(t). Clearly, we implicitly assume that our flow is like that of two ideal fluids which d o not shear against each other, creating vortices and Applying the chain rule, we obtain cation of U,. Each point X ( 0 ) in the initial volume element d [x, ( t ) possibly turbulence: the points in &2(t) represent some ideal fluid A and the rest of the points in phase space represent an ideal fluid B. In general, both the shape and volume of 6Q will change during the motion. In order to investigate how the volume changes, it is useful to introduce the Jacobian J(t), V . V = 1-
is the divergence of the phase space velocity vector V ( t ) , so that where J(t) is the Jacobi determinant, with entries
Hence, the rate of change of phase-volume, which represents written symbolically as the rate of spread (or contraction) of our initial ignorance, is determined by the distribution of sources and sinks of V(t). J(t) = (1.13)
We can now give a general definition of conservative and dissipative dynamical systems. A conservative system, we take quite generally to be defined by V * V = 0 everywhere, so that lJ(t)l = lJ(0)I = 1, which is Liouville's Theorem [3] . A Hamiltonian system is a special case of a conservative ax,([), ' ' 
The object is to study the time evolution given by (, 1.14) system where
To obtain dJldt, one differentiates, e.g., row by row:
To go further, we need to use the chain rule for Jacobians: if, e.g., -Y = a(u, U ) , , I ' = b(u, U ) , U = g(t, s), U = h(t, s), then (1.16) so long as all Jacobians are finite. Setting t = .Y and s = J yields the inverse relation
Phystcci Scripru T20 ( I .23) but our definition extends naturally to include area-preserving discrete maps where no Hamiltonian can be defined.
In a dissipative system, V * V # 0 and consequently ~J(t)l # 1.
Note that V Vcan be evaluated directly from the equations of motion, so that no knowledge of the solution is required. This fact is very useful because it can be applied directly to determine whether or not a given system is dissipative.
So far, we have discussed Liouville's Theorem only for infinitesmal volume elements. Here, the volume element is "small" and all points within &2(0) are assumed to represent equally likely initial states for the system. For finite volume elements, we must allow for the possibility that our ignorance is not uniformly distributed, i.e., that we have some information about the likelihood of occurence of initial states that can be represented as a probability density. We formulate the (1.24) is the probability to find the system in 60(0) at t = 0 and we assume a conservative system. Conservation of probability amounts to saying that Solution:
Equilibrium points, linear stability and the phase
Consider the autonomous system portrait (1.30) In two dimensions, one can plot the phase portrait, or flow field, directly from the equations of motion. Here one concentrates not upon the magnitude of V , but mainly its direction, except for equilibrium points where V = 0. The matrix ' 4 has two eigenvalues, and it is easy to classify the possibilities since there are only three real canonical forms for A . In what follows, we consider only the typical cases. where the n constants C, are to be determined by the initial conditions. We are now in a position to define the linear stability of a hypothetical equilibrium point a:
The point (0, 0) is the only equilibrium point. If one considers the flow directions given by V = (?:,,), it is easy to generate Here, the eigenvectors of A define the stable and unstable axes of a saddle point, or hyberbolic point and are the asymptotes of a hyperbola, where Since sx(t> -as t + c c where ,Ij is the largest (least negative) eigenvalue, it is the eigenvector e, that determines the asymptotic direction of flow into the sink when the flow is non-radial.
If fl < 0, representing a system that gains energy from the force -flx, then Re > 0 and the phase portraits are given as above but with the flow directions reversed (source at the origin). There, we have an unstable node at the origin. If 0 > P > -2 , the phase portrait is the same but with reversed direction of flow (unstable spiral or focus). In general, the global phase portrait will consist of some distribution of the various equilibria, with flow lines deter-
mined by the nonlinear velocity vector
(ii) Stability of the point ( -2, 1). Linearize as follows:
connecting the various local phase portraits. This leads to the idea of "basins of attraction". The possible attractors discussed above are stable nodes, stable spirals and the center, and a finite region of phase space that consists of orbits that are confined by a given attractor is called a basin of attraction. Clearly, by varying initial conditions, it is possible to shift the system from one basin of attraction to another. Linear stability theory and the corresponding local phase portraits give no information as to the boundaries of these basins of attraction. So, the flow pattern that is observed experimentally in a given system will in general depend upon which basin of attraction the initial conditions belong to. This phenomenon occurs in hydrodynamics also. Stable nodes and spirals, "sinks" of the flow, are also called stable fixed points. "Sources" and hyperbolic points are called unstable fixed points. the main idea of a stable fixed point is that, for all initial conditions within the basin of attraction, all orbits are attracted asymptotically to the same point, namely the fixed point. Any equilibrium point is a fixed point of the operator C: .
Exercise: Consider the system x
(a) Locate equilibria, determine linear stability, and plot the local phase portrait near each equilibrium point (b) Plot the global phase portrait.
The eigenvectors of A determine the local directions of divergence of the flow from this "source": (b) Plot the global phase portrait by plotting the flow lines tangent to the vector field V = ( $ ) at "enough" points to show the flow near both equilibria.
(without the use of linear stability theory, one can now see that there is a saddle or node at each equilibrium point)
there is a slope-maximum between y = 1 and y = so:
is the location of the slope-maximum.
1'
A t y = 0:
Physicu Scripru 720 so we obtain
which implies a stable limit cycle.
So far, we have already considered attractors and repellers which are points, but there are also closed curves (one dimensional attractors/repellers) which can attract or repel nearby solutions. Such closed curves are called limit cycles and are central to the theory of nonlinear oscillations [l, 41.
In order to obtain a limit cycle, we can introduce nonlinearity into the equations: a limit cycle is a periodic solution which is typical of non-linear driven oscillators. Consider, as an illustration, the equation
Here, we have normal damping (energy loss) when ? = x2 + i2 > I , but "negative damping" (representing energy input) for ? = x2 + 1' < 1. This can be seen by considering the "energy"
Exercise: Locate and determine the stability of all equilibrium points for the above system. From algebra, we find that (0, 0) is the only equilibrium point, What remains is to determine its stability. which follows by setting 1 = .k and differentiating, the details of the resulting limit cycle are not so easily obtained except for certain limiting values of the parameters. In fact, one needs a singular perturbation theory such as boundary-layer theory [5] or the method of multiple time scales in order to describe the limit cycle of the van der Pohl equation in the limit where relaxation oscillations, or "jumps" occur. The reader is advised to consult either Bender and Orszag [5] or Jordan and Smith [I] for both methods and details. system one finds centers and saddlepoints (elliptic and hyperbolic points); otherwise, Liouville's Theorem would be violated.
Excercise: conservative system.
Prove that nodes and spirals are impossible in a Solution: Consider a finite volume element 6Cl(O) representing some spread in initial data. Near a sink, every point initially in this region will contract onto the sink as f + so. This violates Liouville's Theorem, which requires d!2(t) = 6!2(0) for all times t. One can argue that limit cycles cannot occur in a conservative system for the same reason. Exercise: For the nonlinear oscillator
show that J(t) -O(ec') when v' = i 2 + x2 -1.
Nonlinear stability
Consider the system
where '4 is a constant matrix and .f is a perturbation, nonlinear in X, with almost linear quadratic behaviour near the results can be proven [6] : a perturbed stable spiral or node at (0, 0) remains stable for small enough //XI/ but no general conclusion can be stated for an elliptic point. The difficulty with the latter case is illustrated by the following example. 
Bifurcations and change of stability
The main idea here is that the stability of an equilibrium point 2 is lost as some control parameter p is varied.
Quantitatively, we begin with the nonlinear system and we consider the solution X ( r ) = 2 + dX(t) near some equilibrium point z ( p ) which depends upon the control parameter p via the n equationsf;(Z,, . . . , .U,,p) = 0. If we consider the linear approximation, we know that
where dX(0) is some initial displacement from equilibrium. To be definite, assume that for p < pc, Re iL, < 0 for all i (the system is stable Fig. 1.13 .
Also, f ( 1 , i ) = 0 can be solved to find the curve R(3.) which yields the bifurcation diagram. Stable equilibria will yield f > 0 below this curve, f < 0 above it. There, we have a simple exchange of stability at p = 0. However, when at some critical parameter value pc a single solution becomes unstable and two new stable branches grow, we have a pitchfork bifurcation, as indicated in Fig. 1 .14. 
%@) iF-
Determine the value Ac of the parameter A = w2a/g for which there is a bifurcation, and plot the phase portrait for both I < Ac and 1. > I.c.
Solution: L = -(8' + o2 sin2Q) -mga cos 8 I Fig. 1. 14. Example of a pitchfork bifurcation diagram.
"Catastrophe theory" consists of all bifurcations that can be described by potentials, and has been developed by the French mathematician R. Thom.
Bifurcation in conservative systems. Consider as an example the second-order system When I > 1, the symmetry is broken because one has an The Henon-Heiles model and some results from numerical experiments are discussed here.
As an introduction to chaos in conservative systems [7, 81 we discuss here some numerical experiments that have been e reported for the following system, introduced by Henon and Heiles as a model for certain astronomical phenomena: Fig. 1.17 . Phase portrait for a bead on a rotating hoop with 2 < I.
"off-center", stable equilibrium point at 8 = cos ~ ' ( l l i ) .
However, the symmetry is "restored" in the sense that there is also a stable equilibrium point at 0 = -cos-'(l/i). The 68 -(2 -1)68 with is an elliptic point in the linear approximation, but a plot of U vs. y yields a saddle in U at (0, l), so that near the origin the motion is bounded whereas for y > 1 it is unbounded. We concentrate upon the region of bounded motion, corresponding to low enough energies E. For what range of E is the motion bounded? The equipotential (curves for constant U ) are shown in the following figure so that unboundedmotionoccursifE > U ( 0 , 1) = 1/2(02 + l 2 -313) = 1/6, with bounded motion for E < 116. We concentrate here upon the region 0 < E < 1/6. The following figures show the results of numerical computation for E z 1/24, 1/12, 118 and 1/6. The results are presented as a certain "Poincare Section", or return map, whereby a point ( y , pI ) is plotted whenever x passes through 0 with p 1 positive. The Poincare sections shown in Fig. 1 .21 are easily constructed numerically on a microcomputer with high resolution graphics. The theory required to interpret these results in detail is called KAM theory [SI.
..+.; For E = 1/24, the motion is regular in the sense that it falls upon smooth curves which are sections of cylinders, or "tori". The plot indicates that the discrete map representing the return map (whose analytic form we do not know) has 4 elliptic and 3 hyperbolic points. The presence of only elliptic and hyperbolic points in the return map reflects the areapreserving property of a conservative map. This can be proven via Poincare's Integral Invariants. For E = 1/12, there is no qualitative difference with the previous result. For E = l/8, we see evidence of bifurcations; one can count at least 4 new elliptic points and the data have developed some scatter, which suggests some sort of instability or irregularity compared with the previous two cases. For E = 1/6 the irregularity seems wide-spread and one is free to wonder whether statistical methods may become useful in order to discuss the indicated motion. The reason why tori occur naturally in such systems is discussed later in this chapter. KAM theory describes the destruction of stable tori via a sequence of bifurcations and is discussed briefly at the end of Chapter 2.
The figures suggest that as E increases the elliptic regions decrease in total area while the number of elliptic points in the return map increases. Correspondingly, the number of hyperbolic points increases. Our ability to see the true extent of this sequence of bifurcations graphically is limited by finite precision arithmetic and the corresponding finite resolution of computer graphics, and the question whether statistical mechanics can be applied at a given scale of resolution ("coarse-graining") is not easy to answer. Outside the elliptic regions the motion has been found to be irregular in the sense that orbits are unstable with respect to small changes in initial conditions: small errors in initial conditions can be magnified exponentially [7] . This is the so-called chaotic region, and we will see later that in the simplest method of conservative chaos, the bakers' transformation, irregular region is characterized by a dense set of unstable periodic orbits.
For E -1/6, we cannot see elliptic regions smaller than a given length scale, while for small E, it is possible that chaotic regions smaller than the length scale defined by the resolution of the computer output could exist. We turn now to some considerations from classical mechanics that provide a clear definition of "integrable" systems. In an integrable system, only regular, or "stable" motion can occur. $ (4, P; a) (1.85) generated by the single parameter a. q and p are canonically conjugate variables of a Hamiltonian system. We define the identity transformation when CI = 0: q(0) = $(q, p; 0) = q and p(0) = $(q, p ; 0) = p . For simplicity, we will develop the theory for one degree of freedom and for a one parameter group of transformations, but the theory is easily generalized tof degrees of freedom and n-parameter groups [9, lo] . The goal here is to discuss the essence of the main idea without too much analytic complication, which is the reason for our restriction. where now we compute the brackets using the "new" variables. If we use the chain rule for Jacobians = {F, GI, Cda), P ( E ) I , (1.90) then we obtain {F, G ) = (F, G}a since { q ( a ) , p(a)) = 1.
A function F(q, p )
Physicn Scripta T20
For an infinitesimal canonical transformation, the latter condition on y(x) and p ( a ) yields or (1.92) to O(6a') = 0. This is just the condition for a divergence-free vector-field, which in two dimensions is satisfied by the introduction of a "stream-function" G, For a Hamiltonian system in involution, one needs onlyf, not 2f conserved quantities in order to accomplish this. Whether or not a system is integrable has nothing to do with obtaining "closed form" solutions, however. Nor has chaos to do with the converse.
There is an intimate connection between the existence of integrals and the symmetry of the system. Discussions of this come under the heading of Noether's Theorem. The f compatible conserved quantities G, generate infinitesimal transformations that leave one another invariant, so that the Hamiltonian equations of motion separate intofindependent degrees of freedom in some coordinate system (' , , j,):
That is, thefintegrals G, can be used to isolate thefdegrees of freedom so that and ( 1 . 1 02) Now we can come to the main point: with f independent 1
Hamilton's equation are themselves a canonical transformation that is generated by H. This connection between continuous groups and classical mechanics goes back to the Norwegian mathematician S. Lie, through the work of Poincare and Cartan (see Saletan [9] and Crommer, or Sudarshan [lo]).
Example: Let 6q = 6c( and 6p = 0. Then G = p follows from the equations for the infinitesimal transformation, so that the canonical momentum p generates translations in the direction of q. If { p , H ) = 0, then H i s independent of q and p is conserved. So, momentum conservation corresponds to the invariance of H under translations in the direction of the coordinate that is canonically conjugate to p. degree of freedom systems, each mode is periodic if the motion is bounded. This is because only saddles and centers can occur, so that the motion of a modef, about a center takes place on a circle, with some frequency wI . The same is true of the motion of some mode f 2 , with frequency 02, so that the overall motion of a 2 degree of freedom system is a curve on a 2-torus. Withfdegrees of freedom, one obtains a curve on an f-dimensional toroidal surface in the 2f-dimensional phase space. Forf = 2 (PI = wit + (PI0 (P2 = w2t + (P20 (1.103) and the motion is periodic if the frequency ratio o , / w 2 is a rational number p / q , where p and q are integers. If the winding number wI /wz is irrational, i.e., if wI /w2 is not in the ratio of integers (e.g., if wI/w2 = e, or n) then the motion is not periodic, and Jacobi showed that the resulting curve is everywhere dense on the torus as t + CO [3, 111. The resulting motion is quasiperiodic in the sense that the trajectory returns arbitrarily closely to its starting point infinitely often. The motion is, in fact, ergodic: time averages of motion on the torus can, for long times t , be replaced by areal averages over the torus with uniform probability density [l 11. This is all that is meant by "ergodic": that time averages (asymptotically as t + 00) can be replaced by certain phase space averages in some sense of convergence (point-wise, mean square, etc.). The motion described here is completely regular and is not chaotic, even if ergodic. In particular, the motion on the 1-torus is trivially ergodic, but is not chaotic. It is ergodic with uniform probability density because the angular frequency is constant; however, a single harmonic oscillator with constant energy cannot approach thermal equilibrium! We can emphasize that via an example:
(1) the motion is regular: Poincare sections are ellipses, which are regular geometrical objects in the plane. To construct the Poincare section, plot the location of $2 every time that increases by 2x. If wI /wz is rational, we obtain a finite number of points as t + so.
In Fig. 1.23 , AV, makes 6 2x-rotations before ( p 2 repeats, so w1 /w2 = t2 /tl = 6/ 1, and the winding number is a ratio of two integers. If wl /a2 is irrational, then as t --$ 00 the motion does not repeat, but Jacobi's theorem tells us that the toroidal section will be densely covered by the resulting trajectory and one can show that the resulting density is uniform [l 11. This is the basis for Gibbs' microcanonical ensemble, but there is no reason to restrict the concept of statistical equilibrium to thermodynamic ensembles and many degree of freedom systems. Also, the time-development described here is irreversible, and seems superficially to contradict Poincare's recurrence theorem [ 121. We will discuss this apparent conflict in Chapter 2 via an example, the bakers' transformation.
Exercise:. Prove Poincare's recurrence theorem for a conservative system, which states that in a bounded system the motion of a finite volume element AQ must return infinitely often to the neighbourhood of its original location as t + CO.
Solution: Since the total available phase space is bounded, AQ(t) must intersect the region AQ(0) after a finite time, otherwise the phase space would have to be infinite. So must there be a second, third, . . . intersection of ACi(t) with AQ(0)
as t + CO. Since the system is conservative, there can be no attraction of ACi(r) to some region that excludes Aa(0). This theorem formed a basis for the arguments of Poincare and Zermelo against Boltzmann, who first proposed a statistical explanation of the approach to thermal equilibrium of a gas on the basis of classical mechanics.
A near-integrable system, e.g., the Henon-Heiles model, is one which shows a division of phase space into regular and irregular regions. In a completely integrable system the irregular regions occupy no volume in phase space. In a completely non-integrable system the regular regions occupy no finite volume. In 2 degree of freedom near-integrable systems, the regular regions are separated from the irregular ones by regular curves called KAM boundaries.
Inside the KAM boundaries the motion can be computed via perturbation theory. Outside the KAM regions, we encounter chaotic motion; the chaotic motion is essential for statistical mechanical behavior.
Boltzmann suggested that the Poincare recurrence phenomenon is not necessarily inconsistent with an observed irreversible approach of a conservative system to statistical equilibrium for macroscopic systems [ 121, since the Poincare recurrence time can be on the order of the age of the universe. The old conflict between the Boltzmann and Poincare points of view provided motivation for the development of modern ergodic theory. In Chapter 2 we will argue via an example that Poincare recurrence seems necessary for statistical mechanical behaviour. (2) The motion on the torus is not chaotic, nor is it any sense "statistical mechanical". This will be explained in detail in the next chapter, where we discuss "mixing". It is sufficient here that we define statistical mechanical behaviour as follows: a small uncertainty in initial data, represented by some volume element ACi(O), will become spread out uniformly over the available phase space of the system as t --f CO, so that "ignorance" that is initially small in magnitude will become maximal as t + so in the sense that there will be equal probabilities to find the system in equal volumes in phase space, i.e., the system tends to statistical equilibrium.
Stability of driven systems: Arnol'd tongues
The question arises what is the set of parameter values from which instability can develop in a driven, or non-autonomous system [2, 3, 131 . To study the general question, we can consider a (linear) system that is driven at a variable frequency
(1.104) Without friction, Liouville's equation is satisfied but H # constant and the phase portrait is not constant in time: F ( x , t) .
When o is independent of t , the origin (0, 0) is stable. The (1.114) idea of a child's swing is to get an instability, or resonance, so that you can get a big response from a small disturbanceotherwise it is boring and too much work in order to try to U(3T, 0) = AU(2T, 0) = A' (1.115) swing, and large amplitudes will not easily develop. So, we need a method for determining where on the frequency axis such instabilities can develop under some small perturbation, U(nT, 0) = A" for example when which reflects the desired group property because A com-
(1.106) mutes with any integral power n of itself. Hence, we can By induction, then
where u ( t + T) = a ( t ) and the perturbation parameter E satisfies / e l << 1.
This question leads to "Arnol'd tongues" of parametric resonance, and the two parameters that control the system's behaviour are E and w2.
It is useful to study the stability of both linear and nonlinear systems in terms of a discrete map that we can obtain from the time-evolution operator U ( t 2 7 t l ) , which advances the state of the system a distance t2 -t , into the future. However, these operators do not form a one-parameter group in a non-autonomous system [2] :
(1.107)
Since all I -parameter groups are Abelian, commutativity is required by the group property. We will see in what follows that a definite form for the desired map follows from choosing a special time interval which yields the group property. Consider an n dimensional system where
and where (1.110) so that we will obtain the same phase portrait at discrete times In the interest of understanding how instability can arise in a driven, perturbed, oscillating system, let us consider the condition for stability of a two-dimensional area-preserving map: the eigenvalue condition det IA -i Z 1 = 0 (1.117) yields If (Tr A)' < 4 the system has "strong" stability so that when there is a finite perturbation, E # 0, any unstable regions in the ( E , w ) plane must intersect the o-axis only at points where (Tr A)' = 4. Hence, frequencies where instability may develop under perturbation are determined entirely by the operator A of the unperturbed system. This is guaranteed by the following Lemma (Arnol'd): If an elliptic point of a Hamiltonian system is strongly stable for E = 0, then it will remain stable under weak enough linear perturbations (small enough E ) : if Tr A < 2 then Tr A = (Tr A),=, + O ( E ) < 2 as well, when / E / < 1.
As an example, consider the following linear equation
(1.120) resonances at certain rational frequencies are not observed in practice is explained below.
To compute the shapes of the Arnol'd tongues, one must study the stability of the perturbed system with finite E . c2 sin wt and i ( t ) = -wcI sin ut + wc2 cos wt. The object is then to find the matrix A that yields the time-advance
(1.121) or 2T/r = n/m (1.128) where n and m are positive integers. This means that, in principle, there is the possibility that an Arnol'd tongue can grow from every rational value of the frequency. The reason why this does not lead to resonance overlap (overlap of tongues) for any arbitrarily small but finite E , and therefore to chaos, will be explained in Chapter 3 (cf. Lichtenberg and Lieberman for a discussion of the connection between deterministic chaos and resonance overlap). The reason why regimes of parametric resonance: a small perturbation yields a large response within the regions of parametric resonance. In practice, only the small n resonances are observable
At the same time, 1 det A 1 = 2 yields a condition because (a) for n large, the tongue approaches the oj-axis with a very narrow width so that the frequency range of the cos 'nw = z 1 -n?w"r1'/4. resonance is difficult to "hit", (b) the instability is weak for large n since then ! Tr A 1 -2 and ! 2, I -1 ~ and (c) a small Combining the previous two results yields amount of friction changes the picture qualitatively: a finite minimum amplitude cn,,,,(n) is needed to achieve resonace, as U 1 w&S is shown in Fig. 1 we find cos 3nw 1 -I + $, q < 1 .
On the other hand, the (with o = k i 2 + a, k odd) cos 2nw r -1 + 27c'a' and the combination of the above two results yields From this point, one can go on to study KAM-theory, which analyzes the persistence of stable quasi-periodic motion under weak nonlinear perturbations in near-integrable Hamiltonian systems. One need not restrict to conservative systems, however. We will meet Arnol'd tongues again in Chapter 3 in the discussion of the damped driven pendulum, which has been used to describe Josephson junctions, when k is an odd integer yields Strongly stable motions corresponding to 1 Tr A 1 < 2 lie outside the tongues, while the tongues (shaded regions) are
