Abstract-A mathematical bit error rate (BER) model for upsets in memories protected by error-correcting codes (ECCs) and scrubbing is derived. This model is compared with expected upset rates for sub-100-nm SRAM memories in space environments. Because sub-100-nm SRAM memory cells can be upset by a critical charge ( crit ) of 1.1 fC or less, they may exhibit significantly higher upset rates than those reported in earlier technologies. Because of this, single-bit-correcting ECCs may become impractical due to memory scrubbing rate limitations. The overhead needed for protecting memories with a triple-bit-correcting ECC is examined relative to an approximate 2X "process generation" scaling penalty in area, speed, and power.
I. INTRODUCTION

I
N OVER FIVE decades of aggressive scaling, CMOS transistor technology has rapidly progressed towards nanotechnology-scale feature sizes. However, this continuous shrinking of device dimensions has also strongly affected device and circuit radiation sensitivity [1] . SRAM circuits in particular have experienced a steady decrease in cell nodal capacitances and operating voltage margins [2] . This trend has reduced both the critical charge [3] and corresponding linear energy transfer (LET) threshold [4] capable of corrupting a stored bit. This has drastically increased the candidate population of ionizing particles which can affect memory cells, both directly and indirectly [5] , and therefore also the likelihood of bit upsets. The frequency of single-bit upsets (SBUs), and more recently multi-bit upsets (MBUs), is now a major reliability concern in commercial electronics [1] (Sun Microsystems), [2] (Texas Instruments), [3] (Virage Logic Corporation), [6] , [7] (Intel), [8] (Cypress Semiconductor), [9] (IBM).
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Digital Object Identifier 10.1109/TNS. 2007 . 892119 The issue of SRAM soft-error vulnerability, mainly caused by the single-event upset (SEU) and single-event transient (SET) phenomena [10] , [11] , has prompted the development of two general hardening approaches, both aimed at reducing SRAM bit error rates (BERs), measured in number of errors/bit-day, to within acceptable reliability margins.
In a circuit-based hardening approach, both the individual memory cell and control structure designs of a memory array are hardened through the use of circuit and layout radiation-hardening-by-design (RHBD) techniques and/or custom radiationhardened foundry processes [12] , [13] . In this case, the BER of the SRAM is largely dictated by the physical, or individual, BER of the memory cell and system design. However, the area, power and speed penalties associated with hardening individual memory cells may negate the expected technological gains from process generation scaling [14] , [15] .
In a system-based hardening approach, error-correcting codes (ECCs) and periodic memory scrubbing (i.e., checking a memory for errors) are used to improve the effective BER of a system over its underlying physical BER. This approach requires finding a careful balance between physical cell BERs, SEU-inducing mechanisms, ECC redundancy (which requires extra memory cells), and scrubbing rate which can increase power usage.
The approach advanced here is a hybrid design which hardens only the ECC and control circuitry of a memory array using RHBD circuit and layout techniques, while leaving the commercial density, technological scaling, and intrinsic physical BER of the memory cells intact. ECCs, bit interleaving, and memory scrubbing are used in conjunction to achieve a low overall effective BER without requiring the use of custom radiation-hardened foundry processes. This general approach has been proposed by many authors including Baumann [2] as "the most effective method of dealing with soft errors in memory" and by Slayman [1] and Saleh [16] in similar wording. This approach may yield improved, denser hardened SRAM arrays than either a circuit-oriented or a system (ECC)-oriented approach alone, and may also continue to scale with technology improvements.
Three goals are defined for this hardening approach study: 1) It applies to 90 nm and smaller semiconductor process technologies.
2) It achieves an effective BER of errors/bit-day in space applications. 3) It does not incur more than "one process generation penalty" (approximately 2X scaling in area, speed, and power) when compared to similar nonhardened SRAMs designed in the same technology. The feasibility of reaching these goals is suggested by the observation that, by adding up to 100% redundancy to a memory array, relatively strong ECC codes may be employed, e.g., the triple-bit-correcting Golay code, which have better error-correcting properties than common codes such as the single-error-correct/double-error-detect (SEC/DED) Hamming encoding or the Triple Modular Redundancy (TMR) encoding which requires 200% area overhead.
The remainder of this paper proceeds as follows. Section II analyzes the effectiveness of differing ECC strengths versus both scrubbing rate and physical BER derived from an operational model. It is shown that even with strong ECC codes, to maintain a target system BER, the scrubbing rate must increase linearly with the physical BER. If practical upper bounds on scrubbing rate are also considered, a maximum allowable physical BER is established. Section III, based on computer simulations of modeled 90-nm SRAMs, quantifies the sensitivity of a dense six-transistor (6T) commercial memory cell through the determination of its critical charge . From this, the expected physical BER of the 90-nm SRAM cell is computed for several space-radiation environments using the CREME96 code [17] . Given the physical BERs computed in Section III, Section IV discusses optimal combinations of ECC strength and scrubbing frequency needed to obtain a errors/bit-day reliability goal in a 90-nm SRAM in space applications. For physical BERs above a certain threshold, single-bit error correcting codes appear to become impractical as they may require too high of a scrubbing rate. Finally, Section V compares the overhead of implementing an ECC-protected memory based on a triple-bit-correcting algorithm versus a baseline case and a 2X scaling design goal.
II. HARDENING WITH ERROR-CORRECTING CODES
AND SCRUBBING To preserve the flow of argument, the results of this section are presented here, and the reader is referred to the Appendix for the detailed mathematical derivations and assumptions concerning Figs. 1, 2, and 3.
A. ECC Parameters and Coding Density
The essential parameters of an ECC are denoted by or , where is the total number of bits (words) used, is the number of bits (words) and, usually for bit-oriented codes, is the number of bit-differences, or Hamming distance, between valid codewords within a code. In any error-correcting code, is always greater than , such that the difference represents the amount of redundancy in a particular code. A common code in computer memories is the (72, 64, 4) singleerror-correct/double-error-detect (SEC/DED) code [18] - [22] . It uses 72 total bits (9 bytes) to encode 64 bits (8 bytes), with a Hamming distance of four between codewords. It is a SEC/DED code because a single-bit error can be correctly mapped back to its original codeword, or corrected, while a double-bit error, being two bit differences from two or more valid codewords, can be detected but not uniquely mapped back to a valid codeword.
In a memory-hardening application, the difference between and represents the additional overhead required for a particular ECC code. The familiar hardening technique of Triple-Modular Redundancy (TMR), whereby three memory cells are used to store one bit, implements a (3, 1, 3) ECC code: it needs a 200% memory overhead to be able to correct for one single-bit error in a three-bit word. Another code, the (24, 12, 8) Golay code, has a 100% memory overhead but can correct for triple-bit errors and detect quadruple-bit errors in a 24-bit word. The complexity of an ECC code is related to the number of bits it can correct, which also relates to the processing required to implement it. Finding optimal solutions to coding density and ease of implementation is an entire field of study in itself and the reader is referred to many textbooks on the subject [23] .
For clarity in the rest of this paper, effective BERs are given in terms of the total size of an ECC-protected memory, and not in terms of the amount of data stored. The effective BER can be normalized in terms of to include the overhead of the extra memory by multiplying by , which ranges from 1 to 3 for the ECCs discussed here.
B. ECC Model Assumptions
The effectiveness of an ECC code in a memory system is evaluated by calculating the probability of getting an uncorrectable error within a word. An uncorrectable error occurs when the number of upset bits (or words) exceeds what can be corrected by the ECC between consecutive memory scrubbing or other access cycles. Using this expression, a system's worst-case effective BER is calculated as the product of the probability of getting an uncorrectable error between scrubbing cycles times the scrubbing cycle rate. The input parameters needed are the physical cell BER, the type of ECC code used, and the scrubbing cycle rate, or scrubbing rate.
The assumption of uncorrelated bit errors, on which this analysis is based, is invalidated by the occurrence of MBUs within the same ECC word. Such events are most often caused by a large area of photo-generated charge following the impact of a high mass ion [24] ; from an ion strike at grazing angle affecting multiple memory cells [25] ; from byproducts of a nuclear spallation having occurred in overlaying materials [26] ; or from strikes on the memory control circuitry that result in the corruption of an entire word line [27] .
C. Mitigations for Model Assumptions
A commonly-accepted approach to mitigating MBU memory strikes is bit interleaving [1] , [2] , [8] , whereby successive bits in the same logical ECC word are physically separated by interposing bits which are mapped to other logical ECC words. In this way, every MBU of physically adjacent memory cells is transformed into multiple SBUs in different ECC-protected memory words. These SBUs appear to be uncorrelated events relative to the ECC algorithm used. As memory cell sizes have been shrinking, the number of adjacent cells affected by MBUs has been growing, and thus, too, the minimum interleaving distance, measured in memory cell spacings, needed to mitigate MBU effects. Baumann [2] generally recommends a minimum of four to eight bits of interleaving, while Radaelli [8] reports a minimum of six cells in a 150-nm SRAM technology, Maiz [7] six or more in 130-nm and 90-nm technologies, and Meaney [9] reports using a "by 64" interleaving scheme for an L2 cache design in IBM's z990 processor. Interleaving is also common using words at the board level, e.g., the (144, 128) S4EC SSC/DSD "chip kill" encoding which can correct for memory errors in case an entire 4-bit memory chip becomes "killed" or inoperable. While such chip kill codes are somewhat stronger than a simple single-bit-correcting block code, they still behave similarly to single-bit-correcting codes in the analysis of the following section. Two or more uncorrelated errors are likely to break such a code, and grouping data into nibbles or larger words does not provide significant additional protection from MBU effects, when bit interleaving is considered.
Depending on memory layout and ECC mapping, in structures such as SRAM caches, SET strikes on memory control circuitry can affect an entire word line and potentially cause simultaneous MBUs within the same ECC-protected memory word [27] . In these cases, memory control circuitry must be hardened sufficiently to ensure that the BER associated with the memory control circuitry is lower than the desired effective BER of the memory system. Similarly the circuitry associated with ECC encoding and decoding must be sufficiently hardened so that it also does not limit system performance. The exact cross section of various structures can be dependent on both operating frequency and SRAM architecture. Common control circuitry, such as ECC encode and decode circuits, would likely show a cross-sectional frequency dependence, but not a device size dependence, since SEU strikes only affect the current operations of these circuits. Structures such as word drivers, in which SEEs could affect many bits and memory words simultaneously, could need stronger protection to reduce their cross-sections which normally scale according to the number of bits affected. However, in an architecture which interleaves ECC codewords across multiple banks, the cross section of a word-driver would not directly scale with the number of bits affected since a failure would not, by itself, defeat the ECC. The reader is referred to part D of the Appendix for models incorporating frequency-dependent read errors.
D. Analysis of ECC Strength Versus Scrubbing Rate
Under the assumption of statistically uncorrelated cell upsets, Fig. 1 shows the probability of getting an error within an ECC-protected word as a function of the ratio of the scrubbing rate to the physical BER. Fig. 2 shows the relative reduction (improvement) in the effective BER compared to the physical BER, also as a function of the ratio of the scrubbing rate to the physical BER. Curves are shown for a 22-bit (22, 16, 4) single-bit-correcting ECC, Single; two hypothetical ECCs which can correct for double-bit and triple-bit errors in a 22-bit word, Double and Triple; and (single-bit-correcting) TMR, TMR. Note that both figures are in log-log scaling. Note also that in cases where the physical BER is known to within a particular confidence level (e.g., 95% certain that the true BER lies between and ), the upper bounds of this interval should be used both in Fig. 2 and in the following analysis instead of the estimated BER to assure stated operation with the same confidence level. Fig. 1 shows that when the scrubbing rate is significantly greater than the physical BER, there are inverse quadratic, cubic, and quartic reductions in the probability of getting an error on a scrub cycle with increasing scrubbing rate for single, double, and triple bit-correcting ECCs, respectively. For scrubbing rates less than the physical BER, the probability of an ECC failure on a scrubbing cycle is nearly 100%. Fig. 2 shows that when the scrubbing rate is significantly greater than the physical BER, there are inverse linear, quadratic, and cubic reductions a system's effective BER, when compared with its physical BER, with increasing scrubbing rate for single, double, and triple bit-correcting ECCs, respectively. This trend does not begin until the scrubbing rate exceeds the physical BER by a certain threshold. Below this threshold, which is a function of the number of bits in an ECC word, there appear to be more errors in the effective BER, when compared with the physical BER, apparently caused by scrubbing! This paradox is because the ECC algorithm must invalidate entire codewords even though only a small number of bits within a particular codeword may be upset. This is illustrated by the shift between the two single-bit-correcting codes: TMR, with three-bit words; and Single, with 22-bit words. Their asymptotic slopes are both inverse linear, but their offsets are different with Single having a significant extent above the "no reduction" line indicating no reduction in effective BER.
As an example, interpreting Fig. 2 to reduce the effective BER by below the physical BER, by looking for the intersections of the ECC curves with the reduction factor , we read that scrubbing must occur at a rate approximately , ,
, and times the physical BER using the ECCs represented by Single, TMR, Double, and Triple, respectively. We note here that the stronger 22-bit triple-bit correcting code, Triple, requires a rate of scrubbing four orders of magnitude less than that needed for the 22-bit, single-bit correcting code, Single. It also bests the commonly-accepted hardening approach TMR by two orders of magnitude.
The two key points of Fig. 2 are: 1) stronger codes, in terms of number of bits corrected, have steeper slopes on log-log charts, meaning that to achieve a given level of effective system error rate improvement, stronger codes can require significantly lower scrubbing rates, and 2) the selection of word size only shifts, but does not alter the overall error-correcting strength, or slope, of an ECC. In other words, in some cases using a multi-bitcorrecting ECC with a larger word size may be better than using TMR. Fig. 3 , derived from Fig. 2 , shows the combinations of scrubbing rate, physical BER, and ECCs required to achieve an effective BER of , also in log-log scaling. The curves Single, TMR, Double, and Triple represent solutions of constant effective BER system performance for each of the codes described for Figs. 1 and 2 .
The two key points of Fig. 3 are: 1) at some point operating at increasingly faster scrubbing rates becomes impractical as scrubbing an entire memory more frequently than scrub cycles/day, or approximately once every 10 seconds, is a practical upper limit in most main memory systems. For memories with high physical BERs, it may be necessary to switch to a stronger ECC instead of trying to scrub faster, and 2) past a certain physical BER of approximately 0.3 errors/bit-day, even triple-bit-correcting codes, such as the code represented by the curve Triple, may be inadequate to achieve a target effective BER due to the upper bound of scrubbing rate.
III. INVESTIGATION OF COMMERCIAL 6T MEMORY CELL SENSITIVITY
A. Simulation Setup
Single-event upset investigations were performed on a 6T SRAM memory cell using the CADENCE tool suite environment. The simulated SRAM was based on an actual 90-nm commercial process design following foundry-provided high-density SRAM layout rules.
To simulate the SRAM cell, it was first laid out using the Virtuoso Layout editor and a netlist was extracted using Mentor's Calibre tool and a foundry-provided design rule deck. The netlist was then converted to equivalent subcircuit calls in order to use the appropriate transistor models provided in the manufacturer's process design kit (PDK). Next, Hspice software was used for circuit simulation of the SRAM's radiation response. Charge collection from heavy-ion strikes was modeled by double-exponential current sources added across the terminals of the "hit" node in the memory cell. Although time-dependent current sources present a simplified model of charge deposition and collection from ion strikes, they still accurately model the effects of a low LET ion strike, as shown below by comparisons with 3-D TCAD mixed-mode simulations. Fig. 4 (a) and (b) presents a series of current pulse profiles for NMOS and PMOS transistors, respectively, resulting from 3-D TCAD mixed-mode simulations of heavy ion strikes ranging over LETs of 0.25 to 1 MeV cm /mg. The simulations were performed using ISE-TCAD 10.0's Dessis. Both transistors' 3-D models were calibrated for both high and low V over a range of 0 to 1.2 V to reproduce the electrical DC transistor characteristics as defined in the PDK within a 5% error margin. The characteristic parameters of the TCAD pulses, including rise times, fall times, and peak amplitudes, were then used to define double exponential pulses for both NMOS and PMOS simulated ion strikes. These pulses were injected as current stimuli inputs in the Hspice circuit simulations. The amplitude of the fitted double-exponential pulses was then modulated to find the upset/no-upset boundary for each of the radiation-sensitive transistors in the investigated SRAM cell. It should be noted that while this approach is useful in electrically estimating the critical charge needed for cell upset, it does not directly estimate the process parameters of the target technology which are not shared freely by the vendor. As such, multiple TCAD transistor models can have similar terminal electrical characteristics while presenting variations in their structure (doping profile, junction depths, buried layer location, etc.), potentially impacting parameters relevant to radiation effect studies. In our case, the initial calibrated TCAD model estimated the collection depth to be 1 m, but in our analysis we also presented results for two other candidate charge collection depths, 0.5 m and 0.25 m, indicative of technology scaling trends.
B.
Simulation Results and Analysis Fig. 4 plots the smallest double-exponential current profiles which can induce a bit-flip in the 90-nm 6T dense SRAM cell. The minimal-sized SEU-inducing pulses, when applied to the drains of the "off" NMOS and "off" PMOS transistors, have total integrated charges of 1.1 fC and 2.4 fC, respectively. The difference in minimum injected total charge required for a bit upset to occur is due to the design of the 6T cell. The cross-coupled inverters are highly asymmetric with the pull-down NMOS transistors having much stronger drive strength than the PMOS pull-ups. Under normal operating conditions, this asymmetric design improves the speed at which the SRAM can flip states. However, it is also more sensitive to upsets, since the ability of the PMOS to provide restoring current following a strike on the drain of the off NMOS is diminished, making it more likely to flip at a lower critical charge . Fig. 5 shows typical and Bit SEU voltage characteristics following a strike on the "off" NMOS. Converting the minimal of 1.1 fC to its corresponding LET value by considering hypothetical charge collection depths of 1.0 m [28] , 0.5 m, and 0.25 m, we find that the 90-nm 6T commercial cell can be upset due to ionizing particles with LETs as low as 0.11, 0.21, and 0.44 MeV cm /mg, respectively. These extremely low LET thresholds suggest that sub-100-nm SRAM cells may be sensitive to direct ionization from populations of particles previously considered as having LETs insufficient to cause SEUs. Hence, it is not excluded that in the near future, with the continuing aggressive scaling of with each new technology generation [3] , the population of trapped protons, with its associated SEU concerns so far limited to secondary spallation and fractionation particles, may play an increasingly important role in BER calculations. Because of the very high population of trapped protons, with fluxes up to p/cm s at earth radii [29] , a steep increase in the physical BER may therefore be expected when compared to the previous generation of SRAM cells.
IV. ECCS AND SCRUBBING RATE PROJECTIONS
Based on the above simulations and on area information extracted from the cell layout, the CREME96 code [17] was used to calculate the physical BER of a 90-nm SRAM in a GEO orbit under solar quiet conditions at solar minimum (maximum galactic cosmic rays (GCRs)), in a GEO orbit under solar flare conditions using the worst week model ("99% worst case" environment), and in an equatorial orbit at 3000 km (apogee and perigee) using the AP8MIN trapped proton model and quiet magnetic weather conditions. All BER calculations used an integral LET spectrum for to , assumed 100 mils of aluminum shielding, and did not include nuclear reactions from protons. Due to the uncertainty of the exact collection depth in this particular fabrication process, BER values are presented here for three possible collection depths and therefore should not be considered as "absolute", but rather as trend estimates for comparing the effects of various space radiation environments. Table I shows the estimated scrubbing rates needed to maintain a system BER for each of the selected radiation environments over a range of charge collection depths and associated LET thresholds. The LET thresholds are used to extrapolate physical BERs for each environment. Assuming the hybrid hardening approach described here and the ECC codes depicted in Fig. 3 , the scrubbing rates necessary to maintain the target system BER are tabulated for each ECC. For all three charge collection depths, the GEO solar flare environment has BERs several orders of magnitude higher than the GEO solar quiet/maximum GCR environment. In contrast, for the 3000 km equatorial orbit, the BER shows a strong dependence on the collection depth, particularly between the 0.5 m and 1.0 m depths. This demonstrates the importance of accurate charge collection depth measurements since they weight heavily the spectrum of trapped protons relevant to BER calculations.
The effectiveness of the triple-bit-correcting ECC is seen in the significantly-reduced scrubbing rates needed when compared to the other ECCs. In many cases (denoted in bold), the scrubbing rates required for the Single, TMR, and Double codes are impractical because they exceed the practical scrubbing rate limit of scrub cycles/day, or approximately once every 10 seconds. In the 3000-km equatorial orbit, the triple-bit-correcting code requires a very modest scrubbing rate of one/day to maintain a low effective BER in the worst case charge collection depth, while the TMR and Single codes can require scrubbing rates of /day and /day, respectively. In the very conservative solar flare condition regardless of the collection depths examined, single-bit-correcting and double-bit-correcting ECCs represented by TMR, Single, and Double, the required scrubbing rate exceeds once every 10 seconds and becomes impractical, suggesting higher-strength ECC are required. Alternatively, the transition to a higher-strength ECC can be "delayed" by increasing the shielding thickness of the spacecraft, with the goal of reducing the number of SEU-inducing particles able to reach the memory chip. However, this method can only modulate the low-energy portion of the ionizing particle spectrum ( 10 MeV/nuc), hence it is not equally effective for all space environments. To illustrate this issue, we simulated an increase in shielding thickness from 100 mils to 1000 mils (1 inch) and observed the variation in BERs as a function of the space environment. The 1-m collection depth case showed a 45X improvement in the equatorial orbit physical BER, by decreasing it from 9 to 2 , hence bringing the scrubbing rate below the system limit of scrubs/day. However, while the same increase in thickness brings a 100X improvement in the GEO solar flare physical BER, by decreasing it from 4 to 4 , it is still above the maximum scrubbing rate limit. So, while shielding may be a valid option to reduce the physical BER by up to two orders of magnitude, our analysis shows that the use of higher-strength ECCs can reduce a system's effective BER by four orders of magnitude or more without requiring the logistical overhead of heavy shielding.
V. MEETING THE "ONE PROCESS GENERATION" 2X PENALTY GOAL
Given the above conclusion that a stronger-than-single-bitcorrecting ECC may be needed, we consider the construction of an ECC-protected SRAM-based memory using the triple-bitcorrecting, quadruple-bit-detecting (24, 12, 8) Golay code which closely follows the performance of the hypothetical triple-bitcorrecting (22, ,7) code represented by Triple, versus our original approximately 2X area, speed, and power design goal.
A. Area
The area overhead is broken down into estimates for three separate structures: the SRAM cell array, the SRAM control circuitry, and the additional ECC circuitry. The SRAM cell array size is doubled for a given amount of memory storage, because the (24, 12, 8) Golay code requires 24 bits for every 12 bits of data stored, or 100% overhead. The SRAM control circuitry is approximately tripled in size by use of the TMR RHBD technique, and then again doubled because of the doubling of the memory storage for a total of six times its original size. The size of the additional ECC circuitry can be negligible because, since a triple-bit-correcting ECC requires such a modest scrubbing rate, a single ECC circuit can be incorporated into the system memory controller and/or cache controller and amortized over a large number of SRAM chips and/or cache memory banks. Table II estimates the total area overhead for a hardened oneMbit memory, using as a baseline the relative area percentages of area for control structures and memory cells from an unhardened 1-Mbit SRAM generated by IBM's 90-nm SRAM compiler. The total area estimate for the hardened memory is 2.5X that of the unhardened baseline memory. Although it exceeds our 2X design penalty goal, it is still definitely below the 3X penalty of a naive TMR memory design. However, by using 24 banks and interleaving bits at the memory bank level instead of at the column level, e.g., a 24-Mbit SRAM composed of 24 1-Mbit banks, there could be enough savings to reduce the total area overhead much closer to 2X. This is because it would be unnecessary to harden each memory bank's row circuitry against causing ECC-word failures, reducing the decoder area penalty from 6X from 2X.
B. Speed (Access Time)
In practice, the access time of the hardened memory would be very similar to that of an unhardened one, with effectively no additional delay penalty, or an 1X scaling penalty. The application of single-bit-correcting ECC algorithms [21] , [22] is already common in memory controllers [9] , [18] and cache memories [9] , [19] , [20] , [30] , [31] to increase resilience both to soft errors and to manufacturing defects [6] . The delay of computing ECC checksums and correcting errors is hidden by pipelining [6] , [9] , [30] , whereby uncorrected data is immediately returned and interrupts, or traps, are generated in later cycles only when errors are detected. Since errors are relatively rare, the average delay incurred is negligible.
The delay in computing ECC check bits and syndrome bits can be estimated by comparing the depth of the logic trees needed for computing each, using both a common single-bit-correcting code and the Golay code. Assuming a two-input gate structure, Hsiao's optimized (72,64,4) SEC-DED code requires gate delays [22] , [23] , while the worst case for the Golay code is gate delays [23] . Both of these are below the approximate 10 gate delays per clock cycle seen in current system architectures [32] . Once an error is detected from a nonzero syndrome, the Golay code may require additional cycles to decode the syndrome, possibly with use of a lookup table. This could add additional latency when errors are detected, but would not add significantly to system complexity since error traps could still be initiated after one clock cycle and wait states could be added during syndrome decoding.
C. Power
Total power is commonly estimated as the sum of static, or leakage power; and dynamic, or switching, power. As feature sizes have shrunk below 100 nm, nonideal scaling effects have caused transistor leakage power, which was negligible in earlier technologies, to become comparable to dynamic power [32] - [34] . This parity is due to a balancing of the speed improvements associated with lowering transistor threshold voltages and gate oxide thicknesses with the leakage savings associated with increasing them [32] - [34] . Since SRAM cache memories represent a majority of the chip area in current processors [30] , [35] , they represent a significant portion of a processor's power budget due to leakage power and are an active research area, e.g., [34] - [37] . To first order, the amount of leakage power used by an SRAM memory, or cache, is proportional to its active area, or size, which, from the area estimates above, represents a 2.5X scaling penalty.
For dynamic power, since the scrubbing rate needed for a triple-bit-correcting code is very low compared to normal memory access rates, the amount of extra power needed for active scrubbing is negligible. The power associated with the additional circuitry needed for a hardened ECC circuit (compared to the ECC circuitry already common in memory systems) is also small relative to both the static power dissipation of a large cache, and/or the energy costs of going between chips in a main memory system. The dynamic cost of reading and writing memory is thus 2.5X, corresponding to the increase in memory word size and active area.
D. Area, Speed, and Power Overhead Summary
The overhead summary then for implementing a ECC-protected memory system with a triple-bit-correcting Golay code is 2.5X area, 1X latency, and 2.5X power.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
For memories protected by ECCs and scrubbing, a mathematical model shows an improvement in the effective BER over the physical BER with increasing scrubbing rate. This improvement varies exponentially with the number of bits an ECC can correct. However, in the optimal case of a multiple-bit-correcting ECC, the scrubbing rate must still increase linearly when the physical BER increases, in order to maintain a target effective BER. The effectiveness of scrubbing is limited by maximum practical scrubbing rates of approximately once every 10 seconds set by system architecture, and also by the read error probability (see the Appendix). In systems targeting an effective BER of errors/bit-day, this upper limit of scrubbing rate implies a maximum allowable physical BER of approximately 0.3 upsets/bit-day for individual memory cells assuming that control structures are sufficiently hardened such that memory cell upsets remain the dominant source of errors.
SRAM cell trends show a decrease in the critical charge required to upset memory cells in sub-100-nm technologies, estimated to be 1.1 fC in 90-nm bulk CMOS. This may greatly increase the physical upset rate of SRAMs in space applications. When considered as part of an ECC and scrubbing-protected memory, the expected BERs in proton-rich environments may require scrubbing rates in excess of what is practical using single-bit-correcting ECCs. The overhead of protecting memories with a stronger triple-bit-correcting ECC is approximately 2.5X in area and power, and approximately 1X in overall latency when compared with nonhardened memories. It is expected this scaling will continue to apply at smaller sub-100-nm technologies. A second trend associated with scaling is expected to be statistical variablitity in device radiation response due to variations in parameters such as dopant concentration and implantation depth control. The ECC-based approach described here may be able to adapt gracefully as these effects emerge, simply by varying scrubbing rate and/or modifying ECCs and SRAM device architecture. In contrast, the approach of hardening individual memory cells may not scale as well since cells must be designed using worst-case parametric variations to ensure performance above a given LET threshold.
Future investigations may include trading off power minimization in SRAM arrays, which reduces margins and increases radiation sensitivity [38] , against ECC codes and scrubbing rates to find overall minimum-power designs for SRAM memories in space applications. While the results here are focused on space applications, many of these same issues may have broader applicability to areas such as SRAM-based FPGAs and terrestrial bulk memory applications such as SDRAMs.
APPENDIX MATHEMATICAL MODELS FOR ECCS AND SCRUBBING
A. Fig. 1 
. P(ECC Failure)/Scrub Cycle
Assuming random bit upsets in a memory that is characterized by an average upset rate per physical bit, the probability of a physical bit not upsetting during a period of time is commonly modeled by the 0th order Poisson distribution Equivalently, in terms of the physical BER of a memory cell and the system scrubbing rate (SR), the probability of a physical bit not upsetting between scrub cycles is physical bit does not upset between scrub cycles (1) From this, the probability that a physical bit does upset between scrub cycles is given by physical bit does upset between scrub cycles physical bit does not upset between scrub cycles
Considering a multi-bit word, from probability theory, the probability that physical bits upset within an -bit word between scrub cycles is physical bits upset within an -bit word between scrub cycles (3) where is the probability of a physical bit upset given in (1) and (2) , and the binomial formula is where From here, using (3), we can write the probability of an ECC failure for an -bit-correcting ECC as the probability that or more bits are upset within the same physical -bit word between consecutive scrub cycles an uncorrectable memory upset on a scrub cycle in an -bit word with an -bit-correcting ECC or more physical bits upset within an -bit word between scrub cycles physical bits upset within an -bit word between scrub cycles (4a) which, using the binomial identity, is also physical bits upset within an -bit word between scrub cycles Note that (4) is a function of the ratio between BER and SR only BER SR Fig. 1 illustrates (4) , showing the probability of encountering an ECC failure on a scrub cycle, for various combinations of -bit words and -bit ECCs as the ratio between the intrinsic memory cell BER and the system scrubbing rate is varied. Curves for a single-bit-correcting, and hypothetical double-bit, and triple-bit correcting ECCs with a 22-bit word are denoted by the curves Single, Double, and Triple. A curve representing TMR, or a single-bit-correcting ECC with a three-bit word, is labeled TMR. The slopes and offsets of the curves are indicative of their asymptotic powers and constant offsets. The curve for an -bit-correcting ECC has an asymptotic slope of in log-log representation corresponding to, for example, an inverse quadratic reduction in the probability of an ECC failure per scrub cycle as the scrubbing rate is increased when using a single-bit-correcting ECC. Comparing the curves TMR and Single whose asymptotic slopes are identical, the shift in their relative break points is due to their difference in word size.
B. Fig. 2. Effective BER Reduction Factor
The effective BER achieved by the combination of ECC codes and scrubbing is given as the product of the scrubbing rate (SR) times the probability [in (4) Note that (5) also is a function of only the ratio between BER and SR BER SR Fig. 2 illustrates (5), showing the relative reduction in the system BER as the ratio between the physical BER and the system scrubbing rate SR is varied. The curves shown are for the same combinations of -bit words and -bit ECCs shown in Fig. 1 . The slopes and offsets of the curves are indicative of their asymptotic powers and constant offsets. The curve for an -bit-correcting ECC has an asymptotic slope of in log-log representation corresponding to, for example, an inverse linear reduction in the effective BER for a system using a single-bit ECC as the scrubbing rate is increased. For SR BER the effective BER in some cases exceeds the physical BER of the memory cells. This region of "no improvement" is due to the increased probability of a bit becoming invalidated because of other bit flips within a bit's ECC codeword. This effect is more pronounced for larger codewords, and is illustrated by the difference between the Single and TMR curves. The curve Single shows that the scrubbing rate must be over 100 times intrinsic BER before the effective BER is improved when using a singlebit-correcting ECC code based on 22-bit codewords.
C. Fig. 3 
. BER, Scrubbing Rates, and ECCs for Effective BER
The curves of constant effective BER for combinations of scrubbing rate, physical BER, and ECCs are derived "by inspection" from Fig. 2 . First, the intersections of the asymptotic lines for SR BER with the line of "no improvement" BER reduction factor are noted. These points are where increasing the scrubbing rate just starts to reduce the effective BER from the physical BER, or where the effective BER the physical BER. These points are plotted in Fig. 3 at their corresponding physical BER coordinates. Next the slopes of the curves are related from the asymptotic slopes in Fig. 2 . Considering the single-bit ECCs, for example, for every decade increase in physical BER, the scrubbing rate must be increased by one decade just to achieve the same effective BER as the new physical BER, plus another decade to reduce the effective BER to the target. This corresponds to a slope of 2/1 on Fig. 3 's log-log graph. Similarly the slopes for double-and triple-bit-correcting ECCs are 3/2 and 4/3, etc. From this trend, it can be seen that even the strongest ECC will still require a linear increase (ideal slope ) in scrubbing rate for every increase in physical BER to maintain a target effective system BER.
D. Modeling Read Errors
Read errors may be modeled by including the probability of not getting a read error with the probability of not getting a bit upset when a bit is read. To include this correction, the modification to (1) is physical bit does not upset between scrub cycles BER SR read error which can be traced through the rest of the derivation. For illustration, the effect of read errors is shown in Figs. 6 and 7, which duplicate Figs. 1 and 2 showing the probability of getting an ECC failure and the effective BER reduction factor as the ratio between physical BER and scrubbing rate is varied. Curves are shown for where probability of read errors is equal to zero, and also for the case where the probability of a read error is . In Fig. 6 , the read error probability sets a lower limit on the probability of getting an ECC failure as the scrubbing rate is increased. In Fig. 7 , this is seen as a limit on the effectiveness of increasing the scrubbing rate, beyond which the effective BER starts to increase linearly with scrubbing rate. An important point is that when read errors are considered, memory access rate must also be considered as well as scrubbing rate, since an ECC scrubbing operation is performed on each memory element each time it is read. With memory access rates possible at over 1 GHz , this could be significant depending on the probabilities of read errors in actual devices.
