Modeled on the Gauss measure, the authors introduce the locally doubling measure metric space X, d, μ ρ , which means that the set X is endowed with a metric d and a locally doubling regular Borel measure μ satisfying doubling and reverse doubling conditions on admissible balls defined via the metric d and certain admissible function ρ. The authors then construct an approximation of the identity on X, d, μ ρ , which further induces a Calderón reproducing formula in L p X for p ∈ 1, ∞ . Using this Calderón reproducing formula and a locally variant of the vector-valued singular integral theory, the authors characterize the space L p X for p ∈ 1, ∞ in terms of the Littlewood-Paley g-function which is defined via the constructed approximation of the identity. Moreover, the authors also establish the Fefferman-Stein vector-valued maximal inequality for the local Hardy-Littlewood maximal function on X, d, μ ρ . All results in this paper can apply to various settings including the Gauss measure metric spaces with certain admissible functions related to the Ornstein-Uhlenbeck operator, and Euclidean spaces and nilpotent Lie groups of polynomial growth with certain admissible functions related to Schrödinger operators.
Introduction
The Littlewood-Paley theory on R n nowadays becomes a very important tool in harmonic analysis, partial differential equations, and other related fields. Especially, the extent to which the Littlewood-Paley theory characterizes function spaces is very remarkable; see, for example, Stein 1 , Frazier, et al. 2 , and Grafakos 3, 4 . Moreover, Han and Sawyer 5 established a Littlewood-Paley theory essentially on the Ahlfors 1-regular metric measure space with a quasimetric, which means that the measure of any ball is comparable with its radius. This theory was further generalized to the RD-space in 6 , namely, a space of homogeneous type in the sense of Coifman and Weiss 7, 8 with an additional property that 2 Journal of Inequalities and Applications the measure satisfies the reverse doubling condition. Tolsa 9 established a Littlewood-Paley theory with the nondoubling measure μ on R n , which means that μ is a Radon measure on R n and satisfies that μ B x, r ≤ Cr d for all x ∈ R n , r > 0, and some fixed d ∈ 0, n . Furthermore, these Littlewood-Paley theories were used to establish the corresponding Besov and TriebelLizorkin spaces on these different underlying spaces; see 5, 6, 10 . Let R n , | · |, dγ be the Gauss measure metric space, namely, the n-dimensional Euclidean space R n endowed with the Euclidean norm | · | and the Gauss measure dγ x ≡ π −n/2 e −|x| 2 dx for all x ∈ R n . Such an underlying space naturally appears in the study of the Ornstein-Uhlenbeck operator; see, for example, 11-18 . In particular, via introducing some local BMO γ space and Hardy space H 1 γ associated to admissible balls defined via the Euclidean metric and the admissible function ρ x ≡ min{1, 1/|x|} for x ∈ R n , Mauceri and Meda 12 developed a theory of singular integrals on R n , | · |, dγ ρ , which plays for the Ornstein-Uhlenbeck operator the same role as that the theory of classical Calderón-Zygmund operators plays for the Laplacian on classical Euclidean spaces. The results of 12 are further generalized to some kind of nondoubling measure metric spaces by Carbonaro et al. in 18, 19 . It is well known that the Gauss measure metric space is beyond the space of homogeneous type in the sense of Coifman and Weiss, a fortiori, the RD-space. To be precise, the Gauss measure is known to be only locally doubling see 12 . In this paper, modeled on the Gauss measure, we introduce the locally doubling measure metric space X, d, μ ρ , which means that the set X is endowed with a metric d and a locally doubling regular Borel measure μ satisfying the doubling and reverse doubling conditions on admissible balls defined via the metric d and certain admissible function ρ. An interesting phenomenon is that even in such a weak setting, we are able to construct an approximation of the identity on X, d, μ ρ , which further induces a Calderón reproducing formula in L p X for p ∈ 1, ∞ . Using this Calderón reproducing formula and a locally variant of the vector-valued singular integral theory, we then characterize the space L p X for p ∈ 1, ∞ in terms of the Littlewood-Paley g-function which is defined by the aforementioned constructed approximation of the identity. As a byproduct, we establish the Fefferman-Stein vector-valued maximal inequality for the local Hardy-Littlewood maximal function on X, d, μ ρ , which together with the Calderón reproducing formula paves the way for further developing a theory of local Besov and Triebel-Lizorkin spaces on X, d, μ ρ .
To be precise, motivated by 12 , in Section 2, we introduce locally doubling measure metric space X, d, μ ρ ; see Definition 2.1 below. The reasonabilities of Definition 2.1 are given by Propositions 2.3 and 2.5. Some geometric properties of these spaces are also presented in Section 2.
To develop a Littlewood-Paley theory on the space X, d, μ ρ , one of the main difficulties is the construction of appropriate approximations of the identity. In Section 3, by subtly modifying Coifman's idea in 20 see 3.2 through 3.4 below , for any given 0 ∈ Z, we construct an approximation of the identity, {S k } ii the condition 2.2 is equivalent to the following: there exist C a > 1 and n a > 0, which depend on a, such that for all λ ∈ 1, ∞ and λB ∈ B 2a , μ λB ≤ C a λ n a μ B ;
iii the following two statements are equivalent: Proof. The sufficiency of i follows from letting K 2. To see its necessity, we consider K ∈ 1, 2 and K ∈ 2, ∞ , respectively. When K ∈ 1, 2 , there exists a unique N ∈ N such that K N < 2 ≤ K N 1 , which implies that for all B ∈ B a ,
2.6
When K ∈ 2, ∞ , for any B ∈ B a , we have 2/K B ∈ B 2/K a and μ 2B ≤ D a μ 2/K B ≤ D a μ B , thus, 2.2 holds. Therefore, we obtain i . Now we assume 2.2 and prove the sufficiency of ii . For any λ > 1, choose N ∈ N such that 2 N−1 < λ ≤ 2 N . Then, for all λB ∈ B 2a , we have λ/2 j B ∈ B a for all 1 ≤ j ≤ N; we therefore apply 2.2 N times and obtain μ λB ≤ D a N μ λ/2 N B ≤ D a λ n a μ B , where n a ≡ log 2 D a . The necessity of ii is obvious.
Next we prove iii . If a holds, then b follows from setting K 1 2. Conversely, if b holds, then for any B ∈ B a , we have 2/K 1 B ∈ B 2/K 1 a and
which implies a . To prove iv , for any λ > 1, there exists a unique N ∈ N such that
This combined with the fact that λ/K a B ∈ B a implies that
where C a ≡ R a −1 and κ a ≡ log K a R a . Thus, iv holds.
Notice that v is obvious. To show vi , without loss of generality, we may assume that a 1 ∈ a 0 , 2a 0 . Set σ ≡ a 1 − a 0 / 1 a 0 . Observe that 0 < σ < 1. Thus, for any B ∈ B a , we have 1 σ B ∈ B 2a and a 0 which implies the desired result of b . This finishes the proof of Proposition 2.5.
Next we present some properties concerning the underlying space X, d, μ ρ . In what follows, for any x,y ∈ X and δ > 0, set V δ x ≡ μ B x, δ and V x, y ≡ μ B x, d x, y . Proposition 2.6. Let τ > 0, η > 0, a > 0, and B ∈ B a . Then the following hold:
and V x, y ∼ V y, x with equivalent constants depending only on τ; iii for any τ > 0, there exists a positive constant M depending on τ and λ such that any point x ∈ X belongs to no more than M balls of {τB j } j .
Proof. Let I be the maximal set of balls,
The existence of such a set is guaranteed by the Zorn lemma. We claim that I is at most countable. Indeed, we choose x 0 ∈ X, and set X N ≡ B x 0 , Nρ x 0 and J N ≡ {j : B j ∩ X N / ∅}. For any j ∈ J N , denote by w j an arbitrary point in B j ∩ X N . From 2.1 , it follows that ρ x j ∼ ρ w j ∼ ρ x 0 with constants depending only on N and λ; thus, for all z ∈ B j , For any z ∈ X, set J z ≡ {j : z ∈ τB j }. By 2.1 , ρ x j ∼ ρ z for all j ∈ J z . Then by an argument similar to the proof for the above claim, we obtain iii , which completes the proof of Lemma 2.7.
For any a > 0, we consider the noncentered local Hardy-Littlewood maximal operator M a on X, d, μ ρ , which is defined by setting, for all locally integrable functions f and x ∈ X, M a f x ≡ sup 
Approximations of the Identity
Motivated by 6, 20 , we introduce the following inhomogeneous approximation of the identity on the locally doubling measure metric space X, d, μ ρ .
, on L 2 X is called an 0 -approximation of the identity on X, d, μ ρ for short, 0 -AOTI if there exist positive constants C 1 and C 2 may depend on 0 such that for all k ≥ 0 and all x, x , y and y ∈ X, S k x, y , the integral kernel of S k , is a measurable function from X × X to C satisfying that
The existence of the approximation of the identity on X, d, μ ρ follows from a subtle modification on the construction of Coifman in 20, Lemma 2.2 see also 6 . Different from 20 , here we define 
X , and u ∈ X, define
and its dual operator
Then, for all x,y ∈ X, set
It is easy to see that S k is nonnegative, S k x, y S k y, x , and X S k x, y dμ y 1. The support condition of h together with 2.1 and 2.2 implies that for any u ∈ X,
with constants depending on 0 .
If
−k 1 ρ z , which together with 2.1 implies that
and that the integral domain in 3.
2 , the support condition of h, and Proposition 2.6 a , we obtain
which further implies that for all
By 3.5 , 3.8 , Proposition 2.6 a , and the fact that the integral domain in 3.4 is
Thus, i of Definition 3.1 holds with positive constants C 1 and C 2 depending only on 0 .
To show 3.1 , by the fact h ≥ χ 0,a 0 and 3.8 , we obtain that when d x, y ≤ 2 −k ρ x ,
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which implies that h d z, y /2 −k ρ z 1. Inserting this into 3.10 and then using 3.5 , we obtain 3.1 .
Now we show that S k satisfies the desired regularity in the first variable when
3.12
by the mean value theorem, 2.1 , 2.2 , 3.5 , and Proposition 2.6 a ,
3.13
By this, 3.5 , 3.8 , ρ x ∼ ρ x , d x, y 2 −k ρ x , and Proposition 2.6 a , we obtain
3.14 Now we estimate Z 2 . If Z 2 / 0, from the support condition of h and Proposition 2.6 a , we deduce that d x, z ≤ C2 −k ρ x for some positive constant C that depends on 0 . Therefore, by the mean value theorem and 3.8 ,
Journal of Inequalities and Applications 13 which combined with 2.1 ,
and Proposition 2.6 a further implies that
Combining the estimates of Z 1 and Z 2 yields that S k satisfies ii of Definition 3.1.
We finally prove that S k satisfies iv of Definition 3.
By 3.13 , 3.5 , 3.8 , 3.6 , the fact ρ x ∼ ρ x ∼ ρ y ∼ ρ y , and Proposition 2.6 a , we obtain
14
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The estimates for Z 4 through Z 5 are similar to those of Z 3 or Z 2 and hence omitted. Therefore, S k satisfies iv of Definition 3.1. This finishes the proof of Proposition 3.2. 
satisfy i and iii of Definition 3.1, then a symmetric estimate as in 3.19 holds for the second variable. Analogously, if
3.20
The following technical lemma in some sense illustrates that the composition of two 0 -AOTI's is still an 0 -AOTI except Definition 3.1 v .
Then for any η, σ, δ ∈ 0, 1 and σ δ ∈ 0, 1 , there exists a positive constant C, depending on η, σ, δ, C 1 , and C 2 , such that the kernel of
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Proof. Without loss of generality, we may assume that j ≥ k ≥ 0 . By Definition 3.1 i , for all j ≥ 0 , Q j x, y / 0 implies that
− j−1 ρ z ∧ρ y , which together with 2.1 yields i .
The support and size conditions of S 0 and E 0 together with 2.1 , 2.2 , and Proposition 2.6 a imply that ii holds when j k 0 . To show that ii holds when j > 0 , by the fact X Q j z, y dμ z 0, 3.25 , the size condition of Q j , and the regularity of D k , we obtain that for all x, y ∈ X,
Journal of Inequalities and Applications which combined with Proposition 2.6 c and j ≥ k further implies that
This together with i of this lemma and Proposition 2.6 a yields ii . The proofs for iii and iv are similar and we only show iii . To this end, it suffices to prove that when d y,
To see this, notice that if D k Q j x, y − D k Q j x, y / 0, then the assumption of iii combined with i and 2.1 yields that
This together with ii and Proposition 2.6 a further implies that
3.30
Taking 
where 
where and in what follows, χ j z, y ≡ χ {d z,y 2 −j ρ z ∧ρ y } z, y for all j ≥ 0 and z, y ∈ X. To estimate Z 2 , notice that for any z ∈ W 2 , by 3.29 and 2.1 , we have
This combined with 3.19 and Proposition 2.6 b gives that
3.34
Combining the estimates of Z 1 and Z 2 yields 3.28 and hence iii holds. When j ≥ k, to prove v , it suffices to verify that for any
3.35
To see this, notice that if 
3.36
Using iii of this lemma and a symmetric argument, we obtain that
3.37
Then the geometric mean among 3. 
and hence
Then we write
3.42
If z ∈ U 2 , then by 3.39 , we have d z, y ≤ 2d y, y 2 −k ρ y . This and 3.39 together with the second-order difference condition of D k and 3.19 yield that
3.43
Combining the estimates of J 1 and J 2 yields 3.35 . Hence, v holds. i There exists a positive constant C depending only 0 such that for all x, y ∈ X and k ≥ 0 ,
ii There exists a positive constant C depending only on 0 such that for all k ≥ 0 , locally integrable functions f, and x ∈ X, |S k f x | ≤ CM C 1 2 − 0 f x , where C 1 is the constant appearing in Definition 3.1(i).
iii For p ∈ 1, ∞ , there exists a positive constant C p , depending on p and 0 , such that for all
Proof. i can be easily deduced from the support and size conditions of S k together with Proposition 2.6 c . We can easily show ii by using 2.20 and Definition 3.1 i . Property iii is a simple corollary of i and Hölder's inequality. To prove iv , it suffices to show that lim
Now we prove 3.44 for p ∈ 1, ∞ . Let x ∈ X be a point such that Theorem 2.8 ii holds for f. Then using v and i of Definition 3.1, we obtain X in L 1 X and Proposition 3.5 iii yields that 3.44 holds for p 1. Thus, we obtain iv , which completes the proof of Proposition 3.5.
Local Vector-Valued Singular Integral Operators
In this section, let X, d be a metric space and μ a regular Borel measure satisfying 2.2 . Denote by B a complex Banach space with norm · B , and by B * its dual space with norm · B * . A function F defined on a σ-finite measure space X, μ and taking values in B is called B-measurable if there exists a measurable subset X 0 of X such that μ X \ X 0 0 and F X 0 is contained in some separable subspace B 0 of B, and for every u * ∈ B * , the complexvalued map x → u * , F x is measurable. From this definition and the theorem in 29, page 131 , it follows that the function x → F x B on X is measurable.
For any p ∈ 0, ∞ , we define L p X, B to be the space of all B-measurable functions 
Denote by L 
Let N ≡ { x, y ∈ X × X : d x, y ≤ ρ x ∧ ρ y } and N x ≡ {y ∈ X : x, y ∈ N}. Then for all x ∈ X, set
where χ N x represents the characteristic function of the set N x . A conclusion concerned such locally vector-valued singular integrals is as follows. 
Proof. It suffices to show the theorem for
We further assume that μ X < ∞, since the proof for the case μ X ∞ is similar and simpler.
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Suppose that r < ∞ and p ∈ 1, r . If 0 < A
.
4.12
Assume now that A 
4.13
Observe that if y ∈ B * j and x ∈ B j , then d x, y ≤ Θ t 2t ρ x j ≤ Θ t Θ t 2t ρ x , so d x, y < C 5 ρ x if we choose t > 0 sufficiently small. Thus, for any x ∈ B j , by 4.4 and 4.6 , we have
4.14
If x ∈ B j and y ∈ B * j \ N x , then 2.1 implies that B * j ⊂ B x, Θ t Θ t 2t ρ x and d x, y > Θ t −1 Θ Θ t t −1 ρ x . This combined with 4.14 and 2.2 yields that there exists a positive constant C, depending only on X and t, such that we then obtain
4.17
Now iii every point of X belongs to no more than M balls of {3B 
by viii .
Then, by Property v , we obtain
4.21
Recall that p ∈ 1, r . The boundedness of 
dμ y .
4.24
For any j and i, if x ∈ B j \ i∈I j 3B 
Therefore, applying 4.7 and xi yields that
4.26
The estimates of L j , H j , and N j together with the finite overlapping property of {B * 
, and then obtain that 4.11 holds whenever p ∈ 1, r . A standard duality argument shows that 4.11 holds for p ∈ r, ∞ ; see, for example, 30 .
The case r ∞ of the theorem can be proved by a slight modification of the above argument see 3, 30 and we omit the details. This finishes the proof of Theorem 4.1.
As an application of Theorem 4.1, by an argument similar to that used in 3 , we obtain the following conclusion. The details are omitted. 
4.28
} j∈N , ⎛ ⎝ j∈N M a f j q ⎞ ⎠ 1/q L 1,∞ X ≤ C ⎛ ⎝ j∈N f j q ⎞ ⎠ 1/q L 1 X , ⎛ ⎝ j∈N M a f j q ⎞ ⎠ 1/q L p X ≤ C ⎛ ⎝ j∈N f j q ⎞ ⎠ 1/q L p X .
4.29
Proof. If q ∞, then 4.29 can be deduced from the boundedness of M a in Theorem 2.8 and the fact that sup j∈N M a f j x ≤ M a sup j∈N |f j | x for all x ∈ X. Now we assume that q < ∞. In this case, by 2.1 and 2.2 , we have uniformly in x ∈ X. Choose 0 ∈ Z such that 2
X and x ∈ X, set M f x ≡ sup k≥ 0 |S k f x | the operator M here in fact depends on a . This combined with 4.30 and 3.1 yields that
4.31
Now the proof of Theorem 4.4 falls into proving the inequalities 4.29 and for the operator M. To this end, we set B 1 ≡ C, B 2 ≡ ∞ , and view M as the linear operator that maps B 1 -
The corresponding kernel of
, is defined by that for any t ∈ C,
Recall that we are using the 0 -AOTI {S k } k 0 constructed in Proposition 3.2, which is nonnegative and X S k x, y dμ y 1 for all x ∈ X. Therefore, for all f ∈ L ∞ X and x ∈ X,
Now we show that − → K satisfies 4.6 through 4.8 . In fact, for all x, y ∈ X, since S k is nonnegative and satisfies Definition 3.1 i ,
Observe that
4.34
When d z, y > C 1 2 −k ρ z ∨ ρ y and d x, y ≥ 2d z, y , by the support condition of S k , we have S k x, y S k x, z 0. So the summation
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where C is a positive constant depending only on 0 . Since {S k } ∞ k 0 satisfy i and iii of Definition 3.1, by Remark 3.3 and 2.2 ,
4.35
Taking summation over all k satisfying d y, z ≤ C 1 2 −k Θ C 1 2 − 0 ρ y yields that For any given measurable function f on X, we define the Littlewood-Paley g-function g f by setting, for all x ∈ X,
5.1
Recall that I
∞ ; see Proposition 3.5 iv . Following Coifman's idea in 20 , we know that for any N ∈ N,
Applying an argument similar to the proof of Lemma 3.4 in 6 yields the following conclusion. 
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Proof. For any | | ≤ N, k ≥ 0 , and j ≥ 0 , by Lemma 3.4 and Proposition 3.5 iii , we obtain that for all f ∈ L 2 X ,
5.4
The geometric mean between 5.4 gives
Similarly,
Applying the Cotlar-Knapp-Stein lemma see 32, page 280 together with 5.5 and 5.6 yields that
which completes the proof of Lemma 5.1.
The locally reverse doubling condition 2.3 is used in the proof of following lemma.
Lemma 5.2.
For any η > 0 and 0 ∈ Z, there exists a positive constant C depending on η and 0 such that
Proof. Notice that
Observe that the summation in the above inequality equals to 0 if d x, y > η2
5.10
where in the last inequality we used 2.2 . This further implies that
5.13
Combining the last two formulae yields the desired result of Lemma 5.2. 
Proof. For all x, y ∈ X, we write 
5.18
which together with Lemma 5.2 and 2.2 implies that for the constant
5.19
Similarly, R 
Proof. For any given p ∈ 1, ∞ , by Corollary 5.3, there exists N ∈ N large enough such that 
5.21
Proof. By Proposition 3.
. Therefore, to show the second inequality of 5.21 , it suffices to show that
5.22
In fact, by Lemma 3.4 and the proof of Proposition 3.5 iii , there exists a positive constant C, which depends on 0 , C 1 , and C 2 , such that for all k, j ≥ 0 1,
This combined with the Cotlar-Knapp-Stein lemma yields 5.22 . Thus, the second inequality of 5.21 holds. Now we show the first inequality of 5.21 . By Lemma 5.1, for large N ∈ N, we have
and hence T N is invertible on L 2 X . Thus, for large N, there exists a positive constant C,
34
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For any f ∈ L 2 X and h ∈ L 2 X , by Hölder's inequality,
5.25
Then, using D N k ≡ | |≤N D k , Minkowski's inequality, and the second inequality of 5.21 , we obtain
5.26
This combined with 5.25 together with a dual argument yields that
which completes the proof of Proposition 5.5.
The main result of this section is the following characterization of L p X for p ∈ 1, ∞ by using the Littlewood-Paley g-function.
Theorem 5.6. Let p ∈ 1, ∞ . Then there exists a positive constant C, depending on p, 0 , C 1 , and
Proof. We first show 5.29 and g f L p X f L p X by using Theorem 4.1. To this end, set
is given by that for any t ∈ C,
It remains to show that − → K x, y satisfies the hypotheses 4.6 through 4.8 .
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For any x, y ∈ X, since D k satisfies Definition 3.1 i , we apply Lemma 5.2 to obtain 
5.32
and 
, respectively.
Some Examples
In this section, we present some typical examples of the locally doubling measure metric spaces satisfying Definition 2.1. All results in previous sections, especially, Theorems 4.4 and 5.6 apply to various settings appearing in the following examples and, to the best of our knowledge, are new even for these typical settings. For the admissible function ρ x ≡ 1/ 1 |x| for all x ∈ R n , a similar argument shows that R n , | · |, γ ρ is also a locally doubling measure metric space in the sense of Definition 2.1.
It should be mentioned that the admissible function ρ or ρ plays important roles in analysis on Gauss measure metric spaces, especially in the study of operators related to Ornstein-Uhlenbeck semigroup; see, for example, 11-15, 17 . These operators can be represented as integral operators associated with kernels K: for all f ∈ C only in the regions N δ ≡ { x, y ∈ R n × R n : x / y, |x − y| ≤ δρ x } with constants C δ growing exponentially as δ → ∞; see, for example, 11, 12, 15, 16 . A usual treatment in considering the boundedness of these operators on L p R n , dγ p ∈ 1, ∞ is by splitting the operator into a local part and a global part, namely, T local f x ≡ T χ N δ x, · f x for all x ∈ R n and T global ≡ T − T local ; see, for instance, 11, 14, 17 and the references therein.
We remark that Theorem 4.1 is an extension of 11, Theorem 2.1 in a more abstract setting, which can be applied to local versions of operators such as Riesz transforms of any order see, e.g., 11, 14 , imaginary powers of the Ornstein-Uhlenbeck operator see, e.g., 16 , and some square functions see 11, 17 . It is well known that any Riemannian manifold has a differentiable structure of C ∞ , and hence the annulus 2B \ B / ∅ for all balls B contained in M. Then Proposition 2.3 vi implies that the locally reverse doubling condition 2.3 holds for M, d, μ ρ . Therefore, any complete Riemannian manifold with Ricci curvature bounded from below is a locally doubling measure metric space in the sense of Definition 2.1. Some curvature-dimension conditions also guarantee the locally doubling condition 2.2 ; see, for example, 38 . Obviously, when ρ satisfies 2.4 and X, d, μ is an RD-space, X, d, μ ρ in 25 is another typical example of locally doubling measure metric space in Definition 2.1.
