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ABSTRACT OF DISSERTATION
SUPERVISORY CONTROL AND FAILURE DIAGNOSIS OF
DISCRETE EVENT SYSTEMS: A TEMPORAL LOGIC APPROACH
Discrete event systems (DESs) are systems which involve quantities that take a discrete
set of values, called states, and which evolve according to the occurrence of certain discrete
qualitative changes, called events. Examples of DESs include many man-made systems such
as computer and communication networks, robotics and manufacturing systems, computer
programs, and automated traffic systems. Supervisory control and failure diagnosis are two
important problems in the study of DESs. This dissertation presents a temporal logic ap-
proach to the control and failure diagnosis of DESs.
For the control of DESs, full branching time temporal logic–CTL* is used to express
control specifications. Control problem of DES in the temporal logic setting is formulated;
and the controllability of DES is defined. By encoding the system with a CTL formula, the
control problem of CTL* is reduced to the decision problem of CTL*. It is further shown
that the control problem of CTL* (resp., CTL–computation tree logic) is complete for deter-
ministic double (resp., single) exponential time. A sound and complete supervisor synthesis
algorithm for the control of CTL* is provided. Special cases of the control of computation
tree logic (CTL) and linear-time temporal logic (LTL) are also studied; and for which algo-
rithms of better complexity are provided.
For the failure diagnosis of DESs, LTL is used to express fault specifications. Failure
diagnosis problem of DES in the temporal logic setting is formulated; and the diagnosability
of DES is defined. The problem of testing the diagnosability is reduced to that of model
checking. An algorithm for the test of diagnosability and the synthesis of a diagnoser is
obtained. The algorithm has a polynomial complexity in the number of system states and
the number of fault specifications.
For the diagnosis of repeated failures in DESs, different notions of repeated failure diag-
nosability, K-diagnosability, [1,K]-diagnosability, and [1,∞]-diagnosability, are introduced.
Polynomial algorithms for checking these various notions of repeated failure diagnosability
are given, and a procedure of polynomial complexity for the on-line diagnosis of repeated
failures is also presented.
Keywords: Discrete event systems, Temporal logic, Supervisory control, Failure diagnosis.
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Chapter 1
Introduction
1.1 Discrete Event Systems (DESs)
Discrete event systems (DESs) are systems which evolve according to the occurrence of
certain discrete qualitative changes, called events, and which involve quantities that take
a discrete set of values, called states. In other words, there are two key features in DESs.
First, DESs are event-driven systems as opposed to the conventional time-driven systems.
Unlike time-driven systems, the evolution of time between event occurrences has no effect
on DESs. Second, the state variables required to describe a DES take discrete or symbolic
values rather than real values. Examples of events include arrival of a customer in a queue,
termination of an algorithm in a computer program, loss of a message packet in a commu-
nication network, breakdown of a machine in a manufacturing system. Examples of discrete
states involved in modeling a DES include number of customers in a queue and the state of
a machine in a manufacturing system (e.g., BUSY, IDLE, DOWN). Thus examples of DESs
include many man-made systems such as computer and communication networks, robotics
and manufacturing systems, computer programs, and automated traffic systems. Because
of the above characteristics of DESs, the conventional differential or difference equations
and their associated analytical techniques, which have been developed for time-driven sys-
tems, can no longer be used for modeling and analysis of DESs. Contributions from various
disciplines, including systems theory, operations research, computer science, and industrial
engineering, have had to be brought together in studying DESs.
In modeling DESs, either untimed or timed models can be derived based on whether or
not the timing information is ignored. Untimed models have information about the order of
states and events, but not about their timing; and they are used for the control and analysis
of qualitative properties of DESs. Requirements that a message sequence must be received
in the same order as it was sent, and that a buffer in a manufacturing system should never
overflow are examples of qualitative properties. Timed models are used for the quantitative
analysis of DESs. Average transmission delay in a communication network and production
rate of a manufacturing system are examples of quantitative properties.
In this dissertation, we are concerned with studying only qualitative behaviors of DESs,
and developing temporal logic techniques for controlling and diagnosing such behaviors.
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1.2 Control and Failure Diagnosis of DESs
Supervisory control and failure diagnosis are two important problems in the study of
DESs. The theory of supervisory control of DESs was introduced by Ramadge and Wonham
[44] for designing controllers so that the controlled system satisfies certain desired qualitative
constraints. Many extensions of the basic supervisory control problem such as control with
partial observations, decentralized control, modular control, control of non-deterministic
systems, control of infinite behaviors represented by ω-languages, have been studied [27, 8].
In the supervisory control framework of discrete-event systems, an uncontrolled discrete
event system, called plant, is modeled as a state machine, the event set of which is finite and
is partitioned into the set of controllable and uncontrollable events. The language generated
by such a state machine is used to describe the behavior of the plant at the logical level. The
control task is formulated as that of the synthesis of a controller, called a supervisor, which
exercises control over the plant by dynamically disabling some of the controllable events in
order that the plant achieves a certain prescribed behavior, called a control specification,
typically expressed as a formal language.
Failure diagnosis in large, complex systems is a crucial and challenging task. In general,
a failure is a deviation of a system from its normal or required behavior, such as occurrence
of a failure event, or visiting a failed state, or more generally, reaching a deadlock or livelock;
and failure diagnosis is the process of detecting and identifying such deviations in a system.
The problem of failure diagnosis has received considerable attention in the literature of
reliability engineering, control, and computer science; and a wide variety of schemes have
been proposed.
In the past work on failure diagnosis of DESs, the normal or required behavior of the
system, also called the fault specification, is either specified by an automaton (containing no
failure states) or by a formal language (event-traces containing no failure events).
Since in a practical setting, a control or fault specification is generally described by a
natural language such as English, when we apply the above supervisory control or failure
diagnosis results, we must be able to transform a natural language specification to a formal
language specification. Given a simple natural language specification, the process of finding
a corresponding formal language specification can be tedious, unintuitive, and error-prone,
making it unaccessible to non-specialists. So there exists a gap between the informal natural
language specification and the formal language specification. This gap needs to be bridged
before we can apply supervisory control and failure diagnosis results effectively in a practical
setting. Temporal logic based specification was proposed in [16] as an attempt to bridge
such a gap.
1.3 A Temporal Logic Approach
Temporal logic was originally developed [24] for investigating the manner in which tem-
poral operators are used in natural language arguments. It provides a formal way of qual-
itatively describing and reasoning about how the truth values of assertions change over
time. In [43], Pnueli first argued that temporal logic is appropriate for reasoning about non-
terminating concurrent programs such as operating systems and network communication
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protocols. Now temporal logic is a widely active area of research. It has been used or pro-
posed for use in virtually all aspects of concurrent program design, including specification,
verification, and mechanical program synthesis.
For the supervisory control and failure diagnosis problems, temporal logic provides an
effective means of specification. In most cases, the translation of a simple natural language
specification into temporal logic one is quite straightforward.
Temporal logic has been used for expressing control specifications of discrete event sys-
tems in the past. For example, [53, 31, 35, 34, 14] uses linear-time temporal logic (LTL);
[39, 38] uses real-time temporal logic (RTTL), [3] uses metric temporal logic (MTL) (both
RTTL and MTL are LTL with real time constraints); [2] uses computation tree logic (CTL).
Temporal logic was also used in [26, 42, 56, 50, 51] for the study of discrete event systems.
Above prior work on temporal logic approach to the control of discrete event systems
are limited in one way or other. For example, in [53, 31, 34, 39] the verification and the
analysis were the main focus. In [35, 38], methods were given for the supervisor synthesis
for systems with only safety specifications. In [14] supervisory synthesis of LTL formulae is
considered; no test for the existence of a supervisor is provided, a supervisor is synthesized
based only on “one-step lookahead”, the atomic propositions set is taken to be the union of
inputs and outputs (which is restrictive as pointed below), and all controllable events are
unobservable. In [3], a sound but not complete algorithm was given for the synthesis of
supervisors for systems with MTL specifications. In [2], the control problem of systems with
CTL specifications was studied. But there are some errors and limitations with the result of
[2]. First, the semantics of CTL is defined by using ∗-languages in [2]. This is incorrect, since
CTL has a branching-time structure and it is known ([16]) that CTL and ∗-languages are
incomparable. Besides, CTL can express liveness properties which cannot be expressed by
∗-languages. Second, only state based supervisors were considered in [2], i.e., the supervisor
only uses the information about the present state of the plant ignoring the information about
the state sequence the plant has visited in the past. Third, the algorithm presented in [2],
which works for a restricted class of CTL formulae and has a linear complexity in the number
of states in the plant and the length of the CTL formulae, is erroneous.
The work on “module checking” [29] can be viewed as dual to a supervisory control
problem. The goal there is to have an “open system” (a plant in the setting of supervisory
control) so that the “closed system” (the controlled system in the setting of supervisory
control) satisfies the given CTL* specification for all possible environments (supervisors in
the setting of supervisory control). Dually, in the setting of supervisory control, the goal is
to have an open system so that the closed system satisfies the given CTL* specification for
at least one possible environment. Obviously, an open system is such that the closed system
does not satisfy a CTL* specification f for all possible environments if and only if the open
system is such that the closed system satisfies ¬f for at least one possible environment.
With the above analogy, our work on supervisory control can be viewed as an extension
of the work presented in the setting of “module checking”. In the work on module checking
the state set is partitioned into the system states and the environment states. Any subset
of the feasible events can occur when the system in one of its environment states. This in
our setting of supervisory control translates to having:
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1. states where either all events are controllable (the environment states in the setting of
module checking) or all events are uncontrollable (the system states in the setting of
module checking), and
2. the supervisor (the environment in the setting of module checking) is a deterministic
system.
Of course in our setting we don’t have these restrictions—in our setting all states can have
some events that are controllable and others that are uncontrollable, and the supervisor we
design can be a nondeterministic system. Thus, for example, the setting of [29] does not
apply to cases where only nondeterministic supervisors exist.
The setting of “control of reactive systems” [28] has a more ambitious goal: Synthesize a
controller (which disables events in system states) so that the controlled system satisfies the
given CTL* specification for all possible environments (which disables events in environment
states). Since it is also possible to disable a set of feasible events in a system state (through
a controller), this, in the supervisory control setting, translates to having:
1. all events are controllable in all states, and
2. the supervisor is a deterministic system.
As explained above such restrictions are not present in the setting of supervisory control.
It should be noted that in the setting of “control of reactive systems”, there are two types
of “players”, a controller/supervisor and the environment. The supervisory control setting
allows only one type of “player”, namely, a controller/supervisor, whereas, the environment
is always the “maximal” one (that never disables any event). Thus there are differences in
each setting when compared to the other.
The work on “robust satisfaction” does consider nondeterministic environments (i.e., su-
pervisors). But the composition mechanism, through which the system and the environment
interact, brings about additional restrictions, namely,
1. all events in all states are controllable,
2. exactly one controllable event is enabled in each state,
3. the environment only “observes” the current state of the system (and not the particular
event executed by the system),
4. the atomic propositions set is taken to be the union of the inputs and outputs.
The first two restrictions are present since in the setting of ”robust satisfaction”, the envi-
ronment, based on its present state, generates a unique output (which is an input for the
system) that enables that particular event (and nothing else) in the system. Note that by
outputting an appropriate event, the environment can enable that particular event in the
system (equivalently, disable others), thereby making all events controllable in all states of
the system. The third restriction is present because the environment updates its state based
upon only the output generated by the system, which is a function of only the system’s
state. The fourth restriction comes from the definition of a system in the setting of “robust
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satisfaction”. In general, it is not possible to capture the temporal properties of a system as
a temporal logic formula over only its inputs and outputs, as one could have two different
systems with the same input-output behavior, but satisfying a different set of temporal logic
properties. Note that in the setting of supervisory control, the atomic propositions set can
be arbitrary. It should be noted that the setting of “robust satisfaction” allows a type of
partial observation since the interacting systems only observe each others’ outputs, whereas
the supervisory control setting we consider requires a complete observation of events. Thus
there are differences in each setting when compared to the other.
Recently, the failure diagnosis problem has been studied in the framework of discrete event
systems (DESs) [32, 33, 4, 5, 6, 41, 48, 49, 47, 13, 9, 22, 12, 40, 36, 21, 30, 59, 45, 25, 57, 58, 55].
In [32, 33], the authors proposed a state-based approach for diagnosis; they studied the
problems of off-line and on-line diagnosis where the basic idea was to “test and observe”.
Extensions of the above work can be found in [4] where the authors studied testability of
DESs. In [5, 6], the problem of failure detection in communication networks was studied,
where both the normal and faulty behaviors of the system are modeled by formal languages,
the diagnoser observes the output behavior of the system through an observer designed by the
tester, and methods were obtained for the design of the diagnoser and the observer. In [41],
the authors also studied the problem of fault detection in communication networks where
faults are specified as change and addition of arcs in the finite state machine model of the
normal system, and a diagnosis method is provided. In [48, 49], a language-based approach
for failure diagnosis was proposed where the failures in the system are represented by some
unobservable failure events, and a procedure for detection and isolation of failure events
is presented. The work was further extended to timed systems in [9] and to decentralized
diagnosis in [13]. In [45], a state-based approach for failure diagnosis of timed systems
was proposed. In [22, 12, 40], the authors developed a template monitoring scheme based on
timing and sequencing relationships of events for fault monitoring in manufacturing systems.
In [55], the application of discrete event system techniques to digital circuits was studied,
and an algorithm for the delay fault testability modeling and analysis was presented.
Temporal logic has also been used as a modeling formalism for diagnosing DESs in [11].
However, to the best knowledge of the author, no result exists for the failure diagnosis of
DESs with temporal logic fault specifications.
In this dissertation, we present a temporal logic approach to the control and failure
diagnosis of DESs.
For the control of DESs, full branching time temporal logic–CTL* is used to express
control specifications. It is shown that the control problem of CTL* can be reduced to
the decision problem of CTL*. Thus we are able to derive an algorithm for the supervisor
synthesis from the decision procedure of CTL*. Special cases of the control of CTL and LTL
are also studied.
For the failure diagnosis of DESs, LTL is used to express fault specifications. Diagnosabil-
ity of DESs is defined in the temporal logic setting. The problem of testing the diagnosability
is reduced to that of model checking. Algorithms for the test of diagnosability and the syn-
thesis of a diagnoser are obtained. The problem of the failure diagnosis of repeated faults is
also studied; and the corresponding algorithms are obtained.
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1.4 Organization of Dissertation
The dissertation is organized as follows.
In Chapter 2, we present some notation and preliminaries. The concepts of finite au-
tomaton, formal languages, and temporal logic are introduced. A brief introduction to the
decision problem and model checking of temporal logic is also provided.
In Chapter 3, we solve the control problem of CTL*. First, the control problem of DESs
in the temporal logic setting is formulated; and the controllability is defined. Next, the
control problem of CTL* is reduced to the decision problem of CTL* and a small model
theorem for the control of CTL* is derived. It is further shown that the control problem
of CTL* (resp., CTL) is complete for deterministic double (resp., single) exponential time,
where a decision problem is said to be complete for a certain computation complexity F if
the following two conditions hold: (1) the complexity of the problem is upper bounded by F ,
i.e., the problem is solvable by an algorithm of the complexity F ; (2) any other problem with
a complexity upper bounded by F can be polynomially reduced to this problem. A sound
and complete supervisor synthesis algorithm for the control of CTL* is provided. Special
cases of the control of CTL and LTL are also studied. For these special cases we are able to
provide more efficient algorithms. Finally, an illustrative example is given.
In Chapter 4, we study the failure diagnosis problem of DESs in the temporal logic setting.
LTL temporal logic is used to represent fault specifications of DESs. The definitions of pre-
diagnosability and diagnosability in the temporal logic setting is provided. Algorithms for
testing these properties, and also for the synthesis of a diagnoser are obtained. An illustrative
example is also provided.
In Chapter 5, we provide a method for diagnosis of repeated failures. LTL formulae in the
form of Gf are used to express fault specifications of DESs. Various versions of diagnosability
for repeated faults are defined in the temporal logic setting. Algorithms for testing those
diagnosabilities are obtained. A procedure for on-line failure diagnosis of repeated faults is
provided. The results are illustrated through a simple example.
In Chapter 6, we summarize the results and conclude with the suggestions for further
research.
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Chapter 2
Notation and Preliminaries
This chapter summarizes the results on finite automaton and temporal logic that are
essential in the sequel. The interested reader may wish to consult [23, 16, 10] for further
information on automaton, temporal logic, and model checking.
2.1 Finite Automata and Formal Languages
A non-deterministic finite automaton, denoted by A, is a 5-tuple
A = (Q,Σ, δ, Q0, Qm),
where
• Q is a finite set of states;
• Σ is a finite set of event labels;
• δ : Q× (Σ ∪ {ε})→ 2Q is a partial transition function (it is a partial function since it
is generally defined on a subset of Q × (Σ ∪ {ε})); here ε denotes the null string, and
a transition on ε represents a hidden transition, also called an ε-move;
• Q0 ⊆ Q is a set of initial states;
• Qm ⊆ Q is a set of marked states.
The automaton A is said to be deterministic if its transition function can be written as
a partial map δ : Q × Σ → Q, i.e., if there are no hidden transitions, and the transition
function uniquely determines the resulting next state.
In the above definition, by designating certain states as marked, we record that the
system, upon entering these states, has completed some operation or task. Marked states
can be used to study the issue of blocking in DESs. In this dissertation, we will use atomic
propositions for a more general marking purpose. Thus there is no such a specific set of
marked states in the automaton model used in this dissertation.
The automatonA operates as follows. It starts in one of its initial states x0 ∈ Q0 and upon
the occurrence of a feasible event σ ∈ Σ ∪ {ε} at x0, i.e., δ(x0, σ) 6= ∅, it makes a transition
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to one of the states in δ(x0, σ). This process then continues based on the transitions defined
by δ.
Next we discuss the notion of formal languages and its connection with automata. Given
an event set Σ, we let Σ∗ denote the set of all finite-length sequences of events from Σ, called
event-traces, including the trace of zero length, denoted ε. Then the transition function
δ : Q × (Σ ∪ {ε}) → 2Q can be extended to δ∗ : Q × Σ∗ → 2Q, which is inductively defined
as: ∀x ∈ Q, s ∈ Σ∗, σ ∈ Σ,
δ∗(x, ε) := ε∗A(x)
δ∗(x, sσ) :=
⋃
x′∈δ(δ∗(x,s),σ)
ε∗A(x
′)
where ε∗A(x) ⊆ Q denotes the ε-closure of x ∈ Q, which is the set of states reached from x
on zero or more ε-moves.
Using the extended transition function δ∗, we can define the languages generated and
marked by automaton A. The language generated by A is given by, L(A) := {s ∈ Σ∗ | ∃x0 ∈
Q0 : δ
∗(x0, s) 6= ∅}, and the language marked by A is given by, Lm(A) := {s ∈ Σ
∗ | ∃x0 ∈
Q0 : δ
∗(x0, s) ∩Qm 6= ∅}.
For a non-deterministic finite automaton A, there always exists a language equivalent
deterministic finite automaton Ad, i.e., L(Ad) = L(A) and Lm(Ad) = Lm(A). Ad can be
obtained by determinizing A.
In general a subset K of Σ∗ is called a ∗-language. It is known that not all subsets of Σ∗
can be marked by a finite automaton. A ∗-language K is said to be regular if there exists a
deterministic finite automaton that marks it.
Let Σω be the set of all infinite length sequences of events from Σ, and Σ∞ = Σ∗ ∪ Σω.
B is called a ω-language over Σ if B ⊆ Σω. The prefix operation pr : Σ∞ → Σ∗ is defined as:
∀B ⊆ Σ∞, pr(B) := {s ∈ Σ∗ | ∃e ∈ B : s is a prefix of e}.
The limit operation lim : Σ∗ → Σω is defined as:
∀K ∈ Σ∗, lim(K) := {e ∈ Σω | ∃ infinitely many n ∈ N s.t. en ∈ K},
where N is the set of all natural numbers and en denotes the prefix of length n of e, i.e.,
en = e(1)e(2) · · · e(n) provided that e = e(1)e(2) · · ·. Given a ω-language B ⊆ Σω, B is said
to be ω-closed if B = lim(pr(B)). Note that B ⊆ lim(pr(B)) always holds. B is said to be
relatively ω-closed with respect to another ω-language S ⊆ Σω if B ∩ S = lim(pr(B)) ∩ S.
We conclude this section by presenting an operation called the synchronous composition
(or parallel composition) that captures the joint operation of two interconnected automata.
Given two finite automata Ai = (Xi,Σi, δi, X0i, Xmi), i = 1, 2, the synchronous composition
of A1 and A2, denoted by A1||A2, is defined as the finite automaton
A1||A2 := (Q,Σ, δ, Q0, Qm)
where
• Q = X1 ×X2 is the set of states;
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• Σ = Σ1 ∪ Σ2 is the set of events;
• δ : Q× (Σ ∪ {ε})→ 2Q is the transition function defined as:
∀x = (x1, x2) ∈ Q, σ ∈ Σ,
δ(x, σ) :=









δ1(x1, σ)× δ2(x2, σ) if δ1(x1, σ) 6= ∅, δ2(x2, σ) 6= ∅
δ1(x1, σ)× {x2} if δ1(x1, σ) 6= ∅, σ 6∈ Σ2
{x1} × δ2(x2, σ) if δ2(x2, σ) 6= ∅, σ 6∈ Σ1
∅ otherwise,
δ(x, ε) := [δ1(x1, ε)× {x2}] ∪ [{x1} × δ2(x2, ε)].
• Q0 = X01 ×X02 is the set of initial states;
• Qm = Xm1 ×Xm2 is the set of marked states.
In a synchronous composition of two automata, a common event, i.e., an event in Σ1∩Σ2,
can only be executed if the two automata both execute it simultaneously. Thus the two
automata are “synchronized” on the common events. The other events in Σ1 ∪ Σ2 are not
subject to such a constraint and can be executed whenever possible.
2.2 CTL* Temporal Logic
CTL* is also called the full branching time logic because of its branching time structure,
i.e., at each moment, there may exist alternate courses representing different possible futures.
It was proposed in [17] as an unifying framework, subsuming both CTL and LTL, as well as
a number of other temporal logic systems. Here we give a brief introduction to CTL*.
Let M = (Q,R,AP, L) be a state transition graph, where
• Q is the set of states (finite or infinite);
• R ⊆ Q × Q is a total transition relation, i.e., for every q ∈ Q there is a q ′ ∈ Q such
that R(q, q′);
• AP is a finite set of atomic proposition symbols;
• L : Q → 2AP is a labelling function that labels each state with the set of atomic
propositions true at that state.
A state-trace in M is defined as a sequence of states (finite or infinite), π = (q0(π), q1(π),
· · ·) such that for every i ∈ {0, 1, · · ·}, (qi(π), qi+1(π)) ∈ R. An infinitely long state-trace in
M is also called a path. For a path π, we use πk to denote its suffix from the state qk(π),
i.e., πk = (qk(π), · · ·), ∀k ≥ 0. A proposition-trace over the atomic proposition set AP is
defined as a sequence of sets of atomic propositions (finite or infinite), πp = (L0, L1, · · ·),
Li ⊆ AP, i = 0, 1, · · ·. A proposition-trace πp = (L0, L1, · · ·) over AP is said to be contained
in M if there exists a state-trace π = (q0, q1, · · ·) in M such that Li = L(qi), i = 0, 1, · · ·, in
which case πp is said to be associated with π.
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Using the atomic propositions and boolean connectives such as conjunction, disjunction,
and negation, we can construct more complex expressions describing properties of states.
However we are also interested in describing the properties of sequences (and more generally
of tree structures) of states that the system can visit. Temporal logic is a formalism for
describing properties of sequences of states as well as of tree structures of states. Such
properties are expressed using temporal operators and path quantifiers of the temporal logic.
These operators and quantifiers can be nested with boolean connectives to generate more
complex temporal logic specifications.
The following temporal operators are used for describing the properties along a specific
path.
• X (“next time”): it requires that a property hold in the next state of the path.
• U (“until”): it is used to combine two properties. The combined property holds if
there is a state on the path where the second property holds, and at every preceding
state on the path, the first property holds.
• F (“eventually” or “in the future”): it is used to assert that a property will hold at
some future state on the path. It is a special case of “until”.
• G (“always” or “globally”): it specifies that a property holds at every state on the
path.
• B (“before”): it also combines two properties. It requires that if there is a state on
the path where the second property holds, then there exists a preceding state on the
path where the first property holds.
We have following relations among the above operators, where f denotes a temporal logic
specification:
• Ff ≡ TrueUf
• Gf ≡ ¬F¬f
• fBg ≡ ¬(¬fUg)
In order to describe the branching time structure starting at a particular state, two path
quantifiers are used.
• A : for all paths.
• E : for some paths.
These two quantifiers are used in a particular state to specify that all of the paths or some
of the paths starting at that state have some property. The two quantifiers are related by:
• A ≡ ¬E¬.
There are two types of formulae in CTL*: state formulae (which are true in a specific
state) and path formulae (which are true along a specific path). Now we give the definition
of CTL* formulae.
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Syntax We inductively define a class of state formulae using rules S1-S3 below and a class
of path formulae using rules P1-P3 below:
S1 If p ∈ AP , then p is a state formula.
S2 If f1 and f2 are state formulae, then so are ¬f1, f1 ∨ f2, and f1 ∧ f2.
S3 If f1 is a path formula, then Ef1 and Af1 are state formulae.
P1 Each state formula is also a path formula.
P2 If f1 and f2 are path formulae, then so are ¬f1, f1 ∨ f2, and f1 ∧ f2.
P3 If f1 and f2 are path formulae, then so are Xf1, f1Uf2, Ff1, Gf1, and f1Bf2.
CTL* formulae are the state formulae generated by the above rules. The length of a formula
is the number of boolean, temporal, and path quantifier operators in the formula. It is easy
to see that the operators ¬, ∨, X, U , and E are sufficient to express any CTL* formula.
The restricted logic CTL is obtained by restricting the syntax to disallow boolean com-
binations and nestings of temporal operators. Formally, rules P1-P3 are replaced by:
P0 If f1 and f2 are state formulae, thenXf1, f1Uf2, Ff1, Gf1, and f1Bf2 are path
formulae.
Then CTL formulae are the state formulae generated by rules S1-S3 and P0.
The logic LTL is obtained by removing rules S2-S3, i.e., a LTL formula is either a state
formula in the form of Ag or a path formula g where g is any path formula generated by
rules S1 and P1-P3. Note that both definitions of LTL in [10] and [16] are adopted here.
This is because for the LTL control problem studied in this dissertation, we want that all
paths starting from the initial state of the plant satisfy some required property which can
be expressed by a LTL formula of the form Ag; and for the LTL failure diagnosis problem
we use a path formula g for specifying each single faulty state-trace (violating g).
Note that the only restriction in CTL is that every temporal operator in the formula
is immediately preceded by a path quantifier; whereas the only restriction in LTL is that
except for the path quantifier A appearing at the beginning of the formula (for the LTL
definition of Ag) no other path quantifiers exist in the formula. CTL and LTL have different
expressive power. For example, the CTL formula AGEFp can not be expressed by any LTL
formula; and the LTL formula AFGp can not be expressed by any CTL formula; but some
formulae such as AGp can be viewed as either a CTL formula or a LTL formula.
Semantics We define the semantics of CTL* with respect to a state transition graph M =
(Q,R,AP, L). For a state formula f , the notation <M, q >|= f (resp., <M, q >6|= f)
means that f holds (resp., does not hold) at state q in M. For a path formula f , the
notation < M, π >|= f (resp., < M, π >6|= f) means that f holds (resp., does not
hold) along the path π inM. The relation |= is defined inductively as follows (assuming
that p is an atomic proposition, f1 and f2 are state formulae, and g1 and g2 are path
formulae):
1. <M, q >|= p ⇐⇒ p ∈ L(q).
2. <M, q > 6|= f1 ⇐⇒ not <M, q >|= f1.
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3. <M, q >|= ¬f1 ⇐⇒ <M, q >6|= f1.
4. <M, q >|= f1 ∨ f2 ⇐⇒ <M, q >|= f1 or <M, q >|= f2.
5. <M, q >|= f1 ∧ f2 ⇐⇒ <M, q >|= f1 and <M, q >|= f2.
6. <M, q >|= Eg1 ⇐⇒ ∃π, q0(π) = q and <M, π >|= g1.
7. <M, q >|= Ag1 ⇐⇒ ∀π with q0(π) = q, <M, π >|= g1.
8. <M, π >|= f1 ⇐⇒ <M, q0(π) >|= f1.
9. <M, π > 6|= g1 ⇐⇒ not <M, π >|= g1.
10. <M, π >|= ¬g1 ⇐⇒ <M, π >6|= g1.
11. <M, π >|= g1 ∨ g2 ⇐⇒ <M, π >|= g1 or <M, π >|= g2.
12. <M, π >|= g1 ∧ g2 ⇐⇒ <M, π >|= g1 and <M, π >|= g2.
13. <M, π >|= Xg1 ⇐⇒ <M, π
1 >|= g1.
14. < M, π >|= g1Ug2 ⇐⇒ ∃k ≥ 0, < M, π
k >|= g2 and ∀j ∈ {0, 1, · · · , k − 1},
<M, πj >|= g1.
15. <M, π >|= Fg1 ⇐⇒ ∃k ≥ 0, <M, π
k >|= g1.
16. <M, π >|= Gg1 ⇐⇒ ∀k ≥ 0, <M, π
k >|= g1.
17. < M, π >|= g1Bg2 ⇐⇒ ∀k ≥ 0 with < M, π
k >|= g2, ∃j ∈ {0, 1, · · · , k − 1},
<M, πj >|= g1.
Remark 1 In the above, the path formulae are interpreted over non-terminating paths.
In some cases, we may need to study the systems with terminating behaviors. So the
definition of CTL* semantics needs to be extended to finite paths. This can be achieved
easily as described in [16]. In this dissertation, we focus on the systems with non-terminating
behaviors, and hence only use the above definition.
From the above semantics of CTL*, we can obtain the semantics for CTL and LTL. It is
easy to find that the LTL path formulae in the form of g can also be interpreted over infinite
proposition-traces over AP without referring to any specific state transition graph. Thus
given an infinite proposition-trace and a LTL path formula, we can check whether the LTL
path formula is satisfied by the proposition-trace.
Simple temporal logic formulae lead to easily understood high level specifications. In
most cases, it is easy to translate a simple natural language specification into a temporal
logic formula. The following examples show that temporal logic formulae can be used to
express properties such as invariance, progress or non-blocking, recurrence, stability, etc.
AGp means that “for all paths (A) starting at the present state, globally (G) at every state
along these paths p is true”. It is an invariance (a type of safety) property.
AGEFp means that “for all paths (A) starting from the present state, globally (G) for every
state along these paths there exists (E) a path starting from that state such that in
future (F ) p will hold at a state on that path”. It is a progress or non-blocking property.
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AG(p1 ⇒ AFp2) means that “for all paths (A) starting from the present state, globally (G)
for every state s along these paths, if p1 is true at the state s, then p2 will be true
at some subsequent state along every path (AF ) starting from the state s”. It is a
recurrence(a type of liveness) property.
AFGp means that “for all paths (A) starting from the present state, eventually (F ) p will
hold globally G”. It is a stability (a type of liveness) property which requires that the
system should eventually reach a set of states where p holds and stay there forever.
2.3 Decision Problem
We say that a state formula f is satisfiable provided that for some state transition graph
M and some state q in M we have <M, q >|= f , in which case M is called a model for f .
The decision problem of a temporal logic formula is to test whether or not the given
formula is satisfiable. We have following results for the decision problems of CTL*, CTL,
and LTL.
Theorem 1 ([19, 15]) Given a CTL* formula f , f is satisfiable if and only if it is satisfiable
in a finite state transition graph with the number of nodes at most double exponential in
the length of the formula f .
Theorem 2 ([16]) The decision problem of CTL* (resp., CTL) is complete for deterministic
double (resp., single) exponential time.
Theorem 3 ([52]) The decision problem of LTL is PSPACE-complete.
Theorem 1 is called the small model theorem for the decision of CTL*. It states that a
CTL* formula is satisfiable if and only if it is satisfiable in a small finite model, where small
means that the size of the model is bounded by some function of the length of the given
formula. Theorem 2 states that the lower as well as the upper bound of the time complexity
of the decision problem for CTL* (resp., CTL) is deterministic double (resp., single) expo-
nential in the length of the given formula. Theorem 3 states that the decision problem of
LTL can be solved by a deterministic algorithm with polynomial space complexity at the
best. Here PSPACE is the class of problems that can be solved by deterministic algorithms
with polynomial space complexity; and it is known that NP ⊆PSPACE, where NP is the
class of problems that can be solved by non-deterministic algorithms with polynomial time
complexity.
2.3.1 Decision procedure for CTL
To test the satisfiability of a CTL (a special case of CTL*) formula f , we can have a
more efficient sound and complete decision procedure [16]. The procedure is described in
detail in the following. First let us give a few definitions taken from [16].
We assume that the given CTL formula f is in positive normal form, which is obtained by
pushing negations inward as far as possible using the de Morgan’s law (¬(f1∨f2) ≡ ¬f1∧¬f2,
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¬(f1∧ f2) ≡ ¬f1∨¬f2) and the dualities (¬AGf1 ≡ EF¬f1, ¬A[f1Uf2] ≡ E[¬f1Bf2], etc.).
We use ∼ f1 to denote the formula in positive normal form equivalent to ¬f1. The closure
of f , cl(f), is the smallest set of formulae containing f and satisfying:
• each sub state formula of f is in cl(f).
• if EFf1, EGf1, E[f1Uf2], or E[f1Bf2] is in cl(f) then respectively,
EXEFf1, EXEGf1, EXE[f1Uf2], or EXE[f1Bf2] is in cl(f).
• if AFf1, AGf1, A[f1Uf2], or A[f1Bf2] is in cl(f) then respectively,
AXAFf1, AXAGf1, AXA[f1Uf2], or AXA[f1Bf2] is in cl(f).
The extended closure of f is defined as: ecl(f) = cl(f) ∪ {∼ f1|f1 ∈ cl(f)}. Note that
|ecl(f)| = O(|f |), where |f | denotes the length of f .
We say that a formula is elementary provided that it is a proposition, the negation of
a proposition, or is in the form of AXf1 or EXf1. Any other formula is non-elementary.
Each non-elementary formula may be viewed as either a conjunctive α-formula, α = α1∧α2,
or a disjunctive β-formula, β = β1 ∨ β2. Clearly, f1 ∧ f2 is an α-formula and f1 ∨ f2 is a
beta-formula. A formula such as AGf1, A[f1Uf2], A[f1Bf2], etc., may be classified as an α-
or β-formula based on its fix-point characterization; e.g., AGf1 = f1 ∧ AXAGf1 is an α-
formula and EFf1 = f1 ∨EXEFf1 is a β-formula. The classification for all non-elementary
formulae is given as:
α− formula (α = α1 ∧ α2) :
α = f1 ∧ f2 : α1 = f1, α2 = f2
α = A[f1Bf2] : α1 =∼ f2, α2 = f1 ∨ AXA[f1Bf2]
α = E[f1Bf2] : α1 =∼ f2, α2 = f1 ∨ EXE[f1Bf2]
α = AGf1 : α1 = f1, α2 = AXAGf1
α = EGf1 : α1 = f1, α2 = EXEGf1
β − formula (β = β1 ∨ β2) :
β = f1 ∨ f2 : β1 = f1, β2 = f2
β = A[f1Uf2] : β1 = f2, β2 = f1 ∧ AXA[f1Uf2]
β = E[f1Uf2] : β1 = f2, β2 = f1 ∧ EXE[f1Uf2]
β = AFf1 : β1 = f1, β2 = AXAFf1
β = EFf1 : β1 = f1, β2 = EXEFf1
A state transition graph M = (Q,R,AP, L) is called a structure if the relation R is
required to be total, otherwiseM is called a prestructure. An interior node of a prestructure
is one with at least one successor. A frontier node is one with no successors.
A prestructure M1 = (Q1, R1, AP, L1) is said to be contained in a structure M2 =
(Q2, R2, AP, L2) whenever Q1 ⊆ Q2, R1 ⊆ R2, and L1 = L2|Q1 , the restriction of L2 to Q1;
M1 is said to be cleanly embedded in M2 provided M1 is contained in M2, and also every
interior node of M1 has a same set of successors as its corresponding node in M2.
The following consistency requirements are associated with the labelling function L of a
(pre)structure. Here the definition of L is extended as L : Q→ 2ecl(f), where f is the given
formula. ∀q ∈ Q, we have:
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Zero-step Consistency Rules :
ZS0 p ∈ L(q)⇒∼ p 6∈ L(q);
ZS1 α ∈ L(q)⇒ [(α1 ∈ L(q)) ∧ (α2 ∈ L(q))];
ZS2 β ∈ L(q)⇒ [(β1 ∈ L(q)) ∨ (β2 ∈ L(q))].
One-step Consistency Rules :
OS0 AXp ∈ L(q)⇒ [∀q′ ∈ Q, ((q, q′) 6∈ R) ∨ (p ∈ L(q′))];
OS1 EXp ∈ L(q)⇒ [∃q′ ∈ Q, ((q, q′) ∈ R) ∧ (p ∈ L(q))].
A fragment is a prestructure whose graph is a DAG (directed acyclic graph) such that
all of its nodes satisfy rules ZS0-ZS2 and OS0, and all of its interior nodes satisfy rule OS1.
A formula of the form A[pUp′] or E[pUp′] is called an eventuality formula. Since AFp′
and EFp′ are special cases of A[pUp′] and E[pUp′] respectively, they are also eventuality
formulae.
An eventuality formula (AFp′, A[pUp′], EFp′, or E[pUp′]) is said to be fulfilled in a
structure M = (Q,R,AP, L) if ∀q ∈ Q:
• AFp′ ∈ L(q) (resp., A[pUp′] ∈ L(q)) implies that there is a finite fragment, called
DAG[q, AFp′] (resp., DAG[q, A[pUp′]]), rooted at q and cleanly embedded in M such
that for all frontier nodes t of the fragment, p′ ∈ L(t), and for all interior nodes u of
the fragment, True (resp., p) ∈ L(u);
• EFp′ ∈ L(q) (resp., E[pUp′] ∈ L(q)) implies that there is a finite fragment, called
DAG[q, EFp′] (resp., DAG[q, E[pUp′]]), rooted at q and cleanly embedded in M such
that for some frontier node t of the fragment, p′ ∈ L(t), and there exists one path from q
to t in the fragment such that for all interior nodes u along the path, True (resp., p) ∈
L(u).
An eventuality formula (AFp′, A[pUp′], EFp′, or E[pUp′]) is said to be pseudo-fulfilled
in a structure M = (Q,R,AP, L) if ∀q ∈ Q:
• AFp′ ∈ L(q) (resp., A[pUp′] ∈ L(q)) implies that there is a finite fragment, called
DAG[q, AFp′] (resp., DAG[q, A[pUp′]]), rooted at q and contained in M such that for
all frontier nodes t of the fragment, p′ ∈ L(t), and for all interior nodes u of the
fragment, True (resp., p) ∈ L(u);
• EFp′ ∈ L(q) (resp., E[pUp′] ∈ L(q)) implies that there is a finite fragment, called
DAG[q, EFp′] (resp., DAG[q, E[pUp′]]), rooted at q and contained in M such that for
some frontier node t of the fragment, p′ ∈ L(t), and there exists one path from q to t in
the fragment such that for all interior nodes u along the path, True (resp., p) ∈ L(u).
Now we present the decision procedure for CTL. Let f be the given CTL formula. With-
out loss of generality, we can assume that f is in the form of f = f ′∧AGEXtrue, syntactically
reflecting the semantic requirement that each state in a structure has a successor state. Then
the decision procedure is given as follows.
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1. Construct a tableau Tf for the CTL formula f . A tableau for a given temporal logic
formula f is a finite state transition structure with states labelled by subformulae
associated with f that, in effect, encodes all potential models of f .
Tf is constructed from a bipartite graph T0 = (C ∪ D,RCD ∪ RDC , AP, L0), where
nodes in C are called states, nodes in D are called prestates, and each node is uniquely
identified by its label defined by L0; RCD ⊆ C ×D and RDC ⊆ D × C are transition
relations; L0 : C ∪ D → 2
ecl(f) is the labelling function. Initially, C, RCD, and RDC
are all empty, and D contains a single prestate d labelled with f . Repeat the following
until no more nodes and transitions can be added into T0: let e be a frontier node of
T0,
• if e ∈ D, then let {Li ⊆ ecl(f) | 1 ≤ i ≤ k} be the set of all possible labels such
that ∀i ∈ {1, 2, · · · , k}, “[Li is a minimal superset of L0(e)] ∧ [Li satisfies rules
ZS0-ZS2] ∧ [∀p ∈ AP ∩ ecl(f), (p ∈ Li) ∨ (¬p ∈ Li)]”, and for each Li create a
state ci with L0(ci) = Li, and add ci into C if ci 6∈ C, and (e, ci) into RDC ;
• if e ∈ C labelled with the next time formulae
{AXp1, · · · , AXpj, EXp
′
1, · · · , EXp
′
k},
then ∀i ∈ {1, · · · , k}, create prestates di labelled with {p1, · · · , pj, p
′
i}, and add di
into D if di 6∈ D, and (e, di) into RCD.
The tableau Tf is obtained as Tf = (Cf , Rf , AP, Lf ), where Cf = C, Rf = RCD ◦RDC ,
and Lf = L0|C , the restriction of L0 to C.
2. Test the tableau Tf for the existence of a model for f . This is done by first pruning
(see below) the tableau Tf to ensure that the consistency and pseudo-fulfillment of
eventualities are satisfied in Tf , then checking in the pruned tableau Tf whether there
exists a state q ∈ Cf such that {f} ⊆ Lf (q). If there exists such a state then and only
then f is satisfiable.
The pruning of Tf is achieved by repeatedly applying the following deletion rules until
no more nodes can be deleted from Tf :
• Delete any state which has no successors.
• Delete any state which violates rule OS1.
• Delete any state q such that ∃g ∈ Lf (q), g is an eventuality formula and g is not
pseudo-fulfilled at q.
To test the pseudo-fulfillment of an eventuality formula at each state in Tf , the following
ranking procedure can be used. For an A[pUp′] eventuality, initially assign rank 1 to all
states labelled with p′ and rank ∞ to all other states. Then for each state q and each
formula g such that EXg ∈ Lf (q), define SUCCg(q) = {q
′ | (q, q′) ∈ R, g ∈ Lf (q
′)}
and compute rank(SUCCg(q)) = minq′{rank(q
′) | q′ ∈ SUCCg(q)}. Now for each
state q of rank ∞ such that p ∈ Lf (q), let rank(q) = 1+ maxg{rank(SUCCg(q))|
EXg ∈ Lf (q)}. Since AGEXtrue is contained in f , the formula EXtrue is labeled
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at every state in Tf . So the above procedure is well defined. Repeatedly apply the
above ranking procedure until stabilization. A state q has a finite rank if and only if
A[pUp′] is pseudo-fulfilled at q in Tf . Testing for the pseudo-fulfillment of AFp
′ follows
from above since it is a special case of A[pUp′]. For testing the pseudo-fulfillment
of E[pUp′], a similar procedure as above can be applied, with the only modification
that rank(q) = 1 +ming{rank(SUCCg(q)) | EXg ∈ Lf (q)}. Testing for the pseudo-
fulfillment of EFp′ is again a special case of E[pUp′].
The above decision procedure for CTL has a worst case complexity of single exponential in
the length of the given CTL formula.
If the given formula f is satisfiable, we can obtain a model for f as follows:
• Extract a modelM for the formula f from the pruned tableau Tf when f is satisfiable.
M = (Q,R,AP, L) is extracted from Tf = (Cf , Rf , AP, Lf ) as follows.
For each state q in Cf and each eventuality g that labelled at a state in Tf , we construct
a directed acyclic graph rooted at q, DAGG[q, g]. If the eventuality q ∈ Lf (q) then
DAGG[q, g] = DAG[q, g]; otherwise DAGG[q, g] is taken to be the subgraph consisting
of q and a sufficient set of successors to ensure that one-step consistency rules OS0-1
are satisfied. Next we take each DAGG[q, g] and arrange them in a matrix by putting
DAGG[qj, gi] in the i-th row and the j-th column of the matrix. The matrix has a
dimension of m×n, where m (resp., n) is the number of eventualities (resp., states) in
the tableau Tf . Then we connect all the DAGGs in the matrix together in the following
way: for any frontier node q in the i-th row, merge it with the corresponding root node
q of DAGG[q, gi+1] in the (i+1)-th row; for any frontier node q in the last row, merge
it with the corresponding root node q of DAGG[q, g1] in the first row.
We use M = (Q,R,AP, L) to represent the above finite state transition graph, where
Q is the set of states in the graph, R is the transition relation of the graph, L is the
labelling function for each state in the graph which is a natural extension of Lf . M
defines a model for f , i.e., ∃q0 ∈ Q such that <M, q0 >|= f ; and the number of states
in M is at most exponential in the length of f .
2.3.2 Decision procedure for LTL
To test the satisfiability of a LTL formula f , we can use the decision procedure for CTL,
which is shown by the following theorem.
Theorem 4 ([16]) Let f be a LTL path formula in positive normal form, i.e., the negations
are applied only to atomic propositions in f . Let f ′ be the CTL formula obtained from f
by adding a path quantifier A before each temporal operator in f . Then f is satisfiable if
and only if f ′ is satisfiable.
2.3.3 Decision procedure for CTL*
To test the satisfiability of a CTL* formula f , we have the following sound and complete
decision procedure [16, 19, 18]:
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1. Derive a Rabin tree automaton for the CTL* formula f [19]. The number of states
(resp., acceptance condition pairs) of the Rabin tree automaton is double (resp., single)
exponential in the length of the formula f .
2. Test the emptiness of the set of trees accepted by the Rabin tree automaton [18]. If the
set of the accepted trees of the Rabin tree automaton is empty then the CTL* formula
f is not satisfiable; otherwise the formula f is satisfiable, and a model for f can be
extracted from the Rabin tree automaton. The complexity of this step is polynomial
in the number of states of the Rabin tree automaton and exponential in the number
of acceptance condition pairs of the Rabin tree automaton.
The above decision procedure for CTL* has a complexity of double exponential in the length
of the input CTL* formula.
2.4 Model Checking Problem
The model checking problem is described as follows. Given a finite state transition graph
M = (Q,R,AP, L) that represents a system and a temporal logic formula f expressing some
desired specification, find the set of all states in Q that satisfy f , i.e., the set Qf = {q ∈
Q | < M, q >|= f}. In practical situations, a system generally has a set of initial states.
The specification f is said to be satisfied by a system if all initial states of the system are in
the set Qf . In the following we describe the model checking algorithms for CTL, LTL, and
CTL* [10].
2.4.1 CTL model checking
Let M = (Q,R,AP, L) be a finite state transition graph and f be a CTL formula. We
want to find the set of states inM that satisfy f , i.e., the set Qf = {q ∈ Q | <M, q >|= f}.
This is achieved by first labelling each state q with the set label(q) of subformulae of f that
are true at q; once the labelling process terminates, we will have that q ∈ Qf if and only if
f ∈ label(q). The labelling process operates as follows. Initially, label(q) = L(q) for every
state q ∈ Q. Then we go through a series of stages; and in each stage we add into label(q)
with some subformulae of f that are true at q. Sub formulae with different lengths are
handled in different stages; and subformulae with a shorter length are handled in an earlier
stage. Thus the stages start with the subformulae with length 0, i.e., the atomic propositions
in f , and end with the whole formula f .
Recall that in a CTL formula each temporal operator must be immediately preceded by
a path quantifier. Thus we have ten basic CTL operators: AX, EX, AF , EF , AG, EG,
AU , EU , AB, and EB. Each of the ten operators can be expressed in terms of the three
operators EX, EG, and EU :
• AXf ≡ ¬EX(¬f)
• AFf ≡ ¬EG(¬f)
• EFf ≡ E[trueUf ]
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• AGf ≡ ¬EF (¬f)
• A[fUg] ≡ ¬E[¬gU(¬f ∧ ¬g)] ∧ ¬EG(¬g)
• A[fBg] ≡ ¬E[¬fUg]
• E[fBg] ≡ ¬A[¬fUg]
Thus any CTL formula can be expressed in terms of ¬, ∨, EX, EU , and EG. So in each
stage of the above labelling process, it suffixes to be able to handle six cases, depending on
whether the subformula is atomic or has one of the following terms: ¬f1, f1 ∨ f2, EXf1,
E[f1Uf2], or EGf1.
For a subformula of the form ¬f1, we add it into label(q) if f1 6∈ label(q) for each state
q ∈ Q. For a subformula of the form f1 ∨ f2, we add it into label(q) if [f1 ∈ label(q)] ∨ [f2 ∈
label(q)]. For a subformula of the form EXf1, we add it into label(q) if q has some successor
labelled by f1.
To handle the formulae in the form of E[f1Uf2], we first find all the states that are
labelled with f2, i.e., the set Qf2 = {q ∈ Q | f2 ∈ label(q)}. Next we find all the states
q0 ∈ Q such that q0 can reach Qf2 only through states labelled with f1, i.e., there exists a
state-trace (q0, q1, · · · , qn, q) inM with q ∈ Qf2 and f1 ∈ label(qi) for all 0 ≤ i ≤ n. All such
states q0 and all the states in Qf2 should be labelled with E[f1Uf2].
For the case of EGf1, we first construct M
′ = (Q′, R′, AP, L′) from M as follows: Q′ =
{q ∈ Q | f1 ∈ label(q)}, R
′ = R|S′×S′ , and L
′ = L|S′ ; and partition the graph (Q
′, R′) into
strongly connected components using the algorithm of Tarjan [1], where a strongly connected
component (SCC) C is a maximal subgraph such that every node in C is reachable form
every other node in C along a directed path entirely contained in C. Next we obtain the set
of all those states in Q′ that belong to nontrivial SCCs and denote it by Q1. Here a SCC is
said to be nontrivial if it has more than one node or it contains one node with a self loop.
Then we find the set of all the states in M′ that can reach the set Q1 and denote it by Q2.
Obviously, Q1 ⊆ Q2. Finally, we label each state in Q2 with EGf1.
The above outlined CTL model checking algorithm has a linear complexity in the size of
the state transition graphM and the length of the CTL formula f , i.e., O((|Q|+ |R|) · |f |).
2.4.2 LTL model checking
Let M = (Q,R,AP, L) be a finite state transition graph and Ag be a LTL formula.
We want to find the set of states in M that satisfy Ag, i.e., the set QAg = {q ∈ Q | <
M, q >|= Ag}. Note that <M, q >|= Ag if and only if <M, q >|= ¬E(¬g). Consequently,
QAg = Q − QE(¬g), where QE(¬g) = {q ∈ Q | < M, q >|= E(¬g)}. Thus it suffixes to be
able to check the truth of the formulae of the form Ef , where f is a LTL path formula. In
the following we describe a tableau-based algorithm for LTL model checking.
Given a LTL path formula f and a state transition graph Md with an initial state set
Q0, Md is said to satisfy f if ∀q ∈ Q0, < Md, q >|= Af . The problem of checking whether
a state transition graph Md with an initial set Q0 satisfies a given LTL path formula f can
be solved by first solving the model checking problem of Md with respect to Af , i.e., first
finding the set of states QAf at which Af holds, and next checking whether Q0 ⊆ QAf . In
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the rest of this report, we will view the problem of checking whether a system Md satisfies
a LTL path formula f as an instance of a LTL model checking problem.
For a given LTL formula Ag and a finite state transition graphM, an algorithm for LTL
model checking is given as follows:
1. Construct a tableau for ¬g that includes every proposition-trace over AP satisfying
¬g. There are several different methods as described in [10]. Here we give a method
based on that of the CTL tableau construction given in the previous section as follows:
(a) Derive f =∼ g, the positive normal form of ¬g.
(b) Change f into a CTL formula f ′ by inserting a path quantifier A before each
temporal operator in f .
(c) Construct a tableau Tf ′ = (Qf ′ , Rf ′ , AP, Lf ′) for the CTL formula f
′∧AGEXtrue
using the method given in the previous section.
(d) Obtain a tableau Tf = (Qf , Rf , AP, Lf ) for f from Tf ′ as follows: Qf = Qf ′ ;
Rf = Rf ′ ; for every state q ∈ Qf and each formula f1 ∈ Lf ′(q), if f1 contains a
path quantifier E in it then we delete f1 from Lf ′(q), otherwise we remove all the
path quantifiers A in f1 and put the resulting formula into Lf (q).
(e) Output Tf as the tableau for ¬g.
2. Construct T1 = (Q1, R1, AP, L1), the proposition-synchronized composition of Tf and
M = (Q,R,AP, L), which accepts every infinite proposition-trace over AP contained
in M and satisfying f as follows:
• Q1 ⊆ Qf × Q is the set of states, Q1 = {(qf , q) ∈ Qf × Q| Lf (qf ) and L(q) are
propositionally consistent}, where “Lf (qf ) and L(q) are propositionally consis-
tent” if ∀p ∈ AP , p ∈ Lf (qf ) ∪ L(q)⇒ ¬p 6∈ Lf (qf ) ∪ L(q);
• R1 ⊆ Q1 × Q1 is the transition relation, R1 = {((qf , q), (q
′
f , q
′)) | (qf , q
′
f ) ∈
Rf , (q, q
′) ∈ R};
• L1 is the labelling function such that ∀(qf , q) ∈ Q1, L1(qf , q) = Lf (qf ).
3. Identify all the self-fulfilling nontrivial strongly connected components in T1. A non-
trivial strongly connected component C of T1 is said to be self-fulfilling if for every
state q in C and every formula of the form f1Uf2 in L1(q) there exists a state q
′ in C
such that f2 ∈ L1(q
′).
4. Find the set of all those states in Q1 that are labelled with f and can reach a self-
fulfilling strongly connected component in T1. Denote the set by Q2.
5. Output {q ∈ Q | ∃(qf , q) ∈ Q2} as the set QE(¬g), and Q−QE(¬g) as the set QAg.
The complexity of the above LTL model checking algorithm is linear in the size of state
transition graphM and exponential in the length of the LTL formula f , i.e., O((|Q|+ |R|) ·
2O(|f |)).
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2.4.3 CTL* model checking
Note that the algorithm for LTL model checking can handle the formulae in the forms
of Af and Ef where f is a restricted path formula in which the only state subformulae
are atomic propositions. This algorithm can be extended to handle CTL* formulae where
arbitrary state subformulae could be contained. The idea is that for a given CTL* formula
f , we can introduce a new atomic proposition for each state subformula in f , and replace
the state subformulae in f by those new atomic propositions, then f is a formula in the
form of either Af1 or Ef1, where f1 is a LTL path formula with respect to the extended
atomic proposition set. If we know the set of states where each new atomic proposition
holds, then the model checking of Af1 or Ef1 is a LTL model checking problem. In order
to know the set of states where a new atomic proposition holds, we need to do a model
checking for the corresponding state subformula of the new atomic proposition. Now for
each state subformula Afi or Efi, fi is a LTL path formula provided that all the state
subformulae in fi is represented by new atomic propositions. Thus for the model checking of
f , we can, starting from the shortest state subformulae in f (the atomic propositions), apply
the LTL model checking algorithm to identify the set of states where the subformula holds
and label those states with the corresponding new atomic proposition of the subformula,
and repeat this process to the longer state subformulae by first re-expressing all the state
sub-subformulae in them by new atomic propositions until finally to the formula f . The
algorithm is described as follows:
1. For each state subformula fi in the given CTL* formula f , introduce a new atomic
proposition afi into the atomic proposition set AP .
2. Divide all the state subformula in f into different groups:
• Group 0 contains all the old atomic propositions.
• Group i+ 1 contains all the state subformulae in f that have formulae in Group
k (k < i+ 1) as its state subformulae and are not contained in any Group j with
j < i+ 1.
Suppose there are m groups. It is obvious that Group m contains f only.
3. For i = 0 to m, for each formula fk in Group i:
• re-express fk by replacing each state subformula in fk with its corresponding new
atomic proposition, denote the resulted formula as f ′k.
• identify the set of states Sfk where f
′
k holds by using the CTL model checking
algorithm if f ′k is a CTL formula, or the LTL model checking algorithm otherwise;
and label each state in Sfk with the new atomic proposition afk .
4. Output the set of states Sf .
As argued above, for the formula f ′k in the Step 2 (in the form of either Af
1
k or Ef
1
k ), f
1
k
is always a LTL path formula, i.e., the LTL model checking can always be applied for f ′k.
However in the above, the CTL model checking is applied for f ′k in stead of the LTL model
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checking whenever it is possible, i.e., whenever f ′k is a CTL formula. This is because the
CTL model checking has a better complexity than the LTL model checking.
It can be verified that the above algorithm for CTL* model checking has a same worst
case complexity as that for LTL model checking.
2.5 Modeling Assumptions
In this section, we introduce the plant and the supervisor models for the purpose of
control, and the plant model as well as some definitions for the purpose of failure diagnosis.
For the purpose of control, we assume that the uncontrolled discrete event plant P is
modeled by a six tuple:
P = (XP ,Σ, δP , x0, AP, LP ),
where
• XP is a finite set of states;
• Σ is a finite set of event labels that is the disjoint union of Σc, the set of controllable
events, and Σu, the set of uncontrollable events;
• δP : XP ×Σ→ XP is a transition function that is total on XP , i.e., ∀x ∈ XP , ∃σ ∈ Σ,
δP (x, σ) is defined;
• x0 ∈ XP is the initial state of P ;
• AP is the finite set of atomic proposition symbols with AP ∩XP = ∅;
• LP : XP → 2
AP∪AP is a labelling function such that ∀x ∈ XP , ∀p ∈ AP , p ∈ LP (x)⇒
¬p 6∈ LP (x). Here AP = {¬p|p ∈ AP}, and for a state x, p ∈ LP (x) means that
p holds at x, ¬p ∈ LP (x) means that p does not hold at x, and if for some atomic
proposition p such that neither p nor ¬p is in LP (x), then it means that p may or may
not hold at x.
Note that we are taking P to be deterministic and non-terminating as is clear from the above
definition of the transition function δP .
A supervisor S is modeled by a six tuple:
S = (Y,Σ, δS, y0, AP, LS),
where
• Y is a set of states (finite or infinite);
• Σ is the same event set as given in P ;
• δS : Y × Σ → 2
Y is a transition function that is total on Y , i.e., ∀y ∈ Y , ∃σ ∈ Σ,
δS(x, σ) 6= ∅;
• y0 ∈ Y is the initial state of S;
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• AP is the same atomic proposition set as given in P ;
• LS : Y → 2
AP∪AP is a labelling function similar to that in P such that ∀y ∈ Y ,
∀p ∈ AP , p ∈ LS(y)⇒ ¬p 6∈ LS(y).
Note that S is taken to be non-deterministic, the reason for this choice is given in Remark 3
in the next chapter.
The controlled plant is obtained by the strict synchronous composition of P and S,
denoted by P ||S, which is defined as:
P ||S = (Z,Σ, δP ||S , z0, AP, LP ||S),
where
• Z = XP × Y is the state set;
• Σ is the same event set as given in P ;
• δP ||S : Z × Σ → 2
Z is the state transition function for P ||S. Let σ ∈ Σ and (x, y) ∈
XP × Y = Z, then we define δP ||S as:
δP ||S((x, y), σ) =
{
{(δP (x, σ), z) | z ∈ δS(y, σ)}, δP (x, σ) ∈ XP , δS(y, σ) 6= ∅;
∅ otherwise.
• z0 = (x0, y0) ∈ Z denotes the initial state of P ||S;
• AP is the same atomic proposition set as given in P ;
• LP ||S : Z → 2
AP∪AP is the labelling function for P ||S, which is defined as LP ||S(x, y) =
LP (x) ∪ LS(y).
For the purpose of failure diagnosis, the system P to be diagnosed for occurrence of
failures is modeled by a six tuple, P = (XP ,Σ, R,X0, AP, L), where
• XP is a finite set of states;
• Σ is a finite set of event labels;
• R : XP × (Σ ∪ {ε}) × XP is a transition relation (here we are taking P to be non-
deterministic);
• X0 ⊆ XP is the set of initial states;
• AP is a finite set of atomic proposition symbols;
• L : XP → 2
AP is a labelling function such that ∀x ∈ XP , p ∈ L(x) means that p holds
at x, and p 6∈ L(x) means that p does not hold at x.
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Let LP ⊆ Σ
∗ denote the language generated by P , where ∀s = (e1, · · · , en) ∈ Σ
∗, s ∈ LP
if and only if ∃π = (x0, · · · , xn) such that x0 ∈ X0 and (xi−1, ei, xi) ∈ R for all i ∈ {1, · · · , n}.
A finite or infinite state-trace π = (x0, x1, · · ·) is called contained in P if for all i > 0
there exists a σi ∈ Σ ∪ {ε} such that (xi−1, σi, xi) ∈ R; π is called generated by P if π
is contained in P and x0 ∈ X0. We use TrP to denote the set of all finite state-traces
generated by P . For a state-trace π1 = (x
1
0, x
1
1, · · ·) (finite or infinite) and a finite state-trace
π2 = (x
2
0, x
2
1, · · · , x
2
k), if the number of states in π1 is more than k, i.e., |π1| > k, and x
1
i = x
2
i
for 0 ≤ i ≤ k, then π2 is called a k-prefix of π1, π1 is called an extension of π2 in P , and π1
can be represented as π1 = π2π, where π = (x
1
k+1, · · ·) is called the k-suffix of π1. A finite or
infinite proposition-trace over AP is called contained (resp., generated) by P if it is associated
with a state-trace contained (resp., generated) by P . We use πAP = (L(x0), L(x1), · · ·) to
denote the proposition-trace associated with the state-trace π, and use L
(ω,AP )
P ⊆ Σ
ω
AP to
denote the set of all infinite length proposition-traces over AP that are generated by P ,
where ΣAP = 2
AP . A finite or infinite event-trace (e1, e2, · · ·) over Σ ∪ {ε} is said to be
associated with a state-trace π = (x0, x1, · · ·) if ∀i > 0, (xi−1, ei, xi) ∈ R.
Observations of events executed by P are filtered through an observation mask M :
Σ ∪ {ε} → ∆ ∪ {ε} with M(ε) = ε, where ∆ is the set of observed symbols and it may be
disjoint with Σ. The definition of M can be extended to event-traces inductively as follows:
∀s ∈ Σ∗, σ ∈ Σ, M(sσ) = M(s)M(σ). We use Eπ to denote the set of all event-traces
associated with a state-trace π ∈ TrP , and Oπ denote the observations of event-traces in
Eπ, i.e., Oπ = {M(s) ∈ ∆
∗ | s ∈ Eπ}. For any two finite state-traces π1 = (x
1
0, x
1
1, · · · , x
1
k1
)
and π2 = (x
2
0, x
2
1, · · · , x
2
k2
) in TrP , π1 and π2 are called indistinguishable (with respect to the
mask M) if Oπ1 ∩ Oπ2 6= ∅, i.e., if they share observations resulting from the execution of
associated event-traces.
Remark 2 From the above definition of P for the purpose of failure diagnosis, we know
that unobserved cycles are allowed in P , where an unobserved cycle in P is a path (x1, e1,
x2, · · ·, en, xn+1) such that xn+1 = x1, ∀i ∈ {1, · · · , n}, (xi, ei, xi+1) ∈ R andM(ei) = ε. Also
note that if P given to be a terminating system, i.e., if it contains some terminating states
where no transition is defined, we can add self-loops on ε on every terminating state of P
without altering its LTL properties (LTL path formulae will be used to represent the fault
specifications). This is so because the semantics of LTL on a finite state-trace (x1, · · · , xn)
is the same as that on the infinite state-trace (x1, · · · , x
ω
n). So, for the purpose of failure
diagnosis we assume without loss of any generality, that P has appropriately been augmented
with self-loops on ε, and so it is non-terminating. Note that the augmentation by self-loops
on ε at the terminating states is possible in our framework since we allow the systems to be
non-deterministic (so that they can possess ε-transitions) as well as allowing them to contain
unobservable cycles.
Copyright c© Shengbing Jiang 2002
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Chapter 3
Supervisory Control of DESs with
CTL* Control Specifications
In this chapter, we study the supervisory control problem for systems with specifications
expressed by full branching time logic–CTL*. First the control problem of DESs in the
temporal logic setting is formulated; and the controllability is defined. Next, the control
problem of CTL* is reduced to the decision problem of CTL* and a small model theorem for
the control of CTL* is derived. It is further shown that the control problem of CTL* (resp.,
CTL) is complete for deterministic double (resp., single) exponential time, where a decision
problem is said to be complete for a certain computation complexity F if both the lower and
upper complexity bounds of the problem are F . A sound and complete supervisor synthesis
algorithm for the control of CTL* is provided. Special cases of the control of computation
tree logic (CTL) and linear-time temporal logic (LTL) are also studied. For these special
cases we are able to provide more efficient algorithms. Finally, an illustrative example is
given.
3.1 Control Problem Formulation
As stated in Chapter 2, we assume that the uncontrolled discrete event plant P is modeled
by a deterministic and non-terminating finite state machine:
P = (XP ,Σ, δP , x0, AP, LP ),
and a supervisor S is modeled by a non-deterministic finite state machine:
S = (Y,Σ, δS, y0, AP, LS).
The controlled plant is obtained by the strict synchronous composition of P and S, denoted
by P ||S.
A supervisor S is said to be control-compatible with respect to a given plant P if for
any s ∈ Σ∗ and σu ∈ Σu, the conditions that s ∈ L(P ||S) and sσu ∈ L(P ) imply that
sσu ∈ L(S), where L(P ), L(S), and L(P ||S) are the languages generated by P , S, and
P ||S, respectively. The control-compatibility of a supervisor requires that when controlling
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the plant P , the supervisor should never disable an uncontrollable transition in P , where a
transition is called an uncontrollable transition if it is labelled with an uncontrollable event.
Definition 1 A supervisor S = (Y,Σ, δS, y0, AP, LS) is said to be propositionally con-
sistent with respect to a given plant P = (XP ,Σ, δP , x0, AP, LP ) if it holds in P ||S =
(Z,Σ, δP ||S , z0, AP, LP ||S) that for every state z ∈ Z reachable from z0, we have:
∀p ∈ AP, p ∈ LP ||S(z)⇒ ¬p 6∈ LP ||S(z).
The above definition says that the controlled plant P ||S should never reach such a state
z that there exists an atomic proposition p ∈ AP with both p and ¬p belonging to LP ||S(z).
Since in real world no such states can exist, it is natural to require a supervisor to be
propositionally consistent.
In this dissertation, we require that all the supervisors derived should be propositionally
consistent and control-compatible with respect to the plant.
We use MP ||S = (Z,R,AP, L) to denote the state transition graph of P ||S, where Z
and AP are the same sets as given in P ||S; R ⊆ Z × Z is the transition relation with
R = {(z, z′) | ∃σ ∈ Σ s.t. z′ ∈ δP ||S(z, σ)}; L : Z → 2
AP is the labelling function which is
defined as: ∀z ∈ Z, L(z) = LP ||S(z) ∩ AP .
The supervisory control problem for systems with temporal logic specifications is formu-
lated as follows:
Let P = (XP ,Σ, δP , x0, AP, LP ) be a deterministic non-terminating plant with
Σ = Σc ∪Σu. For a given CTL* formula f , find a control-compatible and propo-
sitionally consistent supervisor S for P such that P ||S is non-terminating and
< MP ||S, z0 >|= f , where MP ||S is the state transition graph of P ||S and z0 is
the initial state of P ||S.
3.2 Notion of Controllability
Before solving the problem, we give the definition of the controllability of CTL* formulae.
Definition 2 Given a CTL* formula f , and a nonterminating plant P , if there exists a
control-compatible and propositionally consistent supervisor S such that P ||S is nontermi-
nating and < MP ||S , z0 >|= f , then f is said to be controllable with respect to P , also called
P -controllable.
Remark 3 In Definition 2, the supervisor S need not be finite or deterministic. Through the
small model theorem for the control of CTL* given below, we will demonstrate that if a CTL*
formula f is controllable then f can be satisfied through the control of a finite supervisor.
We don’t need to impose the finiteness of a supervisor a priori in order to give the definition
of controllability. The reason for allowing S to be nondeterministic is that in some situations
only a non-deterministic supervisor can achieve a given CTL* specification. Consider the
following example: The plant P = (XP ,Σ, δP , x0, AP, LP ) is shown in Figure 3.1(a), where
XP = {x0, x1, x2, x3}, Σ = Σc = {a, b, c, d, e}, AP = {p1, p2}, LP (x0) = LP (x1) = AP ,
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Figure 3.1: Non-deterministic supervisor
LP (x2) = {p1,¬p2}, LP (x3) = {¬p1, p2}. The specification is described by the CTL formula
EXAGp1 ∧ EXAGp2. It is easy to check that there is no deterministic supervisor that can
achieve this specification. Since AGp1 and AGp2 can not be satisfied simultaneously at state
x1. But we can have a non-deterministic supervisor S to achieve the specification, which is
shown in Figure 3.1(b).
Also note that the ∗-language as well as ω-language of the controlled plant is the same
as that of the uncontrolled plant, i.e., L(P ||S) = L(P ) = a(bd∗ + ce∗) and Lω(P ||S) =
Lω(P ) = a(bd
ω + ceω). This implies that the above CTL specification can not be expressed
by a regular ∗-language or a regular ω-language.
3.3 Equivalence of the Control and the Decision of
CTL*
In the following, we reduce the control problem of CTL* to the decision problem of CTL*,
then use the results for the decision of CTL* to solve the control problem of CTL*. We first
encode the plant P by a CTL formula fP defined as follows.
Add new fresh atomic propositions: Extend AP to AP ′ := AP ∪ XP . Each state of
the plant is viewed as a new atomic proposition. For each x ∈ XP , the proposition x
holds at state x and at no other state of P . By doing this, we are able to encode the
plant with temporal logic formulae.
Encode the initial state of P using formula f0 defined as :
f0 := x0.
Encode the state set of P using formula f1 : f1 := f11 ∧ f12, where
f11 := AG(
∨
x∈XP
x)
∧
x∈XP
AG(x⇒
∧
x′ 6=x
¬x′),
f12 :=
∧
x∈XP
AG[x⇒
∧
p∈(LP (x)∩AP )
p
∧
¬p∈(LP (x)∩AP )
¬p].
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In the above, f11 states that if M is a model for f11, then every state in M should be
labeled with one and only one atomic proposition x ∈ XP ; f12 states that if M is a
model for f12, then any atomic proposition which holds (resp., does not hold) at the
state x of P should also hold (resp., should not hold) at states in M which are labelled
by the proposition x.
Encode the transitions of P using formula f2 defined as :
f2 :=
∧
x∈XP
AG(x⇒ AX(
∨
x′∈Ix
x′)),
where Ix = {x
′ | ∃σ ∈ Σ s.t. x′ = δP (x, σ)}. The formula f2 states that ifM is a model
for f2, s is a state in M labelled with the atomic proposition x, and s
′ is a successor
of s in M labelled with the atomic proposition x′, then there must exist a transition
from x to x′ in P .
Encode the uncontrollable transitions of P using formula f3 defined as :
f3 :=
∧
x∈XP
AG(x⇒
∧
x′∈Iux
EXx′),
where Iux = {x
′ | ∃σ ∈ Σu s.t. x
′ = δP (x, σ)}. The formula f3 states that if M is a
model for f3, s is a state in M labelled with the atomic proposition x, and there exists
an uncontrollable transition from state x to another state x′ in P , then there must
exist a successor s′ of s in M such that x′ is labelled at s′.
Encode the whole plant P using the CTL formula fP defined as :
fP := f0 ∧ f1 ∧ f2 ∧ f3.
The following lemma shows that fP is satisfied by the plant P .
Lemma 1 Let P = (XP ,Σ, δP , x0, AP, LP ) be a non-terminating plant, and MP = (XP ,
RP , AP
′, L′P ) be the state transition graph of P with RP = {(x, x
′) ∈ XP ×XP | ∃σ ∈ Σ,
x′ = δP (x, σ)}, AP
′ = AP ∪XP , L
′
P (x) = (LP (x)∩AP )∪{x} for all x ∈ XP . Then it holds
that < MP , x0 >|= fP , where fP is as defined above.
Proof: Since x0 ∈ L
′
P (x0), obviously < MP , x0 >|= f0. Next for each state x in MP , we
have:
• [x ∈ LP (x)]
∧
x′ 6=x[x
′ 6∈ LP (x)] ⇒ < MP , x0 >|= f11;
• [∀p ∈ (LP (x) ∩ AP ), p ∈ L
′
P (x)] ∧[∀¬p ∈ (LP (x) ∩ AP ), p 6∈ L
′
P (x)]
⇒ < MP , x0 >|= f12;
• [∀x′ ∈ {x′ | (x, x′) ∈ RP},∃σ ∈ Σ, x
′ = δP (x, σ)] ⇒ < MP , x0 >|= f2;
• [∀x′ ∈ {x′ | ∃σ ∈ Σu, x
′ = δP (x, σ)}, (x, x
′) ∈ RP ] ⇒ < MP , x0 >|= f3.
Combining the above implications, we obtain < MP , x0 >|= fP .
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Remark 4 From Lemma 1, we know that fP encodes some information of the plant P . It is
obvious that fP does not contain all the information of P since from a modelM of fP we can
not reconstruct the plant state machine P . This is because when we encode the transitions
(resp., uncontrollable transitions) of P by f2 (resp., f3), we only require that the state x
′ is
one step reachable from x, and ignore all other information such as how many transitions
exist between x and x′ in P and what are the event labels of these transitions. But the
information encoded by fP is enough for the control of P which is shown in Theorem 5
below.
The following theorem reduces the control problem of CTL* to the decision problem of
CTL*.
Theorem 5 Given a CTL* formula f and a deterministic nonterminating plant P encoded
by the CTL formula fP , f is P -controllable if and only if the CTL* formula f ∧ fP is
satisfiable.
Proof: For the necessity, suppose there exists a control-compatible and propositionally
consistent supervisor S = (Y,Σ, δS, y0, AP, LS) such that < MP ||S, z0 >|= f . Then we
can get a model M ′ = (Z,R,AP ′, L′) for f ∧ fP from MP ||S = (Z,R,AP, L) as follows:
∀z = (x, y) ∈ Z, L′(z) = L(z) ∪ {x}. Since < MP ||S, z0 >|= f , it is obvious that M
′ is also
a model for f , i.e., < M ′, z0 >|= f . For the formula fP = f0 ∧ f11 ∧ f12 ∧ f2 ∧ f3, we have
the following. Since z0 = (x0, y0), x0 ∈ L
′(z0), this implies < M
′, z0 >|= f0. Since MP ||S can
be viewed a subgraph embedded in P , M ′ is also a subgraph embedded in P . This implies
that < M ′, z0 >|= f11 ∧ f2. From the definition of LP ||S and the propositional consistency
of S, we know that < M ′, z0 >|= f12. Further from the control-compatibility of S, we have
< M ′, z0 >|= f3. Combining these, we get < M
′z0 >|= f ∧ fP , i.e., f ∧ fP is satisfiable.
For the sufficiency, let M = (Q,R,AP ′, L) be a model of f ∧ fP , i.e., ∃q0 ∈ Q,
<M, q0 >|= f ∧ fP . We can get a supervisor S = (Y,Σ, δS, y0, AP, LS) from M as fol-
lows:
• Y ⊆ Q is the set of states which are reachable from q0 in M;
• ∀y ∈ Y, ∀σ ∈ Σ,
δS(y, σ) = {y
′ | [(y, y′) ∈ R] ∧ [x′ = δP (x, σ)], where {x
′} = L(y′) ∩XP
and {x} = L(y) ∩XP};
• y0 = q0;
• ∀y ∈ Y, LS(y) = L(y) ∩ (AP ∪ {¬p|p ∈ AP}).
Since M is a model of fP , it ensures that S is control-compatible with respect to P , and
further because P is deterministic, S is propositionally consistent with respect to P . Also
because P is deterministic, P ||S has the same transition structure as S, and hence it is
non-terminating and < MP ||S , z0 >|= f . So f is P -controllable.
Now from the small model theorem for the decision of CTL* (Theorem 1), we have the
following small model theorem for the control of CTL*.
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Theorem 6 Given a CTL* formula f and a deterministic nonterminating plant P , f is
P -controllable if and only if there exists a finite state control-compatible and propositionally
consistent supervisor S such that P ||S is nonterminating and < MP ||S, z0 >|= f .
Proof: The sufficiency is obvious. For necessity, from Theorem 5 we know that if f is
P -controllable then f ∧ fP is satisfiable. Further from Theorem 1, we have that if f ∧ fP
is satisfiable, then there exists a finite state transition graph M = (Q,R,AP ′, L) such that
∃q0 ∈ Q, <M, q0 >|= f ∧ fP . Using the same method as that in the proof of Theorem 5,
we can obtain a finite state control-compatible and propositionally consistent supervisor S
from M such that P ||S is nonterminating and < MP ||S, z0 >|= f . So the theorem holds.
From Theorem 2, we have the following result for the complexity of control problem for
CTL* (resp., CTL).
Theorem 7 The control problem for CTL* (resp., CTL) is complete for deterministic dou-
ble (resp., single) exponential time in the length of the specification formula.
Proof: From Theorem 5 and the definition of fP , whose length is polynomial in the number
of states of P , we know that the control problem for CTL* (resp., CTL) is polynomial-
time reducible to the decision problem for CTL* (resp., CTL). From Theorem 2 we have
that the complexity of testing the satisfiability for CTL* (resp., CTL) has an upper bound of
deterministic double (resp., single) exponential time in the length of the specification formula.
So the control problem for CTL* (resp., CTL) is upper bounded by deterministic double
(resp., single) exponential time in the length of the specification formula. This establishes
the desired upper bound of the complexity of the control problem.
To establish the desired lower bound of the complexity of the control problem, in view
of Theorem 2 it suffices to show that the decision problem can be polynomially reduced to
a control problem. For the decision problem of CTL* (resp., CTL), we can view it as a
control problem for the plant P = (XP ,Σ, δP , x0, AP, LP ) with XP = {x0}; Σ = Σc = {σ};
x0 = δP (x0, σ); LP (x0) = ∅, where the goal of the control is to find a supervisor that the
controlled plant satisfies the given CTL* (resp., CTL) formula. If a supervisor S exists
for the above control problem, we can directly use MP ||S as the model of the given CTL*
(resp., CTL) formula. Since the decision problem for CTL* (resp., CTL) has a lower bound
complexity of deterministic double (resp., single) exponential time in the length of the input
formula, we must have that the complexity of the control problem for CTL* (resp., CTL) is
lower bounded by deterministic double (resp., single) exponential time in the length of the
specification formula.
3.4 Supervisory Control of CTL*
From Theorem 5, we know that an algorithm for the supervisor synthesis for CTL* control
can be obtained from the decision procedure of CTL*. Let f be a CTL* specification formula,
P be a deterministic nonterminating plant encoded by the CTL formula fP , a supervisor
synthesis algorithm is given as follows:
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Algorithm 1 Supervisor Synthesis Algorithm for CTL* Control
1. Test the satisfiability of the CTL* formula f ∧ fP . This step is done by using the
decision procedure for CTL* as follows:
(a) Construct a Rabin tree automaton for the CTL* formula f ∧fP using the method
given in [19].
(b) Test the emptiness of the set of trees accepted by the Rabin tree automaton for
f ∧ fP [18]. The set of trees accepted by the tree automaton is empty if and only
if f ∧ fP is not satisfiable. If f ∧ fP is satisfiable then go to next step; otherwise
stop the algorithm and output that “no supervisor exist”.
2. If f ∧fP is satisfiable, extract a model for the formula f ∧fP from its non-empty Rabin
tree automaton using the result given in [18].
3. Derive a supervisor from the model for the formula f ∧ fP by using the method in the
proof of Theorem 5.
Remark 5 From Theorem 5, and using an argument similar to the soundness and com-
pleteness of the decision procedure for CTL* [19, 18], we can conclude that Algorithm 1 for
control synthesis for CTL* is sound and complete.
It is easy to check that Algorithm 1 has a worst case complexity of double exponential in
the length of the CTL* formula f ∧ fP . Since the length of fP is polynomial in the number
of states of the plant P . Thus the complexity of Algorithm 1 is double exponential in both
the length of the CTL* specification formula f and the size of the plant P .
The complexity of Algorithm 1 can be made polynomial in the size of the plant P by
noting the fact that we can use a modular method to obtain the Rabin tree automaton
for f ∧ fP . Specifically, first construct a Rabin tree automaton for the CTL* specification
formula f using the method given in [19]; next derive a tree-automaton for fP directly from
the plant P , this tree automaton has a same state set as P and has no acceptance conditions;
finally obtain the Rabin tree automaton for f ∧ fP as the synchronous composition of the
above two tree automata. The Rabin tree automaton for f∧fP obtained finally has a number
of states which is double exponential in the length of the specification formula f and linear
in the number of states of the plant; and has a number of acceptance condition pairs which
is single exponential in the length of the specification formula f only. Thus it reduces the
complexity of Algorithm 1, measured in the size of the plant P , from double exponential to
polynomial.
3.5 Supervisory Control of CTL
If the specification is given as a CTL formula, we may view it as a CTL* formula and
use Algorithm 1 for the supervisor synthesis of CTL control. But this method has a double
exponential complexity in the length of the specification formula. From Theorem 5, we know
that the control problem for a CTL formula f can be reduced to the decision problem for the
formula f ∧ fP . Since fP by its definition is also a CTL formula, f ∧ fP is a CTL formula,
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and so we can get a supervisor synthesis algorithm for the control of the CTL formula f from
the decision procedure for the CTL formula f ∧ fP with a worst case complexity of single
exponential in the length of the CTL specification formula (as opposed to double exponential
for the more general case of a CTL* specification).
In the following, we present a detailed supervisor synthesis algorithm for CTL control,
which is based upon the decision procedure for CTL. The algorithm differs from the decision
procedure as follows:
• A modular method is used for the tableau construction. It ensures that the worst case
complexity of the algorithm is polynomial in the size of the plant.
• A supervisor, not a model, is finally synthesized.
Let f be the given CTL specification formula, fP be the CTL formula encoding the
given deterministic non-terminating plant P , and AP ′ = AP ∪XP be the extended atomic
proposition set. Since we require the controlled plant to be non-terminating, we can assume
that f is in the form of f = f ′ ∧ AGEXtrue. Then the algorithm is given as follows.
Algorithm 2 Supervisor Synthesis Algorithm for CTL Control
1. Test the satisfiability of the CTL formula f ∧ fP . If f ∧ fP is satisfiable then go to
next step; otherwise stop the algorithm and output that “no supervisor exist”.
This step is done by using the decision procedure for CTL given in Chapter 2:
(a) Construct a tableau T for the CTL formula f ∧ fP . We use a modular method to
obtain the tableau T as follows:
i. construct a tableau Tf for the CTL specification formula f using the method
in Chapter 2. Tf = (Cf , Rf , AP, Lf ).
ii. Derive the tableau T for f ∧ fP from the synchronous composition of the
plant P = (XP ,Σ, δP , x0, AP, LP ) and the tableau Tf as follows: T = (ST ,
RT , AP
′, LT ), where
• ST ⊆ Cf×XP is the state set, ST = {(t, x) ∈ Cf×XP | Lf (t) and LP (x) are
propositionally consistent}, where “Lf (t) and LP (x) are propositionally
consistent” means that ∀p ∈ AP , [p ∈ (Lf (t) ∪ LP (x)) ⇒ ¬p 6∈ (Lf (t) ∪
LP (x))];
• RT ⊆ ST × ST is the transition relation, RT = {((t, x), (t
′, x′)) ∈ ST ×
ST | (t, t
′) ∈ Rf , and ∃σ ∈ Σ s.t. δP (x, σ) = x
′};
• AP ′ = AP ∪XP ;
• LT is the labelling function defined as: ∀(t, x) ∈ ST × ST , LT ((t, x))
= Lf (t) ∪ LP (x) ∪ {x} ∪ {EXy| y ∈ XP ,∃σu ∈ Σu, y = δP (x, σu)}; and if
{f, x0} ⊆ LT ((t, x)) then let LT ((t, x)) = {f ∧ fP} ∪ LT ((t, x)).
(b) Test the tableau T for the existence of a model for f ∧ fP .
2. Extract a model M = (Q,R,AP ′, L) for the formula f ∧ fP from the tableau T using
the method in Chapter 2.
32
3. Derive a supervisor S from the model M of f ∧ fP . Since M = (Q,R,AP
′, L) is a
model of f ∧ fP , we know that ∃q0 ∈ Q, <M, q0 >|= f ∧ fP . We can get a control-
compatible and propositionally consistent supervisor S = (Y,Σ, δS, y0, AP, LS) from
M using the same method as given in the proof of Theorem 5 as follows: Y ⊆ Q is
the set of states which are reachable from q0 in M; ∀y ∈ Y, ∀σ ∈ Σ,
δS(y, σ) = {y
′ | [(y, y′) ∈ R] ∧ [x′ = δP (x, σ)],
where {x′} = L(y′) ∩XP and {x} = L(y) ∩XP};
y0 = q0; and ∀y ∈ Y, LS(y) = L(y) ∩ (AP ∪ {¬p|p ∈ AP}).
Remark 6 From Theorem 5, and using an argument similar to the soundness and complete-
ness of the decision procedure for CTL [16], we can conclude that Algorithm 2 for control
synthesis for CTL is sound and complete. It is easy to check that Algorithm 2 has a worst
case complexity of single exponential in the length of the specification CTL formula f and
polynomial in the number of states of the plant P . It matches the lower bound complexity
of the CTL control problem given in Theorem 7.
Remark 7 In general, a CTL formula can not be represented by a finite state automaton
accepting regular ∗-language or ω-language as shown in Remark 3. So our method provides
a solution to a very general control problem where the specification can be expressed by a
CTL formula not a state machine.
In some cases, a property may be expressed by either a CTL formula or by a ∗-language
or a ω-language. So for these cases we can compare our method with that based on finite
state automaton. If we use an finite state automaton accepting a ∗-language to give the
specification, then the supervisor synthesis is polynomial in the product of the number of
plant states and the number of the states of the specification automaton. As argued above,
it is easier to express a specification in a temporal logic formula when compared to an
automaton. From the known tableau construction methods, we know that the number of
states in an automaton model of a temporal logic formula is exponential in the length of the
formula (whenever the formula can be represented by an automaton). So if we start with
a temporal logic specification (that can be also expressed as an automaton) and convert
it to an automaton, and apply the existing supervisory control theory results, then the
resulting computational complexity will be polynomial in the number of plant states and
single exponential in the length of the temporal logic specification formula. This matches
the complexity of our algorithm, and so there is no loss of computational complexity, but
surely there is a gain in expressibility. The use of temporal logic shifts the burden from the
user (who gives the specification) to the supervisor designer (who computes the supervisor)
– computation of supervisor with a temporal logic specification although more involved, has
the same complexity.
Remark 8 In [2], the CTL control problem was also studied. But the author restricted the
problem by only considering the state-based supervisors and a special class of CTL formulae.
Also note that the method in [2] gives wrong results even for some CTL formulae which do
belong to the special class of formulae considered in [2]. To see this, consider for example
the system P shown in Figure 3.2, where a, b, c all are controllable events, AP = {p1, p2},
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Figure 3.2: A counter example
LP (x0) = ∅, LP (x1) = {p1,¬p2}, and LP (x2) = LP (x3) = {¬p1, p2}. Then the control action
of enabling all a, b, c will let EXp1 hold at the initial state x0, and the control action of
enabling only b and c will let AXp2 hold at x0. In [2], it was claimed that in order to let
EXp1 ∧ AXp2 hold at the initial state, we may take the conjunction of the control actions
for EXp1 and AXp2, i.e., enabling b and c would ensure that EXp1 ∧AXp2 will hold at the
initial state. It is obvious that under this control action, EXp1 does not hold at the initial
state. So the method in [2] gives a wrong result for the above example.
3.6 Supervisory Control of LTL
Let us next consider the special case of LTL. Recall that LTL is obtained by restricting
CTL* in that except for the path quantifier A appearing at the beginning of the formula no
other path quantifiers exist in the formula (here we use the state formula definition of LTL).
If the specification f is given as a LTL formula, then we have two different ways to solve the
control problem:
1. View the LTL formula as a CTL* formula and directly use Algorithm 1 for the super-
visor synthesis of LTL control.
2. First use a tableau construction method such as the one given in [20] to convert the
LTL formula into a nondeterministic Büchi automaton; next use the method in [46] to
change the nondeterministic Büchi automaton into a deterministic Rabin automaton;
next derive a new Rabin automaton from the synchronous composition of the plant
automaton and the specification Rabin automaton; and finally use the approach in [54]
to solve the control problem on this final Rabin automaton.
These two methods have a same worst case complexity which is polynomial in the size of
the plant and double exponential in the length of the input LTL formula.
We next propose a supervisor synthesis algorithm for the control of LTL which has a less
complexity but it is only sound (and not complete). We first change the LTL formula into
a CTL formula by inserting the path quantifier A before every temporal operators in the
formula and removing any repeated A; then apply Algorithm 2 for the supervisor synthesis
for this CTL formula. From the semantics of CTL and LTL, we know that the supervisor
derived does work for the original LTL formula. The worst case complexity of this method
is same as that for Algorithm 2 which is polynomial in the size of the plant and single
exponential in the length of the input LTL formula.
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This method, however, is not complete, i.e., when it answers “no” for the existence of a su-
pervisor, there may still exist a supervisor that can enforce the given LTL specification. Con-
sider for example the system P shown in Figure 3.3, where AP = {p1, p2, p3, p4}, LP (x0) =
a
a
a
p3
b
b
cx0
x1
x2 x3
(p1,p2)
(p1,p2)
p4
Figure 3.3: An example for the completeness of LTL control
LP (x1) = {p1, p2,¬p3,¬p4}, LP (x2) = {¬p1,¬p2, p3,¬p4}, LP (x3) = {¬p1,¬p2,¬p3, p4},
and the specification is given as A[(p1Up3) ∨ (p2Up4)]. Assuming that the event c is the
only controllable event, it is obvious that the specification can be enforced if the supervi-
sor disables c at the initial state. But if we transfer the specification into a CTL formula
A(p1Up3) ∨ A(p2Up4) using the method described above, then it is easy to verify that no
supervisor exists.
Remark 9 The algorithm given in [3] for the control of MTL (LTL together with real-time
constraints) is also not complete, which was not clarified there. Since a LTL formula is also
a MTL formula, we can apply the algorithm given in [3] to the example of Figure 3.3. The
algorithm in [3] will answer “no” for the existence of a supervisor for the above example.
But we know that a supervisor does exist, thereby demonstrating the incompleteness of the
algorithm given in [3].
3.7 Illustrative Example
In this section, we give a simple example to illustrate our result. This is a traffic control
problem of a mouse in a maze. The maze, shown in Figure 3.4, consists of five rooms
: controllable
: uncontrollable
3 4
2
10
mouse
cat
Figure 3.4: Mouse in a maze: control
connected by various one-way passages, where some of them can be closed through control.
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There is also a cat which alway stays in room 1. The mouse is initially in room 0, but it can
visit other rooms by using one way passages. Our task is to design a supervisor to control
the passages in order to guarantee that
Spec 1 The mouse never visit room 1 where the cat stays (this is an invariance, a type of
safety, property);
Spec 2 The mouse can go to room 0 for play at any time when it wants to (this is a progress
or non-blocking property);
Spec 3 The mouse shall visit room 2 for food infinitely often (this is a recurrence, a type
of liveness, property);
Spec 4 The mouse shall never be locked in a room (this is a non-terminating, a type of
progress, property).
The above problem can be formulated as a supervisory control problem of a discrete
event system with a CTL specification as follows. The system is modeled as a plant P =
(XP ,Σ, δP , x0, AP, LP ), which is shown in Figure 3.5, where
u1
c1
u1c1
u2c2
u1 u1
x1 x2 x3
x4
p0
p2
c3
x0
p1
Figure 3.5: Plant model
• XP = {xi, i = 0, 1, 2, 3, 4};
• Σ = {c1, c2, c3, u1, u2}, Σc = {c1, c2, c3};
• AP = {p0, p1, p2};
• LP (x0) = {p0,¬p1,¬p2}, LP (x1) = {¬p0, p1,¬p2}, LP (x2) = {¬p0,¬p1, p2}, LP (x3) =
LP (x4) = {¬p0,¬p1,¬p2}.
The specification is given by the CTL formula
f = AG¬p1 ∧ AGEFp0 ∧ AGAFp2 ∧ AGEXtrue,
where the i-th conjunct corresponds to the Spec i.
Now we can use Algorithm 2 for the supervisor synthesis of the above control problem.
We first obtain the tableau Tf for the formula f .
For illustration, here we show how to construct the tableau for the CTL formula AGAFp2.
Following the method given in the decision procedure for CTL in Chapter 2, a bipartite graph,
shown in Figure 3.6, can be constructed as follows. Initially, D = {d0} and C = ∅; next c0
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and c1 are added into C; then d1 is added into D; and finally the graph is obtained. From
the graph, the tableau for AGAFp2 is derived and is shown in Figure 3.7.
As above, the tableau Tf = (Cf , Rf , AP, Lf ) for f can be constructed and is shown in
Figure 3.8, where for 0 ≤ i ≤ 3, Lf (ti) = {f} ∪ Lf (ti+4), and for i > 3,
Lf (t4) = {p0,¬p1,¬p2, AG¬p1, AGEFp0, AGAFp2, AGEXtrue,AXAG¬p1,
EFp0, AXAGEFp0, AFp2, AXAGAFp2, EXtrue,
AXAGEXtrue,AXAFp2};
Lf (t5) = {¬p0,¬p1, p2, AG¬p1, AGEFp0, AGAFp2, AGEXtrue,AXAG¬p1,
EFp0, AXAGEFp0, AFp2, AXAGAFp2, EXtrue,
AXAGEXtrue, EXEFp0};
Lf (t6) = {p0,¬p1, p2, AG¬p1, AGEFp0, AGAFp2, AGEXtrue,AXAG¬p1,
EFp0, AXAGEFp0, AFp2, AXAGAFp2, EXtrue,
AXAGEXtrue};
Lf (t7) = {¬p0,¬p1,¬p2, AG¬p1, AGEFp0, AGAFp2, AGEXtrue,AXAG¬p1,
EFp0, AXAGEFp0, AFp2, AXAGAFp2, EXtrue,
AXAGEXtrue, EXEFp0, AXAFp2}.
Next we obtain the tableau T for the formula f ∧ fP where fP is the CTL formula
encoding the plant P . fP is given as follows:
fp = x0 ∧ AG(
4
∨
i=0
xi) ∧ (
4
∧
i=0
AG(xi ⇒
∧
j 6=i
¬xj))
∧AG(x0 ⇒ p0 ∧ ¬p1 ∧ ¬p2) ∧ AG(x1 ⇒ ¬p0 ∧ p1 ∧ ¬p2)
∧AG(x2 ⇒ ¬p0 ∧ ¬p1 ∧ p2) ∧ AG(x3 ⇒ ¬p0 ∧ ¬p1 ∧ ¬p2)
∧AG(x4 ⇒ ¬p0 ∧ ¬p1 ∧ ¬p2) ∧ AG(x0 ⇒ AX(x2 ∨ x3))
∧AG(x1 ⇒ AXx0) ∧ AG(x2 ⇒ AX(x0 ∨ x1 ∨ x3))
∧AG(x3 ⇒ AX(x2 ∨ x4)) ∧ AG(x4 ⇒ AXx3)
∧AG(x0 ⇒ EXx2) ∧ AG(x1 ⇒ EXx0)
∧AG(x3 ⇒ EXx2 ∧ EXx4) ∧ AG(x4 ⇒ EXx3)
The tableau T = (ST , RT , AP
′, LT ) is shown in Figure 3.9(a), where s0 = (t0, x0), s1 =
(t1, x2), s2 = (t3, x3), s3 = (t3, x4), s4 = (t4, x0), s5 = (t5, x2), s6 = (t7, x3), s7 = (t7, x4),
AP ′ = {p0, p1, p2, x0, x1, x2, x3, x4}, and
LT (s0) = Lf (t0) ∪ LP (x0) ∪ {x0, EXx2} ∪ {f ∧ fP};
LT (s1) = Lf (t1) ∪ LP (x2) ∪ {x2};
LT (s2) = Lf (t3) ∪ LP (x3) ∪ {x3, EXx2, EXx4};
LT (s3) = Lf (t3) ∪ LP (x4) ∪ {x4, EXx3};
LT (s4) = Lf (t4) ∪ LP (x0) ∪ {x0, EXx2};
LT (s5) = Lf (t5) ∪ LP (x2) ∪ {x2};
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Figure 3.9: Tableau and model for f ∧ fP
LT (s6) = Lf (t7) ∪ LP (x3) ∪ {x3, EXx2, EXx4};
LT (s7) = Lf (t7) ∪ LP (x4) ∪ {x4, EXx3}.
Then we test T for the existence of a model for f∧fP . It can be verified that a model does
exist. A modelM = (Q,R,AP ′, L) for f ∧ fP is derived and this is shown in Figure 3.9(b),
where Q = {s0, s1, s4, s5} ⊂ ST , R = RT |Q and L = LT |Q, the restriction of RT and LT ,
respectively, to Q.
Finally a supervisor S is obtained from M and is shown in Figure 3.10, where LS(s0) =
LS(s4) = {p0,¬p1,¬p2}, and LS(s5) = {¬p0,¬p1, p2}. It follows that the mouse moves
0s 4s
p
0 u1
u1
p
2
p
0
c 3
s5
Figure 3.10: Supervisor for the example
between rooms 0 and 2 only, and hence obviously the controlled system P ||S satisfies the
given specification.
Copyright c© Shengbing Jiang 2002
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Chapter 4
Failure Diagnosis of DESs with LTL
Specifications
Failure diagnosis problem of DESs with linear-time temporal logic specifications is studied
in this chapter. Diagnosability of discrete event systems in the temporal logic setting is
defined. The problem of testing diagnosability is reduced to the problem of model checking.
An algorithm for the test of diagnosability and the synthesis of a diagnoser is obtained.
Finally, a simple example is given for illustration.
In all prior work on the diagnosis of DESs, the occurrence of a failure was specified
either as the occurrence of a faulty event (“event-based” approach) or as the visit of a faulty
state (“state-based” approach). However, more generally a failure can be defined to be the
execution of a state/event trace that violates a given formal specification, such as reaching
a “deadlock” state, or reaching a “live-lock” set of states, or reaching a state from where
no “fair execution” is possible in future. Thus a “faulty” trace could be one in which the
given formal specification has already been violated (such specifications are called “safety”
specifications), or it could be an “indicator” trace in which the given formal specification is
not violated either by the trace or by any of its finite extensions, but no infinite extension
of the trace satisfies the given formal specification (such specifications are called “liveness”
specifications). The formulae of linear-time temporal logic (LTL) are used to express such
failure specifications in this chapter.
Given a DES to be diagnosed, we use a LTL formula for the purpose of specifying a
failure. In other words, an infinite state-trace of the system is said to be faulty if it violates
the given LTL formula. Thus for example, we can declare an infinite state-trace to be faulty
if it visits a faulty state, which may be faulty by itself as in [4, 32, 33, 59], or may be a
state introduced for representing a transition labelled by a faulty event (see Remark 10)
as in [48, 49, 13, 9, 5, 6, 41]. We can also have more general specification for non-faulty
state-traces in our setting such as a certain set of states should be visited infinitely often, or
a certain set of states should be eventually invariant. Thus properties such as “invariance”,
“recurrence”, “stability”, etc. can be used to specify (non)-faulty behavior in our setting.
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4.1 Diagnosis Problem Formulation
In this section, we give the definitions of pre-diagnosability and diagnosability for DESs
in the temporal logic setting. We use LTL path formulae to express the fault specifications
of DESs for the purpose of failure diagnosis.
Recall from Chapter 2 that LTL path formulae are defined as:
• If p ∈ AP , then p is a LTL path formula.
• If f1 and f2 are LTL path formulae, then so are ¬f1, f1 ∨ f2, and f1 ∧ f2.
• If f1 and f2 are LTL path formulae, then so are Xf1, f1Uf2, Ff1, Gf1, and f1Bf2.
As mentioned in Chapter 2, the semantics of LTL path formulae can be defined over
infinite proposition-traces. Here we adopt this definition. Let AP be a atomic proposition
set, ΣAP = 2
AP , Σ∗AP be the set of all finite proposition-traces over AP , and Σ
ω
AP be the
set of all infinite proposition-traces over AP . For a LTL path formula f and π ∈ ΣωAP , the
notation π |= f (resp., π 6|= f) means that f holds (resp., does not hold) along the infinite
proposition-trace π. The relation |= is defined inductively as follows (assuming that f1 and
f2 are safety LTL path formulae, π = (`0(π)`1(π) · · ·) ∈ Σ
ω
AP , and π
i = (`i(π) · · ·) for any
i ≥ 0):
1. If f1 ∈ AP , then π |= f1 ⇐⇒ f1 ∈ `0(π).
2. π 6|= f1 ⇐⇒ not π |= f1.
3. π |= ¬f1 ⇐⇒ π 6|= f1.
4. π |= f1 ∨ f2 ⇐⇒ π |= f1 or π |= f2.
5. π |= f1 ∧ f2 ⇐⇒ π |= f1 and π |= f2.
6. π |= Xf1 ⇐⇒ π
1 |= f1.
7. π |= f1Uf2 ⇐⇒ ∃k ≥ 0, π
k |= f2 and ∀j ∈ {0, 1, · · · , k − 1}, π
j |= f1.
8. π |= Ff1 ⇐⇒ ∃k ≥ 0, π
k |= f1.
9. π |= Gf1 ⇐⇒ ∀k ≥ 0, π
k |= f1.
10. π |= f1Bf2 ⇐⇒ ∀k ≥ 0 with π
k |= f2, ∃j ∈ {0, 1, · · · , k − 1}, π
j |= f1.
The semantics of LTL are defined only over infinite traces above. As mentioned in [16], we
can extend the semantics of LTL to finite traces as follows: for a finite trace (`0, · · · , `n), it
satisfies a LTL formula f if and only if the infinite state-trace (`0, · · · , `n, `n, · · ·) = (`0, · · · , `
ω
n)
satisfies f .
As stated in Chapter 2, the system P to be diagnosed for occurrence of failures is modeled
by a non-deterministic and non-terminating finite state machine P = (XP ,Σ, R,X0, AP, L).
Let f be a LTL formula specifying the normal or the non-faulty behavior of the system. In
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this paper, f is also called the LTL specification of the system, any behavior of the system
violating f is faulty.
In the following we give the definitions of faulty traces, pre-diagnosability, and diagnos-
ability in the temporal logic setting. Let us first define faulty state-traces.
Definition 3 Let P be a system, f be a LTL specification for P , and π be an infinite
state-trace generated by P , then π is called a faulty state-trace if π 6|= f .
Remark 10 In Definition 3, failures are represented by infinitely long state-traces that
violate the specification f . The cases of faulty states as well as faulty events in prior works
can be captured by our definition of failure. For the case of faulty states as in [4, 32, 33, 59],
we can label each non-faulty state with a certain proposition p, and then use f = Gp as
the specification; any infinite state-trace violating f is a faulty state-trace. For the case
of faulty events as in [48, 49, 47, 13, 9, 5, 6, 41], we can first transform it to the case of
faulty states as follows: for each transition (x, σf , x
′) in the system such that σf is a faulty
event, introduce a faulty state xf into the system and replace the transition (x, σf , x
′) by two
transitions (x, σf , xf ) and (xf , ε, x
′), and then apply the method of specifying faults as in the
case of faulty states. Besides these two cases, we can also have more general specification
for non-faulty state-traces such as a certain set of states should be visited infinitely often, or
a certain set of states should be eventually invariant. Thus properties such as “invariance”,
“deadlock”, “recurrence”, “stability”, etc. can be used to specify (non)-faulty behavior in
our setting as shown in the last section.
The following definition of indicator is needed for (pre)-diagnosability.
Definition 4 Let P be a system, f be a LTL specification for P , and π be a finite state-trace
contained in P , π is called an f -indicator (or simply an indicator when f is known from the
context) if all its infinite extensions in P are faulty. We use IndP to denote the set of all
indicators generated by P , i.e., the set of all indicators starting from an initial state of P .
Next we define the pre-diagnosability of DESs.
Definition 5 Let P be a system and f be a specification, P is said to be pre-diagnosable
with respect to f if each faulty state-trace in P possesses an indicator as its prefix.
Remark 11 In Definition 5, a system is pre-diagnosable with respect to a given specifica-
tion if every faulty state-trace possesses an indicator as its prefix. Note that this property
automatically holds if the specification is a safety one, i.e., it only requires that some “bad”
things must never occur (such as faulty states must never be visited or faulty events never
occur). This property of pre-diagnosability, however, may not hold for more general spec-
ifications (see Example 1 below), and hence the pre-diagnosability should be viewed as a
pre-condition for any diagnosability analysis. Without this property, the possibility of exe-
cution of an infinite faulty trace can not be deduced through the observations of the finite
length state-traces, even under complete observation of state-traces.
If a system is pre-diagnosable, then the failure diagnosis is just the process of detection
and identification of indicators generated by the system. Note that when an indicator is
detected, an actual failure (such as reaching a faulty state) may not have happened yet;
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it only signifies that a failure has either happened or is inevitable. Thus our definition
includes both cases of detection (a failure has already occurred) and prediction (a failure
will inevitably occur). This kind of prediction is necessary for the detection of failures that
violate properties such as liveness and stability.
Example 1 Consider the system shown in Figure 4.1, suppose the specification is given as
p1p1
a c
p2
x2x1x0
b d
Figure 4.1: Example for pre-diagnosability
f = GFp2. It is easy to verify that π = (x0, x
ω
1 ) 6|= f , and no prefix of π is an indicator. This
is because for any observed prefix (x0, x
k
1) of π, it is also a prefix of π0 = (x0, x
k
1, x
ω
2 ), where
π0 |= f . So the system is not pre-diagnosable with respect to f . Hence, even with complete
observation of the finite state-traces executed by the system, we can never detect the faulty
trace π.
Now suppose the specification is given as f ′ = GFp1, then it is easy to check that the
system is pre-diagnosable with respect to f ′. Since for any faulty state-trace π0 = (x0, x
k
1, x
ω
2 ),
the prefix (x0, x
k
1, x2) is an indicator.
The diagnosability of DESs in the setting of LTL temporal logic is defined as follows.
Definition 6 Let P be a system, M be an observation mask, and f be a specification, P
is said to be diagnosable with respect to M and f if P is pre-diagnosable with respect to f
and
(∃n ∈ N )(∀π0 ∈ IndP )(∀π = π0π1 ∈ TrP , |π1| ≥ n)(∀π
′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (π′ ∈ IndP ),
where N is the set of all natural numbers.
Remark 12 Definition 6 states that a pre-diagnosable system is diagnosable if the execution
of any indicator by the system can be deduced with a finite delay from the observed behavior
through the maskM . More precisely, there exists a number n such that for any indicator π0,
for any sufficient long (at least n states longer) extension π of π0, and for any finite state-
trace π′ generated by P , if π′ and π are indistinguishable with respect to M , i.e., if they can
generate a same masked event-trace, then π′ must also be an indicator. This is similar to
the language-based definition of diagnosability introduced in [48], but our definition should
be viewed as a generalization since our definition of failures which is based on a LTL formula
is more general.
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Figure 4.2: Example for diagnosability
Example 2 Consider the system shown in Figure 4.2, where the observation mask is given
as M(a) = a, M(b1) = M(b2) = b, M(c1) = M(c2) = c. Suppose the specification is
given as f = GFp2. It is easy to verify that the system is diagnosable with respect
to f . This is because if an event-trace abcka is observed, then it indicates an indicator
(x0, x1, x3(0), · · · , x3(k), x4) is executed by the system.
Now suppose the specification is given as f ′ = Gp1. It is also easy to verify that the
system is pre-diagnosable with respect to f ′. But the system is not diagnosable with respect
to f ′. This is because when the indicator (x0, x1, x2) is executed by the system, no matter
how long an extension of it is considered, an event-trace observation in the form of abck is
generated, which can also be generated by the state-trace (x0, x1, x3(0), · · · , x3(k)) that is
not an indicator.
In Definition 6, we assumed that there is only one specification f for the system P , so the
failure diagnosis problem is the same as the failure detection problem. However in practical
situations, we may have multiple specifications, so we need to not only detect the violation of
a specification, but also to diagnose which specification is violated. The following definition
of diagnosability is for the case of multiple specifications, and is an extension of Definition 6.
Definition 7 Let P be a system, M be an observation mask, and {fi, i = 1, 2, · · · ,m} be a
set of specifications. P is said to be diagnosable with respect to the mask M and the set of
specifications {fi, i = 1, 2, · · · ,m} if P is diagnosable with respect to the mask M and each
specification fi, i = 1, 2, · · · ,m.
Note that the diagnosability of a system P with respect to the single specification ∧mi=1fi
does not imply the diagnosability of P with respect to the set of specifications {fi, 1 ≤ i ≤
m}. This is because even if we can detect the violation of ∧mi=1fi, we may not be able to
know which fi has been violated.
If a system is diagnosable, then we need to construct a diagnoser for the failure diagnosis
of the system. The diagnoser is defined as follows.
Definition 8 Given a system P , an observation mask M , and a specification f . Let D =
(T,MT ), where T = (QT ,∆, RT , Q
T
0 ) is a non-deterministic finite state machine, and MT :
∆∗ → {fault} is a partial function defined as ∀s ∈ ∆∗, MT (s) = fault if s is not generated
by T , i.e., s 6∈ LT . D is called a diagnoser for P with respect to M and f if the following
holds:
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1. ∀π ∈TrP , ∀s ∈ Oπ:
MT (s) = fault⇒ π ∈ IndP .
2. ∃n ∈ N :
(∀π0 ∈ IndP )(∀π = π0π1 ∈ TrP , |π1| ≥ n)(∀s ∈ Oπ)
⇒ (MT (s) = fault).
Let {fi, i = 1, · · · ,m} be a set of specifications, then a collection of {Di = (Ti,MTi), i =
1, · · · ,m} is called a diagnoser for P with respect to M and {fi, i = 1, 2, · · · ,m} if each Di
(i = 1, 2, · · · ,m) is a diagnoser for P with respect to M and fi.
Remark 13 The above definition states that, a diagnoser D detects the occurrence of each
indicator in the system P by observing the event-traces generated by P through the mask
M . It is required that a diagnoser shall never generate a false alarm (the first condition
in the definition), and also there will be no missed detections (the second condition, which
requires the detection of any indicator within a finite delay). It is obvious that for a given
pre-diagnosable system P , there exists a diagnoser D only if P is diagnosable. Note that
Definition 8 does not require that a diagnoser D should posses a deterministic finite state
machine T .
Note that the diagnosability of a system P does not necessarily imply the existence of
a finite state diagnoser; and the existence of a diagnoser does not necessarily mean that we
can find one with complexity polynomial in the size of the system. In the next section we
show that if P is diagnosable, then a finite state diagnoser does exist and can be constructed
polynomially in the number of states of P .
4.2 Algorithm for Diagnosis and Diagnoser Synthesis
In this section, we solve the failure diagnosis problem of DESs with LTL specifications.
The failure diagnosis problem for systems with LTL specifications is formulated as follows:
Let P be a system and M be an observation mask. For a given set of fault
specifications {f1, · · · , fm}, test whether P is diagnosable with respect to M and
{f1, · · · , fm}; if P is diagnosable, then construct a diagnoser for P to detect the
occurrence of indicators in P by observing the behavior of P through the mask
M .
In the following we first give an algorithm for the test of diagnosability and the design
of a diagnoser for systems with a single specification, and then present an algorithm for the
case of multiple specifications. Before presenting the details, let us first give a preview of
the algorithm.
Step 1 obtains a tableau Tf that accepts all infinite proposition-traces over AP satisfying
f , where Tf has a generalized Büchi acceptance condition set F = {Fi, 1 ≤ i ≤ r}. Step 2
verifies pre-diagnosability of P with respect to f . As shown in Theorem 8 below, P is pre-
diagnosable with respect to f if and only if LωTf ∩L
(ω,AP )
P is ω-closed, where L
ω
Tf
denotes the
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set of all infinite proposition-traces over AP accepted by Tf . We first construct a finite state
machine T1 from the “proposition-synchronization” of Tf and P . Then L
ω
Tf
∩ L(ω,AP )P equals
the set of infinite proposition-traces generated by T1 that visit the Fi-labelled (1 ≤ i ≤ r)
states infinitely often. So, LωTf ∩L
(ω,AP )
P is ω-closed if and only if it holds that L
ω
Tf
∩L(ω,AP )P =
L
(ω,AP )
T1
, i.e., if and only if every infinite proposition-trace generated by T1 visits Fi-labelled
(1 ≤ i ≤ r) states infinitely often, i.e., if and only if T1 satisfies the LTL formula ∧iAGFFi,
which is a LTL model checking problem. For a gain in complexity of model checking, we
view the LTL formula ∧iAGFFi as an equivalent CTL formula ∧iAGAFFi. Because the
satisfaction of ∧iAGFFi by a system is equivalent to that of ∧iAGAFFi by the system. Step
3 tests for the diagnosability after the system passes the pre-diagnosability test. For this,
P is event-synchronized with T ′2, where T
′
2 generates the language M
−1M(LT1); the result
is denoted by T3. So T3 generates traces in P that share an observation with traces in T1,
i.e., non-faulty traces of P . For diagnosability to hold all such traces must themselves be
non-faulty. Thus for the diagnosability of P , we need to check whether T3 satisfies Af , which
is a LTL model checking problem.
Algorithm 3 Algorithm for failure diagnosis with single LTL specification
1. This step is for the construction of a tableau Tf with initial states for the formula f .
Following the method in Chapter 2, Tf is constructed as Tf = (Cf , Rf , AP, Lf , C
0
f ,F),
where Cf is the state set, Rf ⊆ Cf × Cf is the transition relation, AP is the set of
atomic propositions, Lf is the labelling function, C
0
f is the set of initial states defined
as C0f = {c ∈ Cf | f ∈ Lf (c)}, and F = {F1, F2, · · · , Fr} ⊆ 2
Cf is defined as follows:
for each eventuality sub formula f1Uf2 of f there is a Fi ∈ F , where Fi is the set of all
states x ∈ Cf such that x is either labelled by f2 or not labelled by f1Uf2; if f has no
eventuality sub formula then F := {Cf}. For any infinite state-trace π in Tf , π is said
to be accepted by Tf if and only if π starts at some initial state in C
0
f and visits each
Fi ∈ F infinitely often, which is called the generalized Büchi acceptance condition [10].
This is because each eventuality formula labelled at a state x in π must be fulfilled
along the suffix of π starting at the state x. From the construction of Tf , we have that
π |= f if and only if π is accepted by Tf . We use L
ω
Tf
to denote the set of all infinite
proposition-traces that are accepted by Tf .
2. This step is for the test of pre-diagnosability of P .
• Construct a finite state machine T1 = (Q1,Σ, R1, Q
1
0, AP ∪F , L1) from the propo-
sition synchronization of Tf = (Cf , Rf , AP, Lf , F) and P = (XP , Σ, R, X0,
AP , L) that accepts every infinite proposition-trace over AP accepted by P and
satisfying f as follows:
– Q1 ⊆ Cf ×XP is the set of states, Q1 = {(c, x) ∈ Cf ×XP | Lf (c) and L(x)
are propositionally consistent}, where “Lf (c) and L(x) are propositionally
consistent” if ∀p ∈ AP , [p ∈ Lf (c)⇒ p ∈ L(x)] ∧ [¬p ∈ Lf (c)⇒ p 6∈ L(x)];
– Σ is the set of events;
– R1 ⊆ Q1×Σ∪ {ε}×Q1 is the transition relation, R1 = {((c, x), σ, (c
′, x′)) ∈
Q1 × Σ ∪ {ε} ×Q1 | (c, c
′) ∈ Rf , (x, σ, x
′) ∈ R};
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– Q10 = (C
0
f ×X0) ∩Q1} is the set of initial states;
– AP ∪ F is the new set of atomic propositions;
– L1 : Q1 → 2
AP∪F is the labelling function such that
∀(c, x) ∈ Q1, Fi ∈ F , p ∈ AP :
[Fi ∈ L1(c, x)⇔ c ∈ Fi] ∧ [p ∈ L1(c, x)⇔ p ∈ L(x)].
– delete each state q ∈ Q1 and its associated transitions if either q has no
successor, or no state labelled with some Fi ∈ F can be reached from q;
repeat this process until no more states and transitions can be deleted.
Let L
(ω,AP )
T1
denote the set of all infinite length proposition-traces that are gener-
ated by T1 and visit the Fi-labelled (1 ≤ i ≤ r) states infinitely often, i.e., the
set of all infinite length proposition-traces that are generated by T1 and satisfy f .
Then from the construction of T1 above, L
(ω,AP )
T1
= LωTf ∩ L
(ω,AP )
P , where L
(ω,AP )
P
denotes the set of all proposition-traces that are generated by P .
• Check whether LωTf ∩ L
(ω,AP )
P is ω-closed. This is done by checking whether ev-
ery infinite proposition-trace generated by T1 visits the Fi-labelled (1 ≤ i ≤ r)
states infinitely often, or equivalently, whether T1 satisfies the the LTL formula
∧iAGFFi. Since the satisfaction of the LTL formula ∧iAGFFi by a system is
equivalent to the satisfaction of the CTL formula ∧iAGAFFi by the system, and
CTL model checking has a superior complexity than LTL model checking, we
check whether T1 satisfies the CTL formula ∧iAGAFFi using the method given
in Chapter 2.
If the CTL formula is not satisfied by T1, then stop and output that “the system
is not pre-diagnosable”.
3. This step is for the test of diagnosability of P .
• Construct T2 = (Q2,∆, R2, Q
2
0), the “projection” of T1 through M , i.e., LT2 =
M(LT1). T2 is constructed to be a non-deterministic state machine containing no
ε-transitions as follows:
– Q2 = Q
1
0 ∪ {q ∈ Q1 | ∃(q
′, σ, q) ∈ R1,M(σ) 6= ε} is the set of states: Q2
contains all the initial states of T1 and the states in T1 such that there is a
transition labelled with an observable event leading into the state;
– ∆ is the set of observed symbols;
– R2 ⊆ Q2 × ∆ × Q2 is the set of transitions, ∀(q, β, q
′) ∈ Q2 × ∆ × Q2,
(q, β, q′) ∈ R2 if and only if there exists a path
(q0, σ1, q1, · · · , σk, qk, σk+1, qk+1) (k ≥ 0)
in T1 such that (qi, σi+1, qi+1) ∈ R1 for 0 ≤ i ≤ k, q0 = q, qk+1 = q
′,M(σi) = ε
for 1 ≤ i ≤ k, and M(σk+1) = β;
– Q20 = Q
1
0 is the set of initial states.
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• Construct T ′2 = (Q2,Σ, R
′
2, Q
2
0) that accepts the language M
−1(LT2), i.e., LT ′2 =
M−1(LT2) =M
−1M(LT1), where the transition relation R
′
2 ⊆ Q2×Σ×Q2 is given
as
∀(q, σ, q′) ∈ Q2 × Σ×Q2 :
(q, σ, q′) ∈ R′2 ⇔
[(q,M(σ), q′) ∈ R2] ∨ [(q = q
′) ∧ (M(σ) = ε)].
• Construct T3 = (Q3,Σ, R3, Q
3
0, AP, L3), which accepts the language LT ′2 ∩ LP =
M−1M(LT1)∩LP , from the event-synchronization of T
′
2 and P . (Here T3 generates
a proposition-trace over AP that is associated with a state-trace in TrP if and
only if the later is indistinguishable from a prefix of a non-faulty state-trace in
P .)
– Q3 = Q2 ×XP is the set of states;
– Σ is the set of events;
– R3 ⊆ Q3 × (Σ ∪ {ε})×Q3 is the transition relation such that
∀((q1, x1), σ, (q2, x2)) ∈ Q3 × (Σ ∪ {ε})×Q3 :
((q1, x1), σ, (q2, x2)) ∈ R3 ⇔
[(σ 6= ε) ∧ ((q1, σ, q2) ∈ R
′
2) ∧ ((x1, σ, x2) ∈ R)] ∨
[(σ = ε) ∧ (q1 = q2) ∧ ((x1, σ, x2) ∈ R)];
– Q30 = Q
2
0 ×X0 is the set of initial states;
– AP is the set of atomic propositions;
– L3 : Q3 → 2
AP is the labelling function such that ∀(q, x) ∈ Q3, L3(q, x) =
L(x);
– delete each state q ∈ Q3 and its associated transitions if q has no successor;
repeat this process until no more states and transitions can be deleted.
• Check whether every infinite proposition-trace generated by T3 satisfies Af , using
the LTL model checking method given in Chapter 2. If Af is not satisfied by T3,
then stop and output that “the system is not diagnosable”.
4. This final step is for the construction of a diagnoser. Output (T2,MT2) as the diagnoser
D. HereMT2 : ∆
∗ → {fault} is a partial function defined as: ∀s ∈ ∆∗,MT2(s) = fault
if s is not generated by T2, i.e., if s 6∈ LT2 .
The diagnoser D operates as follows. It observes the event-traces generated by P
through the mask M . If an observed event-trace s is not in the generated language of
T2, then the diagnoser outputs “fault” which indicates the occurrence of an indicator
of P , with a finite delay.
In Algorithm 3, T ′2, that generates the language M
−1M(LT1), is constructed so as not
to contain any ε-transitions. For this, T2, that generates the language M(LT1) and contains
no ε-transitions, is first constructed. The reason for not allowing ε-transitions in T ′2 is
48
technical, and has to do with the possibility of the presence of unobservable cycles in P .
This will become more evident when we prove the correctness of the diagnosability test in
Theorem 10.
Remark 14 It is known that the first step of Algorithm 3 has a complexity of O(2|f |).
The second step has a complexity of O(2O(|f |)|XP |
2) since the complexity for CTL model
checking is linear in both the size of the system (number of states and transitions) and the
length of the CTL formula. The complexity of the third step is O(2O(|f |)|XP |
4) since the
complexity for LTL model checking is linear in the size of the system (number of states and
transitions) and exponential in the length of the LTL formula. So the complexity to design
a diagnoser as well as to test the diagnosability is O(2O(|f |)|XP |
4), which is polynomial in
the number of states of the system and exponential in the length of the specification LTL
formula. This power-4 dependence on the number of system states is the same as that in
the setting of faulty events based approach to diagnosis [25]. The exponential dependence
on the length of the LTL specification f comes from having an abstract, and hence a more
compact, representation of the specification. The number of states in T2 that is part of the
diagnoser D is O(2|f ||XP |).
In the following we prove that Algorithm 3 is sound and complete. We first prove the
reductions of the problems of testing pre-diagnosability and diagnosability to those of LTL
model checking. The following theorem states that a system is pre-diagnosable if and only
if the set of all infinite non-faulty proposition-traces accepted by the system is ω-closed.
Theorem 8 Let P be a system and f be a LTL specification. P is pre-diagnosable with
respect to f if and only if the ω-language Sf ∩L
(ω,AP )
P ⊆ Σ
ω
AP is ω-closed, where ΣAP = 2
AP .
(Here Sf denotes the set of all infinite proposition-traces over AP satisfying f , and L
(ω,AP )
P
denotes the set of all proposition-traces generated by P .)
Proof: For necessity, suppose P is pre-diagnosable. For contradiction, suppose S(f,P ) =
Sf ∩ L
(ω,AP )
P ⊆ Σ
ω
AP is not ω-closed, i.e., ∃u = (e1, e2, · · ·) ∈ lim(pr(S(f,P ))) − S(f,P ). It is
easy to verify that L
(ω,AP )
P is ω-closed. Thus we have
u ∈ [lim(pr(S(f,P )))− S(f,P )] ⊆ lim(pr(L
(ω,AP )
P )) = L
(ω,AP )
P .
Since u 6∈ S(f,P ), u 6|= f . Let πu = (x1, x2, · · ·) be a state-trace accepted by P and associated
by u, i.e., L(xi) = ei for all i ≥ 1. Then we have πu 6|= f , i.e., πu is faulty. Since P is pre-
diagnosable and πu is a faulty trace in P , πu must have an indicator prefix π
n
u = (x1, · · · , xn).
Because u ∈ lim(pr(S(f,P ))), from the definition of lim operation, there must exist a k > n
such that uk = (e1, · · · , ek) ∈ pr(S(f,P )), which implies that π
k
u = (x1, · · · , xk) is a prefix
of some non-faulty trace in P . It follows that πnu could not be an indicator, which is a
contradiction. So the necessity holds.
For sufficiency, suppose S(f,P ) is ω-closed, i.e., lim(pr(S(f,P ))) − S(f,P ) = ∅. For con-
tradiction, if P is not pre-diagnosable, then from Definition 5 we know there exists a
faulty state-trace π = (x1, x2, · · ·) in P such that no prefix of π is an indicator. In other
words, πn = (x1, · · · , xn) is a prefix of some non-faulty trace in P for every n ≥ 1, i.e.,
un ∈ pr(S(f,P )) for every n ≥ 1, where u
n = (L(x1), · · · , L(xn)) is the proposition-trace
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associated with πn. Let u = (L(x1), · · ·) be the proposition-trace associated with π, then it
is obvious that u ∈ L(ω,AP )p and u 6|= f . Because u
n ∈ pr(S(f,P )) for every n ≥ 1, we have
u ∈ lim(pr(S(f,P ))). Since u 6|= f , u 6∈ S(f,P ). From above we have u ∈ lim(pr(S(f,P )))−S(f,P ),
i.e., lim(pr(S(f,P ))) − S(f,P ) 6= ∅, which is a contradiction to the hypothesis. So P is pre-
diagnosable.
Remark 15 Note that the set of infinite proposition-traces Sf ∩ L
(ω,AP )
P is the set of all
infinite non-faulty proposition-traces generated by P .
As stated in the above theorem, the condition for pre-diagnosability for indicators is
the ω-closure property of Sf ∩ L
(ω,AP )
P . In fact, the condition is equivalent to the relative
ω-closure property of Sf ∩ L
(ω,AP )
P with respect to L
(ω,AP )
P (see Remark 21 in Chapter 5),
which establishes a link between the indicator-prediagnosability in this chapter and the
failure-prediagnosability in the next chapter.
The next theorem validates our test for pre-diagnosability.
Theorem 9 Let P be a system and f be a LTL specification. P is pre-diagnosable with
respect to f if and only if ∀q ∈ Q10, < T1, q >|= ∧Fi∈FAGFFi, where T1 is as defined in
Algorithm 3.
Proof: Since T1 is “proposition-synchronization” of Tf and P , the set of infinite proposition-
traces generated by T1 that visit the Fi-labelled (1 ≤ i ≤ r) states infinitely often is the
set of infinite proposition-traces generated by P and satisfying f , i.e., the set LωTf ∩ L
(ω,AP )
P .
From construction of Tf , L
ω
Tf
= Sf . So from Theorem 8, P is pre-diagnosable if and only if
LωTf ∩ LP (ω,AP ) is ω-closed, i.e., if and only if
LωTf ∩ L
(ω,AP )
P = lim(pr(L
ω
Tf
∩ L(ω,AP )P )) = L
(ω,AP )
T1
,
where the last equality follows from the construction of T1, which keeps T1 “trim”. The
equality LωTf ∩ L
(ω,AP )
P = L
(ω,AP )
T1
holds if and only if L
(ω,AP )
T1
⊆ LωTf ∩ L
(ω,AP )
P since the
reverse containment holds by the construction of T1. Further, since L
(ω,AP )
T1
⊆ L(ω,AP )P by
construction, L
(ω,AP )
T1
⊆ LωTf ∩ L
(ω,AP )
P if and only if L
(ω,AP )
T1
⊆ LωTf , or equivalently, every
infinite proposition-trace generated by T1 visits the Fi-labelled (1 ≤ i ≤ r) states infinitely
often, or equivalently, ∀q ∈ Q10, < T1, q >|= ∧Fi∈FAGFFi. This completes the proof.
The next theorem validates our test for diagnosability.
Theorem 10 Let P be a system, which is pre-diagnosable with respect to a specification
f , and M be an observation mask. then P is diagnosable with respect to M and f if and
only if ∀q ∈ Q30, < T3, q >|= Af , where T3 is as defined in Algorithm 3.
Proof: For necessity, suppose P is diagnosable. For contradiction, if ∃q ∈ Q30, < T3, q >6|=
Af , then from the construction of T3, we know that there exists an infinite state-trace π =
((q0, x0), (q1, x1), · · ·) accepted by T3 and π 6|= f . This implies that: (i) π1 = (x0, x1, · · ·) 6|= f
and π1 is accepted by P (because T3 is constructed from the synchronization of T
′
2 and P ,
and T ′2 does not contain any ε transition); (ii) any prefix (x0, · · · , xk) of π1 can generate a
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same masked event-trace as a finite state-trace π2 = ((q
′
0, x
′
0), · · · , (q
′
j, x
′
j)) accepted by T1,
which further implies that (x0, · · · , xk) and (x
′
0, · · · , x
′
n) are two “indistinguishable” finite
state-traces accepted by P . Here from the pre-diagnosability of P and Theorem 9, we know
that any infinite extension of π2 in T1 satisfies f , which means that there is an infinite
extension of (x′0, · · · , x
′
n) in P that satisfies f , i.e., (x
′
0, · · · , x
′
n) is not an indicator. Since π1
is faulty and P is pre-diagnosable, there is a prefix π0 of π1 such that π0 is an indicator.
From above, for any arbitrary long finite extension of π0 along π1, denoted as (x0, · · · , xk),
there always exists a finite state-trace (x′0, · · · , x
′
n) accepted by P that is indistinguishable
from (x0, · · · , xk) and is not an indicator. From Definition 6, P is not diagnosable, which is
a contradiction to the hypothesis. So the necessity holds.
For sufficiency, suppose ∀q ∈ Q30, < T3, q >|= Af . Let T
′
3 be the state machine obtained
before performing the deletion process that deletes the terminating states (while deriving
T3 in the third step of Algorithm 3). Suppose π = (x0, · · · , xk) is an indicator in P . If
no state-trace in the form of ((q0, x0, ), · · · , (qk, xk)) is accepted by T
′
3, then no state-trace
((q′0, x
′
0, ), · · · , (q
′
j, x
′
j)) is accepted by T1 such that π and (x
′
0, · · · , x
′
j) are indistinguishable
in P . It further implies that any state-trace in TrP that is indistinguishable from π is an
indicator. If there exists a state-trace π1 = ((q0, x0, ), · · · , (qk, xk)) that is accepted by T
′
3,
then we claim that any extension of π1 in T
′
3 can never reach a state that is contained in a loop
in T ′3. If our claim is true, then for any finite extension π0 = ππ2 = (x0, · · · , xk, xk+1, · · · , xk+r)
of π in P with |π2| = r ≥ |Q2 × XP | − 1 = |Q2| ∗ |XP | − 1, no state-trace in the form of
((q0, x0, ), · · · , (qk+r, xk+r)) is accepted by T
′
3. This from above would imply that any state-
trace in TrP that is indistinguishable from π0 is an indicator. From Definition 6, P is
diagnosable, where n can be chosen to be n = |Q2| ∗ |XP | − 1. So the sufficiency would hold.
In the following, we prove our claim.
Suppose there is an extension π1π
′
1 of π1 in T
′
3 ended with a state that is contained in a
loop. Then we can get an infinite extension π0 of π1 = ((q0, x0), · · · , (qk, xk)) in T
′
3 along the
loop, and obviously π0 is accepted by T3. From the hypothesis, we know π0 |= f . Let
π0 = π1((qk+1, xk+1), · · · , (qk+i, xk+i))((qk+i+1, xk+i+1), · · · , (qk+i+j, xk+i+j))
ω.
From the construction of T3 and because that T
′
2 does not contain any ε transition, it can
be verified that
π′ = (x0, · · · , xk, · · · , xk+i)(xk+i+1, · · · , xk+i+j)
ω
is an infinite state trace accepted by P and π′ |= f . Since π = (x0, · · · , xk) is a prefix of π
′
and π′ |= f , π is not an indicator in P , which is a contradiction to the hypothesis that π is
an indicator in P . So our claim is correct. This completes the proof.
Now we prove the soundness and completeness of Algorithm 3, where soundness means
that the diagnoser found by Algorithm 3 is correct, i.e., there are no “missed detections”
and “false alarms”; completeness means that Algorithm 3 finds a diagnoser whenever the
system is diagnosable.
Theorem 11 Algorithm 3 is sound and complete.
Proof: For soundness, from Theorem 10, we know that no execution of an indicator in P
remains undetected for more than |Q2| ∗ |XP |−1 state steps by T2 (i.e., there are no “missed
detections”). Next from the construction of T1, we know that any event-trace in P that
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is not associated with an indicator (i.e., that can be extended to to an infinite event-trace
that is associated with an infinite state-trace satisfying f), is generated by T1. This implies
that the execution of any non-indicator state-trace is accepted by T2 (i.e., there are no “false
alarms”).
The completeness comes directly from Theorem 10. This is because if the algorithm
cannot find a diagnoser, then from Theorem 10 we know that the system is not diagnosable,
and so in fact no diagnoser exists.
The following algorithm solves the failure diagnosis problem for systems with multiple
specifications and is based on Algorithm 3. The soundness and completeness of the algorithm
follows directly from Definition 7 and Theorem 11.
Algorithm 4 Algorithm for failure diagnosis with multiple specifications
1. Test the diagnosability of the system P with respect to each specification fi using
Algorithm 3. If P is not diagnosable with respect to some fi, then stop and output
that “the system is not diagnosable”, otherwise obtain the diagnoser Di for each fi
using Algorithm 3.
2. Derive the diagnoser D for the set of specifications {fi, i = 1, 2, · · · ,m} as the collection
of all Di, i.e., D = {Di, i = 1, 2, · · · ,m}. For any observed event-trace of P through
the mask M , if a “fault” signal is generated by a Di, i = 1, 2, · · · ,m, then it indicates
the detection of a “fi-type failure” in P representing the violation of the specification
fi.
Remark 16 Algorithm 4 provides a method for failure detection and identification. It is
easy to verify that its complexity is polynomial in both the number of states of the system
and the number of specifications (or failure types) and is exponential in the length of each
individual specification LTL formula. It is for the first time that a polynomial algorithm in
both the number of states of the system and the number of failure types is derived for failure
diagnosis.
Note that our method has an extra complexity that is exponential in the length of each
individual specification LTL formula when compared with the method in [48]. This is to be
expected since we are using a more abstract, and hence a more compact, representation of a
specification. It is possible to represent the given LTL specification using faulty transitions
as in [48], but the computational complexity of diagnosis based upon such a translation will
be inferior compared to the direct approach we have given. To substantiate our claim, the
following steps may be taken to represent the given LTL specification in terms of faulty
transitions:
1. Construct a non-deterministic generalized Büchi automaton Tf for the given LTL for-
mula f . Assuming pre-diagnosability (since otherwise, there is no need to proceed
further), the acceptance condition in Tf can be removed, i.e., Tf can be viewed as a
non-deterministic automaton that generates a regular ∗-language.
2. Obtain a deterministic finite state machine Td by determinizing Tf .
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3. Perform a proposition-synchronization of P and Td, and during the synchronization
process any transition in P , that can not be synchronized with a transition in Td, is
declared as a faulty transition.
It can be verified that the computational complexity of the above steps is doubly exponential
in the length of the LTL formula f , i.e., O(22
|f |
). This is inferior compared to the direct
approach we have taken whose complexity is singly exponential in the length of the LTL
specification f .
Remark 17 In the following, we provide a comparison of our approach to failure diagnosis
versus the approach of [48].
1. Due to the use of temporal logic for specification, our approach may be thought to be
more “user-friendly”. In practical situations, it is more common that a natural language
based specifications of the faults is given. In most cases, it is easy to translate such
natural language specifications into temporal logic specifications. Derivation of event
failure types from a set of natural language specifications may not always be clear.
2. Only “safety” failures can be captured through a failure event, whereas our method
can capture both “safety” and “liveness” failures.
3. A test for checking diagnosability as defined in [48], which is polynomial in number of
system states and number of failure types, is recently reported in [25]. The method
for diagnoser design given in [48], has a complexity that is exponential in the number
of states of the system and double exponential in the number of failure types. Our
method has a polynomial complexity in number of system states and number of failure
types for both diagnosability test and diagnoser design. Also, since the problem of
testing diagnosability is reduced to that of model checking, by using symbolic model
checking (see [10]) we may test the diagnosability of large systems more efficiently,
although the worst case complexity will remain the same.
4. The methods for diagnosability test in [25] and diagnoser design in [48] require that
there is no unobserved cycle in the system, whereas such a requirement is not needed
in our work. This makes our method applicable to a more general class of systems.
5. Our method can also be applied to terminating systems by a simple modification that
makes terminating systems non-terminating. The modification requires adding a self-
loop on ε on every terminating state.
6. There is a difference between the diagnoser derived from [48] and the diagnoser derived
from Algorithm 4. The diagnoser in [48] is a deterministic state machine, while ours
consists of a set of non-deterministic state machines. Having a non-deterministic rep-
resentation of the diagnoser that is polynomial in number of system states and number
of specifications makes it practical to design a diagnoser off-line, also to implement
it on-line. For the on-line implementation, our diagnoser needs to maintain a set of
possible present states (which is polynomially bounded by the number of states of the
system), whereas the on-line implementation of the deterministic diagnoser given in
[48] will have an exponential space and a constant time complexity.
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4.3 Illustrative Example
In this section, we give a simple example to illustrate our result. This is a traffic moni-
toring problem of a mouse in a maze. The maze, shown in Figure 4.3, consists of six rooms
: observable
: unobservable
3 4
0
mouse
cat 51
2food
Figure 4.3: Mouse in a maze: monitoring
connected by various one-way passages, where some of them have sensors installed to detect
the passing of the mouse. There is also a cat which alway stays in room 1. The mouse is
initially in room 0, but it can visit other rooms by using one way passages and it never stays
at one room forever. Our task is to monitor the behavior of the mouse by observing the
signal of those sensors to detect whether or not the given specifications are satisfied, and if
violated, then identify them. The specifications are given as:
Spec 1 The mouse shall never visit room 1 where the cat stays (this is an invariance, a type
of safety, property);
Spec 2 The mouse shall visit room 2 for food infinitely often (this is a recurrence, a type
of liveness, property).
Note that the above problem cannot be solved by the method in [48] because of the
liveness specification (Spec 2) and the unobservable cycle generated from the loop of (room
3, room 4, room 3) in the system. It can be formulated as a failure diagnosis problem of a
discrete event system with LTL specifications as follows. The system is modeled by
P = (XP ,Σ, R, x0, AP, L),
which is shown in Figure 4.4, where XP = {xi, 0 ≤ i ≤ 5}; Σ = {o1, o2, o3, o4, u}, ∆ =
{o1, o2, o3, o4}; the maskM is given asM(u) = ε andM(oi) = oi for 0 ≤ i ≤ 4; AP = {p1, p2};
L(xi) = ∅ for i 6∈ {1, 2}, L(x1) = {p1}, and L(x2) = {p2}. The specifications are given by
the LTL formulae f1 = G¬p1 and f2 = GFp2.
Now we can use Algorithm 4 for the above failure diagnosis problem. We first use Algo-
rithm 3 to test the diagnosability of the system with respect to each individual specification.
From the first step of Algorithm 3, the tableau for fi is derived as
Tfi = (Cfi , Rfi , AP, Lfi , C
0
fi
,Fi), i = 1, 2,
which are shown in Figure 4.5(a) and (b) respectively. Here Lf1(s1) = {¬p1, G¬p1, XG¬p1},
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Figure 4.5: Tableau for f1 and f2
Lf2(t1) = {p2, GFp2, XGFp2, Fp2}, Lf2(t2) = {¬p2, GFp2, XGFp2, Fp2, XFp2}, C
0
fi
= Cfi ,
F1 = {F
1
1 = {s1}}, and F2 = {F
2
1 = {t1}}.
Next T f11 and T
f2
1 are derived from the second step of Algorithm 3. They are shown in
Figure 4.6(a) and (b) respectively, where yij = (si, xj) and zij = (ti, xj). It is easy to verify
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Figure 4.6: Models of T f11 and T
f2
1
that both acceptance conditions with respect to F1 = {F
1
1 } and F2 = {F
2
1 } are satisfied
by every infinite state-traces in the two state machines respectively, i.e., the corresponding
CTL formulae are satisfied by the state machines respectively. So P is pre-diagnosable with
respect to f1 and f1 respectively.
The masked versions of T f11 and T
f2
1 are derived as T
f1
2 and T
f2
2 from the third step of
Algorithm 3, which are shown in Figure 4.7(a) and (b) respectively.
From the third step of Algorithm 3, T f13 and T
f2
3 can also be derived; and they have
similar transition structures as T f11 and T
f2
1 in Figure 4.6. The details are omitted here. It
is easy to verify that Af1 and Af2 are satisfied by T
f1
3 and T
f2
3 respectively. So the system
P is diagnosable with respect to f1 and f2 respectively. From Definition 7, we know P is
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2
diagnosable with respect to the set of specification {f1, f2}.
Finally we can use D = {D1 = (T
f1
2 ,MT f12
), D2 = (T
f2
2 ,MT f22
)} as the diagnoser for the
system. It is easy to check that the behavior of the mouse that violates Spec i can be detected
by Di = (T
fi
2 ,MT fi2
) (i = 1, 2).
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Chapter 5
Diagnosis of Repeated Failures for
DESs with LTL Specifications
In this chapter, we provide a method for the diagnosis of repeated failures in discrete
event systems in temporal logic setting. LTL formulae are used to express specifications of
DESs. In order to be able to detect the multiplicity of a repeatedly occurring failure, we
introduce three different notions of repeated failure diagnosis. The first notion, called K-
diagnosability, allows the detection of at least K repeated failures, the second notion, called
[1, K]-diagnosability, allows the detection of at least J repeated failures for each J ≤ K,
and the last notion, called [1,∞]-diagnosability, allows the detection of at least J repeated
failures for each J ≥ 1. We show that [1, K]-diagnosability is same as J-diagnosability for
each J ≤ K. However, [1,∞]-diagnosability is strictly stronger than J-diagnosability for
each J ≥ 1. We further reduce the problem of diagnosis of repeated failures in the temporal
logic setting to that in a “state-based” setting, where the “state-based” setting means that
failures are associated with the states of the system. Then we obtain algorithms of polynomial
complexity for checking these various notions of diagnosability of repeated failures. We also
present an on-line procedure for the diagnosis of repeated failures, the complexity of which
is also polynomial. The results are illustrated through a simple example.
5.1 Introduction
In previous chapter, we provide a temporal logic approach for the failure diagnosis of
DESs. As prior work on failure analysis of DESs, the approach only considers whether or
not a failure occurred, and determines its type. The information regarding the multiplicity
of the occurrence of the failure could not be obtained. To see this, consider the following
example.
Example 3 Consider the system P shown in Figure 5.1, where M(a1) = M(a2) = a,
M(b) = b, M(c) = c, AP = {p1}, L(x0) = L(x1) = L(x4) = ∅, L(x2) = L(x3) = {p1}, and
the specification is given as f = G¬p1. Thus x2 and x3 are two faulty states. It is easy to
verify that P is diagnosable with respect to M and f as defined in Chapter 4. Since any
state-trace generated by P longer than 2 must contain at least one faulty state. But when we
observe the event-trace (abc∗) generated by the system P , we never know how many times
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Figure 5.1: Example for repeated failure diagnosis
the system has visited a faulty state; all we can say is that the system has visited a faulty
state at least once.
It is possible that in some systems the same type of failure repeats a multiple number
of times. For example at a bottle filling station, a multiple number of bottles may be filled
improperly. Although the work on template approach ([22, 12, 40]) to failure detection
considered detection of such repeatedly occurring failures, it did not attempt to formalize a
notion that will allow determining the multiplicity of the occurrence of a failure.
It is desirable to have a failure analysis formalism which not only allows determining that
a failure, which may occur repeatedly, has occurred, but also determines the number of times
the failure has occurred. To aide such analysis, we introduce the notion of repeated failure
diagnosability for diagnosing the multiplicity of the occurrence of repeatedly occurring fail-
ures in discrete event systems. This generalizes the earlier notion of diagnosability developed
in [48] and in the previous chapter, where the objective was to diagnose the occurrence of a
failure, but not its multiplicity of occurrence.
In this chapter, we extend our work in Chapter 4 on temporal logic based approach for
diagnosis to that of diagnosis of repeated failures. Given a DES to be diagnosed, we use a LTL
formula f for the purpose of specifying a fault specification. In other words, an infinite trace
of the system is said to be faulty if it violates the given LTL formula. If the goal of diagnosis
is to detect and diagnose a failure the first time it occurs, it suffices to detect/diagnose the
occurrence of an indicator-trace, which only indicate that a failure is inevitable (the failure
may not have occurred yet). On the other hand, for the goal of diagnosing a failure every
time it occurs, we need to introduce a stronger notion of a failure-trace, whose occurrence
implies that a failure has already occurred. A failure-trace is a finite trace for which any
of its infinite extension is faulty. On the other hand, an indicator-trace is a finite trace for
which any of its infinite extension that is feasible in the system is faulty. It is evident from
above definitions that a failure-trace is an indicator-trace, but not conversely.
Given a LTL specification f , a system is said to be f -failure pre-diagnosable if every
infinite faulty trace generated by the system possesses a finite f -failure trace as its pre-
fix. The property of f -failure pre-diagnosability should be viewed as a pre-condition for
repeated failure diagnosability, since without this property, the detection of the violation of
the specification can not be deduced through the observation of finite length traces, even
under a complete observation of events. Note that this property automatically holds if the
specification is only a safety specification. We prove that the f -failure pre-diagnosability is
equivalent to a relative ω-closure property.
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In this chapter, we are interested in the diagnosis of repeated failures, which implies that
a same type of failure can occur a multiple number of times. For such a failure to not occur,
the corresponding fault specification should be satisfied globally in all the possible states of
the system, i.e., the LTL formula representing the specification should be in the form of Gf ,
where G stands for “Globally” (in all states) and f is a LTL formula.
In order to capture the number of times the specification Gf is violated along a trace
executed by the system, the notion of Gf -failure point is introduced, where each Gf -failure
point of a trace indicates a violation of the Gf specification along that trace. Thus for
diagnosis of repeated failures, we only need to diagnose the number of the occurrence of the
Gf -failure points along a trace executed by the system.
For diagnosis of repeated failures, we introduce the notions of K-diagnosability (K fail-
ures diagnosability), [1,K]-diagnosability (1 through K failures diagnosability), and [1,∞]-
diagnosability (1 through∞ failures diagnosability). Here the first (resp., last) notion is the
weakest (resp., strongest) of all three, and the notion of diagnosability developed in [48] is
the same as that of K-diagnosability or that of [1,K]-diagnosability with K = 1.
Recall that a system is said to be diagnosable in the sense of [48] if there exists an
extension bound such that for any trace s containing a failure of a certain type, for any
extension t of s of length more than the bound, for all traces u indistinguishable to st, it
holds that u contains a failure of the same type. We call this property of a system to be
1-diagnosability to indicate that it can be used to diagnose whether a failure has occurred
(at least one time). A natural generalization of the above property provides us the notion of
K-diagnosability that can be used to diagnose whether a certain type of failure has occurred
at least K times: A system is said to be K-diagnosable if there exists an extension bound
such that for any trace s containing at least K failures of a certain type, for any extension
t of s of length more than the bound, for all traces u indistinguishable to st, it holds that u
contains at least K failures of the same type.
It turns out that the property of K-diagnosability as defined above is not monotonic
in K, i.e., K-diagnosability does not necessarily imply (K − 1)-diagnosability (for K ≥ 2).
In other words, it is possible to have a system for which it is possible to determine with a
bounded delay that at leastK failures of a certain type have occurred, but it is not possible to
determine with a bounded delay that at least (K−1) failures of a certain type have occurred.
This motivates a stronger notion of diagnosability, which we call [1, K]-diagnosability, that
is monotonic in K. We say a system is [1, K]-diagnosable if it is J-diagnosable for each
1 ≤ J ≤ K. Obviously, [1, K]-diagnosability is monotonic in K, i.e., it holds that if a system
is [1, K]-diagnosable, then it is also [1, K − 1]-diagnosable (for all K ≥ 2). Note that it also
holds that [1, K]-diagnosable and K-diagnosable are both equivalent to diagnosable in the
sense of [48] under K = 1.
The property of [1, K]-diagnosability can be used to determine with bounded delay if
the given system has executed at least K or less failures of a certain kind. Thus a repeated
occurrence of a failure of a certain type can be determined for up to its first K occurrences.
Of course it is desirable to be able to determine with bounded delay the repeated occurrence
of a failure of a certain type for any number of its occurrences. This motivates the notion
of [1,∞]-diagnosability, which is obtained by setting K to be ∞ in the definition of [1, K]-
diagnosability. In other words, a system is [1,∞]-diagnosable only if it is J-diagnosable for
each J ≥ 1.
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It turns out that diagnosis of repeated failures in temporal logic setting, where failures are
behaviors violating the temporal logic specification, is equivalent to that in a “state-based”
setting, where failures are associated with states of the system. We give an algorithm for
automatically transferring a diagnosis problem in temporal logic setting to that in state-
based setting. Thus we can test different notions of diagnosability and perform diagnosis
in a state-based setting. The reason of initially adopting a temporal logic setting instead
of a state-based setting is that it makes the specification specifying process easier and user-
friendly.
We give polynomial algorithms for checking these various notions of repeated failure
diagnosability, and also present a method to construct a diagnoser for the diagnosis of the
repeated failures. The test for the diagnosability is based on the observation that a system
is diagnosable with respect to a given set of failures if and only if it is diagnosable with
respect to each of the failures individually. In other words, it suffices to assume that there
is one failure type, thereby reducing the problem of failure diagnosis to that of a failure
detection. The diagnoser operates on-line and determines the potential states of the system
following each observation, tagged with either the number of total failures or the number of
total undetected failures associated with each such state.
The work is further illustrated through a simple traffic monitoring example, where a
mouse moves around in a maze of rooms. We require that the mouse should follow some
desired route. The task of failure analysis is to determine the number of times the mouse
does not follow the given route, by monitoring the motion of the mouse through a set of
sensors.
The rest of the chapter is organized as follows. First, we give the definitions of f -failure
state traces and f -failure pre-diagnosability. Then we define the Gf -failure points, and
provide an algorithm for identifying Gf -failure points in the system. Next we present the
definitions of various notions of diagnosability of repeated failure in the temporal logic set-
ting, and show that those notions of diagnosability can also be defined equivalently in a
“state-based” setting. Algorithms for testing these notions are given in Section 5.4. Sec-
tion 5.5 presents an on-line diagnosis procedure for systems which are determined to be
diagnosable. Finally, an illustrative example is provided.
5.2 Notions of f-failure Traces and Pre-diagnosability
for Failures
As stated in Chapter 2, we suppose that the discrete event system P to be diagnosed for
repeated failures is modeled by a non-deterministic and non-terminating finite state machine
P = (XP ,Σ, R,X0, AP, L). For diagnosis of occurrence of a failure the first time it occurs, the
notion of indicator-traces was introduced in Chapter 4. The execution of an indicator-trace
implies that a failure is inevitable in future (if it has not already occurred). For diagnosis
of repeated failures, it is not enough to just detect the inevitability of a failure, rather its
actual occurrence. So, a stronger notion of failure-traces is being introduced next.
Definition 9 Let P be a system, f be a LTL formula, π be a finite or infinite state-trace
generated in P , and πAP be the proposition-trace associated with π, then π (resp., πAP ) is
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called a f -failure state-trace (resp., f -failure proposition-trace), if all infinite extensions of
πAP in Σ
ω
AP are faulty, i.e., for any infinite proposition-trace π
′ = πAPπ1 ∈ Σ
ω
AP , π
′ 6|= f .
A Gf -failure trace of P = (XP ,Σ, R,X0, AP, L) is defined to be a f -failure trace of P
0 =
(XP ,Σ, R,XP , AP, L), where P
0 is obtained by treating every state in P as an initial state.
Remark 18 Note that in Definition 9, when π is an infinite trace, then it is f -failure trace
if and only if π 6|= f . This coincides with the definition introduced in Chapter 4, and so the
above definition should be viewed as a generalization of the one given in Chapter 4. Also
note that the specification Gf holds at every initial state of P if and only if the specification
f holds at each state of P , or equivalently, the specification f holds for every initial state of
P 0, which is obtained from P by treating each state of P as an initial state.
In Chapter 4, we introduce the notion of indicator traces, where a finite indicator trace
indicates that a failure is inevitable, but it may not have happened. A finite failure trace on
the other hand implies that a failure has already occurred. The main difference between a
finite failure state-trace and an indicator state-trace is that for a finite failure state-trace, all
its infinite extensions (not necessarily those feasible in the system) are faulty, whereas for a
finite indicator state-trace, only those infinite extensions that are feasible in the system are
faulty. It follows that a finite failure state-trace indicates that a failure has already occurred,
and a finite indicator state-trace only indicates that a failure is inevitable in the system. It
is evident that a finite failure trace is an indicator trace, but the converse may not hold, as
shown by Example 4 below.
Note that for an infinite trace violating a specification, it may or may not have a finite
failure state-trace as its prefix. Since only finite failure state-traces could be detected through
the finite observations, this motivates the following definition of f -failure pre-diagnosability,
which is similar to the definition of indicator-prediagnosability given in Definition 5 of Chap-
ter 4.
Definition 10 Let P be a system and f be a LTL formula, P is said to be f -failure pre-
diagnosable if every infinite f -failure state-trace in P possesses a finite f -failure state-trace
as its prefix. P is said to be Gf -failure pre-diagnosable if every infinite Gf -failure state-trace
in P possesses a finite Gf -failure state-trace as its prefix.
Remark 19 From Definitions 9 and 10, we know that the Gf -failure pre-diagnosability
requires that every infinite Gf -failure state-trace contained in the system (not necessarily
started from an initial state of the system) should possess a finite Gf -failure state-trace as
its prefix.
Example 4 Consider the system shown in Figure 5.2, suppose the specification is given as
p1p1p0,
a c
p2
x2x1x0
b d
Figure 5.2: Example of pre-diagnosability for failures
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f = GFp1. It is easy to verify that for an infinite failure trace π = (x0, x
k
1, x
ω
2 ) generated
by the system, no finite prefix of π is a f -failure state-trace. Because for any prefix πi,
(πixω1 ) |= f . However the finite prefix (x0, x
k
1, x2) of π is an indicator state-trace. Thus,
the system is not pre-diagnosable for failures with respect to f , but it is pre-diagnosable for
indicators with respect to f .
Now suppose the specification is given as f ′ = G(p0 ⇒ Fp1), then it is easy to check
that the system is trivially f ′-failure pre-diagnosable. (No infinite f ′-failure state-trace can
be generated by the system.)
The following result follows directly from Definitions 9 and 10, and reduces the problem
of Gf -failure pre-diagnosability to that of f -failure pre-diagnosability.
Theorem 12 Let P be a system and f be a LTL formula, then P is Gf -failure pre-
diagnosable if and only if P 0 is f -failure pre-diagnosable, where P 0 is the same as P except
that every state in P is an initial state of P 0.
For the test of f -failure pre-diagnosability, we have the following result.
Theorem 13 Let P be a system and f be a LTL specification. P is f -failure pre-diagnosable
if and only if the ω-language Sf ⊆ Σ
ω
AP is relatively ω-closed with respect to L
(ω,AP )
P , i.e.,
Sf ∩ L
(ω,AP )
P = lim(pr(Sf )) ∩ L
(ω,AP )
P , where ΣAP = 2
AP , Sf denotes the set of all infinite
proposition-traces over AP satisfying f , and L
(ω,AP )
P denotes the set of all proposition-traces
generated by P .
Proof: For necessity, suppose P is f -failure pre-diagnosable. For contradiction, suppose
Sf ⊆ Σ
ω
AP is not relatively ω-closed with respect to L
(ω,AP )
P , i.e., ∃u = (e1, e2, · · ·) in
(lim(pr(Sf )) ∩ L
(ω,AP )
P ) − (Sf ∩ L
(ω,AP )
P ). Since u ∈ lim(pr(Sf )) ∩ L
(ω,AP )
P ⊆ L
(ω,AP )
P and
u 6∈ Sf ∩L
(ω,AP )
P , so u 6∈ Sf , i.e., u 6|= f . Since u is an infinite f -failure trace in P and P is f -
failure pre-diagnosable, u must have a finite f -failure trace prefix un = (e1, · · · , en). Because
u ∈ lim(pr(Sf )) ∩ L
(ω,AP )
P , from the definition of lim operation, there must exist a k > n
such that uk = (e1, · · · , ek) ∈ pr(Sf ), which implies that u
k is a prefix of some non-faulty
trace in Sf . It follows that u
n could not be a f -failure trace, which is a contradiction. So
the necessity holds.
For sufficiency, suppose suppose Sf ⊆ Σ
ω
AP is relatively ω-closed with respect to L
(ω,AP )
P ,
i.e., (lim(pr(Sf )) ∩ L
(ω,AP )
P ) − (Sf ∩ L
(ω,AP )
P ) = ∅. For contradiction, if P is not f -failure
pre-diagnosable, then from Definition 10 we know there exists an infinite f -failure state-trace
π = (x1, x2, · · ·) in P such that no finite prefix of π is a f -failure state-trace. In other words,
un = (L(x1), · · · , L(xn)) is a prefix of some non-faulty trace in Sf for every n ≥ 1, i.e.,
un ∈ pr(Sf ) for every n ≥ 1. Let u = (L(x1), · · ·) be the proposition-trace associated with
π, then it is obvious that u ∈ L(ω,AP )P and u 6|= f . Because u
n ∈ pr(Sf ) for every n ≥ 1, we
have u ∈ lim(pr(Sf )). Since u 6|= f , u 6∈ Sf . From above we have
u ∈ (lim(pr(Sf )) ∩ L
(ω,AP )
P )− (Sf ∩ L
(ω,AP )
P ),
i.e., (lim(pr(Sf ))∩L
(ω,AP )
P )− (Sf ∩L
(ω,AP )
P ) 6= ∅, which is a contradiction to the hypothesis.
So P is f -failure pre-diagnosable.
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Remark 20 Note that if f represents some safety properties only, then it can be verified
that Sf is ω-closed, i.e., lim(pr(Sf )) = Sf . Thus, it holds automatically that Sf is relatively
ω-closed with respect to any L
(ω,AP )
P , i.e., every system is failure-prediagnosable with respect
to a formula f that represents safety properties only.
Remark 21 In Theorem 8 of Chapter 4, we proved that P is pre-diagnosable for indicators
if and only if Sf ∩ L
(ω,AP )
P is ω-closed. Thus, the condition for indicator-prediagnosability
is the ω-closure of Sf ∩ L
(ω,AP )
P , whereas the condition for failure-prediagnosability is the
relative ω-closure of Sf with respect to L
(ω,AP )
P . The two conditions seem different in nature,
but they are not. In fact the first one (for indicator-prediagnosability) is equivalent to the
relative ω-closure of Sf ∩ L
(ω,AP )
P with respect to L
(ω,AP )
P . To see this, the relative ω-closure
of Sf ∩ L
(ω,AP )
P with respect to L
(ω,AP )
P requires that
lim(pr(Sf ∩ L
(ω,AP )
P )) ∩ L
(ω,AP )
P ⊆ Sf ∩ L
(ω,AP )
P .
Since lim(pr(Sf ∩L
(ω,AP )
P )) ⊆ lim(pr(L
(ω,AP )
P )), and L
(ω,AP )
P is ω-closed (P simply “accepts”
all infinite state-traces it “generates”), i.e., lim(pr(L
(ω,AP )
P )) = L
(ω,AP )
P , the relative ω-closure
of Sf ∩ L
(ω,AP )
P in above is equivalent to
lim(pr(Sf ∩ L
(ω,AP )
P )) ⊆ Sf ∩ L
(ω,AP )
P ,
which is the ω-closure of Sf ∩ L
(ω,AP )
P .
Next, it is clear that the relative ω-closure of Sf implies the relative ω-closure of Sf ∩
L
(ω,AP )
P , as lim(pr(Sf ∩ L
(ω,AP )
P )) ⊆ lim(pr(Sf )), which implies
lim(pr(Sf ∩ L
(ω,AP )
P )) ∩ L
(ω,AP )
P ⊆ lim(pr(Sf )) ∩ L
(ω,AP )
P ⊆ Sf ∩ L
(ω,AP )
P ,
where the last inequality follows from the relative ω-closure of Sf . So, the failure prediag-
nosability is a stronger notion than the indicator prediagnosability, as expected.
Finally, for failure-prediagnosability, Sf plays the role of Sf ∩ L
(ω,AP )
P . In fact if we set
L
(ω,AP )
P = Σ
ω
AP , then Sf and Sf ∩L
(ω,AP )
P become the same, and the failure-prediagnosability
and the indicator-prediagnosability also become the same. This is to be expected, since
when L
(ω,AP )
P = Σ
ω
AP , then it follows from the definitions of indicator and failure traces that
the two notions coincide.
The following algorithm for testing failure-prediagnosability follows directly from Theo-
rem 13.
Algorithm 5 Algorithm for testing failure-prediagnosability
1. This step is for the construction of a non-deterministic generalized Büchi automaton
Tf = (Cf , Rf , AP, Lf , C
0
f ,F) that accepts all the infinite proposition-traces satisfying
f , i.e., LωTf = L
(ω,AP )
Tf
= Sf .
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2. This step is for the construction of a state machine that generates the ω-language
lim(pr(Sf )). The state machine is obtained from Tf by iteratively deleting those states
q ∈ Cf and their associated transitions if either q has no successor, or no state labelled
with some Fi ∈ F can be reached from q, until no more such states and transitions
can be deleted. With a slight abuse of notation, we use Tf to denote the state machine
obtained in this step.
3. This step is for the construction of a state machine T1 that generates the ω-language
lim(pr(Sf ))∩L
(ω,AP )
P . T1 = (Q1,Σ, R1, Q
1
0, AP ∪F , L1) is constructed from the propo-
sition synchronization of Tf = (Cf , Rf , AP, Lf , F) and P = (XP , Σ, R, X0, AP , L)
as follows:
• Q1 ⊆ Cf ×XP is the set of states, Q1 = {(c, x) ∈ Cf ×XP | Lf (c) and L(x) are
propositionally consistent}, where Lf (c) and L(x) are said to be propositionally
consistent if ∀p ∈ AP , [p ∈ Lf (c)⇒ p ∈ L(x)] ∧ [¬p ∈ Lf (c)⇒ p 6∈ L(x)];
• Σ is the set of events;
• R1 ⊆ Q1 × Σ ∪ {ε} × Q1 is the transition relation, R1 = {((c, x), σ, (c
′, x′)) ∈
Q1 × Σ ∪ {ε} ×Q1 | (c, c
′) ∈ Rf , (x, σ, x
′) ∈ R};
• Q10 = (C
0
f ×X0) ∩Q1 is the set of initial states;
• AP ∪ F is the new set of atomic propositions;
• L1 : Q1 → 2
AP∪F is the labelling function such that
∀(c, x) ∈ Q1, Fi ∈ F , p ∈ AP :
[Fi ∈ L1(c, x)⇔ c ∈ Fi] ∧ [p ∈ L1(c, x)⇔ p ∈ L(x)].
• Iteratively delete each state q ∈ Q1 and its associated transitions if q has no
successor, until no more such states and transitions can be deleted.
Let L
(ω,AP )
T1
denote the set of all infinite length proposition-traces that are generated
by T1. Then from the construction of T1 above, L
(ω,AP )
T1
= lim(pr(Sf )) ∩ L
(ω,AP )
P .
4. Check whether Sf is relatively ω-closed with respect to L
(ω,AP )
P , i.e., whether
L
(ω,AP )
T1
= lim(pr(Sf )) ∩ L
(ω,AP )
P ⊆ Sf .
This is done by checking whether every infinite proposition-trace generated by T1 visits
the Fi-labelled (1 ≤ i ≤ r) states infinitely often, or equivalently, whether T1 satisfies
the the LTL formula ∧iGFFi. Since the satisfaction of the LTL formula ∧iGFFi by
a system is equivalent to the satisfaction of the CTL (computation-tree-logic [16])
formula ∧iAGAFFi by the system, and CTL model checking ([10]) has a superior
complexity than LTL model checking, we check whether T1 satisfies the CTL formula
∧iAGAFFi using the method given in [10].
If the CTL formula is not satisfied by T1, then output that “the system is not pre-
diagnosable for failures”; otherwise output that “the system is pre-diagnosable for
failures”.
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Remark 22 It can be verified that Algorithm 5 has a complexity of O(2O(|f |)|XP |
2), and its
correctness follows from the construction together with Theorem 13.
5.3 Notion of Gf-Failure Point
In this chapter, we are interested in the diagnosis of repeated failures, which implies that a
same type of failure can occur for a multiple number of times. In other words, the given spec-
ification should be satisfied in all possible states the system can be in, i.e., the LTL formula
representing the specification should be in the form of Gf , where G stands for “Globally”
(in all states) and f is a LTL formula. It should be noted that there is no loss of generality
in using LTL formulae in the form of Gf , as any LTL specification can always be expressed
in the form of Gf . More precisely, if for a system P = (XP ,Σ, R,X0, AP, L) its specification
is given as f , then we can transform this into an equivalent specification fnew = G(init⇒ f)
and transform the system into a new system Pnew = (Xnew,Σ, Rnew, X
new
0 , APnew, Lnew) such
that
• Xnew = XP ∪X
new
0 ,
• Rnew = R ∪ {((x, init), σ, x
′) | (x, σ, x′) ∈ R},
• Xnew0 = {(x, init) | x ∈ X0},
• APnew = AP ∪ {init},
• ∀x ∈ XP , Lnew(x) = L(x), and ∀(x, init) ∈ X
new
0 , Lnew((x, init)) = L(x) ∪ {init}.
It is easy to verify that there is an one-to-one correspondence between the state traces
generated by P and Pnew, and for an infinite state-trace π generated by P , π |= f if and
only if πnew |= fnew, where πnew is the corresponding trace of π in Pnew.
Next, in order to capture the number of failures that have occurred along a trace executed
by the system, we introduce the notion of Gf -failure points.
Definition 11 Let P be a system, Gf be a LTL formula representing the specification.
Then for a finite or infinite state-trace π = (x1(π), · · ·) generated by P , xi(π), ∀i ≥ 1, is
called a Gf -failure point of π if ∃j with i ≥ j ≥ 1, such that
1. (xj(π), · · · , xi(π)) is a Gf -failure state-trace;
2. ∀k with i > k ≥ j, (xj(π), · · · , xk(π)) is not a Gf -failure state-trace.
We use N fπ to denote the number of all Gf -failure points of π.
Thus the ith state xi(π) of an infinite state-trace π is a Gf -failure point if there exists a
state-trace segment πji = (xj(π), · · · , xi(π)) of π ending in xi(π) such that πji is a Gf -failure
state-trace and no prefix of πji is a Gf -failure state-trace.
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Remark 23 From the semantics of Gf , we know that each Gf -failure point of a trace π
indicates one violation of the specification Gf along the trace π. Thus for the diagnosis of
repeated failures, we just need to diagnose the number of the occurrence of the Gf -failure
points along any state-trace π executed by the system. From now on, we do not distinguish
between the number of Gf -failure points and the number of failures of the specification Gf .
Since now we are interested in the diagnosis of Gf -failure points, it is natural to require that
every infinite Gf -failure trace in P shall contain a Gf -failure point, i.e., the system shall be
Gf -failure pre-diagnosable. From now on, we assume this to be the case.
Remark 24 Note that one can also have a notion of Gf -indicator point by replacing “Gf -
failure state-trace” with “Gf -indicator state-trace” in Definition 11. Since an indicator point
only indicates the inevitability of a failure in future (and not its actual occurrence), there
may exist multiple number of indicator points for a single failure point. This is the reason we
adopt the notion of Gf -failure point and not that of Gf -indicator point. This is illustrated
more concretely by the following example.
Example 5 Consider the system shown in Figure 5.3. Suppose the specification is given
as Gp, i.e., “p” should hold in every state visited in any infinite trace of the system. It is
x 0 x 1 2x 3x
p
a b c
d
p pp
Figure 5.3: Example for Gf -failure point
easy to verify that in the infinite trace π = (x0, x1, x2, x
ω
3 ), there is only one failure in π,
namely at x2, which is also the only Gp-failure point of π. However, if we adopt the notion
of Gf -indicator point, then we find that x0, x1, and x2 all are Gp-indicator points of π. This
is because the failure at x2 will occur inevitably if we are at x0, as well as at x1 and x2.
The adoption of Gf -indicator state-trace is a viable alternative if we are interested in only
detecting whether or not a failure has occurred, but if we must also determine each time a
failure has occurred, then we must adopt the notion of Gf -failure state-trace.
In the following, we provide an algorithm for deciding the number of Gf -failure points
of state-traces in the system by labelling each Gf -failure point as a faulty state. Let P =
(XP ,Σ, R,X0, AP, L) be a non-terminating system, M be an observation mask, and SP =
{Gfi,m ≥ i ≥ 1} be a set of LTL specifications, then the algorithm for identifying Gfi-failure
points in P for any i ∈ {1, · · · ,m} is described as follows.
Algorithm 6 Algorithm for identifying Gf -failure points
1. This step is for the construction of a tableau Tfi for formula fi that contains all the
infinite proposition-traces satisfying fi. Following the method in [16], Tfi can be con-
structed as Tfi = (Ci, Ri, APi, Li), where Ci is the state set, Ri ⊆ Ci × Ci is the
transition relation, APi = {p ∈ AP | p is a sub-formula of fi} is the set of atomic
propositions for Tfi , and Li is the labelling function.
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2. This step is for the construction of a deterministic finite state machine A1i that accepts
the language {s ∈ Σ∗APi | ∃t ∈ Σ
ω
APi
s.t. st |= fi}. A
1
i = (X
1
i , ΣAPi , R
1
i , x
1
i0) is
constructed from Tfi as follows:
(a) Construct a non-deterministic finite state machine
NAi = (Xi,ΣAPi , NRi, xi0)
from Tfi , where Xi = Ci ∪ {xi0} is the state set; ΣAPi = 2
APi is the event set;
NRi ⊆ Xi × ΣAPi ×Xi is the set of transitions, which is defined as:
• ∀x1, x2 ∈ Xi − {xi0}, σ ∈ ΣAPi , (x1, σ, x2) ∈ NRi iff (x1, x2) ∈ Ri and
σ = Li(x2) ∩ APi,
• ∀x1 ∈ Xi − {xi0}, σ ∈ ΣAPi , (xi0, σ, x1) ∈ NRi iff fi ∈ Li(x1) and σ =
Li(x2) ∩ APi;
and xi0, the state added, is the initial state.
(b) Obtain A1i as the determinization of NAi.
We require A1i to be accessible, i.e., every state in A
1
i is reachable from its initial state.
If A1i is not accessible, then we make it accessible by deleting those states and the
associated transitions from A1i that are not reachable from x
1
i0.
3. This step is for the construction of a non-deterministic finite state machine A2i =
(X2i ,ΣAPi , R
2
i , x
2
i0) that accepts the language Σ
∗
APi
, and has a labelling function M 2 :
R2i → {Fi, ∅} for distinguishing the languages generated by A
1
i and A
2
i . A
2
i and M
2
are constructed from A1i as follows:
• X2i = X
1
i ∪X¬fi is the state set, where
X¬fi = {e ∈ ΣAPi | 6 ∃x ∈ X
1
i s.t. (x
1
i0, e, x) ∈ R
1
i }.
• R2i = R
1
i ∪R
1∪R2∪R3 is the set of transitions, where R1, R2, and R3 are defined
as: ∀(x1, e, x2) ∈ X
2
i × ΣAPi ×X
2
i ,
– (x1, e, x2) ∈ R
1 iff [∃x′ s.t. (x1, e, x
′) ∈ R1i ] ∧ [((e ∈ X¬fi) ∧ (x2 = e)) ∨ ((e 6∈
X¬fi) ∧ ((x
1
i0, e, x2) ∈ R
1
i ))];
– (x1, e, x2) ∈ R
2 iff [x1 ∈ X¬fi ] ∧ [((e ∈ X¬fi) ∧ (x2 = e)) ∨ ((e 6∈ X¬fi) ∧
((x1i0, e, x2) ∈ R
1
i ))];
– (x1, e, x2) ∈ R
3 iff [x1 ∈ X
1
i ]∧ [6 ∃x
′ s.t. (x1, e, x
′) ∈ R1i ] ∧ [((e ∈ X¬fi)∧ (x2 =
e)) ∨ ((e 6∈ X¬fi) ∧ ((x
1
i0, e, x2) ∈ R
1
i ))].
• x2i0 = x
1
i0 is the initial state.
• M2 : R2i → {Fi, ∅} is the labelling function defined as: ∀(x1, e, x2) ∈ R
2
i ,
M2(x1, e, x2) =
{
Fi if [x2 ∈ X¬fi ] ∨ [(x1, e, x2) ∈ R
3],
∅ otherwise.
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We make A2i to be accessible by removing those states and their associated transitions
from A2i that are not reachable from x
2
i0.
4. This step is for the determinization of A2i and the construction of a new labelling
function M 3 defined on the set of states (instead of on the set of transitions). A
deterministic finite state machine A3i = (X
3
i ,ΣAPi , R
3
i , x
3
i0) together with the labelling
function M 3 : X3i → {Fi, ∅} are constructed from A
2
i and M
2 as follows:
• Obtain A2i = (X2i,ΣAPi , R2i, x
2
i0) as the determinization of A
2
i .
• Construct A3i from A2i as follows:
– X3i = X2i ∪Xnew is the state set, where
Xnew = {(x, 1) | x ∈ X2i s.t. [x ∩X¬fi = ∅] ∧ [∃(x
′, e, x) ∈ R2i
s.t. (∃x′1 ∈ x
′, x1 ∈ x,M
2(x′1, e, x1) = Fi)]}.
– R3i is the set of transitions which is defined as: ∀(x, e, x
′) ∈ X3i ×ΣAPi ×X
3
i ,
(x, e, x′) ∈ R3i if and only if one of the following holds:
∗ [(x, e, x′) ∈ R2i] ∧ [6 ∃x1 ∈ x, x
′
1 ∈ x
′ s.t. M 2(x1, e, x
′
1) = Fi];
∗ [x = (y, 1) ∈ Xnew] ∧ [x
′ 6∈ Xnew] ∧ [(y, e, x
′) ∈ R2i] ∧ [6 ∃x1 ∈ y, x
′
1 ∈
x′ s.t. M 2(x1, e, x
′
1) = Fi];
∗ [x 6∈ Xnew] ∧ [x
′ = (y, 1) ∈ Xnew] ∧ [(x, e, y) ∈ R2i] ∧ [∃x1 ∈ x, x
′
1 ∈
y s.t. M 2(x1, e, x
′
1) = Fi];
∗ [x = (y, 1) ∈ Xnew] ∧ [x
′ = (y′, 1) ∈ Xnew] ∧ [(y, e, y
′) ∈ R2i] ∧ [∃x1 ∈
y, x′1 ∈ y
′ s.t. M 2(x1, e, x
′
1) = Fi].
– x3i0 = x
2
i0 is the initial state.
• M3 is defined as: ∀x ∈ X3i , M
3(x) = Fi if [x ∩X¬fi 6= ∅] ∨ [x ∈ Xnew], otherwise
M3(x) = ∅.
We make A3i to be accessible by removing those states and their associated transitions
from A3i that are not reachable from x
3
i0.
5. This step is for the construction of a finite state machine Pi = (Yi,Σ, R
t
i, Yi0, Fi, ψi) that
identify all the Gfi-failure points in P , where ψi : Yi → {Fi, ∅} is the fault assignment
function. Pi is obtained from the synchronous composition of P and A
3
i as follows:
• Yi = X
3
i ×XP is the set of states,
• Rti ⊆ Yi × Σ ∪ {ε} × Yi is the set of transitions, which is defined as:
∀((x1, x2), σ, (x
′
1x
′
2)) ∈ Yi × Σ ∪ {ε} × Yi,
((x1, x2), σ, (x
′
1x
′
2)) ∈ R
t
i ⇔ [(x1, L(x
′
2) ∩ APi, x
′
1) ∈ R
3
i ] ∧ [(x2, σ, x
′
2) ∈ R].
• Yi0 = {(x, x
′) ∈ X3i ×X0 | (x
3
i0, L(x
′) ∩ APi, x) ∈ R
3
i } is the set of initial states.
• ψi : Yi → {Fi, ∅} is the labelling function, which is defined as: ∀(x1, x2) ∈ Yi,
ψi(x1, x2) =M
3(x1).
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We make Pi to be accessible by removing those states and their associated transitions
from Pi that are not reachable from Yi0.
Remark 25 It is easy to verify that A1i as well as A
2
i has at most 2
2O(|fi|) number of states,
A3i has at most 2
22
O(|fi|)
number of states, and Pi has at most O(2
22
O(|fi|)
× |XP |) number of
states. Thus Algorithm 6 has a worst case complexity of triple exponential in the length of
the formula fi and linear in the number of the states of the system P .
We have the following theorem which describes some properties of the state machines
constructed in Algorithm 6.
Theorem 14 Let P = (XP ,Σ, R,X0, AP, L) be a non-terminating system with a specifica-
tion set SP = {Gfi, 1 ≤ i ≤ m}. Let A
1
i = (X
1
i ,ΣAPi , R
1
i , x
1
i0), A
2
i = (X
2
i , ΣAPi , R
2
i , x
2
i0)
with the labelling function M 2 : R2i → {Fi, ∅} , A
3
i = (X
3
i ,ΣAPi , R
3
i , x
3
i0) with the labelling
function M 3 : X3i → {Fi, ∅}, and Pi = (Yi,Σ, R
t
i, Yi0, Fi, ψi) be the finite state machines
constructed in Algorithm 6, then we have:
1. The language generated by A1i , denoted by LA1i , is {s ∈ Σ
∗
APi
| ∃t ∈ ΣωAPi s.t. st |= fi}.
2. The language generated by A2i , denoted by LA2i , is Σ
∗
APi
; and ∀(e1, · · · , en) ∈ Σ
∗
APi
with
n ≥ 1, there exists a j ≥ 1 such that (ej, · · · , en) is a fi-failure proposition-trace if and
only if there exists a path
(x1 = x
2
i0, e1, x2, · · · , xn, en, xn+1)
in A2i (i.e., ∀i ∈ {1, · · · , n}, (xi, ei, xi+1) ∈ R
2
i ) with either M
2(xn, en, xn+1) = Fi or
xn+1 ∈ X¬fi .
3. A3i is deterministic; the language generated by A
3
i , denoted by LA3i , is Σ
∗
APi
; and
∀(e1, · · · , en) ∈ Σ
∗
APi
with n ≥ 1, there exists a j ≥ 1 such that (ej, · · · , en) is a
fi-failure proposition-trace if and only if for the path
(x1 = x
3
i0, e1, x2, · · · , xn, en, xn+1)
in A3i (i.e., ∀i ∈ {1, · · · , n}, (xi, ei, xi+1) ∈ R
3
i ) it holds that M
3(xn+1) = Fi.
4. There is an one-to-one correspondence between TrP and TrPi :
• ∀πt = (x0, · · · , xn) ∈TrP
⇒ [∃π = ((z0, x0), · · · , (zn, xn)) ∈TrPi ] ∧ [Oπ = Oπt ];
• ∀π = ((z0, x0), · · · , (zn, xn)) ∈TrPi
⇒ [πt = (x0, · · · , xn) ∈TrP ] ∧ [Oπt = Oπ].
5. ∀πt = (x0, · · · , xn) ∈TrP and its corresponding trace π = ((z0, x0), · · ·, (zn, xn)) ∈ TrPi ,
any state xj (0 ≤ j ≤ n) in π
t is a Gfi-failure point if and only if ψi(zj, xj) = Fi.
69
Proof: The first and the fourth assertions follow directly from the construction of A1i and
Pi. The third assertion follows directly from the construction of A
3
i and the second assertion.
The last assertion follows directly from the construction of Pi and the third assertion. So we
only need to prove the second assertion.
For the second assertion, from the construction of A2i , it is easy to verify that A
2
i accepts
the language Σ∗APi . In the following, we prove that ∀(e1, · · · , en) ∈ Σ
∗
APi
with n ≥ 1, there
exists a j ≥ 1 such that (ej, · · · , en) is a fi-failure proposition-trace if and only if there exists
a path
(x1 = x
2
i0, e1, x2, · · · , xn, en, xn+1)
in A2i with either M
2(xn, en, xn+1) = Fi or xn+1 ∈ X¬fi .
For the sufficiency of the above assertion, suppose there exists a path
(x1 = x
2
i0, e1, x2, · · · , xn, en, xn+1)
in A2i with either M
2(xn, en, xn+1) = Fi or xn+1 ∈ X¬fi . If xn+1 ∈ X¬fi then en = xn+1.
From the definition of X¬fi we know that (en) is a fi-failure proposition-trace. If xn+1 6∈ X¬fi
but M 2(xn, en, xn+1) = Fi then we must have that (xn, en, xn+1) ∈ R3, which implies that
xn ∈ X
1
i . From the construction of A
2
i we know that xn must be reached through a path
(xj, ej, · · · , xn) entirely contained in A
1
i , and (x
1
i0, ej−1, xj) ∈ R
1
i . It further implies that
(ej−1, · · · , en−1) ∈ LA1
i
but (ej−1, · · · , en) 6∈ LA1
i
, i.e., (ej−1, · · · , en) is a fi-failure proposition-
trace. So the sufficiency of the above assertion holds.
For the necessity of the above assertion, suppose there exists a j ≥ 1 such that (ej, · · · , en)
is a fi-failure proposition-trace Let (ej, · · · , en) be the fi-failure proposition-trace such that
no (ek, · · · , en) with k > j is a fi-failure proposition-trace. Then we have that (ej, · · · , en−1) ∈
LA1
i
but (ej, · · · , en) 6∈ LA1
i
. We have two cases here.
1. If j = n then we must have that en ∈ X¬fi . Since A
2
i accepts the language Σ
∗
APi
,
we know that there exists a path (x1 = x
2
i0, e1, x2, · · · , en−1, xn) in A
2
i . From the
construction of A2i , we know that the path
(x1 = x
2
i0, e1, x2, · · · , en−1, xn, en, xn+1 = en)
is also contained in A2i , here xn+1 ∈ X¬fi .
2. If j < n then there must exist a path (x1i0, ej, xj+1, · · · , en−1, xn) in A
1
i and no transition
in the form of (xn, en, x
′) exists in R1i . From the construction of A
2
i , we know that there
exists a path
(x1 = x
2
i0, e1, · · · , xj, ej, xj+1, · · · , en−1, xn, en, xn+1)
in A2i . Since (xn, en, xn+1) 6∈ R
1
i , we have that M
2(xn, en, xn+1) = Fi.
From the above, we know that the necessity of the assertion also holds. This completes the
proof of the second assertion.
From Theorem 14, we know that every Gfi-failure point in P is identified in Pi as a
state labelled with Fi. Thus for the purpose of repeated failure diagnosis, if the system P
is Gfi-failure pre-diagnosable, then we just need to diagnose each visit to a Fi-labelled state
in Pi.
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5.4 Notions of Diagnosability for Repeated Failures
In this section, we give definitions of various notions of diagnosability for diagnosing the
multiplicity of the occurrence of failures. We begin with the definition of K-diagnosability.
Definition 12 Given a system P , an observation mask M , and a set of specifications SP =
{Gfi,m ≥ i ≥ 1}, P is said to be K-diagnosable (K ≥ 1) with respect to M and SP if P is
pre-diagnosable for failures with respect to each Gfi and
(∀Gfi ∈ SP )(∃n
K
i ∈ N )
(∀π0 ∈ TrP , N
fi
π0
≥ K)
(∀π = π0π1 ∈ TrP , |π1| ≥ n
K
i )
(∀π′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (N fiπ′ ≥ K),
where N is the set of all natural numbers and TrP is the set of all finite state-traces generated
by P .
Definition 12 states that a non-terminating system is K-diagnosable if the execution of
any state-trace containing at least K failures of a same type can be deduced with a finite
delay from the observed behavior through the mask M . More precisely, for any specifica-
tion formula Gfi, there exists a number n
K
i such that for any state-trace π0 containing at
least K failures of type i (K Gfi-failure points), for any sufficient long (at least n
K
i states
longer) extension π of π0, and for any finite state-trace π
′ generated by P , if π′ and π are
indistinguishable with respect to M , i.e., if they can generate a same masked event-trace
(Oπ ∩Oπ′ 6= ∅), then π
′ must also contain at least K failures of type i.
It turns out that the property of K-diagnosability as defined above is not monotonic
in K, i.e., K-diagnosability does not necessarily imply (K − 1)-diagnosability (for K ≥ 2).
In other words, it is possible to have a system for which it is possible to determine with a
bounded delay that at least K failures of a certain type have occurred, but it is not possible
to determine with a bounded delay that at least (K − 1) failures of a certain type have
occurred, as illustrated by the following example.
Example 6 Consider the system P shown in Figure 5.4, where M(a1) = M(a2) = a,
x3
x1
a
2
a
1
x2
F
1
F
1
b
bx0
b
c c
x4
Figure 5.4: Example for K-diagnosability
M(b) = b, M(c) = c, and AP = {F1}, L(x0) = L(x1) = L(x3) = ∅, L(x2) = L(x4) = F1.
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The specification is given as G¬F1, which is a safety property. Thus the system is pre-
diagnosable for failures. It is obvious that x2 and x4 are two faulty states, i.e., they are Gf -
failure points in any state-trace that contains them. The system P is 2-diagnosable but is not
1-diagnosable, which is explained in the following. It is easy to verify that there are only two
different forms of state-traces generated by P : π
(i,j)
1 = (x0x1x
i
3x
j
4) and π
(i,j)
2 = (x0x2x
i
3x
j
4).
For any state-trace π generated by P containing two or more than two faulty states, we have
one of the following cases:
1. π is in the form of π
(i,j)
1 with j ≥ 2. Then for any state-trace π
′ 6= π that shares a
common event-trace observation with π, π′ must be in the form of π
(i,j)
2 with j ≥ 2,
which implies that π′ must contain at least three faulty states.
2. π is in the form of π
(i,j)
2 with j > 1. Then for any state-trace π
′ 6= π that shares a
common event-trace observation with π, π′ must be in the form of π
(i,j)
1 with j > 1,
which implies that π′ must contain at least two faulty states.
3. π is in the form of π
(i,j)
2 with j = 1. Then we can pick n1 = 1 and let the requirement
of 2-diagnosability be satisfied. To see this, let ππ0 be any extension of π with |π0| ≥
n1 = 1, then we must have that π0 = (x4)
` with ` ≥ 1. Now for any state-trace
π′ 6= ππ0 that shares a common event-trace observation with ππ0 must be in the form
of π
(i,j)
1 with j > 1, which implies that π
′ must contain at least two faulty states.
From Definition 12, the above implies that P is 2-diagnosable. But P is not 1-diagnosable.
This is because for any integer n1, we can let π0 = (x0x2), π = π0(x3)
n1+1, and π′ =
(x0x1x
n1+1
3 ), then we have that π0 contains 1 faulty state, |π| − |π0| = n1 + 1 > n1, π
′ and π
generate a same observed event-trace (abcn1), but π′ does not contain any faulty state. From
Definition 12, we know that P is not 1-diagnosable.
The above motivates a stronger notion of diagnosability for repeated failures, which we
call [1, K]-diagnosability, that is monotonic in K. We say a system is [1, K]-diagnosable if
it is J-diagnosable for each 1 ≤ J ≤ K. Formally,
Definition 13 Given a system P , an observation mask M , and a set of specifications SP =
{Gfi,m ≥ i ≥ 1}, P is said to be [1, K]-diagnosable (K ≥ 1) with respect to M and SP if
P is pre-diagnosable for failures with respect to each Gfi and
(∀Gfi ∈ SP )(∃ni ∈ N )
(∀J, 1 ≤ J ≤ K)
(∀π0 ∈ TrP , N
fi
π0
≥ J)
(∀π = π0π1 ∈ TrP , |π1| ≥ ni)
(∀π′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (N fiπ′ ≥ J).
Remark 26 Obviously, [1, K]-diagnosability is monotonic inK, i.e., it holds that if a system
is [1, K]-diagnosable, then it is also [1, K − 1]-diagnosable (for all K ≥ 2). Note that it also
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holds that [1, K]-diagnosable and K-diagnosable are both equivalent to diagnosable in the
sense of Chapter 4 and [48] when K = 1.
It is obvious that if P is [1, K]-diagnosable then ∀J , 1 ≤ J ≤ K, P is J-diagnosable.
Conversely, if for all J with 1 ≤ J ≤ K, P is J-diagnosable, i.e., for each Fi ∈ F there exists
a bound nJi satisfying the requirement of J-diagnosability, then we can pick ni = max
J=K
J=1 n
J
i
to satisfy the requirement of [1, K]-diagnosability. Thus P is [1, K]-diagnosable if and only
if for all J with 1 ≤ J ≤ K, P is J-diagnosable.
The property of [1, K]-diagnosability can be used to determine with bounded delay if
the given system has executed at least K or less failures of a certain kind. Thus a repeated
occurrence of a failure of a certain type can be determined for up to its first K occurrences.
Of course it is desirable to be able to determine with bounded delay the repeated occurrence
of a failure of a certain type for any number of its occurrences. This motivates the notion
of [1,∞]-diagnosability, which is obtained by setting K to be ∞ in the definition of [1, K]-
diagnosability. In other words, a system is [1,∞]-diagnosable only if it is J-diagnosable for
each J ≥ 1. Formally,
Definition 14 Given a system P , an observation mask M , and a set of specifications SP =
{Gfi,m ≥ i ≥ 1}, P is said to be [1,∞]-diagnosable with respect to M and SP if P is
pre-diagnosable for failures with respect to each Gfi and
(∀Gfi ∈ SP )(∃ni ∈ N )
(∀J ≥ 1)
(∀π0 ∈ TrP , N
fi
π0
≥ J)
(∀π = π0π1 ∈ TrP , |π1| ≥ ni)
(∀π′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (N fiπ′ ≥ J).
Remark 27 It is obvious that if P is [1,∞]-diagnosable, then for all K ≥ 1, P is K- and
[1, K]-diagnosable. But the converse need not hold as illustrated by the following example.
Example 7 Consider the system P shown in Figure 5.5, where M(a1) = M(a2) = a,
x3
F
1
x1
a
2
a
1
x2
F
1
b
bx0
c
Figure 5.5: Example for [1, K]- and [1,∞]-diagnosability
M(b) = b, M(c) = c, and AP = {F1}, L(x0) = L(x1) = ∅, L(x2) = L(x3) = {F1}. The
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specification is given as G¬F1, which is a safety property. Thus the system is pre-diagnosable
for failures; and x2 and x3 are faulty states. It is easy to verify that P is K-diagnosable for
any finite K > 0. This is because any state-trace generated by P containing more than 3K
states, has at least K of them faulty. So we can pick n1 = 3K to satisfy the requirement of
K-diagnosability.
But P is not [1,∞]-diagnosable. This is because in this example, the delay bound
associated with K-diagnosability is an increasing function of K, and no uniform delay
bound can be found that works for every K > 0. To see this, suppose such an uniform
bound exists and that it is n1. We pick k to be the smallest integer bigger than the
real number n1/3, and set K = 2(k + 1). Then for the state-traces π0 = (x0x2x3)
k+1,
π = π0π1 = (x0x2x3)
k+1(x0x2x3)
k = (x0x2x3)
2k+1, and π′ = (x0x1x3)
2k+1, we have that π0
contains K faulty states, |π1| = 3k > n1, π
′ and π generate a same observed event-trace
(abc)2k+1, but π′ contains 2k + 1 faulty states which is less than K, a contradiction to the
[1,∞]-diagnosability. From Definition 14, we know that P is not [1,∞]-diagnosable.
From Algorithm 6, we know that each Gfi-failure point can be identified by a Fi labelled
state. This suggest a different version of definition of diagnosability in a state-based setting.
In the following, we give the definitions of diagnosability for repeated failures in a state-based
setting, and establish their equivalence with those in the temporal logic setting defined above.
We suppose that the discrete event system P to be diagnosed for repeated failures is
modeled by a 6-tuple,
P = (XP ,Σ, R,X0,F , ψ),
where XP , Σ, R, and X0 are the same as before, F = {Fi, i = 1, 2, . . . ,m} is the set of
failure types, and ψ : XP → 2
F be the failure assignment function for each state in XP . For
all Fi ∈ F and π ∈ TrP , let N
Fi
π denote the number of states in π labeled with a Fi-type
failure; in which case π is said to contain NFiπ failures of type Fi.
Remark 28 By defining a failure assignment function over the set of system states, we have
taken a “state-based” approach, where states are associated with one or more failure labels.
In an “event-based” approach, one associates failure labels with events or event labels of
state transitions. It is possible to transform an “event-based” approach to a “state-based”
one by replacing each transition (x, σ, x′) ∈ R by a pair of transitions (x, σ, x̂) and (x̂, σ̂, x′),
where x̂ and σ̂ are newly added state and event respectively, next by associating the failure
labels of event σ as the failure labels of state x̂, and finally by augmenting M by defining
M(σ̂) := ε.
In the following we define the various notions of diagnosability for repeated failures in a
state-based setting, which are similar to those defined in the temporal logic setting except
that the number of failures of a state-trace is counted by the number of faulty states not the
number of Gf -failure points.
Definition 15 Given a system P , an observation maskM , and a failure assignment function
ψ, P is said to be K-diagnosable (K ≥ 1) with respect to M and ψ if the following holds:
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(∀Fi ∈ F)(∃n
K
i ∈ N )
(∀π0 ∈ TrP , N
Fi
π0
≥ K)
(∀π = π0π1 ∈ TrP , |π1| ≥ n
K
i )
(∀π′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (NFiπ′ ≥ K),
where N is the set of all natural numbers and TrP is the set of all finite state-traces generated
by P .
Definition 16 Given a system P , an observation maskM , and a failure assignment function
ψ, P is said to be [1, K]-diagnosable (K ≥ 1) with respect toM and ψ if the following holds:
(∀Fi ∈ F)(∃ni ∈ N )
(∀J, 1 ≤ J ≤ K)
(∀π0 ∈ TrP , N
Fi
π0
≥ J)
(∀π = π0π1 ∈ TrP , |π1| ≥ ni)
(∀π′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (NFiπ′ ≥ J).
Definition 17 Given a system P , an observation maskM , and a failure assignment function
ψ, P is said to be [1,∞]-diagnosable with respect to M and ψ if the following holds:
(∀Fi ∈ F)(∃ni ∈ N )
(∀J ≥ 1)
(∀π0 ∈ TrP , N
Fi
π0
≥ J)
(∀π = π0π1 ∈ TrP , |π1| ≥ ni)
(∀π′ ∈ TrP , Oπ ∩Oπ′ 6= ∅)
⇒ (NFiπ′ ≥ J).
In the following, we show that the definitions of diagnosability for repeated failures in
the temporal logic setting are equivalent to those in the state-based setting .
Given a system P = (XP ,Σ, R,X0, AP, L) with an observation mask M and a spec-
ification set SP = {Gfi, 1 ≤ i ≤ m}, from Algorithm 6 we can obtain a system Pi =
(Yi,Σ, R
t
i, Yi0, Fi, ψi) for each i = 1, · · · ,m. From Theorem 14, and the definitions of diag-
nosability in temporal logic and state-based settings, the following result holds obviously.
Theorem 15 If P isGfi-failure pre-diagnosable for eachGfi in SP , then P isK-diagnosable
(resp., [1, K]- or [1,∞]-diagnosable) with respect toM and SP if and only if ∀i ∈ {1, · · · ,m},
Pi is K-diagnosable (resp., [1, K]- or [1,∞]-diagnosable) with respect to M and ψi.
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Theorem 15 solves the problem of repeated failure diagnosis in the temporal logic setting
by reducing it to the corresponding problem in the state based setting. Conversely, given a
system P = (XP ,Σ, R,X0,F , ψ) with an observation maskM , we can obtain another system
P ′ = (XP ,Σ, R,X0, AP, L) with AP = F , L(x) = ψ(x) for all x ∈ XP , and a specification
set SP = {G¬Fi, 1 ≤ i ≤ m}. It is easy to verify that P
′ and P accept a same set of state-
traces, i.e., TrP ′=TrP , and for any state-trace π = (x0, x1, · · ·) generated by P
′, xi (i ≥ 0)
is a G¬Fi-failure point in π if and only if Fi ∈ L(xi) = ψ(xi). It is obvious that the above
P ′ is G¬Fi-failure pre-diagnosable for each G¬Fi in SP , since every G¬Fi in SP is a safety
property. From the definitions of diagnosability in temporal logic setting and in state-based
setting, the following result follows.
Theorem 16 P is K-diagnosable (resp., [1, K]- or [1,∞]-diagnosable) with respect to M
and ψ if and only if P ′ is K-diagnosable (resp., [1, K]- or [1,∞]-diagnosable) with respect
to M and SP .
Remark 29 Theorems 15 and 16 establish the equivalence of diagnosabilities for repeated
failures in the temporal logic setting and those in the state-based setting. And from Theo-
rem 15, we know that once the system passes the test of pre-diagnosability for failures, then
we can work on the diagnosis for repeated failures only in a state-based setting. The reason
we introduce diagnosability for repeated failures in a temporal logic setting is that using
temporal logic makes the failure specifying process easier and more user-friendly.
5.5 Tests for Repeated Failure Diagnosability
In this section, we present algorithms for testing the various notions of diagnosability for
repeated failures defined above. From the various definitions of diagnosability for repeated
failures given in the previous section, it is easy to see that a non-terminating system P is
K-diagnosable (resp., [1, K]- or [1,∞]-diagnosable) with respect to a given failure type set
{Fi, 1 ≤ i ≤ m} if and only if P is K-diagnosable (resp., [1, K]- or [1,∞]-diagnosable) with
respect to each singleton failure type set {Fi}, 1 ≤ i ≤ m. Hence it suffices to test for
diagnosability with respect to each failure type individually. So in the following we assume,
without loss of any generality, that there is only one failure type F1, i.e., F = {F1}.
Let P be a given non-terminating system, M be the observation mask, and ψ : XP →
{∅, F1} be the failure assignment function. From Definitions 12 and 13, we know that P isK-
diagnosable (resp., [1, K]-diagnosable) if and only if there does not exist a pair of state-traces
(π1, π2) in P such that N
F1
π1
≥ J and NF1π2 < J (J = K for K-diagnosability, J ∈ [1, K] for
[1, K]-diagnosability), and π1 and π2 share a common event observation, and π1 is infinitely
long.
The above suggests a test for K- and [1, K]-diagnosability as follows: (i) Construct a
transition graph (no event label associated with each transition) from the masked com-
position of P with itself for capturing all pairs of state-traces (π1, π2) in P that share a
common event observation. In the composition, we also keep track of the number of failures
for each state-trace in each pair by tagging the value-pair (min{NF1π1 , K},min{N
F1
π2
, K}) at
each state-pair (x1, x2) in the transition graph; (ii) Check whether there exists a cycle in the
transition graph such that the cycle contains a state-pair (x1, x2) tagged with a value-pair
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(J, i) and i < J (J = K for K-diagnosability, J ∈ [1, K] for [1, K]-diagnosability). If there
exists such a cycle, then P is not K- and [1, K]-diagnosable respectively. This is because
there does not exist a pair of indistinguishable infinite state-traces (π1, π2) in P such that
NF1π1 ≥ J and N
F1
π2
< J if and only if there does not exist a cycle in the transition graph such
that the cycle contains a state-pair (x1, x2) tagged with a value-pair (J, i) and i < J .
Note that because we allow unobservable cycles in the system P , there may exist a cycle
in the transition graph that results from one infinite and one finite state-trace pair that are
indistinguishable. If such a cycle contains a state-pair (x1, x2) tagged with a value-pair (J, i)
and i < J , and the finite state-trace along the cycle has a higher number of faults, then
the cycle is not be treated as a “bad” one. This is because for diagnosability to hold the
finite state-trace needs to be extended sufficiently long, but along the above cycle the finite
state-trace is not extended sufficiently long. The above situation is illustrated in Example 8
below. Thus for the test of K- and [1, K]-diagnosability, we shall check only those cycles
that embeds an infinite state-trace with a higher number of faults. In order to tell whether
a cycle embeds an infinite state-trace with a higher number of faults, we introduce a binary
valued entry k in each state-pair of the transition graph such that k = 1 if and only if the
state-pair results from an extension of the state-trace with a higher number of faults. Now a
cycle is “bad” if it contains a state-pair (x1, x2) tagged with a value-pair (J, i) and a binary
valued entry k such that i < J and k = 1.
Example 8 Consider the system P shown in Figure 5.6, where M(a1) = M(a2) = a,
x3
x1
a
2
a
1
x2
F
1
b
x0 c
b
Figure 5.6: Example for 1-diagnosability
M(b) = ε, M(c) = c, and F = {F1}, ψ(x0) = ψ(x1) = ψ(x3) = ∅, ψ(x2) = F1. It is easy to
verify that P is 1-diagnosable. This is because π = (x0x2x
ω
3 ) is the only faulty state-trace
generated by P , and no other state-trace shares a common event observation with π.
If we introduce only the value-pair (min{NF1π1 , K},min{N
F1
π2
, K}) and not the binary
valued entry k mentioned above, we can get a transition graph from the masked composition
of P with itself as shown in Figure 5.7. There is a self-loop at the state ((x3, x2), (0, 1)),
which indicates that there are two state-traces in P sharing a common event observation, and
the number of faults associated with these traces is 0 and 1 respectively. But this self-loop
is not a bad-cycle. Since the two state-traces involved are π1 = (x0x1x
ω
3 ) and π2 = (x0x2),
with NF1π1 = 0 and N
F1
π2
= 1. But π2, which is the trace with a higher number of faults, never
gets extended along the self-loop due to the presence of unobservable cycle xω3 in π1.
To identify such cycles in the transition graph, we introduce the binary valued tag k,
then we can get a transition graph similar to the one shown in Figure 5.7, except that now
every state is tagged with a number of 0. Then we know that there is no cycle in the graph
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(x  ,x  ), (0, 1)1 2
(x  ,x  ), (0, 1)23
(x  ,x  ), (1, 0)2 1
(x  ,x  ), (1, 0)2 3
(x  ,x  ), (0, 0)1 1
(x  ,x  ), (0, 0)13(x  ,x  ), (0, 0)1 3
(x  ,x  ), (0, 0)3 3
(x  ,x  ), (1, 1)2 2
(x  ,x  ), (1, 1)3 3
(x  ,x  ), (0, 0)
0 0
Figure 5.7: Transition graph for 1-diagnosability
that contains a state in the form of ((x, x′), (0, 1), 1). Thus the system is 1-diagnosable, as
expected.
The algorithm for testing K- and [1, K]-diagnosability is given as follows.
Algorithm 7 Algorithm for testing K- and [1, K]-diagnosability:
1. Construct a transition graph T1 from P as follows:
T1 = (X1, R1, X
T1
0 ),
where
• X1 = XP ×XP × {i, 0 ≤ i ≤ K} × {i, 0 ≤ i ≤ K} × {0, 1} is the set of states
• R1 ⊆ X1 ×X1 is the set of transitions such that
∀ (((x1, x2), (i, j), k), ((x
′
1, x
′
2), (i
′, j′), k′)) ∈ X1 ×X1,
(((x1, x2), (i, j), k), ((x
′
1, x
′
2), (i
′, j′), k′)) ∈ R1
if and only if one of the following holds:
– ∃σ1, σ2 ∈ Σ s.t. M(σ1) =M(σ2) 6= ε, (x1, σ1, x
′
1) ∈ R, (x2, σ2, x
′
2) ∈ R, and
i′ =
{
i if ψ(x′1) = ∅
min{i+ 1, K} if ψ(x′1) = F1
j′ =
{
j if ψ(x′2) = ∅
min{j + 1, K} if ψ(x′2) = F1
k′ =
{
1 if i 6= j
0 otherwise
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– ∃σ ∈ Σ ∪ {ε} s.t. M(σ) = ε, (x1, σ, x
′
1) ∈ R, x
′
2 = x2, and
i′ =
{
i if ψ(x′1) = ∅
min{i+ 1, K} if ψ(x′1) = F1
j′ = j
k′ =
{
1 if (i > j)
0 otherwise
– ∃σ ∈ Σ ∪ {ε} s.t. M(σ) = ε, (x2, σ, x
′
2) ∈ R, x
′
1 = x1, and
i′ = i,
j′ =
{
j if ψ(x′2) = ∅
min{j + 1, K} if ψ(x′2) = F1
k′ =
{
1 if (j > i)
0 otherwise
• XT10 = {((x1, x2), (i1, i2), 0) | x1, x2 ∈ X0} is the initial state set, where ij =
{
0 if ψ(xj) = ∅
1 if ψ(xj) = F1
, for j = 1, 2.
T1 is constructed from the initial state set X
T1
0 , and so it is accessible (all states can
be reached from the initial state set). We also make T1 non-terminating by deleting
all the deadlocked states from T1.
Note that associated with each state-trace
π = (((x0, x
′
0), (i0, i
′
0), k0) · · · ((xj, x
′
j), (ij, i
′
j), kj))
generated by T1 there are two state-traces π1 = (x0 · · · xj) and π2 = (x
′
0 · · · x
′
j) gener-
ated by P sharing a common event-trace observation. The entry (i, j) in ((x1, x2), (i, j),
k) ∈ X1 denotes the numbers of faulty states (up to a maximum of K) contained in the
two state-traces π1 and π2 respectively, i.e., i = min{N
F1
π1
, K} and j = min{NF1π2 , K}.
The binary valued entry k in ((x1, x2), (i, j), k) ∈ X1 is used to indicate whether
the state ((x1, x2), (i, j), k) is reached from a state ((x
′
1, x
′
2), (i
′, j′), k′) such that if
i′ > j′ (resp., j ′ > i′), then there exists σ ∈ Σ ∪ {ε} such that (x′1, σ, x1) ∈ R (resp.,
(x′2, σ, x2) ∈ R). In other words, k = 1 indicates that the state-trace with a higher
number of failures ending in the state x′1 (resp., x
′
2) has evolved by one step by execut-
ing a transition in P (to end in the state x1 (resp., x2)). This is needed to deal with
the fact that we allow an unbounded number of unobservable events to occur in P .
2. Delete all those states ((x1, x2), (i, j), k) ∈ X1 and their associated transitions from T1
for which i = j. If it is for the test of K-diagnosability, then also delete those states
and their associated transitions for which i < K and j < K.
3. Check if there is a state ((x1, x2), (i, j), k) with k = 1 that is contained in a cycle in
the remainder graph. If the answer is yes, then output that the system is not [1, K]-
or K-diagnosable; otherwise output that the system is [1, K]- or K-diagnosable. This
last step can be performed using a depth first search.
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The following theorem establishes the correctness of Algorithm 7.
Theorem 17 Given a non-terminating system P , an observation mask M , a failure assign-
ment function ψ : XP → {∅, F1}, and the transition graph T1 derived using Algorithm 7, we
have the following:
1. P is K-diagnosable if and only if T1 does not contain a cycle cl,
cl = (xT11 x
T1
2 . . . x
T1
n x
T1
1 ), n ≥ 1,
with xT1k = ((xk, x
′
k), (i, i
′), jk), k = 1, 2, . . . , n, i 6= i
′, and either i = K or i′ = K, and
∃k ∈ {1, · · · , n} with jk = 1.
2. P is [1, K]-diagnosable if and only if T1 does not contain a cycle cl,
cl = (xT11 x
T1
2 . . . x
T1
n x
T1
1 ), n ≥ 1,
with xT1k = ((xk, x
′
k), (i, i
′), jk), k = 1, 2, . . . , n, i 6= i
′, and ∃k ∈ {1, · · · , n} with jk = 1.
Proof: For the necessity of the first assertion, suppose P is K-diagnosable, but there exists
a cycle cl in T1, cl = (x
T1
1 x
T1
2 · · · x
T1
n x
T1
1 ), n ≥ 1, such that x
T1
k = ((xk, x
′
k), (i,K), jk), k =
1, 2, · · · , n, i < K, and ∃k ∈ {1, · · · , n} with jk = 1. Since T1 is accessible, there exists a
state-trace tr accepted by T1 ending with the state x
T1
1 , i.e., tr = (x
T1
0 · · · x
T1
1 ), and also the
state-trace tr` = tr(xT12 · · · x
T1
n x
T1
1 )
` for any ` ≥ 0 is accepted by T1. From the construction of
T1, we know that associated with each tr
`, ` ≥ 0, there are two state-traces π`1 = (x0 · · · x1)
and π`2 = (x0 · · · x
′
1) accepted by P and sharing a common event-trace observation, and
NF1
π`1
= i, NF1
π`2
≥ K. Then for any integer nK1 , we can choose another integer `0 such that
`0 > n
K
1 . Now for the state-traces π
0
2, π = π
`0
2 , and π
′ = π`01 , we have that N
F1
π02
≥ K,
|π| − |π02| ≥ `0 > n
K
1 (where the first inequality comes from the fact that jk = 1 for
some k ∈ {1, · · · , n}, which implies that the state xT1k in the cycle cl is resulted from a
state movement in the state trace π`02 that has a bigger number of failures than π
`0
1 , i.e.,
|πj2|− |π
j−1
2 | ≥ 1 for any j ≥ 1), and π and π
′ share a common event-trace observation (since
they are both associated with tr`0). But NF1π′ = N
F1
π01
= i < K. From Definition 12, we know
P is not K-diagnosable, a contradiction. So the necessity of the first assertion holds.
For the sufficiency of the first assertion, suppose T1 does not contain a cycle cl =
(xT11 x
T1
2 · · · x
T1
n x
T1
1 ), n ≥ 1, with x
T1
k = ((xk, x
′
k), (i, i
′), jk), k = 1, 2, · · · , n, i 6= i
′, and
either i = K or i′ = K, and ∃k ∈ {1, · · · , n} with jk = 1. This implies that for all
((x, x′), (i, i′), j) ∈ X1, if i 6= i
′, j = 1, and either i = K or i′ = K, then xT1 is not contained
in a cycle. Because T1 is non-terminating, it further implies that for any state-trace π in T1,
if π contains more than m1 = 2|X|
2K number of states of the type ((x, x′), (i, i′), 1), with
either i = K or i′ = K, then one of such states must be in the form of ((x, x′), (K,K), 1),
since otherwise one state must appear twice (there are at most m1 number of states of the
type ((x, x′), (i, i′), 1) with either i = K or i′ = K, and i 6= i′), i.e., this state must be
contained in a cycle, a contradiction.
Now we let nK1 = m1 + 1. Then for any state-trace π0 ∈TrP with N
F1
π0
≥ K, any of
its extension π = π0π1 ∈ TrP with |π1| ≥ n
K
1 , and any state-trace π
′ = π′0π
′
1 ∈ TrP with
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Oπ ∩ Oπ′ 6= ∅ and Oπ0 ∩ Oπ′0 6= ∅, we have that for any state-trace tr ∈ TrT1 that π0 and
π′0 are associated with, tr must end with a state ((x1, x
′
1), (K, i), j) ∈ X1. if i = K, then
from Definition 12, we know that P is K-diagnosable. Otherwise, let tr1 be any extension
of tr in T1 that π and π
′ are associated with, i.e., tr1 = trtr
′. If in tr′ there is a state
((x, x′), (K,K), j), then from Definition 12, P is K-diagnosable. Now suppose that in tr ′
there is not such a state ((x, x′), (K,K), j), then it is obvious that tr′ must end with a state
((x2, x
′
2), (K, i
′), j) such that K > i′, i.e., along the trace tr′, π1 always has a bigger number
of failures than π′1. Because tr
′ is composed from π1 and π
′
1, tr
′ must have |π1| number of
states that are resulted from the state movement in π1. Also because π1 always has a bigger
number of failures than π′1, the above |π1| number of states in tr
′ must be in the form of
((x, x′), (K, j), 1) with j < K. In other words, tr′ must contain |π1| ≥ n
K
1 > m1 (more than
m1) number of states of the type ((x, x
′), (K, j), 1). As argued above, tr′ must contain a
state ((x, x′), (K,K), 1), a contradiction. So the sufficiency of the first assertion also holds.
For the necessity of the second assertion, suppose P is [1, K]-diagnosable, but there
exists a cycle cl in T1, cl = (x
T1
1 x
T1
2 · · · x
T1
n x
T1
1 ), n ≥ 1, such that x
T1
k = ((xk, x
′
k), (i, i
′), jk),
k = 1, 2, · · · , n, i < i′ ≤ K, and jk = 1 for some k ∈ {1, · · · , n}. Then using a similar
argument as above for the necessity of the first assertion and by viewing i′ as K, we can show
that P is not i′-diagnosable. This implies that P is not [1, K]-diagnosable, a contradiction
to the hypothesis. So the necessity of the second assertion holds.
For the sufficiency of the second assertion, suppose T1 does not contain a cycle cl =
(xT11 x
T1
2 · · · x
T1
n x
T1
1 ), n ≥ 1, with x
T1
k = ((xk, x
′
k), (i, i
′), jk), k = 1, 2, · · · , n, i 6= i
′, and jk = 1
for some k ∈ {1, · · · , n}. This implies that for all ((x, x′), (i, i′), j) ∈ X1, if i 6= i
′ and
j = 1 then xT1 is not contained in a cycle. Following a similar argument as above for the
sufficiency of the first assertion, we have that for any state-trace π in T1, if π contains more
than m2 = |X|
2(K + 1)K number of states of the type xT1 = ((x, x′), (i, i′), 1), then π must
contain a state in the form of ((x, x′), (i, i), 1).
Now we let n1 = m2 + 1. Then for any state-trace π0 ∈ TrP with N
F1
π0
≥ J , 1 ≤ J ≤ K,
any of its extension π = π0π1 ∈TrP with |π1| ≥ n1, and any state-trace π
′ = π′0π
′
1 ∈TrP
with Oπ ∩ Oπ′ 6= ∅ and Oπ0 ∩ Oπ′0 6= ∅, we have that if tr ∈ TrT1 is any state-trace that
π0 and π
′
0 are associated with, then tr must end with a state ((x1, x
′
1), (i, i
′), j) ∈ X1 with
i ≥ J . If i′ ≥ i, then from Definition 13, P is [1, K]-diagnosable. Otherwise, let tr1 be any
extension of tr in T1 that π and π
′ are associated with, i.e., tr1 = trtr
′. If tr′ contains a state
((x, x′), (`, `′), k) with ` = `′, then from the construction of T1, we know that ` ≥ i, thus
` ≥ J , which implies that NF1π′ ≥ J . It follows from Definition 13 that P is [1, K]-diagnosable.
Now suppose tr′ does not contain such a state ((x, x′), (`, `), k), then it is obvious that for
every state ((x, x′), (`, `′), k) in tr′, we must have ` > `′. Following a similar argument as
above for the sufficiency of the first assertion, we have that tr′ must contain more than m2
number of states of the type ((x, x′), (`, `′), 1). As argued above, tr′ must contain a state
((x, x′), (`, `), 1), a contradiction. So the sufficiency of the second assertion also holds.
From the definition of [1,∞]-diagnosability, we also know that P is [1,∞]-diagnosable if
and only if there does not exist a pair of state-traces (π1, π2) in P such that N
F1
π1
≥ J and
NF1π2 < J (J ≥ 1), and π1 and π2 share a common event observation, and π1 is infinitely long.
However we cannot directly use Algorithm 7 for the test of [1,∞]-diagnosability, since J is
now unbounded, i.e., if we keep track of the number of faults with each state-trace in each
state-trace pair of the transition graph, then we may get a transition graph with an infinite
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number of states. So instead of keeping track of the number of faults with each state-trace
in the pair, we keep track of the difference of the number of faults with each state-trace in
the pair. Although the fault-difference may still be unbounded, it can be shown that if the
fault-difference goes beyond the bound |X|2 (|X| is the number of states in the system P ),
then P is not [1,∞]-diagnosable (see Theorem 18 below). Thus even for checking [1,∞]-
diagnosability, we are able to work with a finite transition graph. Similar to the test of K-
and [1, K]-diagnosability, we need the binary valued tag k. It turns out that the information
of fault-difference and the entry k is not enough for testing [1,∞]-diagnosability, as shown
in Example 9 below. We need to introduce into the transition graph another binary valued
entry j to indicate whether a fault is reported, i.e., whether the two state-traces in the pair
both have experienced a fault upon reaching the state. This is because if a fault is detected
along both the state-traces, the fault-difference counter remains unchanged, but this is not
bad, as a fault does not remain undetected forever. Then the system is [1,∞]-diagnosable
if and only if there is no cycle that contains a state ((x, x′), i, j, k) with i 6= 0, j = 0, and
k = 1 (Theorem 18), where i is the fault-difference, j is the binary valued entry indicating
the reporting of a fault, and k is the binary valued entry indicating the extension of the
state-trace with a higher number of faults.
Example 9 Consider the system P shown in Figure 5.8, where M(a1) = M(a2) = a,
x3
x1
a
2
a
1
x2
F
1
F
1
b
x0
b
b
Figure 5.8: Example for [1,∞]-diagnosability
M(b) = b, and F = {F1}, ψ(x0) = ψ(x1) = ∅, ψ(x2) = ψ(x3) = F1. It is easy to verify that
P is [1,∞]-diagnosable applying Definition 14.
If we do not introduce the binary valued entry j indicating the reporting of a fault, we
can get a transition graph from the composition of two copies of masked P as shown in
Figure 5.9. There is a self-loop at the state ((x3, x3),−1, 1), which indicates that there are
two infinite state-traces π1 = (x0x1x
ω
3 ) and π2 = (x0x2x
ω
3 ) in P sharing a common event
observation, and the fault-difference between the two traces is −1. But this self-loop is not a
“bad” cycle. Note that a fault is reported each time the pair of the two state-traces visits the
state (x3, x3), and because of this fault report, although the fault-difference counter remains
unchanged, the loop is not a “bad” one, since no fault remains undetected forever along the
loop.
If we also introduce the binary valued entry j into the transition graph for indicating
the reporting of a fault, then we can get a transition graph as shown in Figure 5.10. From
the graph, we know that there is no cycle in the graph that contains a state of the form
((x, x′), i, 0, 1) with i 6= 0. Thus the system is [1,∞]-diagnosable, which is true.
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(x  ,x  ), −1, 01 2 (x  ,x  ), 1, 02 1 (x  ,x  ), 0, 01 1 (x  ,x  ), 0, 02 2
(x  ,x  ), 0, 0
0 0
(x  ,x  ), 0, 03 3
(x  ,x  ), −1, 13 3 (x  ,x  ), 1, 13 3
Figure 5.9: Transition graph for [1,∞]-diagnosability
(x  ,x  ),−1,0,01 2 (x  ,x  ),1,0,02 1 (x  ,x  ),0,0,01 1 (x  ,x  ),0,1,02 2
(x  ,x  ),0,0,0
0 0
(x  ,x  ),0,1,03 3
(x  ,x  ),−1,1,13 3 (x  ,x  ),1,1,13 3
Figure 5.10: Revised transition graph
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The algorithm for testing [1,∞]-diagnosability is given in the following.
Algorithm 8 Algorithm for testing [1,∞]-diagnosability:
1. Construct a transition graph T2 from P as follows: T2 = (X2, R2, X
T2
0 ), where
• X2 = XP ×XP × {i, |i| ≤ |XP |
2} × {0, 1} × {0, 1} is the set of states
• R2 ⊆ X2 ×X2 is the set of transitions such that
∀ (((x1, x2), i, j, k), ((x
′
1, x
′
2), i
′, j′, k′)) ∈ X2 ×X2,
(((x1, x2), i, j, k), ((x
′
1, x
′
2), i
′, j′, k′)) ∈ R2
if and only if one of the following holds:
– ∃σ1, σ2 ∈ Σ s.t. M(σ1) =M(σ2) 6= ε, (x1, σ1, x
′
1) ∈ R, (x2, σ2, x
′
2) ∈ R, and
i′ =





i if ψ(x′1) = ψ(x
′
2)
i+ 1 if ψ(x′1) = F1 ∧ ψ(x
′
2) = ∅
i− 1 if ψ(x′1) = ∅ ∧ ψ(x
′
2) = F1
j′ =
{
1 if |i′| < |i| ∨ ψ(x′1) = ψ(x
′
2) = F1
0 otherwise
k′ =
{
1 if i 6= 0
0 otherwise
– ∃σ ∈ Σ ∪ {ε} s.t. M(σ) = ε, (x1, σ, x
′
1) ∈ R, x
′
2 = x2, and
i′ =
{
i if ψ(x′1) = ∅
i+ 1 if ψ(x′1) = F1
j′ =
{
1 if |i′| < |i|
0 otherwise
k′ =
{
1 if (i > 0)
0 otherwise
– ∃σ ∈ Σ ∪ {ε} s.t. M(σ) = ε, (x2, σ, x
′
2) ∈ R, x
′
1 = x1, and
i′ =
{
i if ψ(x′2) = ∅
i− 1 if ψ(x′2) = F1
j′ =
{
1 if |i′| < |i|
0 otherwise
k′ =
{
1 if (i < 0)
0 otherwise
• XT20 = {((x, x
′), i, j, 0) | x, x′ ∈ X0} is the initial state set with
i =





0 if ψ(x) = ψ(x′)
1 if [ψ(x) = F1] ∧ [ψ(x
′) = ∅]
−1 if [ψ(x) = ∅] ∧ [ψ(x′) = F1]
j =
{
1 if ψ(x) = ψ(x′) = F1
0 otherwise
T2 is constructed from the initial state set X
T2
0 , and so it is accessible. We also make
T2 non-terminating by deleting all the deadlocked states from T2. If during the con-
struction, a state ((x1, x2), i, j, k) with |i| > |XP |
2 is reached, then stop and output
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that the system is not [1,∞]-diagnosable, in which case T2 is called unbounded; and
otherwise T2 is called bounded, and we continue to the next step.
Note that associated with each state-trace π = (xT20 · · · ((x1, x2), i, j, k)), x
T2
0 ∈ X
T2
0 ,
generated by T2 there are two state-traces π1 = (x0 · · · x1) and π2 = (x
′
0 · · · x2) in
P sharing a common event-trace observation. The entry i in ((x1, x2), i, j, k) ∈ X2
indicates the difference of the number of faulty states contained in the two state-traces
π1 and π2, i.e., i = N
F1
π1
− NF1π2 . The binary valued entry j in ((x1, x2), i, j, k) ∈ X2 is
used to indicate whether a fault is reported at the state ((x1, x2), i, j, k). This happens
when either ψ(x1) = ψ(x2) 6= ∅, or |i| gets decremented through the transition from a
prior state to the state ((x1, x2), i, j, k). A fault is reported at ((x1, x2), i, j, k) if and
only if j = 1. As is the case with the previous algorithm, the binary valued entry k in
((x1, x2), i, j, k) ∈ X2 is used to indicate whether the state ((x1, x2), i, j, k) is reached
from a state ((x′1, x
′
2), i
′, j′, k′) such that if i′ > 0 (resp., j ′ > 0), then there exists
σ ∈ Σ ∪ {ε} such that (x′1, σ, x1) ∈ R (resp., (x
′
2, σ, x2) ∈ R). In other words, k = 1
indicates that the state-trace with a higher number of faults ending in the state x′1
(resp., x′2) has evolved by one step by executing a transition in P (to end in the state
x1 (resp., x2)). This is needed to deal with the fact that we allow an unbounded
number of unobservable events to occur in P .
2. Delete all those states ((x1, x2), i, j, k) and their associated transitions from T2 such
that either i = 0 or j = 1.
3. Check whether there is a state ((x1, x2), i, j, k) with k = 1 that is contained in a cycle
in the remainder graph. If the answer is yes, then output that the system is not [1,∞]-
diagnosable; otherwise output that the system is [1,∞]-diagnosable. This last step can
be performed using a depth first search.
The following theorem guarantees the correctness of Algorithm 8.
Theorem 18 Given a non-terminating system P , an observation mask M , a failure assign-
ment function ψ : XP → {∅, F1}, and the transition graph T2 derived using Algorithm 8, P
is [1,∞]-diagnosable if and only if T2 is bounded as defined in Algorithm 8, and T2 does not
contain a cycle cl,
cl = (xT21 x
T2
2 . . . x
T2
n x
T2
1 ), n ≥ 1,
with xT2k = ((xk, x
′
k), i, 0, jk), k = 1, 2, . . . , n, i 6= 0, and jk = 1 for some k ∈ {1, 2, · · · , n}.
Proof: For necessity, suppose P is [1,∞]-diagnosable. For contradiction, first we suppose
that T2 is not bounded. Then there must exist a state-pair trace π in T2 such that
π = π0π1 = [(x0, x0)(x1, x
′
1) · · · (x`, x
′
`)][(x`+1, x
′
`+1) · · · (x`+n−1, x
′
`+n−1)(x`, x
′
`)]
and when the loop π1 is executed once, the difference between the number of failures of
the two state-traces associated with π will increase at least by one. In other words, for any
k ≥ 0, we can have a state-pair trace πk = π0(π1)k in T2, and if we let π
k
1 and π
k
2 be the two
state-traces associated with πk (assuming that NF1
π01
≥ NF1
π02
), then we have ∀k ≥ 0,
NF1
πk+11
−NF1
πk+12
≥ (NF1
πk1
−NF1
πk2
) + 1.
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It further implies that
NF1
πk1
−NF1
πk2
≥ NF1
πk−11
−NF1
πk−12
+ 1
≥ NF1
πk−21
−NF1
πk−22
+ 2
≥ . . .
≥ NF1
π01
−NF1
π02
+ k
≥ k.
The above also implies that at least one state-pair in π1 is resulted from a state movement
in πk1 (because π
k
1 has a bigger number of failures than π
k
2 , and the difference between the
number of failures in πk1 and π
k
2 is increased along the trace-segment π
1), i.e., |πj+11 |−|π
j
1| ≥ 1
for any j ≥ 0.
Now for any integer n1, we let k = n1 × |π
1|+ 1 and J = NF1
πk1
. Then for the state-traces
πk1 , π
k+n1
1 , and π
k+n1
2 , we have that N
F1
πk1
= J , |πk+n11 | − |π
k
1 | ≥ n1 (since |π
j+1
1 | − |π
j
1| ≥ 1
for any j ≥ 0), and πk+n11 shares a common event-trace observation with π
k+n1
2 . But we also
have
NF1
π
k+n1
2
≤ NF1
πk2
+ n1 × |π
1|
≤ NF1
πk1
− k + n1 × |pi
1|
= J − 1
< J.
From Definition 14, we know P is not [1,∞]-diagnosable. A contradiction to the hypothesis.
So T2 must be bounded.
Next we suppose that there exists a cycle cl in T2,
cl = (xT21 x
T2
2 · · · x
T2
n x
T2
1 ),
n ≥ 1, such that xT2k = ((xk, x
′
k), i, 0, jk), k = 1, 2, · · · , n, i > 0, and jk = 1 for some
k ∈ {1, · · · , n}. Since T2 is accessible, there exists a state-trace tr accepted by T2 ending
with the state xT21 , i.e., tr = (x
T2
0 · · · x
T2
1 ), and also the state-trace tr
` = tr(xT22 · · · x
T2
n x
T2
1 )
`
for any ` ≥ 0 is accepted by T2. From the construction of T2, we know that associated with
each tr`, ` ≥ 0, there are two state-traces π`1 = (x0 · · · x1) and π
`
2 = (x0 · · · x
′
1) accepted by
P sharing a common event-trace observation; and NF1
π`1
− NF1
π`2
= i. Then for any integer
n1, we can choose another integer `0 such that `0 > n1, and let J = N
F1
π01
. Then for the
state-traces π01, π = π
`0
1 , and π
′ = π`02 , we have that N
F1
π01
≥ J , |π| − |π01| ≥ `0 > n1 (where
the first inequality follows from the fact that jk = 1 for some k ∈ {1, · · · , n}, which implies
that the state xT2k in the cycle cl is resulted from a state movement in the state trace π
`0
1
that has a bigger number of failures than π`02 , i.e., |π
j
1| − |π
j−1
1 | ≥ 1 for any j ≥ 1), and π
and π′ share a common event-trace observation (since they are both associated with tr`0).
But NF1π′ = N
F1
π02
= J − i < J . From Definition 14, we know P is not [1,∞]-diagnosable, a
contradiction to the hypothesis. So the necessity holds.
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For sufficiency, suppose T2 is bounded and T2 does not contain a cycle
cl = (xT21 x
T2
2 · · · x
T2
n x
T2
1 ), n ≥ 1,
such that xT2k = ((xk, x
′
k), i, 0, jk), k = 1, 2, · · · , n, i 6= 0, and jk = 1 for some k ∈ {1, · · · , n}.
This implies that for all xT2 = ((x, x′), i, j, k) ∈ X2, if i 6= 0, j = 0, and k = 1 then x
T2 is not
contained in a cycle. Similar as in the proof of Theorem 17, we have that for any state-trace
π in T2, if π contains more than m = |X|
2 × 2|X|2 = 2|X|4 number of states of the type
((x, x′), i, j, 1), then π must contain a state ((x, x′), i, j, 1) with either i = 0 or j = 1.
Now we let n1 = (m + 1)|X|
2. Then for any state-traces π0 ∈ TrP with N
F1
π0
≥ J ≥ 1,
π = π0π1 ∈ TrP with |π1| ≥ n1, and π
′ = π′0π
′
1 ∈ TrP with Oπ ∩Oπ′ 6= ∅ and Oπ0 ∩Oπ′0 6= ∅,
let tr ∈ TrT2 be any state-trace that π0 and π
′
0 are associated with, and ((x1, x
′
1), i, j, k)
be the last state of tr with i = NF1π0 − N
F1
π′0
. Since T2 is bounded, we have |i| ≤ |X|
2. If
i ≤ 0, then NF1π′ ≥ N
F1
π′0
≥ NF1π0 ≥ J . This according to Definition 14 implies that P is
[1,∞]-diagnosable. Otherwise, let tr1 be any extension of tr in T2 with which π and π
′
are associated with, i.e., tr1 = trtr
′. If in tr′ there is a state ((x, x′), i′, j′, k′) with i′ = 0,
then it implies that NF1π′ ≥ N
F1
π0
≥ J . This according to Definition 14 implies that P is
[1,∞]-diagnosable. If tr′ does not contain such a state ((x, x′), 0, j ′, k′), then it is obvious
that for every state ((x, x′), i′, j′, k′) in tr′, we have i′ > 0, i.e., along the trace tr′, π1 always
has a bigger number of failures than π′1. Then following a similar argument as in the proof
of Theorem 17, we have that tr′ must contain more than m|X|2 number of states of the type
((x, x′), i′, j′, 1). As argued above, tr′ must contain at least |X|2 number of states in the form
of ((x2, x
′
2), i
′, 1, 1). It implies that at least |X|2 ≥ i number of failures have been reported
along tr′, i.e., NF1π′1
≥ |X|2 ≥ i. Further we have
NF1π′ = N
F1
π′0
+NF1π′1
= NF1π0 − i+N
F1
π′1
≥ NF1π0
≥ J.
It follows from Definition 14 that P is [1,∞]-diagnosable. So the sufficiency also holds.
Remark 30 From Algorithms 7 and 8, we know that the number of states in T1 is at most
2|XP |
2 × (K + 1)2, and the number of states in T2 (if it is bounded) is at most 8|XP |
4 +
4|XP |
2. Then it is easy to verify that the complexity of Algorithm 7 is O(|XP |
4), and that
of Algorithm 8 is O(|XP |
8).
Note that if the failure type set F is not a singleton, then we can invoke Algorithm 7 or 8
once for each failure type. Thus we obtain polynomial algorithms in the number of system
states and the number of failure types for testing K-, [1, K]-, and [1,∞]-diagnosability.
5.6 On-line Diagnosis of Repeated Failures
In this section, we give a procedure to construct a diagnoser for on-line diagnosis of
repeated failures. Let P = (XP ,Σ, R, x0,F , ψ) be a non-terminating system, which is to be
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diagnosed using the observations of event-traces filtered through a mask M . If P passes the
diagnosability test (K-, [1, K]-, or [1,∞]- diagnosability), then we use the following procedure
for the purpose of on-line diagnosis of repeated failures. As in the previous section, we assume
that F contains only one failure type, i.e., F = {F1}. If F contains more than one failure
type, then we concurrently apply the on-line diagnosis procedure for each individual failure
type.
The on-line diagnosis procedure, illustrated in Figure 5.11, maintains a state (Qd, Id) ∈
Id
ε{    }M (     )Σ
On−line
Diagnoser
(Q  , I   )d d
σ
System  P
Figure 5.11: On-line diagnosis
2XP×N ×N . Here Qd = {(x1, i1), . . . , (xn, in)} is a collection of system states x1 through xn
that the system may have reached (following an observed event-trace), tagged with counters
i1 through in that count either the total number of failures (in case of K- or [1, K]-diagnosis),
or the total number of undetected failures (in case of [1,∞] diagnosis) along each possible
state-trace that generates the observed event-trace. Id is an indicator counter used for storing
either the total number of detected failures (for K or [1, K]-diagnosis) or the total number
of newly detected failures (for [1,∞]-diagnosis).
Procedure 1 Procedure for on-line diagnosis of repeated failures
1. Initialize Qd = {(x0, i0) | x0 ∈ X0} and Id = 0, where i0 indicates whether or not x0 is
faulty, i.e.,
i0 =
{
0 if ψ(x0) = ∅
1 if ψ(x0) = F1
2. Recursively add (x′, i′) ∈ XP ×N into Qd such that
• exists (x, i) ∈ Qd and σ ∈ Σ ∪ {ε} such that M(σ) = ε and (x, σ, x
′) ∈ R, and
• for K- and [1, K]-diagnosis:
i′ =
{
i if ψ(x′) = ∅
min{i+ 1, K} if ψ(x′) = F1
for [1,∞]-diagnosis:
i′ =
{
i if ψ(x′) = ∅
i+ 1 if ψ(x′) = F1
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3. When a new observation δ ∈M(Σ) with δ 6= ε becomes available,
• update Qd as follows:
– for all (x, i) ∈ Qd, delete (x, i) from Qd, and add all (x
′, i′) ∈ XP × N into
Qd such that there exists σ ∈M
−1(δ) with (x, σ, x′) ∈ R, and
– for K- and [1, K]-diagnosis:
i′ =
{
i if ψ(x′) = ∅
min{i+ 1, K} if ψ(x′) = F1
for [1,∞]-diagnosis:
i′ =
{
i− Id if ψ(x
′) = ∅
(i+ 1)− Id if ψ(x
′) = F1
• set Id = min{i | ∃x ∈ XP s.t. (x, i) ∈ Qd}, and
– for K-diagnosis:
If Id = K, then output that at least Id failures have been detected and stop,
else go to Step 2.
– for [1, K]-diagnosis:
Output that at least Id failures have been detected and stop if Id = K, else
go to Step 2.
– for [1,∞]-diagnosis:
Output that Id new failures have been detected and go to Step 2.
Remark 31 It follows from the sizes of state sets of T1 and T2 that forK- or [1, K]-diagnosis,
the size of Qd is bounded by |XP | × (K + 1), i.e., |Qd| ≤ |XP | × (K + 1), and for [1,∞]-
diagnosis, the size of Qd is bounded by |XP | × (|XP |
2 + 1), i.e., |Qd| ≤ |XP | × (|XP |
2 + 1).
From above, we know that the on-line diagnosis procedure has a polynomial space and
time complexity in the number of system states. If F contains more than one failure type,
then as stated above we can apply |F| concurrent on-line diagnosis procedures. Thus we
obtain an on-line diagnosis procedure that has a polynomial space and time complexity in
the number of system states and the number of failure types.
Remark 32 The above procedure for constructing a diagnoser for on-line diagnosis can
be used for constructing a diagnoser for off-line diagnosis as well. Instead of maintaining
only the present state of the diagnoser, this requires maintaining all possible states of the
diagnoser, and also transitions on all possible observed “events”. For an illustration, we have
provided a diagnoser for off-line analysis for the example presented in Section 5.7.
The following theorem establishes the soundness and the completeness of Procedure 1,
where the soundness of the procedure means that it never reports a failure that has not
occurred, i.e., there are no “false alarm”, and the completeness of the procedure means that
it never misses a failure, i.e., there are no “missed detections”.
Theorem 19 Procedure 1 is sound and complete, whenever the system being diagnosed is
diagnosable (K-, [1, K]-, or [1,∞]-diagnosable as the case may be).
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Proof: For soundness, let π be a state-trace generated by the system P , and NF1π be
the number of faulty states contained in π. In order to establish soundness by way of a
contradiction, we suppose that NF1π < K if it is the case of K- or [1, K]-diagnosis, and that
Procedure 1 reports i > NF1π failures for the state-trace π, where i = K for K-diagnosis,
and i ≤ K for [1, K]-diagnosis. From Procedure 1, this implies that any state-trace π ′ of
P , that shares a common event-trace observation of π, contains at least i faulty states. So
from Procedure 1, π must also contain at least i > NF1π faulty states, a contradiction. Thus
Procedure 1 is sound.
For completeness, suppose the system P is diagnosable (K-, [1, K]-, or [1,∞]-diagnosable
as the case may be). Let π0 be a state-trace generated by P and N
F1
π0
be the number of faulty
states contained in π0. We assume that N
F1
π0
≥ K if it is the case of K-diagnosis. Since P is
diagnosable, we know that there exists an integer n1 such that for any extension π = π0π1
of π0 generated by P with |π1| ≥ n1, and any state-trace π
′ generated by P , if π and π′
share a common event-trace observation, then π′ must contain at least NF1π0 faulty states.
From the construction of Procedure 1 it follows that after the execution of any extension π
that is at least n1 state longer than π0 (since P is non-terminating, such an extension does
exist), the value of Qd computed by the procedure is such that ∀(x, i) ∈ Qd, the state x is
reached by the execution of a state-trace that contains at least NF1π0 faulty states. Further,
if it is the case of K-diagnosis, then the procedure has had reported K failures, and if it is
the case for [1, K]- or [1,∞]-diagnosis, then the procedure has had reported min{N F1π0 , K}
or NF1π0 failures respectively. Thus no failure is missed by the procedure, i.e., Procedure 1 is
complete.
5.7 Illustrative Example
In this section, we present a simple example to illustrate the concepts and algorithms
developed in this chapter. Consider a modified version of the traffic monitoring problem
given in Chapter 4. The maze, shown in Figure 5.12, consists of four rooms connected by
: observable
: unobservable
2
0 31
mouse
Figure 5.12: Mouse in a maze: repeated monitoring
various one-way passages, and some of them have sensors installed to detect the motion of
the mouse through them. The mouse is initially in room 0, and it can visit other rooms by
using the one way passages, and it never stays in one room forever. A failure is said to have
occurred if the mouse make a cycle between rooms 0 and 2 without visiting any other room,
i.e., the sub-sequences (room 0, room 2, room 0) and (room 2, room 0, room 2) are illegal.
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The task of repeated failure diagnosis is to monitor the motion of the mouse by observing
the sensor signals, and to detect the number of times the failure has occurred.
The above problem can be viewed as one of [1,∞]-diagnosis in the temporal logic setting,
where the system P = (XP ,Σ, R, x0, AP, L) to be diagnosed is as shown in Figure 5.13.
Here XP = {xi, 0 ≤ i ≤ 3}, Σ = {o1, o2, o3, u}, ∆ = {o1, o2, o3}, the mask M is given
o2
u
u
x2
x0
o
1
x1
x 3
u
p
p
o3
Figure 5.13: System model
as M(u) = ε and M(oi) = oi for i = 1, 2, 3, AP = {p}, and the labelling function L is
given as L(x1) = L(x3) = ∅ and L(x0) = L(x2) = {p}. The specification is represented by
Gf1 = G(¬p ∨X¬p ∨XX¬p).
It is obvious that the above system is trivially Gf1-failure pre-diagnosable, since Gf1 is
a safety property. Next, we reduce the above problem in the temporal logic setting to the
one in a state-based setting by using Algorithm 6 to identify those Gf1-failure points in P .
The tableau Tf1 for f1 is given in Figure 5.14.
f   , p, X     p1 f   ,      p1f   , p, XX     p1
p, X     p p, X     p
p
p
Figure 5.14: Tableau for f1
The deterministic state machine A11, obtained from Tf1 , is as shown in Figure 5.15.
The state machine A21, derived from A
1
1, is as shown in Figure 5.16, where only the
transition (u3, p, u1) is labelled with F1 by the labelling functionM
2, i.e.,M 2(u3, p, u1) = F1.
The state machine A31, derived from A
2
1, is as shown in Figure 5.17, where only states w3
and w8 are labelled with F1 by the labelling function M
3.
The state machine P1, derived from the synchronous composition of A
3
1 and P , is as
shown in Figure 5.18, where only states y3, y4, y10, and y11 are labelled with F1 by ψ1.
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Figure 5.15: Diagram of A11
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Figure 5.16: Diagram of A21
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Figure 5.17: Diagram of A31
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Figure 5.18: Diagram of P1
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Now the problem can be expressed as a [1,∞]-diagnosis problem in the state-based setting
as follows. The system is represented by P1; the set of failure types is F = {F1}; the failure
assignment function is ψ1; the observation mask is M .
We apply Algorithm 8 to test for the [1,∞]-diagnosability of the above system P1. First a
bounded transition graph T2 can be derived from P1. After pruning the graph T2 as described
in step 2 of Algorithm 8, we obtain the reminder graph which is shown in Figure 5.19. In
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Figure 5.19: Transition graph T2 after pruned
the pruned T2, there is no cycle. From Theorem 18 we know that P1 is [1,∞]-diagnosable
with respect to M and ψ1.
Since P1 is [1,∞]-diagnosable, we can use the on-line diagnosis procedure presented in
Section 5.6 for the diagnosis of the repeated failures. A diagnoser can also be constructed
off-line as discussed in Remark 32, which is described in the following.
From Figure 5.18 and the first step of Procedure 1, initially we have Qd = {(y0, 0)} and
Id = 0. Next from the second step of Procedure 1, Qd is updated for the unobservable
transitions, and then Qd = {(y0, 0), (y2, 0), (y6, 0)}. Letting q0 = {(y0, 0), (y2, 0), (y6, 0)}, the
initial state of the off-line diagnoser is given by (q0, Id = 0). Now there are two possible event
observations o1 and o2. Using the third step of Procedure 1, Qd is updated to Qd = {(y1, 0)},
and Id = 0, upon the observation of o1; and then from the second step, Qd is updated to
Qd = {(y1, 0), (y3, 1), (y7, 1), (y6, 1)}. Letting q1 = {(y1, 0), (y3, 1), (y7, 1), (y6, 1)}, (q1, Id = 0)
is also a state, and there is a transition labelled with o1 from (q0, 0) to (q1, 0) in the off-
line diagnoser. Continuing the above process, we can get the off-line diagnoser as shown in
Figure 5.20, where
q0 = {(y0, 0), (y2, 0), (y6, 0)},
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Figure 5.20: Off-line diagnoser
q1 = {(y1, 0), (y3, 1), (y7, 1), (y6, 1)},
q2 = {(y8, 0), (y9, 0), (y7, 0), (y6, 0)},
q3 = {(y4, 2), (y3, 3), (y7, 3), (y6, 3)},
q4 = {(y8, 1), (y9, 1), (y7, 1), (y6, 1)},
q5 = {(y10, 1), (y11, 2), (y7, 2), (y6, 2)},
q6 = {(y10, 2), (y11, 3), (y7, 3), (y6, 3)},
q7 = {(y5, 0)}.
The diagnoser reports the detection of Id new failures each time it reaches a state with
Id > 0.
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Chapter 6
Conclusion
6.1 Summary
In this dissertation, we present a temporal logic based approach to the control and failure
diagnosis of DESs.
For the control of DESs, the full branching time temporal logic–CTL* is used to express
the control specifications of discrete event systems. By reducing the control problem to the
decision problem, a small model theorem for the CTL* control is derived. It is shown that the
control problem for CTL* (resp., CTL) is complete for deterministic double (resp., single)
exponential time in the length of the specification formula. A sound and complete algorithm
for the supervisor synthesis for CTL* control is provided. Special cases of the control of
CTL and LTL are also studied; and more efficient algorithms for supervisor synthesis are
provided for these special cases.
For the failure diagnosis of DESs, LTL is used to express specifications. Diagnosability
of DESs is defined in the temporal logic setting. The problem of testing the diagnosability is
reduced to that of model checking. Algorithms for the test of diagnosability and the synthesis
of a diagnoser are obtained. The algorithm has a polynomial complexity in the number
of system states and the number of specifications. The problem of diagnosis for repeated
failures is also studied. In order to be able to detect the multiplicity of a repeatedly occurring
failure, three different notions of repeated failure diagnosis are introduced. Algorithms of
polynomial complexity for checking these various notions of diagnosability of repeated failures
are provided. An on-line procedure for the diagnosis of repeated failures is obtained, the
complexity of which is also polynomial.
The main contribution of the dissertation is summarized as follows.
• For the control of DESs:
1. For the first time, a sound and complete supervisory synthesis algorithm for CTL*
specifications has been obtained;
2. Usage of temporal logic makes the control specification specifying process easier
and user-friendly since simple natural language control specifications can be easily
translated to temporal logic control specifications (when compared to formal lan-
guage or automaton-based control specifications), while there is no increase in the
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computational complexity (compared to that of formal language or automaton-
based control specifications);
3. CTL* temporal logic allows the control constraints on the sequences of states
which can be also captured by a regular ∗-language or ω-language, as well as on
the more general branching structures of states which can not be captured by a
regular ∗-language or ω-language;
4. Results are specialized for the control of CTL and LTL also.
• For the failure diagnosis of DESs:
1. For the first time, an algorithm, of complexity exponential in the length of each
specification LTL formula and polynomial in the number of system states and
the number of specifications, for the diagnoser synthesis is derived in the tempo-
ral logic setting. In most cases, temporal logic-based specifications make the
specification specifying process easier and more user-friendly than the formal
language/automata-based specifications.
2. The LTL-based failure diagnosis method can capture the failures representing
the violation of both liveness and safety properties, whereas the prior formal
language/automaton-based failure diagnosis methods captured only the failures
representing the violation of the safety properties (such as the occurrence of a
faulty event, or reaching a faulty state, etc.), yet there are computational sav-
ings in the test of diagnosability and the design of a diagnoser when compared
to that of formal language/automata-based failure diagnosis method (the single
exponential complexity in the length of each given LTL formula versus the doubly
exponential complexity in the length of the given LTL formula in translating each
LTL specification into a faulty-transition based specification).
3. By reducing the problem of testing diagnosability to that of model checking and
using the model checking method to test the diagnosability, a polynomial algo-
rithm for testing diagnosability is obtained naturally; whence by using symbolic
model checking we may test the diagnosability of large systems more efficiently
(although the worst case complexity remains the same).
4. We relaxed the requirement of non-existence of unobserved cycles in the system,
which is needed for the diagnosis algorithms in prior methods to work. Thus our
method can be applied to a more general class of systems.
5. Our method can also be applied to terminating systems by a simple modifica-
tion that makes terminating systems non-terminating. The modification requires
adding a self-loop on ε on every terminating state.
6. Our non-deterministic representation of the diagnoser yields a that is polynomial
in number of system states and number of specifications. This makes it practical
to design a diagnoser off-line, and also to implement it on-line.
7. The problem of diagnosis for repeated failures, which was not studied in prior
work, is also solved.
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For the control and failure diagnosis of DESs in the setting of temporal logic, we encounter
an exponential complexity in the length of the specification formula. Following comments
are being made in “defense” of such complexity.
1. Exponential complexity in the length of the specification is an artifact of the fact that
temporal logic allows compact representations of specifications through abstraction.
The compactness is of an exponential order, which is a good feature of temporal logic
since this allows for succinct representations of complex specifications, thereby mak-
ing it more user-friendly, and less error-prone. If temporal logic did not do such an
exponential compaction, the complexity of control & diagnosis synthesis would not be
exponential in the length of the specification.
2. For the temporal logic control, our complexity bounds are complete, i.e., they are both
lower and upper bounds. Thus no approach with better complexity than ours can
exist. In other words, the complexity is an artifact of the nature of the problem being
addressed, and it is not due to the limitation of our approach taken. We have to realize
that in real-life complex problems do exist (such as TSP-Traveling Salesman Problem),
and for such problems the complexity would be exponential in certain parameters
regardless of the approach taken. One then has to look for near-optimal solutions of
polynomial complexity (such as nearest neighbor algorithm for TSP), and also in our
case, replacing a LTL specification by a stronger CTL specification.
3. It is typical of most applications that the length of the specification is usually of the
order of 20 to 30, e.g., in our mouse-in-a-maze control example, the length of the
specification formula f is 18. This is in contrast to the number of states in a system
which could be of the order of 106 to 1010. So, having exponential complexity in the
length of the specification is not as bad as it appears. For example, if the number of
rooms in the maze become from order 10 to order 106, and the specification does not
change, the increased control computation complexity is only of the order 106 and not
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.
4. Exponential complexity is a worst case complexity. In most applications, we could
have much better results. For example, in our mouse-in-a-maze control example, the
length of the specification formula f is 18, but the number of states in the tableau of
f is 8.
6.2 Directions for Further Research
In this dissertation, we concentrate on the qualitative or logical behavior of DESs, and
abstract away the actual timing information about the occurrence of an event. Thus our
approach is only applicable to untimed DESs. However, the correct behavior of some systems
may depend on the actual time of the occurrence of an event. For example, in a manufac-
turing system, a processing may be required to be completed within certain time windows;
in a railway system, a train may be required to reach the next stop within some time delay;
in a computer network system, an acknowledge may be expected within certain time delay
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after the transmission of some message. In order to control and diagnose such systems, we
need to extend our approach to timed DESs.
Recently, a class of dynamic systems, called hybrid systems, has emerged, in which time-
driven and event-driven components are both present. As an example, a plant may have
a time-driven dynamics with an event-driven supervisory control structure present ( repre-
senting the “control computer”). The plant is equipped with the ability to generate events
which are input to the supervisor; this in turn supplies control events back to the plant. It
is interesting and challenging to extend our temporal logic approach to the class of hybrid
systems.
A key feature of DESs is complexity. Most DESs are physically large and often consist
of many distinct components. This results in an inevitable state explosion problem in the
study of DESs. To tackle this complexity problem, computational hardware power alone
need not be sufficient; and analytical methods ought to be also developed.
One opportunity for tackling complexity comes from the observation that many DESs
naturally consist of distinct components, which suggests the use of decentralized control and
diagnosis. Development of temporal logic based approach for the decentralized control and
diagnosis of DESs is also an interesting further research topic. Note that for the decentralized
control of DESs, the problem of partial observations arises naturally, i.e., not all the events
in the system are observable to a supervisor. Thus the control problem of DESs under partial
observations in the temporal logic setting also needs to be solved.
Another way for tackling complexity is the use of symbolic methods. The use of symbolic
methods, together with efficient data structures such as ordered binary decision diagrams
(OBDD) (cf. [7]), tackles complexity by representing the state transition function of a
DES symbolically (i.e., as logical formulae) rather than by explicit enumeration. Symbolic
methods have been used for model checking (cf. [37]). To develop symbolic methods for the
control and failure diagnosis of DESs in the temporal logic setting is also a further research
topic.
A third way of tackling complexity is state/event aggregation, which leads to the topic
of hierarchical control and diagnosis. This is a subject of further study as well.
Copyright c© Shengbing Jiang 2002
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