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Abstract— For two real numbers c > 0, α > −1, we study some spectral properties of the weighted
finite bilateral Laplace transform operator, defined over the space E = L2(I, ωα), I = [−1, 1],
ωα(x) = (1 − x2)α, by Lαc f(x) =
∫
I
ecxyf(y)ωα(y) dy. In particular, we use a technique based on
the Min-Max theorem to prove that the sequence of the eigenvalues of this operator has a super-
exponential decay rate to zero. Moreover, we give a lower bound with a magnitude of order ec,
for the largest eigenvalue of the operator Lαc . Also, we give some local estimates and bounds of the
eigenfunctions ϕαn,c of Lαc . Moreover, we show that these eigenfunctions are good candidates for the
spectral approximation of a function that can be written as a weighted finite Laplace transform of
an other L2(I, ωα)−function. Finally, we give some numerical examples that illustrate the different
results of this work. In particular, we provide an example that illustrate the Laplace based spectral
method, for the inversion of the finite Laplace transform.
Keywords: weighted finite Laplace transform, Min-Max theorem, eigenvalues and eigenfunctions,
special functions, prolate spheroidal wave functions.
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1 Introduction
It is well known that the finite Laplace transform has been used as a tool for solving various problems
from different scientific area such as Engineering, Physics, Mathematics, to cite but a few, see for
example [1, 2, 3, 4, 5], some of these applications. To the best of our knowledge, H. S. Dunn was the
first to define in [6], finite Laplace transform over a finite interval of the time domain. He has also
pointed out that the finite Laplace transform yields identical results as the usual Laplace transform.
More importantly the finite version of this transform has the advantage to be more general, it can
be applied to functions which are not of exponential order and it is applicable to solve boundary
values problems.
We should mention that in [3], the authors have given the basic properties as well as an iversion
formula for the finite Laplace transform over the finite interval [0, T ]. Recently, in [5], the authors
have used some decay properties of the eigenvalues of the finite Laplace transform La,b, over the
interval [a, b], as well as a growth condition on the eigenvalues of the differential operator, commuting
with La,b and they have given a lower bound for a norm of ‖La,b‖. Note that the commutativity
of the finite Laplace transform with the corresponding differential operator of the Sturm-Liouville
type, has been first studied in [7].
In this work, we study some spectral properties and computational techniques of the eigenvalues
and eigenfunctions of a fairly more general setting of the weighted finite Laplace transform, defined
1 Corresponding author: Abderrazek Karoui, Email: abderrazek.karoui@fsb.rnu.tn This work was supported by
the DGRST research Grant UR13ES47.
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by
Lαc f(x) =
∫
I
ecxyf(y)ωα(y) dy, ωα(y) = (1− y2)α, (1)
where, c > 0 and α > −1 are two real numbers and f ∈ L2(I, ωα), I = [−1, 1]. Note that for the
special case where α = 0, the operator L0c , is reduced to the usual finite Laplace transform. Also,
by a simple dilation and translation arguments, the results of this paper still hold for the general
case of weighted finite Laplace transform, given by
Lαc (g)(x) =
∫ b
a
ecxyg(y) ((y − a)(b− y))α dy, a, b ∈ R.
Note that the previous weighted finite Laplace transform can be considered as the compactly sup-
ported weight function case of a more general weighted Laplace transform operator, considered in [4],
where the authors have shown that the weighted version of the Laplace transform has the advantage
to avoid edge effects in the numerical inversion of the Laplace transform.
In this work, we are interested in the properties of the eigenfunctions ϕαn,c and the associated
eigenvalues νn,α(c), n ≥ 0, of the operator Lαc , which are solutions of the integral equation
Lαc ϕαn,c(x) =
∫
I
ecxyϕαn,c(y)ωα(y) dy = νn,α(c)ϕ
α
n,c(x), x ∈ I. (2)
It can be easily checked that the eigenvalues νn,α(c) are simple. Moreover, in the sequel, we assume
that these eigenvalues are arranged in the decreasing order, so that
ν0,α(c) > ν1,α(c) > · · · > νn,α(c) > · · · .
Since Lαc is a self-adjoint operator, then the eigenfunctions ϕαn,c are orthogonal in L2(I, ωα). Also,
we assume that these eigenfunctions are normalized so that∫
I
ϕαn,c(y)ϕ
α
m,c(y)ωα(y) dy = δn,m. (3)
We should mention that in [8, 9], a spectral analysis of the similar weighted finite Fourier transform
has been studied. This last operator is given by
Fαc f(x) =
∫
I
eicxyf(y)ωα(y) dy, ωα(y) = (1− y2)α, c > 0, α > −1. (4)
Note that the change of the trigonometric exponential kernel of the operator Fαc to the real ex-
ponential kernel for the operator Lαc , give rise to different spectral properties. For example, the real
exponential kernel is a positive definite kernel and consequently, νn,α(c) > 0. This is not the case for
the eigenvalues µn,α(c) of F (α)c , that are either purely imaginary complex numbers or real numbers
and satisfy the equality µn,α(c) = i
n|µn,α(c)|. Another main difference is that unlike the νn,α(c), the
eigenvalues µn,α(c) for α ≥ 0, are related to an energy maximization problem and as a consequence,
we have for
2c
pi
|µ0,α(c)|2 < 1, for more details, see [8]. This is not the case for the largest eigenvalues
ν0,α(c) which grows like e
c. Nonetheless, we show that as for the case of the µn,α(c), the sequence
νn,α(c) has a super-exponential decay rate. This is one of the main results of this work. The proof
of this last result is completely different from the one used in [8] and it is based on the Min-Max
characterization of the eigenvalues of self-adjoint compact operators.
Concerning the computational techniques of the eigenfunctions ϕαn,c(·) and the eigenvalues νn,α(c),
we use a classical efficient and robust method based on the computation of the eigenfunctions of a
2
Sturm-Liouville differential operator, commuting with the integral operator Lαc . This technique is
well known in the literature. It has been used by D. Slepian and his co-authors to compute the
prolate spheroidal wave functions (PSWFs) that are concentrated on an interval in the 1-D case or
on the unit disk in the 2-D case, see [10, 11]. These PSWFs are related to the eigenfunctions of
the finite Fourier transform and the finite Hankel transform, for the 1-D and 2-D case, respectively.
Note that various generalizations of the PSWFs can be found in the literature, see for example
[9, 12, 13, 14].
By a straightforward modification of the weighted finite Fourier transform case, it can be easily
checked that the operator Lαc commutes with the following Sturm-Liouville differential operator,
Dαc (f)(x) =
d
dx
[
ωα(x)(1− x2)f ′(x)
]
+ (c2x2)ωα(x)f(x). (5)
In the sequel, we let χn,α(c) denote the eigenvalue of −Dαc , associated with the eigenfunction ϕαn,c,
so that we have
−Dαc (ϕαn,c)(x) = −
d
dx
[
ωα(x)(1− x2)(ϕαn,c)′(x)
]− (c2x2)ωα(x)ϕαn,c(x) = χn,α(c)ϕαn,c(x), x ∈ I.
(6)
Since the differential operator is nothing but a perturbation of the Jacobi polynomials differential
operator, by the quantity c2x2ωα(x), then we check that a practical scheme for the computation of
the ϕαn,c is given by the series expansion of this later in the basis of orthonormal Jacobi polynomials.
We emphasize on the fact that the study of the decay and the behaviour of the spectrum of the
finite and weighted finite Laplace transform is not explored yet in the literature. One of the aims of
this work is to provide some first results concerning the fast decay of the eigenvalues of the weighted
finite Laplace transform operator, as well as an estimate of the growth for the largest eigenvalue of
this operator. It is important to point out that the techniques, used in the previous joint works of
one of us, [8, 15, 16] to study the spectrum of the singular values of the finite and weighted finite
Fourier transform operators, cannot be used in our present case. This is due to the fact that unlike
the Fourier case, the singular values of the weighted finite Laplace transform are not related to an
energy maximization problem, nor they satisfy a simple ordinary differential equation. To overcome
these limitations, we develop a Min-Max based technique to get the previous two results concerning
the spectrum of the weighted finite Laplace transform.
This work is organized as follows. In section 2, we give some mathematical preliminaries and
describe the computational scheme of the eigenfunctions ϕαn,c and their associated eigenvalues νnα(c).
In section 3, we study some qualitative and quantitative behaviours of the eigenvalues νn,α(c). In
particular, we prove the super-exponential decay rate of these eigenvalues. In section 4, we study
some bounds of the ϕαn,c and show that they are well adapted for the spectral approximation of
a special set of functions. In section 5, we provide the reader with some numerical examples that
illustrate the different results of this work.
2 Mathematical Preliminaries and Computation of the eigen-
functions and the eigenvalues.
In this paragraph, we give some mathematical preliminaries on some special functions that are
frequently used in this paper. Also, we describe a Jacobi based method for the computation
of the eigenfunctions and the eigenvalues of the weighted finite Laplace transform. We first re-
call that P
(α,α)
k , the Jacobi polynomial of degree k and parameters (α, α) are normalized so that
3
P
(α,α)
k (1) =
1
kB(k, α+ 1)
, where B(·, ·) is the Beta function, given by B(x, y) = Γ(x)Γ(y)
Γ(x+ y)
. Here,
Γ(·) is the Gamma function, that satisfies the following bounds, see [17] that
√
2e
(
x+ 12
e
)x+ 12
≤ Γ(x+ 1) ≤
√
2pi
(
x+ 12
e
)x+ 12
, x > −1. (7)
Moreover, it is known that, see for example [[18], p. 457]∫ 1
−1
ecxyP
(α,α)
k (y)ωα(y)dy =
e−cx22α+k+1
k!
(cx)kB(k + α+ 1, k + α+ 1)
×1F1(k + α+ 1, 2k + 2α+ 2, 2cx), x ∈ I. (8)
where 1F1(·, ·, ·) is the Kummer’s function. It is well known that for Re(b) > Re(a) > 0 and z ∈ C,
this hypergeometric function has the following integral representation,
1F1(a, b, z) =
Γ(b)
Γ(a)Γ(b− a)
∫ 1
0
eztta−1(1− t)b−a−1 dt. (9)
On the other hand, the identity (8) can be written in terms of the modified Bessel function of the
first type Iµ, µ > −1. In fact, by using (8) and the identity
1F1(β + 1/2, 2β + 1, 2x) = 2
βΓ(β + 1)
ex
(x)β
Iβ(x),
one gets∫ 1
−1
ecxyP
(α,α)
k (y)ωα(y)dy = 2
2k+3α+3/2Γ(k + α+ 3/2)
k!
B(k + α+ 1, k + α+ 1)
Ik+α+1/2(cx)
(cx)α+1/2
(10)
It is well known that the orthonormal Jacobi polynomials P˜
(α,α)
n , n ≥ 0 given by
P˜ (α,α)n (x) =
1√
hαn
P (α,α)n (x), h
α
n =
22α+1(Γ(n+ α+ 1))2
n!(2n+ 2α+ 1)Γ(n+ 2α+ 1)
. (11)
form an orthonormal basis of the Hilbert space E = L2(I, ωα). Moreover, since for any integer n ≥ 0,
ϕαn,c ∈ E, then we have the series expansion
ϕαn,c(x) =
∑
k≥0
dnk P˜
(α,α)
k (x), x ∈ I. (12)
Since the P˜
(α,α)
k are the eigenfunctions of the non perturbed Sturm-Liouville operator −Dα0 , with
the associated eigenvalue χk,α(0) = k(k+ 2α+ 1), then by using a technique similar to the one used
in [8] and based on the three-terms recurrence relation of Jacobi polynomials, one can easily check
that the expansion coefficients (dnk )k as well as the associated eigenvalue χn,α(c) are computed by
solving the following three diagonal eigen-system.
−
√
(k + 1)(k + 2)(k + 2α+ 1)(k + 2α+ 2)
(2k + 2α+ 3)
√
(2k + 2α+ 5)(2k + 2α+ 1)
c2dnk+2
+
(
k(k + 2α+ 1)− c2 2k(k + 2α+ 1) + 2α− 1
(2k + 2α+ 3)(2k + 2α− 1)
)
dnk
−
√
k(k − 1)(k + 2α)(k + 2α− 1)
(2k + 2α− 1)√(2k + 2α+ 1)(2k + 2α− 3)c2dnk−2 = χn,α(c)dnk , k ≥ 0. (13)
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From the general spectral theory of Sturm-Liouville operators, it is easy to check that the eigenfunc-
tions ϕαn,c share some properties with the Jacobi polynomials, in particular, the set B = {ϕαn,c, n ≥ 0}
is an orthonormal basis of L2(I, ωα). Moreover, for any integer n ≥ 0, ϕαn,c has the same parity as
n, that is
ϕαn,c(−x) = (−1)nϕαn,c(x), ∀ x ∈ I. (14)
Also we should mention that the (n + 1)−th eigenvalue χn,α(c) satisfies the following classical
inequalities
n(n+ 2α+ 1)− c2 ≤ χn,α(c) ≤ n(n+ 2α+ 1). (15)
To get the previous upper and lower bounds, we consider the following form of the Sturm-Liouville
operator, associated with the ϕαn,c,
−Dαc (f)(x) = −
1
ωα(x)
[
ωα(x)f
′(x)(1− x2)]′ − (c2x2)f(x)
= −Dα0 (f)(x)− (c2x2)f(x). (16)
Then, from the well known Min-Max characterization of the eigenvalues of a self-adjoint operator
applied to the operator −Dαc with Gn+1 ⊂ L2(I, ωα), an (n+ 1)−dimensional subspace, one gets
χn,α(c) = min
H∈Gn+1
max
U ∈ H
‖U‖L2(I,ωα) = 1
∫ 1
−1
−Dαc (U)(x)U(x)ωα(x)dx
= min
H∈Gn+1
max
U ∈ H
‖U‖L2(I,ωα) = 1
(∫ 1
−1
−Dα0 (U)(x)U(x)ωα(x)dx+
∫ 1
−1
(−c2x2)U(x)U(x)ωα(x)dx
)
The inequalities given by (15) follow from the facts that −c2 ≤
∫ 1
−1
(−c2x2)U(x)U(x)ωα(x)dx ≤ 0
and the Min-Max characterization of χn,α(0) = n(n + 2α + 1). On the other hand, it is interesting
to note that for a fixed integer n ≥ 0, the set of the expansion coefficients (dnk )k has a fast decay to
zero. This is given by the following proposition.
Proposition 1. Let c > 0, α > −1 be two real numbers and let n, k ≥ 0 be two integers. Let
dnk =
∫ 1
−1
P˜
(α,α)
k (x)ϕ
α
n,c(x)ωα(x) dx (17)
Then, we have
|dnk | ≤
Cα
νn,α(c)
ec
k + 12
(
ec
2k + 1
)k
, Cα =
2−αpi3/2√
e(1 + α)
. (18)
Proof: By combining (2), the identity (10) and (17), one gets
|dnk | =
1
νn,α(c)
√
hαk
∣∣∣∣∫ 1−1 P (α,α)k (x)
∫ 1
−1
ecxyϕαn,c(y)ωα(y)dyωα(x)dx
∣∣∣∣
=
1
νn,α(c)
√
hαk
∣∣∣∣∫ 1−1
(∫ 1
−1
ecxyP
(α,α)
k (x)ωα(x) dx
)
ϕαn,c(y)ωα(y)dy
∣∣∣∣
≤ 2
2k+3α+3/2
νn,α(c)
√
hαk
Γ(k + α+ 3/2)
k!
B(k + α+ 1, k + α+ 1)
∫ 1
−1
∣∣Ik+α+1/2(cy)∣∣
|cy|α+1/2 |ϕ
α
n,c(y)|ωα(y) dy.
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It is well known that for µ > −1, see for example [[18], p.227]
|Jµ(z)| ≤ |z|
µ
2µΓ(µ+ 1)
e|Im(z)|, z ∈ C.
On the other hand, it is well known, see [[18], p. 251] that the Bessel function and the modified
Bessel function of the first kinds Jµ, and Iµ are related to each others by the following relation
Iµ(z) = e
−ipiµ/2Jµ(iz), −pi ≤ Argz ≤ pi
2
.
By using the previous two inequalities as well as the previous identity, one gets
|dnk | ≤
22k+3α+3/2
νn,α(c)
√
hαk
ck
k!
B(k + α+ 1, k + α+ 1)
2k+α+1/2
ec
∫ 1
−1
|y|k|ϕαn,c(y)|ωα(y) dy.
Since ‖ϕαn,c‖L2(I,ωα) = 1, then by Ho¨lder’s inequality, one gets
|dnk | ≤ ec
2k+2α+1
νn,α(c)
√
hαk
ck
k!
B(k + α+ 1, k + α+ 1)
√
B(k + 1/2, α+ 1). (19)
Note that from the useful inequalities of the Gamma function, given by (7), one gets
B(k + α+ 1, k + α+ 1) ≤
√
2pi√
2k + 2α+ 3/222k+2α+1
(20)
On the other hand, from [19], we have
B(k + 1/2, α+ 1) ≤ 1
(k + 1/2)(α+ 1)
. (21)
Also, by using the concavity of the logarithmic function and the inequalities (7), one can check that
2
(Γ(k + α+ 1))2
Γ(k + 2α+ 1)k!
≥ e
pi
,
so that
1√
hαk
≤
√
pi
e
√
2k + 2α+ 1 2−α. (22)
Finally, since from (7),we have
ck
k!
≤ 1√
2k + 1
(
2ec
2k + 1
)k
, then by combining (19), (20), (21) and
(22), one gets the desired result (18). 
Next, it is a classical result that the identity (2) gives the analytic extension of the ϕαn,c to the
whole R∗+ and by symmetry (recall that ϕαn,c has the same parity as n), this extension holds over
the whole R∗. This extension as well as the explicit expression of the eigenvalue νn,α(c) are given by
the following lemma.
Lemma 1. Under the notation of the previous proposition, the analytic extension of ϕαn,c(x) is given
by
ϕαn,c(x) =
1
νn,α(c)
+∞∑
k=0
dnk
22k+3α+3/2Γ(k + α+ 3/2)√
hαkk!
B(k + α+ 1, k + α+ 1)
Ik+α+1/2(cx)
(cx)α+1/2
, x ∈ R∗,
(23)
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where
νn,α(c) =
1(
+∞∑
k=0
dnk
kB(α+ 1, k)
√
hαk
)+∞∑
k=0
dnk
22k+3α+3/2Γ(k + α+ 3/2)√
hαkk!
B(k+α+1, k+α+1)
Ik+α+1/2(c)
cα+1/2
.
(24)
Proof: To prove (23), it suffices to use (2) and insert the expansion (12) in the integral, given in
the identity (10). Then by using the fast decay of the expansion coefficients (dnk )k, given by the
previous proposition, together with the fact that, see for example [[18], p.450]
max
x∈[−1,1]
|P (α,α)k (x)| = P (α,α)k (1) =
1
kB(k, α+ 1)
, α > −1,
one can interchange the integral and the sum signs and obtain the identity (23). Finally, the explicit
expression of νn,α(c), given by (24) follows from equalling at x = 1, the two expansions of ϕ
α
n,c, given
by (12) and (23). 
3 Behaviour and fast decay rate of the eigenvalues of the
weighted finite Laplace transform.
In this paragraph, we use the Min-Max theorem and show that the sequence of the eigenvalues
νn,α(c) has a super-exponential decay rate to zero. This is given by the following theorem, which is
one of the main results of this work.
Theorem 1. For given real numbers c > 0, α > −1 and for any integer n > ec2 + 1, we have
νn,α(c) ≤ ec kα
log
(
2n−1
ec
) exp(−(n− 1) log(2n− 1
ec
))
, kα =
2−αpi3/2√
e(α+ 1)
. (25)
Proof: We first recall the Courant-Fischer-Weyl Min-Max variational principle concerning the posi-
tive eigenvalues of a self-adjoint compact operator A on a Hilbert space H, with positive eigenvalues
arranged in the decreasing order λ0 ≥ λ1 ≥ · · · ≥ λn ≥ · · · , then we have
λn = min
f∈Sn
max
f∈S⊥n ,‖f‖H=1
< Af, f >H,
where Sn is a subspace of H of dimension n. In our case, we have A = Lαc , H = L2(I, ωα). We
consider the special case of
Sn = Span
{
P˜
(α,α)
0 , P˜
(α,α)
1 , . . . , P˜
(α,α)
n−1
}
and
f =
∑
k≥n
akP˜
(α,α)
k ∈ S⊥n , ‖ f ‖L2(I,ωα)=
∑
k≥n
|ak|2 = 1.
From the proof of proposition 1, we have
‖Lαc P˜ (α,α)k ‖L2(I,ωα) ≤ kαec
(
ec
2k + 1
)k
, kα =
2−αpi3/2√
e(α+ 1)
. (26)
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Hence, for the previous f ∈ S⊥n , and by using Ho¨lder’s inequality, combined with the Minkowski’s
inequality for an infinite sum and taking into account that ‖f‖L2(I,ωα) = 1, so that |ak| ≤ 1, for
k ≥ n, one gets
| < Lαc f, f >L2(I,ωα) | ≤
∑
k≥n
|ak|‖Lαc P˜ (α,α)k ‖L2(I,ωα) ≤ eckα
∑
k≥n
(
ec
2k + 1
)k
. (27)
The decay of the sequence appearing in the previous sum, allows us to compare this later with its
integral counterpart, that is
∑
k≥n
(
ec
2k + 1
)k
≤
∫ ∞
n−1
e−x log(
2x+1
ec ) dx ≤
∫ ∞
n−1
e−x log(
2n−1
ec ) dx. (28)
Hence, by using (27) and (28), one concludes that
max
f∈S⊥n , ‖f‖L2(I,ωα)=1
< Lαc f, f >L2(I,ωα)≤ ec
kα
log( 2n−1ec )
e−(n−1) log(
2n−1
ec ), kα =
2−αpi3/2√
e(α+ 1)
. (29)
To conclude for the proof of the theorem, it suffices to use the previous Courant-Fischer-Weyl Min-
Max variational principle. 
Remark 1. A result similar to the result of the previous theorem, but for the case of the singular
values of the finite Fourier transform operator, has been recently given in [20]. Moreover, we should
mention that in this last special case, a much more elaborated highly accurate and explicit approxi-
mation formula, leading to a sharp super-exponential decay rate of the singular values has been given
in [16].
It is interesting to note that even for large values of c > 0, and as shown by the previous
theorem, the sequence of the eigenvalues νn,α(c) decays super-exponentially to zero, the first and
largest eigenvalue ν0,α(c) has large value which is comparable with e
c. This behaviour of the large
value is given by the following proposition.
Proposition 2. For real numbers c > 0, α > − 12 and any 0 < γ < 1, we have
ν0,α(c) ≥ Kα,γe(γ2c), Kα,γ =
√
2
pi
(1− γ)2(1− γ2)α−1/2
(α+ 1)
. (30)
Proof: By the Max-Min Theorem, we have
ν0,α(c) = max
S1
min
f∈S1
< Lαc f, f >L2(I,ωα),
where S1 is a subspace of L
2(I, ωα) of dimension 1. In particular for S1 = Span{P˜ (α,α)0 }, we have
ν0,α(c) ≥
〈Lαc P˜ (α,α)0 , P˜ (α,α)0 〉L2(I,ωα).
Taking into account that
Lαc P˜ (α,α)0 (x) =
23α+3/2√
hα0
Γ(α+ 3/2)B(α+ 1, α+ 1)
Iα+1/2(cx)
(cx)α+1/2
, hα0 = 2
2α+1B(α+ 1, α+ 1),
one gets
Lαc P˜ (α,α)0 (x) = 22α+1Γ(α+ 3/2)
√
B(α+ 1, α+ 1)
Iα+1/2(cx)
(cx)α+1/2
, x > 0.
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Moreover, since P˜
(α,α)
0 (x) =
1√
22α+1B(α+ 1, α+ 1)
and by using the parity of Lαc P˜ (α,α)0 (x), one
gets 〈Lαc P˜ (α,α)0 , P˜ (α,α)0 〉L2(I,ωα) = 2α+1/2Γ(α+ 3/2)∫ 1
0
Iα+1/2(cx)
(cx)α+1/2
ωα(x) dx. (31)
Also, from the following integral representation of the Iµ(x), see for example [[18], p.252],
Iµ(x) =
(x
2
)µ 1√
piΓ(α+ 1/2)
∫ 1
−1
(1− t2)µ−1/2ext dt, x > 0,
one gets for 0 < γ < 1,∫ 1
−1
(1− t2)µ−1/2ext dt ≥ eγx(1 + γ)µ−1/2
∫ 1
γ
(1− t)µ−1/2 dt.
Hence, by combining the previous inequality and equality, one gets
Iα(x) ≥ Cα,γxαeγx, Cα,γ = (1− γ
2)α−1/2(1− γ)
2α
√
piΓ(α+ 3/2)
, x > 0. (32)
By using the previous inequality, it is easy to check that∫ 1
0
Iα+1/2(cx)
(cx)α+1/2
ωα(x) dx ≥ Cα,γeγ2c
∫ 1
γ
(1− x2)α dx ≥ Cα,γ (1− γ
2)α
1 + α
(1− γ)e(γ2c). (33)
Finally, by combining (31) and (33), one gets the desired result (30). 
We should mention that it is easy to compute the trace of the operator Lαc . In fact, since
k(x, y) = ecxy, the kernel of Lαc is continuous symmetric and non-negative definite, then by Mercer’s
theorem, the trace of Lαc is given by
Trace(Lαc ) =
+∞∑
n=0
νnα(c) =
∫ 1
−1
ecx
2
(1− x2)αdx.
Also, by use the substitution t = x2 and the integral representation of the Kummer’s function (9),
one gets
Trace(Lαc ) =
∫ 1
0
ect(1− t)α 1√
t
dt = B
(
1
2
, α+ 1
)
1F1
(
1
2
, α+
3
2
, c
)
. (34)
4 Eigenfunctions of Lαc : Uniform bounds and their quality
of approximation.
In this paragraph, we first give an upper bound for the eigenfunction ϕαn,c. This bound generalizes or
improves the bounds obtained in [21, 22] and [8], in the cases of the finite Fourier transform operator
and the weighted finite Fourier transform operator, respectively. Then, by using this bound together
with the fast decay rate of the eigenvalues νn,α(c), we check that the ϕ
α
n,c are well adapted for the
approximation of functions from the space Lαc
(
L2(I, ωα)
)
. Note that to get an uniform bound of
ϕαn,c, we first need a local estimate of ϕ
α
n,c, given by the following lemma. Note that the proof of this
lemma is similar, and slightly different from the proof of proposition 2 of [8], given in the weighted
finite Fourier transform operator case.
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Lemma 2. Let c > 0, α > −1, be two real numbers. Then, for any integer n ∈ N, satisfying
q =
c2
χn,α(c)
≥ 0 and q ≤ α2 if α > 0, we have:
sup
t∈[−1,1]
(1− t2)ωα(t)
(
ϕαn,c(t)
)2 ≤ 1 + α. (35)
Proof: The proof uses a classical technique for the local estimates of the eigenfunctions of a Sturm-
Liouville operator. In our case, the eigenfunction ϕαn,c has the same parity as n. Hence, it suffices
to prove the previous estimate on the interval [0, 1]. We consider the auxiliary function, defined on
[0, 1] by
Zn(t) =
(
ϕαn,c(t)
)2
+
1− t2
(1 + qt2)χn,α(c)
(
(ϕαn,c)
′(t)
)2
. (36)
Since
−D(α)c (ϕαn,c(t)) = χn,α(c)ϕαn,c(t),
then a straightforward computation gives us,
Z ′n(t) =
2((ϕαn,c)
′)2(t)
χn,α(c)(1 + qt2)
[
t(2α+ 1)− 2t(1− t
2)q
(1 + qt2)
]
. (37)
Next, we consider a second auxiliary function, given by
Kn(t) = (1− t2)ωα(t)Zn(t), ∀ t ∈ [0, 1].
By using the previous expression of Z ′n(t), one can easily check that
K ′n(t) = −2t(α+ 1)ωα(t)(ϕαn,c(t))2 +A(t)((ϕαn,c)′(t))2
ωα(t)(1− t2)
χn,α(c)(1 + qt2)
,
where
A(t) = 2t
[
α− 2q(1− t
2)
(1 + qt2)
]
=
2t
(1 + qt2)
[
(α+ 2)qt2 + (α− 2q)] . (38)
We first consider the case α > 0, then by using the previous second form of A(t), one concludes that
A(t) ≥ 0, for any t ∈ [0, 1] and any n ∈ N with 0 ≤ q ≤ α2 . Hence, in this case, we have
K ′n(t) ≥ −2t(α+ 1)ωα(t)(ϕαn,c(t))2, t ∈ [0, 1].
Moreover, since Kn(1) = 0 and since 2
∫ 1
0
(ϕαnc(t))
2ωα(t)dt = 1, then from the previous inequality,
one gets
sup
x∈[0,1]
(1− x2)ωα(x)
(
ϕαn,c(x)
)2 ≤ sup
x∈[0,1]
Kn(x) ≤ 2(α+ 1)
∫ 1
0
ωα(t)(ϕ
α
n,c(t))
2dt = α+ 1.
Finally, if −1 < α < 0, then by considering the interval [−1, 0] and using the first form of the
quantity A(t), given by (38), one concludes that A(t) ≥ 0, for t ∈ [−1, 0]. Again, since Kn(−1) = 0,
then by applying the same steps as in the case where α > 0, one concludes that
sup
x∈[−1,0]
(1− x2)ωα(x)
(
ϕαn,c(x)
)2 ≤ α+ 1,
whenever −1 < α < 0. This concludes the proof of the lemma. 
Once the local estimate (35) has been established, we prove the following theorem that provides
us with a uniform bound of the eigenfunction ϕαn,c.
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Theorem 2. Let c > 0, α > − 12 be two real numbers. Then, for any integer n ∈ N, satisfying
χn,α(c) ≥ 6
(
α+ 1
α+ 3
)
, and q =
c2
χn,α(c)
≤
{
1
2 + α if − 1/2 < α ≤ 0
min
(
1, 12 + α
)
if α > 0,
we have
sup
t∈[−1,1]
|ϕαn,c(t)| = |ϕαn,c(1)| ≤ 3
√
α+ 1 (χn,α(c))
α+1
2 . (39)
Proof: We first note that since ϕαn,c has the same parity as n, then it suffices to have a bound over
[0, 1]. For this purpose, it is a classical technique to consider the same auxiliary function Zn(·) given
by (36). Straightforward computation gives us
Z ′n(t) =
2t
(
(ϕαn,c)
′)2 (t)
χn,α(c)(1 + qt2)2
[
(2α+ 3)qt2 + (2α+ 1− 2q)] . (40)
Hence, for any integer n ∈ N, with 0 ≤ q = c2χn,α(c) ≤ α + 12 , the function Zn(·) is positive and
increasing. Consequently, we have sup
[0,1]
Zn(t) = Zn(1) = (ϕ
α
n,c(1))
2. That is
sup
[0,1]
|ϕαn,c(t)| = |ϕαn,c(1)| (41)
To bound the quantity |ϕαn,c(1)|, we proceed as follows. Since for x ∈ [0, 1] we have,
((1− x2)ωα(x)(ϕαn,c)′(x))′ = −χn,α(c)ωα(x)(1 + qx2)ϕαn,c(x).
Then by an integration over [x, 1], where x ∈ [0, 1[, one gets
|(ϕαn,c)′(x)| ≤
χn,α(c)
(1− x2)ωα(x)
∫ 1
x
ωα(t)(1 + qt
2)|ϕαn,c(t)|dt ≤
χn,α(c)
(1 + x)
(1 + q)|ϕαn,c(1)|. (42)
A second integration over [x, 1], gives us
|ϕαn,c(x)| ≥ |ϕαn,c(1)|
(
1− χn,α(c)(1 + q) log
( 2
1 + x
))
. (43)
Let xn ∈]0, 1[ be such that
log
( 2
1 + xn
)
=
γ
χn,α(c)
,
where the constant γ is to be fixed later on. Note that from this choice of xn, we have
1− x2n = 4
(
1− e−γ/χn,α(c))e−γ/χn,α(c).
Moreover, since
(1− e−x)e−x ≥ 3
4
x, 0 ≤ x ≤ 1
6
,
then, we have
1− x2n ≥ 3
γ
χn,α(c)
, whenever
γ
χn,α(c)
≤ 1
6
. (44)
By substituting x with xn in (43) and using (44) together with the local estimate given by (35), one
gets
|ϕαn,c(1)| ≤
√
α+ 1
1
1− γ(1 + q) (1− x
2
n)
−(α+1)/2
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≤ 3−(α+1)/2√α+ 1 γ
−(α+1)/2
1− γ(1 + q) (χn,α(c))
α+1
2 . (45)
The function γ → γ
−(α+1)/2
1− γ(1 + q) has the unique critical point γ =
α+ 1
(3 + α)(1 + q)
, which correspond to
its maximum. Also, from the conditions on χn,α(c), the inequality (44) is always satisfied. Moreover,
by substituting this value of γ in the previous inequality and using the fact that q ≤ 1, one gets
|ϕαn,c(1)| ≤
√
α+ 1
(α+ 3)
2
(
2(α+ 3)
3(α+ 1)
)(α+1)/2
(χn,α(c))
α+1
2 . (46)
Finally, it is easy to check that the function defined for α ≥ −1/2, by f(α) = (α+ 3)
2
(
2(α+ 3)
3(α+ 1)
)(α+1)/2
has a global maximum at α = 3 and its maximum is given by f(3) = 3. This concludes the proof of
the theorem. 
In the last part of his paragraph, we check via the following proposition, that the ϕαn,c are well
adapted for the approximation of functions from the space Lαc
(
L2(I, ωα)
)
. Note that the analysis
of similar spectral approximations by the eigenfunctions of the finite Fourier transform operator or
the more general weighted finite Fourier transform operator, have been given in [23, 24] and [8, 9],
respectively.
Proposition 3. Let c > 0, α > −1/2 be two real numbers and let g = L(α)c f, where f ∈ L2(I, ωα).
Let Sn(g)(x) =
∑
k≤n
< g,ϕαk,c >L2(I,ωα) ϕ
α
k,c. For any integer n ≥ ec2 and satisfying the conditions of
theorem 2, we have
‖g − Sn(g)‖L2(I,ωα) ≤ kαec
1
log
(
2n+1
ec
) exp(− n log (2n+ 1
ec
))‖f‖L2(I,ωα), kα = 2−αpi3/2√
e(α+ 1)
(47)
and
sup
x∈[−1,1]
|g(x)−Sn(g)(x)| ≤ K ′αec
((n+ 1)(n+ 2α+ 2))
α+1
2
log
(
2n+1
ec
) exp(−n log (2n+ 1
ec
))‖f‖L2(I,ωα), (48)
where K ′α is a constant depending only on α.
Proof: We first recall that since Lαc is a self-adjoint compact and one to one operator, then
B = {ϕαn,c, n ≥ 0} is an orthonormal basis of L2(I, ωα). Hence, for f ∈ L2(I, ωα), we have f(y) =∑
n≥0
bn(f)ϕ
α
nc(y) with bn(f) =< f,ϕ
α
nc >L2(I,ωα) . Moreover, it is easy to check that if f ∈ L2(I, ωα),
then g = Lαc f ∈ L2(I, ωα). Hence, we have
g(x) =
∞∑
k=0
bk(g)ϕ
α
k,c(x), bk(g) =
∫ 1
−1
g(t)ϕαk,c(t)ωα(t) dt, x ∈ [−1, 1]. (49)
Here, the equality holds in the L2(I, ωα)−sense. Moreover, we check that for such a function g,
the corresponding previous series expansion converges absolutely to g. In fact, since the function
(x, y) → ecxyf(y)ϕαk,c(x) belongs to L1(I × I, ωα(y)ωα(x)), (Recall that I is a compact interval),
then by Fubini’s theorem, we have
bk(g) =
∫
I
(∫
I
ecxyf(y)ωα(y) dy
)
ϕαk,c(x)ωα(x) dx
=
∫
I
(∫
I
ecxyϕαk,c(x)ωα(x) dx
)
f(y) dy = νk,α(c)bk(f). (50)
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Also, from Parseval’s identity, we have ‖f‖2L2(I,ωα) =
∞∑
k=0
|bk(f)|2. Hence, the identity (50) implies
that
|bk(g)| ≤ νk,α(c)‖f‖L2(I,ωα), k ≥ 0. (51)
That is, the expansion coefficients of g have a super-exponential decay rate to zero, similar to the
decay rate of eigenvalues νn,α(c). Moreover, we have
‖g − Sn(g)‖2L2(I,ωα) =
∑
k≥n+1
|bk(g)|2 =
∑
k≥n+1
(νk,α(c))
2 |bk(f)|2
≤ (νn+1,α(c))2
∑
k≥n+1
|bk(f)|2 ≤ (νn+1,α(c))2 ‖f‖2L2(I,ωα)
To conclude for the proof of (47), it suffices to use the decay rate of νn,α(c), given by (25). To prove
(48), it suffices to use the fact that the expansion (49) holds point-wise. Hence, by using the bound
of ϕαn,c, given by (39) as well the upper bound of the eigenvalues χn,α(c), given by (15), one gets for
any x ∈ I,
|g(x)− Sn(g)(x)| ≤
∑
k≥n+1
|bk(g)| sup
x∈I
|ϕαk,c(x)|
≤ 3√α+ 1
 ∑
k≥n+1
νk,α(c)(χk,α(c))
(α+1)/2
 ‖f‖L2(I,ωα)
≤ 3√α+ 1
 ∑
k≥n+1
νk,α(c)(k(k + 2α+ 1))
(α+1)/2
 ‖f‖L2(I,ωα)
Finally, to conclude the proof of (48), it suffices to combine the previous inequality with the super-
exponential decay rate of the νk,α(c), given by (25). 
5 Numerical results
In this paragraph, we give various numerical examples that illustrate the different results of this work.
Example 1: In this example, we first check that a truncated version of formula (24) is highly
accurate for computing approximate values ν˜n,α(c) of the corresponding eigenvalues νn,α(c). To do
so, we have considered the values of c = pi and α = − 34 and used formula (24) truncated to the order
N = 90 to compute the approximate values of the first 80 eigenvalues. Then, we have compared
the exact value of the trace of Trace(Lαc ) = B
(
1
2 , α+ 1
)
1F1
(
1
2 , α+
3
2 , c
)
, given by (34) with the
approximate trace T˜ r(Lαc ) =
∑80
n=0 ν˜n,α(c). We have found that
|Trace(Lαc )− T˜ r(Lαc )| = 2.42E − 62.
Next, we illustrate the results of theorem 1, concerning the super-exponential decay rate of the
eigenvalues νn,α(c). For this purpose, we have used two values of α = − 34 and α = 1 and the five
values of c = kpi, 1 ≤ k ≤ 5. Then, we have used the previous truncated version of formula (24)
and computed highly accurate approximate values of log(ν˜n,α(c)), corresponding to the exact values
log(νn,α(c)), for different values of n. The obtained numerical results are given by Figure 1.
Also, to check the theoretical upper bound νn,α(c) of the eigenvalue νn,α(c), given by the right
hand side of (25), we have plotted in Figure 2, the graphs of the log(νn,α(c)) versus the graphs of
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Figure 1: (a) Graphs of log(νn,α(c)) with α = − 34 and different values of c = pi, 2pi, 3pi, 4pi, 5pi, (from
the left to the right), (b) same as (a) with α = 1 instead of α = − 34 .
Figure 2: (a) Graphs of log(νn,α(c)) (in red circles) versus its theoretical bound log(νn,α(c)) (in
blue boxes) for c = pi and α = − 34 , (b) same as (a) with α = 1 instead of α = − 34 .
14
c ν0,α(c), α = − 34 ν0,α(c), α = 1
pi 3.24362E + 01 1.73873E + 00
2pi 6.19658E + 02 7.51136E + 00
3pi 1.29094E + 04 7.40701E + 01
4pi 2.77508E + 05 9.48287E + 02
5pi 6.06695E + 06 1.39132E + 04
Table 1: Values of the first eigenvalues of Lαc for α = − 34 , 1 and different values od c.
log(νn,α(c)) in the case where c = pi and α = − 34 , 1.
Next, we illustrate the property that the first eigenvalue ν0,α(c) has an exponential blow-up with
respect to c. This property has been explained by proposition 2 in the case where α > − 12 . For this
purpose, we have considered the values of c = kpi, 1 ≤ k ≤ 5 and the two values of α = − 34 , 1. Then,
we have computed the values of the corresponding eigenvalues ν0,α(c), given by Table 1. Note that
from the numerical results, this blow-up holds for the first few values of νn,α(c).
Example 2: In this last example, we illustrate the spectral approximation quality by the eigenfunc-
tions of the weighted finite Laplace transform operator. Also, we illustrate the finite Laplace spectral
based method for the inversion of this last operator. Recall that from proposition 3, these eigenfunc-
tions are particularly well adapted for the approximation of functions from Lαc (E), E = L2(I, ωα).
Nonetheless, from the general property of self-adjoint compact and one to one operators, the set of
these eigenfunctions is also an orthonormal basis of E. In this example, consider the value of α = 0
and the test function
ga,β(x) = L0c(fa,β)(x), fa,β(t) = eβt sin(at), x ∈ I, (52)
where a, β ∈ R. Straightforward computations give us the following explicit expression of g,
ga,β(x) =
2
a2 + β2 + c2x2 + 2cxβ
(
(cx+ β) sin(a) cosh(cx+ β)− a cos(a) sinh(cx+ β)
)
. (53)
By using the Jacobi series expansion of the ϕαn,c, with the exponential decay rate of the expansion
coefficients (dnk )k, combined with the identity bn(g) = νn,α(c)bn(f), given by (50), these different
series expansion coefficients of ga,β are given by the following formula,
bn(ga,β) = νn,α(c)
∑
k≥0
dnk < P˜
(0,0)
k , fa,β >L2(I) .
In the special c = a = 5pi and β = 3, we have computed Sn(ga,β), with n = 16 and found the
following uniform and L2−errors, given by
sup
x∈I
|g5pi,3(x)− S16(g5pi,3)(x)| = 3.95E − 04, ‖g5pi,3(x)− S16(g5pi,3)(x)‖L2(I) = 8.79E − 05.
As predicted by Proposition 3, our proposed spectral approximation method based on the eigenfunc-
tions ϕαn,c is highly accurate for the approximation of functions from the space Lαc (L2(I, ωα)). Also,
it is known from the literature, see [9, 23, 24], that a spectral approximation scheme for band-limited
functions and based on the eigenfunctions of the finite or more generally the weighted finite trans-
form operators, outperforms the schemes based on the Jacobi polynomials. It seems that this is also
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true for the spectral approximation by the eigenfunctions of the Laplace transform. Indeed, we have
repeated the previous test, by substituting the projection S16(g5pi,3) by Π16(g5pi,3), the projection
over the subspace spanned by the first 17 polynomials P˜
(α,α)
k , α = 0. In this case, we have found
that
sup
x∈I
|g5pi,3(x)−Π16(g5pi,3)(x)| = 399.81, ‖g5pi,3(x)−Π16(g5pi,3)(x)‖L2(I) = 65.19.
We should mention that the projection over a larger subspace, given by Π28(g5pi,3), and spanned
by the first 29 Jacobi polynomials provides similar results, than the projection S16(g5pi,3). More
precisely, we have found that
sup
x∈I
|g5pi,3(x)−Π28(g5pi,3)(x)| = 1.82E − 04, ‖g5pi,3(x)−Π28(g5pi,3)(x)‖L2(I) = 2.63E − 05.
Example 3: In this last example, we describe the use of the identity (50) for the numerical approx-
imation of the inverse of the weighted finite Laplace transform. In fact, if g = Lαc (f), where f ∈
L2(I, ωα) is unknown but for someN ∈ N, the projection of g, given by SN (g)(x) =
N∑
k=0
bk(g)ϕ
α
k,c(x), x ∈ I
is known, then from (50), we have
fN = S
−1
N (g) =
N∑
k=0
bk(g)
νk,α(c)
ϕαk,c,
a numerical approximation of f. Moreover, under the assumption that for some s > 0, the function
f belongs also to a Sobolev type space H˜s, of those functions in L2(I, ωα) with a finite norm, given
by
‖f‖2
H˜s
=
∞∑
n=0
(1 + n2)s|bn(f)|2,
then from the Parseval’s identity, satisfied by the orthonormal basis given by the ϕαk,c, one can easily
check that
‖f − fN‖2L2(I,ωα) = ‖f − S−1N (g)‖2L2(I,ωα) =
∑
n≥N
|bn(f)|2 ≤ (N + 1)−2s‖f‖2H˜s .
We have applied the previous scheme with c = 5pi, α = 0 and the function g5pi,3 of the previous
example. In this case, the exact inverse finite Laplace transform of g5pi,3 is given by f5pi,3(x) =
e3x sin(5pix). For the value of N = 30, we have found that
sup
x∈I
|f5pi,3(x)− S−1N (g5pi,3)(x)| = 1.67E − 04, ‖f5pi,3 − S−1N (g5pi,3)‖L2(I) = 2.95E − 05.
Remark 2. We should mention that due to the fast decay of the eigenvalues νn,α(c), the previous
scheme is numerically unstable in the presence of an added small perturbation to the function g.
In this case, the previous scheme has to be combined with a regularization scheme for the ill-posed
problems. The study of this issue as well the issue of the performance of the spectral approximation
scheme based on the eigenfunctions and eigenvalues of the weighted finite Laplace transform, com-
pared to the classical scheme based on classical orthogonal polynomials, is beyond the scope of this
work. These issues will be studied in a future work.
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