Abstract. We consider the condition of orthogonal polynomials, encoded by the coe cients of their three-term recurrence relation, if the measure is given by modi ed moments (i.e. integrals of certain polynomials forming a basis). The results concerning various polynomial bases are illustrated with simple examples of generating (possibly shifted) Chebyshev polynomials of rst and second kind.
which has no meaning for the recurrence relation, but uni es some other formulas (see equation (14) below). It is well-known that the generation of the orthogonal polynomials (or, equivalently, of the coe cients j and j ) from ordinary moments (2) with some properly chosen polynomials p k (e.g. Chebyshev polynomials). Of course, we should be able to calculate or estimate the condition of the map K n : m 0 ; : : : ; m 2n?1 ] > ?! 0 ; : : : ; n?1 ; 0 ; : : : ; n?1 ] > :
In 3] and 5], the map G n from modi ed moments to the vector of nodes and weights of a Gauss quadrature rule is considered, instead, and from this estimates are given for the condition of our original map K n . Fortunately, a more direct approach is possible.
Maps and norms
If we denote by m 2 R for any polynomial q of degree less or equal 2n ? 1, and denote by G n the map G n :
de ned by G n (m) = : The sensitivity of the nonlinear maps K n and G n can be measured by the norm of the Fr echet derivatives K 0 n and G 0 n , which are linear maps (the Jacobians of K n and G n ) from R We mention here that the condition number "cond" de ned in 3: Formula 2.1] for the map = G n (m) in our notations will be cond (G n ; m) = kmk k k kG 0 n (m)k
(compare 3: Formula 2.2]). The partial derivatives constituting the Jacobian K 0 n will be evaluated in the following section. 
for all polynomials q 2 P N , with some linear functionals c j . Note that for the degree of the polynomials we do not assume deg(p j ) = j, i.e. the case of Bernstein polynomials or Lagrange interpolation polynomials is included! The case of ordinary moments is included as well, here we have p j (x) = x j and c j (q) = q (j) (0) j! (remember that we are in a nite-dimensional space, where all norms are equivalent and all linear operations are continuous). For the following, we need partial derivatives of integrals. Lemma 1. Let q 2 P N be some polynomial depending on m 0 ; : : : ; m N , with continuous partial derivatives in some neighbourhood of the point m 0 ; : : : ; m N ] > , and let (2) and (4) hold. Then
Proof. From (2) and (4) (6) we obtain rst, with the help of (5),
The second relation in (6) gives
and this means
Thus we have the following Corollary 1. Under our assumptions (2); (4) and (6) 
The derivation of (11) (11) we nally obtain the following Theorem 1. Let (2); (4) and (6) 
Some examples
In order to illustrate our results, we consider Chebyshev polynomials of rst and second kind. To compare our results with those of W. Gautschi 3] , we consider shifted Chebyshev polynomials as well (we will mark any quantity related to the shifted polynomials with an asterisk). 
As in the preceding subsection, we will consider shifted polynomials. Lemma 2. Let q 2 P N be a polynomial with real coe cients. Then the auxiliary quantities a 1 (q) and a 2 (q) introduced in Section 3 can be written down explicitly:
(i) If the coe cients of q have alternating sign, then a 1 (q) = jq(?1)j.
(ii) If q contains only odd (or only even) powers of x with coe cients of alternating sign, then a 1 (q) = jq(i)j.
(iii) The quantity a 2 (q) can be expressed as a 2 (q) = (iii) The formula for a 2 (q) is an immediate consequence of the orthogonality of the functions e ij We are now ready to give explicit results for the simple Examples 4.1 { 4.2* above.
Theorem 2. For our examples the sup-norm of the Jacobian K 0 n can be calculated exactly.
(i) Let the measure be de ned as in Example 4:1 (Chebyshev polynomials of rst kind). Then the sup-norm of K 0 n will be kK 0 n k 1 = 4 U n?2 (3) for n 2:
In the case of shifted Chebyshev polynomials of rst kind this norm evaluates as kK 0 n k 1 = 4 U 2n?3 (3) for n 2:
(ii) For Chebyshev polynomials of second kind (Example 4:2) we have the result kK 0 n k 1 = U n?1 (3) for n 2:
10 H. (17), (19), (20) and (31) we can see that kK 0 n k 1 will be the maximum of We see easily that there always holds jU j (i)j jU j?1 (i)j. Consequently, the maximal value will be 2 max 1 j n?1 jU 2j?1 (i)j = 2 jU 2n?3 (i)j if only this is not less than Hence, all polynomials j have coe cients of alternating sign, and a 1 ( j ) = j j (?1)j. Again, from equations (17), (21), (22) and (35) we obtain kK 0 n k 1 = j 2n?1 (?1)j = 4U 2n?3 (3), if only this is not less than max j=0;1;2 j j (?1)j = 3 2 , and this is true for all n 2.
The proof of equations (29) and (30) Of course, our equation (37) 
Proof. In the case of Chebyshev polynomials of rst kind, we can see from our equations (19) and (20) . If the support of our measure is an interval, we could, of course, use well-known good nodes of interpolation (e.g. Chebyshev nodes), where the basic polynomials remain uniformly bounded. Unfortunately, this is only theoretically useful, too. It is hardly ever possible to compute the "Lagrange moments" practically even in the case of very simple measures .
Orthonormal systems
Let now fp j g N n=0 be a system of orthonormal polynomials with respect to some measure s.
Then the coordinate functional c j will be c j (q) = R q(x) p j (x) ds(x). We shall concentrate 
