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The interaction between a qubit and its environment provides a channel for energy relaxation
which has an energy-dependent timescale governed by the specific coupling mechanism. We measure
the rate of inelastic decay in a Si MOS double quantum dot (DQD) charge qubit through sensing
the charge state’s response to non-adiabatic driving of its excited state population. The charge
distribution is sensed remotely in the weak measurement regime. We extract emission rates down to
kHz frequencies by measuring the variation of the non-equilibrium charge occupancy as a function of
amplitude and dwell times between non-adiabatic pulses. Our measurement of the energy-dependent
relaxation rate provides a fingerprint of the relaxation mechanism, indicating that relaxation rates
for this Si MOS DQD are consistent with coupling to deformation acoustic phonons.
Introduction- Spontaneous emission and absorption
are fundamental processes of energy exchange between a
two-level system and its environment. The emission and
absorption rates for quantum dots (QD) depend on mi-
croscopic details such as the materials [1] and geometry[2]
of the particular experimental system, and are important
factors for properties such as inelastic tunneling, excited
state relaxation times [3] (e.g., T1 for charge quantum
bits), photon emission, and thermal equilibration times.
Silicon quantum dots are of particular interest because
of their promise for quantum information science, which
is motivated by the ability to achieve very long electron
spin coherence times with isotopic enrichment [4]. Inter-
est has also intensified recently because of improvements
in the design and fabrication of few-electron Si double
quantum dots (DQD) that have achieved more ideal QD
behavior[5, 6].
Silicon has a non-polar crystal structure with weak
electron-phonon piezoelectric coupling, and in many
cases it is expected that acoustic phonons will dominate
excited state relaxation. A recent examination of the re-
laxation time energy dependence, using a well-established
technique called photon assisted tunneling, showed an en-
ergy dependence that was inconsistent with an acoustic
phonon spectral density [7]. There are few other direct
quantitative measurements of silicon DQD excited charge
state relaxation times and those, for example, use current
through the DQD as a probe, limiting the measurable
range to emission rates that directly produce detectable
currents through the DQD [8, 9]. Strong coupling to
the DQD through the leads for current measurement, or
even relatively strong remote sensing [10–12], can fur-
thermore perturb the DQD and its relaxation times, lead-
ing to a convolution of effects that obscures the under-
lying physics of the DQD’s interaction with its environ-
ment. An improved and more complete measurement of
relaxation times in Si DQDs is of significant interest to
better understand this central property of Si quantum
dot physics.
In this Letter, we extract the energy-dependent spon-
taneous emission of a silicon double quantum dot using
a method that can be generalized to other two-level sys-
tems. With a neighboring weakly-coupled charge sen-
sor, we measure the steady-state charge distribution of a
Si DQD charge qubit while subject to periodic diabatic
pulsing of varying frequency and pulse amplitude. The
variation of the charge distribution with these parameters
depends strongly on the functional form of the energy-
dependent spontaneous emission, providing a clear signa-
ture of the underlying microscopic physical mechanism
responsible for the steady-state distribution. We extract
the energy-dependent spontaneous emission rate in the Si
DQD by fitting to the steady-state charge distribution,
finding quantitative agreement with acoustic phonons as
the dominant channel for energy relaxation. Estimates
of the elastic tunnel coupling and spectral density can
also be extracted with this approach. This technique
extends the range of measurable spontaneous emission
rates (∼kHz in this case), which are slow relative to the
charge decoherence time or measurable inelastic electron
transport times.
Experiment- We perform all measurements on the sil-
icon DQD nanostructure shown in Fig. 1(a). The nomi-
nal fabrication steps for this device have been described
previously [13]. The right constriction acts as a quan-
tum point contact (QPC) charge sensor [14]. The con-
ductance of the constriction is approximately 5 µS, and
we estimate that the change in conductance is approx-
imately 0.01% when the electron occupation of the left
dot changes by one. We carry out the experiment in a
dilution refrigerator at 25 mK base temperature, with a
perpendicular B-field of 100 mT.
Figure 1(b) shows a representative charge stability di-
agram of this system, measured with the QPC transcon-
ductance. Charge sectors labeled (N,M) correspond to
regions in the VLP -VRP plane for which, at equilibrium,
the DQD has N (M) charge quanta on the left (right)
quantum dot. The background slope in the charge sensor
current is due to capacitive coupling between the charge
sensor and neighboring gates, which slowly modulates the
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2conductance. The current through the QPC probes the
charge distribution within the DQD. In the differential
QPC current plotted in Fig. 1(b), transitions between
charge sectors appear as light lines on a dark background.
Here, we are interested in charge-conserving transitions
of the form (N + 1,M) ↔ (N,M + 1). To drive the
system across this transition, we pulse between VLP and
VRP along a diagonal sweep perpendicular to the tran-
sition boundary. The detuning voltage is the distance
along this diagonal from the charge sector boundary.
FIG. 1: (Color online) (a) Scanning electron microscopy im-
age of depletion gates, with measurement setup. An Al global
gate above the depletion gates shown in the SEM is biased
to 3.65 V, and the L, R, TP, CP, LQPC, and RQPC gates
are biased to -0.2, -1.2, 0.05, -0.15, 0, and -7.8 V, respec-
tively, (b) Schematic of ground and first excited state ener-
gies as a function of detuning. Highlighted on the schematic
are an adiabatic passage (blue) and diabatic passage (green
dash) with relaxation (red), (c) Charge stability diagram of
the double quantum dot obtained from the differential charge
sensing measurement; |L〉 and |R〉 indicate the two charge
sectors defining the charge qubit and the green line indicates
the detuning direction across the charge transition line, (in-
set upper right) charge transition region between VLP and
VRP when a 43 Hz square wave is applied, which doubles the
transition line (dashed lines added to guide the eye), (inset
lower right) analog derivative of the QPC current across the
doubled charge transition line.
In the vicinity of the transition, the lowest-energy
states of the DQD are spanned by a basis {|L〉, |R〉},
states having excess charge on the left or right quantum
dot, respectively. In this basis, the qubit Hamiltonian is
H = −(σz + ∆σx)/2, where  is the detuning, ∆ is the
tunnel coupling between the dots, and σx (σz) is the X
(Z) Pauli matrix. We denote the density matrix of the
qubit at time t as ρ(t).
Following the diagonal path in (VLP , VRP ) indicated
in Fig. 1(b), the charge occupation shifts from the left
to right QD. At thermal equilibrium, the population of
the ground and excited states correspond to their respec-
tive Boltzmann weights. The probability for the qubit to
be in state |R〉 is PR = 12
[
1 − ~Ω tanh
( ~Ω
2kBTe
)]
, where
~Ω =
√
2 + ∆2 is the energy gap and Te is the electron
temperature, determined to be Te ≈ 300 mK by fitting
this formula to the observed inter-dot charge transition
[15]. The derivative of this charge distribution with re-
spect to detuning appears as a peak in the equilibrium
differential charge sensing data about  = 0, shown in
Fig. 1(c).
The ground and excited state occupations coincide
with their equilibrium values if the rate of relaxation to
equilibrium is fast relative to the timescale of any con-
trol variation. Deviation from this equilibrium charge
occupation occurs as control pulses approach relaxation
timescales. We probe the relaxation rate and energy
dependence by varying the pulse timescale and ampli-
tude. More precisely, we measure the time-averaged
charge occupation n = 〈R|ρ(t)|R〉 in the presence of a
square wave of fixed peak-to-peak amplitude δ and fre-
quency f , superimposed onto a variable DC detuning off-
set  such that the detuning periodically takes the values
± =  ± δ/2. If − < 0 < +, the qubit repeatedly
passes through the anti-crossing at  = 0, with a waiting
time tw between each detuning sweep.
If the Hamiltonian is swept through  = 0 in a suf-
ficiently short time τ , ground state population will be
pumped into excited state population and vice versa.
The transition will be diabatic if τ  2~δ/pi∆2, ac-
cording to the Landau-Zener formula [16–19]. Since the
ramp time τ is held fixed in this experiment (τ ≈ 16 ns)
and a change in the observed n is effected solely through
variation of f , we argue that the transitions in this device
are diabatic, i.e. the sweep between ± is fast compared
with the adiabatic timescale for traversing the avoided
level crossing. If the transitions between − and + were
adiabatic, we would expect to observe that n(, f) is in-
dependent of f .
Experimental results- Figures 2(a,b) show differential
charge measurements with this square wave modulation
of the detuning. For small f , Figs. 2(a,b) exhibit two
peaks, corresponding approximately to the two detuning
locations for which either + or − align with the zero
detuning point. Toggling at this low frequency leads to a
doubled charge stability diagram, i.e. two superimposed
copies of the equilibrium diagram as in Fig. 1(c) shifted
relative to one another along the diagonal by the toggling
amplitude δ. The separation of the peaks for small f is
commensurate with the peak-to-peak amplitude of the
square wave. When two peaks are well defined in the
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FIG. 2: (Color online) Differential charge sensing measure-
ments for toggling amplitudes of (a) 0.21 meV and (b) 0.53
meV. Error bars correspond to ± twice the standard error
of the mean, with 100 measurements at each detuning value.
The time-averaged occupation n(, f) for δ equal to (c) 0.21
meV and (d) 0.53 meV, calculated from smoothed differen-
tial conductance data [see Supplementary]. Horizontal lines
denote the frequencies probed in the experiment.
QPC transconductance, this indicates distinct regions of
zero, half, and one average charge occupation. In this
regime, relaxation is sufficiently fast that all excited state
occupation has relaxed to the ground state well before
the waiting time tw. The intermediate plateau, where
n ≈ 0.5, is visible in Fig. 2(c,d). The peaks merge
as f increases, indicating a significant divergence from
the thermal equilibrium distribution. This signals that
the waiting time is approaching the relaxation timescale.
As f grows, the charge qubit does not have time to re-
lax completely to its ground state during each waiting
interval tw, and as a result the middle plateau region
disappears. This variation of the mean charge distribu-
tion with f and  provides quantitative information about
how the relaxation rate depends on the detuning energy.
We observe that the frequency at which the peaks merge
depends on the toggling amplitude δ, a further indica-
tion that the relaxation rate depends on the probe energy
scale. We furthermore note that the charge sensor is op-
erating in the weak measurement regime where the relax-
ation times, although slow, are still much faster than the
back-action of the charge sensor. Therefore, back-action
does not significantly perturb the spontaneous emission
rates. The measurement regime is dependent on the rela-
tive rate of relaxation compared to the back-action rate,
which has been estimated as γ = (
√
I1−
√
I2)
2/2pie [10].
In this experiment the change in sensor current was of the
order of 0.25 pA, amounting to order of Hz back-action
compared to kHz relaxation times.
Rate modeling- We model the coupling between the
charge qubit and its environment according to the spin-
boson model [20]. Making the Born and Markov approx-
imations, where the coupling to the bath is assumed to
be sufficiently weak and the bath timescales shorter than
any relevant qubit timescales [21, 22], the rate of relax-
ation to thermal equilibrium depends on the tunnel cou-
pling ∆, energy gap ~Ω, and spectral density J(ω) of the
boson bath as
Γr(ω) =
2pi
~2
( ∆
~ω
)2
J(ω) coth(β~ω/2), (1)
where β = (kBT )
−1 is the inverse temperature [21] [see
Supplementary]. The response of the calculated elec-
tron occupation depends strongly on the functional form
of the spectral density, as illustrated in Fig 3 by the
contrast between two phenomenological example cases,
Ohmic and super-Ohmic. From Eq. (1) we can extract
properties of J(ω) by fitting to the experimentally ob-
served charge occupations as a function of the detuning
parameters and pulse frequency f . The dependence of
the relaxation rate on the energy gap ~ω can be deduced
quantitatively, as described below, even in regimes where
the relaxation time is much longer than either the de-
phasing time [23] or transport times through the DQD
[1].
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FIG. 3: (Color online) Examples of charge occupation vs de-
tuning according to the phenomenological rate model, taking
δ = 0.21 meV, ∆ = 1 µeV, T = 0.3 K, and ~ωc = 0.5 meV,
for (a) Ohmic spectral density (s = 1, α = 10−4) and (b)
super-Ohmic spectral density (s = 5, α = 0.2). Insets are the
differential of the charge occupation curves. Merging of the
peaks, as in the experiment, is a signature of super-Ohmic
behavior, and the shape of the merging is sensitive to the
specific energy dependence of the spectral density function.
Fit to experiment- In order to fit the relaxation rate
to the experiment, we perform a gradient minimization
over the space of relaxation rate functions Γr() of the
mismatch between the calculated and observed n(, f)
[see Supplementary]. We seed the optimization with a
constant relaxation rate Γr() = 10 kHz to avoid bias
towards any specific spectral density. Fig. 4 shows the
best fit, with associated confidence regions.
We can compare the extracted relaxation rates to
what is predicted by a phenomenological spectral
4density. The phenomenological form of the spec-
tral density we consider takes the form Jph(ω) =
α~2ω(ω/ωc)s−1 exp−ω2/2ω2c , where ωc is a high-
frequency cutoff and α is a unitless parameterization
of the qubit-bath coupling strength. Reasonably good
agreement is found for the case s = 5, consistent with an
acoustic phonon dominated mechanism.
Microscopic model To test quantitative agreement
with an acoustic phonon mechanism, we derive the spec-
tral density function J(ω) for a simple microscopic model
of the DQD and DQD-phonon interaction, taking the ba-
sis states for the DQD to be the Fock-Darwin ground
states of anisotropic harmonic oscillator potentials local-
ized to the left and right wells. A similar microscopic
model has been considered in Ref. [7]. We parameter-
ize this system in terms of two parameters: the confine-
ment energy E0 and the dot-dot separation 2L. This
more detailed microscopic model leads to a more com-
plex expression for J(ω) which depends on the system
dimensions and various material parameters [see Sup-
plementary]. The best fit dot dimensions of the DQD
are a dot diameter 2a ≈ 30 nm and dot-dot separation
2L ≈ 90 nm. This is consistent with the lithographic
size of the dot and the measured gate capacitances to the
dots. We find ∆ ≈ 1 µeV from fitting the microscopic
model to the observed n(, f), with only confinement en-
ergy E0 and dot-dot separation 2L as the fit parameters
[see Supplementary].
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FIG. 4: (Color online) Relaxation rate Γr(). The green
(blue) pairs of curves bound the shaded 68% (95%) confi-
dence region, while the best-fit relaxation rate is shown in
red (solid). The best-fit phenomenological relaxation rate is
plotted in magenta (dashed, fit parameters: s = 5, ~ωc =
0.25 meV, and α = 0.29, assuming ∆ = 1 µeV), while
the best fit derived from the simple microscopic model is
shown in black (dot-dashed, fit parameters: L = 45 nm and
E0 = 1.7 meV).
Summary- In summary, we have measured the
energy-dependent rate of spontaneous emission in a MOS
Si double quantum dot over a wide range of energies.
We note that this pulsed measurement approach for ex-
tracting the spectral density function is generally appli-
cable to other two-level systems, such as flux qubits.
For the system studied here, slow relaxation rates are
discernible because the charge in the DQD is well iso-
lated from the leads and is measured in the weak mea-
surement limit, minimizing the effect of back-action. A
super-Ohmic spectral density consistent with an acoustic
phonon mechanism of inelastic relaxation best fits the ex-
periment. Our technique also provides an estimate of the
tunnel coupling ∆, which is otherwise difficult to char-
acterize in the weak tunnel coupling regime (∆ < kBT ).
This regime is of particular interest to quantum anneal-
ing schemes, for which understanding the noise dynamics
during slow evolutions through narrow gaps is essential
to predicting the performance of such computing devices.
Methods- Experiment: A global Al top gate induces
a two-dimensional electron gas (2DEG) near the Si/SiO2
interface. The lower polysilicon gates deplete the 2DEG,
forming a DQD between gates L, TP, CP, and R. We
bias the QPC with 400 µV DC and apply a 200 µV AC
modulation at 381 Hz to monitor the differential conduc-
tance of the constriction with a standard lock-in tech-
nique. Modulating the LP and RP gates in phase with a
2 mV AC signal at a frequency of 43 Hz further enhances
the charge sensing signal. Gates LP and RP are con-
nected to coaxial cables with a measured bandwidth ex-
ceeding 10 MHz. An Agilent 33522A arbitrary waveform
generator produces square wave pulses with a rise time
of 16 ns, applied concurrently to the LP and RP gates.
All measurements presented here are time-averaged over
Tav = 300 ms.
Model: We model the periodic controls and resulting
dynamics of the excited and ground state populations
in this experiment according to a piecewise-defined rate
equation. The rate of change of population in the en-
ergy basis is governed by coupled differential equations
describing the detailed balance resulting from Eq. 1 and
(t) for each detuning value. Harbusch, et al. have pur-
sued a similar rate equation approach in Ref. [24]. As
a result of the periodicity of the controls being much
shorter than the averaging time and the averaging time
being much longer than all other relevant timescales in
the system, it is reasonable to assume the system to have
dynamically equilibrated well before Tav. With this as-
sumption, we compute the time-averaged charge occupa-
tion n(¯, f) [see Supplementary].
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DERIVING THE RELAXATION RATE
We model the charge DQD system, its environment,
and the interaction between the system and its environ-
ment as a spin-boson model [1]. The system Hamilto-
nian HS , environment (bath) Hamiltonian HB , and the
system-environment interaction HI , respectively, are
HS = −1
2
(σz + ∆σx) (1)
HB =
∑
k
~ωk bˆ†k bˆk (2)
HI = σz
∑
k
(
gk bˆ
†
k + g
∗
k bˆk
)
, (3)
where bˆ†k (bˆk) creates (annihilates) the k-th mode of a
bosonic degree of freedom with energy ~ωk, and gk pa-
rameterizes the strength of coupling between the system
and the k-th bosonic mode. The coupling parameters gk
depend primarily on the DQD geometry and bulk prop-
erties of the semiconductor in which the DQD is embed-
ded. As we will argue later, in the system we study here
the coupling between the DQD and its environment is
mediated primarily through σz. If the tunnel coupling,
∆, is sufficiently strong, however, it may be necessary to
include coupling to the environment through σx as well.
The ground and first-excited eigenstates of HS are
|E0〉 = cos(θ)|L〉+ sin(θ)|R〉
|E1〉 = sin(θ)|L〉 − cos(θ)|R〉, (4)
where θ = 12 arctan(∆/) ∈ [0, pi/2], and the energy
gap is ~Ω =
√
2 + ∆2. In our labeling convention, the
ground state tends to the localized basis state |L〉 (|R〉)
for /~Ω→∞ (/~Ω→ −∞).
Making the standard Born and Markov approxima-
tions [2], we obtain the following equation of motion (in
the interaction picture) for the ground state occupation,
ρ00(t) = 〈E0|ρ(t)|E0〉,
ρ˙00(t) = Γ(Ω)|〈E0|σz|E1〉|2
[
1−(1+e−β~Ω)ρ00(t)
)]
, (5)
where |〈E0|σz|E1〉|2 =
(
∆/~Ω
)2
and
Γ(ω) =
1
~2
∫ ∞
−∞
ds Tr
[
ρBe
iHBs/~Be−iHBs/~B
]
=
2pi
~2
[
(1 +N(~ω))J(ω) +N(−~ω)J(−ω)], (6)
where B =
∑
k
(
gk bˆ
†
k + g
∗
k bˆk
)
is the bath part of the
system-bath interaction and ρB = e
−βHB/Tr(e−βHB ) is
the thermal state of the bath at inverse temperature
β = 1/kBT . The spectral density function is J(ω) =∑
k |gk|2δ(ω−ωk), and N(E) = (eβE − 1)−1 is the Bose-
Einstein distribution.
Finally, the rate of relaxation towards equilibrium
takes the form
Γr(Ω) = Γ(Ω)|〈E0|σz|E1〉|2(1 + e−β~Ω)
=
2pi
~2
( ∆
~Ω
)2
J(Ω) coth(
β
2
~Ω). (7)
EXPERIMENT
We have determined the lever arm, relating the de-
tuning voltage to the effective detuning bias , to be
α = 0.021 eV/V±10% from bias triangle measurements.
Due to the diagonal sweep in the (VRP , VLP ) plane, the
detuning voltage is larger than either VLP or VRP by
a factor of approximately
√
2. Explicitly, the detun-
ing signal is (t) =  + (δ/2)h(ft) + A sin(2piνt), where
A ≈ 0.06 meV due to the 4 mV peak-to-peak (in VRP )
modulation, ν = 43 Hz, and h(x) is a square wave os-
cillating between ±1 with period 1. We take f to be a
multiple of 43 Hz, ranging from 215 Hz to 13 kHz, and the
ramp time τ always to be much smaller than the wait-
ing time tw ≈ 1/2f so that the control pulse is nearly
square. In addition to varying the toggling frequency f
and detuning offset , we consider δ ∈ {0.21, 0.53} meV.
RATE EQUATION
In order to model the experiment, we’re interested in
evaluating the charge occupation of the system as aver-
aged over a time Tav ≈ 300 ms. This timescale is much
longer than all others in the problem.
We incorporate this modulated detuning into our rate
equation model by approximating the modulated tog-
gling as a sequence of many piecewise-constant detun-
ing values of duration δt. We then piece together these
short intervals over a full period of the controls t ∈ [0, T ],
where in our experiment T−1 = 43 Hz. In the following,
we assume that dephasing time in the local energy ba-
sis occurs much more rapidly than the duration of each
piecewise-constant interval, δt. We also assume that the
tunnel coupling ∆ is fixed.
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2First, we find the fixed point of the evolution of the
full period. Each interval corresponds to a map of the
form B((t+ δt), (t))R((t), δt), where the 2× 2 matrix
R describes the relaxation over the interval δt and the
2× 2 matrix B((t+ δt), (t)) performs a change of basis
from the energy eigenbasis of HS(t) to that of HS(t+δt).
More precisely,
B(1, 0) =
(
µ(1, 0) 1− µ(1, 0)
1− µ(1, 0) µ(1, 0)
)
, (8)
where µ(1, 0) = |〈E0(1)|E0(0)〉|2, and
R(, δt) =
(
ρeq00() + νρ
eq
11() (1− ν)ρeq00()
(1− ν)ρeq11() ρeq11() + νρeq00()
)
, (9)
where ρeq00() = (1 + e
−β~Ω())−1 = 1 − ρeq11() is the
thermal equilibrium ground state occupation, Γr() is
the rate of relaxation to equilibrium at detuning , and
ν = e−δtΓr(). Again, we assume that the coherence
ρ01 = 〈E0|ρ|E1〉 in the energy basis vanishes rapidly as
compared with the time interval δt.
Concatenating all of these intervals together, we obtain
the full map
ΛN =
←−∏N
k=1
B((tk+1), (tk))R((tk), δt), (10)
where N = T/δt, tk = (k − 1/2)δt, B((tN+1), (tN )) ≡
B((t1), (tN )) due to control periodicity, and the prod-
uct is time-ordered from right to left. Let the state ρ(0)
be the fixed point of the map ΛN , i.e. ρ(0) = ΛNρ(0).
We assume that the time average is evaluated over a suf-
ficiently long timescale Tav that all information about the
initial conditions is washed out and the system reaches a
dynamical equilibrium on a timescale much shorter than
Tav. To evaluate the full time average, then, we can take
ρ(0) as the initial state and evaluate the average charge
occupation over the interval t ∈ [0, T ]. We approximate
the switching between the constant-detuning intervals as
instantaneous.
Given a ground state occupation ρ00, the correspond-
ing expectation for the charge to be in the left well is
nL() =
1
2
[
1− √
2 + ∆2
]
+
√
2 + ∆2
ρ00(). (11)
The time-averaged occupation of the left well is
nL =
1
T
∫ T
0
dt′nL((t′))
=
1
T
N∑
k=1
∫ kδt
(k−1)δt
dt′nL((t′)). (12)
For (k − 1)δt < t < kδt,
ρ(t) = R((tk), t−(k−1)δt)ρ((k−1)δt)
= R((tk), t−(k−1)δt)Λk−1ρ(0), (13)
hence the average state over this same kth interval is
ρ(k) = R((tk), δt)Λk−1ρ(0), (14)
where Λ0 ≡ 1l and
R(, δt) =
(
ρeq00() + νρ
eq
11() (1− ν)ρeq00()
(1− ν)ρeq11() ρeq11() + νρeq00()
)
, (15)
with ν = (1 − e−δtΓr())/(δtΓr()). From this, Eq. (12),
and the piecewise-constant approximation we can com-
pute nL as
nL =
1
N
N∑
k=1
1
2
[
1− k√
2k + ∆
2
]
+
k√
2k + ∆
2
ρ
(k)
00 , (16)
where k = (tk).
MODEL FOR DQD AS A HARMONIC DOUBLE
WELL POTENTIAL
We model the double wells of the DQD as a pair of
identical harmonic potentials, given by [3]
V (r, ) = min
{
αx(x+L)
2, αx(x−L)2 +
}
+αyy
2 +αzz
2,
(17)
where αx = αy = m⊥E20/2~2, αz = m‖E2z/2~2. The
confinement energies E0 and Ez give a characteristic dot
width a =
√
~2/m⊥E0 and thickness b =
√
~2/m‖Ez.
We make the single-valley approximation, which should
be valid for sufficiently strong confinement to the inter-
face perpendicular to the z-axis. That is, we assume
confinement in the z-direction such that b  a. Here,
m⊥ (m‖) is the effective mass corresponding to the axes
perpendicular (parallel) to the principal axis of the given
valley. For silicon, m⊥ = 0.19me and m‖ = 0.98me [4].
In addition to this pair of harmonic potentials, as in the
experiment let there also be a magnetic field B oriented
perpendicularly to the interface, B = Bzˆ. The eigen-
states of a single harmonic potential in a magnetic field
are given by the Fock-Darwin states [5]. In particular,
we’re interested in the ground state, as we will assume
the left/right basis to be given by the ground states of the
respective quantum dots. Following Ref. [5], the ground
Fock-Darwin states for the left and right wells are given
by
ϕL/R(r) =
1√
pil0
exp
[± i(eBL
2~
)
y
]
exp
[− (x± L)2 + y2
2l20
]
× 1√
pi1/2b
exp
[− z2
2b2
]
, (18)
where
l0 =
~√
m⊥
((~ωc
2
)2
+ E20
)−1/4
(19)
3and ωc = eB/m⊥ is the Larmor frequency. Note that the
overlap is:
s ≡ 〈ϕL|ϕR〉 = exp
[− ((L
l0
)2
+
(eBLl0
2~
)2)]
, (20)
so the magnetic field leads to enhanced confinement and
consequently some amount of suppression of the overlap.
The confinement energy E0 determines the dot size, and
if the inter-dot separation 2L is known the tunnel cou-
pling ∆ can be computed, as detailed in the following
section.
Computing the tunnel coupling, ∆
Given the parameters E0, L, and  of the above double
well potential, we now describe how the tunnel coupling
may be computed. Recall that the system Hamiltonian is
H = −(1/2)(σz + ∆σx) in the basis {|L〉, |R〉}. Hence,
the tunnel coupling is ∆ = −2〈L|H|R〉. To evaluate this
matrix element, it’s convenient to split the Hamiltonian
into
H =
1
2
(
HL +HR
)
+ δV, (21)
where
HL = K + αx(x+ L)
2 + αyy
2 + αzz
2
HR = K + αx(x− L)2 + αyy2 + αzz2 + 
and
δV = min
{
αx(x+ L)
2, αx(x− L)2 + 
}
− 1
2
(
αx(x+ L)
2 + αx(x− L)2 + 
)
= sgn(x− x0)
( 
2
− 2αxLx
)
, (22)
where x0 = /4αxL. We consider the detuning to be suf-
ficiently small that −L < x0 < L, so that the harmonic
local minima at x = ±L are well-defined. The kinetic
term, K, is given by
K =
−~2
2m⊥
( ∂2
∂x2
+
∂2
∂y2
+ γ
∂2
∂z2
)
+
i~eB
4m⊥
(
y∂x − x∂y
)
+
e2B2
8m⊥
(x2 + y2), (23)
where γ = m⊥/m‖. Note that the Fock-Darwin states
ϕL/R(r) are the ground states of HL and HR, re-
spectively. Denote EL = 〈ϕL|HL|ϕL〉 and ER =
〈ϕR|HR|ϕR〉. Using Eq. (38), we may now evaluate the
matrix element 〈L|H|R〉 in terms of matrix elements of H
with respect to the non-orthogonal Fock-Darwin states.
Noting that
HL = HR + 4αxLx− , (24)
we find
〈ϕL|H|ϕL〉 = EL + 2αxL2 + 
2
+ 〈ϕL|δV |ϕL〉
〈ϕR|H|ϕR〉 = ER + 2αxL2 − 
2
+ 〈ϕR|δV |ϕR〉
〈ϕL|H|ϕR〉 = 1
2
(ER + EL)s+ 〈ϕL|δV |ϕR〉. (25)
We now need to evaluate the matrix elements
〈ϕL|δV |ϕL〉, 〈ϕR|δV |ϕR〉, and 〈ϕL|δV |ϕR〉. For com-
pactness, we denote these δVLL, δVRR, and δVLR, re-
spectively. By a straightforward integration, we find
δVLL = −
[ 
2
+ 2αxL
2
]
Erf
(L+ x0
l0
)
− 2αxLl0√
pi
e−(
L+x0
l0
)2
δVRR =
[ 
2
− 2αxL2
]
Erf
(L− x0
l0
)
− 2αxLl0√
pi
e−(
L−x0
l0
)2
δVLR = −s
[ 
2
Erf
(x0
l0
)
+
2αxLl0√
pi
e−(x0/l0)
2
]
, (26)
where Erf(x) = 2√
pi
∫ x
0
e−t
2
dt is the error function. Fi-
nally, using Eq. (38), the tunnel coupling is
∆ =
−2
1− 2sg + g2
[1
2
(EL + ER)(s(1 + g
2)− 2g)
+ (1 + g2)δVLR − g
(
4αxL
2 + δVLL + δVRR
)]
.(27)
For B = 100 mT, as in the experiment, the Larmor en-
ergy is ~eB/m⊥ ≈ 60 µeV, which is negligible compared
to the confinement energy E0 of order meV consistent
with the experiment. Hence, it is justified to neglect the
influence of the magnetic field, and we take l0 ≈ a.
Note that the expression for ∆ includes a dependence
on the detuning energy, . We find that for the range of
confinement energies E0 and dot-dot separations 2L that
fit this experiment the variation of ∆ with  is small,
less than 1 % over the range of detunings probed. This
supports the simplifying assumption of a constant tunnel
coupling. Given the confinement energy E0 and dot-dot
separation 2L, we can now use the results of the next
section to compute the spectral density function, J(ω),
and the rate of relaxation to thermal equilibrium, Γr().
A MICROSCOPIC MODEL FOR THE SPECTRAL
DENSITY
Following Ref. [4], the Hamiltonian describing the in-
teraction between electrons in the conduction band and
phonons is given by
Hep =
∑
ij
ΞijSij , (28)
where Ξij is a deformation potential tensor and Sij a
strain tensor,
Sij = Sji =
1
2
( ∂ui
∂xj
+
∂uj
∂xi
)
, (29)
4where R = (x1, x2, x3) is the position vector of the unit
cell and u is the displacement. Expanding the compo-
nents of the strain tensor in terms of plane waves [4],
Sij =
1
2
√
N
∑
q
[
iQq(eiqj + ejqi)e
iq·R + c.c.
]
, (30)
where N is the number of unit cells, e is a unit-length
phonon polarization vector, q is the phonon wavevector,
and c.c. denotes the complex conjugate. The normal co-
ordinates Qq can then be expressed in second-quantized
notation in terms of bosonic modes. The acoustic branch
of these normal modes will have three parts: one longi-
tudinal and two transverse.
The effective deformation potentials for longitudinal
modes, ΞL(θ), and transverse modes, ΞT (θ), are [4]
ΞL(θ) = Ξd + Ξu cos
2(θ)
ΞT (θ) = Ξu sin(θ) cos(θ), (31)
where θ is the angle between the phonon wavevector q
and the principal axis of the given valley. The ΞT (θ)
expression is derived in Ref. [4] by taking the elastic
anisotropy to be small, performing an implicit average
over the azimuthal angle of q, and summing over the
two transverse acoustic branches. The constants Ξd and
Ξu denote the dilational and uniaxial shear deformation
potentials, respectively. A remarkable lack of consensus
exists in the literature concerning the values of the defor-
mation potentials Ξd and Ξu of silicon. There is not even
agreement as to the sign of Ξd [6, 7]. For example, values
of Ξu have been reported in the range of 7.3 to 10.5 eV,
and values of Ξd in the range -10.7 to 1.1 eV [6]. In this
work, we use the values chosen in Ref. [7], Ξd = −10.7 eV
and Ξu = 9.29 eV. We note that if the uncertainties and
approximations in the following analysis were reduced,
our method for determining the relaxation rate may po-
tentially provide an alternative (though indirect) method
for estimating the magnitudes of the deformation poten-
tials.
Writing the electron-phonon interaction Hep = H
L
ep +
HTep in second-quantized notation (i.e. promoting the
normal coordinates into bosonic operators), we obtain
HLep =
∑
q
ξL(q)
[
eiq·rbˆ†L,q − e−iq·rbˆL,q
]
HTep =
∑
q
ξT (q)
[
eiq·rbˆ†T,q − e−iq·rbˆT,q
]
, (32)
where bˆ†L,q, bˆL,q (bˆ
†
T,q, bˆT,q) represent the bosonic cre-
ation/annihilation operators for longitudinal (transverse)
acoustic phonons and [4, 8]
ξL(q) = i
√
~q
2ρV cL
[(
Ξd + Ξu cos
2(θ)
)]
ξT (q) = i
√
~q
2ρV cT
[
Ξu sin(θ) cos(θ)
]
, (33)
where ρ = 2.33 × 103 kg/m3 is the bulk mass density of
silicon and cL = 9.0× 103 m/s (cT = 5.41× 103 m/s) is
the speed of sound for longitudinal (transverse) acoustic
phonons [6]. V is the unit cell volume, which will cancel
out later on in the calculation of the spectral density.
The electron-phonon interaction takes the form
Hep =
∑
q,µ∈{L,T}
ξµ(q)eiq·rbˆ†µ,q + ξ
µ∗(q)e−iq·rbˆµ,q
=
∑
q,µ∈{L,T}
ξµ(q)
[
|L〉〈L|eiq·r|L〉〈L|+ |L〉〈L|eiq·r|R〉〈R|
+ |R〉〈R|eiq·r|L〉〈L|+ |R〉〈R|eiq·r|R〉〈R|
]
bˆ†µ,q + h.c.
=
∑
q,µ∈{L,T}
ξµ(q)
[
ρLLq |L〉〈L|+ ρLRq |L〉〈R|
+ ρRLq |R〉〈L|+ ρRRq |R〉〈R|
]
bˆ†µ,q + h.c., (34)
with
ρLLq = 〈L|eiq·r|L〉
ρRRq = 〈R|eiq·r|R〉
ρLRq = 〈L|eiq·r|R〉
ρRLq = 〈R|eiq·r|L〉,
where {|L〉, |R〉} is an orthonormal basis and h.c. denotes
the Hermitian conjugate. To obtain Eq. (34), we have
inserted a resolution of the identity, 1l = |L〉〈L|+ |R〉〈R|,
on both sides of the exponential factor eiq·r. Note that
ρRLq = ρ
LR
q if the wavefunctions are real, which follows
from neglecting the magnetic field B.
We can proceed directly to representing this interac-
tion Hamiltonian in the spin-boson representation:
Hep =
∑
q,µ∈{L,T}
(γzq,µσz + γ
x
q,µσx)bˆ
†
µ,q + h.c., (35)
where
γzq,µ =
1
2
ξµ(q)
(
ρLLq − ρRRq
)
γxq,µ = ξ
µ(q)ρLRq . (36)
In the following, we assume that the interfacial con-
finement to the plane perpendicular to the z-axis is suf-
ficiently strong that the single-valley approximation is
warranted. Denoting the (non-orthogonal) pair of Fock-
Darwin wavefunctions as
ϕL/R(r) =
1√
pi3/2a2b
exp
[
− (x± L)
2 + y2
2a2
]
exp
[
− z
2
2b2
]
,
(37)
an orthogonal basis {|L〉, |R〉} in terms of these states is
|L〉 = 1√
1− 2sg + g2
(
|ϕL〉 − g|ϕR〉
)
|R〉 = 1√
1− 2sg + g2
(
|ϕR〉 − g|ϕL〉
)
, (38)
5where g = (1−√1− s2)/s. It’s convenient to define
λLLq = 〈ϕL|eiq·r|ϕL〉
λRRq = 〈ϕR|eiq·r|ϕR〉
λRLq = λ
LR
q = 〈ϕL|eiq·r|ϕR〉, (39)
where
λLLq = e
−iLqx exp
[
− a
2(q2x + q
2
y)
4
]
exp
[
− b
2q2z
4
]
λLRq = e
−(L/a)2 exp
[
− a
2(q2x + q
2
y)
4
]
exp
[
− b
2q2z
4
]
λRRq =
(
λLLq
)∗
. (40)
Given Eq. (38),
ρLLq =
1
1− 2sg + g2
(
λLLq − 2gλLRq + g2λRRq
)
ρRRq =
1
1− 2sg + g2
(
λRRq − 2gλLRq + g2λLLq
)
ρLRq =
1
1− 2sg + g2
(
(1 + g2)λLRq − g(λLLq + λRRq )
)
.
Noting that g = s/2 + O(s3) to lowest order in the
overlap s, we have∣∣∣ ρLRq
ρLLq − ρRRq
∣∣∣ ≈ ∣∣∣ λLRq
λLLq − λRRq
∣∣∣
=
∣∣∣ s
sin(Lqx)
∣∣∣. (41)
For Lqx not close to a multiple of pi and with the over-
lap between dot-localized wavefunctions |ϕL/R〉 small, we
should expect that the coupling of the bath through σz
will dominate the coupling through σx. In the following,
we keep only the term proportional to σz.
Hence,
γzµ,q ≈ −iξµ(q) sin(Lqx) exp
[−(a2(q2x + q2y) + b2q2z)
4
]
.
From this and Eq. (33), we have
|γzL,q|2 =
~|q|
2ρV cL
[
Ξd + Ξu cos
2(θ)
]2
sin2(Lqx)
× exp
[
− a
2
2
(q2x + q
2
y)
]
exp
[
− b
2q2z
2
]
(42)
and
|γzT,q|2 =
~|q|
2ρV cT
Ξ2u sin
2(θ) cos2(θ) sin2(Lqx)
× exp
[
− a
2
2
(q2x + q
2
y)
]
exp
[
− b
2q2z
2
]
. (43)
For notational simplicity, we denote γµ,q = γ
z
µ,q. To de-
termine the spectral density function, we need to evaluate
J(ω) =
∑
q,µ∈{L,T}
|γµ,q|2δ(ω − ωµ,q)
=
∑
µ∈{L,T}
V
(2pi)3
∫
d3q|γµ,q|2δ(ω − ωµ,q)
= JL(ω) + JT (ω) (44)
where ωµ,q = cµq and JL(ω), JT (ω) are the respective
longitudinal and transverse acoustic phonon contribu-
tions to the spectral density.
Longitudinal acoustic phonons
For the contribution from longitudinal acoustic
phonons, we find
JL(ω) =
V
(2pi)3
∫
d3q|γL,q|2δ(ω − ωL,q)
=
~ω3
16pi3ρc5L
∫ 1
−1
d(cos(θ))
∫ 2pi
0
dϕ
[
Ξd + Ξu cos
2(θ)
]2
× sin2
( ω
ωL,L
sin(θ) cos(ϕ)
)
exp
[ −ω2
2ω2L,a
sin2(θ)
]
× exp
[ −ω2
2ω2L,b
cos2(θ)
]
=
~ω3
8pi2ρc5L
exp
[ −ω2
2ω2L,a
] ∫ 1
0
dv
[
Ξd + Ξuv
2
]2
(45)
×
[
1− J0
(2ω√1− v2
ωL,L
)]
exp
[−v2
2
( ω2
ω2L,b
− ω
2
ω2L,a
)]
,
where ωL,L = cL/L, ωL,a = cL/a, ωL,b = cL/b, and J0(x)
is the zeroth Bessel function of the first kind. Equation
(45) follows from the integral definition of the nth Bessel
function of the first kind
Jn(x) =
1
pi
∫ pi
0
dθ cos(nθ − x sin θ). (46)
Note that J0(x) ≈ 1−x2/4+O(x4) for |x|  1, so in the
low energy regime, |ω/ωL,L|  1, the spectral density
function scales as JL(ω) ∝ ω5.
Transverse acoustic phonons
Following the same analysis as above, for the contri-
bution from transverse acoustic phonons we find
JT (ω) =
V
(2pi)3
∫
d3q|γT,q|2δ(ω − ωT,q)
=
Ξ2u~ω3
16pi3ρc5T
∫ 1
−1
d(cos(θ))
∫ 2pi
0
dϕ sin2(θ) cos2(θ)
× sin2
( ω
ωT,L
sin(θ) cos(ϕ)
)
exp
[ −ω2
2ω2T,a
sin2(θ)
]
× exp
[ −ω2
2ω2T,b
cos2(θ)
]
6=
~ω3
8pi2ρc5T
exp
[ −ω2
2ω2T,a
] ∫ 1
0
dvΞ2uv
2(1− v2) (47)
×
[
1− J0
(2ω√1− v2
ωT,L
)]
exp
[−v2
2
( ω2
ω2T,b
− ω
2
ω2T,a
)]
,
where ωT,L = cT /L, ωT,a = cT /a, and ωT,b = cT /b. As
for the contribution from longitudinal acoustic phonons,
JT (ω) ∝ ω5 for |ω/ωL,L|  1.
ERROR ANALYSIS
In this experiment, we repeat the differential charge
occupation measurement at each detuning and frequency
value 100 times. The experimental error bars shown in
Fig. 2 of the paper correspond to ± twice the standard
error of the mean over these 100 measurements. We
smooth the ensemble-averaged differential charge sens-
ing data by evaluating a Fourier decomposition in terms
of even (symmetric about  = 0) Fourier modes. With
an appropriate normalization, this enforces the physical
constraint that n() ∈ [0, 1] and n(0) = 0.5, necessary for
performing the subsequent fit. Making the assumption
that the errors for each measured differential charge sens-
ing value are independent and identically normally dis-
tributed, we derive error bars for the charge occupation
n(, f). With information about the experimental noise
statistics, we can produce as many “noise” realizations
as we wish by adding appropriately normally-distributed
noise to the smoothed and normalized mean values of the
differential occupation. We define the misfit between two
given occupation functions n1(, f) and n2(, f) as
M =
∑
i,j
|n1(i, fj)− n2(i, fj)|2, (48)
where i, fj are respectively the detuning and frequency
values measured. We then evaluate an effective standard
deviation of the squared-deviation misfit δM between the
smoothed occupation data and the noise-added data. We
optimize over splined representations of the relaxation
rate Γ(), finding a best fit to the smoothed occupation
data Γ corresponding to the misfit Mmin. Then we in-
dividually perturb each of the components of the vector
parameterizing the spline for Γ() until the misfit be-
comes Mmin + δM. This analysis defines the confidence
regions for the relaxation rate, plotted in Fig. 4.
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