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Abstract
A calculus is proposed for simultaneous search for refutations and models for sets of clauses. It
combines existing resolution-based model building approaches with enumeration techniques that are
usually restricted to tableau-based theorem provers or finite model builders. The method is sound,
refutationally complete, and builds models for any satisfiable set of clauses having a finite model.
It strictly enlarges the scope of resolution-based model building, by allowing one to build models
for sets of clauses for which resolution does not terminate.
© 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
Automated model building is now widely recognized as a crucial issue in the field of
automated deduction (see for example Bourely et al., 1994). Since the early 90’s, several
different approaches have been proposed for building automatically models of first-order
formulae (systematic model building for full first-order logic is of course impossible, due
to its undecidability).
We can roughly classify these methods into two different kinds of approaches:
• The first one—called here deductive—tries to compute in a deductive way, i.e. using
inference rules, a finite description of a (generally infinite) model of the clause set.
This is done by using specific representation mechanisms, for example (equational)
atomic representations (Fermu¨ller and Leitsch, 1996, 1998), constrained clauses
(Caferra and Zabel, 1992, 1993), term schematizations (Peltier, 1997a), term gram-
mars (Peltier, 1997b; Matzinger, 1997) etc. These representation mechanisms allow
one to denote, in a finite way, infinite sets of terms and/or atoms.
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Specific deductive rules are defined to take advantage of the expressive power
of such formalisms (for example, the disinference rules presented in Caferra
and Zabel, 1992 or the inductive rule in Peltier, 1997a).
• A second approach is based on enumeration. It is mainly restricted to finite
models, though some extensions to infinite models have been considered (Caferra
and Peltier, 1997, 1999). In finite model building (see for example Slaney, 1992;
Zhang, 1993; Zhang and Zhang, 1995; Peltier, 1998) it is indeed possible (though
obviously very costly) to enumerate all finite interpretations and check for satisfia-
bility of the original formula.
The basic principle of enumeration-based approaches is to transform the (poten-
tially infinite) Herbrand model into a finite one, by adding equations allowing one to
prune the infinite branches of the tree into finite ones.
As already pointed out in Caferra and Peltier (1999), combining both kinds of
approaches seems to be a very natural and fruitful idea. An interesting idea would be to
use deductive techniques when this is possible, and to use enumeration only when it is
needed, i.e. when purely deductive techniques are not sufficient, or cannot be applied. This
combination should enable one to combine the basic features of both techniques, i.e. the
efficiency of deductive approaches and the “finite model completeness” feature of enumer-
ation based methods (i.e. any finite model will eventually be built).
In particular, in Fermu¨ller and Leitsch (1996, 1998), a method for using the resolution
calculus for generating (Herbrand) models of clause sets has been described. Its basic idea
is to compute the “deductive closure” of the clause set—i.e. to compute all clauses that can
be deduced from the original one using (refinements of) the resolution and paramodulation1
rules—and then to take advantage of the particular properties of these saturated clause
sets in order to extract a model of the initial formula. One of the main advantages of this
approach is that the additional computation cost required to find the model is rather low,
once the saturated clause set has been generated. The main drawback is, of course, that the
method does not terminate if the saturated clause set is infinite.
In the present work, we propose to overcome this last problem by combining the model
building method proposed in Fermu¨ller and Leitsch (1996, 1998), with some (carefully
controlled) enumeration techniques. This significantly enlarges the scope of resolution-
based model building.
The basic principle of our method is the following:
• If the saturated clause set is finite, then a purely resolution-based method is
used, similar to the one described in Fermu¨ller and Leitsch (1996). Of course, it is
impossible to decide in advance whether the saturated clause set will be finite or
infinite. However, it is possible to define some syntactical criteria (similar to those in
Fermu¨ller and Leitsch, 1996, 1998) ensuring that only finitely many clauses may be
generated.
• If the saturated clause set is infinite (or, more precisely, if it does not satisfy the
above criteria) then the method tries to prune infinite branches, by adding new ground
1 When equality is taken into account.
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equations into the clause set. For example, the addition of the equation succ(0) = 0
may prune the branch {P(0), P(succ(0)), P(succ(succ(0))) . . .}, so that resolution
will terminate on the set {P(0),¬P(x) ∨ P(succ(x))}. Of course, the choice of
such equations must be done very carefully in order to preserve the satisfiability
of the original clause set S. For example, the equation succ(0) = 0 cannot be
safely added if S contains the clauses Q(succ(x), x) and ¬Q(x, x) because this
would (wrongly) entail the unsatisfiability of the obtained clause set. Since there is in
general no criterion to check which equations may be safely added to the clauses, it is
necessary to enumerate all possible equations. As we shall see, this enumeration will
be performed dynamically during the search for a proof: no backtracking is needed,
because enumeration is encoded into the resolution process.
In order to implement these ideas into a calculus, we introduce the notion of generalized
clauses. Generalized clauses are, roughly speaking, clauses possibly containing existential
quantifiers. These quantifiers are not eliminated by skolemization, but are treated during
the resolution process by a special purpose enumeration rule. This rule performs a kind of
“clever” skolemization, which is usually used in the context of tableaux or sequent calculi.
Avoiding skolemization allows us to prevent non-termination, by transforming the infinite
branches into finite ones.
Before describing the technical basis of our method, we present a very simple illustrative
example giving a taste of its basic principles.
Example 1. Let S be the set of two clauses c1, c2.
c1 ¬P(x) ∨ P( f (x))
c2 P(a).
It is clear that hyper-resolution does not terminate on S. An infinite set of clauses may
be generated:
{P(a), P( f (a)), P( f ( f (a))), . . .}.
Therefore the model building method described in Fermu¨ller and Leitsch (1996) cannot
be applied2. On the other hand if the equation f (a) = a is added into the clause set,
then the only deducible clause would be: P( f (a)) which would be reduced to P(a) by
demodulation and will be subsumed by c2.
In order to overcome this problem, we transform S into the following formula (which is
logically equivalent to S):
c′1 ¬P(x) ∨ ((∃y) f (x) = y ∧ P(y))
c2 P(a).
Applying the resolution rule between c′1 and c2 (it is intuitively clear that ((∃y) f (x) =
y ∧ P(y)) can be considered as a literal here) we get
(∃y)( f (a) = y ∧ P(y)).
2 Of course, in this trivial example, termination can be obtained by using the appropriate setting.
52 N. Peltier / Journal of Symbolic Computation 36 (2003) 49–77
Here we need to apply the skolemization rule, in order to eliminate the existential quantifier
(∃y). However, instead of blindly instantiating y with a new constant symbol (which would
lead to non-termination), we also instantiate y with an existing constant symbol. In this
case, there is only one constant symbol a, hence we get the disjunction
( f (a) = a ∧ P(a)) ∨ ( f (a) = c ∧ P(c))
where c is a new constant symbol, representing in some sense, all the other possible values
of f (a) at this stage. After transformation into c.n.f., we get
c3 f (a) = a ∨ f (a) = c
c4 f (a) = a ∨ P(c)
c5 P(a) ∨ f (a) = c
c6 P(a) ∨ P(c).
The reader can easily check that the obtained set of clauses is saturated under ordered
resolution, provided that an order such that a > c, P(c) < f (a) = a and f (a) = c <
P(a) is used to prune the search space and that the subsumption rule is used to get rid
of redundant clauses. The corresponding model—obtained using the model extraction
procedure that will be described in Section 4, and corresponding to the leftmost open
branch of the semantic tree of the saturated clause set—is the following:
{ f (a) = a, P(a)}.
Our particular treatment of skolem functions allowed us to prevent non-termination, by
reducing the infinite branch into a finite one. Notice that this needs not to be done in a
systematic way, i.e. the Herbrand model is not systematically transformed into a finite
one. We only apply this technique when it is needed, i.e. when the application of the
resolution/paramodulation rule may lead to non-termination. The following questions are
natural issues concerning this technique.
• How to automatize this idea in the context of the resolution calculus? Of course, this
automatization must preserve the usual properties (i.e. soundness and refutational
completeness) of the resolution calculus.
• How to choose the existential quantifiers (i.e. the function symbols) on which this
enumeration technique should be applied? This is a crucial issue since applying it to
any existential variable would lead to the enumeration of all finite structures, which
would be exceedingly costly.
• Is it possible to give a characterization of the class of clause sets for which the
method terminates and builds a model?
The present work answers these three questions.
2. Preliminaries
In this section, we briefly review the basic notations and definitions used throughout
our work. Then we introduce the notion of generalized clause, which is an extension of the
standard notion of clause.
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2.1. Basic definitions
In the following, we assume given a set of variables V , a set of functional symbols Σ ,
a set of predicate symbols Ω , and a set of sort symbols S. We assume that V,S,Σ and Ω
share no element.
Let arity be a function mapping each element of Σ ∪ Ω to a natural number, called
the arity of n. Let profile be a function mapping each function symbol f of arity n to an
element of Sn+1, noted s1 × · · · × sn → sn+1 and each symbol P ∈ Ω to an element of
Sn . For any symbol f , profile( f ) is called the profile of f . Let sort be a function from V
to S.
Definition 2.1 (Sorted Terms). The set Hs(Σ ,X ) of terms of type s built on Σ ,X where
X ⊆ V and s ∈ S is the least set satisfying the following conditions.
• If x ∈ X and sort(x) = s then x ∈ Hs(Σ ,X ).• If f ∈ Σ , profile( f ) = s1 × · · · × sn → s and (t1, . . . , tn) ∈ Hs1(Σ ,X ) × · · · ×
Hsn(Σ ,X ) then f (t1, . . . , tn) ∈ Hs(Σ ,X ).
For any term t , we denote by sort(t) the (unique) sort symbol s ∈ S such that
t ∈ Hs(Σ ,X ). H (Σ ,X ) =def ⋃s∈S Hs(Σ ,X ) denotes the set of all terms built on the
signature Σ ,X .
Definition 2.2. An atom is of the form P(t1, . . . , tn) where P is a predicate symbol of
profile s1 × · · · × sn and ∀i ∈ [1 . . .n], ti ∈ Hsi (Σ ,V). A literal is either an atom A (in
this case the literal is said to be positive) or the negation ¬A of an atom (in this case the
literal is said to be negative).
Definition 2.3 (Interpretations, Assignments). An interpretation is a pair I = (D, I )
where D = (Ds)s∈S is a family of non-empty sets, and I is a function mapping each
function symbol f of profile s1 ×· · ·× sn → s into a function from Ds1 ×· · ·× Dsn to Ds
and each predicate symbol P of profile (s1 × · · · × sn) into a relation on Ds1 × · · · × Dsn .
The set
⋃
s∈S Ds is called the domain of the interpretation I.
An assignment is a pair (I, σ ) where I = (D, I ) is an interpretation and σ is a function
mapping each variable of sort s into an element of Ds .
As usual, an assignment A ≡ (I, σ ) may be extended into a homomorphism from
Hs(Σ ,V) into Ds using the usual relations:
• A(x) = σ(x) if x ∈ V .
• A( f (t1, . . . , tn)) = I( f )(A(t1), . . . ,A(tn)).
Definition 2.4. An interpretation (D, I ) is said to be an Herbrand interpretation iff:
• for all s ∈ S, Ds ≡ Hs(Σ ,∅);• for all f ∈ Σ of profile s1 × · · · × sn and for all (t1, . . . , tn) ∈ Hs1(Σ ,∅) × · · · ×
Hsn(Σ ,∅), I ( f )(t1, . . . , tn) = f (t1, . . . , tn).
Definition 2.5 (Positions, Subterms). A position p is a sequence of natural integers.
 denotes the empty sequence and p · q denotes the concatenation of sequences p and
q . |p| denotes the length of p.
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The set of positions in a term (resp. atom) t and the term (atom) tp (where p is a position
in t) are inductively defined as follows:
•  is a position in t and t = t;
• If i ∈ [1 . . .n] and p is a position in ti , then i · p is a position in f (t1, . . . , tn) and
ti·p = (ti )p.
Let (t, s) ∈ H (Σ ,V). t is said to be a subterm of s iff there exists p such that sp ≡ t . t
is a proper subterm if p = .
Example 2. Let t = f (x, g(a)) be a term. 1, 2, 2.1 are positions in t . We have t1 = x ,
t2 = g(a) and t2.1 = g(a)1 = a. x, a, g(a) are proper subterms or t .
Definition 2.6. A substitution σ is a function mapping each variable of sort s in V to an
element of Hs(Σ ,V) such that the set of x whose images are different from x is finite.
As usual, substitutions can be extended into a mapping from H (Σ ,V) to H (Σ ,V) and
from the set of formulae to the set of formulae. The image of an expression (term, formula,
clause etc.) t by a substitution σ is denoted by tσ .
A term (resp. formula) is said to be ground iff it contains no variable. A substitution is
said to be ground iff for any variable x either xσ = x or xσ is ground.
2.2. Generalized clauses
We introduce the new notion of generalized clauses. Roughly speaking, a generalized
clause is very similar to standard clause, excepted that some of its literals can be
existentially quantified.
2.2.1. Syntax
Definition 2.7 (Generalized Literals and Clauses). A generalized literal (or g-literal for
short) is either a negative literal (in the standard sense) or of the form: (∃x1, . . . , xn)L
where L is positive literal (in the standard sense), n is an integer (with n ≥ 0) and
(x1, . . . , xn) ∈ Vn (remark: for n = 0 the notation (∃x1, . . . , xn)L is to be read as the
literal L).
A generalized clause (g-clause for short) is a finite set (interpreted as a disjunction) of
generalized literals C ≡ {L1, . . . , Ln}.
The reader should note that the above definition does not allow the quantification of
negative literals in generalized clauses.
Remark. A g-clause C = {L1, . . . , Ln} is often denoted as a disjunction L1 ∨ · · · ∨ Ln .
We introduce the following (pre-)ordering≺g on g-literals.
Notation 1. Let (E1, E2) be a pair of g-literals of the form E1 ≡ (∃x1, . . . , xn)L and
E2 ≡ (∃y1, . . . , ym)L ′. We note E1 ≺g E2 iff there exists a substitution σ of {x1, . . . , xn}
such that Lσ ≡ L ′.
N. Peltier / Journal of Symbolic Computation 36 (2003) 49–77 55
Example 3. Let E1 ≡ (∃x1, x2)P(x1, x2) and E2 ≡ (∃y)P(y, a). We have P(x1, x2)σ =
E2 where σ = {x1 → y, x2 → a}. Therefore, E1 ≺g E2.
Let E1 ≡ (∃x)P( f (x)) and E2 ≡ (∃x ′)P(x ′). Again, we have P(x ′)σ = P(x), with
σ = {x ′ → f (x)}. Thus E2 ≺g E1.
Remark. The reader should note that if we have E1 ≺g E2 and E2 ≺g E1 then we must
have E1 ≡ E2, modulo the renaming of existential variables.
Definition 2.8. The set of free variables occurring in a g-clause C is denoted by Var(C).
A g-clause is said to be closed iff it contains only bound variables i.e. iff Var(C) = ∅.
Definition 2.9. The set of positive (resp. negative) literals occurring in a generalized clause
C is denoted by C+ (resp. C−). A g-clause C is said to be positive (resp. negative) iff
C = C+ (resp. C = C−).
Example 4.
c1 ¬p(y)∨ r(x, y)∨ (∃z)p(z)
c2 (∃x)p(y, x)∨ (∃x)p′(x, y)
c3 (∃x, y)r(x, y)∨ (∃x, y)r( f (x), g(y)).
c1, c2, c3 are g-clauses. c3 is closed, c1 and c2 are not. c2 and c3 are positive.
Remark. In the following, we assume that for any set of g-clauses S, two distinct g-
clauses occurring in S share no variable. Moreover, we also assume that for any quantifier
(∃x) occurring in a clause C ∈ S, x occurs only in the scope of ∃x in C (if this is not the
case, we can simply rename the considered variable).
The semantics of generalized clauses is very natural and is defined exactly as for first-
order formulae:
Definition 2.10. An atom P(t1, . . . , tn) is satisfied by an assignment A (noted A 
P(t1, . . . , tn)) iff (A(t1), . . . ,A(tn)) ∈ A(P).
A literal L is satisfied by an assignment A (noted A  L) if L is of the form
P(t1, . . . , tn) andA  P(t1, . . . , tn) or if L ≡ ¬P(t1, . . . , tn) and A  P(t1, . . . , tn).
A generalized literal E ≡ (∃x1, . . . , xn)L is satisfied by an assignmentA ≡ ((D, I ), σ )
(notedA  E) iff there exists a tuple (t1, . . . , tn) such that ∀i ∈ [1 . . .n], ti ∈ Dsort(xi ) and
((D, I ), σ ′)  L,
where σ ′ is defined as follows:
• σ ′(y) = σ(y) iff y /∈ {x1, . . . , xn}.
• ∀i ∈ [1 . . .n], σ ′(xi ) = ti .
A generalized clause C ≡ {L1, . . . , Ln} is satisfied by an interpretation I (noted I  C)
iff for all assignmentsA ≡ (I, σ ), there exists i ∈ [1 . . .n] such that (I, σ )  Li .
We introduce the following measure on terms and clauses:
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Definition 2.11. The depth depth(t) of a term (resp. atom) t is inductively defined as
follows:
• depth(t) = 0 if t is a variable or a constant symbol.
• depth( f (t1, . . . , tn)) = 1 + max(depth(ti )).
The depth of a literal is the depth of its atom. The depth of a clause is the maximal depth
of the literals in it.
2.3. Restricted g-clauses
In this section, we introduce the notion of restricted sets of g-clauses. This definition
imposes further restrictions on the variables occurring in the g-clauses. These conditions
will ensure that the resolution process (without the enumeration rule) terminates (see
Sections 3 and 5). The definition below may be seen as an extension of the definition of
the PVD class (see Fermu¨ller and Leitsch, 1996) to sets of generalized clauses.
Definition 2.12 (Restricted Generalized Clauses). A clause C is said to be restricted iff
for any positive literal (∃x1, . . . , xn)L ∈ C and any non-existential variable x occurring at
a position p in L, there exists a negative literal ¬L ′ and a position q such that L ′q = x and
|q| ≥ |p|.
A set of clauses S is said to be restricted iff any clause in S is restricted.
As we shall see, this restriction does not entail any loss of generality. Indeed, we will
show in Section 6 that any set of g-clauses can be automatically transformed into an
“equivalent” (in some sense) set of restricted g-clauses. Hence, restricted g-clauses have
the same expressive power as unrestricted ones.
Remark. The reader should note that the above definition implies that any positive
restricted g-clause must be closed.
Example 5. The four g-clauses below are restricted g-clauses:
¬P(x) ∨ (∃y)U(x, y)
¬P(g(x), a) ∨ U(h(x), a)
¬U(h(x), b) ∨ Q(g(x))∨ (∃y, z)U( f (x, y), z)
¬P(x, y) ∨ P(a, y).
The following two g-clauses are not restricted:
¬P(x) ∨ (∃y)U( f (x), y)
¬P(g(x), a) ∨ U(h(y), a).
3. A hybrid calculus for generalized clauses
We introduce in this section a calculus for restricted sets of generalized clauses. This
calculus is called “hybrid” because we mix a standard resolution calculus with dynamic
skolemization and enumeration techniques, which are similar to those used for finite model
building.
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Remark. In contrast to Peltier (2000), only clauses without equality are considered in the
present paper. This choice is motivated by the following remarks:
• The restriction of the method to non-equational clause sets greatly simplifies the
description of the calculus and the proofs of its properties.
• It does not entail any loss of generality, since it can be observed that any clause set
that is restricted in the sense of Peltier (2000) can be automatically transformed into
an equivalent, restricted (in the sense of the present paper), clause set not containing
equality, using Brand’s method for eliminating equality (Brand, 1975).
The extension of the method to more general classes of equational clauses could be
considered in the future. However, the termination of the calculus in the full equational
case (i.e. without the restriction imposed in Peltier, 2000) is a difficult problem3.
3.1. The ordering
Throughout this paper, we assume given an ordering <t on closed g-literals satisfying
the following condition, denoted by (
).
Definition 3.1. An ordering <t on closed positive g-literals is said to satisfy condition (
)
iff <t is well founded, total and if for any pair of g-literals (E1, E2) such that E1 ≺g E2,
we have E1 ≥t E2.
As usual, <t may be extended to closed positive g-clauses by considering the multiset
extension of the ordering on g-literals. In particular, for any positive closed g-literal P
and for any positive closed g-clause R, P >t R means that the clause {P} is greater than
the clause R, i.e. that any g-literal in R is strictly lower than P (hence P is maximal
in P ∨ R).
3.2. Inference rules
The positive resolution rule
Definition 3.2 (<t -Resolution). Let C ≡ P(s1, . . . , sn) ∨ D be a closed positive g-clause
and let C ′ ≡ ¬P(t1, . . . , tn) ∨ D′ be a g-clause. Let σ be a m.g.u. of P(s1, . . . , sn) and
P(t1, . . . , tn). If P(s1, . . . , sn) >t D, then D ∨ D′σ is a <t -resolvent of C and C ′.
For any set of g-clauses S, the set of all <-resolvents of g-clauses occurring in S is
denoted by Resolvent(S).
Remark. D and/or D′ may of course contain existential quantifiers.
Since all positive restricted g-clauses are closed, and since g-clauses are considered as
sets rather than disjunctions, no factorization rule is needed for refutational completeness
(even for clauses without existential quantifier).
3 As already observed in Peltier (2000), the calculus presented in Fermu¨ller and Leitsch (1998) for equational
clauses does not terminate (it can be shown that the proof of Theorem 4.2. in Fermu¨ller and Leitsch, 1998 is
not correct). Hence, it seems that more restrictive conditions, or more restrictive calculi, are needed to insure
termination. The interested reader may consult Peltier, 2001 for more details about this problem.
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The enumeration rule
Now, we introduce a new rule, called the enumeration rule. This rule allows us to
simulate, during the resolution process, the enumeration of finite models which is usually
done in a tableaux framework.
It performs a special kind of dynamic skolemization, based on the following observa-
tion. If there exists an x such that L(x) is true, then either x is equal to a constant symbol
ci already occurring in the set of g-clauses and L(ci ) is true, or x may be replaced by
new constant symbol c, not occurring in the set of g-clauses. Hence an existential literal
of the form (∃x)L may be replaced by a disjunction∨ni=1 L{x → ci } ∨ L{x → c}, where{c1, . . . , cn} is the set of constant symbols of sort sort(x) occurring in S and where c is
a new constant symbol of sort sort(x) (it is worthwhile mentioning that this technique is
similar to the Least Number Heuristic used in Zhang and Zhang (1995) for finite model
building).
We assume given a function η mapping all existential literals (∃x)L to pairwise distinct
(up to a renaming of bound variables) constant symbols c of sort sort(x) not occurring in
the initial clause set nor in L.
Definition 3.3 (Enumeration Rule). Let S be a set of g-clauses. Let C ≡ (∃x)(L) ∨ R be
a positive g-clause in S such that (∃x)L >t R.
The g-clause
∨n
i=1 L{x → ci } ∨ R is deduced from C by the enumeration rule iff for
all i ∈ [1 . . .n], sort(ci ) = sort(x) and if there exists i ∈ [1 . . .n] such that ci ≡ η((∃x)L).
The set of g-clauses deduced from S by the enumeration rule (using an arbitrary strategy
for the choice of the set {c1, . . . , cn}) is denoted by Enum(S).
Remark. In this paper—in contrast to the initial version of the method presented in
Peltier (2000)—we make no particular assumption on the particular strategy that is used to
choose the set {c1, . . . , cn} (except for the termination results in Section 5 which require
some further conditions on the considered strategy). The reader should note that if n = 1,
then the rule is in this case equivalent to the usual (dynamic) skolemization rule and the
method is essentially equivalent to the standard resolution calculus.
A possible strategy—used in the examples in the present paper—consists in choosing
for {c1, . . . , cn} the whole set of constant symbols occurring in S, enriched by the constant
symbol η((∃x)L). Interactive strategies (where the set {c1, . . . , cn} is suggested by the
user) may of course be used. More clever strategies could perhaps be defined in the
future.
The splitting rule
For the sake of completeness, we also introduce the following splitting rule, which
may be useful for improving efficiency in some cases (see, for example, Peterson, 1988).
However, the splitting rule is not needed for refutational completeness, nor for finite model
completeness (see Sections 4 and 5).
Definition 3.4 (Splitting Rule). Let S be a set of g-clauses. Let C ≡ A∨B be a positive g-
clause in S such that A does not contain any existential variables. Then the sets of g-clauses
S ∪ {A} and S ∪ {B} ∪ {¬L | L ∈ A} are deduced from S by the splitting rule.
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Lemma 3.1. Let S be a set of restricted g-clauses. If S1 and S2 are deduced from S by
the splitting rule, then for all interpretations I, I  S iff there exists i ∈ {1, 2} such that
I  Si . Moreover, S1 and S2 are restricted.
Proof. The proof is immediate, since any positive clause is closed. 
3.2.1. Simplification rules
The following rules are not necessary for refutational completeness, but may be useful
for pruning the search space.
The usual subsumption rule can be extended to generalized clauses by the following
definition:
Definition 3.5 (Subsumption Rule). Let C and D be two g-clauses. C is said to be
subsumed by D iff there exists a substitution σ of the variables in Var(D) such that for
all literals L in D, there exists a literal L ′ in C such that L ′ ≺g Lσ .
C is said to be strictly subsumed by D (noted C >s D) iff D subsumes C and C does
not subsume D.
For any set of clauses S, the set of clauses in S that are minimal according to <s (i.e.
that are not strictly subsumed by any clause in S) is denoted by Sub(S).
Example 6. The g-clause P(a) subsumes the g-clause (∃x)P(x). The g-clause
(∃x)P(x, y) subsumes the g-clauses (∃u, v)P(u, v) and (∃v)P(v, b).
The following definitions extend the notions of tautological clauses and condensing to
generalized clauses.
Definition 3.6 (Generalized Tautology). Let C be a g-clause. C is said to be a tautology
iff C contains two literals L,¬L ′ such that L ≺g L ′.
For any set of g-clauses S, we denote by Taut(S) the set of g-clauses C ∈ S such that
C is not a tautology.
Example 7. The g-clause (∃x)P(x, x) ∨ ¬P(a, a) is a tautology.
Definition 3.7 (Generalized Condensing Rule). Let C be a clause. The set of literals in C
that are minimal according to ≺g is called a generalized condensing of C .
The set of g-clauses deduced from S by the generalized condensing rule is denoted by
Cond(C).
Example 8. The g-clause (∃x, y)P(x, y) is a generalized condensing of (∃x, y)P(x, y)∨
(∃x)P(x, x).
3.2.2. Resolution operators
Definition 3.8. We define the following operators:
• Hybrid(S) = Resolvent(S) ∪ Enum(S).
• Hybrid0(S) = S.
• Hybridi+1(S) = Hybrid(Hybridi (S)) ∪ Hybridi (S) if i ≥ 0.
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• Hybrid∗(S) =⋃i≥0 Hybridi (S).• HybridS(S) = Sub(Taut(S ∪ Cond(S) ∪ Resolvent(S) ∪ Enum(S))).
• Hybrid0S(S) = S.
• Hybridi+1S (S) = HybridS(HybridiS(S)).
• Hybrid∗S(S) =
⋃
i≥0
⋂
j≥i Hybrid
j
S(S).
Remark. Notice that the operators Hybrid and HybridS do not use the splitting rule.
The next lemma shows that the class of restricted clause sets is stable by the operator
HybridS .
Lemma 3.2. For all restricted sets of g-clauses S, Hybrid(S) and HybridS(S) are
restricted.
Proof. Let S be a restricted set of g-clauses. Let C be a clause in HybridS(S)∪Hybrid(S).
C is deduced from S by applying either the <t -resolution, condensing or the enumeration
rule. We distinguish three cases:
1. <t -Resolution rule. C must be of the form D ∨ D′σ , where S contains a closed
positive g-clause P(s1, . . . , sn)∨ D such that P(s1, . . . , sn) >t D and a g-clause of
the form ¬P(t1, . . . , tn) ∨ D′ where σ is a m.g.u. of (s1, . . . , sn) and (t1, . . . , tn).
Let x be a variable occurring at a position p in a positive g-literal in C . Then,
since P(s1, . . . , sn) ∨ D is closed, x must occur in a literal in D′. Since σ is
ground, we have xσ ≡ x . Since S is restricted, x must occur at a position q with
|q| ≥ |p| in the atom of a negative literal in ¬P(t1, . . . , tn) ∨ D′. If x occurs in
P(t1, . . . , tn) then since σ is a m.g.u. of P(t1, . . . , tn) and P(s1, . . . , sn), xσ must
occur in P(s1, . . . , sn) hence must be ground, which is impossible. Hence x occurs
at a position q in a negative literal occurring in D′. Since xσ ≡ x this implies that x
occurs at a position q in a negative literal occurring in D′σ . Therefore C is restricted.
2. Condensing. Let C ′ be a g-clause deduced from C by Condensing. W.l.o.g. we may
simply consider the case in which C ′ ≡ C\{(∃y1, . . . , yn)L ′} where C contains a
literal (∃x1, . . . , xn)L such that there exists a substitution σ of x1, . . . , xn such that
Lσ ≡ L ′.
Let x be a variable occurring at a position q in a positive literal in C ′. Since C
is restricted, x must occur at a position q such that |q| ≥ |p| in a negative literal
L ′′ ∈ C . If L ′′ ≡ (∃y1, . . . , yn)L ′, then we have L ′′ ∈ C ′ hence the proof is
complete. Otherwise, L must be negative, hence we have n = 0 and L ′ ≡ L.
3. Enumeration rule. The proof is immediate, since the rule only replaces a
bound variable by constant symbols. Hence the positions of the variables are not
affected. 
The following theorem shows that the calculus HybridS is sound.
Theorem 3.1 (Soundness). The calculus HybridS is sound, i.e. for any set of g-clauses S
and for all integers i , if S satisfiable then HybridiS(S) is satisfiable. Moreover, any model
of HybridiS(S) is a model of S.
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Proof. Let S be a satisfiable set of clauses. Let (D, I ) be an interpretation satisfying S.
We define an new interpretation (D, J ) on the same domain of (D, I ) as follows:
• For any symbol f occurring in S, we define J ( f ) = I ( f ).
• Assume that J ( f ) is constructed for any symbol f occurring in HybridkS(S). Let
a be a symbol occurring in Hybridk+1S (S) and not occurring in Hybrid
k
S(S). If
a ≡ η((∃x)L) for some g-literal (∃x)L in HybridkS(S), and if (D, J )  (∃x)L,
then interpret a in such a way that ((D, J ), {x → a})  L. Otherwise it may be
chosen arbitrarily.
We show, by induction on k, that (D, J )  HybridkS(S).
• k = 0. The proof is immediate since HybridkS(S) = S and I and J are equivalent on
any symbol occurring in S.
• k > 0. Assume that (D, J )  Hybridk−1S (S). Let C be a clause in HybridkS(S). We
prove that (D, J )  C .
– If C ∈ Hybridk−1S (S) or if C ∈ Resolvent(Hybridk−1S (S)), then the proof is
immediate.
– Assume that C ∈ Cond(S). W.l.o.g. we simply consider the case where C
is of the form C ′\{(∃y1, . . . , ym)L} where C ′ ∈ S and where there exists
a literal (∃x1, . . . , xn)L ′ ∈ C and a substitution σ of {x1, . . . , xn} such that
L ′σ ≡ L (the general case follows immediately by induction). Assume that
(D, J )  C ′\{(∃y1, . . . , ym)L}. Since (D, J )  C ′, this means that there
exists an assignment A ≡ ((D, I ), θ) such that A  (∃y1, . . . , ym)L and
A  C . By definition, this means that there exists (a1, . . . , am) ∈ D such that
((D, I ), θ ′)  L where θ ′(x) = θ(x) if x /∈ {y1, . . . , ym} and ∀i ∈ [1 . . .m],
θ ′(yi ) = ai .
Since L ′σ ≡ L, we deduce that ((D, I ), θ ′)  L ′σ , hence that ((D, I ), θ) 
(∃x1, . . . , xn)L ′ which is impossible since A  C .
– Else, C ≡ ∨ni=1 L{x → ci } ∨ R is a g-clause deduced from a clause
C ′ ≡ (∃x)L ∨ R by applying the enumeration rule. Since C ′ ∈ Hybridk−1S (S),
(D, J )  C ′, hence we have either (D, J )  R or (D, J )  (∃x)L. If
(D, J )  R then (D, J )  C .
Otherwise, we have (D, J )  (∃x)L. By definition of the enumeration rule,
there exists i ∈ [1 . . .n] such that ci ≡ η((∃x)L. By definition of J we must
have (D, J )  L{x → ci }. Hence (D, J )  C .
Now, assume that I is a model of HybridS(S). Let C ∈ S. We shall prove that I  C . If
C ∈ HybridS(S) the proof is immediate. By definition of HybridS(S), if C /∈ HybridS(S)
then either C is a tautology or C is subsumed by a clause C ′ in HybridS(S). We distinguish
two cases.
1. C is a tautology. Then C must contain two literals (∃x1, . . . , xn)L and ¬L ′ such
that there exists a substitution σ of {x1, . . . , xn} such that Lσ ≡ L ′. If I  C ,
then there exists an assignment (I, θ) such that (I, θ)  (∃x1, . . . , xn)L ∨ ¬L ′.
Since (I, θ)  (∃x1, . . . , xn)L we deduce that (I, θ)  (∀x1, . . . , xn)¬L. Hence
(I, θ)  ¬Lσ . Therefore we must have (I, θ)  ¬L ′, which is impossible.
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2. C is subsumed by a clause C ′ in HybridS(S). Assume that there exists an assignment
(I, θ) such that (I, θ)  C ′. By definition of the subsumption rule, there exists a
substitution σ of the variables in Var(C ′) such that for all literals (∃x1, . . . , xn)L in
C ′, there exists a literal (∃x ′1, . . . , x ′m)L ′ in C and a substitution σ ′ of {x ′1, . . . , x ′m}
such that L ′σ ′ ≡ Lσ .
Since I  C ′σ there must exist a literal (∃x1, . . . , xn)L ∈ C ′ such that (I, θ) 
(∃x1, . . . , xn)Lσ .
Since C ′ subsumes C , there exists a literal (∃x ′1, . . . , x ′m)L ′ in C and a substitution
σ ′ of {x ′1, . . . , x ′m} such that L ′σ ′ ≡ Lσ . Since (I, θ)  C , we must have (I, θ) 
(∀x ′1, . . . , x ′m)¬L ′ hence (I, θ ′)  ¬L ′σ ′ which is impossible since L ′σ ′ ≡ Lσ . 
Corollary 3.1. For all sets of g-clauses S, if there exists an integer i such that ✷ ∈
HybridiS(S) then S is unsatisfiable.
Proof. This is an immediate consequence of Theorem 3.1, since any set of g-clauses
containing✷ is unsatisfiable. 
Other important properties of the operator HybridS (including refutational complete-
ness) will be proven in Section 5.
4. Model building
In this section, we show how to extract a model from sets of g-clauses that are saturated
under the operator HybridS . The extracted model is a Herbrand interpretation, denoted as
usual by a set of ground atoms. We need to introduce some definitions and notations.
Definition 4.1. For any (possibly infinite) set of ground atoms E , we denote by IE the
Herbrand interpretation defined as follows: for any ground atom A, IE  A iff A ∈ E .
Example 9. Let Ω = {P, Q, R}, Σ = {a, b, c} with arity(P) = arity(Q) = 1 and
arity(R) = 2. The set {P(a), R(b, c)} denotes the interpretation (D, I ) such that:
• For all s ∈ S, Ds ≡ Hs(Σ ,∅).
• I (a) = a, I (b) = b, I (c) = c.
• For all terms t , I (P)(t) is true iff t ≡ a.
• For all terms t , I (Q)(t) is false.
• For all pairs of terms (t, s), I (R)(t, s) is true iff t ≡ b and c.
Definition 4.2. Let S be a set of restricted g-clauses and E be a set of ground atoms.
PosE (S) denotes the set of clauses C in S such that:
• C is positive;
• and C does not contain any ground atom in E ;
• and the maximal literal in C is of the form P(t1, . . . , tn) for some P ∈ Ω and some
(t1, . . . , tn) ∈ H (Σ ,∅)n.
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Fig. 1. The procedure AddAtom.
Notation 2. Let S be a set of g-literals or g-clauses. We denote by min <t (S) (resp.
max<t (S)) a (arbitrarily chosen) minimal (resp. maximal) element in S w.r.t. the order-
ing <t .
Now we have all that we need to define the algorithm for extracting a model from
saturated set of g-clauses. We firstly define the following procedure AddAtom (depicted
in Fig. 1):
Definition 4.3. Let S be a set of restricted g-clauses. We denote by MS the operator
defined as follows: for any set of ground equations E :
MS(E) =def AddAtom(S, E).
MS is monotonic, hence has a least fixpoint, denoted by M∗S . We denote by Model(S)
the interpretation IM∗S .
We give an example in order to illustrate the definition ofMS and AddAtom(S, E).
Example 10. Let S be the following set of restricted clauses:
¬P(x) ∨ R(x)
P(a) ∨ P(b)
¬R(c) ∨ P(b)
R(c) ∨ P(a).
S is saturated w.r.t. HybridS (with a > b and R(x) > P(x)).
We have Pos∅(S) = {P(a) ∨ P(b), R(c) ∨ P(a)}.
The minimal clause in Pos∅(S) is P(a) ∨ P(b). The maximal literal in this clause is
P(a). Hence AddAtom(S,∅) = {P(a)}.
Then, Pos{P(a)}(S) = ∅ (since P(a) ∨ P(b) and R(c) ∨ P(a) both contain P(a)) thus
AddAtom(S, {P(a)}) = ∅.
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We are going to show that if a set of clauses S not containing ✷ is saturated w.r.t.
HybridS , then Model(S) is a model of S. We firstly state below some important properties
of the operatorM.
Lemma 4.1 (Termination). Let S be a set of g-clauses. If S is finite, then there exists i such
thatMi+1S (∅) =MiS(∅).
Proof. It suffices to remark that for all sets of g-clauses S and for all sets of ground
atoms E we must have PosAddAtom(S,E)(S) ⊆ PosE (S) (since a literal belonging to a
g-clause not occurring in PosE (S) is added into E). Then, we have, for all integers i ,
PosMi+1S (∅)(S) ⊆ PosMiS(∅)(S). Since S is finite, this implies that there exists an i such
that PosMi+1S (∅)(S) = PosMiS(∅)(S). But this is possible only if M
i+1
S (∅) =MiS(∅). 
We need the following lemmata:
Lemma 4.2. Let S be a (possibly infinite) set of g-clauses. If L ∈M∗S then S contains a
positive g-clause of the form L ∨ R where:
• L >t R,
• and R contains only positive ground atoms,
• and M∗S  R.
Proof. The existence of the clause L ∨ R and the two first items are straightforward
consequences of the definition of AddAtom.
Then, by definition of AddAtom, there exists i such that MiS(∅)  R and such that
Mi+1S (∅) = MiS(∅) ∪ {L}. Moreover, for all L ′ ∈ M∗S\MiS(∅) we must have L ′ >t L
(since the clause C in the definition of AddAtom is the minimal clause in PosE (S)).
Therefore, if M∗S  R then we must haveMiS(∅)  R. 
Lemma 4.3. Let C and D be two g-clauses such that C <s D. If D is closed, then
there exists a ground substitution σ of the variables of C, such that Cσ subsumes D and
Cσ ≤t D.
Proof. By definition of the subsumption rule, there must exist a substitution σ ′ such that
for all literals (∃x1, . . . , xn)L in D, there exists a literal (∃x ′1, . . . , x ′m)L ′ in C and a
substitution σ ′′ of {x ′1, . . . , x ′m} such that L ′σ ′′ ≡ Lσ ′. Let θ be a ground substitution
instantiating each uninstantiated variables in σ ′ ∪ σ ′′ by arbitrarily chosen ground terms.
We have L ′σ ′′θ ≡ Lσ ′θ . Since D is closed, we deduce that Cσ ′θ subsumes D. Moreover,
by condition (
), we have Cσ ′θ ≤t D. 
The following theorem states the soundness of the model extraction algorithm.
Theorem 4.1. Let S be a (possibly infinite) set of g-clauses such that HybridS(S) = S and
✷ /∈ S.
Model(S)  S.
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Proof. Let E =M∗S .
Let Cθ be a minimal (according to <t ) instance of a g-clause C ∈ S such that IE  Cθ .
We consider several cases, according to C:
• If C is positive and contains no existential literals. Since C is closed, we have
Cθ ≡ C . Since E is a fixpoint of MS , E must contain a literal in C , which is
impossible since IE  C .• If C is positive and contains a maximal existential literal. C is of the form (∃x)L∨ R
where (∃x)L >t R. By irreducibility w.r.t. the enumeration rule S contains a g-
clause C ′ subsuming the clause C ′′ ≡ ∨ni=1 L{x → ci } ∨ R (since C ′′ is positive,
it cannot be removed by the elimination of the tautology rule). By the definition of
<t (see condition (
)), we must have ∀i ∈ [1 . . .n], L{x → ci } <t (∃x)L, hence
C ′′ <t C . By Lemma 4.3, we have C ′ ≤t C ′′. Therefore, C ′ <t C , hence we must
have IE  C ′ and IE  C ′′. Therefore, we have either IE  R, or there exists
i ∈ [1 . . .n] such that IE  L{x → ci }. In both cases, IE  C .• If C contains a negative literal.
Since C− cannot contain any existential literal of the form (∃x)¬A, any literal in
C− must be of the form ¬A where Aθ occurs in E . Since C− is non-empty, C is of
the form ¬A ∨ R, where Aθ ∈ E .
By Lemma 4.2, for all Aθ ∈ E , there exists a clause C ≡ Aθ ∨ R′ in S such that
IE  R′ and Aθ >t R′.
By irreducibility w.r.t. the resolution rule, either R′ ∨ Rθ is a tautology, or there
must exists a clause C ′ subsuming the clause R′ ∨ Rθ .
If R′∨Rθ is a tautology, then IE  (R′∨Rθ) hence IE  Rθ which is impossible.
Else, by Lemma 4.3, there exists an instance C ′σ of C ′ such that C ′σ ≤t (R′ ∨R)
and C ′σ subsumes (R′ ∨ Rθ). Since Aθ >t R′, we have R′ ∨ R <t Cθ , hence we
deduce that C ′σ <t Cθ , therefore we must have IE  C ′σ , hence by soundness of
the subsumption rule, IE  (R′ ∨ Rθ). Since IE  R′, we deduce that IE  Rθ
hence that IE  Cθ , which is impossible. 
5. The properties of the method
5.1. Refutational completeness
In this section, we prove that the hybrid ordered positive resolution calculus is
refutationally complete. Due to the use of the enumeration and simplification rules, this
does not follow from standard completeness results of ordered resolution. However, we
shall show that the refutational completeness is actually a direct consequence of the results
presented in Section 4.
Theorem 5.1 (Refutational Completeness). Let S be a set of variable-restricted g-clauses.
If S is unsatisfiable, then there exists an integer i such that HybridiS(S) contains✷.
Proof. Assume that Hybrid∗S(S) does not contain ✷. By definition, we have HybridS
(Hybrid∗S(S)) = Hybrid∗S(S). By Theorem 4.1, we deduce that Model(S)  Hybrid∗S(S).
Hence Hybrid∗S(S) is satisfiable. By Theorem 3.1, we deduce that S is satisfiable. 
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5.2. Termination
In this section, we shall prove that HybridS terminates on any set of g-clauses having
a finite model. Obviously, this result does not hold for any strategy (see Section 3.2).
Consequently, we require that the ordering <t and the strategy used for applying the
enumeration rule satisfy some further conditions.
Definition 5.1. Let < be an ordering on a set of elements E . Inf<(c) denotes the set
Inf<(c) ≡ {c′ ∈ E | c′ ≤ c}.
We denote by (C) the following conditions.
(C1) There exists an total and well founded ordering≺ on constant symbols, such that for
any application of the enumeration rule on a clause (∃x)L ∨ R, leading to a clause∨n
i=1 L{x → ci } ∨ R, {c1, . . . , cn} = Inf<(η((∃x)L))4.
(C2) For any literal L, L ′ such that maxc(L) ≺ maxc(L ′), we have L ′ <t L, where
maxc(L) denotes the maximal (according to ≺) constant symbol in L.
In this section, we assume that (C) is satisfied.
Lemma 5.1. Let S be a restricted set of g-clauses. If Hybrid∗(S) is infinite, then
Hybrid∗(S) contains an infinite number of distinct constant symbols.
Proof. Let S be a restricted set of g-clauses. Assume that Hybrid∗(S) is infinite and that
Hybrid∗(S) contains a finite number of distinct constant symbols.
Let pmax be the maximal depth (see Definition 2.11) of terms in S.
We are going to prove, by induction on i , the following property: for all clauses
C ∈ Hybrid∗(S) and for all positions p in an atom L occurring in C+ such that L p is
ground then:
• Either p ≤ pmax.
• Or there exists a position p′ in an atom L ′ occurring in C− such that |p′| > |p|.
• Base case. Immediate, by definition of pmax.
• Induction case. Assume that the property holds for all j < i . Let C ∈ Hybridi (S).
Let p be a position in an atom L occurring in C+ such that L p is ground.
We distinguish two cases according to the rule used to deduce C .
– Enumeration rule. The proof is immediate, since a bounded variable is replaced
by constant symbols. Hence the depth of the terms does not increase.
– Resolution. C must be of the form D ∨ D′σ , where S contains a positive g-
clause P(s1, . . . , sn) ∨ D and a g-clause ¬P(t1, . . . , tn) ∨ D′ such that σ is a
m.g.u. of (s1, . . . , sn) and (t1, . . . , tn). Several cases may occur.
1. If p is a position in D. Since P(s1, . . . , sn) ∨ D does not contain any
negative literal, we must have by induction hypothesis, p ≤ pmax.
4 This implies that Inf<(η((∃x)L)) must be finite.
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2. If p is a position in D′. By induction hypothesis, we have either p ≤ pmax
(in this case the proof is immediate) or there exists a negative literal L ′ in
¬P(t1, . . . , tn) ∨ D′ and a position p′ in L ′ such that |p′| > |p|. If L ′
occurs in D′ then p′ is a position in a literal L ′σ in C hence the proof is
completed. Otherwise L ′ must be P(t1, . . . , tn). Then, since P(t1, . . . , tn)
and P(s1, . . . , sn) are unifiable and P(s1, . . . , sn) is ground, p′ must be a
position in P(s1, . . . , sn). Therefore, we have p′ ≤ pmax hence p ≤ pmax.
3. Otherwise, L must occur in D′ and p must be of the form p′ · p′′ where
there exists a variable x occurring at a position p′ in an atom L ′ ∈ D′ and
p′′ is a position in xσ . Since S is restricted, x occurs at a position q ′ such
that |q ′| ≥ |p′| in an atom L ′ occurring in (¬P(t1, . . . , tn) ∨ D′)−.
∗ If L ′ ≡ P(t1, . . . , tn) then q ′ . p′ must be a position in P(t1, . . . , tn)σ
hence in P(s1, . . . , sn). Therefore |q ′ . p′| ≤ pmax hence p ≤ pmax.
∗ Otherwise, L ′σ occurs in C and q ′ . p′ is a position in L ′σ such that
|q ′ . p′| ≥ p, hence the proof is completed.
In particular, all positive g-clauses in Hybrid∗(S) must be closed and of depth lower
than pmax, hence if Hybrid∗(S) contains a finite number of constant symbols, then
there must be a finite number of distinct positive g-clauses in Hybrid∗(S). Therefore
the set Tg of distinct ground terms occurring in positive clauses in Hybrid∗(S) is
finite.
Therefore there exists i such that Hybridi (S) contains all positive g-clauses in
Hybrid∗(S). We show that Hybrid∗(S) is finite.
Let U j (S) be the set of g-clauses C ∈ Hybridi+ j+1 not occurring in
Hybridi+ j (S). If there exists j such that U j (S) = ∅, then Hybrid∗(S) must be finite.
Hence we assume that for all j ≥ 0, U j (S) = ∅.
For any g-clause C we denote by I (C) the following tuple:
I (C) ≡ (|Var(C)|,C).
I (C) is ordered using the lexicographic extension of the usual ordering on natural
numbers and of <t . Let I (Ui ) = {I (C) | C ∈ Ui }. We are going to show that for all
j ≥ 0
I (U j+1) < I (U j ).
Let C ∈ U j+1. Since C does not occur in Hybridi+ j+1(S) C is negative (indeed
Hybrid is monotonic and Hybridi contains all positive g-clause in Hybrid∗(S)).
Hence C must be deduced by <t -resolution from a negative g-clause C ′. By def-
inition of Hybrid, the other parent g-clause must be positive. Hence, since C ∈
U j+1(S), C ′ ∈ U j (S).
If one variable is instantiated then |Var(C)| < |Var(C ′)|, therefore I (C) < I (C ′).
Otherwise, we have |Var(C)| = |Var(C ′)|, and C <t C ′ (since a literal is replaced
by literals that are strictly smaller w.r.t. <t ). Therefore I (C) < I (C ′).
We conclude that any tuple occurring in I (U j+1) is strictly lower than at least
one element in I (U j ). But U j+1 is not empty, hence I (U j+1) is strictly decreasing.
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This is impossible, since the order on I (U j ) is well founded (as lexicographic and
multiset extensions of well founded orderings).
Therefore, we conclude that Hybrid∗(S) is finite, which contradict the initial
assumption. 
Lemma 5.2. Let S be a restricted set of g-clauses. If S has a finite model then Hybrid∗(S)
is finite.
Proof. Let S be a restricted set of g-clauses. Assume that S has a finite model I and that
Hybrid∗(S) is infinite. By Lemma 5.1, Hybrid∗(S) contains an infinite number of constant
symbols.
By Theorem 4.1, there exists an extension J of I such that J  Hybrid∗(S). Since
the domain of I is finite, then there exists a finite set {c1, . . . , cn} of constant symbols
such that for all constant symbols c, there exists i such that J (ci ) = J (c). W.l.o.g. we
assume that c1 ≺ · · · ≺ cn and that {c1, . . . , cn} is the minimal set (according to ≺) having
this property (this is possible since ≺ is well founded). We denote by cmax the maximal
(according to ≺) constant symbol occurring in S. Let c = max(cn, cmax).
Let S′ be the set of g-clauses obtained from Hybrid∗(S) by removing all literals
containing constant symbols strictly greater than c. Assume that S′ is satisfiable. Then,
✷ /∈ S′ hence (by condition (C2)), no constant symbols greater than c occurs in maximal
literal of Hybrid∗(S). Therefore, since the number of distinct g-literals built on a finite
set of symbols is finite, only a finite number of applications of the enumeration rule is
possible. Therefore, the number of constant symbols is finite, which contradicts the initial
hypothesis. Therefore, S′ must be unsatisfiable.
By definition, any constant symbol greater than c is greater than cmax, hence must have
been introduced into S by an application of the enumeration rule, producing a clause of the
form:
k∨
i=1
L{x → c′i } ∨ R
such that, by definition of {c1, . . . , cn}, for all j ∈ [1 . . . k], there exists i( j) ∈ [1 . . .n]
such that J (c′j ) = J (ci( j )). Therefore J (L{x → c′j }) = J (L{x → ci( j )}).
Since {c1, . . . , cn} is minimal w.r.t. ≺, we must have by (C1), for all j ∈ [1 . . . k],
ci( j ) ∈ {c′1, . . . , c′k}. Therefore, any literal containing a constant symbol greater than cn
is equivalent in J to a literal of the same clause not containing any literal strictly greater
than cn . Therefore any such literal can be deleted from S, without changing the truth value
of the clause set in J . Hence, we must have: J  (S′ ⇔ S) and J  S′, which is
impossible. 
We deduce the following:
Corollary 5.1 (Termination of HybridS). If S has a finite model then there exists an integer
i such that Hybridi+1S (S) = HybridiS(S).
Proof. The proof is immediate, since Hybrid∗(S) is finite and since the number of clauses
that can be deduced by generalized condensing from a given finite set of g-clauses is
obviously finite. 
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6. From standard clauses to restricted generalized clauses
Until now, we required that the user translates his/her problem into a set of restricted
g-clauses. In this section, we provide a method for transforming automatically any clause
set S into a set of restricted g-clauses S′. The proposed transformation is defined in such a
way that the satisfiability of S is preserved, i.e. such that S is satisfiable iff S′ is satisfiable,
and that any model of S′ is a model of S. Moreover, it also tries to minimize the number of
existential variables occurring in the obtained clause set (in order to minimize the number
of applications of the enumeration rule, which is—according the Lemma 5.1—the only
rule that may entail the non-termination of the resolution process).
The process can be divided into 3 steps:
1. Choose a setting s and apply s to S, resulting in a new clause set S′. This step is not
necessary, but choosing the right setting may allow one to reduce significantly the
number of non-restricted g-clauses obtained during the transformation process (see
Fermu¨ller et al., 1993 for more details).
2. Transform S′ into a set of range-restricted g-clauses Srr .
3. Transform Srr into a set of restricted g-clauses by introducing some new existential
quantifiers.
6.1. Step 1: choice of the setting
Informally speaking, a setting is a function mapping each atom P to either P or ¬P in
such a way that two unifiable atoms are mapped to the same element.
Definition 6.1. A setting s is a function mapping each atom p(t1, . . . , tn) to an element
of {0, 1} such that if two atoms L1 and L2 are unifiable then s(L1) = s(L2). s can be
extended to a function mapping each formula (resp. clauses, set of clauses . . . ) F to a new
formula s(F) obtained by replacing each positive literal L (resp. each negative literal ¬L)
such that s(L) = 0 by ¬L (resp. L).
Proposition 6.1. Let s be a setting and let S be a set of clauses. s(S) is satisfiable iff S is
satisfiable.
Proof. Immediate. 
The choice of the setting should be done in such a way that the number of non-restricted
clauses is minimal. Indeed, this will reduce the number of existential quantifiers that will
be introduced into the set of g-clauses at Step 3.
Remark. Notice that two atoms P(t1, . . . , tn) and P(s1, . . . , sn) having the same pred-
icate symbol can be renamed in a different way, provided that they are not unifiable.
This allows one to reduce the number of restricted g-clauses , as evidenced by the fol-
lowing example:
¬p(a, x)∨ p(a, f (x))
p(b, x)∨ ¬p(b, f (x)).
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Here, we get a restricted set of g-clauses by applying the setting
{p(a, x)→ 0, p(a, f (x))→ 0, p(b, x)→ 1, p(b, f (x))→ 1}.
The corresponding set of clauses is
p(a, x) ∨ ¬p(a, f (x))
p(b, x)∨ ¬p(b, f (x)).
Obviously this transformation would not have been possible using the usual definition
of setting, because all atoms of the form p(t, s) would have to be associated to the same
element of {0, 1} and thus would have been renamed in the same way. Therefore we would
obtain either the initial clause set or
p(a, x) ∨ ¬p(a, f (x))
¬p(b, x)∨ p(b, f (x)).
The reader can easily check that both clause sets are non-restricted.
6.2. Step 2: from non-range-restricted to range-restricted g-clauses
We first recall the well-known definition of range-restricted clauses.
Definition 6.2. A clause (resp. g-clause) C is said to be range-restricted iff Var(C+) ⊆
Var(C−).
The method for transforming non-range-restricted clauses into range-restricted ones is
well known. For the sake of completeness, we recall below the transformation process,
which is adapted here to the case of a sorted signature. The interest of using a sorted
signature will be demonstrated later.
Definition 6.3. Let S be a set of clauses. Let α be a function mapping all sort symbols
s to distinct predicate symbols of arity 1 and of profile “s” not occurring in S. We define
RR(S) =def S1 ∪ S2 where
• S1 =def
{∨
x∈Var(C+)\Var(C−)¬α(sort(x))(x) ∨ C | C ∈ S
}
;
• S ′ is the least set of sort symbols such that:
– S ′ contains all sort symbols sort(x) where C ∈ S, x ∈ Var(C+)\Var(C−);
– and S ′ contains the sort symbols {s1, . . . , sn} where f ∈ Σ , profile( f ) =
s1 × · · · × sn → s and s ∈ S ′.
Remark: S ′ is finite if S is finite.
• S2 =def
{∨n
i=1 ¬α(si )(xi ) ∨ α(s)( f (x1, . . . , xn)) | f ∈ Σ , profile( f ) = s1 × · · · ×
sn → s, s ∈ S ′
}
.
Lemma 6.1. Let S be a set of clauses. Then RR(S) is range-restricted. Moreover, S is
satisfiable iff RR(S) is satisfiable and any model of RR(S) is a model of S.
Proof. It is trivial to prove that RR(S) is range-restricted (this follows straightforwardly
from the definition of clauses in RR(S)).
N. Peltier / Journal of Symbolic Computation 36 (2003) 49–77 71
Moreover, if S has a model I, then we obtain a model of RR(S) by interpreting each
term of the form α(s)(t), where s ∈ S as true.
Therefore, we only need to prove that if RR(S) is satisfiable then S is satisfiable. It
suffices to remark that for all variables x of type s occurring in Var(C+)\Var(C−) with
C ∈ S and for all t ∈ Hs(Σ ,∅), the clause α(s)(t) is a logical consequence of S2 (the
proof is immediate, by induction on t). Hence for all clauses C , such that {x1, . . . , xn} =
Var(C+)\Var(C−) and for all (t1, . . . , tn) ∈ (Hsort(x1)(Σ )×· · ·× Hsort(xn)(Σ )), the clause
C{xi → ti } is a logical consequence of S1 ∪ S2. Therefore any ground instance of a clause
in S is a ground instance of a clause deducible from RR(S). Hence any model of RR(S)
is a model of S, and the satisfiability of S is preserved.
Remark. The use of sort symbols may allow one to reduce strongly the number of
generated clauses. For example, consider the following clause set S:
¬ r(y) ∨ ¬p( f (x), y)∨ p(x, y)
p(a, b)
r(x).
S is not range-restricted. Applying the above transformation would produce the
following clause set S′:
¬ r(y) ∨ ¬p( f (x), y)∨ p(x, y)
p(a, b)
¬ d(x) ∨ r(x)
d(a)
d(b)
¬ d(x) ∨ d( f (x)).
However, if we consider instead the following sorted signature (which can be computed
automatically in polynomial time using standard type inference algorithms):
r : T
p : S × T
f : S → S
a : → S
b : → T .
Then we get the following clause set S′′:
¬ r(y) ∨ ¬p( f (x), y)∨ p(x, y)
p(a, b)
¬ d(x) ∨ r(x)
d(b).
Several clauses have been removed, and several potential applications of the resolution
rule have been prevented. In particular, we now obtained a restricted set of clauses,
whereas S′ is not restricted. It is clear that Hybrid∗(S′′) is finite, whereas Hybrid∗(S′)
is infinite.
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6.3. Step 3: from range-restricted to restricted g-clauses
We now describe the crucial step, namely the transformation of range-restricted clauses
into restricted generalized clauses.
We first introduce a flattening operation, replacing a function symbol f of profile
s1 ×· · ·× sn → s by a new predicate symbol f ′ of profile s1 ×· · ·× sn × s. f ′ is intended
to encode the function denoted by f , i.e. we have f ′(x1, . . . , xn, y) iff f (x1, . . . , xn) = y.
The replacement of some function symbols by predicate symbols allows one to reduce
the depth of the variables in the positive literals, hence will allow one to eventually obtain
restricted g-clauses. On the other hand, existential quantifiers have to be added in the
clause, in order to ensure that the interpretation of f ′ is a function (this has to be done
in a careful way in order to obtain range-restricted clauses, e.g. we cannot simply add the
formula (∀x1, . . . , xn)(∃y) f ′(x1, . . . , xn, y) since it is not restricted).
We assume given a functionψ mapping all function symbols f of profile s1×· · ·×sn →
s to new distinct predicate symbols ψ( f ) of profile s1×· · ·×sn×s not occurring in the set
of clauses at hand and a function φ mapping each term t ∈ H (Σ ,V) into a new variable
of the same sort.
Notation 3. For any g-clause C ′, we denote by Head f (C) the set of terms t occurring in
C such that t is of the form f (t1, . . . , tn) for some terms (t1, . . . , tn).
For any expression (g-clause, term etc.) E , we denote by E f the expression obtained
from E by replacing each term t of the form f (t1, . . . , tn) occurring in E by φ(t).
Definition 6.4. Let C be a g-clause and let f ∈ Σ .
We denote by Flatten f (C) the set of g-clauses Flatten f (C) =def {C ′} ∪ S where
• C ′ is of the form D ∨ C f , where
D =def
∨
t≡ f (t1,...,tn)∈Head f (C)
¬ψ( f )(t f1 , . . . , t fn , φ(t)).
• S =def
{∨
f (t1,...,tn)∈Head f (C−) ¬ψ( f )(t
f
1 , . . . , t
f
n , φ(t)) ∨ (C f )−
∨ (∃x)ψ( f )(s f1 , . . . , s fn , x) | f (s1, . . . , sn) ∈ Head f (C+)
}
.
For any set of g-clauses S, we denote by Flatten f (S) the set
Flatten f (S) =def
⋃
C∈S
Flatten f (C).
The following lemma states the correctness of this transformation.
Lemma 6.2. Let S be a set of range-restricted g-clauses and let f be a function symbol.
Then S is satisfiable iff Flatten f (S) is satisfiable. Moreover, any model of Flatten f (S) can
be automatically transformed in a model of S.
Proof. Let I be an interpretation satisfying S. We are going to construct an interpreta-
tion J validating Flatten f (C). This is done as follows: J is identical to I, except for the
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interpretation of ψ( f ), which is defined as follows: J (ψ( f ))(a1, . . . , an+1) is equal to
true iffJ ( f )(a1, . . . , an) = an+1. We show thatJ  Flatten f (S). Let Cflat ∈ Flatten f (S).
Two cases may occur.
• Either Cflat is of the form D ∨ C f , where C ∈ S and D and C f are defined as in the
above definition. Assume that J  Cflat. Then there exists a variable assignment σ
such that (J , σ )  ¬ψ( f )(t f1 , . . . , t fn , φ(t)), for all f (t1, . . . , tn) ∈ Head f (C).
Hence, we must have (J , σ )  ψ( f )(t f1 , . . . , t fn , φ(t)), hence (by definition of
J (ψ( f ))) (I, σ )( f (t f1 , . . . , t fn )) = I(φ(t)σ ). Therefore, by definition of C f ,
(I, σ )  (C ⇔ C f ). But (I, σ )  C , hence (I, σ )  C f . Therefore (since I and J
coincide on all function symbols distinct from f ), (J , σ )  C f , which contradicts
the assumption that (J , σ )  Cflat.
• Or Cflat ≡ ∨ f (t1,...,tn)∈Head f (C−) ¬ψ( f )(t
f
1 , . . . , t
f
n , φ(t)) ∨ (C f )− ∨ (∃x)ψ( f )
×(s f1 , . . . , s fn , x) where f (s1, . . . , sn) ∈ Head f (C+). If this case, the proof is
immediate, since by definition of J (ψ( f )), for all a1, . . . , an in the domain of
J there exists an+1 such that J (ψ( f ))(a1, . . . , an+1) = J (true) (i.e. ψ( f ) is
interpreted as a function).
Now, assume that I = (D, I ) is an interpretation satisfying Flatten f (S). We construct
an interpretation J = (D′, J ) validating S as follows:
• For any sort symbol s; D′s =def Ds ∪ {dummy}, where dummy is a new element not
occurring in the domain of I.
• For any predicate symbol P , we have (a1, . . . , an) ∈ J (P) iff (a1, . . . , an) ∈ I (P).
Remark: this implies that J (P)(a1, . . . , an) is false if there exists i ∈ [1 . . .n] such
that ai = dummy.
• For any functional symbols g ≡ f we have J (g)(a1, . . . , an) =def dummy if there
exists i such that ai ≡ dummy, else J (g)(a1, . . . , an) =def I(g)(a1, . . . , an)).
• The interpretation of f is defined as follows. For all tuples (a1, . . . , an) of elements
in the domain of I, J ( f )(a1, . . . , an) =def b where either b is an (arbitrarily chosen)
element such that I(ψ( f ))(a1, . . . , an, b) is true or (if there is no such element) then
J (b) =def dummy.
Let C ∈ S. Let σ be a mapping from the variables in C to the domain of J such that
(J , σ )  Cσ . Let C1,C2 be the g-clauses defined as in Definition 6.4. We have I  C1
and I  C2.
If there exists a variable x such that σ(x) = dummy then, since S is range-restricted,
x must occur in C−. Assume that there exists a term t = f (t1, . . . , tn) occurring in
C− such that (J , σ )( f (t1, . . . , tn)) = dummy. Then by definition of J , we must have
(J , σ )  C− (since the truth value of any atom containing a term interpreted as dummy
is false) which is impossible. Therefore, for all terms t ≡ f (t1, . . . , tn) occurring in C−
there exists an element a such that (I, σ ∪ {φ(t) → a})  ψ( f )(t1, . . . , tn, φ(t)) and
(J , σ ∪{φ(t) → a | t ∈ Head f (C−)})  f (t1, . . . , tn) = φ(t). Let σ ′ = σ ∪{φ(t) → a}.
We have, by definition of J and (C f )− : (I, σ ′)  (C f )− iff (J , σ )  C−, hence
(I, σ ′)  (C f )−. But, since (I, σ ′)  C2, for all t ≡ f (t1, . . . , tn) ∈ Head f (C+),
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there exists an element bt such that (I, σ ′ ∪ {φ(t) → bt })  ψ( f )(t f1 , . . . , t fn , φ(t)).
Let σ ′′ = σ ′ ∪ {φ(t)→ bt | t ∈ Head f (C+)}.
Since (I, σ ′′)  C1, and since for all terms f (t1, . . . , tn) occurring in C ,
(I, σ )( f (t1, . . . , tn)) = dummy, we must have (J , σ )  C . 
The reader should notice that Lemma 6.2 is no more correct if S is not range-restricted.
This is well evidenced by the following example: S = {P(x),¬P( f (a))}. S is clearly
unsatisfiable, but Flatten f (S) = {P(x),¬ f ′(a, y)∨ ¬P(y)} is satisfiable.
Obviously, a trivial way to obtain restricted clauses from range-restricted g-clauses
would be to apply the flattening transformation on each function symbol f . However,
this would result in a very inefficient transformation, since several unnecessary existential
quantifiers would be introduced. All function symbols would be eliminated, hence the
main advantage of combining resolution with enumeration would be lost. Therefore, we
need to introduce a more clever criterion allowing one to guide the choice of the function
symbols on which the flattening rule must be applied. This is done by the following
definition:
Definition 6.5. Let S be a set of g-clauses. A function symbol f is said to be S-unsafe iff
there exists a clause C ∈ S and a variable x such that:
• There exists an atom A occurring in a positive literal in C and a position p such that
A p = x .
• There exists an atom A′ occurring in a negative literal in C and a position q such that
A′q = x .
• |q| is the maximal depth of x in C− and |p| > |q|.
• The number of occurrences of the symbol f along the position q (i.e. at a prefix q ′
of q) in A′ is strictly lower than the number of occurrences of f along the position
p in A.
Remark. It is very easy to see that any non-restricted set of g-clauses must contain at least
one unsafe symbol.
We introduce the following rule, operating on sets of g-clauses:
Flat: Elimination of Unsafe Function Symbols
S
Flatten f (S)
If f is S-unsafe.
Lemma 6.3. Let S be a set of range-restricted g-clauses.
1. Flat terminates on S.
2. If S is irreducible w.r.t. Flat, then S is restricted.
Proof.
1. This is immediate, since the number of functional symbols strictly decreases.
2. It suffices to remark that for any non-restricted set of g-clauses there exists a symbol
f that is S-unsafe, which follows straightforwardly from the definitions. 
N. Peltier / Journal of Symbolic Computation 36 (2003) 49–77 75
Notation 4. Let S be a set of range-restricted g-clauses. We denote by Flat∗(S) a set of
g-clauses (arbitrarily chosen) obtained by indeterministic application of the Flat rule on S.
Let S be a set of clauses. We define
g-clauses(S) =def= Flat∗(RR(S)).
7. Example
We give a very simple illustrative example showing the interest of using the enumeration
rule instead of standard skolemization technique. Let us consider the following set of
(standard) clauses S:
1 ¬P(x) ∨ P( f (x)) 2 P(x) ∨ ¬P(g(x))
3 P(a) 4 ¬P(b)
5 ¬A ∨ Q( f (a)) 6 ¬Q(a)
7 A ∨ B.
S is not restricted. Applying positive resolution (or equivalently hyper-resolution)
leads to non-termination. For example, an infinite number of clauses of the form
P( f ( f (. . . (a)))) . . . may be derived. Therefore no model may be constructed. We apply
the algorithm in Section 6 for transforming S into a set of restricted g-clauses.
The reader can check that the only unsafe symbol is f . By applying the flattening
operator on S and f we get
1 ¬P(x) ∨ ¬ f ′(x, y) ∨ P(y) 1′ ¬P(x) ∨ (∃y) f ′(x, y)
2 P(x) ∨ ¬P(g(x))
S′ = 3 P(a)
4 ¬P(b) 5 ¬A ∨ ¬ f ′(a, x)∨ Q(x)
6 ¬Q(a)
7 A ∨ B.
Applying our hybrid calculus on S′ (with the ordering A >t>t Q >t f ′ and f ′(a, a) >
f ′(a, b)), we get
(∃y) f ′(a, y) (resolution, 1′, 3)
10 f ′(a, a)∨ f ′(a, b)∨ f ′(a, c) (enumeration, 9)
11 ¬ f ′(a, y)∨ P(y) (resolution, 1, 3).
Remark. The application of the resolution rule between clauses 11 and 10 is useless, since
the maximal literal in 10 is f ′(a, a) and P(a) belongs to S (hence the resolvent would be
subsumed by clause 3).
12 ¬A ∨ Q(a) ∨ f ′(a, b)∨ f ′(a, c) (resolution, 5, 10)
13 B ∨ Q(a) ∨ f ′(a, b)∨ f ′(a, c) (resolution, 12, 7)
14 B ∨ f ′(a, b)∨ f ′(a, c) (resolution, 13, 6).
Remark. Clauses 9, 13 may be deleted since they are subsumed by clauses 10, 14
respectively.
76 N. Peltier / Journal of Symbolic Computation 36 (2003) 49–77
The obtained set of g-clauses is saturated, because all deducible clauses are subsumed
by existing ones. Therefore the method stops. Since no contradiction has been derived and
the method is complete we can conclude that S′ is satisfiable. Now, we apply the method
described in Section 4 in order to get a model of S′ (hence of S). We show at each step the
value of the variables E,PosE (S), C = min(PosE (S)) and L = max(C) (see the definition
of the procedure AddAtom in Section 4).
1. E = ∅, PosE (S) = {P(a), f ′(a, a) ∨ f ′(a, b) ∨ f ′(a, c), A ∨ B, B ∨ f ′(a, b) ∨
f ′(a, c)}. C = B ∨ f ′(a, b)∨ f ′(a, c), L = B .
2. E = {B}, PosE (S) = {P(a), f ′(a, a) ∨ f ′(a, b) ∨ f ′(a, c)}. C = f ′(a, a) ∨
f ′(a, b)∨ f ′(a, c), L = f ′(a, a).
3. E = {B, f ′(a, a)}, PosE (S) = {P(a)}. C = P(a), L = P(a).
We obtain the following model: E = {B, f ′(a, a), P(a)}. This model corresponds to
the following model of the initial clause sets:
{B, f (a) = a, P(a)}.
Remark. The use of the hybrid proof calculus allowed us to avoid non-termination and to
build a model for S.
8. Conclusion
We have presented an hybrid calculus for finite model building. Theorem 8.1 below
summarizes the main properties of our method (see Notation 4 and Definitions 3.8, 4.3 for
notations).
Theorem 8.1 (Main Theorem). Let S be a set of clauses.
Let Sg = g-clauses(S). Then:
• If S is unsatisfiable then ✷ ∈ Hybrid∗S ∗ (Sg).• If S is satisfiable and has a finite model then Hybrid∗S(Sg) is finite. Moreover,
Model(S) is a model of Sg (and is computable in polynomial time in the size of
Hybrid∗S(Sg)). Finally, Model(S) can be automatically transformed into a model
of S.
Proof. It is a straightforward consequence of Lemmata 4.1, 6.2 and 6.3, of Theorems 4.1
and 5.1 and of Corollaries 3.1 and 5.1. 
The method can be applied on any first-order formula (after translating it into
a set of clauses) and can be seen as an extension of the method presented in
Fermu¨ller and Leitsch (1996). It is sound, refutationally complete and terminates on
each first-order formula having a finite model. Moreover, we have also described a
method to extract automatically models from saturated clause sets. Thus, the proposed
techniques allow one to (partially) overcome some of the limitations of the method in
Fermu¨ller and Leitsch (1996) by allowing one to extract models in some cases in which
resolution does not terminate. Future work includes the implementation of this approach
and extension of the transformation presented in Section 6 to the equational case.
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