The choice of channel estimation is of fundamental importance in OFDM receiver designs, which further involves a trade-off between complexity and estimation accuracy. In pilot-symbol-aided OFDM system, the Least Square (LS) estimator suffers from inherent additive Gaussian noise and Inter Carrier Interference (ICI), although the estimator exhibits lower complexity and requires implicit knowledge of the channel. In comparison, the Minimum Mean-Square-Error (MMSE) estimator shows much better performance than the LS. However, a major drawback of the MMSE is its higher computational overhead, which further grows with increasing the number of pilots. Accordingly, the optimal design of channel estimators has remained an area of ongoing research. This study performs modifications to both existing LS and MMSE algorithms, followed by proposing two new channel estimators, namely Simplified Least Square (SLS) and Simplified Minimum Mean Square Error (SMMSE). Mathematical analyses and simulation results show that the proposed SLS method is more robust against the additive Gaussian noise and outperforms the original LS estimator. Moreover, this method can perform almost similar to the MMSE for a range of SNRs. Meanwhile, in our study the proposed SMMSE method requires only a minimum knowledge of the Channel Impulse Response (CIR) to efficiently estimate the channel. Additionally, the SMMSE exhibits computational complexity to be significantly lower than that of the original MMSE estimator.
INTRODUCTION
Orthogonal Frequency Division Multiplexing (OFDM) [1] system has become increasingly popular due to its bandwidth efficiency, high speed transmission capability and robustness to multipath fading. OFDM has already been successfully implemented in Digital Audio Broadcasting (DAB) system, Digital Video Broadcasting (DVB) system and Wireless LAN standards such as the American IEEE 802.11 (Wi-Fi) [17] . Lately, it has gained a broad interest as a promising technique for wideband radio communication that requires a very high speed for transmission.
For wideband mobile communication system, the radio channel is usually frequency selective and time variant. Therefore, the transfer function of the radio channel for any OFDM system appears to be unequal in both frequency and time domains. Consequently, a dynamic estimation of the channel is necessary when demodulating the OFDM signals. The block-type-pilot estimation technique is widely used to correct the received signal. However, a number of imperative challenges are to be taken into consideration when designing such estimator in any wireless OFDM system. One of those includes accurate arrangement and insertion of the pilot information into all subcarriers of OFDM symbol. Aside from this, modeling an estimator both with higher accuracy and minimum complexity has also become a major concern for the designers [2] .
The channel estimation for the block-type-pilot arrangement can be based on Least Square (LS) [14] or Minimum Mean Square Error (MMSE) [15] method. Contemporary research shows that the MMSE estimator can provide 5-10 dB gain in signal to noise ratio (SNR) for the same mean square error of channel estimation over LS estimator [3] . The MMSE method uses the channel statistical properties including the channel autocorrelation matrix and the noise variance. However, in practical wireless environments the channel statistical properties cannot be measured accurately. On top of that, computational complexity of the MMSE estimator is relatively higher than that of the LS estimator. Therefore, in practical OFDM systems the LS method is widely implemented due to its low complexity and minimum requirements of knowing the channel state information. Nevertheless, the LS estimator suffers from inherent Additive White Gaussian Noise (AWGN) and Inter Carrier Interference (ICI), which subsequently results in degradation on the receiver performance [8] . As a matter of fact, estimator design can be viewed as a trade-off between achieving a desired level of performance and maintaining a low complexity.
Following the above background and problem statements, one of the major aims of the paper is to gain a thorough understanding of existing LS and MMSE algorithms, followed by proposing a revised algorithm both for LS and MMSE to minimize their existing limitations. It is worthwhile to mention that the paper is an extended version of the previous research carried out in [11] . While, the former had not incorporated the issue of minimizing the computational overhead associated with the existing methods, the current study develops low complexity algorithms to yield optimal or near-optimal designs for the estimators. This study begins by conducting a comprehensive performance evaluation of LS and MMSE algorithms for the OFDM system. Subsequently, we propose a new estimator, which is based on conventional LS algorithm and named as Simplified Least Square (SLS) estimator in our study. The proposed estimator mainly utilizes a modified weighting matrix and establishes no dependency on the original transmitted signal. The SLS can reduce the noise and the interference significantly by performing autocorrelation operation between the derived weighting factor and the channel attenuation.
One of the other important contributions of the paper is to perform a modification to the original MMSE estimator in order to reduce the computational complexity. The proposed estimator is named as Simplified Minimum Mean Square Error (SMMSE) estimator, which exploits the fact that most of the channel energy is contained within a small number of time-domain samples. And, by lowering the sample size it is possible to reduce the complexity for any estimator despite a negligible amount of information about the channel may be lost. To what follows, the SMMSE includes the taps of significant energy only while the taps corresponding to low energy are approximated by zero. Based on such low-rank approximation concept, three versions of the proposed estimator are implemented in this study, i.e., SMMSE-8, SMMSE-14 and SMMSE-20. All three versions of estimator presented in this paper have different computational complexities, and the design variations offer them to have different performances as well. More specifically, there exists performance and complexity trade-off in the choice of one among the algorithms. The simulator used in this study is MATLAB and the performance results are validated on basis of the analysis of two parameters, i.e., Mean Square Error (MSE) and Symbol Error Rate (SER).
The rest of the paper is organized as follows. Section II of this paper describes the related research work for channel estimation. Section III describes the basic baseband OFDM model. Section IV discusses the algorithm of the channel estimators, while the computational complexities of the estimators are documented in section V. Section VI presents a discussion on the results obtained upon running the simulation experiments. Finally, the conclusions are drawn in section VII.
II. RELATED WORK
A number of researches have been carried out on evaluating the performance of LS and MMSE methods; however, not much research has been conducted on aspects relating to any improvement on performance accuracy of the estimators. Besides, very few studies had previously addressed the issue of the computational overhead associated with individual estimators. Some studies had been conducted to develop the conventional LS and MMSE algorithms in order to reduce the noise and the interference [4] [5] [6] . Similarly, it was shown in [7] that the LS estimator can be modified by setting the channel impulse response to zero in time domain. However, the method was incapable of mitigating the edge effect caused by the virtual carriers of the OFDM system. Meanwhile, the authors in [8] proposed a DFTbased noise reduction algorithm that appears to be susceptible to the edge effect of the virtual subcarriers. However, the differences among the channel coefficients on the virtual carriers are neglected in their study. Hence, the performance results for such algorithm could be highly degraded for frequency selective channels. Research in [9] employed a low-pass filter in a transform domain to reduce the noise in the estimation. However, the performance of the algorithm depends on the number of the coefficients of the pilot subcarriers and the frequency selectivity of the channel. Research in [10] states that the accuracy of the channel estimation vector can be significantly improved by using the Q matrix from QR decomposition and the zero-forcing processing. However, the scope of the study was limited to its performance measurement; the associated complexity measurement had not been incorporated.
In [13] , a low rank Wiener filter based channel estimator is proposed to reduce the complexity. This optimal estimator avoids large-scale inverse matrix operation of MMSE method, which in turn reduces the computational complexities. Moreover this estimator transmits two training blocks instead of one training block of data and pre-calculates the Singular Value Decomposition (SVD) of the channel correlation matrix. Ref. [12] proposes a modified MMSE, which calculates the predicted channel coefficient vector from the current and past received vector. This predictor memory allows exploiting the temporal channel correlations. In [15] , a pilot-aided TD MMSE channel estimator is developed for channel estimation. In this method, pilots are multiplexed with data symbols in different sub-carriers within the OFDM symbol. The TD operation is a simple linear operation and the input signal is directly linked to output samples. The computational complexity is found to be lower because neither DFT nor IDFT operations are required. The separated smoothing and interpolation estimator (SINE) is another proposed method to reduce the MMSE estimator complexity, as described in [16] . The smoothing operation is employed using a low rank estimator based on the singular value decomposition (SVD), while the interpolation technique is implemented using a Wiener interpolation filter (WIF).
III. SYSTEM MODEL
The baseband model of a pilot-based OFDM system is depicted in Fig. 1 , where we use the following variables: y the received signal vector, x the transmitted signal vector, g the Channel Impulse Response (CIR), and n the AWGN vector. An N-point IDFT is used to modulate the OFDM signal, followed by the insertion of the cyclic prefix between two consecutive OFDM symbols (Which are not shown in Fig.1 ). A cyclic extension, longer than the CIR is inserted to avoid inter-carrier interferences [4] . The channel is modeled as an impulse response g(t):
where we have considered the following variables: i m the zero mean complex Gaussian variable, g(t) the time limited pulse train of length N, T s the sampling period, and m  the delay of N-th impulse. Except the N-th delay, all other remaining ones, i.e., 1  through 1 N   , generated by the respective impulses, are uniformly distributed over the total length of the given cyclic prefix.
At the receiver, the cyclic prefix is removed and an Npoint DFT is used to analyze the signal in frequency domain .The original signal is then obtained back through detection and channel decoding operations. The signal in frequency domain at the receiver can be expressed by:
The variables used in (2) are: the transmitted pilot
the complex AWGN vector n=[n 0 ,n 1 ,n 2 ……n N-1 ] T , and the CIR g=[g 0 ,g 1 ,g 2 ……g N-1 ] T . A cyclic convolution, i.e.  , requires to be performed additionally in part of the total modeling processes, as it is shown in (2) . Further, a term called channel attenuation or channel transfer function is used to substitute the vector g N of (2). The transfer function is nothing but an observable channel coefficient obtained by means of sampling of the CIR. Meanwhile, to calculate g the following expression is used:
If m  is found to be an integer in (3), all energy will be mapped to taps k g . However, the energy will be leaked to taps k g , in case m  is not an integer. Usually most of the energy is located near the original pulse location. For mathematical modeling of the system, the expression can be finally derived as:
where n k represents a set of independent Gaussian channels, and k = 0,1, …. N-1. Meanwhile, h k denotes the channel attenuation vector and can be expressed as:
For simplicity we can rewrite (4) as:
where F represents the DFT matrix.
IV. MMSE, LS, SLS AND SMMSE ESTIMATORS
This section continues with an analytical discussion of the channel estimation strategies used in OFDM system. Both the existing and the proposed methods are incorporated in the discussion.
A. MMSE Estimator
The task of the channel estimator is to estimate the channel attenuations h from the observations, given that the channel and noise statics are known. The estimator employs the second-order statistics of the channel conditions to minimize the error. The technique is one of the simplest techniques of estimation. 
where LS h is the channel attenuation for LS.
C. Proposed Estimator, SLS
We proposed the following SLS estimator, which is based on the LS algorithm. Equation (9) can be alternatively written as:
where h is the transfer function, n is the Gaussian noise, F is the DFT matrix, and g is the channel impulse response in time domain. Making a comparison between (10) and (5), we can write the value of h as:
The LS estimation is noisy observation of the channel attenuation which can be smoother using some autocorrelation operation with the channel attenuation LS h . If the channel transfer function is h, the received signal y and the transmitted symbol x, then the SLS channel estimator will be
where x W is called weighted matrix and is defined by
The auto-covariance matrix of h is defined as
The weighting matrix x W of size N×N depends on the transmitted signal x. As a step towards the lowcomplexity estimators we want to find a weighting matrix which does not depend on the transmitted signal x. The weighting matrix can be obtained from the autocovariance matrix of h and auto-correlation of transmitted signal x. Consider that the transmitted signal x to be stochastic with independent and uniformly distributed constellation points. In that case the auto-covariance matrix of noise becomes:
where α is constellation factor and   . The SLS estimator becomes: x is the input signal with 0 to (N-1) samples, n y is the output signal with 0 to (N-1) samples, n g is the channel impulse response in the time domain, and n h is the channel transfer function in the frequency domain.
D. Proposed Estimator, SMMSE
The proposed SMMSE estimator is developed based on the original MMSE algorithm that uses the assumption of a finite length impulse response. In (1), most of the energy in g lies usually in the first L no. of samples, where L is a small fraction of g. To find such energy contained samples, L is calculated by performing a multiplication between N (the total DFT size) and the Using (17), three modified estimations are presented in this study, namely SMMSE-8, SMMSE-14 and SMMSE-20. Fig. 3 shows the general structure of SMMSE estimator where x n is the input signal, y n is output signal and h n is the transfer function. As can be seen, part of the channel is set to the null signal and does not belong to the modified Q. A smaller dimension of Q represents a lower computational complexity and still lets the estimator describe the channel with no significant loss. To determine the computational complexity of the channel estimators, the conventional matrix calculation procedures are used. In all the calculations, capital notation O represents the computational complexity and n represents the matrix size.
A. MMSE Estimator
Complexity of DFT matrix F: O (F) = O (DFT) = n (log n), where F is a matrix of n × n size.
Complexity of
where gy R is an n × n matrix, F is an n × n matrix, x is an 1× n matrix. Number of operations needed for square matrix (n × n)* (n × n) is [O (n 3 )] and matrix multiplication of (n × n) * (n ×1) is O (n * n * 1) 3 )] and matrix multiplication of (n × n) * (n ×1) is O (n * n * 1) or [O (n 2 )] and for inverse operation that is n 3 Table II shows the overall computational complexity of the SLS estimator with n = 64. The total computational complexity for SLS is 803,059, which is greater than that of the original LS method (i.e. 4160). In addition, the complexity of SLS is found to be about 40 % lower than that of the original MMSE (i.e. 1,331,495). Table II . From the numerical experiments it is evident that all of the proposed versions can result in substantial reductions in computational complexity by utilizing a low-rank approximation strategy. The matrix calculation procedures used to determine the proposed estimators" complexity are quite similar to those of the one done for the MMSE in this paper. The SMMSE-8, SMMSE-14 and SMMSE-20 perform total 2,840, 14,552 and 41,674 no. of calculations, respectively, which is approximately 98, 98.5 and 96.5 percent, respectively, lower than that of the original MMSE. An interesting observation is that total number of computations the SMMSE-8 performs during the estimation is lower even than that of the LS (i.e. 4160).
VI. SIMULATION RESULTS
This section outlines how well the existing (i.e. LS and MMSE) and the proposed (i.e. SLS and SMMSE) estimator respond to the performance differentials (i.e. MSE and SER) when subjected to different SNR values. We considered the maximum value of SNR as 30 dB over which the performance statistics of MSE and SER are collected. To evaluate the performance of existing and proposed estimators, an OFDM system with a bandwidth 500 kHz is considered in our study. The parameters of the system include, among others: the FFT size is 64, the number of the used subcarriers is 64, the sampling rate is 500 kHz, the total symbol period is 138 µs, cyclic prefix is 10 µs and the modulation scheme on every subcarrier is 16-QAM modulation.
A. Mean Square Error
In Fig. 4 10  for the SLS. The MMSE is appeared to be more susceptible to noise since the method uses the channel statistical properties including the channel autocorrelation matrix and the noise variance. Compared with the LS method, the proposed SLS method can obtain better performance up to 16 dB of SNRs, while the performance between SLS and MMSE appears to be almost same up to 8 dB of SNRs. Fig. 5 shows the MSE versus SNR results for the MMSE, SMMSE-8, SMMSE-14 and SMMSE-20. All the existing and modified estimators presented in this study have different computational complexities, and the design variations offer them to have different performances as well. The performance of the low-complexity estimators, especially for low SNRs, depends strongly on the number of included taps. As can be observed, the SMMSE-8 has the lowest complexity but it has relatively higher MSE, because only small parts of the channel statistics are taken into the account when designing such estimator. Meanwhile, the SMMSE-20 yields the best performance among all the modified versions. However, the MSE of SMMSE-20 is yet higher than the MMSE due to the fact the rank of the channel correlation matrix is reduced in the proposed one. However, as the SNR range increases, the MSE result tends to be close to the MMSE. 10  for all other proposed versions. The SER of SMMSE-8, SMMSE-14 and SMMSE-20 appears to be slightly higher than that of the MMSE as only the part of the channel is considered for the estimation. The irreducible error floor is introduced for the modified estimators due to the loss of channel information; although the performance tends to show improvement at higher SNRs. Among the proposed estimators, the SMMSE-8 includes only a minimum number of energy taps and therefore experiences more SER floor. Meanwhile, a relatively larger dimension of ' SMMSE Q allows the SMMSE-20 to attain a lower SER for all SNRs. 
VII. CONCLUSION
This paper reviews pilot-symbol-aided channel estimation strategies in OFDM systems and proposes two new estimation methods for use in such system. The implementation complexity and system performance of different estimators are studied and compared in this paper. The study finds that the LS estimator cannot outperform the MMSE in terms of their MSE and SER results. Meanwhile, computational complexity associated with the MMSE method is found to be much higher than the LS. Following that, this paper presents the analytical expressions of the proposed SLS and SMMSE methods, and shows their efficiency and improvement over the existing ones through simulation result and mathematical analysis. The result shows that the SLS outperforms the conventional LS method for a range of SNRs. Moreover, the performance of SLS is found to be almost equal, if compared with the MMSE estimator. Although, the proposed method experiences relatively higher computational complexity than the original one, the complexity is yet to be achieved about 40 % lower than the MMSE. Meanwhile, the proposed SMMSE utilizes the low-rank approximation technique and reduces the complexity significantly at the expense of certain performance loss. Among three SMMSE versions, the most satisfactory performance is achieved by the SMMSE-20, followed by the SMMSE-14 and the SMMSE-8. In terms of computational overhead, the SMMSE-8 demonstrates its superiority both over the modified versions as well as the original one. The complexity results of SMMSE-8 could be further rewarding, if compared with the LS estimator, because the total number of computations the SMMSE-8 performs during the estimation is found to be lower even than that of the LS. Finally, the SMMSE-14 offers the most effective trade-off between performance and complexity among the three SMMSE estimators presented in this paper. 
