Abstract. For a finite group G and a finite G-CW-complex X, we construct groups H•(G, X) as the homology groups of the G-invariants of the cellular chain complex C•(X). These groups are related to the homology of the quotient space X/G via a norm map, and therefore provide a mechanism for calculating H•(X/G). We compute several examples and provide a new proof of "Smith theory": if G = Z/p and X is a mod p homology sphere on which G acts, then the subcomplex X G is empty or a mod p homology sphere. We also get a new proof of the Conner conjecture: If G = Z/p acts on a Z-acyclic space X, then X/G is Z-acyclic.
Introduction
There is a rich literature devoted to the problem of computing the (co)-homology of quotient spaces. Indeed, this question is but a small part of the field of equivariant topology. Given a finite group G and a Mackey functor M , there is a cohomology theory H • G (−; M ) (ordinary Bredon cohomology) with the property that if X is a G-CW-complex, then
where Z is the constant Mackey functor associated to Z. The usual universal coefficient theorems hold, and there are long exact sequences associated to short exact sequences of Mackey functors. In the special case of G = Z/p, one can derive useful exact sequences relating H • G (X; Z/p) with H • (X G ; Z/p) and H • (X − X G ; Z/p) [1] . What's more, Bredon cohomology can be generalized to the case where G is a compact Lie group.
In this paper, we take a different approach to the homology of the quotient space X/G. The homology of this space is computed via the chain complex C • (X) G of coinvariants of the G-action on the cellular chain complex of X. (σ denotes the G-orbit of the cell σ) is an injective map of chain complexes. Note that N is not an isomorphism, although it becomes one upon inverting |G|. Denote the homology groups of C • (X) G by H • (G, X). In the case G = Z/p, these groups are related to the groups H • (X/G) as follows.
Proposition 2.5. If G = Z/p, then there is a long exact sequence → H n (X/G; Z) → H n (G, X; Z) → H n (X G ; Z/p) → H n−1 (X/G; Z) → .
In simple examples, the groups H • (G, X) are easy to compute, but then so are the H • (X/G). What one needs is another mechanism to compute the H • (G, X). To obtain this, we proceed as follows. Note that the invariants functor (−) G is the 0-th cohomology of G. Let P • → Z be a projective resolution over ZG and consider the fourth quadrant double complex E 0 s,t = Hom ZG (P −t , C s (X)). Define S n (G, X) to be the n-th homology of the total complex of E 0
•,• . As usual, one obtains two spectral sequences converging to S • (G, X). One of these has E 2 s,0 = H s (G, X) and so one may glean information about H • (G, X) via these auxiliary functors S • (G, X).
As an application of these techniques, we obtain a new proof of "Smith theory". Theorem 4.1. Let X be a finite-dimensional CW-complex on which G = Z/p acts cellularly. Then
We also get a proof of the Conner conjecture (see [7] ). Theorem 4.2. Let G = Z/p and let X a finite G-CW-complex. If X is Z-acyclic, then so is X/G.
In addition, we compute some examples in Section 5. For instance, we obtain a calculation of H • (CP ∞ /(Z/2); Z) where Z/2 acts via complex conjugation.
Although we do not compute H • (X/G) for any new examples, it is our hope that the techniques developed here will prove useful for calculations. We should also point out that the approach taken here is similar in spirit to a construction of S. Waner [8] , who showed that Bredon cohomology can be computed by using the Mackey functor G/H → C • (X) H . Our method is quite different, however.
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Basic Definitions
In this paper, G is a finite group and X is a G-CW-complex. This means that X is a CW-complex equipped with a cellular G-action such that if g ∈ G fixes a cell σ, then g fixes σ pointwise. It follows that the fixed point set X G is a subcomplex and the quotient space X/G is a CW-complex.
Denote by C • (X; A) the cellular chain complex of X with coefficients in the abelian group A. A typical element of C i (X; A) is a linear combination of elements of the form σ ⊗ a with σ an i-cell of X and a ∈ A. If A = Z, we usually drop it from the notation.
The action of G on X induces an action on C • (X; A) by
Denote the subcomplex of G-invariants by
2.1. Variance. The functors H i (G, X; A) are covariant in X and contravariant in G; the notation was chosen to reflect this (compare with Hom). Precisely, if f : X → Y is a cellular map of G-CW-complexes, then there is a map
defined as follows. Consider the chain map f * :
so that f * restricts to a chain map
If α : G ′ → G is a homomorphism and X is a G-CW-complex, then X is a G ′ -complex via α. In this case, there is a homomorphism
defined on the level of chains by α * (z) = z; that is, there is an inclusion of complexes
In the particular case of an inclusion of a subgroup α : H → G, we denote α * by
Homotopy Invariance.
Recall that a map f : X → Y is a Ghomotopy equivalence if the map of fixed-point sets
is an ordinary homotopy equivalence for every subgroup H ≤ G. We want to know that the functors H i (G, −; A) are homotopy invariant. Our first observation is the following. A basis of the free abelian group C i (X; Z) G consists of linear combinations of the form g∈Eσ gσ where σ is an i-cell of X and E σ is a set of right coset representatives of the stabilizer
and so h * f * ≃ id. The equivalence f * h * ≃ id is proved similarly.
In the special case G = Z/p, there is an alternate proof that yields more information. For any finite group G and any G-module M , there is a norm map
N is an isomorphism. The norm map is natural for homomorphisms of Gmodules, and both ker(N ) and coker(N ) are annihilated by |G|. Consider the norm map N :
Observe that the complex C • (X; Z) G is the cellular chain complex of the quotient space X/G. Since C i (X; Z) G is a free abelian group, the map N is injective. If the G-action is free, then N is an isomorphism. We then have the following. Proposition 2.3. If G acts freely on X, then the norm map induces an isomorphism
In the general case, denote the quotient complex
Proof. Note that the group C k (X; Z) G has basis consisting of the elements g∈G gσ for those σ with G σ = {1}, together with those σ ∈ C k (X G ; Z). The norm map is given by
Proof. This is the long exact sequence associated to the exact sequence
Proof. This is true in general, of course, but in the case of G = Z/p, we proceed as follows. If f : X → Y is a G-homotopy equivalence, then we have homotopy equivalences
The result follows from applying the Five Lemma to the diagram of long exact sequences obtained via Proposition 2.5.
We shall also make use of the following. Note that the inclusion of complexes
induces a map in homology. Since an invariant cycle gives rise to an invariant homology class, we really have a map
Lemma 2.7. The kernel of i * is annihilated by |G|.
Thus, if the G-orbit of τ has length n, then
Write σ = g∈Eτ gτ . Then gσ = σ for every g ∈ G, and
2.3. Easy Examples. As a first example, consider G = Z/2 acting on X = S 1 by z → z (view S 1 as the unit circle in C). We must choose an equivariant cell decomposition of X; this is obtained by taking two 0-cells ({±1}) and two 1-cells (the upper and lower half-circles). Denote the vertices by v −1 and v 1 and the arcs by e + and e − . Then the complex
where ∂(e + + e − ) = 2v −1 + 2v 1 . Thus, H 1 (Z/2, S 1 ) = 0 and
Note that we have the exact sequence
A similar example is given by G = Z/p acting on X = S 1 by counterclockwise rotation by 2π/p. Here the cell decomposition consists of p 0-cells v 1 , . . . , v p and p 1-cells e 1 , . . . , e p . Since the G-action is free, we expect to recover the homology of X/G. The complex
with ∂(e 1 + · · · + e p ) = 0. So, H 1 (Z/p, S 1 ) = Z and H 0 (Z/p, S 1 ) = Z. Here, we have X/G ≈ S 1 and X G = ∅ so that we have the exact sequence
In this case the maps H i (X/G) → H i (G, X) are isomorphisms:
and
A third simple example is given by G = Z/2 acting on X = S 2 by (x, y, z) → (x, y, −z). An equivariant triangulation consists of one vertex v ∼ (1, 0, 0), one 1-cell e ∼ (x, y, 0) and two 2-cells f + and f − for the northern and southern hemispheres. The complex C • (X) G is then
with ∂ 2 (f + + f − ) = 2e and ∂ 1 (e) = 0. It follows that H 2 (Z/2, S 2 ) = 0, H 1 (Z/2, S 2 ) ∼ = Z/2, and H 0 (Z/2, S 2 ) ∼ = Z. Here, X/G is the unit disc and
where the maps
are the identity and multiplication by 2, respectively.
The Functors S • (G, X) and the Associated Spectral Sequences
The simple examples in the previous section illustrate what is going on, but in each case, the quotient space X/G (and its homology) is easy to describe. What one really wants is some means to compute H • (G, X) without resorting to the chain complex C • (X) G , and then to use the map
to study the homology of X/G. We carry this out in this section.
The fundamental observation is that the invariants functor M → M G is the 0-th cohomology functor M → H 0 (G; M ). This leads to the following construction. Let P • → Z be a projective resolution over ZG. Let X be a finite G-CW-complex and consider the fourth quadrant double complex E 0 s,t = Hom ZG (P −t , C s (X)). We define groups S • (G, X) by
Of course, we can do this with any abelian group of coefficients. We note without proof the following obvious fact. Proposition 3.1. The functors S • (G, X) are independent of the choice of projective resolution P • → Z or G-equivariant CW-decomposition of X.
As usual, there are two (homological) spectral sequences associated to the double complex. Since X is assumed to be finite, convergence is not an issue (there are only finitely many columns). Taking vertical cohomology, the first spectral sequence has
Note that we obtain I E 2 s,0 = H s (G, X) so that the groups of interest appear as the t = 0 row of the I E 2 -term.
We now analyze the second spectral sequence. Suppose that P • → Z is a projective resolution over ZG. Then E 0 s,t = Hom ZG (P −t , C s (X)). The spectral sequence is obtained from the row filtration; this leads to an interchange in the roles of s and t and since the functors Hom ZG (P −t , −) are exact, we obtain II E 1 s,t = Hom ZG (P −s , H t (X)) =⇒ S t−s (G, X) with d 1 : II E 1 s,t → II E 1 s−1,t being the map induced by the map P −s → P −s+1 (s < 0). But this is just the complex for computing the cohomology of G with coefficients in H t (X) and thus
It is useful to visualize this as living in the second quadrant and the differentials d r have bidegree (−r, r − 1) as expected.
Since we are primarily interested in the action of G = Z/p, let us restrict attention to this case. Consider the usual 2-periodic resolution
with d 1 induced by the boundary map in C • (X). These cohomology groups are easily described. When t = 0 is even, we have (see [2] , p. 58)
and thus, the complex
, which we denoted by D • (X) in Section 2. According to Lemma 2.4, we have
For t odd, we have
However, if we take Z/p coefficients, then for t even we still have I E 2 s,t = H s (X G ; Z/p), but for t odd we obtain
Thus, for t odd we also have
As an exercise in using these spectral sequences, we prove the following.
Proposition 3.2. Let X be a finite G-CW-complex, where G is any finite group. Let A = Q or A = Z/ℓ, where ℓ does not divide |G|. Then for all i ≥ 0,
Proof. Note that we already know this result as the assumption on A allows us to conclude that the norm map
G is an isomorphism, and it is a well-known fact [1] that with the assumption on A, we have
The spectral sequences we have constructed will yield another proof. Consider the first spectral sequence
Since |G| is invertible in A, the cohomology groups of G vanish in degrees t = 0. The spectral sequence therefore collapses at I E 2 and we have
On the other hand, the second spectral sequence has
Again, these terms vanish for s = 0 and so the spectral sequence collapses at II E 2 :
In all the applications that follow, we have G = Z/p. Since we know how to compute H • (G, X; A) for p invertible in A, we will primarily use A = Z/p. The main result we need is the following. Theorem 3.3. Let G = Z/p and let X be a finite G-CW-complex. Let A be Z or Z/p. Then the spectral sequence I E • •,• , with A coefficients, satisfies
Proof. First note that if G acts trivially on X, then the differential d 0 is alternately the zero map and multiplication by p. It follows that with Z/pcoefficients, all the differentials d r for r ≥ 2 vanish. In the general case, note that the E 2 -term involves the groups H • (X G ; Z/p) and since X G is a space on which G acts trivially, the differentials must vanish for r ≥ 2.
Alternatively, note that the rows in the spectral sequence are alternately the kernel and cokernel of the norm map, so that when one lifts elements to compute differentials, one lifts to the zero element at each stage.
The interested reader is invited to check that using these spectral sequences to analyze the examples given in Section 2.3 yields the same calculations.
Smith Theory and the Conner Conjecture
Smith theory is the generic name given to the study of G = Z/p actions on homology spheres. A proof of the following result using Bredon cohomology may be found in [5] , p. 35. We use our techniques to provide a different proof.
Proof. Consider the first spectral sequence. By Theorem 3.3, we have
for all t < 0, and I E ∞ s,0 = H s (G, X; Z/p). This implies, then, that for r < 0 we have
(here, m is the largest degree in which X G has homology; it is certainly finite). As for the second spectral sequence, we have
In the case where X is a homology sphere, this consists of two rows, the 0-th and the n-th, each of which has H t (X; Z/p) = Z/p in each position (note that the action of G on H n (X; Z/p) must be trivial as the only way Z/p can act on itself is via the identity). Thus,
and the first possible nontrivial differential is d n+1 . Note that for each s, the map d n+1 s,0 is a map from Z/p to Z/p and hence is either 0 or an isomorphism. In either case, we see that for r ≤ 0, S r (G, X; Z/p) has rank 0 or 2, while for r > 0, the terms II E n s,n = H n (X; Z/p) live to infinity so that S r (G, X; Z/p) ∼ = Z/p for 0 < r ≤ n. Denote by b i the rank of H i (X G ; Z/p). Then combining the above we have 
In the case where X is acyclic mod p, the second spectral sequence has only the t = 0 row and so S r (G, X; Z/p) ∼ = Z/p for r ≤ 0. It follows then that b i = 1 and hence X G is acyclic mod p as well.
We also obtain the following proof of the Conner conjecture, which was first proved by R. Oliver [7] . This vanishes for t > 0 and since Z/p acts trivially on H 0 (X; Z) = Z, we have
Thus,
otherwise. Consider the first spectral sequence:
Thus, if n < 0 is even, we have
and if n < 0 is odd, we have
Thus,H(X G ; Z/p) = 0 (a fact we could have deduced from Theorem 4.1 above), and H n (Z/p, X; Z) = 0 for n > 0. Via the long exact sequence
we see that H n (X/G; Z) = 0 for n > 0, while we have a short exact sequence
5. Examples 5.1. Complex Projective Space. Our primary example is the following. Let G = Z/2 act on X = CP n by complex conjugation. We will be interested in the stable answer (G acting on CP ∞ ), but in low homological degrees, we may use a finite projective space to compute the answer. This eliminates convergence issues in the spectral sequence calculations. Note that X G = RP n here. Consider the first spectral sequence. By Theorem 3.3, we have
for t < 0 and I E ∞ s,0 = H s (G, X). Recall that the homology of X G = RP n with Z/2 coefficients is Z/2 in degrees 0 ≤ i ≤ n. It follows that
Also, for r ≥ 0, we have
Now consider the second spectral sequence:
The homology of CP n with Z/2 coefficients is Z/2 in even degrees up to 2n and 0 otherwise. Thus II E 2 = II E 3 , and the first possible nontrivial differential is d 3 . We claim, however, that all the differentials vanish. To see this, note that on the diagonals below the line t = −s, we have n + 1 copies of Z/2. As all the differentials involving these terms stay below the main diagonal, and since S r (Z/2, CP n ; Z/2) has rank n + 1 for r < 0, these terms must all live to infinity. But then all the differentials involving terms on or above the main diagonal must also vanish. This follows by noting that the construction of the spectral sequence involves a certain periodicity; that is, any differential involving a term on or above the main diagonal is the same as some differential beginning in the same row below the main diagonal. Therefore, the II E 2 term is the II E ∞ term and we see that for i ≥ 1 S 2i (Z/2, CP n ; Z/2) ∼ = S 2i−1 (Z/2, CP n ; Z/2) ∼ = (Z/2) (n+1)−i .
Combining the two calculations above, we see that for 2i ≤ n, H 2i−1 (Z/2, CP n ; Z/2) ∼ = (Z/2) i H 2i (Z/2, CP n ; Z/2) ∼ = (Z/2) i+1 while for 2i − 1 ≥ n, H 2i−1 (Z/2, CP n ; Z/2) ∼ = H 2i (Z/2, CP n ; Z/2) ∼ = (Z/2) n+1−i . Now, if we let n go to infinity, we get the following. We may now use the Universal Coefficient Theorem to calculate the integral groups. First note the following fact, which one proves using the ring structure on the cohomology of CP ∞ . 5.2. Dihedral Groups. In [4] , the author considered the case of a finite group G acting on the classifying space BQ of some group Q. For example, if Z/2 acts on Z/n by x → −x, then one obtains the following computation for n ≡ 0 mod 4:
The case n ≡ 0 mod 4 is more difficult, however. One first reduces to the calculation in the case of n = 2 s , s ≥ 2. With mod 2 coefficients, the Poincaré series of H • (Z/2, B(Z/2 s ); Z/2) is
What is interesting is that this is also the Poincaré series of the mod 2 homology of the dihedral group D s+1 of order 2 s+1 :
(for a proof, see [6] ). Thus, the complex C • (B(Z/2 s ); Z/2) Z/2 "computes" the homology of the whole dihedral group. Of course, the composition
is not an isomorphism as the first map has a large kernel (the middle term is Z/2 in all degrees, while the first term is much larger). This is a rather curious phenomenon.
