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WEIGHTED EGZ CONSTANT FOR p-GROUPS OF RANK 2
FILIPE A. A. OLIVEIRA, HEMAR T. GODINHO AND ABI´LIO LEMOS
Abstract. Let G be a finite abelian group of exponent n, written addi-
tively, and let A be a subset of Z. The constant sA(G) is defined as the
smallest integer ℓ such that any sequence over G of length at least ℓ has
an A-weighted zero-sum of length n and ηA(G) defined as the smallest in-
teger ℓ such that any sequence over G of length at least ℓ has an A-weighted
zero-sum of length at most n. Here we prove that, for α ≥ β, and A =
{x ∈ N : 1 ≤ a ≤ pα and gcd(a, p) = 1}, we have sA(Zpα⊕Zpβ ) = ηA(Zpα⊕
Zpβ ) + p
α− 1 = pα+α+ β and classify all the extremal A-weighted zero-sum
free sequences.
1. Introduction
Let G be a finite abelian group of exponent n, written additively, and let A be a
subset of Z. The constant sA(G) is defined as the smallest integer ℓ such that any
sequence x1x2 · · ·xm of elements of G with m ≥ ℓ has a subsequence x
∗
1 · · ·x
∗
n such
that a1x
∗
1+ · · ·+anx
∗
n = 0 in G, where a1, . . . , an ∈ A. The set A is called the set of
weights, and the subsequence x∗1 · · ·x
∗
n is called an A-weighted zero-sum sequence
of length n. It is habitual to pair up the constant sA(G) with the constant ηA(G)
defined as the smallest integer ℓ such that any sequence over G of length at least ℓ
has an A-weighted zero-sum of length at most n. The question here is to find lower
and upper bounds (or better yet, exact values) for the constants sA(G) and ηA(G).
When considering A = {1}, the constant sA(G) is known as the Erdo¨s-Ginzburg-
Ziv constant (or the EGZ constant), and is denoted by s(G). This is a classical
area of research and we refer the reader to [8] and [7] for a survey and recent
contributions to the theory.
Let us now consider the set of weights
A = {a ∈ N | 1 ≤ a ≤ n, and gcd(a, n) = 1}.
In the last years many authors have considered these constants sA(G) and ηA(G),
associated with the set A above. We list here some of these contributions.
(i) sA(Z
r
2) = 2
r + 1 (see [11]);
(ii) sA(Z3) = 4 (see [3]), sA(Z
2
3) = 5 (see [4]), sA(Z
3
3) = 9 (see [9, 13]), sA(Z
4
3) =
21, sA(Z
5
3) = 41 and sA(Z
6
3) = 113 (see [13]);
(iii) sA(Z4) = 6 and sA(Z6) = 8 (see [3]); sA(Z
2
4) = 8 (see [1]);
(iv) sA(Z2⊕Z4) = 7 (see [14, 15]), sA(Z
2
2⊕Z4) = 8 (see [15]) and sA(Z2⊕Z6) = 9
(see [14]);
The following results relate these two constants.
(i) sA(Z
r
2) = ηA(Z
r
2) + 2− 1 (see [11]);
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(ii) sA(Z3) = ηA(Z3) + 3− 1 (see [3]), sA(Z
2
3) = ηA(Z
2
3) + 3− 1 (see [4, 15]);
(iii) sA(Z4) = ηA(Z4) + 4− 1 and sA(Z6) = ηA(Z6) + 6− 1 (see [3]);
(iv) sA(Z
2
4) = ηA(Z
2
4) + 4− 1 (see [1, 15]);
(v) sA(Z2 ⊕ Z4) = ηA(Z2 ⊕ Z4) + 4 − 1 (see [14, 15]), sA(Z
2
2 ⊕ Z4) = ηA(Z
2
2 ⊕
Z4) + 4− 1 (see [15]) and sA(Z2 ⊕ Z6) = ηA(Z2 ⊕ Z6) + 6− 1 (see [14]);
(vi) sA(Zps ⊕ Zpr ) = ηA(Zps ⊕ Zpr ) + p
r − 1, where p is an odd prime number
and s ∈ {1, 2} (see [5, 6]);
The results above suggests that we should have sA(G) = ηA(G) + n − 1, but
this was proved wrong by Godinho, Lemos and Marques (see [9]), who showed that
sA(Z
r
3) = 2ηA(Z
r
3)− 1 > ηA(Z
r
3) + 3− 1 for r ≥ 3.
In the case of G = Zrp, for p a prime number, Adhikari et al. (see [2]) proved
that sA(G) = p+ r, for all p > r. In this direction Luca [19] (see also [16]) proved
that sA(Zn) = n + Ω(n) and he classified the extremal A-weighted zero-sum free
sequences for n = pk, where Ω(n) denotes the total number of prime divisors of
n (counted with multiplicity). This result was conjectured by Adhikari et al. (see
[3]).
Recently, Chintamani and Paul (see [5, 6]) proved that sA(Zps⊕Zpα) = p
α+α+s
and ηA(Zps ⊕ Zpα) = α+ s+ 1, for s ∈ {1, 2}, α ≥ s and p an odd prime number.
They also classify the extremal A-weighted zero-sum free sequences and extended
these results proving that sA(Zps ⊕ Zn) ≤ n + Ω(n) + 2s, for s ∈ {1, 2}, provided
ps|n.
In this paper we present a generalization of these results, proving that sA(Zpα ⊕
Zpβ ) = ηA(Zpα ⊕Zpβ ) + p
α− 1 = pα+α+ β, where p is an odd prime number and
α ≥ β are positive integers. We also classify the extremal A-weighted zero-sum free
sequences.
2. Notations, terminologies and preliminary results
Let N0 = N∪{0} and define [a, b] = {x ∈ N0 : a ≤ x ≤ b} for a, b ∈ N0. Through-
out this paper we are going to consider p an odd prime number, α, β ∈ N,
(2.1) G = Zpα ⊕ Zpβ and A = {x ∈ N : 1 ≤ a ≤ p
α and gcd(a, p) = 1} .
Let S = x1x2 · · ·xm be a sequence of elements of G and denote by |S| = m, the
length of S. If T is a subsequence of S, we will represent it as T |S. If S1 and S2
are sequences over G, we represent by S1S2 the obvious sequence having S1 and
S2 as subsequences. If T |S, we will represent the subsequence of S obtained by
extracting from S all the terms of T by ST−1.
The proof of the next lemma is trivial and will be omitted.
Lemma 2.1. Let S = x1x2 · · ·xℓ be a sequence over G. Then S is an A-weighted
zero-sum sequence if, and only if, either
S′ = (u1x1)(u2x2) · · · (uℓxℓ) or Θ(S) = Θ(x1)Θ(x2) · · ·Θ(xℓ)
is an A-weighted zero-sum sequence, with u1, · · · , uℓ ∈ A (see (2.1)), and Θ ∈
Aut(G).
Lemma 2.2. Let G = Zpα ⊕ Zpβ , with α ≥ β. Given an element (a, b) ∈ G with
gcd(a, p) = 1, there exists an automorphism Θ ∈ Aut(G) such that Θ(a, b) = (1, 0)
and Θ(0, 1) = (0, 1).
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Proof. Let µ : Zpα −→ Zpβ be the canonical homomorphism defined as µ(u) ≡ u
(mod pβ). Given (a, b) ∈ G with gcd(a, p) = 1, there exists a−1 ∈ Zpα such that
a · a−1 = 1 in Zpα . Now it is simple to verify that Θ(x, y) = (xa
−1, y − bµ(a−1x))
is an automorphism of G, and Θ(a, b) = (1, 0), Θ(0, 1) = (0, 1). 
Lemma 2.3. Let a1, a2, . . . , am ∈ Z and define N(a1, a2, . . . , am) to be the number
of solutions of
(2.2) a1x1 + a2x2 + · · ·+ amxm ≡ 0 (mod p)
with xj ∈ [1, p− 1], for all j ∈ [1,m]. If gcd(a1, p) = 1 then
N(a1, a2, . . . , am) = (p− 1)
m−1 −N(a2, . . . , am).
Proof. Observe that (x1, x2, . . . , xm) is a solution of (2.2) with x1, x2, . . . , xm ∈
[1, p− 1] if, and only if, a2x2 + · · ·+ amxm 6≡ 0 (mod p), otherwise we would have
a1x1 ≡ 0 (mod p) and gcd(a1x1, p) = 1, an impossibility. On the other hand, for
any x2, . . . , xm ∈ [1, p − 1] such that a2x2 + · · · + amxm = −b 6≡ 0 (mod p), the
equation a1x1 ≡ b (mod p) has exactly one solution. This concludes the proof. 
We close this section with a particular case of a result proved by F. Luca in [12],
and an immediate consequence of this.
Lemma 2.4. Let r ≥ 2 and S = a1a2 · · · ar, a sequence over Zpα . If there are i, j ∈
[1, r] such that gcd(aiaj , p) = 1 then, for any given b ∈ Z, there exist x1, . . . , xr ∈ A
(see (2.1)) such that
a1x1 + · · ·+ arxr ≡ b (mod p
α).
Lemma 2.5. Let m ≥ 2 and a1, a2, . . . , am+1 ∈ Z. Then there exists a set of
indexes I ⊂ [1,m+ 1] of length |I| = m such that
∑
i∈I uiai ≡ 0 (mod p) for some
choice of integers ui ∈ [1, p− 1], for all i ∈ I.
Proof. The result is trivial if there are m integers aj ≡ 0 (mod p), otherwise it is
direct consequence of Lemma 2.4. 
3. A-weighted zero-sum sequences
Lemma 3.1. Let p be an odd prime, m ≥ 5 an integer, and
S = (1, 0)(a2, b2)(a3, b3)(a4, b4) · · · (am+1, bm+1)
a sequence over G (see (2.1)) where gcd(b2, p) = 1, p|a2. If there are two indexes
i, j ∈ [3,m+1] (including the case i = j) such that gcd(aibj , p) = 1, then S has an
A-weighted zero-sum subsequence S′ of length m.
Proof. Let us suppose, without losing generality, that either (i) gcd(a3b3, p) = 1,
or (ii) gcd(a3b4, p) = 1, p|a4 and p|b3. By Lemma 2.5, making the necessary
changes in the indexes, in any case we can suppose that there is a choice of integers
u4, u5, . . . , um ∈ [1, p−1] such that
∑m
i=4 uiai ≡ 0 (mod p). Hence N(a4, . . . , am) ≥
1, andN(a3, a4, . . . , am) ≤ (p−1)
m−3−1, according to Lemma 2.3 for gcd(a3, p) = 1
in any case. On the other hand, also by Lemma 2.3, we have N(b3, . . . , bm) ≤
(p− 1)m−3 for either case (i), or case (ii). Since
(p− 1)m−2 > 2(p− 1)m−3 − 1 ≥ N(a3, . . . , am) +N(b3, . . . , bm),
there must exist v3, v4, . . . , vm ∈ [1, p− 1], such that
a3v3 + a4v4 + · · ·+ amvm = a, b3v3 + b4v4 + · · ·+ bmvm = b,
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and gcd(ab, p) = 1. Since {−b2a + ba2, −b, b2vi} ⊂ A, for gcd(abb2vi, p) = 1 and
p|a2, we have
(−b2a+ ba2)(1, 0) + (−b)(a2, b2) +
m∑
i=3
b2vi(ai, bi) = (0, 0) in G,
as wanted. 
Lemma 3.2. Let G = Zpα ⊕ Zpβ , α ≥ β and ℓ ≥ 4. Let S = x1x2 · · ·xℓ+β be a
sequence over G, with xi = (ai, bi), for i ∈ [1, ℓ + β]. If there are i, j ∈ [1, ℓ + β],
i 6= j, such that xi = xj and gcd(aiaj , p) = 1, then S has an A-weighted zero-sum
subsequence of length ℓ.
Proof. (Induction on β). The cases β = 1 or 2 were proved by Chintamani and
Paul in [5, 6]. We may then assume β ≥ 3. Without loss of generality, take x1 = x2
with gcd(a1a2, p) = 1. It follows from Lemmas 2.1 and 2.2, that we can assume
x1 = x2 = (1, 0).
Suppose we can find i1, i2 ∈ [3, ℓ+β], i1 6= i2, such that gcd(bi1bi2 , p) = 1. Then
take I1 ⊂ [3, ℓ + β], with |I1| = ℓ − 2 and i1, i2 ∈ I1. According to Lemma 2.4 we
can find ui ∈ A, for all i ∈ I1 such that∑
i∈I1
uibi ≡ 0 (mod p
β).
Again by Lemma 2.4 we can now find u1, u2 ∈ A such that
u1a1 + u2a2 +
∑
i∈I1
uiai ≡ 0 (mod p
α).
Hence
u1x1 + u2x2 +
∑
i∈I1
uixi = (0, 0) in G,
which gives an A-weighted zero-sum subsequence of S of length ℓ.
Now let us suppose that bi ≡ 0 (mod p) for every index i ∈ [3, ℓ + β − 1], and
write bi = cip, for all i ∈ [3, ℓ+ β − 1]. The sequence
S′ = (1, 0)(1, 0)(a3, c3)(a4, c4) · · · (aℓ+β−1, cℓ+β−1)
is now over Zpα ⊕ Zpβ−1 and has length ℓ + β − 1. By the induction hypothesis,
there is an A-weighted zero-sum subsequence of S′ of length ℓ. Multiplying the
second coordinate of terms of this subsequence by p, we obtain the required result
for S. 
Lemma 3.3. Let G = Zpα ⊕ Zpβ , α ≥ β and ℓ ≥ 4. Let S = x1x2 · · ·xℓ+β be a
sequence over G, with xi = (ai, bi), for i ∈ [1, ℓ + β]. If for some j ∈ [1, ℓ + β] we
have gcd(aj , p) = 1 and there are i1, i2, . . . , ik ∈ [, ℓ+ β] \ {j} with k ≤ ℓ− 3 such
that
ui1xi1 + ui2xi2 + · · ·+ uikxik = xj ,
for some choice of u, ui1 , ui2 , . . . , uik ∈ A, then S has an A-weighted zero-sum
subsequence of length ℓ.
Proof. Let us assume x1 = (a1, b1) with gcd(a1, p) = 1 and
u2x2 + · · ·+ uk+1xk+1 = x1,
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for some choice of u2, . . . , uk+1 ∈ A. Consider the sequence
S′ = x1(u2x2 + · · ·+ uk+1xk+1)xk+2 · · ·xℓ+β
of length ℓ + β − (k − 1). This sequence has the first two terms equal to x1, and
since ℓ − (k − 1) ≥ 4, we can apply Lemma 3.2 and find an A-weighted zero-sum
subsequence S
′′
of S′,
S
′′
= x1(u2x2 + · · ·+ uk+1xk+1)xi3 · · ·xim
of length m = ℓ− (k − 1). Now it is easy to see that
S∗ = x1x2 · · ·xk+1xi3 · · ·xim
is an A-weighted zero-sum subsequence of length ℓ of S. 
4. Main Result
Let us start this section recalling that
A = {x ∈ N : 1 ≤ a ≤ pα and gcd(a, p) = 1} .
Chintamani and Paul in [5, 6] proved that, for any α ∈ N,
(4.1) sA(Zpα ⊕ Zp) = p
α + α+ 1 and sA(Zpα ⊕ Zp2) = p
max(α,2) + α+ 2.
Our goal is to generalize these results and prove that, for any α, β ∈ N, we have
sA(Zpα ⊕ Zpβ ) = p
max(α,β) + α+ β.
We begin this proof by considering S = x1x2 · · ·xm, a sequence over G = Zpα ⊕
Zpβ , of lengthm = p
max(α,β)+α+β. Let us write xi = (ai, bi) ∈ G, for all i ∈ [1,m].
We are going to proceed by a simultaneous induction over α and β. The particu-
lar cases are given in (4.1), so we will assume that sA(Zpδ⊕Zpγ ) ≤ p
max(δ,γ)+δ+γ,
for any δ + γ < α + β. In particular our induction hypothesis tells us that, if
ℓ ≥ pmax(δ,γ) + δ + γ, then any sequence of length ℓ over Zpδ ⊕ Zpγ has an A-
weighted zero-sum subsequence of length pmax(δ,γ) (the exponent of this group).
With the considerations above, we will prove some lemmas.
Lemma 4.1. If there is an I ⊂ [1,m], such that ai ≡ 0 (mod p), for all i ∈ I
and |I| ≥ pmax(α−1,β)+α+ β− 1, then the sequence S has an A-weighted zero-sum
subsequence of length pmax(α−1,β) in G. Similarly, if there is an I ⊂ [1,m], such
that bj ≡ 0 (mod p), for all j ∈ I, and |I| ≥ p
max(α,β−1) + α + β − 1, then the
sequence S has an A-weighted zero-sum subsequence of length pmax(α,β−1) in G.
Proof. It is sufficient to considered one of the cases. Let k = max(α, β − 1) and,
with no loss in generality, suppose bi = b
′
ip for i ∈ [1, r], with r = |I|. Thus, the
sequence
S′ = (a1, b
′
1)(a2, b
′
2)(a3, b
′
3) · · · (ar, b
′
r)
is over Zpα⊕Zpβ−1 . Since r ≥ p
max(α,β−1)+α+β−1, this sequence S′ must contain
an A-weighted zero-sum subsequence of length pk, that is, there exist J ⊂ [1, r],
with |J | = pk, and u1, . . . , upk ∈ A such that∑
i∈J
ui(ai, b
′
i) = 0 in Zpα ⊕ Zpβ−1 .
Therefore ∑
i∈J
ui(ai, bi) = 0 in Zpα ⊕ Zpβ ,
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as desired. 
Lemma 4.2. Suppose α > β. If there is an I ⊂ [1,m], |I| = m − 1, such that
ai ≡ 0 (mod p), for all i ∈ I, then the sequence S has an A-weighted zero-sum
subsequence of length pα in G.
Proof. By the induction hypothesis, we are assuming that (for α > β)
sA(Zpα−1 ⊕ Zpβ ) ≤ p
α−1 + α+ β − 1.
On the other hand
(4.2) m− 1 = pα + α+ β − 1 = p.pα−1 + α+ β − 1,
hence we can apply Lemma 4.1 to obtain an A-weighted zero-sum subsequence T1
of length pα−1. If we exclude this subsequence T1 of the sequence S, we will have a
subsequence of length m− pα−1 with still enough terms (see (4.2)) to apply again
Lemma 4.1 and find another disjoint A-weighted zero-sum subsequence T2 of length
pα−1. Observe that this process can be repeated p times (see (4.2)), hence we have p
disjoint A-weighted zero-sum subsequences T1, T2, . . . , Tp of S, each of length p
α−1.
Therefore
T1T2 · · ·Tp
is an A-weighted zero-sum subsequence of S of length pα in G. 
Lemma 4.3. If α = β then the sequence S has an A-weighted zero-sum subsequence
of length pβ in G.
Proof. Since α = β then max(α, β− 1) = max(α− 1, β) = β. According to Lemma
4.1, we may assume that gcd(b1, p) = 1, and applying Lemma 2.2 (for α = β), we
may write, abusing notation,
S = (0, 1)(a2, b2)(a3, b3) · · · (am, bm).
Again, according to Lemma 4.1 we assume that gcd(a2, p) = 1 and by Lemma 2.2,
we may rewrite S as (also abusing notation)
S = (1, 0)(0, 1)(a3, b3) · · · (am, bm).
Now we can apply Lemma 4.1 to the two sequences (0, 1)(a3, b3) · · · (am, bm) and
(1, 0)(a3, b3) · · · (am, bm), and guarantee that there must be an ai and an bj , i, j ∈
[3,m] (including the case where i = j), such that gcd(aibj , p) = 1. We can now
apply Lemma 3.1, to conclude this proof. 
Lemma 4.4. If α > β then the sequence S has an A-weighted zero-sum subsequence
of length pα in G.
Proof. According to Lemma 4.2, we may assume that gcd(a1a2, p) = 1. By Lemma
2.2 and abusing notation we may write S as
S = (1, 0)(a2, b2)(a3, b3) · · · (am, bm),
and still have gcd(a2, p) = 1. From Lemma 4.1 we may assume that the gcd(b3bt, p) =
1, for t ∈ [2,m], t 6= 3.
If a3 ≡ 0 (mod p), or if t 6= 2 we have at ≡ 0 (mod p), then we can apply Lemma
3.1 to obtain an A-weighted zero-sum subsequence of length pα, for gcd(bt, p) = 1.
Thus let us assume (see Lemma 2.1) S to be
S = (1, 0)(1, b2)(1, b3) · · · (am, bm),
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and gcd(b2b3, p) = 1. If for some i ∈ [4,m] we have gcd(ai, p) = 1 and bi ≡ 0
(mod p) then
(aib3 − bi)x2 − aib2x3 + b2xi = (aib3 − bi)(1, 0).
Since aib3 − bi ∈ A, there exists a w ∈ Zpα such that (aib3 − bi)w = 1. Hence we
can rewrite the expression above as
x2 + u3x3 + uixi = (1, 0)
with u3, ui ∈ A. Taking k = 3 and ℓ = p
α ≥ 9 , for p is an odd prime and α ≥ 2,
it follows by the Lemma 3.3 that S has an A-weighted zero-sum subsequence of
length pα.
Hence, for some t ∈ [3,m], we may consider S to be (by Lemma 2.1)
(4.3) S = (1, 0)(1, b2)(1, b3) · · · (1, bt)(at+1, bt+1) · · · (am, bm),
with gcd(b2b3 · · · bt, p) = 1 and ai ≡ bi ≡ 0 (mod p), for all i ∈ [t+ 1,m].
If bi 6≡ bj (mod p), for i, j ∈ {2, 3, . . . , t}, then
bixj − bjxi = (bi − bj)(1, 0).
Since bi − bj ∈ A, we can repeat the arguments above, using Lemma 3.3, with
ℓ = pα and k = 2, to obtain an A-weighted zero-sum subsequence of length pα. So
let us assume that bj = b2 + kjp, for all j ∈ [3,m].
By the proof of Lemma 2.2, we see that the automorphism Θ(x, y) = (x, y −
b2µ(x)) has the following properties:
Θ(1, b2) = (1, 0), Θ(1, 0) = (1,−b2), Θ(1, b2+np) = (1, np), and Θ(a, bp) = (a, b
′p).
Thus (see (4.3)),
Θ(S) = (1,−b2)(1, 0)(1, k3p) · · · (1, ktp)(at+1, pb
′
t+1) · · · (am, pb
′
m),
that is, Θ(S) = (c1, d1) · · · (cm, dm) and dj ≡ 0 (mod p) for all j ∈ [2,m]. As
m − 1 ≥ pα−1 + α + β − 1, we can apply Lemma 4.1 to obtain an A-weighted
zero-sum subsequence of Θ(S) of length pα, for we are assuming α > β. Now the
result follows from Lemma 2.1. 
Theorem 4.5. Let p be an odd prime and G = Zpα ⊕ Zpβ , with α ≥ β. Then
sA(G) = p
α + α+ β.
Proof. The sequence of lemmas above proved that sA(G) ≤ p
α+α+β. We conclude
this prove presenting the following sequence over Zpα⊕Zpβ and length p
α+α+β−1,
with no A-weighted zero-sum subsequence of length pα.
(0, 0)(0, 0) · · · (0, 0)︸ ︷︷ ︸
pα−1 terms
(1, 0)(p, 0)(p2, 0) · · · (pα−1, 0)(0, 1)(0, p) · · · (0, pβ−1).
This completes the proof of the theorem. 
5. Extremal A-weighted zero-sum free sequences
Let S be a sequence over Zpα ⊕ Zpβ , and (see Theorem 4.5)
m0 = p
max(α,β) + α+ β − 1 = sA(Zpα ⊕ Zpβ )− 1.
Let us denote by δj(S) the number of terms (with multiplicity) of S with order
pj, for all j ∈ [1,max(α, β)]. In the last section we have proved that sA(G) =
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pmax(α,β)+α+ β, and presented a sequence S with no A-weighted zero-sum subse-
quence of length pmax(α,β), with the following characteristics:
(5.1)
(1) S contains pmax(α,β) − 1 terms equal to (0, 0),
(2) δj(S) ≥ 1 for all j ∈ [1,max(α, β)], and
(3)
∑max(α,β)
j=1 δj(S) = α+ β.
Here we want to prove all sequences with no A-weighted zero-sum subsequence
of length pmax(α,β) have the same characteristics.
As before we are going to proceed by a simultaneous induction over α and β.
Chintamani and Paul proved in [5, 6] that this result is true whenever α ≥ β and
β ∈ {1, 2}. Hence we will assume that min(α, β) ≥ 3 and also assume that any
sequence over Zpγ⊕Zpδ , with δ+γ < α+β, and of length n = sA(Zpγ⊕Zpδ )−1, with
no A-weighted zero-sum subsequence of length pmax(δ,γ) has all the characteristics
described above, that is,
(5.2)
(1) S contains pmax(γ,δ) − 1 terms equal to (0, 0),
(2) δj(S) ≥ 1 for all j ∈ [1,max(γ, δ)], and
(3)
∑max(γ,δ)
j=1 δj(S) = γ + δ.
Let us start this proof by considering S = x1x2 · · ·xm0 , a sequence over Zpα⊕Zpβ .
Let us write xi = (ai, bi) ∈ G, for all i ∈ [1,m0], and assume that S has no A-
weighted zero-sum subsequence of length pmax(α,β).
Lemma 5.1. Let us assume α ≥ β. Then the sequence S must have at least one
xi with gcd(bi, p) = 1, and at least one xj with gcd(aj , p) = 1
Proof. If bi ≡ 0 (mod p) for i ∈ [1,m0] then, according to Lemma 4.1, S has an
A-weighted zero-sum subsequence of length pα, for we are assuming α ≥ β, that is,
m0 = p
α + α + β − 1, an absurd. Now suppose ai ≡ 0 (mod p) for i ∈ [1,m0]. If
α = β just repeat the arguments above, changing the coordinates. If α > β then
we can also repeat the arguments but now using Lemma 4.2 instead. 
Lemma 5.2. Let us assume α ≥ β. If S has only one term xj such that gcd(bj , p) =
1 then S has all the properties stated in (5.1).
Proof. With no loss in generality, let us assume bj ≡ 0 (mod p) for all j ∈ [2,m0],
and write bi = pb
′
i. Then the sequence
S′ = (a2, b
′
2)(a3, b
′
3)(a4, b
′
4) · · · (am0 , b
′
m0
)
is over Zpα ⊕ Zpβ−1 and has length m0 − 1. Since S has no A-weighted zero-sum
subsequences of length pα, the same is true for S′. By the induction hypothesis,
since m0 − 1 = sA(Zpα ⊕ Zpβ−1)− 1 , the sequence S
′ has the properties stated in
(5.2), that is, S′ contains pα − 1 terms equal to (0, 0), δj(S
′) ≥ 1, for all j ∈ [1, α]
and
∑max(α)
j=1 δj(S) = α + β − 1. But now observe that if (aj , b
′
j) has order t in
Zpα ⊕ Zpβ−1 , then (aj , bj) = (aj , pb
′
j) has also order t in Zpα ⊕ Zpβ . Now we can
return to the sequence S, that has also x1 = (a1, b1) with gcd(b1, p) = 1, that is,
x1 has order p
α. Therefore S has all the properties stated in (5.1). 
Lemma 5.3. If α = β then the sequence S has all the properties stated in (5.1).
Proof. According to Lemma 5.2 we may assume gcd(a1a2, p) = 1, and this can be
done for α = β. Applying Lemma 2.2, we may consider S to be (abusing notation)
S = (1, 0)(a2, b2)(a3, b3) · · · (am0 , bm0).
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and we still have gcd(a2, p) = 1. Again according to 5.2, we may assume that
gcd(b3bt, p) = 1, for some t ∈ [2,m0], and t 6= 3. Again, by lemma 2.2 (for α = β),
we may rewrite S as (also abusing notation)
S = (1, 0)(0, 1)(a3, b3) · · · (am0 , bm0),
Now we can apply Lemma 5.2 to the two sequences (0, 1)(a3, b3) · · · (am0 , bm0) and
(1, 0)(a3, b3) · · · (am0 , bm0), and guarantee that there must be an ai and an bj , i, j ∈
[3,m] (including the case where i = j), such that gcd(aibj , p) = 1. But since
m0 − 1 > 3
3, this gives a contradiction with Lemma 3.1. Hence this case does
not occur, and the only possibility for S is the one stated in Lemma 5.2, that is,
S has only one term xj such that gcd(bj , p) = 1 and only one term xi such that
gcd(ai, p) = 1, for α = β. 
Lemma 5.4. Let us assume α > β. If S has only one term xj such that gcd(aj , p) =
1 then S has all the properties stated in (5.1).
Proof. Let us assume gcd(a1, p) = 1 (see Lemma 5.1) and aj ≡ 0 (mod p) for all
j ∈ [2,m0], and write ai = pa
′
i, then the sequence
S′ = (a′2, b2)(a
′
3, b3)(a
′
4, b4) · · · (am0 , b
′
m0
)
is over Zpα−1 ⊕ Zpβ and has length m0 − 1. Since
m0 − 1 = p
α + α+ β − 2 = (p− 1)pα−1α+ β + (pα−1 − 2),
and sA(Zpα−1⊕Zpβ ) = p
α−1+α+β−1 (see Theorem 4.5), hence from the sequence
S′ we extract p − 1 disjoint A-weighted zero-sum subsequences, T1, T2, . . . , Tp−1,
each of length pα−1.
Let S2 = S
′(T1T2 · · ·Tp−1)
−1, the remaining subsequence of S′, once we extract
all the disjoint subsequences T1, T2, . . . , Tp−1. Thus |S2| = p
α−1 + (α− 1) + β − 1.
Since S′ has no A-weighted zero-sum subsequence of length pα (otherwise S would
have A-weighted zero-sum subsequence of length pα contradicting the hypothesis),
S2 can not have an A-weighted zero-sum subsequence of length p
α−1, for this sub-
sequence together with the subsequences T1, T2, . . . , Tp−1 would give an A-weighted
zero-sum subsequence of length pα for S′, an absurd. Hence S2 is a sequence over
Zpα−1 ⊕ Zpβ , of length p
α−1 + (α − 1) + β − 1 = sA(Zpα−1 ⊕ Zpβ ) − 1, with no
A-weighted zero-sum subsequence of length pα. Thus we can apply the induction
hypothesis and assume that S2 has p
α−1 − 1 terms equal to (0, 0) and (α− 1) + β
terms different from (0, 0).
Take x an element of some Ti, that is x|Ti, for some i ∈ [1, p− 1], and consider
the sequence xS2. Thus
|xS2| = p
α−1 + (α− 1) + β = sA(Zpα−1 ⊕ Zpβ ),
hence it has an A-weighted zero-sum subsequence S3 of length p
α−1 and we must
have x|S3. Now consider the sequence U = S2Ti(S3)
−1 of length
pα−1 + α+ β − 2 = sA(Zpα−1 ⊕ Zpβ )− 1.
If U has an A-weighted zero-sum subsequence T ∗i of length p
α−1, then the sequence
T1 · · ·T
∗
i · · ·Tp−1S3 is an A-weighted zero-sum subsequence of S
′ of length pα, con-
trary to the hypothesis. Therefore we can apply the induction hypothesis and
assume that U contains pα−1− 1 terms equal to (0, 0) and α+β− 1 terms different
from (0, 0). Since pα−1 > α+ β, for p ≥ 3 and α > β ≥ 3, we must assume that Ti
has at least one term equal to (0, 0).
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Let us recall that the sequence S2 has p
α−1−1 terms equal to (0, 0), the sequence
Ti has at least one term equal to (0, 0) and the two sequence are disjoint. Now
consider the sequence
V = S2Ti((0, 0)(0, 0) · · · (0, 0)︸ ︷︷ ︸
pα−1 vezes
)−1.
By the same argument applied for the sequence U , we can also considerer that
the sequence V has no A-weighted zero-sum subsequence of length pα−1. Since
|V | = sA(Zpα−1 ⊕Zpβ )− 1, we can apply the induction hypothesis and assume that
V has pα−1−1 terms equal to (0, 0) and α+β−1 terms different from (0, 0). Hence
the sequence S2Ti has 2p
α−1− 1 terms equal to (0, 0) and α+ β− 1 terms different
from (0, 0). But the sequence S2 has exactly p
α−1 − 1 terms equal to (0, 0) and
α+ β − 1 terms different from (0, 0), therefore we must have Ti = (0, 0) · · · (0, 0).
Since this is true for any Ti, and S2 have p
α−1− 1 terms equal to (0, 0), we have
just proved that the sequence S′ has pα − 1 terms equal to (0, 0) and α + β − 1
terms different from (0, 0). Consequently, the sequence S has pα − 1 terms equal
to (0, 0) and α+ β terms different from (0, 0), considering the term x1 of order p
α.
This completes this proof. 
Theorem 5.5. Let p be an odd prime and S a sequence over the group Zpα ⊕ Zpβ
with α ≥ β, and |S| = pα+α+β−1. If S has no A-weighted zero-sum subsequence
of length pα, then S has all the properties stated in (5.1).
Proof. Let us consider as before S = x1x2 · · ·xm0 , with xi = (ai, bi), for all i ∈
[1,m0], and assume that S has no A-weighted zero-sum subsequence of length p
α.
According to Lemmas 5.1, 5.3 and 5.4, we may also assume that α > β and, with
no loss in generality, that gcd(a1a2, p) = 1.
Applying Lemma 2.2, we can rewrite S as
S = (1, 0)(a2, b2)(a3, b3) · · · (am0 , bm0),
and still have gcd(a2, p) = 1. By Lemmas 5.1 and 5.2 we may assume, without loss of
generality, that gcd(b3bt, p) = 1, for some t ∈ [2,m0] and t 6= 3. As gcd(a2b3, p) = 1,
if there is i ∈ [4, pα + α + β − 1] such that gcd(bi, p) = 1 and p|ai, then we can
apply Lemma 3.1 and find an A-weighted zero-sum subsequence of S of length pα,
a contradiction.
Hence let us assume, with no loss in generality, and applying Lemma 2.1, that
S can be rewritten as
S = (1, 0)(1, b2)(1, b3) · · · (am0 , bm0),
with gcd(b2b3, p) = 1. If there is i ∈ [4,m0] such that gcd(ai, p) = 1 and p|bi, then
we have
(aib3 − bi)x2 − aib2x3 + b2xi = (aib3 − bi)(1, 0),
with (aib3 − bi) ∈ A. As done before, this shows that the hypothesis of Lemma
3.3 are satisfied, and consequently S has an A-weighted zero-sum subsequence of
length pα, giving also a contradiction. The only situation left to be analysed is to
consider S as (see Lemma 2.1)
(5.3) S = (1, 0)(1, b2)(1, b3) · · · (1, bt)(at+1, bt+1) · · · (am0 , bm0),
WEIGHTED EGZ CONSTANT 11
for some 3 ≤ t ≤ m0, and gcd(b2b3 · · · bt, p) = 1, p|ai and p|bi, for all i ≥ t+ 1. We
are now in the same situation presented in the proof of Lemma 4.4, and we repeat
the arguments for completion. If bi 6≡ bj (mod p), for i, j ∈ {2, 3, . . . , t}, then
bixj − bjxi = (bi − bj)(1, 0).
Since bi − bj ∈ A, we can repeat the arguments above, using Lemma 3.3, with
ℓ = pα and k = 2, to obtain an A-weighted zero-sum subsequence of length pα,
which gives a contradiction. So let us assume that bj = b2 + kjp, for all j ∈ [2,m].
By the proof of Lemma 2.2, we see that the automorphism Θ(x, y) = (x, y −
b2µ(x)) has the following properties:
Θ(1, b2) = (1, 0), Θ(1, 0) = (1,−b2), Θ(1, b2+np) = (1, np), and Θ(a, bp) = (a, b
′p).
Thus (see (5.3)),
Θ(S) = (1,−b2)(1, 0)(1, k3p) · · · (1, ktp)(at+1, pb
′
t+1) · · · (am0 , pb
′
m0
),
that is, Θ(S) = (c1, d1) · · · (cm0 , dm0) and dj ≡ 0 (mod p) for all j ∈ [2,m]. Now we
can use Lemma 5.2 to conclude that this sequence satisfies the properties stated in
(5.1). Since the any automorphism preserves the order of the elements of a group,
we can apply the inverse automorphism Θ−1 and conclude that S also satisfies the
properties stated in (5.1), completing the proof of the theorem. 
6. The constant ηA(Zpα ⊕ Zpβ )
For an odd prime p, Theorems 4.5 and 5.5 present the exact value of sA(Zpα ⊕
Zpβ ) and also classify all the sequences of length sA(Zpα ⊕ Zpβ ) − 1 which are
A-weighted zero-sum free sequences of length pα. A direct consequence of these
results is the following theorem.
Theorem 6.1. Let p be an odd prime and G = Zpα⊕Zpβ . Then ηA(G) = α+β+1.
Proof. Let S be a sequence over G of length α+ β + 1 and consider the sequence
S∗ = S (0, 0)(0, 0) · · · (0, 0)︸ ︷︷ ︸
pα−1 terms
.
By theorem 4.5, this sequence has anA-weighted zero-sum subsequence of length pα.
Since pα ≥ α+ β+1, then S must then have an A-weighted zero-sum subsequence
of length n ≤ pα as desired.
On the other hand it is simple to see that the sequence of length α+ β
(0, 1)(0, p) · · · (0, pβ−1)(1, 0)(p, 0) · · · (pα−1, 0)
has no A-weighted zero-sum subsequence of length n ≤ pα. 
Now the following corollary is immediate.
Corollary 6.2. Let p be an odd prime and G = Zpα ⊕ Zpβ . Then sA(G) =
ηA(G) + exp(G)− 1.
Theorem 6.3. Let p be an odd prime and S a sequence over the group Zpα ⊕ Zpβ
with α ≥ β, and |S| = α + β. If S has no A-weighted zero-sum subsequence of
length n ≤ pα, then δj(S) ≥ 1, for all j ∈ [1, α], and
∑α
j=1 δj(S) = α+ β.
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Proof. Consider again the sequence
S∗ = S (0, 0)(0, 0) · · · (0, 0)︸ ︷︷ ︸
pα−1 terms
,
and observe that S∗ has no A-weighted zero-sum subsequence of length pα. By
Theorem 5.5, the sequence S∗ contains pα − 1 terms equal to (0, 0), δj(S
∗) ≥ 1,
for all j ∈ [1, α], and
∑α
j=1 δj(S
∗) = α + β. Hence the sequence S has the desired
properties stated in the theorem. 
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