Abstract -In this paper we present a new image thresholding method based on a multiobjective Genetic Algorithm using the Pareto optimality approach. We aim to optimize multiple criteria in order to increase the segmentation quality. Thus, we've adapted the well known Non Domination Sorting Genetic Algorithm [1] for this purpose so that it takes into consideration the contribution of the objective functions in improving the reproduction step and then improving the optimal Pareto front of solutions.
I. INTRODUCTION
MAGE SEGMENTATION has been approached from different areas of knowledge such as graph theory, statistics (multivariate analysis), artificial neural networks, fuzzy set theory, and so on. One of the most popular methods in this direction is perceiving image segmentation as an optimization problem, where the best thresholding of a given image is achieved by optimizing one or more objective functions. In this sense, evolutionary algorithms have captivated since their apparition in 1995, the attention of the practitioners of optimization all over the world, due to their elevated degree of robustness, convergence speed and accuracy. Moreover, they've shown effectiveness in solving complicated optimization problems and overcame the well known problem of being trapped in local optima for the classical approaches.
To date many attempts of applying evolutionary algorithms to find to "best" clustering of an image have been achieved. However, most of them have the handicap of being dependent on many parameters making their adaptation to different problems harder. This remains an important issue when it comes to make the algorithm convenient to different datasets of images.
In order to palliate this problem we propose a new algorithm based on an adapted version of the Non Sorted Genetic Algorithm II (NSGAII) and using the multilevel thresholding extended from Otsu's method [2] and a modified version of Shannon's Entropy [3] , [4] , [5] as objective functions. This paper is organized as follows: in the next section we present the formulation of the multiobjective image segmentation problem. Then the classic Otsu's thresholding method and its extension are presented third. In the section 4, we introduce the Shanon Entropy and its extension to multilevel thresholding. Then in the 5 th section we present the non dominated sorting Genetic Algorithm. And finally we present our new method followed by the results and the conclusion.
II. FORMULATION OF THE IMAGE THRESHOLDING PROBLEM AS A MULTIOBJECTIVE OPTIMIZATION PROBLEM

A. The formulation
Let x = {t1,….,tN} be the set of thresholds to optimize. And x* = {t1*, t2*, …, tN*} the optimal set. And the set of objective functions. Where M is the number of these functions. The optimization problem is written as follows: Minimize (1) Subject to Where are the constraints.
B. Domination
For any two solutions x1 and x2, x1 is said to dominate x2 if these conditions hold: x1 is not worse than x2 in all objectives x1 is strictly better than x2 in at least one objective
C. Non dominated set
The set of all solutions that are not dominated by any other solution in the search space it constitutes the Pareto optimal set.
D. Global Optimal Solution
There is no way to improve an objective function value of a Pareto optimal solution without deteriorating the values of the other solutions. Thus, we have chosen that the best solution is obtained by maximizing the square of the sum of the objective functions values.
I III. OTSU'S THRESHOLDING ALGORITHM
A. Bi-level thresholding
Otsu's method seeks to automatically segment an image into two classes based on the shape of the histogram thresholding [1] . The algorithm presumes that the image has bi-modal histogram (e.g. foreground and background). Therefore it has to determine to best threshold to cluster the pixels of the image into two separate classes by minimizing their combined spread (intra-class variance). Otsu's method does an exhaustive search in the solution's space, trying to minimize the intra-class variance, defined as a weighted sum of variances of the two classes:
(3) Where ωi are the probabilities of the two classes separated by a threshold t and are the variances of these classes.
Otsu shows that minimizing the intra-class variance is the same as maximizing inter-class variance:
(4) Which is expressed in terms of class probabilities ωi and class means μi.
And thus, finding the optimal threshold is reached by maximizing the inter-class variance:
Where maxL represents the maximum value in the range of the thresholds.
B. Multilevel thresholding
Let {t1,….,tN} be the set of thresholds to evaluate. The formula (5) can be extended to multilevel one as follows: {t1*, t2*, …, tN*}= Maximize { , }
IV. SHANNON ENTROPY
A. Bi-level thresholding
Shannon entropy is a statistical criterion used to find the best threshold for segmenting an image into two classes and is defined as follows: (7) Where t is the gray level, is the frequency of t in the image, Pt is the prior probability of t and maxL is the highest gray level in the image.
Maximizing this entropy gives the best threshold for segmenting the image into two classes. t*= Maximize (8)
B. Multilevel thresholding
The Shanon entropy can be extended to multilevel thresholding as follows: )
Where And the best set of thresholds is obtained by maximizing it: {t1*, t2*, …, tN*}= Maximize { , }
V. NON DOMINATED SORTING ALGORITHM II NSGAII is known for belonging to the evolutionary algorithms family. It's characterized by its speed due to its non domination sorting of the generations and elitism while optimizing the problem. It can also be applied for monoobjective and for multi-objective optimization.
The pseudo code of the NSGA is given as follows: in order to have a non-parameter dependent and a fastest algorithm, we adapted the NSGAII at the following levels :
A. Initialization
Most of the NSGA II algorithms initialize the population randomly. So the first generation could be very poor in terms of variety. In our algorithm, we define a range for each decision variable based on the number of those decision variables. And so we guarantee that in the initialization we cover all the search space and a diversified starting population.
B. Selection
Our second modification takes effect in the selection step. In fact, Most of NSGA II algorithms select the parents randomly from the set of the population.
In order to maintain the diversity, we have chosen that the parents have to be from different Fronts but having the best fitness values on the chosen front.
C. Crossover
Most of NSGAII implementations use the Simulated Binary Crossover Index which is made to preserve the onepoint crossover properties in binary coded Genetic algorithms. However, it introduces a parameter called the spread factor that needs to be tuned as it's generated randomly and it affects the results since the offspring depends of its value (11) (12) Then :
(13) so is the offspring and and represents the parents. Therefore, in order to take into consideration the contribution of the objective functions values in improving the Pareto solution, we used the information issued from the population based on the value of the objective function as follows: Let be the objective functions of the individual . With 1<= i <size_of_population We define the weights for the contribution of the first parent as follows:
and (14) And for the second parent :
and (15) The first child is then obtained as follows:
And the second child :
D. Mutation
In the original NSGAII is used the polynomial mutation which depends on a parameter that also needs to be tuned. In order to overcome to this dependence, we mute the parent as follows:
Randomly chose a parent from the selected parents set. The images are obtained from the Berekeley Databases [6] in RGB format, then converted and used in a gray level scale.
Clearly, the results are almost similar in most of cases. However, there is a remarkable difference when it comes to preserve significant information. Our method shows that even with high number of thresholds, it succeeds to well segment the image without loss of information. Fig. 26 and 27 are the most representative examples of this difference.
It might be explained by the fact that we used the information issued from the objective functions probabilities in the process of the crossover.
Moreover, our method has the advantage of being less dependent on the spread parameters usually used in the crossover and mutation steps. Thus, no tuning parameters is needed.
IX. CONCLUSION
In this article, a new image segmentation based on the multiobjective genetic algorithm NSGAII is presented. The problem has been modeled as a multiobjective optimization problem. Where the objective functions used were the extended Otsu's method for multilevel thresholding and the Shannon Entropy.
Our algorithm was applied on different images, and the results were presented and compared along with the original NSGAII segmented images.
Good performance of our method for different kinds of images shows that it might be motivating to use this algorithm for non-parameter dependant image segmentation based multiobjective genetic algorithm.
