The purpose of the paper is to provide an answer to a long standing problem to compute the distance distribution among the nodes in a star graph, i.e., to compute the exact number of nodes at a distance k from the identity node in a star graph where k varies from 0 to the diameter of the graph. A star graph is a Cayley graph like the hypercubes; for a hypercube Qn, there are exactly`n r´n odes at a distance r from the identity node where r varies from 0 to n.
Introduction
A suitable interconnection network is an integral part of any distributed computing system. The network is usually modeled by a symmetric (undirected) graph where the nodes (vertices) denote the processing elements and the edges (arcs) denote the bidirectional communication channels. Interconnection topologies are evaluated in terms of low degree, small diameter, high fault tolerance, low fault diameter etc. One of the most efficient interconnection network has been the well known binary n-cubes or hypercubes; they have been used to design various commercial multiprocessor machines and they have been extensively studied [SS88, Lei92, Ho91] . The hypercubes have been shown to be a member of a larger family of graphs, called Cayley graphs [LJD93] . Another member family of graphs, called the star graphs [AK89, AK87] have also been investigated in the literature; star graphs enjoy most of the desirable properties [RS93, DT94, RLS96, LS96] of the hypercubes at considerably less cost; they accommodate more nodes with less interconnection hardware and less communication delay. It has also been shown [QAM94, FA91, MS92] that many parallel algorithms can be efficiently mapped on star graphs. While it has been shown that the star graphs outperforms the hypercubes in terms of the diameter and average distance between nodes, the exact distance distribution of nodes in a star graph is not known, although the corresponding problem for hypercubes has been solved [SS88] . Our purpose in the present paper is to compute the exact number of nodes at a distance k from the identity node in a star graph where k varies from 0 to the diameter of the graph (a star graph is a vertex symmetric graph like the hypercubes [DT94] ); there are exactly n r nodes at a distance r from the identity node in a hypercube Q n where r varies from 0 to n. Thus, we seem to provide an answer to a long standing problem to compute the distance distribution among the star graph nodes.
Basic Concepts
The n-dimensional star graph, S n , is an edge and node symmetric graph containing n! nodes and (n−1)n!/2 edges (links). Each node is labeled by a distinct permutation of the set of integers {1, . . . , n}. Two nodes are joined with a link labeled i if and only if the label of one can be obtained from the label of the other by swapping the first digit (conventionally the leftmost) and the ith digit where 1 < i ≤ n. For instance, in S 5 , two nodes 12345 and 42315 are neighbors and joined via a link labeled 4; Figure 1 shows a 4-star, S 4 . The identity permutation is denoted by I = (1234...). Star graphs have been extensively studied for their applications and structural properties. We summarize some of the properties that are relevant to our discussion.
• The star graphs are members of Cayley group graphs. A star graph S n has n − 1 generators, g 2 , g 3 , · · · , g n , where g i swaps the first symbol with the i-th symbol of any permutation. Each generator is its own inverse, i.e., the star graph is symmetric. Also, the star graph S n is a (n − 1)-regular graph with n! nodes and n!(n − 1)/2 edges.
• Since star graphs are vertex symmetric [AK89], we can always view the distance between any two arbitrary nodes as the distance between the source node and the identity permutation by suitably renaming the symbols representing the permutations. Hence, in our subsequent discussion about a path from a source node to a destination node, the destination node is always assumed to be the identity node I without any loss of generality. Also, the distance of a node (permutation) is defined to be its distance to the identity node.
• It is easy to see that any permutation of n elements can also be specified in terms of its unique cycle structure with respect to the identity permutation I. For example, 345216 = (135, 24, 6). The maximum number of cycles in a permutation of n elements is n and the minimum number is 1. When a cycle has only one symbol, that symbol is in its correct position in the permutation with respect to the identity permutation. For the rest of the paper we omit the singletons if the number of symbols in the permutation is understood from the context. The length of a cycle is defined to be the number of symbols present in the cycle.
• The diameter of S n is given by ∆ n = 3(n − 1)/2 .
• If D(u) denotes the distance of the node u (to the identity permutation) and Π(u) denotes the cycle representation of the node (permutation) u, Π = {π 1 , π 2 , · · · , π k } (π i 's are the individual cycles in the node), then it has been shown in [AK89] that the distance D(u) for a given node (permutation) u is given by:
where c is the number of cycles of length at least 2 in any permutation u and m is the total number of symbols in those c cycles of the permutation u.
Given an arbitrary node u = {π 1 , π 2 , · · · , π k }, the algorithm to find the shortest path to the destination node (the identity permutation) is described in [AK87] ; it has also been shown that in general this shortest path is not unique, i.e., there may be multiple shortest paths to the destination from a given node u. In order to generate a path from u to I, generators are applied in a particular sequence. In order that the path is minimal in length, the moves (generating the next vertex in the sequence) must be restricted to two possible choices : for any node
. When a path from a node u to the destination is said to follow the shortest routing scheme if the moves are restricted to these two types.
Definition 1 The number of nodes that are at a distance k from the identity node I is denoted by
N n k , where 0 ≤ k ≤ 3(n − 1)/2 .
Definition 2 Consider the cycle structure of an arbitrary node u in S n . A cycle that contains the symbol "1" is called a CO and a cycle that does not contain the symbol "1" is called a CN . A CO (or CN ) of length r is denoted by r-CO (or r-CN )
Example: Consider the node u = 3241 in S 4 with the cycle structure u = (314, 2); the cycle 314 is a 3-CO (the cycle contains the symbol "1" and its length is 3). Consider the node u = 1324 in S 4 with the cycle structure u = (1, 23, 4); the cycle 23 is a 2-CN .
2
Definition 3 The number of nodes in S n that are at a distance k from the identity node I and that have exactly j many CN s (of any length) is denoted by
n Ψ j k (j
denotes the number of CN s in a node at a given distance k). Thus, we have
Consider an arbitrary node u in S n at a distance k, 0 ≤ k ≤ 3(n − 1)/2 . In order to compute N n k , we consider two possible cases. 
Proof :
The first part follows from the fact that a node can have at most one, i.e., an r-CO (Definition 2) and that for a r-CO it takes exactly r − 1 moves to resolve the cycle completely (the shortest routing algorithm). The second part follows from the fact that the maximum length of a cycle is n.
Lemma 2 The number of nodes u in S n at a distance k, which does not contain any CN , is given by
Proof : Node u has only one (k + 1)-CO; in addition to the symbol "1" in the cycle, the rest k symbols are to be arranged taken from a total of n − 1 symbols to form the distinct cycles. This, coupled with Lemma 1, leads to the claim. 2
Case 2: Node u does contain at least one CN
In this case, the node u may or may not have other CN (s) or a CO.
Lemma 3 When k ≤ 2, there is no node u with at least one CN and at a distance k (i.e.,
, the length r of the r-CN has the property 2 ≤ r ≤ min{k − 1, n − 1}.
Proof :
The first part follows from the fact that the minimum length of a r-CN is 2 and the minimum distance of any node with a 2-CN is 3 (see the shortest routing algorithm). The second part follows from the fact that the maximum length of a CN is n − 1 (since there are only n − 1 distinct symbols other than "1") and the minimum distance of any node with a r-CN is r + 1. 
A r-CN cannot contain the symbol "1" and hence we can choose r symbols from n − 1 symbols in n−1 r and each such choice of r symbols can be arranged in (r − 1) ways to form distinct cycles. 2
Consider a node u (at a distance k, 3 ≤ k ≤ 3(n − 1)/2 ) with one r-CN , 2 ≤ r ≤ min{k − 1, n − 1} (the node may or may not have other cycles in its permutation). Our approach is to enumerate how many distinct such r-CN we can form and thereby compute the number of distinct nodes in S n at a distance k. We apply the shortest routing algorithm on this node first by combining the specified r-CN cycle with the cycle containing the symbol "1" (this cycle containing "1" may be a singleton cycle) and then making moves so as to put the symbols in this r-CN into their respective correct positions. This will take exactly r + 1 moves; i.e., a node has been reached with two properties: (1) node v is at a distance k − r − 1 (from I); and (2) the symbols in the r-CN of u have been put in their respective correct position in the node v. Thus, node v can be viewed as a node at a distance k − r − 1 in a star graph S n−r . Consider the node u = 54231 = (15, 234) in S 5 with one 3-CN and one 2-CO; the node is at a distance k = 5 from the identity node. Here, r = 3 and hence after exactly 4 shortest routing moves from node u, we arrive at the node v = 52341 = (15, 2, 3, 4) which is at a distance 1 from the identity node in S 2 (the subgraph induced in S 5 by the nodes 1 and 5).
We make the following observations:
• The number of all possible distinct such r-CN is given by (r − 1)! n−1 r , for each r.
• Consider the node v (as described above) for a given node u. Note that node v must be the identity node I if r = k − 1 (since the node u is at a distance k from I).
• As an example of Theorem 1, Table 1 lists the results in the cases n = 4 and 5.
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