This paper examines the fundamental limitations imposed by unstable (right half plane; RHP) zeros and poles in multivariable feedback systems. We generalize previously known controller-independent lower bounds on the H 1 -norm of closed-loop transfer functions WXV , where X is input or output sensitivity or complementary sensitivity. The weights W and V may be unstable and non-minimum phase and may depend on the plant G. The bounds are tight for cases with only one RHP-zero or pole. For plants with RHP-zeros we obtain bounds on the output performance for reference tracking and disturbance rejection. For plants with RHP-poles we obtain new bounds on the input performance. This quaniti® es the minimum input usage needed to stabilize an unstable plant in the presence of disturbances or noise. For a one degree-of-freedom controller the combined eOE ect of RHP-zeros and poles further deteriorate the output performance, whereas there is no such additional penalty with a two degrees-of-freedom controller where also the disturbance and/or reference signal is used by the controller.
Introduction
It is well known that the presence of unstable RHP zeros and poles pose fundamental limitations on the achievable control performance. This was quanti® ed for SISO systems by Bode (1945) more than 50 years ago, and most control engineers have an intuitive feeling of the limitations for scalar systems. Rosenbrock (1966 Rosenbrock ( , 1970 was one of the ® rst to point out that multivariable RHP-zeros pose similar limitations. More recent work includes Zames (1981) , Boyd and Desoer (1985) , Motari and Za® riou (1989) and Chen (1995) .
The main results in this paper are to provide explicit lower bounds on the H 1 -norm of closed-loop transfer functions. Of course, it is relatively straightforward to compute the minimum value of the H 1 -norm for a given case by obtaining the optimal controller using standard software, e.g. in Matlab. A direct computation of the minimum value of the H 1 -norm is also possible, e.g. using the Hankel-norm as explained in Francis (1987) . Therefore, we want to stress that our objective is to derive explicit (analytical) bounds that yield direct insight into the fundamental limitations imposed by RHP-zeros and poles.
The basis of our results is the important work by Zames (1981) , who made use of the interpolation constraint y H z S…z †ˆy H z for a RHP-zero z and the maximum modulus theorem to derive bounds on the H 1 -norm of the sensitivity function S for plants with one RHP-zero. Doyle et al. (1992) generalized this to provide bounds on both S (sensitivity) and T (complementary sensitivity) for plants with both RHP-zeros and RHP-poles in the SISO case, and Skogestad and Postlethwaite (1996) and Havre and Skogestad (1998) generalized this further to the MIMO case.
In this paper we extend these results by deriving lower bounds on the H 1 -norm of other important closed-loop transfer functions. To do this, we generalize the bounds on kWXV …s †k 1 , where X may be S or T , to include multivariable unstable and non-minimum phase weights W and V. One important application of these bounds, is that we can quantify the minimum input usage needed for any controller to stabilize an unstable plant in the presence of`worst case' disturbance, measurement noise and reference changes.
As a motivating example, consider a single-input single-output unstable plant with a RHP-pole p. We want to obtain a lower bound on the H 1 -norm of the closed-loop transfer function K 2 S from measurement noise n to plant input u. Here K 2 denotes the feedback part of the controller. We ® rst rewrite K 2 SˆG 1 T , which is on the form WXV with WˆG 1 , XˆT and VˆI . To achieve internal stability we must satisfy the interpolation constraint T… p †ˆ1, and by applying the maximum modulus principle we obtain the bound (see (26) or (27) for details) kK 2 S…s †k 1ˆk G 1 T …s †k 1 ¶ jG 1 s … p †j where G s is the`stable' version of G (with its RHP-poles mirrored into the LHP). As an example, consider the plant G…s †ˆ1=…s 10 †, which has an unstable pole pˆ10. We obtain G s …s †ˆ1=…s ‡ 10 †. For any linear feedback controller K, we ® nd that the lower bound plant has one RHP-zero and any number of RHP-poles, or one RHP-pole and any number of RHP-zeros. To prove this we derive analytical expressions for controllers that achieve the lower bound.
The presentation in this paper is brief in places, and for complete details and further examples the reader is referred to Chapter 5 in the thesis of Havre (1998) .
Elements from linear system theory

Zeros and zero directions
Zeros of a system arise when competing eOE ects, internal to the system, are such that the output is zero even when the inputs and the states are not identically zero. Here we apply the following de® nition of zeros (MacFarlane and Karcanias, 1976) .
is a zero of G…s † if the rank of G…z i † is less than the normal rank of G…s †.
The normal rank of G…s † is de® ned as the rank of G…s † at all s except a ® nite number of singularities (which are the zeros). We use the following de® nition of the associated zero directions. the zeros z of the system, the input zero directions u z and the state input zero vectors x zi 2 n (n is the number of states) can all be computed from the generalized eigenvalue problem
De® nition 2 (zero directions): If
Similarly one can compute the zeros z and the output zero directions y z from G T . Bode (1945) states that the poles are the singular points at which the transfer function fails to be analytic . In this work we replace`fails to be analytic' with`is in® nite' , which certainly implies that the transfer function is not analytic . When we evaluate{ the transfer function G…s † at sˆp. G… p † is in® nite in some directions at the input and the output. This is the basis for the following de® nition of input and output pole directions. { Note that the notation on the all-pass factorizations of RHP zeros and poles used in this paper is reversed compared to the notation used in Green and Limebeer (1995) and Skogestad and Postlethwaite (1996) . The reason for this change of notation is to be consistent with what the literature generally de® nes as an all-pass ® lter.
Poles and pole directions
The all-pass ® lters are
B po …M † is obtained by factorizing at the output one RHP-pole at a time, starting with
andŷ y p 1ˆy p 1 is the output pole direction of M for p 1 . This procedure may be continued to factor out p 2 from M p 1 o whereŷ y p 2 is the output pole direction of M p 1 o (which need not coincide with y p 2 , the pole direction{ of M) and so on. A similar procedure may be used to factorize the poles at the input of M. Note that the sequence get reversed in the input factorization compared to the output factorization. In a similar sequential manner, the RHP-zeros can be factorized either at the input or at the output of M M…s †ˆM mi B zi …M…s † †;
M…s †ˆB zo …M †M mo …s † …8 † where M mi , M mo are minimum phase (subscript m) versions of M with the RHP-zeros mirrored across the imaginary axis, and B zi …M †, B zo …M † are stable all-pass rational transfer function matrices containing the RHPzeros (subscript z) of M. We get
SISO systems. The factorizations are considerably simpler for SISO systems where directions are not an issue (e.g., y zˆ1 and u pˆ1 ), and where we do not need to distinguish between factorizations at the input and at the output (i.e., we may drop the subscripts i and o). For example, the factorization of unstable poles for a SISO system is
Closing the loop
In this paper we consider the general two degrees-offreedom control con® guration (® gure 1). The controller can be divided into a negative feedback part K 2 from the plant measurements y m and a`feed forward' part K 1 from the references r
In ® gure 1 performance weights are given in dashed boxes. The external inputs include disturbances d, references r and measurement noise n. The corresponding three matrices G d , R and N can be viewed as weights on the inputs, and the inputsd d,r r andñ n are assumed to be normalized equal to 1 in magnitude. Normally, N is diagonal and ‰NŠ ii is the inverse of the signal to noise ratio. For most practical purposes, we can assume that R and N are stable. However, from a technical point of view it su ces that the unstable modes in N and R can be stabilized using the plant inputs u and plant outputs y. For the disturbance plant G d we assume that all the Multivariable systems with unstable zeros and poles 1133
Here Bj sˆs 0 means the rational transfer function matrix B…s † evaluated at the complex number sˆs 0 . Thus, it provides an alternative to B…s 0 †, and it will mainly be used to avoid double parentheses. 
where the sensitivity S, the complementary sensitivity T and the input sensitivity S I are de® ned by
We also de® ne the input complementary sensitivity
By setting K 1ˆK2 in the above equations, the one degree-of-freedom control con® guration can be analysed.
Lower bounds on the -norm of closed-loop transfer functions
In this section we derive general lower bounds on the H 1 -norm of closed-loop transfer functions when the plant G has one or more RHP zeros and/or poles, by using the interpolation constraints and the maximum modulus principle. The bounds are applicable to closed-loop transfer functions on the form W …s †X …s †V…s † …17 † where we assume that WXV is stable and X may be S, T , S I or T I . The idea is to derive lower bounds on kWXV…s †k 1 which are independent of the controller K. The weights W and V must be independent of K. Examples of`weights' considered in this paper are G d and G 1 . The weights may be unstable, provided the unstable modes can be stabilized by feedback control of the plant G, such that WXV is stable. The results are stated in terms of four theorems.
Theorems 1 and 2 provide lower bounds on the H 1 -norm of closed-loop transfer functions on the forms WSV and WS I V caused by one or more RHP-zeros in G. By maximizing over all RHP-zeros, we ® nd the largest lower bounds on kWSV …s †k 1 and kWS I V…s †k 1 which takes into account one RHP-zero and all RHPpoles in the plant. 
The bound is tight …equality † for the case when G has only one RHP-pole.
Remarks on Theorems 1± 4:
(1) The somewhat messy notation can easily be interpreted. As an example take the last factor of (18): It says that we should factorize the RHPpoles at the output of G into an all-pass ® lter B po …G † (yields RHP-zeros), multiply on the right by V (this may add RHP-zeros if V is non-minimum phase), then factorize at the input the RHP-zeros of the product into an allpass transfer function, take its inverse, multiply on the left by y H z j V and ® nally evaluate the result for sˆz j .
(2) The lower bounds (18)± (21) are independent of the feedback controller K 2 if the weights W and V are independent of K 2 .
(3) The internal stability assumption on the closedloop transfer function WXV , where X 2 fS; S I ; T ; T I g, implies that WXV is stable and that we have no RHP pole/zero cancelations between the plant G and the feedback controller K 2 . Note that RHP pole/zero cancelations between the weights (W or V ) and X may be allowed.
(4) The assumption on stability of W and V in Theorems 1± 4 is in practice not restrictive, since when the assumption is not ful® lled we can generally rewrite the transfer function and apply another theorem instead. This is illustrated in the following example. 
Applications of lower bounds
The lower bounds on kWXV …s †k 1 in Theorems 1± 4 can be used to derive a large number of interesting and useful bounds.
Output performance
The previously derived bounds in terms of the H 1 -norms of S and T given in Zames (1981) , Skogestad and Postlethwaite (1996) and in Havre and Skogestad (1998) follow easily, and further generalizations involving output performance can be derived. Here we assume that the performance weights W P and W T are stable and minimum phase. 
Input usage
We here derive from Theorems 3 and 4 some bounds in terms of input usage. These new bounds provide very interesting insights, for example, into the possibility of stabilizing an unstable plant with inputs of bounded magnitude.
The basis for deriving these bounds is to note that the transfer function from the outputs to the inputs, K 2 S, can be rewritten as K 2 SˆT I G 1 or K 2 SĜ 1 T . When G is unstable, G 1 has one or more RHP-zeros, so it is important that the bounds in Theorem 4 can handle the case when VˆG 1 has RHP-zeros. We assume that the weight W u on the input u is stable and minimum phase. 
where we have used the identity B zi …G †G 1ˆG 1 mi . 4.2.3. Noise and references to weighted inputs: To consider noise to weighted inputs replace G d by N in (28). To consider references to weighted inputs for the case of one-degree of freedom control replace G d by R in (28). We may look at the combined eOE ect of reference tracking, disturbance rejection and measurement noise by using the bound (21) on WT I V with WˆW u and VˆG 1 ‰G d R NŠ.
Two degrees-of-freedo m control
For a two degrees-of-freedo m controller the closedloop transfer function from referencesr r to outputs z 1ˆWp …y r † becomes
We then have the following lower bound which does not follow from Theorems 1± 4. The bound in (30) should be compared to the following bound for a one degree-of-freedom controller (which follows from Theorem 1 assuming that W P is minimum phase)
We note from (30) that for the two degrees-of-freedo m controller only the RHP-zeros pose limitations on output performance. Thus, unlike the bound for a one degree-of-freedom controller in (31), there is no additional penalty when we have RHP-poles.
Example
Consider with zˆ2:5 and pˆ2
The plant G has one multivariable RHP-zero zˆ2:5 and one RHP-pole pˆ2. The corresponding input and output zero and pole directions are (1) Consider ® rst the bound on output sensitivity S.
From (18) 
Conclusion
. We have derived lower bounds on the H 1 -norm of closed-loop transfer functions for multivariable plants. The bounds are independent of the controller and therefore re¯ects the input± output controllability of the plant.
. The lower bounds are tight when the plant has only one RHP-zero or pole.
. The bounds extend and generalize the results by Zames (1981) , Doyle et al. (1992) , Skogestad and Postlethwaite (1996) and the results given in Havre and Skogestad (1998) , to also handle non-minimum phase and unstable weights. This allows us to derive new lower bounds on input usage due to disturbances, measurement noise and reference changes.
. The new lower bounds on input usage make it possible to quantify the minimum input usage for stabilization of unstable plants in the presence of disturbances, measurement noise and reference changes.
. Theorem 5 expresses the bene® t of applying a two degrees-of-freedo m controller compared to a one degree-of-freedom controller when the plant is unstable and has a RHP-zero.
Appendix. Proof of Theorem 1
We prove (18) by applying the following six steps:
(1) Factor out the RHP-zeros in WSV: the RHPpoles in G appears as RHP-zeros in S. Factor out Sˆe S SB po …G † to obtain
