Some difficulties regarding the application of the well-known sieve method are considered in the case when a practical (program) realization of selecting elements, having a particular property among the elements of a set with a sufficiently great cardinal number(cardinality). In this paper the problem has been resolved by using a modified version of the method, utilizing multidimensional arrays. As a theoretical illustration of the method of the multidimensional sieve, the problem of obtaining a single representative of each equivalence class with respect to a given relation of equivalence and obtaining the cardinality of the respective factor set is considered with relevant mathematical proofs.
INTRODUCTION
Let us consider the following class of problems, often met in informatics: A finite set M is given with a family of its subsets is unique for each of its characteristic representatives x and that it can be completely determined by x. In other words, we suppose that an effective algorithm exists, which can obtain , when an arbitrary characteristic representative is given at the input. A typical problem in computer programming is to obtain (at least) one set M M  which contains a single characteristic representative of each subset of ,
. As a consequence of this problem follows the combinatorial problem of finding the cardinality N= I of the index set I. In case that  is a relation of equivalence, then the given problem solves the problem of the cardinality of the factor set
Boolean (or Binary, or (0,1)-matrix) is a matrix whose elements are equal to zero or one. Let be the set of all boolean matrices. It is well known that
. An equivalence relation  is defined as follows:
Y X if and only if X can be obtained from Y by a sequential moving of the last row or column to the first place.
The goal of this paper is to describe an effective algorithm for finding the number of elements of the factor set , as well as finding a characteristic representative of each equivalence class. Here we will describe an algorithm which is a modification of the wellknown method, known as the "Sieve of Eratosthenes", and which overcomes some difficulties which would inevitably arise with sufficiently great m and n if we apply the classical version. The main difficulty to be overcome arises from the great number of elements of with comparatively small m and n, according to (1) .
In [9] an algorithm is shown, which utilizes theoretical graphical methods for finding the factor set
, where is a set of all permutation matrices, i.e. Boolean matrices having exactly one 1 on each row and each column. For undefined notions and definitions we refer to [7] , [1] or [8] .
STATEMENT

Method of the Sieve
Let a random characteristic element x be given for the set ,
and let there also be given effective algorithms estimating the functions (2) Next 1 (x), Next 2 (x), … Next k (x), defined in M and with the help of which we can obtain the whole set . By definition for each i=1,2,...,k we put:
Since M is a finite set, then it follows that for each i=1,2,...,k and for each there exists a minimum natural number 
for i= 2,3,…,k Since the union in the square brackets of (8) begins at t=0 and according to (3) it is easily seen that (9) ) ( ...
We suppose that the functions Next i (x), i=1,2,...,k are chosen so that going from the characteristic element and using the formulae (3)
 M x   (9) we obtain the set , and we have In particular, if in Algorithm 1 the set M is an ordered set of the natural numbers in the interval [2,s] , by putting k=1 and defining recursively the function Next 1 0 (x) = x and Next 1 t = Next 1 t-1 (x) + x for t=1,2,3,..., then we obtain the well-known ancient algorithm for finding all prime numbers in the interval [2,s] , known by the name the "Sieve of Eratosthenes".
A number of applications of the method of the sieve for solving various problems is described in [7] .
The Method of the Multidimensional Sieve
The method described in part 1 has a number of disadvantages, the main of which is that it is practically inapplicable for programs when a sufficiently great number of elements is present in the base set M. This limitation comes from the maximum integer(a number written with a fixed decimal point) which can be used in the corresponding programming environment. For example, by standard in the C++ language the biggest number of the type unsigned long int is equal to 2 32 -1, which in a number of cases is insufficient for the previously defined array H to be completely addressed. For example, if the base set M = , then from (1) it follows that for relatively small m and n the previously described method is impossible to be realized in this language without "special tricks". If we choose, for example, between all 6 x 6 Boolean matrices those which have a given property, for the classical sieve method it is necessary to declare a one-dimentional array with dimensions 2 36 , which is significantly greater than the maximum integer number which can be used as an address of an array with the widely distributed translators and programming environments. Here this will be avoided by using a multidimensional Boolean array, the elements of which have a one-to-one correspondence to the elements of the base set, with a much smaller range of the indices. ) of which will vary from u i to v i . In this way we will reduce the number with which indexing will be done. In the example which we consider we prove that this reduction can be significant. With the elements of the array W we will encode the elements of M, according to the previously mentioned one-to-one correspondence. For the ordering in W (as in this way according to the one-to-one correspondence we introduce ordering in M) it seems that the most natural orderings theto be a lexicographic ordering.
As an illustrative example we will consider the following The proof that  is a relation of equivalence is trivial and we will omit it here. The authors of this paper are not familiar with an existing common formula for finding
Here we have set ourselves the simpler task to describe an algorithm for finding
when specific m and n are given, and show one representative of each equivalence class. The algorithm is based on the notes in the beginning of this section, and on the following two theorems. Hence  is a one-toone correspondence(bijection).
It is easy to see the validity of the following statement, which in fact shows the meaning of our considerations. 
