Abstract. Let T be a (first order complete) dependent theory, C aκ-saturated model of T and G a definable subgroup which is abelian. Among subgroups of bounded index which are the union of <κ type definable subsets there is a minimal one, i.e. their intersection has bounded index. See history in [Sh:876]. We then deal with definable groups for 2-dependent theories, a wider class of first order theories proving that for many pairs (M, N ) of models the minimal bounded subgroup definable over M ∪N is the intersection of the minimal ones for M and for N .
Introduction
Assume that T is a dependent (complete first order) theory, C is aκ-saturated model of T (a monster), G is a type-definable (in C) group in C (of course we consider only types of cardinality <κ).
A subgroup H of G is call bounded if the index (G : H) is <κ. By [Sh:876], we know that among H tb = {H : H is a type-definable subgroup of G of bounded, i.e. with <κ index} there is a minimal one.
But what occurs for H stb = {H : H is a union-type definable (see below) subgroup of G of bounded, i.e. <κ index}? is there a minimal one? Our main result is a partial positive answer: if G is an abelian group then in H stb there is a minimal one.
We call C ⊆ C union-type-definable (over A) when for some sequence p i (x) : i < α we have α <κ, each p i (x) is a type (over A; of course A is of cardinality <κ) and C = ∪{p i (C) : i < α} where p i (C) = {b ∈ C : b realizes p i (C)}; this is equivalent to being L ∞,κ -definable in C for some κ ≤κ.
In Definition 2.4 we recall the definition of 2-dependent T (where T is 2-independent when some ϕ(x,b m ,c n ) : m, n < ω is an independent sequence of formulas); see [Sh:863, §5 (H)]. Though a reasonable definition, can we say anything interesting on it? Well, we prove the following result related to [Sh:876] .
Letting G A be the minimal type-definable over A subgroup of G, for suitable κ; as we fix A it always exists. Theorem 2.12 says that if M is κ-saturated and |B| < κ then G M∪B can be represented as G M ∩ G A∪B for some A ⊆ M of cardinality < κ. So though this does not prove "2-dependent is a dividing line", it seems enough for showing it is an interesting property.
The first theorem on this line for T stable is of Baldwin-Saxl [BS76] . Recently Hrushovski, Peterzil and Pillay [HPP05] investigated definable groups, o-minimality and measure, an earlier work on definable subgroups in o-minimal T is Berarducci, Otero, Peterzil and Pillay [BOPP05] where the existence of the minimal type-definable bounded index theorem and more results are proved for o-minimal theories.
A natural question was whether there is a minimal type-definable bounded subgroup, when T is dependent. Assuming more (existence of measure) on the group, related suitably to the family of definable sets, this was proved in the original version of Hrushovski-Peterzil-Pillay [HPP05] . Then [Sh:876] proves this for every dependent theory and definable group. (The final version of their paper [HPP05] includes an exposition of the proof of [Sh:876] .)
Recent works of the author on dependent theories are [Sh:783] (see §3, §4 on groups) [Sh:863] (e.g. the first order theory of the p-adics is strongly 1 dependent but not strongly 2 dependent, see end of §1; on strongly 2 dependent fields see §5) and [Sh:F705].
Hrushovski has point out the following application of §2 to . They deal with complete first order theories T with few λ-complete 4-types such that every finite subset of T has a finite model. Now from the classification of finite simple groups several (first order) properties of such theories were deduced. From them they get back information on automorphism groups of finite structures. An interesting gain of this investigation is that if looked at this as a round trip from classification of finite simple groups to such T 's, we get uniform bounds for some of the existence results in the classification of finite simple groups.
Note that they deal with the case the finite field is fixed, while the vector space over it varies. This is related to the properties being preserved by reducts (and interpretations) of first order theories hence we get the uniform bounds. Now by the present work some of those first order properties of such T which they proved using finite simple groups, are redundant in the sense that they follows from the others though originally it was non-trivial to prove them. Why? Because (the relevant first order theories are 2-dependent by Observation 2.7 and so) Theorem 2.12 can be applied. More specifically, the main point is a version of modularity that looking at an expansion of M = (V, B), where V is a vector space over a fixed finite field F, B a bilinear map from V to F, M an ultraproduct of finite structures, for
This raises further questions. We thank Itay Kaplan for pointing out many many things which should be corrected and the referee for suggestions to make the paper shorter and more userfriendly.
The reader may ask , and a more strict version of the (failure of the) strict order property = simple theory (= failure of the tree property).
(B) The theory of such classes is not empty; we prove in §2 that "the minimal bounded subgroup of G over A" behaves nicely. A skeptical reader suggests that to justify our interest we have to point out "natural examples", i.e. from other branches of mathematics. We object to this, just as we object to a parallel view on mathematics as a whole. In both cases applications are a strong argument for and desirable, but not a necessary condition. In fact such cases were not present in the author first works on the notions mentioned above.
Moreover the connection to Chelin-Hrushovski [CH03] already showed such connection.
In fact, generally if in C = C T we can define a field K and vector spaces V 1 , V 2 , V 3 over it (or just abelian groups) and a bi-linear mapping F : V 1 × V 2 → V 3 , then in the non-degenerated case the formulas {F (x, b) = 0 v3 : b ∈ V 2 } form an infinite family of independent formulas. As bi-linear maps appear in many examples, it makes sense even to a reasonable skeptic to look for a (real) parallel to the class of stable theories including them and 2-dependent is the most natural one. 
Concerning
Then we can find q * and ā i : i < α and B such that
Remark 0.3. This was part of [Sh:876], but it was claimed that it seems to be wrong: Note that we do not require "B ⊆ q * (C)". Let T be the theory of (Q, +, <, 0, 1) say, and G the monster model. Let a be infinitesimal, namely realizes p(x) := {0 < x < 1/n : n = 1, 2, 3, . . .}. Let q(x, a) say that |x| < a/n for n = 1, 2, . . .. Then for any set A ⊆ p(C) (of cardinality <κ) and set B (of cardinality <κ) contained in q(C, a ′ ) for all a ′ ∈ A, there is by compactness some d realizing p(x) such that d/n > b for all b ∈ B and n = 1, 2, . . .
Proof. We try to chooseā α , b α by induction on α < (|T | ℵ0 ) + such that
If we succeed we get contradiction as in the proof in [Sh:876, §1]. If we are stuck at some α < (|T | ℵ0 ) + then the desired result is exemplified by ā i : i < α and B := {b i : i < α}. Note that if α ≥ 1 then B ⊆ ∪{∩{q(C,ā i ) : i ∈ α\{j} : j < α} and if α = 0 then B = ∅. The main result of this section is Theorem 1.12: if C isκ-saturated, T = T h(C) is dependent, G is a definable abelian group over A * , |A * | <κ then H * = ∩{H : H is a union-type-definable 1 subgroup of G of bounded index, i.e. <κ} then H * is a union-type-definable over A * and has index ≤ 2 |T |+|A * | . As usualκ is strongly inaccessible (strong limit of large enough cofinality is enough).
{h.0}
Context 1.1.
(a) C is a monster (κ-saturated) model of the complete first order theory T (we assumeκ is strongly inaccessible > |T |; this just for convenience, we do not really need to assume there is such cardinal) (b) p * (x) is a type and (x, y) → x * y, x → x −1 and e G are first order definable (in C) two-place function, one place function and element (with parameters ⊆ Dom(p * ) for simplicity) such that their restriction to p * (C) gives it a group structure which we denote by G = G C p * . Let Dom(p * ) = A * ; we may write ab instead of a * b. When the group is additive we may use the additive notation.
{h.4} Definition 1.3. For any α <κ and sequenceā ∈ α C and n < ω we define q n a (x) = q n Γā (x) where (a) Γā = {ϕ(x,ā) : ϕ ∈ L(τ T )} and (b) for Γ 1 , Γ 2 sets of formulas with one free variable x we let:
2n−2 * y 2n−1 )] : (a) ψ(x) is a finite conjunction with no repetitions of members of Γ 1 ∪ p * (x) (b) m < ω and ϕ k (x,ā) ∈ Γ 2 is a formula for k < m ( so if Γ 2 = Γā, we may replaceā byā) (c) if Γ 1 ⊆ p * we can omit it. If Γ 2 = Γā and Γ 1 ⊆ p * we may write q 2n−2 y 2n−1 ) with w(x 0 , . . . , x n−1 ) the "word" x 0 . . . x n−1 ; but we may replace x 0 x 1 . . . x n−1 by any group word w(x 0 , . . . , x n−1 ) and then may write q
respectively. Of course, the subgroup of G generated by q 
Proof. Easy.
2) Assume n < ω and H is a subgroup of G of bounded index (i.e. (G : H) <κ and α <κ,ā ∈ α C has representatives from each left H-coset and Rang(ā) include
of G of bounded index, in fact of index ≤ 2 |T |+|α| . 5) If H is a type-definable overā whereā ∈ α C, α = ℓg(ȳ) <κ and H is a subgroup of G with bounded index, then (G : H) ≤ 2 |T |+|α| .
{h.13.21}
Claim 1.8. Corollary: Any subgroup of G which is union-type-definable (so using all together <κ parameters) and is of bounded index (in G, bounded means <κ) contains a subgroup of the form
Proof. Let a 2,i : i < i( * ) be a set of representatives of the left cosets of H in G. Let a 1 be such that H = i p i (C), p i (x) a type overā 1 and letā 2 =ā 1ˆ a 2,i : i < i( * ) . Clearly if a, b ∈ G realize the same type overā 2 then ab −1 ∈ H. By applying 1.7(1) we are done. Main Claim 1.9. Assume T is dependent and G is abelian. If k(1)+ 2 < k(2) < ω and α <κ, then there are λ <κ andā ε ∈ α C for ε < λ such that for everȳ
Remark 1.10. We may choose λ andā ε (for ε < λ) independently of k(1), k(2).
Question 1.11. Is G abelian or the subgroup abelian necessary?
Proof. Stage A: Let λ := (2 2 |α|+|T |+|A * | ), and assume that the desired conclusion fails for λ. 
[Why? Choose (ā ε , c ε ) by induction on ε < λ + .]
Stage C: Without loss of generality (ā ε , c ε ) : ε < λ + is an indiscernible sequence over A * .
2ε * c 2ε+1 and letā ′ ε =ā 2ε and for any finite u ⊆ λ
[Why? As G is abelian, using additive notation c
By the indiscernibility the sequences c 2ζ+1 : ζ ∈ u , c 2ζ : ζ ∈ u realize the same type over a ′ ε =ā 2ε as ε / ∈ u, (noting the specific sequences we use) hence Σ{c 2ζ+1 : ζ ∈ u} and Σ{c 2ζ : ζ ∈ u} are members of G realizing the same type overā
. By compactness, we can choose finitely many formulas; by the indiscernibility their choice does not depend on ε, see stage (C).]
[Why? Obvious and tedious but we check; because
[Why? As in stage E.]
[Why? First, the membership by clause (b) of Stage B. Second, the inclusion by monotonicity asā
Now consider the right side in clause (b). The first summand is from q 1 {ϑ ℓ (x,ā ′ ε ):ℓ<ℓ( * )} (C) by clause (c). The second summand is from q
:ℓ<ℓ( * )} (C) then by 1.6(3) and the previous two sentence we deduce Σ{c
has the independence property, contradiction.
1.9
{h.24} Theorem 1.12. There is P ⊆ S(A * ) such that:
Proof. Obvious but we check:
⊛ 1 there is P ⊆ S(A * ) such that P(C) is a subgroup of G of bounded index.
[Why? Use P = {p ∈ S(A * ) : p * ⊆ p}.] ⊛ 2 the family of P's as in ⊛ 1 is closed under intersection.
[Why? Asκ is strongly inaccessible or justκ > 3 (|A * | + |T | + ℵ 1 ) ≥ 2 |{P:P⊆S(A * )}| hence the product of ≤ 2 2 |A * |+|T |+ℵ 0 cardinals <κ is <κ.]
is a subgroup of a bounded index}.
We shall show that P * is as required. So by ⊛ 2 + ⊛ 3 ⊛ 4 clause (a) holds, i.e. P * ⊆ S(A * ) and P * (C) is a subgroup of G of bounded index
[Why? Follows from 1.7(5).] Recall ⊛ 6 if ℓg(ȳ) = α, 1 ≤ k < ω,ā ∈ α C and P is a set one-type (of cardinality <κ) and P(C) a subgroup of G of bounded index then q k a (C) ⊆ P(C) for somē a. [Why? See above 1.8.] Fix α <κ and we shall prove that:
⊠ ifā * ∈ α C, A * ⊆ Rang(ā * ) and P = Pā * = {p ∈ S(ā * ) : p extend q n a * for some n}, so P(C) = n<ω q n a * (C) is a subgroup of G of bounded index then P * (C) ⊆ P(C).
This clearly suffices by ⊛ 4 , ⊛ 5 and ⊛ 6 , i.e. ⊠ means that clause (c) of the conclusion holds by ⊛ 6 . Now comes the real point:
[Why is there such a sequence? By the main claim 1.9 so actually λ k = (2 2 |T |+|A * |+|ℓg(ā * )| ) suffice by the proof of 1.9.] Define
Then:
[Why? As a ε k ∈ α C.]
[Why? By ⊛ 7 .]
[Why? By ⊛ 8 + ⊛ 9 .]
[Why? As any automorphism F of C over A * maps Y k onto itself as it maps q
[Why? By ⊛ 11 .] ⊛ 13 k<ω X k is a subgroup of G of bounded index.
[Why? By 1.6(3) + 1.7(4).]
Recall Pā * is from ⊠ above. 
So we have proved ⊠ hence has proved the conclusion. Hypothesis 2.1.
(a) T be first order complete, C = C T (b) G is a type definable group over A, set of elements p * (C) and the functions (x, y) → xy, x → x −1 , e G are definable over A * = Dom(p * ); this is irrelevant for 2.4 -2.10.
{dt.14}
Definition 2.2. For a set B ⊆ C let (a) R B = {q : q = q(x) is a 1-type over B and G q a subgroup of G of index <κ} where
3) G B = ∩{G q : q ∈ R B } = ∩{G q : q ∈ R B is countable} and is ⊆-minimal in {G q : q ∈ R B }. 4) If q ∈ R B and q ′ ⊆ q is countable then we can find a sequence ψ n (x,ā) : n < ω of finite conjunctions of members of q such that:
, (for notational simplicity we allow it to be infinite) (δ) p * (x)∪p * (y)∪{ψ n+1 (x,ā), ψ n+1 (y,ā)} ⊢ ψ n (xy,ā)∧ψ n (x −1 ,ā)∧ψ n (xy −1 ,ā).
5)
In part (4), if we allow ψ n (x,ā n ) to be a finite conjunction of members of q ∪ p * (e.g. if p * ⊆ q) then we can omit p * in clauses (α), (δ) so n<ω ψ n (C,ā) is a group.
6) There is a countable p ′ (x) ⊆ p * (x) such that p ′ (C) is a group under the definable functions (x, y) → xy, x → x −1 , e G , moreover there is a sequence ψ n (x,ā) : n < ω of finite conjunctions of members of p * (x) such that:
Proof. Obvious and as in [Sh:876].
2.3
{dt.22}
Definition 2.4. 1) We say T is 2-independent or 2 × independent when , we can find an independent sequence of formulas of the form ϕ(x,b n ,c m ) : n, m < ω in C = C T or just in some model of T .
2) "T is 2-dependent" (or dependent/2 or 1/2-dependent) means the negation of 2-independent (see [Sh:863, §5 (H)]).
3) We say ϕ(x,ȳ 0 , . . . ,ȳ n−1 ) is n-independent (for T ) when in C T we can, for each λ <κ, findā ℓ α ∈ ℓg(ȳ ℓ ) (C T ) for α < λ, ℓ < n such that the sequence ϕ(x,ā 0 η(0) , . . . ,ā n−1 η(n−1) ) : η ∈ n λ is an independent sequence of formulas. 4) T is n-independent when some formula ϕ(x,ȳ 0 ,ȳ 1 , . . . ,ȳ n−1 ) is n-independent. 5) T is n-dependent (or dependent/n or (1/n)-dependent) when it is not n-independent.
Remark 2.5. 1) In fact T is n-independent iff some ϕ(x,ȳ 0 , . . . ,ȳ n−1 ) is n-independent (for T ). We shall write it down in 2.6 below. 2) So 1-independent means independent.
{dt.56}
Claim 2.6. 1) For a complete first order theory T , there is a 2-independent formula ϕ(x,ȳ,z) in T iff T is 2-dependent, i.e. for some m ≥ 1 there is a 2-independent formula ϕ(x m ,ȳ,z) withx m = x ℓ : ℓ < m iff this holds for every m ≥ 1. 2) Similarly for k-independent.
3) Moreover, if the formula ϕ(x m ,ȳ 0 , . . . ,ȳ k−1 ) is k-independent, then for some n < m and
Proof. 1) By (2). 2) Easily the third statement implies the second, obviously the first statement implies the third as trivially as we can add dummy variables. For the "second implies the first" direction we prove it by induction on m; so assume k < ω,x m = x ℓ : ℓ < m and the formula ϕ(x m ,ȳ 0 , . . . ,
for η ∈ inc n (ω).
As we can add dummy variables without loss of generalityā ℓ,i =ā i , i.e. does not depend on ℓ and also ā i : i < ω is an indiscernible sequence.
Let R * ⊆ inc k (ω) be random enough 2 . For η ∈ inc <ω (ω), letā η =ā η(0)ˆāη(1)ˆ. . .ˆā η(k−1) . We say u 1 , u 2 ⊆ ω are R * -similar if |u 1 | = |u 2 | and the one-to-one order preserving function h from u 1 onto u 1 is an isomorphism from (u 1 , R * ↾ u 1 ) onto (u 2 , R * ↾ u 2 ). Let I = inc k (ω), . . . , < ℓ1,ℓ2 , . . . , R * ) ℓ1,ℓ2<k where η 1 < ℓ1,ℓ2 η 2 iff η 1 , η 2 ∈ inc k (ω) and η 1 (ℓ 1 ) < η 2 (ℓ 2 ). ( * ) 1 in C, ā t : t ∈ I is indiscernible aboveb R * which means ( * ) 2 if j < ω and η ℓ ∈ inc j (ω), u ℓ = Rang(η ℓ ) for ℓ = 1, 2 and u 1 , u 2 are R * -similar thenā η1 ,ā η2 realizes the same type in C overb R * .
Letb R * =b 1ˆb2 where ℓg(b 1 ) < m, ℓg(b 2 ) < m. So ( * ) 3 if η ∈ inc k (ω) then the value tp(ā η ,b 2 , C) depends just on truth value of η ∈ R * .
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First assume {tp(ā η ,b 2 , C) : η ∈ I, i.e. ∈ inc k (ω)} is constant, then lettingx 1 = x↾ℓg(b 1 ) the formula ϕ(x ′ ,b 2 ,ȳ 0 , . . . ,ȳ k−1 ) is k-independent when ā i : i < ω is indiscernible overb 2 ; pedantically the formula ϕ(x ′ , (x↾[ℓg(b 2 )ˆȳ 0 ),ȳ 1 , . . . ,ȳ k−1 ) is (the restriction to increasing sequences is not serious, see 2.7(4) below, so by the induction hypothesis we are done.
If ā i : i < ω is not an indiscernible sequence overb η , then let m be minimal such that for some i 0 < . . . i m−1 < ω, j 0 < . . . < j m−1 < ω we have tp(ā i0ˆ. . .ˆā im−1 ,b 2 ) = tp(ā j0ˆ. . .ˆā jm−1 ,b 2 ). By ( * ) 2 the sets {i ℓ : ℓ < m}, {j ℓ : ℓ < m} are not R * -similar. Without loss of generality there is a unique
∈ R * . Now playing with indiscernible and usingb 2 , {ā i : i < m, i ∈ v} as parameters we can finish.
Second assume that {tp(ā η ,b 2 , C) : η ∈ inc k (ω)} is not constant, by ( * ) 1 equivalently ( * ) 2 this means that there is a formula ψ(x ℓg(b1) ,ȳ 0 , . . . ,ȳ k−1 ) such that:
This also suffices by ā i : i < ω being an indiscernible sequence. 3) As in part (2).
2.6
{nd.17}
Observation 2.7. 1) T is k-dependent when : for every m, ℓ and finite ϕ(
2) In fact we can restrict ourselves to m = 1.
In Definition 2.4(3) we can restrict ourselves to "increasing η", similarly in 2.4(1). In fact, if ϕ(x,ȳ 0 , . . . ,ȳ k−1 ) is k-independent if for every n thee areā ℓ,m ∈ ℓg(ȳ ℓ ) C for m < n, ℓ < k such that ϕ(x,ā 0,η(0) , . . . ,ā k−1,η(k−1) : η ∈ inc k (n) is an independent sequence of formulas.
Proof. 1) Straight and see [Sh:863, §5 (G)]. 2) Similarly using 2.6 below.
3) Easy by the definition. 4) It is enough to prove the second sentence; now for every n we first find ā ℓ,m : m < nk, ℓ < k as guaranteed there (for nk). Now letā ′ ℓ,m =ā ℓ,ℓn+m so ā ′ ℓ,m : m < n, ℓ < k are as required in 2.4(3) for λ = n. By compactness equivalently, by "C isκ-saturated so we are done.
2.7
{dt.23} Example 2.8. Let k ≥ 1, a natural k-independent but k + 1-dependent theory, as simple as possible, is the model completion of the following theory (so for k = 1 this is a 2-dependent, independent T ):
(A) the vocabulary is P ℓ (ℓ < k + 1), unary predicates R, a (k + 1)-place predicate
[Note first that clearly the model completion exists and has elimination of quantifiers. Second, the formula R(x, y 0 , . . . , y k−1 ) exemplifies that T k is k-independent. Third, T is (k + 1)-dependent by 2.7(1) and the elimination of quantifiers.]
Example 2.9. Let T * n be the theory with the vocabulary {R n }, R is n-place saying R is symmetric and irreflexive (i.e. i<j<n x i = x j → ¬R(x 0 , . . . , x n−1 ) and
Let T n be the model completion of n. Then T n is (n − 1)-independent but not n-independent (for n-independent use 2.7(1)).
{dt.25}
Example 2.10. Any theory T of infinite Boolean algebras is (independent, moreover) k-independent for every k. [Why? Let for simplicity k = 2. Let ϕ(x, y, z) := (y ∩ z ≤ x). Now for any n, let B be a Boolean sub-algebra of C T with pairwise disjoint non-zero elements a i,j : i, j < n and let b i := ∪{a i,j : j < n} and c j := ∪{a i,j : i < n}. Now ϕ(x, b i , c j ) : i, j < n are independent because for u ⊆ n × n the element a u := ∪{a i,j : (i, j) ∈ u} realizes the type {ϕ(x,
Now comes the property concerning the definable group G which interests us.
{dt.28}
Definition 2.11. We say that G has κ-based bounded subgroups when : for every κ-saturated M which include A * (hence p * ⊆ q M ) andb ∈ ω> (C) there is r ∈ R M∪b of cardinality < κ such that q M∪b is equivalent to q M ∪ r (equivalently q M ∪ r ⊢ q M∪b ).
The main result here is {dt.35} Theorem 2.12. If T is 2-dependent and κ = 2 (|T | + |p * |)
(and G is as in 2.1) then G has κ-based bounded subgroups. Proof. Assume not and let θ = ℵ 0 . Letb ∈ ω> C be given. Then we choose the triple (r α ,c α , d α ) by induction on α < κ such that
[Why we can? By the assumption toward contradiction.] Now as cf(κ) > |T | ℵ0 without loss of generality [Why? Otherwise let a ε ∈ G for ε < (2 ℵ0 ) + be such that a ε G rα : ε < (2 ℵ0 ) + is without repetition. For each ε < ζ < (2 ℵ0 ) + let n ε,ζ be the minimal n such that C |= ¬ψ n (a −1 ε a ζ ,c α ,b), so by Erdös-Rado theorem for some n( * ) and infinite U ⊆ (2 ℵ0 ) + we have n ε,ζ = n( * ) for ε < ζ from U. By compactness we can find a ε ∈ C for ε <κ such that ε < ζ <κ ⇒ C |= ¬ψ n( * ) [a
[Why? For each α < κ let a α,ε G rα : ε < ε α ≤ 2 ℵ0 be a partition of G. For α < β < κ let ε = ε α,β be such that d α ∈ a β,ε G r β . As κ → (θ)
θ and ε * < 2 ℵ0 we have: if α < β are from U then ε α,β = ε * . So if α < β < γ are from U then d α ∈ a γ,ε * G rγ and d β ∈ a γ,ε * G rγ , so d α = a γ,ε * a 1 and d β = a γ,ε * a 2 for some a 1 , a 2 ∈ G rγ hence (d
⊛ 5 Without loss of generality for α, β < θ we have d α ∈ G r β ⇔ α = β.
[Why? Let U be as in ⊛ 4 . Without loss of generality otp(U) = θ and let α ε : ε < θ list U in increasing order; let d
and d α2ε+1 ∈ r α2ε (C,c α2ε ,b) ⊆ ψ 1 (C,c α2ε ,b) and, we are now assuming d
, clearly renaming we are done.] Now by induction on ε < κ we choose A ε ,b ε , d α,ε : α < θ from the model M such that
For α < θ, ε < θ, let r α,ε := {ψ n (x,c α ,b ε ) : n < ω}, so G rα,ε is a subgroup of G of bounded index (even ≤ 2 ℵ0 ). Now for ε < θ clearly d α ∈ ∩{G r β,ζ : β < θ, ζ < ε} by clause ⊛ 1 (e) (as r β,ζ ∈ R M ). Hence by the choice of d α,ε as realizing tp(d α , A ε ), see ⊛ 6 (a), as A ε ⊇ ∪{Dom(r β,ζ ) : β < θ, ζ < ε}, clearly ⊛ 7 d α,ε ∈ ∩{G r β,ζ : β < θ and ζ < ε}.
But d α ∈ ∩{G r β : β < θ and β = α} by ⊛ 5 andb εˆ d β,ε : β < θ realizes tp(bˆ d β : β < θ , A ε ), so ⊛ 8 d α,ε ∈ ∩{G r β,ζ : β < θ, β = α and ζ = ε}.
Also by ⊛ 6 (a) + ⊛ 1 (d) + ⊛ 2 we have
Also by ⊛ 1 (f ) + ⊛ 2 we have
Now by Ramsey theorem and compactness, without loss of generality ( * ) 2 c α : α < θ ˆb εˆ d α,ε : α < θ : ε < κ is an indiscernible sequence over A * .
[Why? First assume ε > ζ then by (
Third, assume ε = ζ, α = β, then we have d
in the present case and as α = β using ( * ) 1 + ⊛ 8 and d α,2ε+1 ∈ r(C,c β ,b ′ ζ ) asb ′ ζ =b 2ζ =b 2ε and as 2ζ = 2ε < 2ε + 1 in the present case , by if((α,ζ)∈u) : α < θ, ε < κ}.
[Why? By saturation without loss of generality u is co-finite, let (α(ℓ), ε(ℓ)) : ℓ < k list θ × κ\u with no repetitions and let d := d Now ( * ) 5 gives "ψ 3 (x,z,ȳ) witness T is 2-independent" so we are done.
2.12
{dt.32}
Claim 2.13. If G is abelian, then 2.12 can be proved also replacing q B (C) by ∩{G ′ : G ′ is a subgroup of G of bounded index preserved by automorphisms of C over A ∪ A * }.
Proof. We shall prove this elsewhere. is definable in such an expansion, and easily for some such Y we can interpret number theory (as number theory is interpretable in some bi-partite graph).
2) Is the following interesting? I think yes! It seems that we can prove the kdimensional version of 2.12 for k-dependent T , i.e. for k = 1 it should give [Sh:876], for k = 2 it should give 2.12. E.g. think of having |T | < λ 0 < . . . < λ k , λ ℓ+2 = (λ ℓ+1 ) λ ℓ and we choose M ℓ ≺ C of cardinality λ ℓ closed enough by downward induction on ℓ, i.e. we get a P − (k)-diagram. We shall try to deal with this elsewhere.
