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Abstract 
We propose Bidirectional Shape Correspondence (BSC) as a possible improvement on the famous shape 
contexts (SC) framework. Our proposals derive from the observation that the original SC framework 
enforces a one-to-one correspondence between sample points, and that this leads to two possible 
drawbacks. First, this denies the framework of the opportunity to effect a many-to-many matching 
between points on the two shapes being compared. Second, this calls for the Hungarian algorithm which 
unfortunately usurps ܱ(ܰଷ) time. While the dynamic-space-warping dynamic programming algorithm 
has provided a standard solution to the first problem above, dynamic programming demands ܱ(ܰହ) for 
general multi-contour shapes and ܱ(ݓܰଶ)  for the special case of single-contour shapes, even after an 
heuristic search window of width ݓ has been chosen. Therefore, in this work, we propose a simple 
method for computing “many- to –many” correspondences, for the class of all 2-d shapes, in quadratic 
time. Our approach is to explicitly let each point on the first shape choose a best match on the second 
shape, and vice versa. Along the way, we also propose the use of data-clustering techniques for dealing 
with the outliers problem. From another viewpoint, it turns out this clustering can be viewed as an 
autonomous, rather than pre-computed, sampling of shape boundary. 
 
1 Introduction 
Shape contexts was introduced by Belongie et. al. in [1]. Shape contexts is applicable to two 
fundamental problems of 2-d vision: computation of correspondences and shape matching.  Although 
shape contexts, when combined with the thin plate spline interpolator, continues to boast one of the 
best results (0.6% error rate) on the MNIST database of handwritten digits [2], there appears to be room 
for improvement in its overall framework, especially given that it  does not perform as well on certain 
other databases. The shape contexts framework seeks to enforce a one-to-one correspondence 
between sample points on the two shapes being matched. As illustrated in Figures 1a and 1b, this leads 
to problems in certain situations, as follows.  In Figure 1a, ݌ଵ,݌ଶ, … ,݌଺ represent a subset of equally-
spaced sample points on the boundary of the shape in the figure. Likewise, in Figure 1b, ݍଵ,ݍଶ, … , ݍ଺ 
represent a subset of equally-spaced sample points on the boundary of the shape in the figure. When 
asked, an human expert is more likely to choose the correspondences:   
݌ଵ ⟷  ݍଵ, ݌ଶ ⟷  ݍଶ,  ݌ଷ ⟷  ݍଶ, ݌ସ ⟷  ݍଷ, ݌ହ ⟷  ݍସ, ݌ହ ⟷  ݍହ,  ݌଺ ⟷  ݍ଺, between the two shapes.  
There are two key points to note here. First, the human expert maps two different points, ݌ଶ and ݌ଷ, on 
݌ଵ ݍଵ 
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the first shape to a single point ݍଶ on the second shape. Second, the human expert maps two different 
points, ݍସ and ݍହ, on the second shape to a single point ݌ହ on the first shape. Clearly, the choice of the 
human expert goes contrary to the approach in [1] which sought to enforce one-to-one 
correspondences. Moreover, in an attempt to achieve one-to-one correspondences, the authors of [1] 
were naturally led to employ the Hungarian algorithm which unfortunately usurps ܱ(ܰଷ) time, where ܰ 
is the number of sample points on each shape.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For the restricted case of single contour shapes, Adamek and O'Connor [2] have responded to the above 
highlighted problem, via their dynamic- space- warping  dynamic programming algorithm, which directly 
allows for many-to-many correspondences. However, dynamic programming requires ܱ(ܰହ) time for 
general multi-contour shapes, and ܱ(ݓܰଶ) time for single contour shapes, even after an heuristic 
search window of width ݓ has been chosen.  
In this work, we will present a simple approach to computing 2-d shape correspondences in ܱ(ܯଶ)  
time, with ܯ = max{݉, ݊},  where  ݉ and ݊ are respectively the number of boundary pixels on the first 
and second shapes.  As shall be seen, our approach leads to  many-to-many correspondences for both 
single contour and multi-contour shapes. In addition, we propose the use of a data-clustering method, 
such as the Otsu method [3], for pruning correspondences, by grouping correspondences into "good" 
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Fig. 1 :  How the enforcement of one-to-one correspondences between two shapes can go contrary to the choice 
of an human expert.  For the two shapes above, an human expert is more likely to choose the non one-to-one  
correspondences:  ݌ଵ ⟷  ݍଵ, ݌ଶ ⟷  ݍଶ,  ݌ଷ ⟷  ݍଶ, ݌ସ ⟷  ݍଷ, ݌ହ ⟷  ݍସ, ݌ହ ⟷  ݍହ,  ݌଺ ⟷  ݍ଺  than a one-
to-one correspondence, such as  ݌ଵ ⟷  ݍଵ, ݌ଶ ⟷  ݍଶ,  ݌ଷ ⟷  ݍଷ, ݌ସ ⟷  ݍସ, ݌ହ ⟷  ݍହ, ݌଺ ⟷  ݍ଺. 
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and "bad" matches. Furthermore, we do not pre-sample boundary points, rather, we leave it to our 
framework to autonomously select an optimal sampling in the course of its action. The hope is that 
these contributions might lead to improved performance on benchmark databases such as the MNIST 
database of handwritten images and the MPEG data base of silhouettes. Finally, although we shall 
present our approach in the framework of  shape contexts and the thin plate spline interpolator, we 
believe it is general enough to accommodate other frameworks such as those of [2], [4] and [5].  
 
 
2 Formal details of our proposed method 
Let ܲ and ܳ be the contours of two arbitrary shapes in the plane. We begin by arbitrarily taking the 
“direction” from ܲ to ܳ as the forward direction, and the direction from ܳ to ܲ as the backward 
direction. To move on, let ܲ contain ݉ points: ܲ = {݌ଵ,݌ଶ, … ,݌௠}; and let ܳ contain ݊ points:  
ܳ = {ݍଵ, ݍଶ, … , ݍ௡}. For each ݌௜ ∈ ܲ, we define the forward correspondence point for  ݌௜, amongst the 
points in ܳ, as the point ݍ௞೔ ∈ ܳ satisfying: 
  ݍ௞೔ =       ௤ೕ∈ொ           ௔௥௚௠௜௡  ܥ(݌௜,ݍ௝)                                                                                       1 
In the above equation, ܥ(݌௜ ,ݍ௝)  is the cost of matching ݌௜ and ݍ௝ using shape contexts (other 
approaches such as those in [2], [4] and [5] are also possible); the reader is referred to [1] for details of 
computing ܥ(݌௜,ݍ௝) using shape contexts. Ideally, the costs ܥ൫݌௜,ݍ௝൯, ݅ = 1, 2, … ,݉, ݆ =1, 2, … ,݊  should be pre-computed and stored in an ݉ by ݊ matrix, ܯ(݅, ݆). Naturally, the entry at the ݅-
th row and ݆-th column of ܯ(݅, ݆) stores the cost ܥ(݌௜ ,ݍ௝). Computing matrix ܯ(݅, ݆) requires 
ܱ(݉ଶ + ݊ଶ) = ܱ(ܯଶ) time, where ܯ = max{݉, ݊}.  Now, in Equation 1 above, ݌௜ is associated with 
the ݅-th row, ܴ௜, of ܯ(݅, ݆), and it should not be hard to see that ݍ௞೔ is associated with the ݇-th column,  
which holds the least score in ܴ௜. Thus computing ݍ௞೔ distills to a simple search for the location of a/the 
minimum value in a row vector ܴ௜. Clearly, this search takes ܱ(݊) time. We will need to execute this 
search for each ݌௜ ∈ ܲ. Thus, we need a total of ܱ(݉݊) = ܱ(ܯଶ) time. At this juncture, we may define 
the average forward match cost, ࡯ሬ⃗, from ܲ to ܳ as: 
    ࡯ሬ⃗ = ଵ
௠
∑ ܥ(݌௜ ,  ݍ௞೔)௠௜ୀଵ                                                                                                2 
We view correspondences computed by Equation 1 above as forward correspondences from ܲ to ܳ, 
because we allowed each point on ܲ to choose a best match on ܳ. We can also compute backward 
correspondences from ܳ to ܲ by letting each ݍ௝ ∈ ܳ choose a best match on ܲ. For each ݍ௝ ∈ ܳ, we 
define the backward correspondence point for ݍ௝, amongst the points in ܲ, as the point ݌௞ೕ ∈ ܲ 
satisfying ෠ܲ: 
  ݌௞ೕ =       ௣೔ ∈ ௉           ௔௥௚௠௜௡  ܥ(݌௜ ,ݍ௝)                                                                                             3 
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 The required searches for the ݌௞ೕ’s proceed along column vectors in matrix ܯ(݅, ݆), in contrast to how 
the searches for the ݍ௞೔’s  proceed along row vectors. Nonetheless, the searches for the ݍ௞೔’s  require 
ܱ(ܯଶ) time, in consonance with that of the ݌௞ೕ’s. Furthermore, we define the average backward match 
cost, ࡯⃖ሬ , from ܳ to ܲ as: 
   ࡯⃖ሬ = ଵ
௡
∑ ܥ(݌௞ೕ, ݍ௝)௡௝ୀଵ                                                                                                    4 
 
There are two key sub-problems to address: computation of correspondences and computation of an 
overall match score between the two shapes in question. Taking a top-down approach, we address the 
latter before the former. Specifically, we simply define the bi-directional match cost, or bidirectional 
shape correspondence,  ࡯ഥ,  between ܲ and ܳ as the average of  ࡯ሬ⃗ and ࡯⃖ሬ . 
  ࡯ഥ =  ଵ
ଶ
 (࡯ሬ⃗ + ࡯⃖ሬ  )                                                                                                              5 
We turn now to the correspondence problem. A problem with correspondences is that of outliers. To 
address this problem, we propose that the match costs be clustered into two groups, a high match 
group and a low match group, using a data clustering technique, such  as the Otsu Method. We explain 
this procedure using the forward direction. First, observe that the forward costs, ܥ൫݌௜ ,  ݍ௞೔൯, ݅ =1,2, … ,݉, can be viewed as an ݉-element array, from which we can choose the best correspondence 
point,  ݍ௞೔ , for each  ݌௜ ∈ ܲ. The idea is to cluster this ݉-element costs array into two groups, with the 
low cost group representing the good matches and the high cost  group representing the erroneous bad 
matches.  After the clustering, we obtain a set of costs, ࡯෡൫݌௜,  ݍ௞೔൯, ݅ = ଵ݃,݃ଶ , … ,݃௨, ݑ ≤ ݉, for the 
good-match group. Notice that the above clustering also indirectly clusters the underlying set ܲ into two 
groups, one associated with the good matches and the other with the bad matches. We denote the 
subset of ܲ associated with the good matches by ෠ܲ = {݌௚భ ,݌௚మ , … ,݌௨}. Next, with respect to ࡯෡൫݌௜,  ݍ௞೔൯, 
we define a function ܨ: ෠ܲ → ܳ, such that, for each ݌௜ ∈ ෠ܲ, we have ܨ(݌௜) =  ݍ௞೔ .  With this, we can now 
compute the pruned forward correspondence point for each point ݌௜ ∈ ෠ܲ as the 
point ݍ௞೔ ∈ ܳ satisfying:    
   ݍ௞೔ = ܨ(݌௜)                                                                                                                           6                                                                                     
The preceding permits the definition of a pruned average forward match cost, ࡯ሬ෡⃗, from ܲ to ܳ as 
follows:   
                   ࡯ሬ෡⃗ = 1
ݑ
෍ ࡯෡൫݌௜ ,  ݍ௞೔൯                                                                                                           ௨
௜ୀଵ
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By analogy, we have backward counterparts for Equations 6 and 7. Specifically, in the backward 
direction, after clustering, we obtain good-match costs, ࡯෡൫݌௞೔ , ݍ௝൯, a set ෠ܳ, a function ܩ: ෠ܳ → ܲ, such 
that, for each ݍ௜ ∈ ෠ܳ , we have ܩ(ݍ௜) =  ݌௞೔, and, finally, a definition for the pruned average backward 
match cost,  ࡯⃖ሬ෡ , from ܳ to ܲ : 
 
   
࡯⃖ሬ෡ = 1
ݒ
෍ ࡯෡(݌௞ೕ,  ݍ௝)௩
௝ୀଵ
                                                                                                             8 
                                                                                                        
To proceed, we must decide whether to choose the forward correspondences or the backward 
correspondences. A natural way to make this decision is to choose the forward correspondences if   
࡯ሬ෡⃗ ≤ ࡯⃖ሬ෡, but to choose the backward correspondences otherwise. Now, we recall that our aim is to 
achieve dynamic space warping (i.e. many-to-many mapping) in quadratic time. Without loss of 
generality, using the forward correspondences, we shall now explain how our framework can achieve 
dynamic space warping. The function  ܨ: ෠ܲ → ܳ underpins the computation of correspondences in the 
forward direction. Clearly, this function allows a many-to-one mapping from  ෠ܲ to ܳ, so it remains to  
discuss how a one-to-many mapping can go from ෠ܲ to ܳ in the forward direction. Actually, because ܨ is 
a mathematical function, we cannot not get a one-to-many mapping with ܨ in the strict sense. However, 
our framework permits something that closely approximates a one-to-many mapping. We exhibit this in 
Figure 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 : Illustration of how our framework tends to achieve many-to-many correspondences between  (sections of ) 
the boundaries of two shapes. The ݌௜’s and ݍ௜’s are pixels on the boundaries of the first and second shapes 
respectively.  The correspondences ݌ଵ ↔ ݍଵ and ݌ଶ ↔ ݍଵ form a many-to-one correspondence. On the other hand, 
݌ଷ ↔ ݍଶ and ݌ସ ↔ ݍହ can be interpreted as warping the boundary segment between ݌ଷ and ݌ସ to the boundary 
segment between ݍଶ and ݍହ, thus somehow indicating the one-to-many correspondences: ݌ଷ ↔ ݍଶ,݌ଷ ↔ ݍଷ,݌ସ ↔
ݍସ,݌ସ ↔ ݍହ. 
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Our aim for computing the correspondences is to use them for calculating a thin plate spline (TPS) 
interpolator between the shapes underlying ܲ and ܳ. We refer the reader to [1] for core information on 
how the TPS is used for this purpose. Quite comparable to the Lagrangian interpolator which can be 
used to fit a polynomial to set of points in the two-dimensional plane, TPS can be used to fit a surface to 
a set of points in three-dimensional space. For our purposes herein, TPS can either be used in the 
forward direction, or in the backward, depending on whether ࡯ሬ෡⃗ ≤ ࡯⃖ሬ෡ or not. To fix the idea, let us 
consider the forward direction. For that direction, we need to sample ܰ points, ݌௧భ ,݌௧మ , … ,݌௧ಿ from the  
set ෠ܲ. We denote by ݔ௜  the ݔ-co-ordinate of the point  ݌௧೔, and by ݕ௜ the ݕ-co-ordinate of ݌௧೔. Further, 
we denote by ݔ௜
ᇱ  the ݔ-co-ordinate of  ݍ௞೔ , and by ݕ௜ᇱ its ݕ-co-ordinate. Then, the inputs to the TPS 
procedure are the constraints ௫݂(ݔ௜ ,ݕ௜) =  ݔ௜ᇱ  and  ௬݂(ݔ௜ ,ݕ௜) =  ݕ௜ᇱ, ݅ = ݐଵ , ݐଶ , … , ݐே. The outputs from 
the procedure are the functions ௫݂: ܴଶ → ܴ and ௬݂: ܴଶ → ܴ. With this, the shape underlying ܲ can be 
warped unto the shape underlying ܳ. After this warping, we would have completed an iteration of 
shape contexts –TPS pair of computations. Similar to what is done in [1], we propose that this iteration 
be done about three times, plus a final shape contexts computation. 
We now pause to emphasize the key aspects of our contributions. First, as earlier explained, our 
framework allows dynamic space warping, unlike the original work of [1] who favored a one-to-one 
correspondence. Second, unlike the approach in [3, 4, 5], which leads to an ܱ(ܰହ) algorithm (where ܰ 
is number of sampled boundary points on each shape) for multi-contour shapes, our approach takes 
quadratic ܱ(ܯଶ) time, where ܯ = max{݉,݊}. Furthermore, we highlight two subtle points about our 
approach. Firstly, during each shape contexts–TPS iteration, the bi-directional match cost between the 
two shapes does not take into consideration the effect of the clustering process. This is a deliberate 
arrangement aimed at penalizing false matches.  On the contrary, input to the TPS interpolator involves 
only those points that are considered good-matches by the clustering process.  The reason why we do 
this is to improve the accuracy of the TPS warping between the two shapes. Secondly, notice that 
towards the computation of correspondences, we do not sample boundary points; the only reason why 
we sample points is towards the computation of the TPS interpolator. However, the effect of the 
clustering operation on the boundary points can be viewed as an autonomous sampling of the 
boundary. While boundary point sampling improves computational speed, it nevertheless does not 
improve the order of growth of the algorithm.    
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