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Abstract
In this paper we propose a new Curvelet based methodology for modeling the ﬁnancial time series data, addressing and
incorporating the diverse range of data characteristics. With the proposed methodology, we analyze and model the geometric
multi scale and chaotic data characteristics. Empirical studies with some typical ﬁnancial time series data show that more
diverse heterogeneous data characteristics can be revealed and modeled in the projected time delayed domain. The proposed
algorithm demonstrates the superior performance compared with the benchmark models.
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1. Introduction
Forecasting of ﬁnancial time series movement is one of the utmost important issues and has received signiﬁcant
attentions from practitioners and researchers alike, over the years. The complex and nonstationary movement of
the ﬁnancial time series represents the joint inﬂuence of the intertwined interactions among complicated factors,
which we still possess insuﬃcient level of knowledge. In the spirit of the reduced form models, recent empirical
researches have increasingly revealed and acknowledged the signiﬁcance of multi scale data behaviors, which the
mainstream traditional approaches failed to explain and incorporate during the modeling process. For example,
univariate wavelet analysis has been used extensively to investigate the multi scale data characteristics in wide
range of empirical studies. [1] and [2] use the wavelet analysis to denoise the option data and found it signiﬁcantly
improve the option valuation accuracy [1, 2]. [3] uses wavelet analysis to denoise the data while shifting the focus
of the paper on the choice of diﬀerent activation functions on the performance improvement [3]. [4] uses the
wavelet analysis to decompose the ﬁnancial time series and extends them directly to make forecasts [4]. [5], [6]
and [7] based their neural network forecasting model on the wavelet pre-processed data series and have obtained
positive performance improvement [6, 5, 7].[8] has combined the wavelet analysis and ARMA model to analyze
the Spanish electricity market and obtained positive results [8]. [9] uses the wavelet analysis to decompose the
Brent crude oil price and uses the sinusoid functions to ﬁt and estimate the future price movement. They found
the improved forecasting performance than both ARMA and GARCH models [9]. [10] extr cted approxiate series
and detailed series, to be modeled by Sesonal ARMA model and Radial Basis Function respectively. They have
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achieved some improved forecasting performance in the Spanish electricity market [10].The multivariate extension
of wavelet analysis is capable of extracting multi scale features, restricted to the point singularities, in the higher
dimensions. But it can not achieve optimal sparse representations of data with edged and curved singularities in
diﬀerent directions.
Curvelet analysis is the multi scale directional transform in the higher dimensions that incorporates the multi
scale geometric information such as curvely shaped features during the modeling process [11]. It is capable of
feature extractions such as spatial locality, scale and orientation details in more directions, which is critical to
the analysis of piece-wise smooth image with rich edge information. Theoretically it can achieve the optimal
sparse representation of the C2 sigularities. It uses angled polar wedges or angled trapezoid window to achieve
optimal sparse representation of curvelike features [11]. Compared to multivariate wavelet analysis, Curvelet
analysis has demonstrated more accurate projection and modeling of edge discontinuities mainly in the engineer-
ing ﬁelds including video processing, biomedical and seismic data analysis, ﬂuid mechanics analysis and partial
diﬀerential equation analysis, etc. [11]. For example, [12] found the improved breast detection accuracy using
the Curvelet analysis [12]. [13] proposes the 2D+T Curvelet analysis to characterize the dyanmic texture in the
image sequences and found the satisfactory performance [13]. [11] proposed the curvelet based feature extraction
method to achieve robust speckle noise reduction in synthetic aperture radar image analysis [11]. [14] found the
improved noise removal performance when the nonlinear means denoising method is used to analyze the signal in
the projected Curvelet domain [14]. However its potential in forecasting performance improvement has noir been
exploited in the literature.
Thus this paper proposes a new Curvelet based methodology for ﬁnancial time series modeling and forecasting.
Results in this study explores and unveils the complex market structure consisting of data components of diﬀerent
data characteristics modeled using Curvelet analysis exploiting the chaotic data features. We introduced the time
delay embedding method to transform the original time series and reveal diﬀerent distinctive chaotic data features
of the The heterogeneous DGPs. The chaotic data characteristics has also received signiﬁcant attentions over the
years. Chaos refers to the existence of a deterministic system in seemingly irregular and random phenomenon.
For example, [15] employs Rescaled-range analysis, the Correlation Dimension test, and the BDS test to analyze
lengthy daily time series of ﬁnancial data and provide empirical evidence of existence of chaotic mechanisms
behind the Pareto-Levy family of processes for the empirical asset movement and distribution [15]. The phase
space transformation using the time delayed embedding method has been used to analyze the chaotic characteris-
tics of dynamic system, in diverse areas including the industrial manufacturing process, ﬁnancial market, etc. The
chaotic multi scale characteristics of Melt Index have been analyzed using time delay embedding method and Em-
pirical Mode Decomposition (EMD) in the propylene polymerization industry [16]. [17] introduces an eﬀective
method from time series to complex network via phase space reconstruction to construct a complex network. The
networks corresponding to various time series exhibit diﬀerent topology feature in order to distinguish whether
a time series is chaotic series by this feature [17]. [18] identiﬁed long memory in the agent’s decision making
process as the cause for the chaotic behavior of the stock market, using an experimental approach [18]. [19]
develops a new forecasting strategy that employs the phase space reconstruction from chaos theory and support
vector regression from kernel methods to extract the above ﬁnancial characteristics for making a good prediction.
The Chaos-SVR model could predict the future evolution of an exchange rate more eﬀectively and reduce the
prediction errors substantially, which performs better than pure models like SVR and BPNN [19]. Empirical stud-
ies has been conducted to investigate the performance improvements of the proposed model, against traditional
benchmark models. The main contribution in this paper is the modeling of chaotic characteristics and multiscale
geometric characteristics using Curvelet analysis. The modeling of multi scale geometric characterizes in the time
delayed embedding dimensions of the chaotic data series reveal edge irregularities that correspond to the disrup-
tions to the chaotic dynamics in the original time series data. This methodological contribution also extends to the
theoretical aspects to support the existence of heterogeneous market microstructure, where the heterogeneous risk
preferences are prevalent as revealed in the emprical studies recently [20, 21]
The rest of the paper is organized as follows: In section 2, we provide a brief account of the relevant theories.
The Curvelet based forecasting algorithm is proposed in section ??. Results from the empirical studies are reported
and analyzed in section 3. Section 4 concludes with the summarizing remarks.
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2. A Curvelet based Methodology
In this paper, we assume that the data are of heterogeneous chaotic nature, i.e. there are several diﬀerent strange
attractors for the underlying DGPs. Meanwhile, we also assume a multiscale data structure, i.e. the seemingly
unstationary nonlinear data consists of diﬀerent stationary data of both linear and nonlinear characteristics over
diﬀerent investment time horizon.
Firstly, we project the original time series into the reconstructed phase space in the higher dimensions using the
delayed time method [16]. For time series of xi, i = (1, 2, · · · ,N), the m dimensional phase space X is constructed
as in (1).
Xn = [xi, xi+τ, · · · , xi+(m−1)τ], i = 1, 2, · · · ,Nm (1)
Where N is the length of the time series. τ is the time lag. m is the embedding dimension of the phase space.
Nm = N − (m − 1)τ is the size of the vector point. xn is the element of the matrix is constructed using the delayed
embedding method. Mutual Information method and False Nearest Neighbor are two dominant ones to determine
the lag and the embedding dimensions respectively.
Secondly we use the Curvelet analysis projects the original multivariate data into the multiscale domain as in
(2).
ϕ j,l,k(x) = ϕ(Rθl (x − x j,lk )) (2)
Where θl = 2π × 2−| j/2| × l with l = 0, 1, · · · such that 0 < θl < 2π, k = (k1, k2) ∈ Z2. Rθ is the rotation
by θ radians. The curvelet transform is deﬁned as the inner product of the signal with the translated, scaled and
rotated version of the mother curvelet functions. The curvelet transform for the element f in L2(R2) with the given
curvelet ϕ j,l,k(x) is deﬁned as (3).
c( j, l, k) :=< f , ϕ j,l,k >=
∫
R2
f (x) ¯ϕ j,l,k(x)dx (3)
If the hard shrinkage rule is used, the transformed coeﬃcients are processed as in (4).
δHη (Ot) =
{
Ot i f |Ot | > η
0 otherwise (4)
where Ot refers to the coeﬃcients, η is the set threshold value.
Thirdly, we reconstruct the denoised data from the Curvelet denoised time delay embedding data using the
reversed equation as in (5).
f =
∑
j,l,k
< f , ϕ j,l,k > ϕ j,l,k (5)
Fourthly, diﬀerent statistical tests are used to help determine the appropriate model speciﬁcation, i.e. the model
equations and the lag orders. For example, the lag orders for time series equations are determined following the
AIC and BIC minimization principles. Then the optimal parameters are determined for the model speciﬁcation
chosen, using appropriate econometric, machine learning and optimization techniques. The parameters of ARMA
model are determined using the Maximum Likelihood Estimation (MLE) technique as in (6).
r̂t = δt +
m∑
i=1
φir(t−i) +
n∑
j=1
θ jε(t− j) + at (6)
where rt is the conditional mean of the data at time t, r(t−i) is the lag m returns with parameter φi , and ε(t− j) is
the lag n residuals in the previous period with parameter θ j. δt is the constant coeﬃcient. at is the error term at
time t.
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3. Empirical Studies
As the typical time series data, the crude oil price demonstrates several interesting stylized facts such as the
autocorrelation, volatility clustering and etc. Thus research ﬁndings using the crude oil data can be extended to
other ﬁnancial time series data. In this paper, we use the daily observations of US West Taxes Intermediate (WTI)
crude oil as the test ﬁeld for the empirical study in this paper. It is collected from the website of Department
of Energy (DoE) of Energy Information Administration (EIA) in US. The time period covered extends from 2
January, 2002 to 13th February, 2009. This includes 1790 daily observations. The data sets are divided based
on 70% criteria, i.e. 30% of the data set is reserved as the test set to ensure suﬃcient number of observations
to conduct statistical tests and calculate statistically valid test results [22]. The original data is log diﬀerenced at
the ﬁrst order as rt = ln( PtPt1
) when the data set is constructed. The holding period is assumed to be 1 day. For
each experiment, a portfolio of one asset position worth 1 USD is assumed. The statistical predictive accuracy of
diﬀerent models are evaluated using Mean Squared Error (MSE) and the Clark West statistical predictive accuracy
test for nested models, since the models evaluated are nested with one another [23, 24].
The descriptive statistics of the ﬁnancial time series daily prices in WTI market are illustrated in Table 1.
Table 1: Descriptive statistics and statistical tests
Statistics Mean Standard Deviation Skewness Kurtosis pJB pBDS
rWTI 0.001 0.0259 -0.0273 7.1647 0.001 0
Descriptive statistics in Table 1 show that the distribution of ﬁnancial time series price deviates signiﬁcantly
from the standard normal, and has nonlinear data characteristics. The skewness and kurtosis appears to deviate
from the normal level, which indicates that the market exhibits signiﬁcant abnormal return changes event. Some
potential causes may be the time varying risk attitude and speculative activities prevalent in the ﬁnancial markets
[25]. Besides, since the null hypothesis of both Jarque-Bera test of normality and BDS test of independence are
rejected, this further indicates that the market return contains unknown nonlinear dynamics, not easily captured
by traditional linear models [26, 27]. Since the degree of nonlinearity varies considerably across diﬀerent regional
markets, which can not be generated with homogeneous DGPs, the underlying DGPs are expected to be hetero-
geneous. There are diﬀerent inﬂuencing factors associated with the unique market characteristics. As consistent
with previous researches, descriptive statistics of the original data series show that ﬁnancial time series market is
relatively eﬃcient and roughly normally distributed. The Jarque-Bera test of normality is rejected while the BDS
test of independence is accepted at a low conﬁdence level, which indicates that ﬁnancial time series data deviate
from normal and independent distribution [28, 29].
Random Walk (RW) and ARMA models are two widely used models, which represents the most stable and
robust models in the literature. They are used as the benchmark models in the model evaluation process [30].
The lag order for benchmark ARMA(r,m) during the forecasting process is set to ARMA(1,1). The lag order
for ARMA(r,m) in the forecasting process is determined based on the Akaike Information Criteria (AIC) and
Bayesian Information Criteria (BIC) minimization principle.
During the phase space reconstruction stage, although the ﬁrst minimal value for the mutual information is
encountered at lag 2 for WTI market, the time lag is set to 1, since in time series analysis, lag 1 is considered
the most robust and usually suﬃce in the empirical studies. The minimum dimension value determined by False
Nearest Neighbor method is 313 for WTI market. We choose 313 as the minimum value instead. In the end we
set the dimension to 512, a dyadic number signiﬁcantly larger than the minimum number.
Predictive accuracy of the proposed algorithm against alternative benchmark models is listed in Table 2.
Table 2: In-sample Performance Comparison of Diﬀerent Models
MSERW MS EARMA MS E2,x10−3 MSE3,x10−3 MSE4,x10−3 MSE5,x10−3 MSE6,x10−3 MSE7,x10−3 MSE8,x10−3
1.1414 1.1558 1.1467 1.1479 1.1497 1.1509 1.1515 1.1444 1.1457
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Where MSEi, i = 1, 2, . . . . . . . . . , 8 refers to the MSE of the proposed algorithm at the scale i. MSERW and
MSEARMA refer to the MSE of the RW model and ARMA model respectively. Experiment results in Table 2 show
that the Curvelet analysis provides diﬀerent assumptions on the market microstructure, and thus results in diﬀerent
denoising and separation of the eﬀective data features. It is interesting to observe that we can reach completely
diﬀerent choice of the optimal speciﬁcations based on diﬀerent criteria, and thus results in diﬀerent modeling of
the underlying DGPs. Using the minimization of the traditional in-sample MSE as the optimization criteria, the
optimal speciﬁcation chosen are scale 7 for WTI market.
We further evaluate the generalizability of the proposed algorithm, against the benchmark RW and ARMA
models. Results are listed in Table 3.
Table 3: Out-of-sample Performance Comparison of Diﬀerent Models
Models RW ARMA CDNMSE
MSE10−4 2.7298 2.7295 2.7241
CWARMA 0.3574 N/A 0.0689
CWRW N/A 0.3574 0.0648
Where MSE refer to the MSE of the proposed algorithm. CWRW and CWARMA refer to the Clark West test
of the proposed algorithm against RW model and ARMA model respectively. CDN refer to the proposed model.
Experiment results in Table 3 show that the performance of the proposed CDN based algorithm is signiﬁcantly
better than the benchmark RW and ARMA models in WTI.
4. Conclusions
In this paper we propose a new Curvelet based hybrid modeling methodology to analyze and model the chaotic
and multiscale geometric data characteristics in the ﬁnancial time series movement. Compared to the previous ap-
proaches mainly focusing on the frequency domain data characteristics, work in this paper provides the alternative
view of the market micro structure with much more diverse range of DGPs and extend the literature to modeling
of data features beyond the prevalent limited set of data characteristics. Initial test results using the WTI market
data show its eﬀectiveness in analyzing the heterogeneous market structure and demonstrate signiﬁcant positive
performance improvement, as a result.
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