ABSTRACT A signal emitter can be located using diverse types of direction finding (DF) techniques. One of the most widely used techniques is the direction of arrival (DOA) estimation using antenna arrays. An array configuration that can increase the degrees of freedom (DOF) or the number of estimated sources is desired. Multi-level prime array (MLPA) uses multiple uniform linear subarrays where the number of elements in the subarrays is a pairwise coprime integer. Compared with nested and coprime arrays, the MLPA requires a smaller aperture size which is important in mobile applications. The different MLPA configurations can be constructed for a given number of antennas and the one that maximizes the DOF is exploited. These configurations have a difference coarray with a large number of consecutive lags and few holes. The number of consecutive lags can be increased by properly compressing the inter-element spacing of one subarray under a fixed number of antennas and without changing the aperture size. This paper proposes a new compressed MLPA configuration and demonstrates its performance in sparse DOA estimation. The resultant array, MLPA with compressed subarray (MLPAC), can have a hole-free difference coarray as in nested array case. The MLPAC can estimate a larger number of sources using both MUSIC and sparse reconstruction algorithms. Mutual coupling between sensors has also been evaluated. The simulation results confirm the achievable DOF and the advantage of the proposed configuration in the DOA estimation.
I. INTRODUCTION
Antenna arrays have many civilian and military applications in sonar, navigation, radar, radio astronomy, and wireless communications such as beam steering to improve signal reception, target tracking, interference suppression, and direction-of-arrival (DOA) estimation. The accuracy of DOA estimation depends on the signal characteristics at the array outputs, the array geometry, and the characteristics of the propagation medium. Uniform linear arrays (ULAs) with N antennas can estimate up to N − 1 sources using subspace based algorithms such as MUSIC and ESPRIT [1] . Recent approaches have been directed towards increasing the number of estimated sources or the degrees of freedom (DOF) to be greater than the number of elements. Array configurations that rely on the difference coarray including minimum
The associate editor coordinating the review of this manuscript and approving it for publication was Ki-Hong Park. redundancy arrays [2] , minimum hole arrays [3] , coprime arrays [4] , and nested arrays [5] can achieve that. The difference coarray is defined as the set of pairwise differences of array physical elements locations. The achievable DOF is determined by the properties of the difference coarray [6] .
Minimum redundancy arrays (MRAs) [2] and minimum hole arrays [3] are nonuniform linear arrays generated respectively by maximizing the number of consecutive lags and minimizing the number of holes in the resulting difference coarray for a given number of antennas. These arrays are constructed using computer search because there is no closed form expression for the antenna locations nor the achievable DOF. Nested MRA is constructed by combining several MRAs [7] . Unlike MRA, their nested counterpart has closed form expressions for the antenna locations and the achievable DOF, and has no holes in the difference coarray. However, nested MRAs require large physical aperture size.
Two ULAs with M 1 and M 2 antenna elements spaced by M 2 and M 1 units respectively are used to construct the conventional coprime array where M 1 and M 2 are coprime integers and the unit inter-element spacing is half-wavelength [4] . Coprime arrays have the ability to resolve O (M 1 M 2 ) sources using M 1 + M 2 − 1 elements [4] , [8] - [10] . The optimal coprime pair is the one that has values of M 1 and M 2 as close as possible [11] , [12] . To enhance the DOF, doubling the number of elements of one subarray was suggested in [13] . A coprime array with compressed inter-element spacing and with displaced subarrays was proposed in [6] . With compression, the inter-element spacing for one subarray is reduced while with displacement, a proper shift is introduced between the two subarrays. Though, the mutual coupling effect and the aperture size are increased because of the compression and the displacement, respectively. Instead of processing the entire coprime array, the complexity of the estimation process can be reduced by processing each subarray [14] - [16] Nested arrays are constructed using two collinearly dense and sparse uniform linear subarrays having M 1 and M 2 antenna elements, respectively [5] . The antennas in the dense subarray are spaced by a unit inter-element spacing. The antennas in the sparse subarray are spaced by (M 1 + 1) units and the unit inter-element spacing is half-wavelength. Nested arrays always have a hole-free difference coarray. Although the array suffers from the mutual coupling effect, nested arrays can resolve O N 2 sources using N = M 1 + M 2 [5] , [9] , [17] - [20] The DOF can be enhanced by increasing the separation between the dense and the sparse subarrays [21] . Nested arrays have larger DOF compared with coprime arrays because the difference coarray for coprime arrays has some redundant lags [4] . The redundant entries can be exploited to reduce complexity of the estimation problem [22] .
Array configurations using three linear subarrays were considered to improve the [23] - [27] A coprime array collinear with a ULA was suggested in [23] . The number of consecutive lags can be increased by properly selecting the location of the appended ULA, though large aperture size is required. In [24] and [25] , three overlapped ULAs with coprime inter-element spacing was proposed. Compressed nested array was proposed in [27] by appending another similar sparse subarray to the other side of the dense subarray. This array improves the DOF but at the expense of increased number of antennas and aperture size.
Generalizing the above to multi-level configurations which have more than three subarrays has received more attention recently. The coprime array in [6] was extended to multi-level coprime array [28] . Nested arrays was extended to multi-level in [5] . Fourth-level nested array, which can resolve O N 4 sources [29] , was developed for narrowband [30] and wideband [31] DOA estimation. Super nested array [32] , [33] which is a modified configuration of the nested array was extended to multi-level in [34] , [35] . To gain more from such generalization, the fourth order difference coarray statistics was exploited to increase the DOF based on coprime arrays [23] , [36] and nested arrays [27] , [29] , [37] .
A coprime array with translocated and axis rotated compressed subarrays (CATARCS) was proposed in [38] . The array was constructed by rotating the subarray spaced by M 1 d to the negative side of x-axis and then compressing its inter-element spacing while the other subarray is shifted to the opposite direction. Larger aperture size is achieved and consequently the number of lags increases. The work in [38] was improved by appending a subarray after the displaced subarray [39] . The DOF was improved by exploiting the fourth order difference coarray with interpolation. This array achieves larger number of lags but requires very large aperture size because of the third appended subarray.
Based on the above literature review, there is a great need to improve the performance of DOA estimation without increasing the aperture size, which is very important in hand-held and mobile devices. In this paper, sparse DOA estimation based on multi-level prime arrays (MLPAs) is proposed. MLPA uses multiple uniform subarrays ''or levels'' where the number of antenna elements of the subarrays are pairwise coprime integers [40] . By selecting the number of antennas of the subarrays and controlling the inter-element spacing, various MLPAs of different features can be constructed. The configuration that realizes the maximum number of unique lags is recommended because the DOF is upper bounded by the number of lags [6] . For DOA estimation, sparse reconstruction algorithms exploit all unique lags in the difference coarray whereas subspace based algorithms such as MUSIC algorithm require consecutive lags [6] . The MLPA configuration [40] is further optimized in order to increase the DOF by compressing the inter-element spacing of one subarray but without changing the number of antennas nor the aperture size. A proper selected compression factor and a specific subarray can maximize the number of lags and results in a hole-free difference coarray for the DOA estimation objective. The work in [40] proposed the MLPA configuration and examined the array structure. Unlike [40] , in the current paper, the objective is DOA estimation and hence the MLPA structure is modified with compression to achieve the best performance in terms of DOA estimation. Statistical results are also presented here. We demonstrate that large number of sources can be detected based on MLPA configurations using sparse reconstruction and MUSIC algorithms. The newly proposed compressed MLPA configuration can resolve larger number of sources compared with MLPA due to the increased number of lags. The newly proposed array has the advantage of large number of unique and consecutive lags, hole-free difference coarray, and small aperture size. Compared with nested and coprime arrays, MLPA requires smaller aperture size which is important in mobile applications.
The novelty the paper can be summarized in three points. First, the paper evaluates the performance of DOA estimation in Multi-level prime array (MLPA). MLPA is very important because it is natural extension and it provides a general VOLUME 7, 2019 framework, which includes coprime arrays and Pythagorean arrays as special cases. MLPA also achieves large DOF for a given constrained aperture size. Second, the paper proposes a compressed version of the MLPA, MLPAC, which has less holes and performs better in DOA compared with MLPA. MLPA and MLPAC are important in sparse array applications where the physical size is limited. Third, to compare the DOA estimation performance of MLPA and MLPAC with other important sparse arrays, the paper introduces and evaluates different performance metrics.
The rest of the paper is organized as follows. The system model is presented in Section II in which MLPA configuration is introduced followed by the model for DOA estimation. In Section III, the compressed version of MLPA configuration is proposed. Simulation and results are presented in Section IV, and Section V concludes the paper.
II. SYSTEM MODEL
In this section, a generalized multi-level prime array configuration that includes coprime [8] and Pythagorean [26] arrays as special cases is discussed first. Then the model for DOA estimation is presented.
A. MULTI-LEVEL PRIME ARRAY (MLPA)
An array configuration that combines multiple uniform linear subarrays located along the x-axis is referred to as multi-level prime array (MLPA) [40] . Let m = M 1 , M 2 , . . . , M N p be a vector of N p pairwise coprime integers where N p represents the number of subarrays or the array level and M i represents the number of elements in the i th subarray for i = 1, 2, . . . , N p . Assume M i > M j , ∀i > j. The elements of the i th subarray are spaced by multiple units of half-wavelength, S i d, where S i ∈ m and d = λ/2 represents the unit inter-element spacing with λ being the signal wavelength. Therefore, the elements of the i th subarray are located at:
The inter-element spacing of all N p subarrays can be ordered and combined in a vector of unique entries, S = S 1 , S 2 , . . . , S N p d. The vector S contains all entries in m scaled by d but with different order such that S i = M i . We refer to this vector as the ordered inter-element spacing of the array. Taking all N p levels into consideration, the array has antenna elements positioned at [40] :
The i th subarray should not be spaced by M i d and the ordered inter-element spacing is selected such that the subarrays share only the first element. Consequently, the total number of antenna elements is given as [40] :
The previous formula implies that N p − 1 elements are repeated among all subarrays if a valid ordered inter-element spacing is selected. In other words, k i S i must equal to k j S j only when k i = k j = 0, ∀i, j ∈ 1, 2, . . . , N p and i = j. The last two entries of any valid ordered inter-element spacing, S, should be M N p d and/or M N p −1 d, respectively. The number of elements within the subarray are assumed to be sorted in an ascending order according to our assumption, that is: (2), all possible inter-element spacings are obtained such that the subarrays share only their first element as in coprime array structure. The aperture size, D, is determined by the maximum value of P in (1), which can be express as [40] :
Starting from the aforementioned abbreviation ''MLPA'', the first letter is replaced by a digit representing the array level or the number of subarrays, N p . When the number of subarrays is N p = 2, 3, or 4, we refer to the array as coprime array, 3LPA, or 4LPA, respectively. For a given number of antenna elements, N , and MLPA level, N p , there could be multiple m vectors that satisfy (2) and multiple ordered interelement spacing for each m. Thus, several MLPA configurations can be constructed. The generalized MLPA covers special cases like the Pythagorean array (PA) [26] which is a special case of the 3LPA when the entries of m are also primitive Pythagorean triple,
More details about PA can be found in [26] . In case of two subarrays (N p = 2), it becomes a coprime array [4] . TABLE 1 lists the ordered inter-element spacing for different MLPA levels. Higher MLPA levels can be also constructed for large N . For a given m, there exists one coprime array, two 3LPAs, four 4LPAs, and nine 5LPAs. For example, a 3LPA with N = 12 can be constructed using either 5, 7] . Based on each vector, two different 3LPAs can be constructed by setting the ordered inter-element spacing as
B. DOA SIGNAL MODEL
Assume that there are K uncorrelated narrowband signals impinging on an array with N elements from
T , at the array output over L samples can be expressed as:
where
is the steering matrix of size N × K , and n (t l ) is the white Gaussian complex noise vector of size N ×1 whose elements are assumed to be independent and identically distributed (i.i.d.) with zero-mean and variance σ 2 n . Let p i d ∈ P represents the position of the i th antenna element along the array axis with p 1 = 0 as a reference. When all sources are located in the far field, the steering vector can be expressed as [6] :
The received signal can be written in a matrix format as:
When the noise is assumed to be uncorrelated with all sources, the covariance matrix of the received signal is given by:
where and σ 2 i is the signal power of the i th source, i = 1, 2, . . . , K . Given the received data Y and the array geometry, our objective is to estimate the DOAs,θ . The matrix R YY can be estimated as:
There are different DOA estimation algorithms. For example, MUSIC algorithm excels in performance if the sources to be estimated are uncorrelated. Prior processing, like spatial smoothing [5] , can be applied to reduce the correlation. Sparse reconstruction via CS algorithm can be also applied for DOA estimation since the problem in hand is sparse in the spatial domain. The two algorithms realize different DOFs because sparse reconstruction algorithms exploit all unique lags whereas MUSIC algorithm exploits half of the number of consecutive lags in the difference coarray [6] . To perform DOA estimation, we rely on the difference coarray in order to increase the number of estimated sources as virtual antenna locations are used instead of the physical locations.
Based on the presented DOA model, vectorizing the covariance matrix of the received signal yields a vector z that amounts to the received data coming from an extended coarray aperture as [6] , [13] , [41] :
The operator ( * ) denotes the complex conjugate without transpose. Since the virtual source signal model is a single snapshot of b, the rank of the noise free covariance function R zz is one. In this case, the sources become fully correlated. Consequently, subspace-based DOA estimation such as MUSIC algorithm cannot be used directly when more the one source are present in the scene [4] .
The formula above, (9) , is equivalent to (4) but with larger measurement matrix,Ã. This is why coprime arrays can estimate O (M 1 M 2 ) sources using N elements. The previous formula can be solved as an optimization problem r = min r r 0 subject to z − Br 2 <
where is a user specified bound [6] , [13] , [41] . Sparse signal recovery using Lasso can be used to solve such problems based on the l 1 -norm. Let B g be constructed using steering vectors of all possible angles with grid search taken as:
where N θ K represents the total number of grid search angles. The Lasso objective function can be expressed as [13] :
where λ t is a regularization parameter. For complex data, the previous equation can be rewritten as [13] :
The locations of the nonzero indices within the sparse estimated vector,r g , denote the estimated DOAs and their values give the corresponding signal power. In addition, the last entry represents the estimated noise variance.
To apply spatial smoothing, the measurements that are based on the consecutive lags are extracted from z and arranged in a new vector z 1 where the redundant lags within the consecutive lags are averaged [6] . Since the coprime array has a symmetric difference coarray around the origin, the number of consecutive lags, l cg , is odd. The set of consecutive lags in the difference coarray is [−l x , l x ] where l x = l cg − 1 /2. We can rewrite [5] :
whereÃ 1 is a steering matrix of size l cg ×K like that of a ULA with l cg antenna elements located at {−l x d : l x d} andĨ 1 is a vector of length l cg ×1 with ''1'' at the (l x + 1) th location and the remaining entries are zeros. This new virtual array is then divided into l x +1 subarrays, z 1i , i = 1, 2, . . . , l x +1. The subarrays overlap and have elements at positions (−i + 1 + k) d for k = 0, 1, . . . , l x . Each subarray, z 1i , has covariance matrix R z 1i z 1i = z 1i z H 1i . By considering all subarrays, the averaged covariance matrix which has a full-rank is given as [5] :
Therefore, MUSIC algorithm can be implemented directly on the spatially smoothed matrix R ss zz and l x DOFs can be realized. After performing eigenvalue decomposition, the eigenvectors that span the space of R ss zz can be divided into signal subspace, U s , and noise subspace, V n , which are orthogonal. The signal subspace is spanned by eigenvectors associated with the K largest eigenvalues, while the noise subspace is spanned by the eigenvectors associated with the l cg − K smallest eigenvalues of R ss zz . We can perform eigenvalue decomposition on R ss zz as [42] :
where is a diagonal matrix that contains the eigenvalues in descending order. Since the steering vectors of the sources span the signal subspace, this makes them orthogonal to the noise subspace as well, i.e. a H (θ ) V n V H n a (θ ) = 0. Therefore, the estimated spectrum of MUSIC algorithm can be expressed as [42] :
where θ is an arbitrary scanning angle. The K largest peaks of P MUSIC (θ ) correspond to estimated DOAs of the unknown sources.
III. MULTI-LEVEL PRIME ARRAY WITH COMPRESSED SUBARRAY (MLPAC)
The advantage of MLPA configuration can be demonstrated through its difference coarray. Consider an MLPA configuration with N antenna elements. The pairwise differences of the array can be expressed as:
The difference coarray, D u , is defined as the set of distinct or unique integers in the set D. Applications that rely on the correlation depend on all distinct virtual lags given by the difference coarray. The achievable DOF which is a measure of the maximum number of sources that can be estimated in DOA applications is related to the number of unique lags in difference coarray. The weight function, w (l D ), where l D ∈ D, is defined as the number of occurrences of every lag in D.
The array structure and the corresponding weight function for the 3LPA with N = 16, m = [4, 5, 9] , and S 2 = [9, 4, 5] d are plotted in Fig. 2 (a) . The symmetric difference coarray has 69 unique lags, l u , and 57 consecutive lags, l c . There are few missing lags (holes) in addition to some redundant lags as demonstrated by the weight function. There is a room to improve the weight distribution to realize larger DOF which motivates us to modify the MLPA.
The DOF of the MLPA can be enhanced by compressing the inter-element spacing while maintaining the number of antennas and aperture size fixed. Therefore, the subarray that affects the number of antennas or the aperture size as in II-B should not be compressed. If the i th entry in m can be factored into two integers c andM i , that is M i = cM i , then the inter-element spacing of the subarray spaced by M i d can be compressed by a factor, c. When M i is a prime number, the only nontrivial compression factor is c = M i . Since m contains pairwise coprime integers,M i is also coprime with all remaining entries.
For a given MLPA, our objective is to find the proper subarray to be compressed and the value of the compression factor that increases the number of consecutive lags which is a function of m and S S S. The optimization operation can be expressed as:
where N + is the set of positive integers. The first constraint avoids compressing the subarray that determines the aperture size. The second constrain ensures that the number of elements is the same for the MLPA and its compressed version. The optimized compressed subarray results in larger number of consecutive and unique lags. It may also result in a hole-free difference coarray.
The resultant array is referred to as MLPA with compressed subarray (MLPAC). The ordered inter-element spacing of the proposed MLPAC is the same as the corresponding MLPA except that the inter-element spacing of the compressed subarray becomes S i d/c. Therefore, the location of the antenna elements of the ith compressed subarray,P i , is given by:
Let's decompose P into P 1 , P 2 , . . . ,P j , . . . ,
where the P th i subset denotes the sensor locations in the i th subarray andP j is the compressed subarray. The cross-differences can be obtained by considering two subarrays at a time, finding the element wise subtraction among the two subarrays, and taking the union of all. Thus, the cross-differences of the proposed array can now be expressed as: where C i (i 1 ) denotes the i th 1 entry in the i th subset and C i , C j ∈ P = P 1 , P 2 , . . . ,P j , . . . , P N . The mirrored positions of the cross-differences are already included in (20) . The selfdifferences, L s , are included in the cross-differences, L s ⊆L c , which is equivalent to finding the cross-difference of each sensor location with the zero location. After compression, the generated lags from the compressed subarray and the remaining subarrays can be written as:
wherep j d ∈P j , j∈ 1, 2, . . . , N p , and p i d ∈ P i for all i ∈ 1, 2, . . . , N p \j. There are three possible scenarios for (18) . No improvement is achieved in the difference coarray when L ⊆D u . In this case, the value of the compression factor does not generate any new lags. In the second scenario, the value of the compression factor partially improves the difference coarray, i.e. L ⊂D u . The best scenario is realized when L ⊆D u . For notation purposes, we start with the number of levels, N p , then ''LPA'' and in case of compression, we append the letter ''C'' indicating compression and two additional digits indicating the compressed subarray number and the compression factor ''N p LPACic''.
For any m i , there are two ordered inter-element spacing, S 1 and S 2 when N p = 3. We refer to the two corresponding configurations as 3LPA Config.A and Config.B. If another m j is also valid to build the array with equal N , two more different configurations can be constructed which we refer to as 3LPA Config.C and Config.D, and so on. As an example, consider the 3LPA configuration with m = [4, 5, 9] and ordered inter-element spacing S 2 = [9, 4, 5] d shown in Fig. 2 (a) . According to II-B, the required aperture size is determined by the third subarray, D = max (4 (5 − 1) d, 5 (9 − 1) d) = 40d. Therefore, the third subarray cannot be compressed while maintaining equal aperture size. There is a possibility to compress the first or the second subarray. If the first subarray is compressed, the ordered inter-element spacing becomes S 2 = [9/c, 4, 5] d with c = 3 or c = 9. The corresponding arrays are referred to as 3LPAC13 and 3LPAC19, respectively. The arrays structure and the corresponding weight functions are illustrated in Fig. 2 (b) and (c). In the second alternative compression, the ordered inter-element spacing can be S 2 = [9, 4/c, 5] d with c = 2 or c = 4 which corresponds to 3LPAC22 and 3LPAC24, respectively.
Although the 3LPA has large number of consecutive lags, twelve missig lags appear in the corresponding weight function, see Fig. 2 (a) . Through compression, the weight function has been redistributed and some of the redundant lags were moved to the missing lags as shown in Fig. 2 (b) and (c) . The 3LPAC19 and 3LPAC24 achieve hole-free difference coarrays where all lags are unique and consecutive. The price paid for this improvement is the reduction in the inter-element spacing of the compressed subarray.
In TABLE 2 and TABLE 3 the 3LPA, and 3LPAC configurations are compared in terms of the aperture size, number of unique lags, and number of consecutive lags. PA with compression (PAC) is also included. The conventional coprime arrays [6] , [11] , [12] and nested arrays [5] that achieve the maximum DOF are also included in addition to CATARCS [38] . A total of N = 10 antenna elements are used to construct 3LPA and PA configurations. All 3LPA and PA configurations in TABLE 2 have larger number of consecutive lags and require a smaller aperture size compared with coprime array and nested array at the expense of reduced number of unique lags.
In TABLE 3 , we increase the number of antennas to N = 12 elements. As the aperture size of the 3LPA increases, the number of unique lags and the number of consecutive lags increase. We can achieve larger number of unique lags with a smaller aperture size compared with that of coprime array and the number of consecutive lags is almost doubled. There are some 3LPAC and PAC configurations which achieve hole-free difference coarrays. Nested array and CATARCS realize hole-free difference coarrays but both need comparable large aperture size.
The features of the difference coarray of the MLPA are determined by the order inter-element spacing among the subarrays. The optimal ordered inter-element spacing is marked with (opt) in TABLE 1. which is found by exhaustive search. In 5LPA, there are two options which yield equal aperture size. The configuration that requires the largest aperture size is recommended to be adjusted to MLPAC because it will achieve the largest number of lags. Compressing any subarray without scarifying (2) or II-B will improve the performance of the intended array. The best selection for the compression factor is c = M i which leads to a hole-free difference coarray.
The geometry of an MLPA and optimized MLPAC with N p subarrays and N sensors can be obtained as [40] : 1) Find m (maybe there are more than one vector) such that (2) is satisfied 2) Use the ''opt'' ordered inter-element spacing in TABLE 1 3) Generate the difference coarrays of all MLPA configurations (if more than one vector are valid) 4) Select the configuration that maximizes the number of unique lags 5) Apply compression on one of the subarrays
IV. SIMULATION AND RESULTS
This section verifies the effectiveness of the proposed configuration in DOA estimation. Narrowband and uncorrelated sources located in the far-field are assumed. The sources are uniformly distributed between −60
• and 60
• and their number is greater than the number of antenna elements, K > N . For comparison with Ref. [6] , the grid search is uniform with a step size of 0.25
• within −90
• , 90
• , number of samples is L = 1000, and the unit inter-element spacing is set to d = λ/2. All these parameters are fixed unless stated otherwise. Both MUSIC [5] , [6] and CS based on Yall1 [43] algorithms are used for DOA estimation. The maximum number of correctly estimated sources using the generalized MLPA and MLPAC is evaluated with numerical examples. The performance of the proposed configuration is further evaluated based on Monte Carlo simulations. The ratio between the DOF and the aperture size is also used to assess the effectiveness of the proposed configuration. Finally, mutual coupling between sensors, which has an adverse effect on DOA estimation, is quantified.
A. IMPACT OF COMPRESSION ON THE DOF
In this subsection, the results are examined in terms of the maximum number of sources that can be estimated using MLPA and MLPAC configurations. A total of L = 1000 noise-free samples are used. Fig. 3 shows the spatial spectra estimated using MUSIC (upper subplots) and CS (lower subplots) algorithms for the PA (column 1), PAC15 (column 2), and PAC23 (column 3) Config.A with N = 10 elements when K = 16 sources. In all subplots, the estimated spatial spectra are plotted versus the DOA in degrees where the actual DOAs are indicated by dotted vertical lines. Based on TABLE 2, configurations with DOF larger than 16 can estimate all sources. For MUSIC algorithm, only half the number of consecutive lags can be exploited. In case of CS algorithm, higher number of sources can be estimated because all unique lags are utilized. The performance is improved after compression (column 2 and 3) compared with that of PA (column 1). Consequently, PAC configurations can resolve all the 16 sources correctly, while PA cannot due to its small DOF as shown in Fig. 3 .
B. STATISTICAL ERROR ANALYSIS
The effectiveness of the proposed configurations is further verified through Monte Carlo simulations. If we have a prior knowledge about the number of sources, the K largest values in the estimated spectrum represent the estimated DOAs. A threshold can be applied to find the largest K values and then the corresponding DOAs. However, large and very close values at a candidate DOA can cancel some desired angles that have small values. This happens when the algorithm has low resolution which results in a wide beamwidth at the estimated DOAs. As a result, the accuracy of the estimation is degraded if we rely on the threshold. For this reason, a grid refinement can be utilized to overcome this problem [44] .
In the normalized estimated spectrum, a window of an odd number of grid points, δ, is used to refine the grid around each candidate DOA which corresponds to (δ − 1) × θ g i degree. First, we pick the largest value in the estimated spectrum and then force (δ − 1) samples around it to zero and form a new estimated spectrum. So only one estimated angle within a total of δ samples centered at the largest value is assumed. The process is repeated until we cover all K largest values. The grid refinement makes the estimated spectrum less noisy and sparser. According to our assumption that the sources are uniformly distributed between −60
• , any two adjacent sources are separated by:
This makes any two adjacent sources spaced by θ /θ g i grid points where . denotes the floor operation. The average root mean square error (RMSE) of the estimated DOAs is defined as:
whereθ i (j) is the estimate DOA of θ i at the j th Monte Carlo trial, j = 1, 2, . . . , I iter . In our simulation, we use I iter = 5000 independent trials. The RMSE is evaluated as a function of the SNR, number of samples, L, and grid refinement, δ. Array configurations are compared with respect to the SNR using MUSIC and CS algorithms with a grid refinement of δ = 3 grid points. The performance of the 3LPA Config.A and PA Config.A presented in TABLE 2 is plotted in Fig. 4 (a) and (b) respectively, together with their compressed versions using MUSIC and CS algorithms for K = 12 sources. In this case, all sources are located on the grid search. Based on Fig. 4 , it is evident that the performance improves as the SNR increases for all cases using both algorithms. With CS algorithm (solid lines), better performances are attained as Fig. 4 shows because all unique lags can be exploited. The performance of the 3LPA in Fig. 4 (a) is better than that of PA configurations presented in Fig. 4 (b) since it has got more unique lags. With compression, the RMSE for all corresponding configurations have been improved. The difference between the RMSE of a 3LPA and that of its compressed versions is a function of the difference in the number of lags. Both 3LPAC17 and 3LPAC22 Config.A realize similar RMSE which is the minimum RMSE among all proposed configurations as shown in Fig. 4 (a) since they have got the largest number lags. The large errors floor in Fig. 4 (b) and (d) are due to the lack of lags in the corresponding configurations.
The RMSE versus SNR for the 3LPAC22 Config.C, CATARCS with c = 2 [38] , and nested arrays presented in TABLE 3 is plotted in Fig. 5 using MUSIC and CS algorithms. Nested array realizes the smallest RMSE due to its large number of lags. The proposed 3LPAC22 achieves comparable performance as CATARCS at low SNR and it realizes almost the same performance at SNR ≥ 3dB using both algorithms.
The RMSE versus number of samples of the 3LPA Con- fig.A and its compressed version presented in TABLE 2 is plotted in Fig. 6 using MUSIC and CS algorithms. The same number of sources is assumed, K = 12, with δ = 3 grid points, and SNR = 0dB. It is apparent that the performance is enhanced with increase of the number of samples. As the number of samples increases, better estimation for the covariance matrix of the received signal is achieved and consequently, the RMSE is reduced. The performance using CS algorithm is better than that with MUSIC algorithm since all unique lags can be exploited.
The RMSE using MUSIC and CS algorithms is plotted in Fig. 7 as a function of δ. A total of K = 12 sources is assumed with L = 1000 samples, and SNR = 0dB. The 3LPA Config.A and its compressed version with N = 10 elements constructed as in TABLE 2 are considered. Six values of the window size are assumed that is δ = 0, 3, 5, 7, and 9 grid points where the first value indicates no grid refinement. Those are equivalnet to 0, 0.5, 1, 1.5, and 2 degrees, respectively. Large RMSE is achieved without using grid refinement. Refine the grid search improves the RMSE for all configurations. Increasing δ above a certain value does not enhance the perfoamnce (array dependent) which means that the estimation is perfect and consequently error floor appears.
The ratio between the DOF and the aperture size is also used to validate the proposed configuration. Both, the number of unique lags and the number of consecutive lags are used to represent the DOF. The results of this metric versus the number of antenna elements are illustrated in Fig. 8 for the optimal 3LPA, its compressed version, coprime array, and nested array.
The number of elements within the three subarrays are selected such that the number of unique lags is maximized based on the optimal ordered inter-element spacing shown in TABLE 1. The optimal 3LPA that uses
and its compressed version (3LPAC2M 1 ), where the second subarray is always compressed by M 1 , are considered in this simulation. In case of a hole-free difference coarray, this ratio becomes
is the required aperture size normalized by the unit inter-element spacing. Therefore, the ratio is greater than 2 by a factor which depends on the required aperture size. For large aperture size, DOF D approaches the value of 2 which is the case for nested arrays and the compressed 3LPA (3LPAC2M 1 ) as shown in Fig. 8 . As examples, consider the cases shown in TABLE 2 and TABLE 3 . The optimal selection for the number of elements are m 1 = [2, 3, 7] and m 2 = [2, 5, 7] , for N = 10 and N = 12, respectively. Using
and compressing the second subarray lead to a hole-free difference coarray with 37 lags and the required aperture is 18d in the first case and 61 lags and 30d aperture length in the second case. So, the two ratios at N = 10 and 12 are 2.056 and 2.033. The optimal 3LPA achieves a ratio close to 2 using the number of unique lags and a bit less based on the number of consecutive lags. This also verifies that very few holes appear in the difference coarray. Coprime arrays require large aperture size and a lot of holes appear in the difference coarray. Therefore, the ratio is much smaller than 2 as illustrated in Fig. 8 .
C. MUTUAL COUPLING
In practical arrays, sensors are influenced by their neighboring elements, which is called mutual coupling. Coupling leakage ratio, CLR, was used in [32] and [45] to quantify the adverse effect of mutual coupling. Array configurations can be compared using CLR which is function of the mutual coupling matrix, C, between the array elements [32] . This matrix can be approximated by a B-banded symmetric Toeplitz matrix [32] depending on the separation between the elements as: l e −j(l−1)/8 . The CLR defined as [32] :
where diag (C) i,j = [C] i,j δ i,j = I N since the diagonal entries are all c 0 = 1 and . F denotes the Frobenius norm. Based on (25) , it is evident that 0 ≤ CLR ≤ 1. The smaller the CLR is, the less the mutual coupling is. Array configurations with N = 14 antenna elements are compared using coupling leakage ratio [32] . A 3LPA using m = [2, 5, 9] and ordered inter-element spacing of [9, 2, 5] TABLE 4 summarizes the results compared with other array configurations. Super nested array was mainly proposed to reduce the mutual coupling. Thus, they achieve small CLR values because they redistribute the elements of the dense array within the required aperture size. The proposed configurations suffer from mutual coupling greater than the coprime array but less than the nested array. The 3LPA has w (1) = 4, w (2) = 5, and w (3) = 3. After compressing, the 3LPAC22 has w (1) = 6, w (2) = 4, and w (3) = 3. Compressing the 3LPA marginally increases the mutual coupling but the DOF increases while maintaining the same aperture size. It is worth to compare the amount of mutual coupling relative to the aperture size, as the proposed configurations require the small aperture. The third row in TABLE 4 presents the coupling leakage ratio weighted by the aperture size, CRL × D. Nested array has the largest value due the small separation between the elements within the dense subarray and large aperture size requirement. The 3LPA and the 2nd-order super nested array on the other hand have similar values which is around 11.23 as shown in TABLE 4. In this case, the small mutual coupling in the 2nd-order super nested array is weighted by the large aperture size.
V. CONCLUSION
In this paper, sparse DOA estimation using MLPA is proposed. The MLPA configuration uses multiple uniform linear subarrays where the number of elements is pairwise coprime integers. The array has closed form expressions for the antenna locations and the corresponding aperture size. There is more than one way to select the number of elements in the subarrays and to select the inter-element spacing in between. Although few missing lags or holes appear in the difference coarray, large DOF can be achieved. Motivated by this, this paper proposed a compressed version of the MLPA by compressing the inter-element spacing of one subarray under a fixed number of antenna elements and a fixed aperture size. The resultant MLPAC can realize a hole-free difference coarray by properly selecting the compression factor and the intended subarray. MLPA and MLPAC configurations require a smaller aperture size compared with nested and coprime arrays. MLPAC can estimate larger number of sources compared with MLPA using both MUSIC and sparse reconstruction algorithms. The effectiveness of the proposed configuration has been investigated through simulation for DOA estimation. The effect of mutual coupling was also considered. The proposed configuration performs well when the mutual coupling is weighted by the aperture size.
