In establishing prognostic models, often aided by machine learning methods, much effort is concentrated in identifying good predictors. However, the same level of rigor is often absent in improving the outcome side of the models. In this study, we focus on this rather neglected aspect of model development. We are particularly interested in the use of longitudinal information as a way of improving the outcome side of prognostic models. This involves optimally characterizing individuals' outcome status, classifying them, and validating the formulated prediction targets. None of these tasks are straightforward, which may explain why longitudinal prediction targets are not commonly used in practice despite their compelling benefits. As a way of improving this situation, we explore the joint use of empirical model fitting, clinical insights, and cross-validation based on how well formulated targets are predicted by clinically relevant baseline characteristics (antecedent validators). The idea here is that all these methods are imperfect but can be used together to triangulate valid prediction targets. The proposed approach is illustrated using data from the longitudinal assessment of manic symptoms study.
Introduction
There has been growing interest in building prognostic models in various fields of medicine to improve individuallevel prediction and treatment decisions. In establishing prognostic models, often aided by machine learning methods, much effort is often concentrated in developing algorithms that facilitate effective utilization of large amount of potential predictor variables. Interestingly, much less attention has been given to improving the outcome side of prognostic models. In this study, we focus on this rather neglected aspect of model development. We are particularly interested in the joint use of longitudinal information, empirical model fitting, and clinical insights to formulate valid and reliable prediction targets.
In building prognostic models, it is common to use an observed outcome measured at a particular time point as a prediction target. This approach has much room for improvement when repeated outcome measures are available. First of all, observations have measurement error as most outcomes are affected by noise and imperfect reliability. Even a simple summary measure (e.g. average) based on longitudinal observations is more likely to be reliable compared to a single observation. Needless to say, predicting more reliable outcomes is more likely of high quality. Another important aspect of having longitudinal data is that it provides information on how the outcome changes over time, which can be a key component that characterizes individual patients' true outcome status. Given these reasons, using longitudinally observed outcomes as prediction targets seems obviously a better choice. However, how to characterize individuals' outcome status based on repeated measures and to formulate a prediction target is not so obvious.
Another common practice in building prognostic models is to use fixed thresholds based on clinical insights and science. To make prevention, intervention, or treatment decisions, categorical classification is necessary and practical even when the outcome is dimensional and there is no reason to believe the existence of distinct classes of people. The conventional method of using a single outcome and a fixed threshold may work well for some outcomes such as death, cancer, and infection status. However, most clinical outcomes, both biological (e.g. blood pressure, cholesterol, glucose, BMI) and psychiatric (e.g. depression, anxiety, manic disorder, autism spectrum disorder), do not have clear-cut points. We mostly rely on contemporary science, which is likely imperfect. Further, clinical insights may vary across different experts and are likely subjective at least to some extent. This task becomes even more challenging when we attempt to classify individuals based on longitudinal outcome measures.
Utilizing longitudinal information seems to be a promising way of improving the outcome side of clinical prognostic models. However, this involves optimally characterizing individuals' outcome status, classifying them, and validating the formulated prediction targets. None of these tasks are straightforward, which may explain why longitudinal prediction targets are not commonly used in practice despite their compelling benefits. As a way of improving this situation, this study explores the joint use of empirical model fitting, clinical insights, and cross-validation based on how well formulated prediction targets are predicted by clinically relevant baseline characteristics (antecedent validators). The idea here is that all these methods are likely imperfect but can be used together to triangulate valid prediction targets.
This article is organized as follows. Section 2 describes the motivating example. In Section 3, we present three ways of formulating prediction targets using longitudinal information. They are (1) using observed outcome measures, (2) using estimated trajectory classes, and (3) using estimated trajectories. In Section 4, we present our strategy of validating formulated prediction targets on the basis of clinical insights, model fit, and the quality of prediction by relevant baseline features. In Section 5, the proposed approach is applied to the longitudinal study of manic symptoms. Section 6 pesents Monte Carlo simulation study. Section 7 provides conclusions.
The longitudinal assessment of manic symptoms (LAMS) study
Our investigation has been motivated by the LAMS study, [1] [2] [3] designed to investigate phenomenology, the development of bipolar disorder and related conditions, and to establish predictors of functional outcomes in children with elevated manic symptoms. Children aged 6-12 years at screening and their parents were recruited from nine outpatient clinics associated with four university affiliated LAMS sites. The primary outcome was elevated symptoms of mania as measured by the Parent General Behavior Inventory 10-item Mania Form (PGBI-10M), 4 which will be analyzed as the outcome in this study. A total of 707 children were enrolled in the study, and 685 were eligible to be longitudinally assessed during the first 24 months of the study (at baseline, 6, 12, 18, and 24 months). We included 682 cases in our analyses, excluding ineligible cases and four cases with missing PGBI-10M information at all five assessment points. Table 1 shows sample statistics of the PGBI-10M outcome and a small set of baseline variables that will be used in our analyses. Figure 1 shows the distribution of the PGBI-10M outcome at each assessment.
In the LAMS context, there are two important categories of patients we want to identify early on-those we can pay less attention to and those we need to focus on. In particular, separating out patients who would maintain moderate levels of symptoms is of great clinical significance as this would be the first step toward efficient clinical practice. If we can separate them out early on, clinicians will be able to treat individuals in the elevated risk trajectory classes with confidence, having ruled out those in the low-risk trajectory class who may experience iatrogenic adverse effects from some antimanic treatments. Being able to identify patients who will follow the lowrisk trajectory also has critical implications for their treatment. For example, if some of the patients in the low-risk trajectory have attention-deficit hyperactivity disorder (ADHD), they could be treated with a stimulant with greater confidence that they would not develop mania. Similarly, if they have depression or anxiety, then antidepressants could be considered with more confidence that the patient will not suffer treatment-emergent mania.
In the LAMS study, the manic symptom outcome, PGBI-10M, is measured five times during the two-year period (at baseline, 6, 12, 18, and 24 months). This provides a valuable opportunity to develop prognostic models targeting the longitudinal course of manic symptoms among children who present to outpatient clinical care with concerns in manic symptoms. Previous studies have suggested a clinical threshold that sets PGBI-10M ! 12 as elevated in manic symptoms. [2] [3] [4] Based on this threshold, we can classify patients into elevated and nonelevated (PGBI-10M < 12) manic symptom categories. However, it is not clear how to characterize and classify individual patients' manic symptom status based on their long-term outcome patterns, which is actually what clinicians and parents would want to know early on to make better treatment decisions with more confidence.
Formulation of prediction targets
The first step toward building good prognostic models is to formulate reliable and valid prediction targets. For a prognostic model to be useful, the target outcome should be carefully formulated on the basis of the purpose of prediction, clinical insights, and how the prognostic model will be used in practice. However, even with these guiding principles, formulating prediction targets, in particular with repeated outcome measures, is not a straightforward task. As a way of improving this situation, we consider the joint use of clinical insights and empirical model fitting.
In line with our LAMS example, we will focus on a situation where we can utilize repeated measures of a continuous outcome (manic symptoms measured by PGBI-10M) to construct a prediction target. The ultimate goal is of course to develop a prognostic model that accurately predicts each individual's long-term manic symptom course without the full longitudinal information at the time of prediction. In this paper, we take a step back to develop methods to improve the formulation of prediction targets. Once we successfully construct a prediction target that is worthy of predicting, we can move on to the next step with more confidence and focus on finding the best combination of predictors for that prediction target.
Our focus is in formulating prediction targets that classify individuals into different diagnostics groups. For example, in LAMS, we are interested in developing a prognostic model to categorize each future patient into a long-term manic symptom trajectory type that is either elevated or low risk. Clinical thresholds are often used to define a desirable or undesirable outcome status, which is practical in many situations where treatment, intervention, or prevention choices need to be made on the basis of the projected outcome status. Deciding on clinically meaningful thresholds can be arbitrary as having absolutely established science is an unlikely scenario in most fields of medicine. Nonetheless, clinical thresholds, especially those based upon agreement across clinical experts, are extremely valuable in evaluating the clinical meaningfulness of the formulated prediction targets. In our approach, clinical thresholds serve as the basis not only for formulation but also for validation of prediction targets.
3.1 Classification based on observed outcome measures 3.1.1 Using an outcome observed at a single time point A commonly used way of defining a prediction target is to simply use a single observation. For example, one may be interested in predicting depression, cholesterol, blood pressure, or BMI two years from the baseline. In this approach, we focus on the outcome two years later instead of its whole longitudinal profile. In conjunction with the use of observed outcomes, clinical thresholds are often used to define a desirable or undesirable outcome status, which we will focus on in this study. This approach may not ideally capture individuals' outcome status or profiles but are widely used in building prognostic models because of their simplicity in definition. In the context of LAMS, previous studies [2] [3] [4] have suggested a clinical threshold that sets PGBI-10M ! 12 as having elevated symptoms of mania. This definition will guide our investigation using the LAMS data. As this threshold is not absolutely fixed, either scientifically or empirically, we will also consider adjacent scores (e.g. PGBI-10M score of 11 or 13) as possible alternative cut points. These thresholds will be used to classify individuals based on the outcome observed at each assessment.
To decide the risk status u for individual i, we apply a clinical threshold (e.g. PGBI-10M ¼ 12) to the observed outcome y at time point t (t ¼ 1, 2, . . . , T). That is 
3.1.2 Using an outcome observed at multiple time points For outcomes that tend to change continuously, it is not clear how these thresholds should be applied. For example, in the LAMS study, parents completed the PGBI-10M at five assessments during the two-year period. With five repeated measures of manic symptoms, we may classify individuals in many different ways. In line with previous studies, [2] [3] [4] we will use the PGBI-10M score of 12 as a primary threshold. In principle, we should classify individuals as developing low-risk profiles if they stay below these thresholds at all assessments. However, it is reasonable to assume some random fluctuation and noise in observed repeated measures. As a way of taking this into account, we employ a wide range of thresholds and multiple ways of classification.
Based on observed repeated outcome measures, we determine the risk status L for individual i as
where u obs it is defined in equation (1) . We use to adjust the degree of deviation from the threshold . For example, if we do not want any deviation from the threshold at any assessments, we use ¼ 0. If we want to allow some deviation, we could use ¼ 1 or ¼ 2 depending on the total number of assessments. In our LAMS application, where there are five assessments (T ¼ 5), we consider three simple definitions of a low-risk profile. That is, PGBI-10M below the threshold at all five times ( ¼ 0), four or more times ( ¼ 1), or at least three times ( ¼ 2).
Classification based on empirical model fitting
The classification approach described above is based on observed raw individual outcome data. In an effort to capture individual patients' true outcome status in the face of possible random fluctuation and noise in observed repeated measures, we proposed to use ad hoc methods that allow some deviation from the clinical thresholds (e.g. PGBI-10M below the thresholds at three or four times instead of at all five times in LAMS). An alternative approach we will employ is based on empirical model fitting, which is closely tied with the ad hoc approach as it uses the same clinical thresholds. The difference is that we now apply clinical thresholds to smoothed individual curves instead of raw repeated measures. One advantage of this approach is in improved precision by utilizing all cases with any outcome data instead of only using cases without missing measurements. Another advantage of using empirical model fitting is that it allows us to effectively utilize the information about longitudinal changes, which is possible but more challenging to capture using ad hoc algorithms based on observed data.
One way of estimating individual patients' trajectory curves is to use mixed effects modeling, 5, 6 which is a popular method of modeling longitudinal changes, often using polynomial growth models, allowing for random variation in trajectory shapes. In this study, we will employ growth mixture modeling (GMM), [7] [8] [9] [10] [11] [12] which can be thought of as an extended version of standard single-class mixed effects modeling. In GMM, we relax the assumption that all individual trajectories are from a single population, expanding the capacity to accommodate longitudinal heterogeneity. GMM has been mostly used as a method of identifying latent subpopulations that develop heterogeneous trajectory strata. [13] [14] [15] [16] [17] [18] [19] [20] [21] The focus in this study is in constructing longitudinal prediction targets that will be used in prognostic models. Therefore, our primary reason for using GMM is not to make inference about true trajectory classes but to better estimate individual trajectories. Here we briefly describe the GMM procedure focusing on our LAMS application.
In line with LAMS with five repeated outcome measures (at baseline, 6, 12, 18, and 24 months), we used a simple quadratic growth specification. In the presence of baseline covariates, the manic symptom outcome
where there are J possible trajectory classes (j ¼ 1, 2, . . . , J). This model includes three mean growth parameters: initial status ( 1j ), linear growth ( 2j ), and quadratic growth ( 3j ) for class j. We used two sets of time scores, S t and S 2 t to capture potentially nonlinear trends over time. The relationship between the growth factors and the covariates X is captured by the vectors of regression coefficients k 1 , k 2 , and k 3 . In the LAMS example, we included age, sex, Medicaid, and children's depression rating scale-revised (CDRS-R) as covariates. To maintain identifiability in models with larger numbers of classes, we imposed a restriction that these coefficients do not vary across classes.
Conditioned on the trajectory class (C i ¼ j), the residuals " ij ¼ ð" ij1 , . . . , " ijT Þ are assumed to be normally distributed with " ij $ MNð0, AE e ) and are allowed to vary over time. The residuals 1ij , 2ij , and 3ij are allowed to be correlated and assumed to be normally distributed as MNð0, AE ). In response to skewed distributions, GMM assuming a normal distribution tends to extract more trajectory classes, which can be problematic when the goal is in recovering the true trajectory classes. It is less of a concern in our case, where the goal is in estimating individual-level trajectories and separating out low-risk individuals. Alternatively, we assumed a skew-t distribution 10 for AE , although this led to serious convergence problems in most models in our LAMS example. We used four variations of AE : models allowing for all three random effects, allowing for random linear slope/ intercept (Varð 3ij Þ ¼ 0), allowing for random intercept only (Varð 2ij Þ ¼ Varð 3ij Þ ¼ 0), and allowing for no random effects (Varð 1ij Þ ¼ Varð 2ij Þ ¼ Varð 3ij Þ ¼ 0). With these variations, we conducted GMM with and without allowing AE and AE " to vary across trajectory classes.
The probability of individual i belonging to a certain trajectory class (C i ¼ j) can depend on the influence of covariates. The multinomial logit model of ij conditioned on covariates subsumed in vector X i is described as
for j ¼ 1, 2, . . . , J À 1, where b 1j is a vector of multinomial logistic regression coefficients. The probability
Based on the model specifications described above, we conducted a series of GMM with varying numbers of classes. We used maximum likelihood estimation using the expectation maximization algorithm [22] [23] [24] [25] implemented in the Mplus program. 26 We increased the number of classes until the latent variable covariance matrix in any of the classes was not positive definite, any of the classes has less than 10 individuals (using the most likely class membership), or the model could not be identified.
From equations (3) to (7), the observed data log-likelihood can be expressed as
where
The log-likelihood of the complete data (y i , C i : i ¼ 1Á Á Á, N) can be written as
To maximize equation (9), the E step computes the expected values of the log-likelihood in equation (8) given observed data and the current parameter estimates (b
). In this step, latent trajectory class C is treated as missing data. The E step computes
where the posterior class probability of individual i belonging to class j is calculated as
The M step computes the parameter estimates that maximize the quantity obtained from the E step. This procedure continues until it reaches the optimal status.
Classifying estimated trajectory classes
One way to classify individual patients using GMM solutions is to classify trajectory classes. That is, in each GMM solution, we apply the suggested clinical threshold (e.g. PGBI-10M < 12 in LAMS) to the estimated mean outcome trajectory of each class. In this method, each individual's risk status is decided based on the trajectory class she or he is most likely to belong to. What is nice about this approach is that the validity of classification is supported not only by a priori clinical thresholds but also by empirical clustering of individuals.
To decide the risk status u for the trajectory class j at time point t, we apply a clinical threshold to the estimated mean outcome at each time point. That is
where Y it is estimated according to equations (3) to (6) using each person's covariate values and the parameter estimates conditioned on the class membership. Then, we can determine the risk type of individual i in class j as
where T is the total number of assessments (t ¼ 1, 2, . . . , T). We may apply to adjust the degree of deviation from the threshold as we did with observed measures in equation (2) . In this method, the risk status is the same for everyone in the same trajectory class j. Specifically, from equation (10), a set of posterior class probabilities ðp i1 ,p i2 , . . . ,p iJ Þ are generated for each person. The most likely class (Ĉ i ) is the class with the highest posterior probability. For example, in a three-class model, if person i has the posterior probabilities ofp i1 ¼ 0:2,p i2 ¼ 0:3, andp i3 ¼ 0:5, her most likely class is the third class (Ĉ i ¼ 3).
Classifying estimated trajectories
Another way of classifying individual patients using GMM solutions is to apply the clinical threshold directly to each individual's estimated outcome curves. When trajectory classes are not clearly divided between the low-and elevated-risk categories, the results of this method can be quite different from those of indirectly classifying through the most likely trajectory class described above. The idea behind this approach is that we rely less on empirical clustering (i.e. unsupervised learning) and more on a priori clinical threshold. However, when trajectory classes are well divided between the low-and elevated-risk categories, the results are likely similar as will be shown in the LAMS example.
To decide the individual risk status u at each assessment, we now directly apply a clinical threshold to the estimated outcome for individual i at time point t. That is
where Y it is estimated according to equations (3) to (6) using each person's covariate values and the parameter estimates conditioned on the class membership. Then, we determine the overall risk status for individual i as
where can be applied to adjust the degree of deviation from the threshold as is done with observed measures in equation (2).
Validation of prediction targets
Formulating reliable and valid prediction targets is a critical step in developing good prognostic models. As a way of improving reliability, we proposed utilizing repeated outcome measures, which seems to be an obvious choice in the presence of such measures. However, establishing the validity of prediction targets, showing that they are worthy of predicting, is a more challenging task. As the true individual trajectories are unknown (latent), how much variation is due to individual heterogeneity and how much is due to measurement error (noise) is also unknown. Therefore, deciding on the degree and methods of smoothing longitudinal data is difficult regardless of whether we use observed outcome measures or model-based estimated trajectories. We can come up with various ad hoc ways of summarizing/characterizing observed longitudinal data. Similarly, we can come up with different estimated individual trajectories depending on the model choice in empirical fitting. In other words, regardless of whether we use ad hoc or model fitting methods, we will always have some risk of misspecification and misclassification of individuals (in particular, those in the gray zone). As a way of minimizing this risk, we are proposing the joint use of multiple strategies, by using clinical insights (science), empirical fitting/clustering (fit measures), validation through antecedent validators (i.e. by examining prediction quality with cross-validation), and by examining the relationship across prediction targets formulated by multiple methods and models.
Clinical thresholds
Clinical insights play crucial roles throughout our validation procedure. The first role is to provide clinical thresholds, which can be flexibly applied in various ways in the presence of repeated outcome measures. As described in Section 3, we use clinical thresholds to formulate prediction targets with both observed and estimated individual trajectories. Clinical thresholds are usually formulated based upon agreement across multiple clinical experts. Once established, clinical thresholds work as a convenient tool that can be easily understood and consistently used across different research and clinical applications. For example, in the context of LAMS, previous studies 2-4 suggested a clinical threshold that sets PGBI-10M ! 12 as having elevated symptoms of mania. Of course, clinical insights based on contemporary science may not be perfect, and therefore corresponding clinical thresholds may need adjustment, for example, in line with advancement in science or insights gained from empirical data. As will be shown in the LAMS application, insights gained from investigating empirical data are likely complementary than contradictory to existing clinical insights. This is particularly true when dealing with repeated measures as it is not self-evident how to apply clinical thresholds to best characterize individual trajectory types in the face of unknown measurement errors.
Model fit measures
When empirical model fitting is used, using fit measures is a widely practiced method of model selection. This approach can be considered exploratory as there is no guarantee that we will recover true individual trajectories. However, note that, regardless of whether we use model-estimated or observed repeated measures, we will always have some risk of misestimation and misclassification of individuals as true individual trajectories are unknown. We propose the joint use of clinical thresholds and fit measures as a way of reducing this risk. In this approach, the resulting model selection is supported not only by clinical insights but also by empirical fit.
Specifically, we used two popular methods of model selection in GMM. One is to compare Bayesian information criteria (BIC) 27 and the other is to apply bootstrapped likelihood ratio test (BLRT), 28 both of which have been examined as preferred methods of model selection in GMM. 29, 30 Within each type of variance/covariance restrictions, best fitting models were selected based on BIC and BLRT. If no model can be selected by BIC or BLRT (i.e. BIC keeps decreasing, or BLRT never reaches p > .05), the model with the largest number of classes was selected. In the LAMS application, using the proposed model specifications, 40 candidate models reached normal convergence. Among these, 10 models were selected based on BIC and/or BLRT.
Cross-validation using antecedent validators
As another way of establishing the validity of prediction targets, we examine the quality of prediction by relevant predictors. The idea is that a good prediction target should be well predicted by relevant (demographically and clinically) baseline characteristics, known as antecedent validators. 31, 32 This method is completely separated from formulation of prediction targets, whereas clinical thresholds and fit measures are used in the process of formulating prediction targets. To assess the prediction quality in this setting, we employ K-fold crossvalidation, [33] [34] [35] which is a widely used validation method in statistical learning. Our use of cross-validation is unique in that it is applied to selection of prediction targets instead of selection of predictors. As we utilize the benefits of both unsupervised learning (using GMM to formulate candidate targets) and supervised learning (selecting prediction targets based on prediction quality), the proposed approach can be viewed as a type of semisupervised learning.
We will focus on a prediction setting with a simple binary target in line with LAMS, where separating out children who would maintain low-risk profiles of mania symptoms is considered the critical first step toward efficient clinical practice. We now treat the risk status formulated based on observed outcome measures and GMM approaches as known outcomes and assess the quality of prediction by preselected baseline covariates (antecedent validators). The prediction relationship is modeled using a simple logistic regression as , defined in equations (2), (12) , and (14) . The probability of belonging to the low-risk category varies as a function of baseline covariates W i . In the LAMS application, these covariates include relevant demographic (sex, age, smoking status, health insurance as a proxy for family SES) and clinical (baseline PGBI-10M, depression, bipolar diagnosis) variables. Note that several baseline variables were used in GMM and again in the validation process. This decision was made based on the fact that these variables will help characterize trajectory patterns in GMM and that the prediction targets are formulated by reclassifying the estimated trajectories or trajectory classes based on clinical thresholds (therefore binary prediction targets are not the same as the estimated trajectory classes). To improve the credibility of our validation process given the redundant use of baseline predictors, we omitted the baseline bipolar diagnosis in formation of trajectory classes using GMM and used it only in the validation step. The baseline bipolar diagnosis is clinically considered the most relevant antecedent validator.
Based on equation (15), the predicted risk status of individual i is defined aŝ
As we focus on prediction, a wide array of candidate targets can be evaluated based on one specific standard, prediction quality. The prediction quality is evaluated on the basis of common measures of classification performance, sensitivity (S) and specificity (P), as defined as In addition, we will use Cohen's kappa, 36, 37 which is a measure of agreement between two categorical variables taking into account the agreement occurring by chance. We use Cohen's kappa as an overall measure of prediction performance as we focus on situations where sensitivity and specificity are equally important (as in LAMS). That is
To assess the prediction quality taking into account variation across samples, we use K-fold cross-validation, where we randomly divide the total sample into K equal size subsamples (k ¼ 1, 2, . . . , K). We set aside one subsample (kth fold) to be used as a validation sample. With the rest of the subsamples (training data), we obtain parameter estimates of the prediction model shown in equation (15) . The kth fold is then used to estimate the expected prediction quality when the model estimates are applied to a data set that is not used to obtain the model estimates. This process is repeated K times and then the results are averaged over K results. That is
where S k , P k , and k are sensitivity, specificity, and Cohen's kappa in the kth fold, and the standard errors of CV S , CV P , and CV are calculated as
Combining insights from multiple strategies
Even with the guidance by clinical thresholds and model fit measures, prediction targets can be formulated in many different ways. Therefore, we can still end up with several candidate targets that seem similar and clinically meaningful. This is particularly true when dealing with repeated measures of outcomes that tend to change continuously. In contrast, cross-validation of the prediction quality based on antecedent validators provides a straightforward answer to the question of target selection. However, relying solely on the prediction quality can be dangerous as it represents only one of the many aspects of validity. As will be shown in the LAMS application, it is possible to reach a high level of prediction accuracy with a clinically meaningless prediction target. As none of these methods are likely perfect, it is important to jointly use them and combine insights gained within and across different methods.
Application to the LAMS study
In the LAMS context, it is of great clinical importance to develop prognostic models that will help to predict the long-term pattern of manic symptoms among pediatric patients who present to outpatient clinical care with concerns in elevated manic symptoms. In particular, separating out patients who would maintain moderate levels of symptoms is considered critical in clinical practice. This intention seems obvious, although it is not self-evident how to formulate prediction targets that best capture the longitudinal outcome patterns. Here we focus on constructing reliable and valid prediction targets, which is the first step toward developing good prognostic models. We first formulated prediction targets using a single observed outcome measure as defined in equation (1). We used three different thresholds ( ¼ 11, 12, 13) to define the low-risk status at each assessment point. In this approach, the use of clinical thresholds and the prediction quality based on relevant baseline measures (antecedent validators) support the validity of formulated targets. Table 2 shows the performance of formulated prediction targets. We aim to identify prediction targets that will lead to good prediction quality, preferably with sensitivity and specificity of at least 0.7, and Cohen's kappa above 0.6. The results show that specificity and overall prediction quality (Cohen's ) are quite low and further decrease when predicting targets farther away from the baseline. It is also shown that specificity and overall prediction quality decrease with higher thresholds.
We then formulated prediction targets using observed repeated outcome measures as defined in equation (2) . Table 3 shows that the prediction quality is considerably better than when we used prediction targets formulated based on a single assessment (Table 2) . To take into account potential fluctuation due to measurement error, we allowed some deviation from the threshold ( of 0-2). With ¼ 11 or ¼ 12, we reached the best prediction quality Table 2 . Average sensitivity, specificity, and Cohen's kappa from 10-fold cross-validation in prediction of low risk defined with a single observed outcome at each assessment point and a fixed threshold (u obs it in equation (1)). Listwise deletion has been applied. ( ¼ 0:65 or 0.60) with a small deviation ( ¼ 1) from the threshold. We also examined the prediction quality with of 13-17, which is higher than the clinically recommended threshold. [2] [3] [4] We did not allow any deviation (i.e. ¼ 0) from these high thresholds. The prediction quality turned out to be better than when we used lower thresholds. However, one needs to be careful with such classification as it may not safely separate individuals with potentially problematic patterns of manic symptoms. For example, having PGBI-10M score of 12 throughout the two-year period meets the low-risk standard defined with ¼ 13, although consistently having this level of manic symptoms is concerning from the clinical standpoint. The highest prediction quality is achieved with ¼ 16, although categorizing individuals approaching such high threshold at one or more times as low risk would be a risky choice. Closely monitoring individual cases based on clinically meaningful thresholds seems to be essential when using this method.
Another way of characterizing longitudinal patterns of manic symptoms is to utilize empirical model fitting. For this purpose we used GMM with relatively simple model specifications as described in Section 3. We used baseline variables such as age, sex, Medicaid, and CDRS-R (depression) as predictors of both growth parameters and the trajectory class membership. We did not include the baseline bipolar diagnosis due to its potentially low frequencies in the trajectory classes with mild to moderate manic symptoms. More importantly, we can avoid using the same set of predictors in formation of trajectory classes (GMM) and in the validation process by excluding bipolar diagnosis, which is considered a key antecedent validator. With this setting, 40 models with 1-8 trajectory classes reached normal convergence. Among these, 10 models were selected based on BIC and/or BLRT. Table 4 lists these 10 models that will be further considered as candidate models to be used to generate prediction targets.
One way to classify individual patients using GMM solutions is to classify trajectory classes based on a clinical threshold. In this approach, all individuals in the same trajectory class are assigned the same risk status (low or elevated risk) as described in equation (12) . Based on the previously suggested clinical threshold (e.g. PGBI-10M < 12 as low risk), we used ¼ 11 and ¼ 12. We did not allow any deviation from the threshold (i.e. ¼ 0) given that model-based smoothing has been already applied and that there are only five assessments. Figure 2 shows examples of how trajectory classes are divided into the low-and elevated-risk categories based on their estimated mean trajectories. As the low-risk trajectories are clearly separated from the rest, the choice of threshold (11 or 12) did not affect the categorization results (the horizontal line in Figure 2 represents ¼ 11). Table 5 shows how the categorization of trajectory classes described above is related to the baseline bipolar diagnosis, which is considered the most relevant clinical antecedent. It is shown that, in all 10 models, bipolar diagnosis at baseline is clearly less frequent in the trajectory classes that are categorized as low risk, supporting the validity of prediction targets generated based on GMM and the clinical threshold.
We now formally examine the prediction quality based on the prediction model in equation (15) and the full set of baseline variables that were preselected as demographically and clinically relevant antecedent validators (sex, age, smoking status, health insurance status, baseline PGBI-10M, depression, bipolar diagnosis). Table 6 shows the prediction quality when prediction targets were formulated by classifying estimated trajectory classes (i.e. L gmm1 i in equation (12)). The choice of threshold ( ¼ 11 or 12) did not affect the categorization results. It is shown that the six-class random intercept model (IN6i gmm1 ) performed the best with both sensitivity and specificity above 0.8 and Cohen's kappa above 0.7. The next tier of models (VN3i gmm1 , VN5 gmm1 , VN4 gmm1 , IN4 gmm1 ) also performed quite well with sensitivity and specificity above 0.7 and Cohen's kappa above 0.6.
Focusing on the top three GMM models that led to the best performing prediction targets (Table 6) , we examined how different classification methods affect the results. We now compare the prediction quality when prediction targets are formulated by classifying estimated trajectory classes (i.e. L gmm1 i defined in equation (12)) and by directly applying the clinical threshold to estimated individual trajectories (i.e. L gmm2 i defined in equation (14)). We used the same clinical threshold of 11 or 12 for both methods (shown in the subscript as 11 or 12 in Table 7 ). In Table 7 , the best prediction quality (sensitivity ¼ 0.83, specificity ¼ 0.89, ¼ 0.72) is now shown when using the prediction target formulated by directly applying the clinical threshold of ¼ 12 to estimated individual trajectories based on the six-class model (IN6i gmm2 12 ). However, across the three GMM models, the two classification methods produced very comparable results in terms of the prediction quality and the proportion of individuals categorized as low risk.
We formulated a series of prediction targets by jointly utilizing clinical insights, empirical model fitting, and validation through antecedent validators. We selected two best prediction targets formulated based on observed repeated measures (OBS Table 3 ) and two based on GMM (IN6i gmm1 and IN6i gmm2 12 in Table 7 ). Given that both approaches used the same threshold of 11 or 12 and that GMM-based prediction targets performed better in terms of prediction by antecedent validators, it seems reasonable to prefer GMM-based prediction targets. However, the difference in prediction quality was not serious, leaving some uncertainty in Table 6 . Average sensitivity, specificity, and Cohen's kappa from 10-fold cross-validation in prediction of low-risk trajectory type formulated by classifying estimated trajectory classes based on GMM (L gmm1 i in equation (12)). versus OBS 1 11 ), there were 33 out of 352 patients with complete data who were differently categorized. Figure 3 shows a few examples of patients categorized differently depending on the method of formulating prediction targets. Patient A started with a high level of manic symptoms. Based on his or her declining trend, it may be still fine to classify the patient as having a low-risk pattern. However, the initial level is very high (observed baseline PGBI-10M > 20), which makes classifying as low risk a somewhat risky choice. Patient B also qualifies as low risk using the prediction targets formulated based on observed measures. From the clinical point of view, this can be another risky choice as the person's PGBI-10M score is near 20, especially at a later assessment. Patient C starts with a high PGBI-10M and stays around the threshold. Given the bipolar diagnosis and the high depression level (CDRS ¼ 56) at baseline, this patient is a good candidate for close monitoring, which makes classifying as 
Threshold of < 12 Threshold of < 11
Estimated by IN6i Observed Figure 3 . Disagreement in classification across differently formulated prediction targets. in equation (12)) and by classifying estimated individual trajectories (L gmm2 i in equation (14) elevated risk more reasonable. Patient D is a more ambiguous case and is classified as low risk using the targets based on GMM, but as elevated risk using the targets based on observed measures. As shown in Figure 3 , the GMM-based prediction targets tend to classify uncertain cases as elevated risk. Overall, the discrepancy in classification is quite low among the prediction targets that were selected as good targets based on the joint use of clinical insights, empirical model fitting, and validation through baseline antecedents. An additional step of carefully examining cases that are differently classified across different methods will lead to a better informed choice.
Monte Carlo simulation study
Our strategy of selecting prediction targets does not solely rely on evaluation based on antecedent validators. However, good performance of this method has an important implication that a large pool of candidate targets based on multiple models can be swiftly and reliably processed, significantly narrowing the number of candidate targets to be closely examined. The key assumption in this method is that the relationship between antecedent validators and the prediction targets constructed based on GMM estimation (L ) reflects the relationship between antecedent validators and the true target (true L i ). Having consistency between the two relationships is important as it assures that the proposed strategy will not misguide our target selection in real data applications, where the true target (i.e. true longitudinal risk status) is unknown or latent. Given that both the true and GMM-based surrogate targets are predicted by the same antecedent validators, this assumption seems reasonable, although it is not clear how strongly and consistently the two relationships are connected. We conducted Monte Carlo simulations with 1000 replications, each with a sample size of 500, to examine the consistency between the two relationships under different scenarios.
Simulation design
We considered four different scenarios illustrated in Figure 4 . The true scenarios have either two trajectory classes (j ¼ 1, 2 in Scenarios A to C) or a single trajectory class (j ¼ 1 in Scenario D). Under these four scenarios, the outcome data were generated based on equations (3) to (7). The outcome residual " ijt is diagonal and normally distributed with class-invariant variance of 0.5 at all time points. We used time scores of S t ¼ ð0:0, 0:25, 0:5, 0:75, 1Þ and S 2 t ¼ ð0:0, 0:0625, 0:25, 0:5625, 1:0Þ for the linear and quadratic growth. We used simple random intercept models with class-invariant residual random effect 1i distributed as Nð0, 0:5). In all scenarios, we used three uncorrelated covariates (X 1 , X 2 , X 3 ) that are normally distributed as N(0, 1).
In two class scenarios (A-C), all three covariates (antecedent validators) predict the trajectory type (low versus elevated risk) with an odds ratio of 0.3 or 3.33. That is, the logit coefficients b 1 ¼ ð1:204, À 1:204, 1:204Þ for X ¼ ðX 1 , X 2 , X 3 Þ and the logit intercept b 0 ¼ 0 in equation (7) . According to this setting, about 38% of individuals belong to the low-risk class (C ¼ 1). In Scenario A, the two classes are 1-3 standard deviations apart (for class 1, 11 (4) to (6).
Trajectory estimation using GMM
For model estimation, we used GMM with one, two, and three classes. In analyzing the data generated under the two-class scenarios (A to C), we used random intercept models for GMM with one and two classes, but used a three-class model with no random effects to avoid convergence and/or identification problems. Similarly, in analyzing the data generated under the one-class scenario (D), we allowed a random intercept for the one-class model, but not in GMM with two and three classes. We used two out of three covariates as predictors of class membership and growth parameters. That is, X ¼ ðX 1 , X 3 Þ in model estimation. We excluded one covariate (X 2 ) in model estimation so that the covariates used in the validation step are not completely redundant with those used as predictors of growth trajectories. This is similar to our LAMS application, where the baseline bipolar diagnosis was used only as an antecedent validator. With these deviations from the data generation models, the analysis models follow the model specifications in equations (3) to (7).
Evaluation of prediction targets
Using the GMM estimation results, we constructed prediction targets (L ) based on the definitions in equations (12) and (14) . For the one-class analysis model, only the definition in equation (14) was used. We used 12 as the threshold for both definitions, which was intended in the true scenarios. These prediction targets were then evaluated based on the quality of prediction by antecedent validators (W ¼ ðX 1 , X 2 , X 3 Þ) using a simple prediction model in equation (15) . We used 10-fold cross-validation for this evaluation. Note that the performance of a prediction target should be interpreted in relation to the performance of other candidate targets. In our simulation study, the best Cohen's kappa estimates are below 0.55 compared to above 0.7 in the LAMS application. The weaker association between antecedent validators and prediction targets was intended so that the simulation results can be applied to a wide range of applications with moderate to high association.
We first examined the predictive relationship between antecedent validators and the prediction targets constructed based on GMM estimation. In this method, GMM-based targets, which can be thought of as surrogates of the true risk status, are used as known outcomes for both training and validation in the crossvalidation. As demonstrated in the LAMS application, this is the method that can be used in practice in the absence of the information on the true risk status (true L i ). The cross-validation results are summarized in Table 8 . The prediction targets constructed based on two-class GMM consistently showed the best performance when the true scenarios involve two trajectory classes (A-C). The prediction targets based on the definition in equation (12) performed better than those based on the definition in equation (14) , which is expected given that two classes were assumed in the data generation process. It is also shown that the performance of the targets based on the definition in equation (14) deteriorates as the distance between the two trajectory classes narrows, whereas the performance of the targets based on the definition in equation (12) remains at the same level. This is also expected because the two trajectory classes overlap more as the distance narrows, weakening the connection between the definition in equation (14) and the trajectory class membership. If the relationship between the class membership and the baseline predictors is weak, the same would happen with the definition in equation (12) . In such situations, however, the idea itself of using antecedent validators would be meaningless to begin with. This finding also emphasizes the importance of using good predictors of class membership in the GMM step, in particular, when the separation of classes is not strong. Table 8 also shows the results when the true scenario (D) has one trajectory class. The prediction targets based on the definition in equation (14) performed the best using GMM with one or three classes. The performance of the target based on the two-class model was somewhat worse. Note that, in analyzing the data from Scenario D, we did not allow random effects in GMM with two or three classes. To compensate for the restriction and to capture the longitudinal heterogeneity, allowing for more classes is one solution, which explains the better performance by the target based on the three-class model. These results will be considered a failure when the goal is to recover the true model (i.e. one class), although a success when the goal is to predict the outcome at the individual level. Table 9 shows the cross-validation results when the prediction models were trained with prediction targets based on GMM estimation as in Table 8 , but validated against the true trajectory type (true L i ), which is known in Monte Carlo simulations. Under the two-class scenarios, the true targets were best predicted using the predictive models trained with prediction targets based on two-class GMM estimation. As in Table 8 , the proximity between the two trajectory classes negatively affects the prediction quality when the definition in equation (14) is used, although its impact does not appear until the two trajectory classes substantially overlap (Scenario C). In real data applications without the information in Table 9 , we will miss L gmm2 i
under Scenario B (see Table 8 ). This is fine for the practical purpose of prediction as the prediction models trained using the preferred (L Table 8 ). In this scenario, the prediction models trained with the prediction targets based on the definition in equation (14) showed the best prediction quality regardless of the number of classes used in GMM estimation. However, in real data applications, we will miss two-class L gmm2 i (see Table 8 ) as we will not have the information provided in Table 9 . This is harmless for the purpose of prediction because the prediction models trained using the selected (one-or three-class L Tables 8 and 9 showed that the relationship between antecedent validators and the prediction targets constructed based on the definition in equation (12) and GMM estimation (i.e. L gmm1 i ) perfectly mirrors the relationship between antecedent validators and the true targets (true L i ). The connection between the two relationships is less strong when using the definition in equation (14) ), although it is unlikely to misguide our target selection as long as we select prediction targets with the best cross-validation results.
Conclusions
With growing interest in building prognostic models in various fields of medicine, much effort has been concentrated in developing algorithms that facilitate effective utilization of large amount of potential predictor variables. In this study, we took a step back and focused on constructing reliable and valid prediction targets, which is the critical first step toward establishing good prognostic models. On the basis of the joint use of clinical insights, empirical model fitting, and cross-validation of prediction by antecedent validators, this study demonstrated the possibilities of constructing prediction targets that are not only clinically sensible but also empirically supported.
In line with LAMS, we focused on a situation where the goal is to develop a prognostic model that will accurately predict each future patient's long-term outcome course. To align with this intention, we constructed prediction targets based on repeated outcome measures by using clinical thresholds and empirical model fitting (unsupervised learning via GMM). These prediction targets are connected through the same clinical thresholds, and therefore the agreement between them can be interpreted as supporting the validity of each other. To further refine our validation procedure and to help narrow our options, we evaluated using cross-validation how well the formulated targets are predicted (supervised learning) by demographically and clinically relevant baseline characteristics (antecedent validators). Our use of K-fold cross-validation is unique in that it is applied to selection of prediction targets instead of selection of predictors.
Validation of prediction targets based on their association with relevant variables can be expanded by utilizing other available information in the data, which we did not pursue in this study. For example, a good prediction target should well predict future outcomes they are supposed to predict (predictive validity) and should be highly correlated with concurrent outcomes they are supposed to be correlated with (concurrent validity). If possible, we should also aim to examine the generalizability of our findings by testing with independent data. Given the importance of constructing valid prediction targets, there is no reason why we should not maintain the same level of rigor in construction of prediction targets as in selection of predictors.
Once we successfully construct a prediction target that is worthy of predicting, we can move on to the next step with more confidence and focus on developing the intended prognostic model. Variable selection methods used in statistical learning can be employed in search of various features (beyond the preselected antecedent validators) that maximize the prediction of the selected target. The LAMS study collected rich data in multiple domains using a relatively large sample from nine diverse clinics in four geographical areas, which provides an opportunity for developing generalizable prognostic models with practical level of accuracy. We leave this topic for future investigation.
