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 Self-harm is a current and growing public health concern. Previous research has 
identified the timing of pubertal development relative to one’s peers as a factor associated 
with a range of adverse health outcomes, including self-harm. However, existing studies are 
limited by a range of factors, including cross-sectional research designs, the measurement 
of only suicide attempts or only non-suicidal self-harm, no follow-up beyond adolescence, 
limiting analysis to females only, using subjective measures of pubertal timing, and failing to 
adjust for confounders.  
 
Methods 
I used longitudinal birth cohort data from the Avon Longitudinal Study of Parents 
and Children (ALSPAC) to examine the association between pubertal timing, measured using 
age at menarche in females and age at peak height velocity (aPHV) in both sexes, and self-
harm at age 16 and 21 years. I also investigated whether the association at age 16 years was 
mediated by having older friends, engaging in risky behaviours, and experiencing more 
depressive symptoms. Finally, I used Mendelian Randomization to test the causality of the 






In fully adjusted models, I found an association between earlier pubertal timing and 
increased self-harm risk in both male (aPHV OR 0.72, 95% CI 0.59, 0.88) and female 
(menarche OR 0.87; 95% CI 0.80, 0.95; aPHV OR 0.85; 95% CI 0.75, 0.96) adolescents. There 
was some evidence that the association persisted into adulthood in females (menarche OR 
0.92, 95% CI 0.85, 1.00) but not in males (aPHV OR 0.99, 95% CI 0.74, 1.31). The association 
was partially mediated by pathways based on engaging in more risky behaviours (RR 1.02, 
95% CI 1.01, 1.03) and experiencing more depressive symptoms (RR 1.01, 95% CI 1.00, 1.02), 
but not having older friends (RR 1.00, 95% CI 0.99, 1.00). I did not find evidence for an effect 
of age at menarche on self-harm risk in either one sample (risk difference -0.03, 95% CI -
0.10, 0.05) or two sample (OR 1.00, 95% CI 0.99, 1.002) Mendelian Randomization analyses. 
 
Conclusions 
Overall, I found strong evidence of an association between earlier pubertal timing 
and increased self-harm risk at age 16 years in both males and females, and some evidence 
for an association at age 21 years in females. I also identified two factors which mediated 
the association. By improving our understanding of the association between pubertal timing 
and self-harm and the mechanisms underlying it, this thesis lays the foundation for future 
work to develop effective, targeted interventions which may help to reduce the risk of self-
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1. Introduction  
Preface 
 “Happy Birthday. Your thirteenth is important. Maybe your first really public day. 
Your thirteenth is the chance for people to recognize that important things are happening to 
you. 
 
Things have been happening to you for the past half year. You have seven hairs in your left 
armpit now. Twelve in your right. Hard dangerous spirals of brittle black hair. Crunchy, 
animal hair. There are now more of the hard curled hairs around your privates than you can 
count without losing track. Other things. Your voice is rich and scratchy and moves between 
octaves without any warning. Your face has begun to get shiny when you don’t wash it … 
 
You have grown into a new fragility.” 
 
 
 In his 1993 short story Forever Overboard, David Foster Wallace beautifully captured 
the frightening, brilliant transition from prepubescence into incipient adulthood. This 
transition is a momentous private experience, and is fraught with challenges – adolescents 
must adapt to a continually changing body, move towards independence from their parents, 
and begin navigating complex social and romantic relationships, all with brains developing in 




 Experiencing these momentous changes alone – without being able to share the 
experience with friends and peers – undoubtedly adds another layer of difficulty to an 
already unprecedented challenge. We see evidence of this through research showing 
increases in a range of mental health problems in young people who start puberty earlier 
than their peers.  
 
 The aim of this thesis is to find out whether experiencing pubertal timing earlier or 
later than the norm is associated with an increased risk of self-harm. Self-harm is one of the 
strongest predictors of suicide, and as many as one in four young people report having 
engaged in self-harm behaviour at some point in their lives. Little is known about the 
association between pubertal timing and self-harm, despite adolescence – the age of the 
new fragility – being the period of life with the highest self-harm incidence.  
 
 In 2008, David Foster Wallace died by suicide in his California home. By elucidating 
the association between pubertal timing and self-harm, I hope this work contributes to the 
early identification of groups at higher risk of self-harm, and to the development of effective 






In this chapter I introduce the background for the thesis by describing the definitions 
and research background on self-harm, puberty, and studies investigating the association 
between the two. I first describe self-harm in detail. I outline the definitions of self-harm 
used in this thesis and describe the epidemiology of self-harm. I then discuss puberty – the 
hormonal and physiological processes involved and its typical developmental course – and 
how puberty, specifically the timing of puberty, has historically been measured. I go on to 
discuss the literature findings on the association between the timing of puberty and mental 
health problems, before presenting a narrative review of the existing research examining 
the association between pubertal timing and self-harm. 
   
 
 20 
Self-harm and Suicidal Behaviour 
Definitions 
 The definitions of self-harm used in the literature vary widely and settling on a 
unifying definition is difficult. Studies vary in their use of ‘self-harm’, ‘deliberate self-harm’, 
‘non-suicidal self-harm (NSSH)’, ‘non-suicidal self-injury (which differs from NSSH in 
excluding self-poisoning; NSSI)’, ‘parasuicide’, and ‘suicide attempt’, and frequently any 
number of these terms are used interchangeably. A crucial difficulty in accurately defining 
self-harm is that the motivation behind the behaviour is difficult to determine. Individuals 
report engaging in self-harm behaviour because they want to die; because they want to 
frighten someone; or, most commonly, to get relief from a terrible feeling [1].  
 
The National Institute for Health and Care Excellence (NICE), a public body in the 
United Kingdom Department of Health that provides national guidance and advice to 
improve health and social care, defines self-harm without specifying motivation: 
 
“Any act of self-poisoning or self-injury carried out by a person, irrespective of their 
motivation.”[2] 
 
This definition is consistent with the idea that self-harm with suicidal intent is on the 
same spectrum of behaviour as non-suicidal self-harm; that the two behaviours may differ 
in their severity but are conceptually non-distinct. However, this is a source of debate. Some 
suicide researchers, more often from the UK and Europe, argue that the same individuals 
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can engage in both suicidal and non-suicidal self-harm (and that in any case the motivations 
for self-harm are dimensional rather than dichotomous), and that even the same episode of 
self-harm can be reappraised at different timepoints, so a distinction between suicidal and 
non-suicidal self-harm is without merit [3]. Other researchers, largely in the USA, argue that 
while suicidal and non-suicidal self-harm share many of the same risk factors, others appear 
to be distinct [4]. There are also differences in terms of their prevalence and frequency 
(non-suicidal self-harm is much more common in the community, and much more likely to 
be repeated, than suicide attempts [5, 6]), methods (the most common method for non-
suicidal self-harm is self-cutting, whereas this method only constitutes 1.4% of suicide 
deaths [7]), and lethality (self-harm with suicidal intent is much more commonly fatal than 
self-harm without, likely as a result of differences in method).  
 
 In this thesis I have used the term self-harm to refer to any act of physical harm 
inflicted on the self, irrespective of method (for example cutting or overdose) and 
motivation (whether accompanied with suicidal intent or not). The term self-harm only 
includes instances of non-fatal self-harm; the current work does not examine suicide. As 
secondary analyses in some of the analyses described in this thesis, I have stratified self-
harm by the presence of suicidal intent; where relevant I refer to ‘self-harm with suicidal 
intent’ (or ‘suicide attempts’) and ‘non-suicidal self-harm (NSSH)’. In describing other 
research, I also use the term ‘suicidal behaviour’ (and occasionally ‘suicidality’) to 
encompass a broad range of associated behaviours, including suicidal ideation (thinking 




Epidemiology of self-harm 
 The incidence and prevalence of self-harm can be challenging to accurately measure 
as a number of factors can affect reported self-harm rates. The most striking factor affecting 
reporting of lifetime risk is age. Suicidal behaviour in pre-pubescent children is uncommon 
[8], and in adults the lifetime prevalence of self-harm tends to be around 5% [9, 10]. 
However, both the incidence and prevalence of self-harm are dramatically higher in 
adolescents: 6-11% of 12- to 17-year-olds report engaging in self-harm in the past year [5, 
11], and the prevalence of lifetime self-harm in 12- to 16-year-olds has been reported to be 
as high as 18-27% [11-13]. Estimates of lifetime self-harm prevalence are consistently higher 
in adolescents than in adults [14]. This could indicate that the incidence of self-harm is 
higher in younger generations (a true cohort effect), that self-harm during adolescence is 
forgotten or reappraised in later life [15], or both. Data from the Avon Longitudinal Study of 
Parents and Children (ALSPAC) suggest that many adolescents report self-harm 
inconsistently over time: individuals report lifetime self-harm at age 16 years but go on to 
report no lifetime self-harm at age 21 years [16]. In addition, a recent study examining the 
prevalence of self-harm at the same age in two cohorts born ten years apart found a 3% 
increase in self-harm in the younger cohort [17], implying a true cohort effect in increasing 
self-harm prevalence.  
 
In addition to differences in estimates of lifetime self-harm prevalence in different 
age groups, the longitudinal course of self-harm within age groups changes over time. A 
review of the literature on the longitudinal course of self-harm examined 32 studies which 
collected data on self-harm prevalence at baseline and then at follow-up (average follow-up 
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duration 43.47 months; SD 42.73). The authors found that studies measuring participants in 
early adolescence saw a rise in self-harm prevalence over time, whereas those measuring 
participants in later adolescence and adulthood saw a fall in self-harm prevalence [15]; see 
Figure 1.1. The prevalence of self-harm appears to rise during early- to mid-adolescence and 
then fall as individuals enter adulthood [15]. This pattern is also seen in the repetition of 
self-harm; a study of hospital-presenting self-harm in England found that younger patients 
(aged 12-14 years) were more likely to repeat self-harm than older patients (aged 15-25 
years), although the difference between the age groups did not reach conventional levels of 
statistical  significance (p values not reported) [18]. It has been suggested that most 
adolescent self-harm “resolves spontaneously” as adolescents move into adulthood (Moran 
2012; pp.242 [19]). Similarly, incident self-harm in adulthood is less common than in 
adolescence; in a population-based cohort study of 1,943 Australian young people, Moran 
and colleagues found that while 8.3% of participants reported self-harm behaviour within 
the last year or six months (depending on the wave of data collection) between the ages of 
Figure 1.1 Prevalence of non-suicidal self-harm (NSSH) across adolescence, according to a range of 
longitudinal studies. Taken from Plener et al (2015) [15]. 
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15 and 17 years, only 1.6% of participants reported incident self-harm in adulthood (age 20 
to 29 years) [19].  
   
 Another important factor affecting prevalence estimates of self-harm is the difficulty 
in accurate reporting. The majority of self-harm incidents do not come to the attention of 
medical services [20, 21]; it has been estimated that for every female 15-17-year-old who 
dies by suicide, 919 females present to clinical services and 6,406 self-harm in the 
community [5]. This may be due to shame or stigma associated with the act of self-harm, or 
a perception among individuals who self-harm that it is not serious enough to warrant 
clinical attention. There is vastly more self-harm occurring in the community than the 
hospital presenting self-harm for which we have more accurate and objective data [5]. 
Community prevalence estimates derived from self-report can be affected by the data 
collection method. Studies which use binary yes/no questions require participants to judge 
for themselves whether their behaviour constitutes self-harm, and typically report lower 
prevalence estimates than studies using multiple-choice questionnaires which often include 
behaviours like picking at scabs, which some individuals may not have otherwise considered 
to be self-harm [22]. However, both types of self-reported questionnaire tend to yield 
higher prevalence estimates than face-to-face interviews [23]; although interviews allow 
professionals to screen out episodes which do not meet the definition of self-harm, they 
may be subject to under-reporting due to the stigma attached to self-harm. It has been 
recommended that prevalence estimates for self-harm draw on multiple sources of 




Non-fatal self-harm  
Self-harm regardless of suicidal intent 
A recent meta-analysis of nearly 600,000 12- to 18-year-olds from 41 countries 
estimated the overall lifetime prevalence of self-harm to be 16.9%. This is consistent with 
prevalence estimates a recent online survey, where Geulayov and colleagues studied 
lifetime self-harm in 5,506 12- to 17-year-olds in 19 secondary education establishments in 
Gloucestershire, UK, and reported a prevalence of 18.2% [5]. It is also consistent with 
findings from cohort studies: Kidger et al [11] reported a lifetime self-harm prevalence of 
18.8% among 16- to 17-year-olds participating in the Avon Longitudinal Study of Parents 
and Children (ALSPAC). However, as mentioned previously, recent comparisons between 
ALSPAC and the Millennium Cohort (born ten years later) found a 3% increase in self-harm 
prevalence in the Millennium Cohort [17]. Indeed, the prevalence of self-harm appears to 
be rising: the meta-analysis mentioned above [24] included studies published between 1990 
and 2015 and may therefore have collapsed any changes in prevalence within that time 
period. Recent analyses in the UK and Ireland estimate an overall rise in incidence among 
10- to 24-year-olds between 2007 and 2016 of 22%, and a 29% rise in females specifically 
[25, 26].  
 
Non-suicidal self-harm 
 The Adult Psychiatric Morbidity Survey (APMS), a nationally representative survey of 
community-dwelling individuals aged 16 years and over in England, UK, collected data on 
non-suicidal self-harm in its last three surveys: 2000, 2007, and 2014. The prevalence of 
reported lifetime NSSH across all age groups has increased with each round of data 
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collection, from 2.4% in the year 2000 to 3.8% in 2007, to 6.4% in 2014. The rates of non-
suicidal self-harm more than doubled in all age groups between 2000 and 2014 [27]. 
However, the prevalence of NSSH has been higher in other studies, partially as a result of 
focusing on younger participants: in the previously mentioned ALSPAC sample the 
prevalence of NSSH in 16- to 17-year-olds was 11.9% [28]. These differences in prevalence 
by age group were reflected in a systematic review and meta-analysis conducted by 
Swannell and colleagues, which estimated the lifetime prevalence of NSSH at 17.2% among 
adolescents and 5.5% among adults [29] – though, of course, systematic review estimates 
may be somewhat less nuanced than individual studies due to factors such as cohort effects, 
international differences, and heterogeneity in measures and definitions. As mentioned 
previously, these findings may be due to adults forgetting or reappraising earlier self-harm 
in adulthood [15]. 
 
Self-harm with suicidal intent (‘suicide attempts’) 
 The APMS, mentioned above, also found evidence to suggest a rise in the prevalence 
of suicide attempts. For females, the prevalence for 16+ year olds increased from 5.3% in 
2000, to 5.8% in 2007, then to 8.0% in 2014. For males, the prevalence was similar in 2000 
and 2007 (3.6% and 3.7%, respectively) but increased to 5.4% in 2014 [14, 27]. As found for 
NSSH, lifetime suicide attempt prevalence decreases in older age groups; in UK females, for 
example, reported lifetime suicide attempt prevalence has been estimated at 12.7% in 16-
24-year-olds, versus 6.9% in 25-75+ year-olds [27]. A cross-national prevalence study of 
nearly 50,000 participants estimated that compared to those aged 65+, individuals aged 18-
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34 were more than 12x more likely to report attempted suicide (OR 12.4, 95% CI 9.1, 16.8) 
[30].   
 
Fatal self-harm 
 Suicide in childhood is rare, at around one death per 100,000 individuals aged <13 in 
the UK [31] and globally [32]. Rates of suicide steadily increase through adolescence, with a 
suicide rate of 8 per 100,000 by age 19 years in the UK [31]. Global estimates of suicide 
rates consistently show differences in suicide across the lifespan in both males and females 
[33, 34]. Age patterns vary by country: in the United Kingdom, suicide rates are highest for 
the middle-aged (45-49 years), at 27.1 deaths per 100,000 men and 9.2 deaths per 100,000 
women [35]. The overall suicide rate in the United Kingdom has been estimated at around 
11 deaths per 100,000 people [35]. However, there are suggestions that the suicide rate 
among some sections of the population, particularly adolescents aged 15-19 years, are 
rising [36]. 
 
Risk factors for self-harm 
Sex 
 Females have consistently shown higher rates of self-harm behaviour than males, at 
all ages [27], both in community [29] and in clinical samples [26]. A meta-analysis found a 
moderate difference in prevalence of NSSH between the sexes [37]. The meta-analysis 
examined 116 existing papers which looked specifically at gender differences in NSSH 
(excluding any studies which did not distinguish between NSSH and suicide attempts), and 
found that women were 1.5 times more likely than men to report engaging in NSSH (OR 
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1.50; 95% CI 1.35, 1.65). The authors found no effect of the age of participants on gender 
differences in risk but did find a larger gender difference in clinical (OR 2.25; 95% CI 1.77, 
2.86) compared to college (OR 1.20; 95% CI 1.03, 1.42) and community (OR 1.51; 95% CI 
1.32, 1.73) samples. The sex difference in self-harm prevalence may be related to gendered 
socialisation of how negative emotions are processed and regulated (i.e. the same negative 
emotion may be experienced as internalised shame in women and externalised anger in 
men [37]; or help-seeking behaviour [38]. Sex differences in self-harm risk also reflect the 
sex differences in other mental health factors such as depression [39]; more research into 
the underlying explanations for the observed sex difference in self-harm, beyond affective 
disorder, is required. Though rates of suicidal ideation, self-harm, and suicide attempt are 
higher in females [40], males are more likely to die by suicide [41]; it is widely understood 
that this paradox may result from sex differences in self-harm methods. While females are 
more likely to use self-poisoning as a method of self-harm (and particularly suicide attempt), 
males are more likely to use more lethal methods like shooting and hanging [41-43]. 
 
Socioeconomic status 
 Lower socioeconomic status is generally associated with an increased risk of self-
harm [44, 45] and suicide [46]. However, there may be a more nuanced relationship 
between socioeconomic status and suicidal behaviour: data from the ALSPAC cohort has 
shown that lower socioeconomic position may be differentially associated with an increased 
risk of self-harm with suicidal intent and NSSH [4, 47]. The association between lower 
socioeconomic status and higher risk of suicidal behaviour is not totally consistent across all 
countries [48], but overall the evidence points to a robust association [49]. The association 
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may be driven by mental health difficulties more generally – a higher proportion of children 
growing up in poorer households report severe mental health difficulties than children 
growing up in more affluent households [50] – or, in adults, it may occur as a result of the 
pressures of life, such as precarious employment [49].  
 
Childhood adversity 
 Exposure to adverse childhood experiences is a well-established risk factor for self-
harm. Brown and colleagues [51] showed in a German general population sample that child 
maltreatment (comprising sexual, emotional, and physical abuse, plus emotional and 
physical neglect) was more common among individuals who reported NSSI (65.1%) than 
among individuals who did not (29.7%; χ2 = 46.93, p < .001). Maltreatment by peers through 
bullying is also a risk factor for self-harm [20, 52]. Having a parent with a mental health 
disorder [53] or who has self-harmed is associated with increased self-harm risk in offspring 
[28, 54], as is having parents who have divorced or separated [55].  
 
Mental health problems 
 Mental health disorders, particularly personality disorder and affective disorders 
(largely depression and anxiety), are strongly associated with self-harm risk [56, 57]. In 
community settings, the presence of depressive symptoms doubles the risk of self-harm 
[58], and as many as 80% of individuals presenting to hospital with self-harm have an Axis I 
psychiatric disorder [59]. In clinical settings, a self-harm prevalence of over 40% has been 
reported in numerous studies of populations with a range of psychiatric diagnoses [60-63]. 





 There are many other factors which are associated with increased self-harm risk, for 
example exposure to self-harm in others, religiosity, and sexual orientation. However, it is 
beyond the scope of this thesis to describe them all in detail. Detailed reviews are available 
elsewhere [8, 56, 64].  
 
 As noted above, both the lifetime prevalence and incidence of self-harm during 
adolescence is higher than during childhood or adulthood. One of the defining experiences 
of adolescence is the transition through puberty; it is a period of substantial physical, social, 
and cognitive change for young people. It is plausible that some of the increased risk of self-
harm during adolescence is due to elements of the transition into and through puberty. The 
particular interest of this thesis is the timing of puberty: when individuals experience 
puberty relative to their peers. Below I describe the process of pubertal development, 
methods of measuring pubertal timing, and the association between pubertal timing and 
mental health.   
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Puberty and pubertal timing  
Puberty overview 
Puberty represents the period during which adolescents reach sexual maturity and 
become capable of reproduction [65]. It begins with the activation of the hypothalamo-
pituitary-gonadal axis in children, which leads eventually to sexual maturation. Puberty is 
characterised by the development of mature gametes, the secretion of gonadal hormones, 
and the development of reproductive functions and secondary sexual characteristics [66]. 
The pubertal transition is also accompanied by substantial neurocognitive development, 
notably in areas of emotion and mood regulation such as the amygdala [67, 68] and areas 
involved in reward-seeking and decision-making behaviours such as the corpus striatum [69, 
70]. Females generally start puberty earlier than males [71, 72]. In females of European and 
North American descent, observable puberty typically starts at around 11 years old 
(although age of onset varies slightly in individuals from different ethnic backgrounds, with 
a significantly higher proportion of black females than white females experiencing breast 
development by age 8 years of age [73, 74]). The first observable developmental event is 
usually the growth of the “breast bud”, which is an increase in size and change in shape of 
the breast tissue. Pubic hair typically develops slightly later, and menarche – the first 
menstrual period – occurs relatively late in pubertal development, at around 13 years old. In 
boys, testicular enlargement is normally the first external sign that pubertal development 
has begun – enlargement of the penis and pubic hair growth follow later. Males generally 
start observable pubertal development at around age 13 years. In males, the pubertal 
growth spurt (“peak height velocity”) occurs about two years into pubertal development, 
and for females peak height velocity tends to come just before menarche [75]. These 
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changes are presented graphically in Figure 1.2. Different secondary sexual characteristics 
develop under the influence of different hormonal processes; for example, breast 
development is estrogen-driven, whereas pubic hair growth is androgen-driven. The timing 
of puberty, as well as the tempo of development, varies substantially across individuals – 
age at menarche, for example, ranges from around 7 years to around 17 years [76]. 
 
There is also some evidence that the age of onset of female pubertal development 
has been declining in the last century. There is a general consensus that age at menarche 
declined from the early 19th century until the mid-20th century, falling from around 17 years 
of age to around 13 years of age [77]. The decline in age at menarche then appeared to ease 
from around 1960, but a recent meta-analysis examined 30 studies which had investigated 
age at thelarche – growth of the “breast bud” – between 1977 and 2013 and found that the 
age at which individuals reached breast Tanner stage 2 (i.e., became pubertal) declined by 
0.24 years per decade (95% CI -0.44, -0.04) [78]. This decline in age of pubertal onset has 
been proposed to result from a range of factors, including changes in nutrition and obesity 
and early life stress [73]. The evidence for male puberty is less consistent, and with the 
exception of one study [77], tends to show no secular decline in pubertal timing. A secular 
decline in pubertal timing has implications for mental health, because earlier pubertal 
timing has been associated with negative mental health outcomes. I describe this 
association, and the hypotheses proposed to explain it, in detail below. The age at which 
puberty ends has not declined to the same extent as the age of onset, which suggests the 






 As well as being a complex developmental process comprising hormonal, physical, 
and cognitive changes, certain aspects of pubertal development are highly private and 
sensitive. As such, it is challenging to measure accurately and objectively [79, 80]. The gold 
standard of pubertal development measurement is by clinician assessment. During a 
clinician assessment, paediatricians or general practitioners examine individuals’ 
development in a number of different domains, for example in terms of their breast or 
genital development, and in terms of pubic or axillary hair. These assessments are 
compared to Tanner’s pubertal development stages [71, 72, 81], which then provide the 
Figure 1.2 Ages of morphological changes associated with puberty in males and females. Taken 
from Patton & Viner (2008) [314] 
 
 34 
clinician with a pubertal stage of the child between stage 1 (pre-pubertal) and stage 5 (post-
pubertal). It is widely acknowledged that physician assessment is likely to be the most 
accurate method of assessing pubertal development [79]. See Table 1.1 for a summary of 
measures of pubertal timing.  
 
 However, in a research setting, access to a qualified clinician is often not feasible (for 
example in large cohort studies) and/or children and parents may be unwilling to consent to 
physical examination. A self-reported version of the Tanner stages has been developed, in 
which children and adolescents study drawings or photographs with accompanying 
Figure 1.3 Tanner stages for breast (female) and pubic hair (male and female) development. 
Taken from Johnson & Vanderhoef (2016) [340] 
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descriptions of each developmental stage and report where they would place themselves 
(Figure 1.3). The self-reported Tanner scales are widely used in studies assessing the 
development of secondary sexual characteristics and correlate moderately well with 
physician ratings (r = 0.82, p < .001) [82]. However, they are limited by reliance on self-
report, which could be biased by both social expectations perceived by the participant or by 
simple unawareness of the participants’ own relative pubertal development [80, 83].  
 
An alternative self-report measure is the Pubertal Development Scale (PDS) [84], on which 
individuals score themselves on a range of factors such as pubic hair and breast 
development on a scale from 1 (Not at all developed) to 4 (Completely developed), in 
addition to females reporting their age at menarche and males their age at voice breaking. 
The PDS is not as reliable as physician-rated pubertal stage – one study reported 
correlations of between 0.61 and 0.67 between self-reported PDS and physician ratings [80, 
82] – but provides an adequate level of reliability given it could be seen as more acceptable 
to schools and parents for administration to children, since it does not feature any images of 
breasts or genitals. A limitation of the PDS is that it combines measures with different 
endocrine underpinnings: as mentioned above, breast development is estrogen-driven, 
while pubic hair development is androgen-driven; different hormonal effects may mediate 
different pathways between pubertal timing and psychological wellbeing, and combining 
the different pathways may mask specific hormonal effects [80, 85].  
 
Additionally, pubertal development can be measured through a single-item self-
report of perceived relative pubertal development. Participants are asked how developed 
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they believe they are compared to their peers, on a scale of ‘much less developed’ to ‘much 
more developed’. This measure could be affected by requiring respondents to make social 
judgments in reporting self-perceptions: responses depend on the respondents’ perception 
of themselves compared to others. This means responses could be confounded by a social 
desire to fit in, and often sees participants’ scores biased towards the average [83]. Among 
female adolescents who all report average menarche at age 13 years, 22% perceived their 
development as early and 11% perceived their development as late compared to their peers 
[86]. It is important to note the subjective nature of self-reported pubertal development; 
self-reports necessarily capture psychosocial in addition to biological factors. Mendle and 
colleagues [87] write that perceived pubertal timing measures capture “a confluence of 
biological, social, and cognitive changes related to puberty…rather than pure biological 
change” (pp. 85). The appropriateness of measures therefore depend on the research 
question; if one is interested in the effects of the subjective experience of puberty, 
subjective measures may be adequate; if one is interested in the biological effects of 
puberty, more objective measures may be necessary [80, 87].  
 
The above measures provide a measure of pubertal stage: the level of pubertal 
development an individual has reached at a fixed time-point. Alternatively, one can measure 
pubertal timing: the point in time at which an individual reaches a particular milestone in 
pubertal development, for example age at onset of menarche or oigarche (first seminal 
emission). The benefit of these measures is that they are objective and salient, and tend to
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Table 1.1 Summary of methods for measuring pubertal timing 
Note: spermarche = first production of spermatozoa in the testicles; oigarche = first seminal emission; measures of hormone concentrations typically measure testosterone and 
estrogen. 
Sex Indicator Objective/Subjective Strengths Weaknesses 
F Age at menarche Objective 
Discrete event; 
Reliably recalled; 
Easy to measure 
Late pubertal event;  
Females only 
F 
Ovarian volume  
(measured via ultrasound) 
Objective 
Less invasive than other measures of 
ovarian volume 
Expensive and time-consuming; 
Relationship between ovarian volume and other 
markers of puberty is unclear 
M Age at voice break Subjective Easy to measure 
Gradual change – imprecise; 
Males only; 
May be subject to recall error 




Difficult to measure - requires urine samples; 
Laboratory urine testing may be expensive; 
May be unknown by participants; subject to recall error 
if self-reported  
M Age at oigarche Objective 
Discrete event; 
Easy to measure 
Males only; 
May be unknown to participants (e.g. if nocturnal) – 
subject to recall error 
M 
Testicular volume (measured 
via ultrasound) 
Objective 
More accurate than traditional measures 
of testicular volume 
Expensive and time-consuming; 
Not widely used; not well-validated 
Both Age at peak height velocity Objective 
Applicable for both sexes; 
Objective measure 
Difficult to measure – requires longitudinal sample; 









Applicable for both sexes 
Measure of stage rather than timing; 
May be seen as inappropriate if featuring diagrams; 
Reliant on participants accurately self-assessing; 
Initially developed only for Caucasian populations  
Both Perceived pubertal timing Subjective 
Easy to measure; 
Applicable for both sexes 
May be unknown by participants; 
Subject to social judgment biases 
Both Physician examination Objective 
Gold-standard measure – expert 
evaluation; 
Applicable for both sexes; 
Well-validated 
May be seen as inappropriate by participants or 
parents; 
Difficult to measure – expensive and time-consuming; 
Measure of stage rather than timing;  






May be seen as more appropriate than 
physician examination or Tanner stages 
by participants or parents; 
Easy to measure; 
Applicable for both sexes; 
Well-validated 
Combines measures of gonadal and adrenal processes; 
Many of the measures occur in late puberty; insensitive 
to changes in early stages of puberty; 
Both Hormone concentrations Objective 
Objective measure; 
Applicable for both sexes  
Difficult to measure – expensive and time-consuming; 
Requires sensitive assays; 
May be uninformative – hormone concentrations vary 
and overlap within and between males and females; 
Complex outcome – different hormones vary in 
concentration according to time of day or point in 
menstrual cycle  
Both Bone age Objective 
Applicable for both sexes; 
Objective measure; 
Very accurate 
Expensive and time-consuming; 
Requires x-rays and radiologist for interpretation; 





be accurately self-reported by adolescents or measured by clinicians [88] (although oigarche 
often occurs nocturnally, so may be unknown to participants). However, they are often 
collected retrospectively and could be prone to recall error. Another measure of pubertal 
timing is peak height velocity (‘growth spurt’), which indicates the point at which an 
individual’s rate of height growth is fastest. This is generally seen as a reliable measure of 
pubertal timing [80], but requires prospective, regular measurement of height. The 
distribution of aPHV is normal in the general population and correlates well with other 
measures of pubertal timing (correlation with age at menarche in ALSPAC r = 0.79; 
correlation with age at menarche in previous research r = 0.81 [89]) [71, 72]. Self-reports of 
perceived pubertal timing have also been used, which are nearly identical to the measures 
of perceived pubertal stage mentioned above. Rather than how developed participants 
perceive themselves compared to their peers, they are asked when they believe their 
pubertal development started compared to their peers, on a scale of ‘much earlier’ to ‘much 
later’ – but, as with the subjective reports discussed above, these measures may be biased 
[83].  
 
Pubertal Stage vs. Pubertal Timing 
An important consideration in puberty research is whether one is examining 
pubertal stage or pubertal timing. Pubertal stage refers to the level of pubertal 
development an individual has reached by a fixed timepoint, whereas pubertal timing refers 
to the age at which an individual reaches a fixed pubertal milestone. The effects of pubertal 
stage and timing can sometimes be confused [90], but are important to tease apart: a 




growing up, and which affects every individual upon reaching a particular stage of pubertal 
development. In contrast, a pubertal timing effect might indicate a change in outcome risk 
associated specifically with the social, psychological, or biological effects of an individual 
experiencing puberty earlier or later than their peers. In cross-sectional research the two 
can be confounded; for example, individuals who are in a more advanced pubertal stage at 
the time of measurement are likely to also have experienced earlier pubertal timing. If, for 
example, individuals at a more advanced pubertal stage showed higher self-harm risk, a 
cross-sectional study collecting data at a single timepoint during adolescence would not be 
able to establish whether the difference in risk was due to a pubertal timing effect (those 
who started puberty earlier being in a more advanced pubertal stage at the time of study) 
or whether it was a pubertal stage effect. If the same study had been conducted 
longitudinally, and collected data beyond the point where all individuals had completed 
puberty, individuals who were initially at less developed pubertal stages may have ‘caught 
up’ in terms of self-harm risk when they reached more developed pubertal stages [91]. 
 
One way of teasing apart the effects of pubertal stage and timing is therefore to 
conduct longitudinal studies with later follow-up of the same participants. If the increased 
risk in early developers is maintained after all participants have experienced puberty, this 
provides evidence for an early pubertal timing effect rather than a pubertal stage effect; 
later developers have not ‘caught up’. Alternatively, though less favourable due to the 
possibility of recall error, study designs where adult participants retrospectively report 
measures of pubertal timing can provide evidence for pubertal timing effects [91]. Further, 




pubertal milestone in each individual. For example, if female adolescents who experienced 
earlier menarche showed increased self-harm risk at age 16 years, this could either be a true 
early pubertal timing effect or it could be a pubertal stage effect: at the point of measuring 
the outcome, individuals who experienced earlier menarche will also be in more advanced 
pubertal stages. If, however, collection of outcome data was tethered to an individual’s 
reported age at menarche such that it was collected exactly six months after experiencing 
menarche for each individual, all individuals would be in the same pubertal stage at the time 
of the collection of self-harm data. If individuals who experienced earlier menarche still 
showed increased self-harm risk, this would be evidence of a pubertal timing effect 
independent of pubertal stage.  
 
Pubertal timing and mental health 
Pubertal timing effects in adolescence 
Existing research has identified an association between the timing of puberty 
relative to one’s peers and risk of a range of mental health problems in adolescence. The 
growing body of literature on the topic is wide-ranging, and beyond the scope of this thesis 
to discuss in depth, so I summarise the general findings and hypotheses below before going 
on to discuss in detail the research examining pubertal timing and self-harm.  
 
Explanations for the observed effects of pubertal timing on mental health in 
adolescence can broadly be categorised into two hypotheses: the social deviance hypothesis 




hypothesis (alternately the early timing hypothesis, the developmental readiness hypothesis 
or the stage termination hypothesis). The social deviance hypothesis posits that adolescents 
who mature at different rates to the population norm, whether early or late, are at 
increased risk of adverse psychological effects because they are physically and socially 
different from most of their peers [83, 84, 92]. Explanations underlying the social deviance 
hypothesis are twofold: first, there is evidence that experiencing transition events at any 
point in life at unexpected times precludes individuals from appropriately anticipating and 
planning for the event, and increases the risk of adjustment problems [93]. Second, 
adolescents are particularly sensitive to peer group influence [94], and it is hypothesised 
that social comparisons may lead to feelings of insecurity and stress [95].  
 
The maturational disparity hypothesis, in contrast, postulates that that it is early 
developers who are at the greatest risk for adverse mental health outcomes during 
adolescence as these individuals experience the most marked mismatch between their 
advanced physical development and slower emotional and cognitive development [84, 96-
98]. This mismatch manifests in two ways: first, as a neurocognitive disparity between early-
developing, puberty-related advancements in limbic pathways which are associated with 
reward- and sensation-seeking and slower-developing, age-related developments in 
prefrontal regions associated with planning and inhibition; a phenomenon known as the 
duel-systems theory [99, 100]. The second manifestation of the developmental mismatch is 
the contrast between psychosocial expectations exerted on individuals as they are 
perceived as more adult and the actual emotional and cognitive abilities of the individuals to 




typically perceived as older than they are [101] and tend to engage in sexual behaviour and 
substance use earlier than their peers [102, 103]. These individuals may lack the necessary 
emotional tools to manage challenging experiences and relationships, and experience 
psychological distress as a result [97, 104, 105].  
 
While there is evidence for both the social deviance and maturational disparity 
hypotheses, the latter has received more consistent support. Early pubertal timing has been 
associated with a range of adverse outcomes, including alcohol and substance misuse [106, 
107], conduct problems [108], eating disorders [109], depression [110], and depressive 
symptoms [85, 111, 112]. In a meta-analysis, Ullsperger and Nikolas [113] examined 101 
studies that had investigated the association between pubertal timing and a broad measure 
of psychopathology which included measures of clinical disorder such as depression, as well 
as high scores on general measures of internalising or externalising behaviour and measures 
of specific dimensions of internalising (e.g. fear) and externalising (e.g. substance use) 
behaviours. The vast majority of the studies were community-based, with only 33 studying 
clinical populations. The authors found an overall negative effect of earlier pubertal timing 
(d = 0.20; 95% CI 0.18, 0.23). The effect sizes were similar for both females (d = 0.23; 95% CI 
0.20, 0.26) and males (d = 0.18; 95% CI 0.14, 0.23). They did not find evidence of between-
sex differences in the effect of pubertal timing (Q = 2.22; p = 0.14), nor of differences 
between community and clinical samples (Q = 2.02; p = .15). 
 
In the Avon Longitudinal Study of Parents and Children (ALSPAC) sample, Joinson and 




symptoms in 2,801 girls at five different timepoints across adolescence: age 13, 14, 16.5, 18, 
and 19 years. Depressive symptoms were measured using the Short Mood and Feelings 
Questionnaire (SMFQ), and data on pubertal development was collected in nine separate 
postal questionnaires completed from age 8 to 17, which asked whether menstruation had 
started and, if so, at what age. The authors found a dose-response effect during early- to 
mid-adolescence: at ages 13 and 14 years, girls who experienced early menarche were more 
likely to have experienced depressive symptoms compared to girls who experienced 
normative or late menarche, even after controlling for confounding factors such as social 
class, major financial problems, and father absence. This result has been supported by a 
more recent Mendelian Randomisation study in the same cohort, which provides evidence 
consistent with a causal effect [76]. 
 
While early pubertal timing is a consistently reported risk factor for females, findings 
for males are much less clear. Some studies have identified an association between late 
pubertal timing and psychopathology in males [115], while others have identified an 
increased risk of externalising behaviour like alcohol use in early- compared to normatively-
maturing males [116]. The difference in results between studies may be due biological, 
psychosocial, or methodological factors. Biologically, boys generally experience the 
physiological changes associated with puberty (gonardache) later than girls [71, 72], despite 
both sexes experiencing adrenarche (the secretion of androgens by the adrenal glands) at a 
similar age [117]. The hormones driving observable pubertal change are different in boys 




estradiol influencing menarche and breast development), and the hormones that affect 
both sexes (e.g. growth hormone) do so to different extents [118].  
 
Alternatively, differences in association between the sexes may arise as a result of 
psychosocial factors. In a society still steeped in expectations of gender roles based on 
biological sex, the beginning of adolescence marks the point at which male and female 
experiences of society delineate. Considering psychosocial factors which may be associated 
with pubertal timing and the risk of mental health problems, there are some which may be 
unique or stronger for each sex. For females, for example, increased risk for early 
developers may be a result of body dissatisfaction, arising from the development of body 
shape away from a perceived thin ideal [109], or from early experiences of sexualisation and 
harassment [119]. For males, puberty tends to increase adherence to traditional gender 
roles, with typically ‘masculine’ traits such as independence and self-reliance being 
endorsed by pubescent males [120]. Males who experience early pubertal timing may feel 
pressured to become more independent before they develop the cognitive and emotional 
capacity to do so – although it should be noted that the authors who examined the 
association found no direct effect of pubertal timing on sex role attitudes using a small 
sample of 85 male adolescents. Early-developing males who identify more strongly with 
socialised masculine sex-roles may also be less willing to seek help for psychological distress 
[121]. There is also some evidence that late pubertal timing is a risk factor for being bullied 
in mid-adolescence for males but not females [122]; male victims of bullying tend to be 
small and weak for their age [123], which aligns with late pubertal timing. Bullying is a well-





The inconsistent findings in males could also be a product of varied data collection 
methods [125] or of the difficulty of accurately measuring pubertal timing in males [126]. In 
females age at menarche is an objective, salient indicator of onset of puberty [80], but no 
direct equivalent exists in males: genital development, as well as the development of 
secondary sexual characteristics (pubic and axillary hair growth, voice change) are gradual 
changes rather than acute events [72]. Age at spermarche (the beginning of spermatozoa 
development in the testicles) is difficult to measure; it requires either urine samples [127] or 
self-report of age at first ejaculation, the validity of which is untested [128]. 
 
Previous research on males’ pubertal timing has therefore relied on perceived 
pubertal timing relative to one’s peers [e.g. 129], or inferred pubertal timing from self-
reported data on pubertal stage and age [e.g. 58]. However, self-reported pubertal stage is 
subjective and agreement with physical examination tends to be low [80]. Self-reported 
relative pubertal timing [129, 130] is frequently not concordant even with self-reported 
pubertal stage; Alsaker and colleagues [83] reported a correlation of 0.45 for females and 
0.48 for males between their perceived relative pubertal timing and self-reported pubertal 
stage, and noted that “the two measures do not tap exactly the same phenomenon” 
(pp.403). Indeed, the authors found that self-reported perceived relative pubertal timing 
tends to be biased towards the average, with 57% of early-developing females and 64.9% of 
early-developing males reporting their perceived pubertal timing as ‘average’ [83]. Clearly, 
self-perceptions of pubertal timing are influenced by social comparison, which may 




it is well-established that individuals experiencing depressive symptoms show negative 
cognitive biases in attention and interpretation [131]; experiencing depression may cause 
individuals to misperceive their pubertal timing and to report increased levels of depressive 
symptoms.  
 
Pubertal timing effects in adulthood 
Although the evidence for pubertal timing effects in adolescence, particularly in 
females, is reasonably robust, the evidence that the effects persist into adulthood is mixed. 
Some studies find persistent effects of pubertal timing [132], but others find that the effects 
of early pubertal timing are limited to adolescence [114, 133, 134]. Copeland and colleagues 
[132] describe two main hypotheses regarding the longitudinal effects of pubertal timing: 
the persistence hypothesis and the attenuation hypothesis (see Figures 1.4, 1.5). The 
persistence hypothesis proposes that the negative outcomes associated with early pubertal 
timing in adolescence, such as substance use and delinquent behaviour – what Moffitt 
describes as “snares”[135] (pp.180) – are “self-propagating” (pp.1219); by engaging in these 
risk factors in adolescence, individuals who experience early pubertal timing also increase 
their risk of impaired social transition into adulthood. Copeland et al specifically describe 
selective persistence, whereby even if individuals who experience early pubertal timing 
move out of engaging in adverse behaviour such as substance use, the consequences of 
their earlier actions continue to limit them. Girls who experience earlier puberty are, for 




earlier [134], which may limit subsequent educational opportunities; there is evidence that 
individuals who experience earlier menarche achieve lower levels of educational attainment 
Figure 1.4 Persistence hypothesis: survival curves showing an early pubertal timing effect which 
persists into adulthood, depicted by hypothetical data. Adapted from Hayward et al [81] 
Figure 1.5 Attenuation hypothesis: survival curves showing an early pubertal timing effect which does 




across adulthood [136].  
 
In contrast, the attenuation hypothesis posits that the adverse consequences of early 
pubertal timing are limited to adolescence and attenuate as individuals move into 
adulthood (Fig 1.4). The attenuation is hypothesised to result from two processes: first, 
individuals who experience early pubertal timing improve in their psychological wellbeing as 
they age, benefiting from increasing maturity and neurocognitive development, and second, 
individuals who experience normative or late pubertal timing eventually catch up with early 
developers and also start to engage in adult-type behaviours like substance use and sexual 
behaviour. Although results are mixed, the attenuation hypothesis has received the most 
support from existing research. Senia and colleagues, for example, studied 451 participants 
from the longitudinal Iowa Youth and Families project. Participants were recruited in 1989 
at mean age 12.7 years and followed up until 2010 when they were aged 35 years on 
average. The authors examined data on pubertal timing (measured via the PDS) as well as a 
range of outcomes including psychological factors (including depression and anxiety), 
substance use, number of sexual partners, and educational attainment. While there were 
correlations between early pubertal timing and nearly all of the outcomes measured during 
adolescence, there was no evidence of an association between pubertal timing and any of 
the outcomes measured during adulthood. These findings support the attenuation 






Pubertal timing and self-harm and suicidal behaviour 
 The following section represents a narrative review of the existing research on 
pubertal timing and stage and self-harm and suicidal behaviour. The studies included in the 
review were identified using a two-stage approach: first, I searched on PubMed using a set 
search term (detailed in Appendix 1.1) for articles published in English at any point up to 
January 2018 and received monthly search updates via automatic email notifications until 
September 2020. Secondly, I scanned the reference lists of relevant articles identified from 
the initial search to identify any articles the search had missed, and used forward citation 
searching to identify any relevant articles which had cited the initially identified articles. The 
methods employed to examine the association between puberty and self-harm have varied 
widely between studies, with different measures of puberty, pubertal stage, and pubertal 
timing combined with a focus on different outcome variables within the broad area of self-
harm and suicidal behaviour. The samples analysed, as well as confounders considered and 
statistical analysis approaches used also vary across studies, which mean overall conclusions 
should be drawn from the literature with appropriate caution. I summarise the literature 
briefly below, after which I describe each study in more detail.   
 
 I identified 20 studies examining the association between pubertal stage or timing 
and self-harm and suicidal behaviour. The studies were broadly similar in design, with one 
study by Tanaka and colleagues [138] a particular outlier in its sample and method (see pp. 
69). The most common setting for the studies I identified was in east Asia (eight studies); 
this was followed by the USA (six studies), then Europe (four studies) and finally Australia 




Sixteen of the studies were cross-sectional; of the four longitudinal studies, three followed 
participants for 18-24 months and one (Tanaka et al) followed participants for 24 years. No 
existing studies collect data in adolescence and then in adulthood – in the four longitudinal 
studies, data collection is restricted either to adolescence or adulthood. Seventeen of the 20 
studies used community samples; of these, 15 examined participants in school and/or 
college, with the age of participants ranging from 12 to 20 years. The two studies that used 
non-school based samples used national survey data of adult participants, with one 
examining women aged >20 years [139] and the other (Tanaka et al) following women aged 
40-69 years [138]. Of the three studies using clinical samples, one studied young adolescent 
outpatients at a psychiatry clinic [140], one adolescents presenting to hospital with either 
suicidal ideation or self-harm [141], and the other studied adult women (mean age 43 years) 
with diagnoses of major depressive, bipolar, or anxiety disorders [142]. Just over half of the 
studies were restricted to female participants, and of the remaining nine studies six 
stratified results by sex. The median sample size of the identified studies was 3,018 (range 
109 – 49,279).  
 
 The most commonly collected measure of pubertal timing was age at menarche, 
which was used in nine studies. This was followed by perceived relative pubertal timing and 
the Pubertal Development Scale (five studies each). Finally, one study used physician-
assessed and self-reported pubertal status [140]. One study used both age at menarche and 
perceived relative pubertal timing in addition to age at voice change [143]. The most 
common outcome measure used was suicide attempt, which was measured in ten of the 18 




followed by self-harm irrespective of intent, which was collected in five studies. Non-suicidal 
self-harm data were collected in four studies, and one study [138] collected data on death 
by suicide. Only three studies explicitly collected data on both NSSH and suicide attempts 
[144-146]. However, Yu and colleagues [145] combined the two measures to create one 
‘self-inflicted violence’ variable. Therefore, only Larsson & Sund [144] and Deng and 
colleagues [146] have examined whether the association between pubertal timing and self-
harm differs according to suicidal intent.  
 
 In general, the literature provides evidence of an association between earlier 
pubertal timing and increased risk of self-harm and suicidal behaviour. Fourteen of the 20 
studies reported evidence for an early pubertal timing effect, and five reported no 
association between pubertal timing and suicidal behaviour. Only one study reported 
evidence of an association between later pubertal timing and increased risk of suicidal 
behaviour, and one study reported some evidence for both early and late pubertal timing 
effects. Neither of the studies which examined both NSSH and suicide attempts found 
differences in their association with pubertal timing. In studies that examined male 
participants separately, three found evidence of early timing effects, two found no evidence 
of a pubertal timing effect, and one found evidence of both early and late timing effects. I 
will first discuss the studies which reported early pubertal timing effects in detail, before 
going on to describe the studies which show null findings and late pubertal timing effects. 






Early pubertal timing effects  
Studies measuring perceived relative pubertal timing  
Five papers published in the fifteen years between 1997 and 2012 used self-reported 
perceived pubertal timing to measure the timing of puberty. These studies are presented in 
Table 1.3. Graber and colleagues [147] examined psychopathology generally, and suicide 
attempt specifically, cross-sectionally in 1,669 American males and females with a mean age 
of 16.6 years. Using a battery of questionnaires, they asked participants whether they 
perceived their physical growth and development as early, on time, or late compared to 
most teenagers their age, and whether they had ever attempted suicide (yes or no). In sex-
stratified analyses of covariance adjusted for age, the authors reported a Z score of 19.36 (p 
< .001) for suicide attempt risk in early compared to on-time developing females. However, 
they found no evidence for a difference in risk for late compared to on-time developing 
females, or for either early or late compared to on-time developing males. A limitation of 
this study is that the authors report a Z score, which is a statistical test of the extent to 
which a result differs from zero; they do not provide an actual estimate of the effect of 
pubertal timing on suicide attempt risk. The finding of increased suicide attempt risk in 
individuals reporting earlier perceived pubertal timing has been replicated in three 
subsequent studies. A Norwegian cross-sectional study of male and female secondary 
school students split participants into three groups: no self-harm, self-harm (“Have you ever 
overdosed or in any way self-harmed?”), and suicide attempts (“Have you ever made a 
suicide attempt?”). The authors found “significant differences” (pp.160) in the proportion of 
individuals reporting perceiving their physical development as “much earlier than my peers” 
(pp.160) in each group: 5.1% in the no self-harm group, 11.1% in the self-harm group, and 




this is the only study to have examined self-harm both with and without suicidal intent 
(those who reported having self-harmed but not attempted suicide were considered non-
suicidal). The authors did not find any differences in the proportion of individuals reporting 
their physical development as earlier than their peers between the self-harm and suicide 
attempt groups. The authors did not stratify analyses by sex, and, as in the Graber et al 
study above, only carried out an analysis of variance (ANOVA) so did not adjust for any 
potential confounders. The self-harm category could also have included suicide attempts; 
the question posed to participants did not specify whether the self-harm in question should 
or should not have been accompanied by suicidal intent.  
 
A different Norwegian study which did stratify by sex was carried out by Wichstrøm 
[129], who conducted a two-year longitudinal study with 7,752 12- to 20-year-olds. 
Perceived pubertal timing, as well as whether the participant had ever attempted suicide, 
was self-reported via questionnaire. To capture suicide attempt in between timepoints, at 
the two-year follow-up participants were asked about time since their last suicide attempt. 
The results showed a linear association between perceived pubertal timing and suicide 
attempt at baseline in males and females – that is, the earlier participants’ perceived 
pubertal timing, the higher their risk of suicide attempt (OR = 1.17, 95% CI 1.09, 1.26). At 
the two year follow up, the pattern of results different by sex: whereas for females the 
association remained linear, for males the association was U-shaped so that both males who 
perceived their development as earlier than their peers and those who perceived their 
development as later than their peers showed increased risk of suicide attempt compared 




for depressed mood, self-worth, social integration, and alcohol intoxication. This study was 
the first to identify possible sex-specific pubertal timing effects on self-harm.  
 
Michaud and colleagues [130] also stratified their analyses by sex. The authors 
examined a large sample (N = 7,488) of Norwegian adolescents aged 16-20 years in a cross-
sectional study of the association between pubertal timing and a range of psychological 
factors, including suicide attempts. The authors used a perceived pubertal timing measure, 
asking participants “If you think of the age at which your puberty began, do you feel that, in 
comparison with your peers, you were (1) much ahead, (2) ahead, (3) about as they were, 
(4) lagging behind, or (5) lagging much behind others?” (pp.173). Participants additionally 
reported whether they had attempted suicide over the past 12 months, and associations 
between the exposure and outcome were measured using logistic regression analyses 
adjusted for immigration status, parental education level, living in a rural versus an urban 
location, and being an apprentice versus being an academic student. The authors found 
some evidence that, compared to females reporting on-time pubertal timing, females who 
reported early pubertal timing showed an increased risk of suicide attempt (OR 1.54, 95% CI 
0.96, 2.45). The evidence of an effect of early pubertal timing was stronger in males (OR 
4.90, 95% CI 2.96, 8.08). The authors found no evidence for an effect of late pubertal timing 
in either sex (females: OR 0.71, 95% CI 0.38, 1.31; males: OR 1.54, 95% CI 0.73, 3.28).  
 
The most recent study to use perceived pubertal timing as its exposure variable was 
conducted by Fried et al [143], who examined a nationally representative survey of around 




perceived pubertal timing as well as self-reported age at menarche for females and age at 
voice change for males. For all measures but voice change, the authors dichotomised 
pubertal timing measures as either ‘normal’ or ‘non-normal’, the latter of which included 
both early and late developers. For voice change the authors classed any voice change 
before the age of 14 as ‘normal’ and any age later than that as ‘non-normal’ (I presume – in 
the published paper the categorisation is unclear, possibly due to a transcription error: the 
sentence reads “Ages greater than or equal to 13 were considered ‘normal’ compared to 
those who matured later”, pp.115). Reports of suicide attempts in the past 12 months were 
recorded as the outcome variable. The authors carried out logistic regression analyses 
controlling for sex, race, age, socioeconomic status, and immigrant status, and used ‘non-
normal’ pubertal timing as the reference group. The results provided some evidence for 
pubertal timing effects: there was evidence in the 9th grade group that ‘normal’ age at 
menarche was associated with reduced risk of suicide attempt (OR 0.29, 95% CI 0.11, 0.75) 
and that ‘normal’ age at voice change was associated with increased risk of suicide attempt. 
However, for males this result was based on a comparison between groups of 23 (in the 
‘normal’ group) and two (in the ‘non-normal’ group) individuals who reported a suicide 
attempt, and the uncertainty of the result was reflected in wide confidence intervals (OR 
16.36; 95% CI 3.23, 82.87). Similarly, the authors presented evidence that among 11th 
graders ‘normal’ age at menarche was associated with an increased risk of suicide attempt, 
but this analysis compared 19 individuals with a suicide attempt (‘normal’ group) to just one 
individual (‘non-normal’ group; OR 10.79, 95% CI 1.24, 94.10). In multivariable regression 
analyses of the 9th grade data, the authors found that compared to males with ‘normal’ 
pubertal timing, females with ‘non-normal’ timing showed increased risk (OR 3.81, 95% CI 




0.01, 0.25). This study was likely underpowered to detect pubertal timing effects with any 
reliability, and the authors attempted to address this by combining early and late pubertal 
timing categories into one ‘non-normal’ category. However, the results are less informative 
as they do not tell us whether pubertal timing effects are driven by early or late timing. 
Aside from providing some evidence of an effect of pubertal timing, the results of this study 
are challenging to interpret with any certainty.  
 
Studies measuring pubertal stage using the PDS  
These five studies are presented in Table 1.3. In 2007 George Patton and colleagues 
published a study which investigated the association between pubertal stage and self-harm, 
cross-sectionally examining 3,332 adolescents between the ages of 10 and 15 years in 
Washington, USA, and Victoria, Australia [58]. In a departure from earlier research, the 
authors used a self-report on the Pubertal Development Scale [84] to assess pubertal stage. 
This measure is more reliable than perceived pubertal timing [80], yet the authors report 
intraclass correlations between the PDS scores and self-reported Tanner scores 
administered to a subsample of participants of only 0.54 (95% CI 0.26, 0.82). The PDS was 
used to assess pubertal stage, which was categorised into early/prepuberty (Stages I and II), 
mid-puberty (Stage III), and late/completed puberty (Stages IV and V). Pubertal timing was 
inferred from testing interactions between pubertal stage and age. Self-harm data was 




Table 1.2 Studies examining the association between pubertal timing, measured using perceived relative pubertal timing, and self-harm. 


















pubertal timing (1) 
Self-reported 
Suicide 
attempt (2) Age Yes 
Girls: Early v on-time: Wald K = 19.36 (p < .001) 
Late v on-time: Wald K = 0.72 (ns) 
Boys: Early v on-time: Wald K = 0.16 (ns) 
























 'Significant differences' in proportion of each 
group reporting pubertal development "much 
earlier than my peers": 
 
5.1% who reported no self-harm  
11.1% who reported self-harm  
12.1% who reported a suicide attempt 
 































Association between pubertal timing and follow-
up suicide attempt was linear for girls and U-
shaped for boys. 
Unadjusted analyses not reported.  
 
Adjusted 
Previous suicide attempt OR 1.17 (1.09, 1.26) 
No significant gender interaction (OR not 
reported) 
Follow-up suicide attempt OR 1.21 (1.06, 1.37) 
Significant gender interaction: Wald = 6.91; OR 


























Early and late compared to on-time pubertal 
timing. Unadjusted analyses not reported. 
 
Adjusted 
Girls: Early OR 1.54 (0.96 - 2.45) 
Late OR 0.71 (0.38 - 1.31) 
Boys: Early OR 4.90 (2.96 - 8.08) 
Late OR 1.54 (0.73 - 3.28) 




N = 1,648 
(9th grade) 












Age at menarche 
(females) 






Sex, race, age, 
receiving public 
financial 
assistance, born in 
the USA 
Yes 
Compared to males with 'normal' pubertal timing. 




'Normal' female OR 1.17, 95% CI 0.61, 2.27 
'Non-normal' female OR 3.81, 95% CI 1.61, 9.03 
'Late' male OR 0.05 95% CI 0.01, 0.25 
 
11th grade 
Physical development not predictive of suicide 

















1. Participants indicated whether their physical growth and development was early, on time, or late in comparison with that of most teenagers their age 
2. Self-report: "Have you tried to kill yourself?" 
3. “When you look at yourself now, do you think you are more or less physically mature compared to others (of the same sex) at your age?” 
4. “Ever overdosed or in any way self-harmed?” 
5. “Ever made a suicide attempt?”  
6. “When you look at yourself now, do you think you are more or less physically mature compared to others (of the same sex) at your age?” 
7. “Ever made a suicide attempt?” 
8. “If you think of the age at which your puberty began, do you feel that, in comparison with your peers, you were (1) much ahead, (2) ahead, (3) about as they were, (4) 
lagging behind, or (5) lagging much behind others?” 
9. Attempted suicide in the past 12 months 








deliberately hurt yourself or done anything that you know might have harmed you or even 
killed you?”. In a follow-up question, participants who answered positively were asked 
“What was it that you did?”. Research assistants then coded responses as definite, 
probable, or absent self-harm based on participants’ follow-up description. In a multivariate 
logistic regression model including age, school grade, and study location, individuals in the 
late/completed category of pubertal stage were four to five times more likely to report 
definite (OR 4.6, 95% CI 1.5, 14.0) or probable self-harm (OR 5.4, 95% CI 2.0, 15.0) compared 
to individuals in the pre/early pubertal stage. The authors found no interaction between 
pubertal stage and age, which they interpreted as demonstrating that those individuals who 
were in later stages of puberty at the time of measurement started puberty earlier than 
individuals in earlier pubertal stages at the time of measurement. This result is therefore 
evidence of an early pubertal timing effect on self-harm risk. After adjustment for 
depressive symptoms, being sexually active, and drinking alcohol more than once a week, 
the confidence intervals widened to include the null (definite self-harm OR 2.4, 95% CI 0.8, 
7.3). This finding suggests that the effects of early pubertal timing may be fully mediated by 
these factors, a hypothesis I discuss in detail in Chapter 5.  
 
 Miller et al conducted a longitudinal analysis of a US sample of 220 female adolescents 
(mean age 14.69 years, SD 1.37) [148]. Participants and their mothers completed the PDS at 
baseline and the two reports were averaged together. The participants were followed up for 
a total of 18 months. The time between baseline and nine months was considered Time 1, 
and the time between nine and 18 months was considered Time 2. Participants completed 




in parent, peer, and romantic relationships, and the Self-Injurious Thoughts and Behaviors 
Interview, which measured frequency of NSSI by asking “How many times since the last 
follow-up [three months] did you purposefully hurt yourself without wanting to die?”. The 
authors found that higher romantic stress at Time 1 was associated with NSSI at Time 2, but 
only for participants with more advanced pubertal status at Time 1 (b = .18, p < .05). 
However, there was no evidence of direct effects of PDS score or of interaction effects 
between PDS score and parent or peer relationships and NSSI.  
 
 The most recent study to examine PDS data in relation to self-harm was conducted 
by Yu and colleagues [145]. The authors examined the association between pubertal stage 
and violence, both self-inflicted and interpersonal, among 2,704 middle school students 
(mean age 13 years) in China. In a cross-sectional survey, the authors collected PDS data and 
data on lifetime NSSH and attempted suicide in the past 6 months. The authors then 
collapsed NSSH and suicide attempts into one ‘self-inflicted violence’ variable. In logistic 
regression analyses adjusted for age, quality of parental relationships, being an only child, 
number of friends, childhood maltreatment, and depression, being in later pubertal stages 
was associated with higher odds of reporting self-inflicted violence compared to being in 
earlier pubertal stages (boys OR 2.80, 95% CI 1.19, 6.60; girls OR 1.88, 95% CI 1.03, 3.43). 
This study is limited by its cross-sectional survey design, as well as adjusting analysis for 
depression (which could be a mediator rather than a confounder) and using a collapsed self-
inflicted violence variable. Given there is so little evidence examining differences in the 
association with puberty between self-harm with and without suicidal intent, and the fact  




Table 1.3 Studies examining the association between pubertal timing, measured using the Pubertal Development Scale, and self-harm. 








USA & Australia 











Depressive symptoms, being 
sexually active, alcohol 
consumption; family 
attachment, family conflict, 
poor family management, 
school connection, school 
commitment, bullying; 
impulsivity, emotional control, 
self-blaming coping style, 
rational coping style 
No 
Compared to early stage/pre-pubertal: 
 
Unadjusted 
Mid stage OR 2.1 (0.7, 6.2) 
Late stage/completed puberty OR 4.6 (1.5, 14.0) 
 
Adjusted 
Mid stage OR 1.4 (0.5, 4.5) 

















self-harm (2) Unadjusted analysis 
Females 
only 
Higher PDS score at time 1 associated with 
greater time 2 romantic stress (β = .16 p < .001). 
Time 1 romantic stress associated with time 2 
NSSH only for girls with higher PDS score at time 
1 
(simple slopes analysis = -.08, p = .01)  








Mean age boys 
= 13.46 (SD 
0.90); girls = 











Age, relationship with both 
parents, only child, number of 
friends, depression, childhood 
maltreatment 
Yes 
Later pubertal stage associated with higher risk 
of 'self inflicted violence'  
 
Compared to early pubertal stage: 
Age adjusted 
Boys: Late OR 2.50 (1.09, 5.77) 
Girls: Mid OR 1.81 (1.01, 3.28) 
Late OR 1.84 (1.03, 3.31) 
 
Fully adjusted 
Boys: Late OR 2.80 (1.19, 6.60) 
Girls: Mid OR 1.81 (1.01, 3.40) 


































Self-harm (5) Sex, age, school grade Females only 
Late pubertal stage compared to pre-pubertal.  
Unadjusted analyses not reported. 
 
Grade 7:  Youth report: OR 2.5 (0.89, 7.05) 
Parent report: OR 0.79 (0.18, 3.52) 
Grade 8   Youth report: OR 6.61 (0.88, 49.86) 


















(Only t-test reported) No 
Mean PDS score lower in non-suicidal ppts than 
in suicidal ppts. 
 
Girls difference: suicidal = 7.3 (SD 2.6), non-
suicidal = 5.7 (SD = 2.4); t = -1.2, p = ns (not 
reported) 
Boys difference: suicidal = 6.5 (SD 2.0), non-




1. “In the past year, have you ever deliberately hurt yourself or done anything that you knew might have harmed you or even killed you?” 
2. "How many times since the last follow-up did you purposefully hurt yourself without wanting to die?" 
3. “Have you ever harmed yourself in a way that was deliberate but not intended as a means by which to take your life? These might include hitting, hair-pulling, head- banging, pinching, 
biting, cutting, overdosing, and ingesting non-ingestible substances.” 
4. “Have you attempted suicide in the past six months? Attempted suicide is defined as having carried out suicidal behaviors but surviving, either by being saved by others or by having the 
fatal actions fail. Attempted suicide refers to intentionally self- inflicted poisoning, injury, or self-harm with a fatal intent.” 
5. “I deliberately try to hurt or kill myself” 







that the NSSH measure was lifetime while the suicide attempt measure was past 6 months, 
combining these together may have masked some important nuance in the results. 
 
Studies measuring age at menarche  
In the last decade, the focus of studies examining the effects of pubertal timing on 
self-harm risk has shifted towards more objective pubertal timing measures. Since 2011, 
nine studies have been published which use age at menarche as their exposure variable, six 
of which have reported negative effects of earlier age at menarche. A different six of the 
nine studies were from east Asian populations. Although cross-cultural differences have not 
been formally tested, it has been proposed that east Asian populations may differ from 
Western populations in terms of social conservatism and proscription of behaviours such as 
adolescent sexual activity [149]. These more conservative social practices may affect 
individuals’ propensity to engage in adverse behaviours [150], which may mean associations 
between pubertal timing and self-harm risk might be weaker. It has been noted that more 
research on pubertal timing in an east Asian context is needed [151]. Two of the more 
recent studies looked cross-sectionally at suicidal behaviour in 14- to 15-year-old females in 
China, and both found evidence that earlier age at menarche was associated with increased 
self-harm and suicidal behaviour risk. Deng et al [146] found that compared to experiencing 
on-time menarche, experiencing menarche younger than 11 years of age was associated 
with an increased risk of suicidal ideation (OR 1.71, 95% CI 1.38, 2.11), suicide attempt (OR 
1.80, 95% CI 1.21, 2.69), and self-harm (OR 1.65, 95% 1.35, 2.01). Note, there are no 
differences in the effect estimates for suicide attempt and self-harm. This suicidal ideation 




attempt estimate was not (suicide attempt OR 1.35, 95% CI 0.87, 2.10). Both of these 
studies were strengthened by adjustment for a range of potential confounders including 
age, school grade, and socioeconomic status. However, Chen and colleagues also adjusted 
for smoking and alcohol use, internalising and externalising symptoms, and hopelessness, all 
of which could be reasonably hypothesised to lie on the causal pathway between age at 
menarche and self-harm: they may be mediators rather than confounders. Adjusting for 
these factors may have incorrectly attenuated an effect we are interested in.  
 
More recently still, Lee and colleagues [153] used a nationally representative online 
survey to examine the association between age at menarche and suicidal ideation in over 
8,000 Korean adolescents every year from 2011 to 2015. The authors controlled for age, 
perceived life stress, and current depressive symptoms (which may lie on the causal 
pathway between pubertal timing and suicidal ideation and therefore be a mediator rather 
than a confounder), and found that earlier menarche was associated with increase suicidal 
ideation risk in each year of study (e.g. 2015 OR 1.13, 95% CI 1.03, 1.24). More evidence for 
an effect of early menarche on suicidal behaviour risk has come from Europe and the USA, 
from school-based [154] and clinical samples [141] in the USA and a clinical sample in Italy 
[142]. Ruedinger and colleagues [154] investigated the association between age at 
menarche and NSSH, adjusting analyses for race, age, and socioeconomic status , and found 
that participants whose age at menarche was categorised as ‘very early’ (age 10 years) were 
just over 50% more likely to report NSSH than participants whose age at menarche was 
categorised as ‘on-time’ (age 12-13 years; OR 1.56, 95% CI 1.01, 2.42). However, the authors 




the authors do not report the adjusted null OR – given the proximity of the lower 
confidence interval of the unadjusted OR to 1, a small change may have moved the results 
into statistical ‘non-significance’ while still providing some evidence of an association. I was 
unable to find out the adjusted OR through personal correspondence with the authors. 
Further, this study was not published in a peer-reviewed journal (instead appearing as a 
conference poster abstract), so the results should be treated with caution.  
 
Ortin and Miranda [141] examined the association between age at menarche and 
the timing of onset of suicidal ideation in 109 adolescents who had presented to two 
hospitals with suicidal ideation or suicide attempt in the USA. The authors collected age at 
menarche and suicidal ideation data from interviews with the participants and their parents, 
and dichotomised age at menarche at the median to create an early (<11 years) and 
normative (>11 years) timing of menarche variable. In linear regression models adjusted for 
current NSSI, age, ethnicity, income, presentation hospital, and current depressive 
symptoms, the authors found that participants with early menarche had a younger onset of 
suicidal ideation (mean 12.5 years, SD 1.9) than participants with normative menarche 
(mean 14.3 years, SD 1.7; b = -1.23, SE 0.38, p = .002). Tondo and colleagues [142] 
investigated suicidal ideation and self-harm in a sample of female participants with 
diagnoses of major affective or anxiety disorders, and found that the mean age at menarche 
in those who reported suicidal behaviour (either self-harm or ideation – 12.7 years, 95% CI 
12.5, 12.8) was slightly younger than in those who did not report suicidal behaviour (12.9 
years, 95% CI 12.8, 13.0; t = 2.47, p = .01). Only the results of a t-test are reported by Tondo 




Table 1.4 Studies examining the association between pubertal timing, measured using age at menarche, and self-harm 









N = 5,597 (school) 
N = 2,768 (college) 
Females 
Mean age 14.73 
(school; SD 0.72) 
Mean age 19.43 
(college; SD 1.00) 
Cross-
sectional 
Age at menarche 
Self-reported 
a) Suicidal ideation (1) 
b) Suicide plan (2) 
c) Suicide attempt (3) 
d) Self-harm (4) 
School grade, registered 
residence, being the only 
child in the family, self-
reported family economic 
status, self-perceived body 
shape, parental education 
level 
N/A 




Suicidal ideation OR 2.01 (1.63, 2.48) 
Suicide plan OR 1.71 (1.27, 2.32) 
Suicide attempt OR 2.20 (1.49, 3.25) 
Self-harm (>1) OR 1.86 (1.53, 2.26) 
Self-harm (>4) OR 2.52 (1.62, 3.91) 
 
Adjusted 
Suicidal ideation OR 1.71 (1.38, 2.11) 
Suicide plan OR 1.71 (1.27, 2.32) 
Suicide attempt OR 1.80 (1.21, 2.69) 
Self-harm (>1) OR 1.65 (1.35, 2.01) 





N = 5,831 
School 
Females 




Age at menarche 
Self-reported 
a) Suicidal ideation (5) 
b) Suicide plan (6) 
c) Suicide attempt (7) 
Age, number of friends, 
smoking, alcohol use, 
internalizing (excluding 
suicidal items), externalizing, 
hopelessness, marital status 
of parents, economic status 
N/A 
Menarche <11 years compared to 
menarche >13 years. 
 
Unadjusted 
Suicidal ideation OR 1.35 (1.10, 1.68) 
Suicide plan OR 1.52 (1.15, 2.01) 
Suicide attempt OR 1.57 (1.05, 2.35) 
 
Adjusted 
Suicidal ideation OR 1.41 (1.10, 1.81) 
Suicide plan OR 1.35 (0.99, 1.84) 
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N = 8,202 – 8,702 
School 
Females 




Age at menarche 
Self-reported 
Suicidal ideation (8) 
Age, perceived stress, 
depressive symptoms 
N/A 
Menarche before Grade 6 (early) 
compared to menarche during Grade 6 
(average).  
Unadjusted analyses not reported. 
 
2011: OR 1.15 (1.07, 1.23) 
2012: OR 1.10 (1.02, 1.19) 
2013: OR 1.26 (1.16, 1.37) 
2014: OR 1.13 (1.04, 1.23) 






N = 1,165 
School 
Females 








Race, age, socioeconomic 
status 
N/A 




OR 1.56, 95% CI 1.01, 2.42 
 
Results null after adjustment for BMI; 






N = 109 
Clinical  
Females 




Age at menarche 
Self-reported  





N/A Early menarche associated with earlier 
suicidal ideation onset. 
 
SI onset 
Early menarche = 12.5 years (SD 1.90) 
On-time menarche = 14.3 years (SD 1.70) 





N = 1,139 
Clinical  
Females 
Mean age 42.9 
Cross-
sectional 
Age at menarche 
Self-reported 
a) Suicidal ideation 
(11) 
b) Self-harm (12) 
Unadjusted analysis 
(Only t-test reported) 
N/A 
Mean age at menarche 
In those who reported suicidal behaviour 
= 12.7 (12.5, 12.8)  
In those who did not = 12.9 (12.8, 13.0) 
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Age, BMI, impulsivity, 
internalising and 
externalising problems, 
family social demographics 
N/A 
Compared to menarche at 12-13 years.  
 
Unadjusted 
<= 11 years OR 1.12 (0.91, 1.37) 
>= 14 years OR 1.05 (0.90, 1.22) 
 
Adjusted 
<= 11 years OR 1.00 (0.80, 1.26) 














Age at menarche 
(14) 
Self-reported 
Suicide death (15) 
BMI, ever smoked, alcohol 
consumption, perceived life 
stress, living with spouse, 
past history of disease, 
parity, menopausal status, 
exogenous hormone use 
N/A 
Compared to menarche at <= 13 years: 
 
Unadjusted 
HR 14-15 years = 1.36 (95% CI 0.91, 2.05) 
HR >= 16 years = 1.42 (95% CI 0.86, 2.34) 
 
Adjusted 
HR 14-15 years = 1.36 (95% CI 0.90, 2.05) 
HR >= 16 years = 1.37 (95% CI 0.82, 2.28) 










Age at menarche 
Self-reported 
a) Suicidal ideation 
(16) 
b) Suicide attempt 
(17) 
Unadjusted analysis N/A 
Participants who reported ever being 
suicidal (ideation or attempt) tended to 
have later age at menarche than those 
who reported no suicidality. No statistical 
tests. 
Note: 
1. "Have you ever seriously thought about suicide?" 
2. "Have you made any plan to implement suicide?" 
3. "Have you ever attempted suicide?" 
4. "Have you ever tried to injure yourself during the past year?" 
5. "I have thought seriously about killing myself" 
6. "I have a plan to kill myself" 
7. "I have tried to kill myself" 
8. “Have you seriously thought about suicide within the last 12 months?” 
9. "Have you ever deliberately hurt yourself, such as cutting, scratching or burning, but not 
with the goal of ending your life?" 
 
10. Semi-structured interview. Question not reported. 
11. Ever experienced suicidal ideation 
12. Ever experienced a suicidal act 
13. “I have tried to hurt myself deliberately without intention to kill myself” 
14. Categorised as <= 13, 14-15 and >=16 years 
15. Assessed via death certificates. 
16. Self-report: "Within the last year, have you ever seriously thought about killing 
yourself?" 























Table 1.5 Single study examining the association between physician-assessed pubertal timing and self-harm. 




















a) Suicidal ideation  
b) Suicide threats 
c) Suicide attempts 
(2) 
Unadjusted analysis Yes 
Best fitting log-linear model (tested 
with likelihood ratio) included: age, 
sex, pubertal status, suicidal ideation 
(SI),  
SI * sex interaction, SI * age 
interaction. 
L2 = 10.01 (df 5); p>0.05  
Note: 
 
1. Measured by "physical examination or direct questioning by the examining psychiatrist" 





at menarche and suicidality did not remain in multivariate models which included the 
presence or absence of siblings, living in an urban or rural location, employment status, and 
substance use. The authors do not report the extent to which the association weakened.  
These studies are presented in Table 1.4. 
 
Null findings  
The earliest study to directly investigate the puberty and self-harm identified by my 
search was a study published in 1987 by Zubrick and colleagues [140]. The authors sampled 
1,060 9- to 14-year-olds who had attended a psychiatric outpatient clinic in Western 
Australia. Participants were categorised as pre-pubertal or pubertal based on either 
physician-assessed or self-reported appearance of pubic hair in males and females and 
budding breasts in females – the authors do not report the proportion of participants 
assessed via each method. This is the only study to use a measure of physician-rated 
pubertal timing, and such is presented alone in Table 1.5. Suicidal behaviour was coded as 
either absent, minimally present, or definitely present based on responses to the register of 
clinical data item ‘suicidal ideation, threats and attempts’ in psychiatric interviews. The 
minimally present and definitely present codes were collapsed into one to create a binary 
suicidal behaviour variable. The authors used hierarchical generalised log-linear models in 
their analysis, implementing stepwise addition of main and interaction partial chi-square 
effects until the simplest, best-fitting model explaining the association between age, sex, 
pubertal status, and suicidal behaviour was identified using likelihood ratio tests. Using this 
method, the authors found no effect of puberty on self-harm risk: participants’ risk of 




(being female increased risk), irrespective of their pubertal status. This study is presented in 
Table 1.5. 
 
There are some areas in which this study could be improved. It is not made clear, for 
example, how pubertal status data was collected; it appears some participants were 
physically examined by medical doctors, while others simply self-reported during their 
psychiatric interview. It is also unclear what proportion of participants reported self-harm 
versus suicidal ideation, as all suicidal behaviour is collapsed together (and, confusingly, 
referred to throughout the report of the study as suicidal ideation). With regards to pubertal 
timing, the authors did not directly collect pubertal timing data, instead producing 
interaction terms between pubertal status and age (which were associated with self-harm). 
The study represents an important contribution to puberty and self-harm research, but 
methodological issues left many questions unanswered. 
 
Liu and colleagues [155] collected cross-sectional data on 5,696 Chinese female 
school students (aged 12-18 years), including self-reported age at menarche and lifetime 
NSSH. In logistic regression analyses adjusted for age, BMI, impulsivity, internalising and 
externalising problems, and family social demographics, the authors found no difference in 
risk for early (≤11 years OR 1.00, 95% CI 0.80, 1.26) or late developers (≥14 years OR 1.05, 
95% CI 0.89, 1.25) compared to those with on-time menarche. Given the established 
association between pubertal timing and adverse mental health outcomes, it is plausible 
that factors like internalising and externalising problems may be on the causal pathway 




attenuated some of the true effect; nonetheless, unadjusted ORs still showed no evidence 
of an effect (≤11 years OR 1.12, 95% CI 0.91, 1.37; ≥14 years OR 1.05, 95% CI 0.90, 1.22). The 
authors also excluded from the analyses any participants who had not yet experienced 
menarche (n = 460; 8.3% of the sample). With an overall mean age of 15.0 (SD 1.4) in the 
sample, participants who had not yet experienced menarche would likely have fallen into 
the late menarche (≥14 years) category. The authors report that participants who had 
experienced menarche were more likely than those who had not to report NSSI (adjusted 
OR 1.62, 95% CI 1.20, 2.20). The authors may have detected an effect of early pubertal 
timing had they included in their analyses the 460 participants with both later menarche 
and lower incidence of NSSI. This study is presented in Table 1.4. 
 
In 2010 Chiang and colleagues [156] collected PDS data from a school sample of 13 
to 14-year-old Chinese adolescents (n = 1,388) and collapsed responses into four categories: 
pre-puberty, early puberty, middle puberty, and late/post-puberty. The authors collected 
self-harm data using the Child Behavior Checklist (parent-report) and the Youth Self Report 
(child self-report) and did not differentiate between self-harm with and without suicidal 
intent. The authors found no evidence for differences in self-harm risk according to pubertal 
stage in sex-adjusted logistic regression analyses; though the point estimates reflect 
increased risk in each pubertal stage compared to pre-puberty, the confidence intervals of 
each estimate are wide and cross the null (early puberty OR 1.26, 95% CI 0.39, 4.06; middle 
puberty OR 1.25, 95% CI 0.42, 3.71; late puberty OR 2.50, 95% CI 0.89, 7.05). In addition, as 
well as having wide confidence intervals which cross the null, the point estimates for 




puberty OR 0.88, 95% CI 0.19, 4.18). Crucially, this study actually examined pubertal stage 
rather than pubertal timing: the authors did not regress their pubertal stage data on age to 
create pubertal timing residuals, nor did they adjust for age in regression analyses. Added to 
this, the pubertal stage data were heavily skewed: there were more participants in the 
late/post-puberty category (n = 643) than in all three other pubertal categories combined (n 
= 577). This means even if the authors had investigated pubertal timing by regressing the 
pubertal stage data on age, pubertal timing effects may have been masked as most 
participants (not just those with early pubertal timing) were in the latter stages of puberty. 
This study is presented in Table 1.3. 
 
Riesch and colleagues [157] also assessed pubertal stage using the PDS. Riesch and 
colleagues used suicidal ideation as their outcome measure, with the question “Have you 
ever thought about killing yourself?”. The authors found that both males and females who 
reported experiencing suicidal ideation reported more advanced pubertal stage than those 
who reported no suicidal ideation, implying a link between earlier pubertal timing and 
suicidal ideation risk. However, the association was only tested using a t-test to compare the 
mean PDS score in each suicidal ideation group. This means the authors did not control for 
potential confounders such as socioeconomic status, nor control for participant age. This 
analysis could therefore only directly show an association between pubertal stage and 
suicidal ideation, not pubertal timing. Regardless, the results of the t-test showed that there 
was no statistical evidence for a difference in the mean PDS scores in the suicidal ideation 




underpowered to detect anything but a large effect – only 16 participants reported suicidal 
ideation in the whole sample. This study is also presented in Table 1.3. 
 
Most recently Tanaka and colleagues [138], using a large population-based sample of 
49,279 Japanese participants, examined the association between age at menarche and 
suicide death, established using the International Classification of Diseases codes for 
intentional self-harm on death certificates. The authors examined the association using 
logistic regression analyses adjusted for BMI, smoking and alcohol consumption, perceived 
life stress, parity, living with a spouse, menopausal status, and exogenous hormone use. 
While the authors found some evidence that, compared to those who experienced early 
menarche (≤13 years), those who experienced later age at menarche were at increased risk 
of suicide death (menarche at 14-15 years HR 1.36, 95% CI 0.91, 2.05; menarche at ≥16 
years HR 1.42, 95% CI 0.86, 2.34), all confidence intervals overlapped the null so no 
conclusions can be confidently drawn. Despite the very large sample (n = 49,279), the 
analyses may still have been underpowered: the outcome was exceedingly rare, with only 
148 suicides recorded out of nearly 50,000 participants. In addition, participants in this 
study were aged between 40 and 69 years at baseline. We know very little about the 
longitudinal effects of pubertal timing on self-harm risk, but it is possible that effects on 
adolescent self-harm may have attenuated as participants aged. In any case, the population 
of this study being so much older than the adolescent samples of the majority of studies, 
plus the measurement of suicide death as opposed to non-fatal self-harm, makes the results 





Late pubertal timing effects  
As described above, two studies reported evidence of late pubertal timing effects; 
one in addition to early timing effects, and one just a late timing effect. The study by Jung 
and colleagues has a very large sample size, with 27,067 participants [139]. The authors 
carried out a cross-sectional study on adult (age >20 years) women as part of a wider 
national survey of oral contraceptive use and suicidal behaviour, and as part of the survey 
collected retrospective data on age at menarche. The authors present the weighted 
proportion of individuals reporting age at menarche in four age brackets (age <13, 13, 14-
15, and >16), stratified by whether or not participants reported either suicidal ideation or 
suicide attempt in the past year. The proportion of individuals reporting age at menarche in 
the >16 bracket appears to be higher in the suicidal behaviour group (36.8%) than in the no 
suicidal behaviour group (26.4%). However, the authors reported no statistical tests of this 
difference. This means not only were the groups not formally compared, but there was no 
adjustment for confounders, so the observed differences may be biased. This study is 
presented in Table 1.4. 
 
Possible mechanisms  
 Given the substantial health risks associated with self-harm [158, 159] it is 
imperative to make efforts to reduce self-harm risk. However, delaying the timing of 
puberty would be an impractical intervention to reduce self-harm risk given it may 
introduce its own associated problems. For children who experience clinically precocious 
puberty (onset <8 years) treatment typically involves pharmacological suppression of the 




symptoms such as headaches and hot flushes, and abscesses at the site of injection [160]. 
Further, in a randomised control trial of adult women treated for endometriosis using the 
same method, patients in the treatment arm showed increased depressive mood symptoms 
compared to controls [161]. Clearly, then, this approach would be unsuitable as an 
intervention to reduce psychological distress. Rather, modifiable mechanisms underlying 
the association between the timing of puberty and self-harm risk must be identified in order 
to develop and target appropriate interventions for individuals experiencing earlier pubertal 
timing. 
 
Previous research investigating the association between pubertal timing and mental 
health problems, including suicidal behaviour, has identified a number of potential 
mechanisms of action underlying the association, including mismatches in neurocognitive 
development [99] and social differentiation as a result of physical differences to peers [114]. 
In this thesis I have focused on three key possible mediators: associating with older peers, 
engaging in risky behaviours, and experiencing increased depressive symptoms. I have 
chosen to focus on these mediators for three reasons. First, each has been commonly 
proposed as an explanation for the association between pubertal timing and self-harm [58, 
134, 152], without having been rigorously statistically tested. Second, it seems reasonable 
to assume that a number of mediating factors interact in driving the early pubertal timing 
association, so I constructed a hypothesised mediation model in which the mediators were 
associated and interacted with one another. It was not clear how other potential mediators, 
such as social isolation or bullying, fit into the hypothesised model, so could not be included. 




extent by practicality. ALSPAC has sufficient data, collected at the correct timepoints, to 
examine the three proposed mediators; other data, such as neurocognitive development, 
were absent or recorded too late in adolescence to be considered. The time and scope of 
PhD research is also limited, so some possible mediators for which there were data (e.g. 
bullying) could not be examined. In the following section I discuss the three potential 
mediators studied in this thesis in detail.  
 
 Stattin and Magnusson [134] highlighted the importance of adolescent peer 
networks in mediating effects of pubertal timing. In a longitudinal study of Swedish 
adolescent females, the authors examined the association between the timing of puberty 
and adverse social and psychological outcomes. Using a school-based sample of 466 
Swedish adolescent females, the authors collected data on age at menarche (categorised 
into four groups: <11 years, 11-12 years, 12-13 years, and >13 years) and a range of factors 
including parental relations, drug and alcohol use, peer relations, and psychological factors 
like anxiety and depression. Data were collected in five waves over a period of 16 years, 
from when the participants were aged 10 years until age 26 years. The authors were 
interested in the effect of pubertal timing on a range of outcomes, and conceptualised the 
effect of pubertal timing as being mediated by two groups of factors: self-concept, defined 
as perceiving oneself as more psychologically, socially, and reproductively mature than 






The authors found that participants who reported earlier age at menarche also 
reported worse parental relations (F = 5.39, p < .01) and a higher number of older friends (F 
= 11.09, p < .001) at age 14. As would be expected, participants who reported earlier age at 
menarche also perceived themselves as more mature than their classmates (proportion of 
participants with menarche <11 years reporting feeling more mature than classmates = 
41.7; proportion of participants with menarche >13 years = 16.1; c2 = 52.08, p < .001).  The 
authors reported associations between earlier age at menarche and higher levels of alcohol 
and cannabis consumption (F alcohol = 12.56, p = .001; F cannabis = 4.75, p = .01) and higher 
levels of depressive symptoms (F = 7.03, p = .001). In terms of mediating effects, the authors 
also found that participants who associated with older peers were more likely than those 
who did not to report getting drunk (t = -4.26, p < .001) and participants who associated 
with younger peers were less likely than those who did not to report depressive symptoms 
(t = 2.65, p < .001). To formally test their mediation model the authors used analysis of 
covariance (ANCOVA) to adjust for the effect of mediating covariates on the association 
between age at menarche and the various outcome variables. Adjusting for perceived 
maturity and peer network attenuated the effect of age at menarche on all outcome 
variables, but not fully. The strength of the association with depressive symptoms, for 
example, attenuated by roughly one fifth (F = 5.05, p < .01). The association with alcohol 
consumption attenuated substantially but remained statistically significant (F = 2.88, p < 
.05), while the effect size for the association with cannabis consumption attenuated only 





Methodological limitations notwithstanding – it could be argued that some of the 
key assumptions underlying the use of ANCOVA as a method of mediation analysis were not 
met [162] – the study demonstrates that earlier pubertal timing is associated with having 
more older friends, higher levels of substance use, and increased depressive symptoms; that 
that these factors are associated with each other; and that having older friends and 
perceiving oneself as more mature partially mediate the association between pubertal 
timing and some psychosocial outcomes.  
 
 It seems reasonable to hypothesise, then, that having a more developmentally 
similar (and therefore older) peer group may mediate the association between earlier 
pubertal timing and self-harm to some extent, but that it is not influential enough to fully 
mediate the association alone. It may be more likely that associating with an older peer 
group leads to exposure to well-established risk factors for self-harm, such as substance 
abuse and engagement in sexual activity, and that this more complex causal pathway 
mediates more of the effect of pubertal timing. Stattin & Magnusson hypothesise that “girls 
in the mid-adolescent years tend to associate with peers who match their physical 
development, making for differential opportunities to experience new social behaviour in 
the peer culture” (pp. 69) [134]. Indeed, evidence from the ALSPAC cohort has 
demonstrated that sexual experiences of adolescents at age 17 years are closely clustered 
by friendship network [163].  
 
It is well-established that individuals who experience earlier pubertal timing engage 




developing peers. Risky behaviours are broadly similar to externalising behaviours: 
maladaptive behaviours directed largely externally towards an individual’s environment 
which can adversely affect life functioning. However, while externalising behaviour tends to 
be associated with antisocial behaviour, risky behaviours encompass a wider range of 
behaviour types, including consumption of alcohol, tobacco, and illicit drugs, sexual activity, 
antisocial behaviour, low levels of physical activity, and unhealthy diet. There is more 
evidence for earlier pubertal timing being associated with some of these risky behaviours 
(for example sexual activity) than others (for example unhealthy diet) [164, 165]. A large 
body of literature has found that earlier pubertal timing is associated with increased levels 
of conduct disorder [166, 167] and rule-breaking behaviour [168, 169]; increased tobacco, 
alcohol, and illicit substance use [103, 167, 170]; and in a meta-analysis of 50 studies 
investigating the association between pubertal timing and sexual behaviour, Baams et al 
[102] found that earlier pubertal timing was associated with a higher likelihood of having 
engaged in sexual behaviour (r = 0.14; 95% CI 0.13, 0.15), engaging in sexual behaviour at a 
younger age (r = 0.21; 95% CI 0.17, 0.25), and engaging in more risky sexual behaviours such 
as unwanted pregnancies or contracting sexually transmitted infections (r = 0.16; 95% CI 
0.14, 0.18).  
 
In addition, there is substantial evidence that risky behaviours are associated with 
self-harm. Tobacco smoking, for example, has been robustly associated with increased self-
harm risk – one meta-analysis of over 8 million participants found that, compared to non-
smokers, smokers were more likely to report suicidal ideation (OR 2.05, 95% CI 1.53, 2.58), 




2.02) [171]. In a systematic review of 255 published papers examining the association 
between substance use (tobacco, alcohol, and illicit drug use) and self-harm in community 
samples, Moller and colleagues [172] found that 99% (n = 252) of the studies reported 
evidence of an association. Similarly, in a population-based cohort study, Moran and 
colleagues [19] reported that adolescent self-harm was associated with high-risk alcohol (OR 
2.1, 95% CI 1.2, 3.7), cannabis (OR 2.4, 95% CI 1.4, 4.4) and tobacco use (OR 1.8, 95% CI 1.0, 
3.1). The authors also reported that antisocial behaviour (e.g. property damage and theft) 
was associated with increased self-harm risk (OR 1.9, 95% CI 1.1, 3.4). Early initiation of 
sexual activity, as well as risky sexual activity such as inconsistent condom use, has also 
been associated with increased self-harm risk [58, 173].  
 
Risky behaviours such as substance use, risky sexual behaviour, and externalising 
behaviours have been associated with depressive symptoms. In a large cross-sectional study 
of Finnish adolescents (N = 22,236), Kosunen et al [174] found a positive association 
between self-reported depression, itemised as a score of eight or above on the Beck 
Depression Inventory [175], and both the number of sexual partners reported by 
participants (OR for two sexual partners compared to one = 1.2, 95% CI 1.0, 1.4) and not 
using contraception during the most recent experience of sexual intercourse (OR for 
contraception absent compared to contraception present, females = 1.9, 95% CI 1.7, 2.1; 
males = 2.6, 95% CI 2.3, 2.9). The authors also collected data on age at menarche and age at 
oigarche, and adjusting analyses for these variables attenuated the association between 
sexual activity and depression (albeit only partially), suggesting all three factors (pubertal 




Shrier and colleagues [176] found that in male adolescents depressive symptoms were 
associated with increased risk of failing to use a condom during the most recent experience 
of sexual intercourse (OR for males with very high compared to low levels of depressive 
symptoms = 1.76, 95% CI 1.10, 2.81). The authors found much weaker associations between 
depressive symptoms and having ever contracted a sexually transmitted infection but did 
find that males with very high compared to low levels of depressive symptoms showed 
increased risk (OR 3.35, 95% CI 1.22, 9.20). However, this association attenuated to the null 
after adjustment for alcohol and cannabis use (OR 2.43, 95% CI 0.78, 7.51), suggesting an 
association between depression, sexual activity, and substance use. The association 
between depression and externalising risky behaviours like conduct problems and antisocial 
behaviour tends to be more pronounced in males than in females [177]. 
 
It has also been robustly established that earlier pubertal timing is associated with 
increased depressive symptoms in adolescents [76, 114, 178]. Stice and colleagues [110], for 
example, examined the association between early timing of menarche and depression, as 
well as comorbid psychopathology, eating disorders, and substance use, in a prospective 
community sample of female American adolescents aged 11 to 15 years (N = 496). The 
authors measured depression scores using a combination of the present-episode and 
epidemiological versions of the Schedule for Affective Disorders and Schizophrenia for 
School-Age Children (K-SADS [179]), which is a structured psychiatric interview. The authors 
found that participants who reported early menarche (<11.6 years) were more likely to 
meet the diagnostic threshold for depression (RR 1.89, p < .01), and to report substance use 




commonly cited reasons for self-harm in clinical populations [180] and among non-clinical 
samples depressive symptoms are associated with increased self-harm risk [58, 180]. 
 
Summary 
 The existing literature on pubertal timing and self-harm varies widely in its choice of 
pubertal timing measure, outcome measure within the broad domain of self-harm and 
suicidal behaviour, research design, and adjustment for confounders. Nonetheless, overall 
there appears to be evidence for an association between earlier pubertal timing and 
increased risk of self-harm and suicidal behaviour, particularly in females. This evidence is 
strongest in studies using age at menarche as their exposure variable and studies using 
larger sample sizes (N > 1,000). The evidence for a pubertal timing effect in males is mixed, 
with most of the studies which stratify analyses by sex (N = 4) finding an effect of pubertal 
timing – with relatively consistent findings of a negative effect of early pubertal timing, and 
mixed findings regarding the effect of late pubertal timing – and the remaining studies (N = 
2) finding no effect. Existing evidence suggests that individuals who experience earlier 
pubertal timing tend to associate with more developmentally similar peers who are older 
than them. This may increase their risk of exposure to behaviours such as substance use and 
risky sexual behaviour, which may influence self-harm risk directly as well as through the 
risk of increased depressive symptoms.  
 
 Previous literature is limited by a number of factors: small sample sizes (N < 1,000) 
[141, 157] which reduce statistical power; the use of perceived pubertal timing measures 




NSSH, suicidal ideation, suicide attempts, and suicide death as the outcome measure; cross-
sectional research designs [139, 140, 142, 152-155]; lack of follow-up beyond adolescence 
[129, 143, 148]; little examination of the mechanisms underlying the association [58]; 
insufficient adjustment for confounders such as BMI, socioeconomic status, and father 
absence [139, 140, 142, 147, 157] and the failure to examine the effects in males and 
females separately [58, 138, 139, 146, 156, 157]. 
 
 The work I will present in the following chapters, based on a large longitudinal birth 
cohort, will address many of these limitations. I examine the associations between pubertal 
timing and self-harm in adolescence and in early adulthood, use objective measures of 
pubertal timing, and examine self-harm both with and without suicidal intent. I also adjust 
for a range of confounders and examine the association in both males and females. I 
describe the specific aims and objectives of the thesis below. 
 
 The thesis is divided into seven chapters, four of which (Chapters 3-6) present the 
results of empirical research into the question of pubertal timing and self-harm. The 
research presented in Chapters 3 and 4 form papers which have been published under the 
titles presented below. For the papers on which I am the first author, ‘Timing of menarche 
and self-harm in adolescence and adulthood: a population-based cohort study’ [181] and 
‘Pubertal timing and self-harm: a prospective cohort analysis of males and females’ [182]. I 
conducted the literature reviews, planned and completed all analyses, and wrote the 




longitudinal cohort study’ [183] I wrote sections of the manuscript and provided code for 
some of the analysis.  
 
Aims and Objectives  
This thesis investigates the association between the timing of puberty and self-harm 
during adolescence and early adulthood, using data from a longitudinal birth cohort.  
 
Specific Aims and Objectives  
 
1.  To investigate whether the timing of puberty, measured objectively using age at 
menarche, is associated with lifetime self-harm in adolescent (age 16 years) females. 
 
2. To investigate whether the timing of puberty, measured objectively using age at 
peak height velocity, is associated with lifetime self-harm in adolescent (age 16 
years) males and females. 
 
3. To investigate whether the association between timing of puberty and lifetime self-
harm persists into early adulthood (age 21 years) in males and females. 
 
4. To investigate whether the association between timing of puberty and lifetime self-
harm in adolescent (age 16 years) males and females differs according to whether 





5. To investigate whether associating with more older peers, engaging in risky 
behaviours, and experiencing more depressive symptoms mediate the association 
between pubertal timing and lifetime self-harm in adolescent (age 16 years) males 
and females. 
 
6. To use genetic epidemiology methods to investigate whether the association 
between the timing of puberty and lifetime self-harm risk is causal, and if so, 
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Roberts E., Fraser A., Gunnell D., Joinson C. & Mars B. (2019). Timing of Menarche and Self-
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 This chapter describes the study sample and data on which this thesis is based, as 
well as the analytic strategies employed to address the research questions of the thesis. I 
will first describe the ALSPAC cohort, discussing its recruitment and data collection methods 
as well as its representativeness, before discussing the key variables extracted from the data 
for analysis in this thesis. I will then outline my strategy for dealing with missing data in the 
sample, and finally describe the statistical analysis methods I have employed to address my 
research questions.  
 
Study population: ALSPAC 
 The study samples used for this thesis were drawn from the Avon Longitudinal Study 
of Parents and Children (ALSPAC). ALSPAC is an ongoing prospective birth cohort study of 
children born in the Bristol area between 1991-1992,  which aims to examine the effects of 
a wide range of genetic, physical, and psychosocial factors on the health and development 
of children [184, 185]. ALSPAC was developed as part of the World Health Organisation 
Europe-sponsored European Longitudinal Study of Pregnancy and Childhood (ELSPAC), 
which involved a collaboration of prospective birth cohort studies across Europe with aims 
to identify modifiable influences on children’s health and development [186]. ALSPAC 
represents the UK-based contribution to this collaborative project and was conceived and 
lead by Professor Jean Golding. It is based in the old administrative county of Avon in 
England, UK; a region with a population of just over one million that includes both rural and 






 Pregnant women with an estimated date of delivery between April 1991 and 
December 1992 and who resided in the county of Avon were invited to take part in the 
study. Potential participants were contacted via leaflets and other media; during routine 
antenatal and maternity health clinic visits; through advertisements in healthcare and other 
allied facilities; and through direct approach by ALSPAC staff in clinical and community 
locations.  
 
 An initial sample of 14,541 women were invited to take part in the study. Of the 
14.472 pregnancies for which birth outcomes are known, 195 resulted in the birth of twins, 
three resulted in triplets, and one resulted in quadruplets. Of the 14,062 live-born children, 
13,988 were alive at one year of age. For the purposes of this thesis I excluded the triplets 
and quadruplets, as well as the second-born twins, for a study sample of N = 13,793. 
 
Representativeness 
 Participants in the ALSPAC cohort are broadly more affluent than the general 
population. ALSPAC mothers were compared to all mothers of infants under one year of age 
in the county of Avon and in the whole of Great Britain using the 1991 census. ALSPAC 
mothers were more likely than mothers in the general population to live in owner-occupied 
accommodation, to have access to at least one car in the household, and to be married. 
However, perhaps counterintuitively, ALSPAC participants were slightly more likely to have 
one or more persons to a room. Mothers in the ALSPAC sample were less racially diverse 




children were more likely to be white and have higher educational attainment, and less 
likely to be eligible for free school meals [184].  
 
Ethical approval 
Informed consent for the use of data collected via questionnaires and clinics was 
obtained from participants following the recommendations of the ALSPAC Ethics and Law 
Committee at the time. 
 
Data collection 
 Participants were recruited, and data collection began, as early in pregnancy as 
possible [184]. Data were collected from eight weeks into pregnancy, and the following data 
collection methods were employed: 
 
1. Questionnaires self-completed up to four times per year by mothers, their partners, 
and, from the age of five years, their children; 
2. Approximately annual ‘Focus’ clinic-based assessments in a standardised 
environment. For the first seven years of the study a random 10% of the whole 
ALSPAC sample was invited to attend the research clinics; from the seventh year 
onwards all children in the sample were invited to attend; 
3. Linked external data sources such as health, education, and administrative records; 






To date, ALSPAC mothers have been assessed using 22 questionnaires and four clinic 
visits, as well as providing biological samples such as urine, hair, and blood. Their 
partners have completed 16 questionnaires and one clinic visit, in addition to providing 
biological samples. Study children have been assessed using self-completed 
questionnaires 51 times, through mother-completed questionnaires 24 times, through 
clinic visits 20 times, and have provided biological samples 20 times. Study participants 
are now aged 28-29 years. 
 
 This thesis is based on data collected through mother and child self-reported 
questionnaires as well as mother-reported child-based questionnaires and clinic visits, 
up until the children reached adulthood (21 years of age). Analyses are based on those 
with complete exposure data: age at menarche (N = 4,042) and age at peak height 
velocity (N = 5,368; N males = 2,531, N females = 2,837). These variables are described in 





Age at menarche 
 The exposure of interest in this thesis is the timing of puberty. As discussed in 
Chapter 1, this can be measured using a variety of methods. In Chapter 3, I examine the 
association between the timing of puberty and self-harm in female ALSPAC participants 
using age at menarche as the exposure variable. ALSPAC children were sent questionnaires 




years. The participants received nine puberty questionnaires in total. Each questionnaire 
was tailored to the biological sex of the participant, so that male participants received 
questionnaires which asked about testicular development and voice change and female 
participants received questionnaires which asked about breast development and 
menstruation (see Appendices 2.1, 2.2). Each female questionnaire asked the same question 
regarding menarche: “Have you started your periods yet?”. If a participant answered yes, 
they were directed to the follow-up questions “How old were you when you had you first 
period?” (answer to be provided in whole years) and “When exactly was your first period?” 
(answer to be provided as a month and year). It should be noted that the questionnaires up 
to when the child was 14 years of age (the first five puberty questionnaires) were completed 
by mothers on the child’s behalf. Hence, the menarche questions were “Has your daughter 
started her menstrual periods yet?”, “How old was your daughter when she had her first 
period?”, and “When was her first period?”. In creating the age at menarche variable used 
for analysis, responses to all puberty questionnaires were considered. A child’s first report 
of their age at menarche was considered the most valid response, as this is the least likely to 
suffer from any recall error. If a participant reported having started her periods but not the 
date when they started, the midpoint between the date of completion of the questionnaire 
in which she reported having started her periods and the previous questionnaire was used. 
Participants were also asked about age at menarche at two research clinics at age 12 and 13 
years, using the same questions as above. If participants did not report their age at 
menarche in the questionnaires then their clinic responses were used instead. Age at 
menarche was coded and analysed in years. The mean age at menarche was 12.63 years (SD 





As well as a continuous measure of age at menarche, a categorical variable was 
produced that categorised age at menarche into ‘normative’, ‘early’, and ‘late’ menarche. 
‘Early’ and ‘late’ menarche cut-off points were defined as values which were less than or 
greater than one standard deviation from the mean, respectively. This approach is 
consistent with existing literature [110, 114]; some previous studies have alternatively used 
the approach of simply trichotomizing the sample by proportions of 20:60:20 [128], which 
yields similar proportions in each category of pubertal timing. The standard deviation cut-
offs were used as they are more conservative – 68% of the sample falls into the ‘normative’ 








Age at peak height velocity 
 In Chapters 4 and 5, I examine the association between the timing of puberty and 
self-harm in both male and female participants using age at peak height velocity as the 
exposure variable. In its simplest terms, age at peak height velocity measures the age at 
which an adolescent’s height is increasing the fastest. Children participating in ALSPAC have 
been invited to attend research clinics every year and height measurements were recorded 
by trained research staff at each clinic. When participants were under the age of 25 months 
their crown-heel length was measured using a Harpenden neonatometer (Holtain Ltd); from 
age 25 months to age 7 years standing height was measured using a Leicester height 
measure (Seca, Hamburg, Germany); and from age 7 years onwards standing height 
(without shoes) was measured using a Harpenden stadiometer [Holtain Ltd; 187]. For the 
age at peak height velocity measure height measurements taken between the ages of five 
and 20 years were considered. This resulted in 61,290 height measurements for 10,236 
participants, of whom 49.8% (5,099) were female. To calculate growth trajectories over 
adolescence, the data were restricted to participants who had at least one height 
measurement recorded during each of three time periods: pre-puberty (age five to ten 
years), peri-puberty (age 10 to <15 years) and post-puberty (age 15 to 20 years). This 
restriction left 46,246 height measurements for 5,369 participants, of whom 52.9% (2,838) 
were female. Participants’ height data was then analysed using a Superimposition by 
Translation and Rotation (SITAR) model – a shape invariant model consisting of a single 
growth curve which, with the manipulation of three translations or rotations, can be fit to 
any individual participant in the sample [188, 189]. The model takes the form of the 








- yit is the height for participant i at age t; 
- h(t) is the natural cubic spline curve of height versus age; 
- αi represents a random height intercept that adjusts for differences in mean height – 
a smaller αi represents a shorter individual; 
- γi represents a random age scaling that adjusts for differences in the duration of 
height change; a smaller γi results in a shrinking of the age scale, such that the slope 
of increasing height spans a greater age range – a negative γi therefore represents a 
longer-lasting puberty; 
- βi represents a random age intercept that adjusts for differences in the timing of the 
growth spurt – a negative βi represents an earlier growth spurt. The βi value is 
essentially equivalent to age at peak height velocity but measured on a different 
scale; βi is a random effect from a single analysis with a mean of 0, while age at peak 
height velocity is analysed from each individual growth curve and measured in years. 
 







As with age at menarche, both a continuous measure of age at peak height velocity 
in years and a categorical variable trichotomized for each sex (as the age distribution 
differed for males and females) into ‘early’ (one standard deviation below the mean), 
‘normative’, and ‘late’ (one standard deviation above the mean) were used as exposure 
variables. Peak height velocity is a later pubertal event than menarche: the mean aPHV was 
11.8 years in females (SD = 0.82, range 9.1 – 14.5 years) and 13.5 years in males (SD = 0.86, 
range 10.8 – 16.6 years; see Figures 2.3-2.4). Appendix 2.3 shows a graphical depiction of 
how the mean age of various puberty measures compare in ALSPAC.  
Figure 2.2 The SITAR model. The solid line represents the mean growth curve; the short 
dashed lines represent height shifts in the curve corresponding to αi; the dot-dashed 
lines represent a shrinking or stretching of the age scale corresponding to γi; the long 





Figure 2.4 Distribution of age at peak height velocity in male participants in the study sample. 





 The outcome of interest in this thesis is self-harm. In Chapters 3 and 4 I examine 
lifetime self-harm, and additionally deconstruct the measure into self-harm with and 
without suicidal intent, at age 16 years and by age 21 years. In Chapters 5 and 6 I examine 
lifetime self-harm at age 16 years only. ALSPAC participants have been asked questions on 
self-harm on six occasions:  
1. As part of the Borderline Personality Disorder interview at the ‘Focus 11+’ research 
clinic at age 11 years; 
2. As part of the Development and Well-Being Assessment (DAWBA) interview at the 
‘Teen Focus 3’ research clinic at age 15 years;  
3. As part of the ‘Life of a 16+ Teenager’ child-completed questionnaire sent to 
participants by post at age 16 years;  
4. As part of the Computerised Interview Schedule – Revised (CIS-R) interview at the 
‘Teen Focus 4 research clinic at age 17 years; 
5. As part of the ‘It’s All About You (20+)’ child-completed questionnaire sent to 
participants by post at age 21 years; 
6. As part of the Computerised Interview Schedule – Revised (CIS-R) interview at the 
‘Focus 24’ research clinic at age 24 years. 
 
For the purposes of this thesis I will be using the self-harm data collected via 
questionnaire at age 16 and 21 years. This is because the assessment at age 16 years 
took place during mid-adolescence (the period of interest to my research question), and 




responses: age 15 years = 4,864; age 17 years =  4,564). The age 21 years measure was 
the latest measure available at the time of completing the analysis and used the same 
question format as in the age 16 years questionnaire. These two measures were also 
able to distinguish between lifetime self-harm with and without suicidal intent. The ‘Life 
of a 16+ Teenager’ questionnaire was sent to 9,988 participants and was completed and 
returned by 51.3% (5,126) of the recipients. The ‘It’s All About You (20+)’ questionnaire 
was sent to 9,073 participants and was completed and returned by 47.9% (4,348) of the 
recipients. Both questionnaires asked the same binary lifetime self-harm question: 
“Have you ever hurt yourself on purpose in any way (e.g. by taking an overdose of pills 
or by cutting yourself)?”. The wording of the self-harm question is based on that used in 
the Child and Adolescent Self-harm in Europe (CASE) study [191], which in turn was 
taken from the Childhood Interview for DSM-IV Borderline Personality Disorder [CI-BPD; 
192]. Participants who responded positively to the question were classed as having a 
history of self-harm at age 16 years. Participants who responded positively to the 
question at either age 16 or age 21 years (but not necessarily both) were classed as 
having a history of self-harm by age 21 years. However, over a quarter of the 
participants who reported lifetime self-harm at age 16 years (28.24% males, 28.17% 
females) reported no lifetime self-harm at age 21 years. It is unclear whether these 
individuals represent false positives at age 16 years or false negatives at age 21 years. 
Participants at age 21 years may have forgotten or reappraised earlier self-harm [15]. In 
Chapters 3 and 4 I include sensitivity analyses which include only participants who 





The distinction between suicidal self-harm (i.e. self-harm with accompanied intent to 
die) and non-suicidal self-harm (i.e. self-harm motivated by another purpose such as to 
gain relief from a terrible feeling) was established by categorising participants based on 
their responses to two follow-up questions following the initial self-harm question 
above. Participants who reported lifetime self-harm were categorised as having engaged 
in suicidal self-harm if they responded positively to the question “On any of the 
occasions when you have hurt yourself on purpose, have you ever seriously wanted to 
kill yourself?”, or if they selected the option “I wanted to die” when responding to the 
question “Do any of the following reasons help to explain why you hurt yourself on that 
[the most recent] occasion?”. Participants who reported lifetime self-harm but 
responded negatively, or selected a different option to the follow-up questions were 
categorised as having engaged in non-suicidal self-harm. Descriptive data for self-harm 
are dependent on sample size and are reported in the relevant results chapters.  
 
Mediating variables 
 A mediating variable is one which is hypothesised to lie on the causal pathway 
between an exposure and outcome of interest, such that part or all of the effect of the 
exposure operates through first impacting on the mediator (Figure 2.5). The three potential 
mediating variables considered in this thesis are associating with older peers, engaging in 






Associating with older peers 
Data on having older peers was collected as part of the ‘You and Your Friends’ 
questionnaire, sent to participants at child age 15.5 years. This questionnaire was sent to 
7,558 participants, of whom 40% (3,032) returned it. The questionnaire asked participants 
to give details of up to five of their closest friends, including their name, age, how much 
time they spend with them, and what activities they do together. The age of each friend 
listed by the participant was compared to the age of the participant at the time of 
questionnaire completion to provide a binary variable of whether or not each friend was 
older than the participant. The results for each friend were then combined to create a count 
variable of the number of older friends – i.e. whose age in months was higher than the 
participant’s – a participant reported having. The distribution of the older friends variable is 
shown in Figure 2.6. Given the likelihood that many individuals would have at least one 
friend who was at least one day older than them, I also carried out analyses with two 
sensitivity variables: one which required friends to be at least 6 months older, and one 
which required friends to be 12 months older than the participant.  






 The multiple risky behaviours scale was a 9-item scale created from a range of 
questionnaire and clinic responses at child age 13 to 14 years. The specific questions that 
constitute the scale are listed in Box 2.1 and described in detail below. As part of the ‘Teen 
Focus 2’ research clinic at age 13.5 years participants reported whether they had 
experienced sexual intercourse with more than one partner; whether they had failed to use 
contraception during sexual intercourse; whether they had used cannabis in the last six 
months; whether they had ever used illegal drugs other than cannabis; and whether they 
had consumed two or more full alcoholic drinks in the past six months. Participants also 
reported whether they had smoked cigarettes in the past six months and these data was 




combined with data from the ‘Life 
of a Teenager’ postal 
questionnaire, completed at age 
14 years, which asked whether 
participants had ever smoked a 
cigarette. In the ‘Thoughts, 
Feelings, and Behaviour’ 
questionnaire, completed at age 
13 years, participants reported 
whether they had ever engaged in 
a range of antisocial behaviours, 
including skipping school, taking 
money or something else that did 
not belong to them, and 
deliberately damaging or 
destroying property that did not 
belong to them. A binary 
antisocial behaviour variable was 
derived which was coded as 
positive if participants reported 
any antisocial behaviour. 
Participants also reported how 
much time they spend watching 
television each day, and a binary 
Box 2.1 Multiple Risk Behaviour variable 
 
Sexual behaviour 
- Had sexual intercourse with >1 partner 
- Failed to use contraception 
 
Substance use 
- Used cannabis (past 6 months) 
- Used illegal drugs other than cannabis 
(ever) 
- Consumed 2 or more alcoholic drinks (past 
6 months) 
- Smoked cigarettes (past 6 months, ever) 
 
Antisocial behaviour 
- Skipped school 
- Taken money or something else that did not 
belong to you 
- Broken into a car or van with intent to steal 
something 
- Hit, kicked, or punched someone on 
purpose 
- Deliberately damaged or destroyed 
property that did not belong to you 
- Deliberately set fire or tried to set fire to 
somebody’s property 
- Used force, threats, or a weapon to get 
money or something else from somebody 
- Written things or sprayed paint on property 
that did not belong to you 
- Entered a building with the aim or stealing 
something 
- Carried a knife or weapon with you for 
protection, or in case of a fight 
- Taken money or something else that did not 
belong to you from school 
- Stolen or ridden in a stolen car or motorbike  
- Been rowdy or rude in a public place so that 
people complained about you 
- Taken something from a shop without 
paying for it  
 
Inactivity 
- Hours spent watching television per day 




variable was created which was coded positively if the participant reported watching more 
than three hours per day. Finally, participants reported their levels of physical activity in the 
past year and this was combined with a similar question regarding rigorous physical activity 
in the last month in the puberty questionnaire sent to participants at child age 13 years. A 
binary physical inactivity variable was produced, which was positively coded if the 
participant reported typically exercising fewer than five times per week. The responses to 
each binary risky behaviour variable were summed to create a single continuous multiple 
risky behaviour score, which ranged from zero to nine. The distribution of the eventual 
multiple risky behaviours variable is shown in Figure 2.7. 
 
 





Data on depressive symptoms have been collected at seven timepoints in ALSPAC: 
on six occasions using the child-report version of the Short Mood and Feelings 
Questionnaire [SMFQ-C; 193], three of which were as part of research clinics (‘Focus10’, 
child age 10 years; ‘Teen Focus 1’, child age 12.5 years; ‘Teen Focus 2’, child age 13.5 years) 
and the other three as part of postal questionnaires (‘Life of a 16+ Teenager’, child age 16 
years; ‘Your Changing Life’, child age 18 years; ‘Your Life Now (21+)’, child age 21 years). 
Participants also provided data on depressive symptoms as part of the DAWBA, as 
mentioned above, at the ‘Teen Focus 3’ research clinic at age 15 years. In order for 
depressive symptoms to lie temporally on the pathway between pubertal timing and self-
harm measured at age 16 years (although age of self-harm onset was not asked), the data 
collected at age 13.5 years using the SMFQ-C was selected as the mediator variable for this 
thesis. The psychometric properties of the SMFQ-C have previously been analysed and 
found to be acceptable: Angold and colleagues reported internal consistency of the SMFQ-C 
using Cronbach’s alpha at 0.85 [193], and found that scores on the SMFQ-C correlated 
moderately well with the Diagnostic Interview Schedule for Children (r = 0.65) and the 
Children’s Depression Inventory (r = 0.67).  
 
 The SMFQ scale in ALSPAC consisted of 17 statements about how the participant had 
been feeling in the two weeks prior to assessment. In response to each statement 
participants selected one of three options on a scale: 0 (“Not at all”), 1 (“Sometimes”), or 2 
(“Most of the time”). Thirteen items of the SMFQ (items 1, 3-7, 9, 10, and 12-16) were used 




score ranged from 0 to 26, with higher scores indicating more severe depression symptoms. 
Items 2, 8, 11, and 17 on the SMFQ were included by ALSPAC as positive ‘dummy 
statements’ and were not included in formulating the total SMFQ score. The final 
distribution of SMFQ scores are shown in Figure 2.8. 
 
Confounding variables 
 Confounding variables are a crucial consideration in observational epidemiological 
research. When observing an association between two variables, consideration must be 
given to the variables that may be commonly associated with both the exposure and the 
outcome and thereby explain the observed association. Smoking, for example, is a 
confounder of the association between alcohol consumption and lung cancer. Confounders 
must temporally precede both the exposure and the outcome. The confounders considered 




in this thesis are consistent across the analyses presented in Chapters 3-5 and were selected 
based on existing research on associations between these variables and the timing of 
puberty and on self-harm or psychopathology more generally. Briefly, the confounders 
included were: socioeconomic status as measured by maternal education level and material 
hardship, maternal depression, childhood sexual abuse, parental separation, and body mass 
index (BMI). 
 
I adjusted all analyses for socioeconomic status (SES). Lower SES is hypothesised to 
affect pubertal timing through an increase in exposure to early life stress [194]. The 
association between lower SES and increased life stress is well-documented; families of 
lower SES experience more marital conflict [195] and negative life events [196] than high 
SES families, and studies have shown an inverse association between SES and levels of the 
stress hormones cortisol and epinephrine [197]. Pubertal timing has been shown to be 
sensitive to environmental stress [198-201], and direct associations between SES and 
pubertal timing have been reported [202]. It has also been robustly established that lower 
socioeconomic status is associated with increased risk of self-harm [44, 45, 203] and suicide 
[46, 204, 205]. I have used two measures to account for SES in this thesis. First, I have used 
material hardship, which represents the difficulty in affording everyday items. Mothers 
completed a ‘Study Mother’s Questionnaire’, which was sent by post at child age 5 years. 
The questionnaire was sent to 11,700 mothers, of whom 77% (8,978) returned it. The 
questionnaire asked mothers “How difficult at the moment do you find it to afford these 
items? Food, clothing, heating, rent/mortgage, things for the child.” Participants scored 




calculated by taking a participants’ total score from these five variables and subtracting it 
from 20, to provide a score range from 0 (lowest level of hardship) to 15 [highest level of 
hardship); 206]. The second measure of SES I have used is maternal education level. During 
pregnancy (32 weeks’ gestation) mothers completed a ‘Your Pregnancy’ questionnaire, 
which was sent to 14,150 participants of whom 87.9% (12,441) responded. The 
questionnaire asked respondents to tick which educational qualifications they had. The 
options ranged from a low-graded O-level/GCSE (General Certificate of Education, an 
updated version of the O-level, a British school examination taken at age 16 years) to a 
university degree and included vocational qualifications such as nursing or teaching 
qualifications. For the purposes of the thesis I used a four-level ordinal maternal education 
variable which consisted of lower than O-levels, O-levels, A-levels (a British school 
examination taken at age 18 years), and university degree. Parental education level is a well-
established measure of socioeconomic status [207, 208]. 
 
 I also adjusted analyses for measures of maternal mental health problems, which 
have been associated with earlier pubertal timing [209, 210]. Maternal mental health 
problems are also associated with offspring mental health problems [211-214], including 
self-harm [54]. Indeed, exposure to self-harm in family or friends is one of the strongest risk 
factors for self-harm [4, 144]. As part of a ‘Having a Baby’ questionnaire, completed at 18 
weeks’ gestation (sent to 14,193 mothers and returned by 92.9%; n = 13,190), as well as the 
previously mentioned ‘Your Pregnancy’ questionnaire completed at 32 weeks’ gestation, 
mothers completed the Edinburgh Postnatal Depression Scale [EPDS; 215]. The EPDS is a 10-




to assessment on 4-point scales ranging from 0 to 3. The total score of the EPDS is therefore 
30, with higher scores indicating greater levels of depressive symptoms. The EPDS has good 
sensitivity (86%) and specificity (78%), and an internal consistency of Cronbach’s alpha = 
0.87 [215]. For the purposes of this thesis the EPDS score was dichotomised at a cut-off 
score of 12, which has been found to be a sufficient threshold for identifying individuals 
with definite or probable depressive illness [215].  
 
Experience of childhood sexual abuse is also strongly associated with both earlier 
pubertal timing [216, 217] and self-harm risk [218], although this association may be 
explained by underlying psychiatric disorder [219]. I adjusted analysis for experience of 
childhood sexual abuse by using a retrospective self-reported sexual abuse variable asked in 
the ‘Life at 22+’ questionnaire sent to participants at age 22 years. The questionnaire was 
sent to 9,542 participants, of whom 42.4% (4,026) returned it. Participants were asked 
whether they had been touched by or been forced to touch an adult or older child in a 
sexual way before the age of 11 years, and whether they had been forced into sexual 
activity by an adult or older child by means of threats, being held down, or being hurt in 
some way before the age of 11 years. If the participant responded positively to either 
question, they were coded as having a history of childhood sexual abuse. Sexual abuse 
occurring before the age of 11 years predates age at menarche and age at peak height 
velocity for the majority of participants, so can be considered a confounder of the 
association between pubertal timing and self-harm. Mothers were also asked to report on 
sexual abuse of their children in seven postal questionnaires up to child age seven years; 




of knowledge from mothers, so the self-reported retrospective measure was used instead. 
Previous research has noted that the prevalence of sexual abuse reported retrospectively by 
ALSPAC participants is higher than the prevalence reported prospectively by their mothers 
[220]. 
 
I further adjusted all analyses for parental separation, which has been associated 
with earlier pubertal timing [221], as well as mental health problems [222] such as self-harm 
[19]. Parents were coded as separated if mothers reported having ended the relationship 
with the child’s father at any point before the child’s fifth birthday. Data were collected in 
seven questionnaires: “Having a Baby” (18 weeks’ gestation); “Me and My Baby” (child age 
8 weeks); “Looking After the Baby” (child age 8 months); “Caring for a Toddler” (child age 1 
year 9 months); “Your Health, Events, and Feelings” (child age 2 years and 9 months); 
“Mother’s New Questionnaire” (child age 3 years and 11 months); and “Study Mother’s 
Questionnaire” (child age 5 years and 1 month).  
 
Finally, all analyses were adjusted for body mass index (BMI). BMI has been 
consistently associated with earlier pubertal timing in females [223, 224] and males [77]. 
Higher body mass index has also been associated with higher levels of mental health 
symptoms, including depressive symptoms [110, 225] and self-harm [154]. As mentioned 
above, participants’ height was measured at annual research clinics, in addition to their 
weight. The height and weight data collected at the Focus9 research clinic, at child age nine 
years, were used to generate a BMI score for each participant by calculating weight/height2. 




reported height and weight provided in response to the ‘My World’ questionnaire, 
completed at age nine years, were used instead. Age nine years was considered pre-
pubertal for the majority of participants and so temporally preceded the exposure variables.  
  
Missing data 
Attrition in ALSPAC 
 Attrition, or loss to follow-up, is a challenge faced by all cohort studies. 
ALSPAC experienced the most substantial attrition during the infant years and as 
participants entered adulthood [184]. Sample attrition can be caused by a number of 
factors, for example by participants changing address without informing ALSPAC, choosing 
to stop responding to questionnaires, or explicitly withdrawing consent for their data to be 
a part of the study. Repeated measures of a broad set of variables of interest are a defining 
characteristic of ALSPAC, and permanent attrition means there are less data available for 
each follow-up measure. However, there appears to be a core sample of ALSPAC 
participants (n > 3,000 in 2013) who respond to all assessments, and a larger sample (n = 
5,777 in 2013) who have responded to ≥75% of assessments [184]. In addition to permanent 
study attrition, participants respond differentially to data gathering efforts at different 
timepoints. The average response rate to questionnaires during adolescence was 48.2%, but 
75% of participants responded at least once during this developmental phase. Participants 
who have been lost to follow-up are more likely to be male, to be less educated, and to 





Missingness in main analysis variables 
 The statistical analyses in Chapters 3, 4, and 5 each use as their samples only 
individuals with complete data on pubertal timing (age at menarche in Chapter 3, age at 
peak height velocity in Chapters 4 and 5). Compared to individuals who provided pubertal 
timing data, those who did not were more likely to be in a lower socioeconomic position, 
more likely to have parents who had separated, and less likely to be white. Within the 
sample of individuals who did provide pubertal timing data, the covariate with the highest 
level of missingness was childhood sexual abuse. In females who had sufficient height data 
to calculate age at peak height velocity, 39% of the childhood sexual abuse data were 
missing; in males this figure was 61%. The variable with the second-highest level of 
missingness was self-harm at age 21 years, for which 35% and 53% were missing for females 
and males, respectively. One method of addressing missing data is to only examine 
individuals with complete data for all covariates in analyses. However, a substantial amount 
of data is lost through the cumulative effect of multiple variables with some data missing, 
and the subsequent drop in sample size can reduce power and precision and introduce bias; 
for example, associations between the exposure and outcomes of interest may differ in 
individuals who did and did not provide data [226]. In the analysis presented in Chapter 3 of 
this thesis (age at menarche), for example, the sample size dropped by 68% (n = 1,282 






Missing data strategy 
 To address the issue of missing data in this thesis I used multiple imputation by 
chained equations [MICE; 227] to impute missing data up to the sample size of individuals 
with complete data on pubertal timing. The valid use of MICE relies on an assumption that 
data are Missing at Random (MAR); that, conditional on the variables included in the 
imputation model, there are no systematic differences between missing values and the 
observed values of variables of interest. As an example, it is plausible that individuals with 
greater mental health difficulties, who may be more likely to report self-harm, may also be 
less likely to attend research clinics or return questionnaires. However, after accounting for 
variables like socioeconomic status (participants from lower socioeconomic status 
backgrounds were more likely to drop out of the study), as well as related variables like 
depressive symptoms and earlier and later self-harm measures, the differences between 
missing and observed data should be random and not systematic. 
 
 Missing at Random is one of three possible mechanisms of missing data. Another is 
Missing Completely at Random (MCAR), whereby without having to condition on any other 
variables there are no systematic differences between missing and observed data: there is 
no association between the variable of interest and the reason for its being missing. Put 
another way, the data being missing is entirely due to chance. An example of data being 
MCAR may be a batch of questionnaire responses being destroyed in an accident, or 
recording equipment being broken for a particular data collection session. The final missing 




other variables in the imputation model there are still systematic differences between 
missing and observed values of a variable. There is little that can be done about MNAR data. 
 
There are three main approaches to accounting for missing data [228]. The first and 
most common approach, mentioned above, is to exclude participants with missing data and 
conduct analyses on a ‘complete-case’ sample. This is also known as listwise deletion [229]. 
For samples where the data is MCAR, and with less than five percent of data missing, this 
approach yields unbiased estimates in analyses [226]. However, for the studies presented in 
this thesis this approach was inappropriate for main analyses. First, the samples used in this 
thesis were missing more than five percent of their data. Second, as mentioned above, the 
data in ALSPAC are unlikely to be MCAR because loss to follow-up in ALSPAC is associated 
with socioeconomic status and ethnicity. Third, when data are MAR, as they are assumed to 
be in this thesis, complete case analysis may result in biased estimates as the sample being 
analysed may no longer be representative of the population of interest; under the MAR 
assumption imputed datasets are less likely to suffer from issues like selection bias than the 
complete-case data [230]. 
 
The second approach for accounting for missing data is the replacement of missing 
data with values derived from the observed data, for example the mean of the observed 
values, or the full omission of variables which are missing a high percentage of data. The 
replacement of missing data approach has been shown to be statistically invalid and can 
lead to bias in analyses [226]. Similarly, the omission approach introduces bias: in the case 




timing and self-harm, so to omit it from analyses would confound the estimates of the main 
effect and bias the results.  
 
For this thesis I have taken the third main approach for accounting for missing data: 
multiple imputation. Broadly, analysis using multiple imputation involves three stages: using 
auxiliary data (data not included in the analyses but which are associated with the variables 
of interest which are, or which predict data missingness) to produce a number of plausible 
datasets each with missing data estimated, conducting the analysis of interest on each 
dataset, and combining the results [226, 231]. The first stage – producing a number of 
plausible datasets – involves estimating the missing data values from their predictive 
distribution based on the observed data. This approach comes with its own uncertainty, so 
all possible sources of variability, for example the prediction errors of individual values and 
fitted coefficient estimation errors, must be included in the estimation [231]. The second 
stage is relatively straightforward: appropriate statistical methods are used to fit the model 
of interest to each of the imputed datasets. The effect estimates in each dataset will differ 
as the imputed missing data differs between datasets, so the results are averaged across all 
imputed datasets. This is the third stage: the results are combined, and standard errors 
produced, using Rubin’s rules, which are based on a Bayesian framework [232]. The 
combined results account for both within-imputation variability (i.e. uncertainty about the 
imputed results in each dataset) and between-imputation variability (i.e. uncertainty due to 
having missing information), so produce standard errors which accurately reflect the 





It is recommended to include a wide range of variables in imputation models, 
including all variables in the substantive analysis as well as all variables which are associated 
with the missing variables, as well as all variables which are associated with missingness 
itself, even if they are not of interest to the substantive analysis [226]. Including a wide 
range of variables in the imputation model increases the confidence in the MAR assumption 
that, conditional on the variables included in the imputation model, there are no systematic 
differences between observed and missing values for a given variable. There are a wealth of 
auxiliary data available in ALSPAC, which allows the building of a comprehensive imputation 
model.  
 
The main analyses of Chapters 3-5 of this thesis are conducted on datasets in which 
missing data in the confounding and outcome variables have been imputed. As mentioned 
above, given the MAR assumption, imputed datasets are likely to be less biased than 
complete case datasets. This is particularly true when outcome data is missing, which can be 
a strong source of bias. The results of analyses on imputed outcome data, given a 
comprehensive imputation model and confidence in the MAR assumption, are likely to be 
closer to the ‘truth’ than results of analyses on complete-case data [233]. In Chapters 3-5, I 
produced multiply imputed datasets using the ice command in Stata [234]. Fifty imputed 
datasets were produced on each occasion. In Chapter 3, the data were imputed up to the 
number of participants with complete data for age at menarche (n = 4,042) and in Chapters 
4 and 5 the data were imputed up to the number of participants with complete data for age 
at peak height velocity (n = 5,369). The imputation models used for all chapters include, in 




measuring socioeconomic status, mental health problems, substance use, and maternal and 
paternal factors which are associated with both the missing values and the missingness of 
data. The imputation models are presented in Appendices 3.1, 4.1, and 5.2. Analyses of 
imputed datasets were conducted using the mi estimate command. I check the validity of 
the MAR assumption in all three chapters by also presenting and commenting upon 
sensitivity analyses which use complete case data instead of imputed data.  
 
Statistical analysis  
 In this section I briefly outline the statistical methods I have used to address the 
research questions of the thesis. More detailed descriptions of the methods can be found in 
the relevant chapters. 
 
Causal model 
 The theorised relationships between the exposure, outcome, confounding, and 
mediating variables considered in this thesis are presented in a causal model in Figure 2.9. 
Dotted lines indicate confounding associations which may not be causal; solid lines indicate 







 After the calculation of the level of missingness in my study sample I conducted 
calculations to estimate the amount of statistical power available to me to address the 
research questions of the thesis.  I calculated the amount of power available in 12 analysis 
scenarios: 
1) The power to detect an effect of early age at menarche on self-harm at age 16 years 
in the complete case sample 
2) The power to detect an effect of early age at peak height velocity on self-harm in 
females at age 16 years in the complete case sample 
3) The power to detect an effect of early age at peak height velocity on self-harm in 
males at age 16 years in the complete case sample 
4) The power to detect an effect of early age at menarche on self-harm by age 21 years 
in the complete case sample 




5) The power to detect an effect of early age at peak height velocity on self-harm in 
females by age 21 years in the complete case sample 
6) The power to detect an effect of early age at peak height velocity on self-harm in 
males by age 21 years in the complete case sample 
7) The power to detect an effect of early age at menarche on self-harm at age 16 years 
in the imputed sample 
8) The power to detect an effect of early age at peak height velocity on self-harm in 
females at age 16 years in the imputed sample 
9) The power to detect an effect of early age at peak height velocity on self-harm in 
males at age 16 years in the imputed sample 
10) The power to detect an effect of early age at menarche on self-harm by age 21 years 
in the imputed sample 
11) The power to detect an effect of early age at peak height velocity on self-harm in 
females by age 21 years in the imputed sample 
12) The power to detect an effect of early age at peak height velocity on self-harm in 
males by age 21 years in the imputed sample 
 
 
The effect size detectable in each scenario, given a power of 80% and a significance 
level of 0.05, is presented in Table 2.1. As expected, the minimum detectable risk ratio is 
lower in the imputed sample, where the sample size available for analysis is larger. The 
detectable risk ratios in my samples are comparable with (and, indeed, smaller than 




self-harm risk in individuals in late pubertal stages to those in early pubertal stages, 
Patton and colleagues reported an adjusted odds ratio of 2.4 (95% CI 0.7, 7.8) [58].  
 
Table 2.1 Power calculations for complete case and imputed samples in the ALSPAC cohort, showing 
the minimum risk ratio for self-harm at age 16 and 21 years detectable in early versus non-early 
















Female 402 2,298 1.29 
aPHV Female 338 1,752 1.32 




Female 388 2,104 1.20 
aPHV Female 292 1,504 1.24 






Female 643 3,399 1.22 
aPHV Female 461 2,377 1.26 




Female 643 3,399 1.16 
aPHV Female 461 2,377 1.19 
aPHV Male 420 2,111 1.30 
 
  
Power = 80%, p = 0.05  





Logistic regression  
 In estimating the association between the exposures of interest in this thesis 
(pubertal timing: age at menarche and age at peak height velocity) and self-harm, I used 
logistic regression analyses (see Chapters 3 and 4). For all analyses I used Stata version 15 
[234]; for complete case analyses I used the logistic command, and for analyses using 
imputed data I used the mi estimate: logit command. This method yields effect estimates in 
the form of odds ratios (ORs), with 95% confidence intervals (CIs). Odds ratios greater than 
one indicate greater relative odds of reporting self-harm for each unit increase in pubertal 
timing. Odds ratios smaller than one indicate the reverse, and odds ratios of one indicate no 
effect of the exposure. The continuous pubertal timing measures were measured in years. 
Odds ratios can therefore be interpreted as the change in odds of reporting self-harm for 
each year later participants experienced menarche or PHV. For analyses of the categorical 
pubertal timing variables normative pubertal timing was used as the reference group. Odds 
ratios can therefore be interpreted as the change in odds of reporting self-harm for 
individuals experiencing ‘early’ or ‘late’ pubertal timing compared to those experiencing 
‘normative’ timing.  
 
 In comparing the relative effects of pubertal timing on self-harm with versus without 
suicidal intent (see Chapters 3 and 4), I used multinomial logistic regression analyses. Using 
Stata version 15 [234], for the complete case analyses I used the mlogit command and for 
imputed data analyses I used the mi estimate: mlogit command. These analyses produced 
risk ratios (RR) with 95% CIs. Risk ratios differ to odds ratios in that an OR represents a ratio 




event and being in the exposed group) while a RR represents a ratio of probabilities (of 
experiencing an event and being in the exposed group over all those exposed). When 
outcomes are uncommon (<10% probability) RRs and ORs are interchangeable. However, 
with more common outcomes, ORs tend to overestimate the RR. Nonetheless, they are 
interpreted in the same way: RRs greater than one indicate an increased risk of self-harm 
for each unit increase in pubertal timing, RRs smaller than one indicate a reduced risk, and 
RRs of one indicate no change in risk. The effects of pubertal timing on self-harm with 
suicidal intent compared to self-harm without suicidal intent were examined in the 
multinomial logistic regression analyses by changing the reference groups of the models. 
 
Mediation analysis  
 In estimating the mediating roles of having older friends, engaging in risky 
behaviours, and experiencing more depressive symptoms in the association between 
pubertal timing and self-harm, I used generalised structural equation modelling (GSEM). 
Mediation analysis allows us to consider the extent to which an intermediate variable (the 
mediator) explains how or why an exposure variable influences an outcome [235]. In the 
SEM approach a causal model, including the linear relationships between variables, is 
hypothesised a priori and tested using multiple regression-style equations [236]. The GSEM 
approach differs from regression analyses because each variable in the model can be both 
an exogenous (independent, exposure) variable or an endogenous (dependent, outcome) 




relationships between endogenous variables and between exogenous and endogenous 
variables, allowing indirect effects within the model to be parsed out. The GSEM is typically 
represented as a path diagram, which follows set conventions: observed (measured) 
variables are presented in square or rectanguar boxes, latent (unmeasured) variables are 
presented in circles or ovals, and relationships between the variables are represented by 
arrow lines connecting them (with single straight arrow lines representing causal 
relationships, two single straight arrow lines in either direction representing bidirectional 
causal relationships, and curved arrow lines representing associations between variables 
that are not causal). The relationships between elements of the path diagram can be 
directly translated into specific analysis equations. This path diagram is represented in 
Figure 2.10. The GSEM approach to mediation analysis has a number of advantages over 
other methods, notably the flexibility to accommodate multiple mediators as well as 
continuous and binary variables. It also enables joint estimation of all the parameters of the 
model in a single analysis, while correcting for the effects of measurement error, and 
provides an estimate of how well the hypothesised mediation model fits the observed data 
[237].  
  




To perform GSEM analysis I used the gsem function with the poisson option in Stata 
version 15 [234]. Poisson regression was used because self-harm in ALSPAC is not a rare 
outcome (17% prevalence). This analysis produces beta values for the association between 
each variable in the model, and I manually combined these values to calculate the specific 
effects of each mediating pathway, in addition to direct and total effects, before 
exponentiating the beta value to give a risk ratio. GSEM assumes that the residuals of 
dependent variables within the model are normally distributed. All three mediators 
(depressive symptoms, risky behaviours, and number of older friends) were positively 
skewed, whereby most participants recorded low scores (see Figures 2.6 - 2.8). This meant 
that the error terms, and therefore residuals, of the variables were non-normal. I therefore 
used the robust option in the gsem analysis, which accounts for departure from normality 
by creating heteroscedasticity-consistent standard errors. Further, modelling on highly 
skewed public health data has shown that the underlying assumptions for regression 
analyses (the Central Limit Theorem, which states that with an increasing number of 
independent random variables a distribution tends towards the normal distribution around 
the true population mean) are met with sample sizes as small as n = 500; far lower than the 
sample size used in my analyses (>2,000) [238].  
 
Mendelian Randomization  
 In estimating the causal effects of age at menarche on self-harm risk I used 
Mendelian Randomization (MR) analysis. There are two types of MR analysis: one-sample 
and two-sample MR, both of which are a form of instrumental variable analysis. 




with increasing frequency in epidemiology [239]. The analysis estimates the relationship 
between an exposure (X) and an outcome (Y) by using a third variable (the instrument; Z) to 
proxy for the exposure variable. This is represented graphically in Figure 2.11. A valid 
instrument is one which is robustly associated with the exposure of interest and is not 
associated with the outcome except through the exposure [239]. The benefit of 
instrumental variable analysis is that it can be used to infer causality because the use of an 
instrumental variable Z avoids any unmeasured confounding of the X-Y association [240]. 
 
For the one-sample MR I used genetic data from ALSPAC to generate a polygenic risk 
score (PRS) for age at menarche, and used this PRS to conduct an instrumental variable 
analysis using the ivreg2 command in Stata version 15 [234]. A PRS is a derived variable that 
combines the effect of all genetic alleles associated with the exposure of interest, weighted 
by the size of its effect. For the two-sample MR I used summary genetic data from one 
dataset [241] to extract the single nucleotide polymorphisms (SNPs) associated with age at 
menarche and examined their association with self-harm reported in a different dataset (UK 
Biobank). I performed the two-sample MR analyses using the TwoSampleMR function in the 
statistical software R. As with logistic regression analysis, MR yields odds ratios and 95% 
intervals as its output, which can be interpreted as the change in odds of the outcome with 
the addition of one exposure-associated SNP. See Chapter 6 for a more detailed description 







Figure 2.11 Directed Acyclic Graphs (DAGs) representing MR based on instrumental variable analysis. The 
first DAG shows the general assumed relationships between variables, and the second DAG shows those 





 In this chapter I described the study samples and variables on which this thesis is 
based, as well as the strategies for analysis and dealing with missing data I have used to 
address my research questions. In the next chapter I present the results of the first analysis, 
which aimed to answer the question of whether pubertal timing, assessed using age at 








3. Age at menarche and self-harm 
Overview 
 This chapter investigates the association between pubertal timing and lifetime self-
harm risk in females, using age at menarche as the pubertal timing measure. First, I will 
present results of descriptive analyses, then the results of the main analysis, which 
examines the association at age 16 and 21 years in a sample with missing data imputed up 
to the number of individuals who provided age at menarche data (N = 4,042). I will also 
present the results of a secondary analysis which investigates whether the association 
between age at menarche and self-harm risk at age 16 years differs according to whether 
the self-harm is accompanied with suicidal intent. I will then go on to present the results of 
four sensitivity analyses: first, replicating the main analysis using complete case data; 
second, replicating the secondary analysis using complete case data; third, replicating the 
secondary analysis by age 21 years; and fourth, replicating the main analysis using only 
individuals who reported self-harm at age 21 years.  
 
Introduction  
 As discussed in Chapter 1, previous research has identified an association between 
an earlier timing of puberty relative to one’s peers and an increased risk for a range of 
adverse outcomes in adolescence, including alcohol and substance misuse [106, 107], 
conduct problems [108], eating disorders [109], depression [110] and depressive symptoms 
[111, 112, 114]. Age at menarche is the most commonly used pubertal timing measure in 




within this collection of studies, findings are mixed. While six of the nine studies found 
evidence for early pubertal timing effects [141, 142, 146, 152-154], one reported late timing 
effects [139] and two reported no evidence of an effect [138, 155]. Further, only one of the 
studies [138] collected data in adulthood, so evidence for the persistence of associations 
between age at menarche and self-harm beyond adolescence is limited. Finally, only a single 
study [146] examined the association between age at menarche and both suicidal and non-
suicidal self-harm (finding no difference between the two), so it is not clear whether the 
association differs according to suicidal intent.  
  
 The analyses presented in this chapter aim to remedy some of the literature gaps 
identified above. Age at menarche is a measure less biased by social judgments and self-
perceptions than other measures of pubertal timing, so is a useful objective measure. By 
examining the association between age at menarche and self-harm at age 16 years and by 
age 21 years I test whether the association between pubertal timing and self-harm persists 
into adulthood. I also present the results of analyses comparing the association between 
pubertal timing and self-harm with versus without accompanied suicidal intent, which 
provides some more nuance to our understanding of the effects of pubertal timing on self-
harm than previous research has provided.  
 
 In this chapter I will also present the results of four sensitivity analyses. The main 
analysis of the chapter is conducted on multiply imputed data (see Appendix 3.1 for the 
variables used to create the imputation model). As sensitivities, I also present the results of 




participants who had no missing data for exposure, outcome, or confounder variables. As 
discussed in Chapter 2, the imputed data is less likely to be biased than the complete case 
data as the wealth of auxiliary variables in ALSPAC increases confidence in the Missing at 
Random (MAR) assumption. However, the complete case analyses are presented for 
completeness and for comparison with the imputed results. I also present the results of the 
secondary analysis – the difference in association between age at menarche and self-harm 
with versus without suicidal intent – in participants by age 21 years. If the main analysis 
showed differences between the association in self-harm with versus without suicidal 
intent, this sensitivity analysis would indicate whether those differences persisted into 
adulthood. Finally, given the inconsistency in reports of self-harm between age 16 years and 
age 21 years (see Chapter 2) I present a sensitivity analysis replicating the main analysis 
using only individuals who reported self-harm at age 21 years, as opposed to individuals 
who had reported self-harm at either age 16 or age 21 years.  
 
Research questions 
1. Is there an association between age at menarche and self-harm at age 16 years? 
2. Is there an association between age at menarche and self-harm by age 21 years? 
3. Does the association between age at menarche and self-harm at age 16 years differ 






 I provide a brief overview of the methods employed in this chapter below. For 
detailed descriptions of the sample, measures, and analysis, see Chapter 2. 
 
Sample 
 The main analysis used data drawn from ALSPAC, with missing data imputed up to 
the number of individuals who provided data on age at menarche (N = 4,042). I also 
conducted secondary analyses using only participants who provided data for all exposure, 
confounder, and outcome variables (the complete case sample; N = 1,282). The variables 
used in the imputation model are presented in Appendix 3.1.  
 
Measures 
 In this chapter I used age at menarche as the pubertal timing (exposure) variable – 
both as a continuous (in years) and categorical variable (see Chapter 2) – and lifetime self-
harm reported at age 16 years and by age 21 years as the outcome variables. In adjusted 
analyses I included the following confounders: socioeconomic status as measured by 
maternal education level (lower than O-levels, O-levels, A-levels, degree; O-levels and A-
levels are British school examinations taken at around age 16 and 18 years, respectively) 
and material hardship (assessed at age 5 years by asking mothers “How difficult at the 
moment do you find it to afford these items? Food, clothing, heating, rent, items for child”. 
Participants scored each item from 1 (very difficult) to 4 (not difficult). A total material 




and subtracting it from 20, to provide a score range from 0 (lowest level of hardship) to 15 
(highest level of hardship) [206]; maternal depression dichotomised at a cut-off score of 12 
on the Edinburgh Postnatal Depression Scale (EPDS) [215], collected during pregnancy; 
childhood sexual abuse retrospectively self-reported at age 22 [242]; parental separation 
reported by mothers before the child’s fifth birthday [221]; and body mass index (BMI) at 
age 9, calculated based on weight and height measured at research clinics or from self-
reported height and weight where clinic data were missing.  
 
Statistical analysis 
 I used logistic regression analyses to examine the association between age at 
menarche and self-harm risk at age 16 and by age 21 years. To answer the question of 
whether the association differed for self-harm with versus without suicidal intent I used 
multinomial logistic regression. All analyses were conducted using Stata version 15 [234]. 
Both unadjusted analyses and analyses controlling for confounding factors were conducted.  
 
Results 
Table 3.1 shows the distributions of complete case and imputed data. The 
distributions were similar in both datasets. The proportion of some variables, for example 
self-harm and participants with low levels of maternal education, increased in the imputed 
sample. This is to be expected, as poorer mental health and lower SES may be associated 
with missingness. Table 3.2 shows a comparison between those who did (n = 4,042) and 




Participants with complete age at menarche data were more likely than those without to be 
white, to have a more educated mother in a higher social class, and to have lived with both 
parents until age 5 years. 
 
Table 3.1 Distributions of values of exposure, outcome, and confounder variables observed 
in participants with complete data for all included variables, and distributions in imputed 
datasets. Proportions are displayed for imputed datasets. 
Imputed variable n (%) data 
missing 
Distribution 
n (%) for categorical variables 
Mean (SE) for continuous variables 
  Observed data 
(n = 1,282) 
Imputed datasets 
(n = 4,042) 
Age at menarche 0 12.73 (1.13) 12.63 (0.02) 
Timing of 
menarche 
Early 0 166 (12.95) 15.91 
Normative 0 880 (68.64) 67.64  





180 (14.04) 24.20 
O-level 422 (32.92) 34.75 
A-level 377 (29.41) 25.34 
Degree 303 (23.63) 15.71 
Maternal depression 521 (12.87) 99 (7.72) 11.53 
Sexual abuse 1,895 (46.80) 64 (4.99) 6.25 
Parental separation 0 116 (9.05) 15.17 
Material hardship 949 (23.44) 1.60 (2.55) 2.07 (0.51) 










Table 3.2 Observed values of descriptive data in females who did and did not provide data on age at 
menarche in the core ALSPAC sample. The denominators in the column for no data on age at menarche 
vary according to the level of missing data for each variable. 
Variable Description N 
Data on age 
at 
menarche 
(n = 4,042) 
No data on 
age at 
menarche 





< O level 3,682 
913 
(23.57%) 
2,769 / 8,381 
(33.04%) 
146.76 <.001 
O level 4,239 
1,349 
(34.82%) 
2,890 / 8,381 
(34.48%) 
A level 2,759 
993 
(25.63%) 
1,766 / 8,381 
(21.07%) 
Degree or higher 1,575 
619 
(15.98%) 








4,360 / 4,897 
(89.03%) 
2.35 0.31 6-10 673 
242 
(7.82%) 
















































240 / 8,301  
(2.89%) 
 
Based on the imputed data, a quarter (25.3%) of female respondents reported 
having ever self-harmed at age 16 years. This rose to 34.5% by the age of 21 years. Of the 
individuals who had self-harmed at age 16 years, 31.1% reported having done so with 
suicidal intent on at least one occasion. Within each category of pubertal timing, the 




experienced early menarche (31.8%), and lowest in those who experienced late menarche 
(19.4%) with 25.1% reporting self-harm in the normative timing of menarche category 
(Table 3.3). The same pattern of results was observed in self-harm by age 21 years. The 
proportion of individuals with low levels of maternal education was higher among 
participants reporting early menarche, while the proportion with high levels of maternal 
education was higher among participants reporting late menarche. Participants reporting 
Table 3.3 Distribution of outcome and confounder variables in each category of timing of 
menarche in imputed data. 
Variable 
Distribution 
Proportion (SE) for categorical variables 
Mean (SE) for continuous variables 
 Early 
(< 11.5 years) 
Normative 
(11.5 – 13.8 years) 
Late 
(> 13.8 years) 















Self-harm with suicidal 











































































early menarche had a higher proportion of maternal depression, childhood sexual abuse, 
and parental separation, as well as higher levels of material hardship and higher BMI at age 
9 years. 
 
Lifetime self-harm at age 16 years 
Unadjusted and adjusted odds ratios for the association between age at menarche 
and lifetime self-harm at age 16 years are presented in Table 3.4. Later age at menarche was 
associated with a reduced risk of self-harm in adolescence. This association remained after 
adjustment for confounders (per-year increase in age at menarche adjusted OR 0.87; 95% CI 
0.80, 0.95). Compared with the normative reference group those with early menarche had 
an increased risk of self-harm, whereas those with later menarche had a decreased risk. 
Results remained after adjustment for confounders (early menarche adjusted OR 1.31; 95% 
CI 1.04, 1.64; late menarche adjusted OR 0.74; 95% CI 0.58, 0.93).  
 
Lifetime self-harm at age 21 years 
Odds ratios for the association between age at menarche and lifetime self-harm by 
age 21 years are also presented in Table 3.4. Findings are consistent with the age 16 years 
analyses, showing an association between later age at menarche and a reduced risk of self-
harm when age at menarche was assessed continuously (per-year increase in age at 
menarche adjusted OR 0.92; 95% CI 0.85, 1.00). The same pattern of results was also found 






Suicidal vs non-suicidal vs no self-harm 
Results of the multinomial logistic regression analyses examining the association 
between age at menarche and self-harm with and without suicidal intent are presented in 
Table 3.5. The comparison group in these analyses was adolescents who had never self- 
harmed. The results suggest that a one-year increase in age at menarche was associated 
with a lower risk of both NSSH (adjusted RRR 0.86; 95% CI 0.78, 0.94) and self-harm with 
suicidal intent (adjusted RRR 0.90; 95% CI 0.79, 1.02). When timing of menarche was 
examined categorically, there was weak evidence for an association between early 
menarche and both NSSH (adjusted RRR 1.26; 95% CI 0.97, 1.64) and suicidal self-harm 
(adjusted RRR 1.42; 95% CI 0.99, 2.02) compared to the normative reference group, 
however an association with late menarche was found only for NSSH (adjusted RRR 0.68; 
95% CI 0.52, 0.92). To compare whether associations differed for self-harm with and 
without suicidal intent, I estimated the model with an alternative reference group (those 
with NSSH; Table 3.5). These analyses did not provide any strong evidence for a difference in 
the association for NSSH and self-harm with suicidal intent. A similar pattern of results was 
also observed by age 21 years (adjusted RRR 0.94; 95% CI 0.80 – 1.10; Table 3.6).  
 
Comparison between complete case and imputed data  
Comparison between the complete case and imputed data is shown in Tables 3.7 
and 3.8. Overall, the pattern of results was consistent, but with weaker evidence. For the 




Table 3.4 Odds ratios showing associations between age at menarche and self-harm at age 16 and by age 21.  
Note: Analyses completed on imputed datasets (n=4,042). 
Adjusted models include measures of maternal education, material hardship, maternal depression, childhood sexual abuse, parental separation, 
and body mass index (BMI). 
 Age 16 Age 21 












Per one-year later age 
at menarche 
0.85 
(0.78 – 0.92) 
<.001 
0.87 
(0.80 – 0.95) 
.001 
0.89 
(0.82 – 0.96) 
.004 
0.92 
(0.85 – 1.00) 
.062 




(1.11 – 1.74) 
.004 
1.31 
(1.04 – 1.64) 
.022 
1.32 
(1.05 – 1.65) 
.018 
1.22 
(0.96 – 1.54) 
.104 
Normative 




(0.57 – 0.91) 
.006 
0.74 
(0.58 - 0.93) 
.012 
0.84 
(0.68 – 1.04) 
.103 
0.88 






Table 3.5 Relative risk ratios showing associations between age at menarche and suicidal and non-suicidal self-harm, versus no self-harm, and suicidal versus non-
suicidal self-harm, at age 16 years. Analyses completed on imputed datasets (n=4,042). 
Adjusted models include measures of maternal education, material hardship, maternal depression, childhood sexual abuse, parental separation, and body mass 
index (BMI). 
 
Non-suicidal self-harm v no self-harm Suicidal self-harm v no self-harm Suicidal v non-suicidal self-harm 
  Unadjusted Adjusted Unadjusted Adjusted Unadjusted Adjusted 
  RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p 
Per one-year 
later age at 
menarche 
0.85 
(0.77 – 0.92) 
<.001 0.86 
(0.78 - 0.94) 
.013 0.86 
(0.76 – 0.97) 
.002 0.90 
(0.79 – 1.02) 
.087 1.02 
(0.89 – 1.16) 
.823 1.04 
(0.91 – 1.20) 
.540 




(1.02 – 1.71) 
.037 1.26 
(0.97 – 1.64) 
.089 1.55 
(1.09 – 2.20) 
.014 1.42 
(0.99 – 2.02) 
.056 1.18 
(0.79 – 1.76) 
.419 1.13 









(0.52 – 0.90) 
.007 0.69 
(0.52 - 0.92) 
.011 0.79 
(0.53 – 1.18) 
.248 0.84 
(0.56 – 1.25) 
.379 1.15 
(0.73 – 1.83) 
.541 1.20 







but the confidence intervals wider (0.21 vs 0.15 at age 16 years, 0.22 vs 0.15 by age 21 
years) in the complete case data. This is likely due to the smaller sample size in the 
complete case data. The analysis using the categorical age at menarche variable also found 
directionally concordant effect estimates (but with wider confidence intervals) in all 
categories apart from early menarche, for which the effect estimate changed from 1.31 
(95% CI 1.04, 1.64) to 0.91 (95% CI 0.61, 1.35). While the confidence intervals for these 
estimates do overlap, there is no evidence for an effect in the complete case data; this could 
reflect bias related to the early menarche category in the complete case sample, which was 
corrected by the imputation procedure.   
 
Comparison between participants who reported self-harm at age 21 years 
Table 3.9 shows the results of the sensitivity analysis using only participants who 
reported self-harm at age 21 years. The results are consistent with the main analysis, but 
the lower number of participants who reported self-harm at age 21 years mean the analyses 






Table 3.6 Relative risk ratios showing associations between age at menarche and suicidal and non-suicidal self-harm, versus no self-harm, and suicidal versus non-
suicidal self-harm, by age 21 years.  
Footnote: Analyses completed on imputed datasets (n=4,042). 
Adjusted models include measures of maternal education, material hardship, maternal depression, childhood sexual abuse, parental separation, and body mass 
index (BMI). 
 
Non-suicidal self-harm v no self-harm Suicidal self-harm v no self-harm Suicidal v non-suicidal self-harm 
  Unadjusted Adjusted Unadjusted Adjusted Unadjusted Adjusted 
  RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% 
CI) 
p RRR (95% CI) p RRR (95% CI) p 
Per one-year later 
age at menarche 
0.94 
(0.87 – 1.03) 
.171 0.97 
(0.88 – 1.06) 
.452 0.85 
(0.75 – 0.97) 
.013 0.91 
(0.79 – 1.04) 
.158 0.90 
(0.78 – 1.04) .163 
0.94 
(0.80 – 1.10) .422 




(0.88 – 1.48) 
.309 1.08 
(0.83 – 1.42) 
.557 1.44 
(1.01 – 2.06) 
.045 1.27 
(0.88 – 1.83) 
.209 1.26 
(0.83 – 1.91) .273 
1.17 
(0.76 – 1.79) .474 
Normative 
(11.5-13.8 years) 




(0.70 – 1.17) 
.442 0.93 
(0.72 – 1.20) 
.573 0.82 
(0.54 – 1.24) 
.346 0.90 
(0.59 – 1.38) 
.641 0.91 
(0.57 – 1.45) .682 
0.97 




Table 3.7 Odds ratios showing associations between age at menarche and self-harm at age 16 and 21 years in the 
complete case sample (n = 1,282) and in the imputed datasets (n = 4,042). All models adjusted for measures of 
maternal education, material hardship, maternal depression, childhood sexual abuse, parental separation, and body 
mass index (BMI). 
 Age 16 Age 21 
 Complete 















Per one-year later 
age at menarche 
0.90 
(0.80 – 1.01) .083 
0.87 
(0.80 - 0.95) .001 
0.93 
(0.83 – 1.05) 
.226 0.92 
(0.85 – 1.00) 
.062 




(0.61 – 1.35) .641 
1.31 
(1.04 – 1.64) .022 
1.01 
(0.70 – 1.46) .964 
1.22 
(0.96 – 1.54) .104 
Normative 




(0.39 – 0.84) .005 
0.74 
(0.58 - 0.93) .012 
0.72 
(0.51 – 1.03) .069 
0.88 





Table 3.8 Relative risk ratios showing associations between age at menarche and suicidal and non-suicidal self-harm, versus no self-harm, and suicidal versus non-
suicidal self-harm, at age 16 years in the complete case sample (n = 1,282) and in the imputed datasets (n = 4,042). All models adjusted for measures of maternal 
education, material hardship, maternal depression, childhood sexual abuse, parental separation, and body mass index (BMI).  
 
Non-suicidal self-harm v no self-harm Suicidal self-harm v no self-harm Suicidal v non-suicidal self-harm 
  Complete case 


















later age at 
menarche 
0.87 
(0.76 – 1.00) 
.048 0.86 
(0.78 - 0.94) 
.013 0.97 
(0.79 – 1.18) 
.745 0.90 
(0.79 – 1.02) 
.087 1.11 
(0.88 – 1.40) 
.360 1.04 
(0.91 – 1.20) 
.540 




(0.52 – 1.32) 
.419 1.26 
(0.97 – 1.64) 
.089 1.12 
(0.61 – 2.06) 
.704 1.42 
(0.99 – 2.02) 
.056 1.36 
(0.67 – 2.77) 
.393 1.13 








(0.31 – 0.79) 
.003 0.69 
(0.52 - 0.92) 
.011 0.78 
(0.41 – 1.48) 
.451 0.84 
(0.56 – 1.25) 
.379 1.58 
(0.75 – 3.35) 
.229 1.20 










Table 3.9 Odds ratios showing associations between age at menarche and self-harm 
reported at age 21 years.  
Note: Analyses completed on imputed datasets (n=4,042). 
Adjusted models include measures of maternal education, material hardship, 
maternal depression, childhood sexual abuse, parental separation, and body mass 
index (BMI). 
 Age 21 






Per one-year later age 
at menarche 
0.91 
(0.84 – 0.98) 
.016 
0.94 
(0.87 – 1.03) 
.183 




(0.99 – 1.58) 
.061 
1.15 
(0.90 – 1.47) 
.257 
Normative 




(0.68 – 1.07) 
.167 
0.90 






In this chapter I examined the association between age at menarche and self-harm 
at age 16 and age 21 years. I found strong evidence of an inverse association between age 
at menarche and self-harm in adolescence: odds of self-harm decreased by 13% (95% CI 5%, 
20%) for every one-year increase in age at menarche in fully adjusted models. Findings in 
the categorical analysis were consistent with a linear association in the imputed dataset. 
The results were consistent, although the evidence for an effect was less strong, at age 21 
years. I did not find evidence for a differential effect of age at menarche on self-harm with 






The results presented in this chapter are the first to explicitly examine age at 
menarche and self-harm in a European population. The prevalence of self-harm observed in 
these results is in line with previous studies of adolescent females [13, 243]. The results 
support the findings of previous studies on pubertal timing and self-harm, which have 
generally found that earlier timing of puberty is associated with greater risk of self-harm 
and suicidal behaviour [58, 129, 142, 144, 146, 147, 152]. The measure of pubertal timing 
used in this chapter – age at menarche – relies less on social comparison than measures in 
some previous studies, which have used more subjective assessment measures [129, 144].  
 
 I found evidence that the association between age at menarche and self-harm 
persisted into early adulthood, albeit with an attenuated effect at age 21 years (OR 0.92, 
95% CI 0.85, 1.00). This finding is in line with the persistence hypothesis [132], as described 
in detail in Chapter 1. The results presented in this chapter do not provide evidence that the 
association between age at menarche and self-harm differs according to whether or not 
self-harm is accompanied by suicidal intent. This finding is consistent with previous studies 
investigating the association between pubertal timing and self-harm [144, 146], and implies 
that although some risk factors differ for suicidal and non-suicidal self-harm [4], earlier age 
at menarche may be one of the many risk factors shared by both.  
 
In using timing of menarche as my measure for pubertal timing it was necessary to 




associations of pubertal timing with self-harm in male participants have been inconsistent. 
For example Patton and colleagues [58] found no evidence that associations between 
pubertal timing and self-harm differed in males and females, whereas Wichstrøm [129] 
identified a quadratic relationship between pubertal timing and suicide attempts in boys, 
where both early- and late-developing boys were at increased risk. Further research is 




In this chapter I examined the association between age at menarche and self-harm 
at age 16 and 21 years. Pubertal timing is inversely associated with self-harm in females, 
with older age at menarche associated with a reduced risk of lifetime self-harm both in 
adolescence and in early adulthood. These results add support to the theory that early 
pubertal timing is a risk factor for mental health problems, including self-harm, in 
adolescent and young adult females. The results also show that the negative associations of 
early menarche persist into early adulthood, although the effect size attenuates. I found no 
evidence for a difference in association for self-harm with and without accompanied suicidal 
intent. In the next chapter I extend these findings by examining the association between 
pubertal timing and self-harm using age at peak height velocity as the indicator of pubertal 
timing. This enables examination of the association between pubertal timing and self-harm 






4. Age at peak height velocity and self-harm 
Overview 
 In this chapter I examine the association between pubertal timing measured using 
age at peak height velocity and self-harm. In the previous chapter I presented evidence that 
earlier pubertal timing is associated with increased self-harm risk in female adolescents, and 
that the effect appears to persist into early adulthood, albeit with weaker evidence. In the 
current chapter I extend those results by examining the association using age at peak height 
velocity as the exposure variable, which is a measure of pubertal timing that can be 
observed in both males and females. As in the last chapter, I conduct the main analysis on a 
sample with missing data imputed up to the number of individuals who provided data on 
pubertal timing. In contrast to the last chapter, the imputed samples in this chapter include 
both males and females and were based on participants having data on age at peak height 
velocity (N = 5,369; n males = 2,531, n females = 2,837). 
 
Introduction 
As described in Chapter 1, few studies have examined potential sex differences in 
the association between pubertal timing and self-harm. Most studies use age at menarche 
as the exposure variable, thereby precluding the inclusion of males [138, 139, 141, 142, 146, 
152-155]. Of the nine studies which use exposure variables that can be applied to both 
sexes, three fail to stratify by sex in analyses [58, 144, 157]. The evidence in those studies 




145], some reporting both early and late effects [129] and others reporting no evidence for 
a pubertal timing effect [140, 147].  
  
The analyses presented in this chapter use age at peak height velocity (aPHV) to 
examine the association between the timing of puberty and lifetime risk of self-harm. Age at 
peak height velocity is an objective measure of pubertal timing which can be applied to both 
sexes – although, as discussed later (see Chapter 7), aPHV occurs earlier in the pubertal 
transition in females than in males [244]. The details of the aPHV measure are outlined in 
Chapter 2. In addition to the analysis of self-harm at age 16 years, I examine whether aPHV 
is associated with self-harm in early adulthood, at age 21 years. In the previous chapter I 
examined whether the association between age at menarche and self-harm differed for self-
harm with versus without suicidal intent. In this chapter I extend those results to investigate 
whether the association differs by suicidal intent for males as well as females. In addition, I 
conduct sensitivity analyses to examine whether the association between aPHV and self-
harm by age 21 years is robust to only including participants who reported self-harm at age 
21, and include sensitivity analyses using the complete-case data (N = 1,573).  
 
Research questions 
1. Is there an association between age at peak height velocity and self-harm at age 16 
years in males? 
2. Is there an association between age at peak height velocity and self-harm at age 16 




3. Is there an association between age at peak height velocity and self-harm by age 21 
years in males? 
4. Is there an association between age at peak height velocity and self-harm by age 21 
years in females? 
5. Does the association between age at peak height velocity and self-harm differ 
according to suicidal intent in either sex? 
 
Methods 




 The main analysis used data drawn from ALSPAC, with missing data imputed up to 
the number of individuals who provided sufficient height data to calculate age at peak 
height velocity (N = 5,369). I also conducted secondary analyses using the complete case 
sample: that is, participants who provided data for all exposure, confounder, and outcome 
variables (N = 1,573). The variables used for the imputation are presented in Appendix 4.1.  
 
Measures 
 Age at peak height velocity was used as the exposure variable. Consistent with the 
previous chapter, aPHV was used both as a continuous (in years) and categorical variable 




as the outcome variables. Both of these variables are described in detail in Chapter 2. 
Although data on Tanner staging was available in ALSPAC for both sexes, previous research 
has noted that over a quarter (27%) of males in ALSPAC reported regression in genital 
Tanner stage from one time point to the next [245]. I therefore deemed aPHV to be a more 
reliable measure as it was objectively recorded rather than self-reported, a decision which 
was supported by consultation with a paediatric endocrinologist. In adjusted analyses I 
included the same confounders as in Chapter 3: socioeconomic status (maternal education 
level (lower than O-levels, O-levels, A-levels, degree) and material hardship), maternal 
depression dichotomised at a score of 12 or above on the EPDS, childhood sexual abuse 
(retrospectively self-reported at age 22 years), mother-reported parental separation before 
the child’s fifth birthday, and body mass index (BMI) at age 9, calculated from research clinic 
data and self-reported data where clinic data were missing.  
 
Statistical analysis 
 As in Chapter 3, I used logistic regression for the main analysis of the association 
between age at peak height velocity and self-harm at age 16 and by age 21 years. I used 
multinomial logistic regression to address the question of whether the association differed 
for self-harm with versus without suicidal intent. All analyses were conducted using Stata 
version 15 [234] and both unadjusted analyses and analyses controlling for confounding  






 Table 4.1 shows the distributions of observed and imputed data in the samples. The 
distributions were comparable in both datasets. A comparison between those who did (n = 
5,369) and those who did not (n = 8,420) provide sufficient height data to calculate aPHV is 
presented in Table 4.2. Similar to the previous chapter, participants without aPHV data were 
less likely to be white, more likely to have a less educated mother in a lower social class, and 
more likely to have had parents separate before age 5 years. Of the 2,838 female 
Table 4.1 Distributions of values of exposure, outcome, and confounder variables observed in 
participants with complete data for all included variables, and distributions in imputed 
datasets. Proportions are displayed for imputed datasets. 
* N varies by sex: in complete case data n males = 546, n females = 1,027; in imputed data n 
males = 2,531, n females = 2,838.  
Imputed variable n (%) data 
missing 
Distribution 
n (%) for categorical variables 
Mean (SE) for continuous variables 
  Observed data 
(n = 1,573) 
Imputed datasets 
(n = 5,369) 
Age at peak height velocity 





Early 0 109 (19.96) 16.59 
Normative 0 385 (70.51) 69.10 
Late 0 52 (9.52) 14.30 
Age at peak height velocity 





Early 0 154 (15.00) 16.24 
Normative 0 716 (69.72) 68.08 





183 (11.63) 19.07 
O-level 521 (33.12) 34.70 
A-level 478 (30.39) 28.29 
Degree 391 (24.86) 17.94 
Maternal depression 578 (10.77) 119 (7.57) 10.39 
Sexual abuse 2,643 (49.23) 60 (3.81) 5.50 
Parental separation 0 126 (8.01) 13.41 
Material hardship 971 (18.09) 1.59 (2.48) 2.01 (0.04) 
Body mass index (BMI) 276 (5.14) 17.59 (2.72) 17.62 (0.04) 




participants with aPHV data, 96% (n = 2,722) also provided age at menarche data and are 
therefore consistent with the sample analysed in the previous chapter.  
Table 4.2 Observed values of descriptive data in participants who did and did not provide data on age at 
peak height velocity (aPHV) in the core ALSPAC sample. The denominators vary according to the level of 
missing data for each variable. 
Variable Description N 
Data on 
aPHV 
(n = 5,369) 
No data on 
aPHV 





< O level 3,681 
976 / 5,217 
(18.71%) 
2,705 / 7,035 
(38.45%) 
730.49 <.001 
O level 4,239 
1,809 / 5,217 
(34.68%) 
2,430 / 7,035 
(34.54%) 
A level 2,757 
1,485 / 5,217 
(28.46%) 
1,272 / 7,035 
(18.08%) 
Degree or higher 1,575 
947 / 5,217 
(18.15%) 






3,985 / 4,398 
(90.61%) 
3,156 / 3,590 
(87.91%) 
17.47 <.001 6-10 673 
337 / 4,398 
(7.66%) 
336 / 3,590 
(9.36% 
11-15 174 
76 / 4,398 
(1.73%) 






1,825 / 5,006 
(36.46%) 




3,181 / 5,006 
(63.54%) 








720 / 5,369 
(13.41%) 




4,649 / 5,369 
(86.59%) 





5,107 / 5,203 
(98.15%) 




96 / 5,203 
(1.85%) 
221 / 6,961 
(3.17%) 
 
 In imputed data, one in ten males and a quarter of females reported having self-
harmed on at least one occasion at age 16 years (males 10.8%; females 25.9%). By age 21 
years the proportion of males reporting having self-harmed increased to 27.8%, and the 




and confounder variables by aPHV category for males and females in the imputed data. In 
both sexes, the proportion of participants reporting self-harm at age 16 and 21 years was 
highest among those with early aPHV (age 16 years, males = 15.93%; females = 28.99%) and 
lowest among those with late aPHV (age 16 years, males = 5.21%; females = 19.66%). Those 
with early aPHV in both sexes had higher BMI at age 9 years, and lower socioeconomic 
status, than those with normative and late aPHV. In female participants, a higher proportion 
of individuals with early aPHV (7.48%) reported experiencing childhood sexual abuse than 
those with normative (5.67%) or late (4.73%) aPHV.  
 
There was weak evidence for a sex interaction in the association between aPHV and 
self-harm risk at age 16 years (F = 3.12, p = 0.08), so all analyses were stratified by sex. The 




Table 4.4 shows the unadjusted and adjusted odds ratios (ORs) and 95% confidence 
intervals (CIs) for the association between aPHV and self-harm at age 16 and 21 years in 
males. Later aPHV was associated with reduced risk of self-harm at age 16 years, and 
findings were consistent following adjustment for confounders (per-year increase in aPHV 





Table 4.3 Distributions of outcome and confounder variables by aPHV category for males and females. 
All comparisons made using imputed data (n = 5,369). 
Variable Distribution 
Proportion (SE) for categorical variables 
Mean (SE) for continuous variables 
 Males 
(n = 2,531) 
Females 















































Self-harm with suicidal 










































































































































experiencing early aPHV were at increased risk of self-harm (adjusted OR 1.46; 95% CI 0.98, 
2.18), whereas those experiencing late aPHV were at reduced risk (adjusted OR 0.49; 95% CI 





age 21 years (adjusted per-year increase in aPHV OR 0.99; 95% CI 0.74, 1.31), with the 
results of the categorical analysis also showing no evidence of an association between early 
or late aPHV (compared to normative) and self-harm risk by age 21 years (Table 4.4). 
 
Females 
Unadjusted and adjusted ORs and 95% CIs for the association between aPHV and 
self-harm reported at age 16 and by age 21 years in females are shown in Table 4.5. These 
results are broadly consistent to those found in males, with later aPHV being associated 
with a lower risk of self-harm at age 16 years in fully adjusted models (adjusted per-year 
increase in aPHV OR 0.85; 95% CI 0.75, 0.96). In the categorical analyses, compared to 
females with normative aPHV those with late aPHV experienced a reduced risk of self-harm 
(adjusted OR 0.73; 95% CI 0.54, 0.97), however there was little evidence for an increased 
risk in those who experienced early aPHV (adjusted OR 1.07; 95% CI 0.83, 1.38). The results 
by age 21 years were consistent with the age 16 years results (adjusted per-year increase in 
aPHV OR 0.91; 95% CI 0.80, 1.04). In unadjusted categorical analyses, there was some 
evidence that compared to those experiencing normative aPHV those experiencing early 
aPHV were at increased risk of self-harm (unadjusted OR 1.23, 95% CI 0.97, 1.56), and those 
experiencing late aPHV were at reduced risk (unadjusted OR 0.79, 95% CI 0.61, 1.02) by age 
21 years. However, the effect sizes attenuated following adjustment for confounders and 
there was no strong evidence of an association in the fully adjusted models (Table 4.5). 
Despite the apparent difference in results by age 21 years in males and females, I did not 





Table 4.4 Odds ratios showing associations between age at peak height velocity (aPHV) and self-harm at age 16 and 
21 years in males. Adjusted results are adjusted for maternal education, material hardship, maternal depression, 
childhood sexual abuse, and body mass index (BMI). All analyses conducted on imputed data (N = 2,531). 
 
Age 16 Age 21 
  Unadjusted Adjusted Unadjusted Adjusted 
  OR (95% CI) p OR (95% CI) p OR (95% CI) p OR (95% CI) p 
Per one-year increase 
in aPHV 
0.67 
(0.56 – 0.82) <.001 
0.72 
(0.59 – 0.88) .002 
0.96 
(0.74 – 1.26) .789 
0.99 
(0.74 – 1.31) .923 




(1.11 – 2.38) .013 
1.46 
(0.98 – 2.18) .061 
1.13 
(0.76 – 1.68) .536 
1.10 
(0.74 – 1.66) .629 
Normative 




(0.23 – 0.93) .032 
0.49  
(0.24 – 0.99) .045 
1.03 
(0.65 – 1.64) .899 
1.06 
(0.66 – 1.71) .813 
 
Table 4.5 Odds ratios showing associations between age at peak height velocity (aPHV) and self-harm at age 16 and 
21 years in females. Adjusted results are adjusted for maternal education, material hardship, maternal depression, 
childhood sexual abuse, and body mass index (BMI). All analyses conducted on imputed data (N = 2,838). 
 
Age 16 Age 21 
  Unadjusted Adjusted Unadjusted Adjusted 
  OR (95% CI) p OR (95% CI) p OR (95% CI) p OR (95% CI) p 
Per one-year increase 
in aPHV 
0.81 
(0.72 – 0.91) <.001 
0.85 
(0.75 - 0.96) .008 
0.86 
(0.76 – 0.96) .010 
0.91 
(0.80 – 1.04) .160 




(0.91 – 1.48) .242 
1.07 
(0.83 – 1.38) .625 
1.23 
(0.97 – 1.56) .082 
1.12 
(0.88 – 1.44) .361 
Normative 




(0.51 – 0.92) .010 
0.73 
(0.54 - 0.97) .032 
0.79 
(0.61 – 1.02) .070 
0.85 





       As a secondary analysis I examined the associations between aPHV and self-harm 
with versus without suicidal intent at age 16 years. As in the previous chapter, there was no 
strong evidence in either sex to suggest that associations between aPHV and self-harm 
differ according to suicidal intent (males: adjusted OR 1.05, 95% CI 0.72, 1.54; females: 




Table 4.6 Relative risk ratios showing associations between age at peak height velocity (aPHV) and suicidal and non-suicidal self-harm, versus no self-harm, as well as 
suicidal versus non-suicidal self-harm, at age 16 years in males. Adjusted results are adjusted for maternal education, material hardship, maternal depression, 
childhood sexual abuse, and body mass index (BMI). All analyses conducted on imputed data (N = 2,531). 
 
Non-suicidal self-harm v no self-harm Suicidal self-harm v no self-harm Suicidal v non-suicidal self-harm 
  Unadjusted Adjusted Unadjusted Adjusted Unadjusted Adjusted 
  RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p 
Per one-year 
increase in aPHV 
0.65 
(0.52 – 0.82) 
<.001 0.71 
(0.56 – 0.90) 
.005 0.73 
(0.54 – 0.99) 
.040 0.74 
(0.54 – 1.03) 
.072 1.11 
(0.77 – 1.60) 
.557 1.05 
(0.72 – 1.54) 
.786 




(1.03 – 2.52) 
.038 1.41 
(0.88 – 2.25) 
.153 1.65 
(0.86 – 3.14) 
.130 1.59 
(0.81 – 3.10) 
.176 1.02 
(0.48 – 2.18) 
.954 1.13 








(0.15 – 0.94) 
.036 0.40 
(0.16 – 1.00) 
.049 0.66 
(0.26 – 1.68) 
.379 0.67 
(0.26 – 1.73) 
.411 1.73 
(0.52 – 5.79) 
.375 1.68 






Table 4.7 Relative risk ratios showing associations between age at peak height velocity (aPHV) and suicidal and non-suicidal self-harm, versus no self-harm, as well 
as suicidal versus non-suicidal self-harm, at age 16 years in females. Adjusted results are adjusted for maternal education, material hardship, maternal depression, 
childhood sexual abuse, and body mass index (BMI). All analyses conducted on imputed data (N = 2,838). 
 Non-suicidal self-harm v no self-harm Suicidal self-harm v no self-harm Suicidal v non-suicidal self-harm 
 Unadjusted Adjusted Unadjusted Adjusted Unadjusted Adjusted 
 RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p RRR (95% CI) p 
Per one-year 
increase in aPHV 
0.78 
(0.69 – 0.89) <.001 
0.82 
(0.71 – 0.94) .006 
0.88 
(0.72 – 1.06) .176 
0.91 
(0.74 – 1.12) .387 
1.12 
(0.90 – 1.38) .304 
1.11 
(0.89 – 1.40) .359 




(0.87 – 1.50) .350 
1.04 
(0.78 – 1.39) .779 
1.20 
(0.79 – 1.81) .394 
1.13 
(0.73 – 1.74) .592 
1.05 
(0.66 – 1.66) .839 
1.08 
(0.67 – 1.75) .753 
Normative 




(0.44 – 0.87) .006 
0.66 
(0.47 – 0.93) .016 
0.85 
(0.54 – 1.35) .487 
0.90 
(0.56 – 1.44) .657 
1.37 
(0.80 – 2.33) .238 
1.37 






 As a sensitivity I also conducted the main analysis on the complete case data, the 
results of which are presented in Tables 4.8 and 4.9. The overall pattern of results was 
consistent across analyses in the complete case and imputed datasets, but the complete 
case analyses provided less confidence in the results due to the much smaller sample size 
(males: age 16 years adjusted OR 0.67, 95% CI 0.46, 0.97; females: age 16 years adjusted OR 
0.87, 95% CI 0.72, 1.05). The results of the categorical analyses were particularly affected by 
the drop in sample size. For example, in the age 16 years early timing category in males, the 
95% CI was twice as wide (2.4 vs 1.2) in the complete case data as in the imputed data. The 
difference in confidence was not as great in females (e.g. in the age 16 years early timing 
category, the 95% CIs increased from 0.55 to 0.92) but, nonetheless, the complete case 
estimates were less precise. 
 
Given over a quarter of the participants who reported lifetime self-harm at age 16 
years reported no lifetime self-harm at age 21 years (see Chapter 2), I conducted a further 
sensitivity analysis which only included individuals who reported self-harm at the age of 21 
years to see if the results by age 21 years were robust (Table 4.10). The results of the 
sensitivity analysis aligned with the main results in females, albeit with weaker evidence 
(adjusted OR 0.96, 95% CI 0.84, 1.09). For males the direction of the effect estimate 
changed, however the 95% confidence intervals of the main and sensitivity estimates 





Table 4.8 Odds ratios showing associations between age at peak height velocity (PHV) and self-harm in complete case and imputed data at age 16 and 
age 21 years in males. All results are adjusted for maternal education, material hardship, maternal depression, childhood sexual abuse, and body mass 
index (BMI). Complete case n = 546; imputed n = 2,531.  
Note: analysis for males in the Late timing of aPHV category at age 16 was unavailable in the complete case data due to small cell counts. 
  
 Age 16 Age 21 
 Complete case 
OR (95% CI) 
p Imputed data 
OR (95% CI) 
p Complete case 
OR (95% CI) 
p Imputed data 
OR (95% CI) 
p 
Per one-year 
increase in aPHV 
0.67 
(0.46 – 0.97) 
.033 
0.72 
(0.59 – 0.88) 
.002 
0.84 
(0.63 – 1.13) 
.244 
0.99 
(0.74 – 1.31) 
.923 




(0.93 – 3.33) 
.084 
1.46 
(0.98 – 2.18) 
.061 
1.33 
(0.76 – 2.33) 
.311 
1.10 
(0.74 – 1.66) 
.629 
Normative 
(12.7-14.4 years) 1.00 - 1.00 - 1.00 - 1.00 - 
Late 
(>14.4 years) - - 
0.49 
(0.24 – 0.99) 
.045 
0.61 
(0.23 – 1.61) 
.315 
1.06 










Table 4.9 Odds ratios showing associations between age at peak height velocity (PHV) and self-harm in complete case and imputed data at age 16 and 
age 21 years in females. All results are adjusted for maternal education, material hardship, maternal depression, childhood sexual abuse, and body 
mass index (BMI). Complete case n = 1,027; imputed n = 2,838. 
 
 Age 16 Age 21 
 Complete case 
OR (95% CI) 
p Imputed data 
OR (95% CI) 
p Complete case 
OR (95% CI) 
p Imputed data 
OR (95% CI) 
p 
Per one-year 
increase in aPHV 
0.87 
(0.72 – 1.05) 
.135 
0.85 
(0.75 - 0.96) 
.008 
0.93 
(0.78 – 1.10) 
.386 
0.91 
(0.80 – 1.04) 
.160 




(0.76 – 1.68) 
.551 
1.07 
(0.83 – 1.38) 
.625 
1.24 
(0.85 – 1.80) 
.257 
1.12 
(0.88 – 1.44) 
.361 
Normative 




(0.55 – 1.28) 
.427 
0.73 
(0.54 - 0.97) 
.032 
0.98 
(0.67 – 1.43) 
.909 
0.85 










   
Table 4.10 Odds ratios showing associations between age at peak height velocity and self-harm reported at age 21 years in males and females. All analyses 
adjusted for maternal education, material hardship, maternal depression, childhood sexual abuse, and body mass index (BMI). Analysis conducted on 
imputed data (n = 5,369). 
Note: males aPHV timing: early <12.7 years; normative 12.7-14.4 years; late >14.4 years; females aPHV timing: early <11.0 years; normative 11.0-12.6 years; 
late >12.6 years.  
 Males Females 
 Self-harm at age 21 
years (sensitivity) 
 OR (95% CI) 
p 
Self-harm by age 21 
years (original) 
 OR (95% CI) 
p 
Self-harm at age 21 
years (sensitivity) 
 OR (95% CI) 
p 
Self-harm by age 21 
years (original) 
 OR (95% CI) 
p 
Per one-year 
increase in aPHV 
1.05 
(0.85 – 1.29) 
.657 
0.99 
(0.74 – 1.31) 
.923 
0.96 
(0.84 – 1.09) 
.527 
0.91 
(0.80 – 1.04) 
.160 
Timing of aPHV 
Early 1.04 
(0.70 – 1.53) 
.860 
1.10 
(0.74 – 1.66) 
.629 
1.18 
(0.91 – 1.53) 
.212 
1.12 
(0.88 – 1.44) 
.361 
Normative 1.00 - 1.00 - 1.00 - 1.00 - 
Late 1.13 
(0.73 – 1.75) 
.595 
1.06 
(0.66 – 1.71) 
.813 
0.93 
(0.70 – 1.24) 
.615 
0.85 







 In this chapter I presented analyses investigated the association between age at 
peak height velocity and self-harm in both males and females. I examined the associations 
at age 16 and by age 21 years, and as a secondary analysis examined whether the 
association with self-harm differed according to suicidal intent. As a sensitivity I conducted 
the main analyses on the complete case data and re-ran the age 21 years analysis only 
including participants who reported self-harm at age 21 years.  
 
I found evidence of an inverse association between aPHV and lifetime risk of self-
harm in both males and females at age 16 years. There was weak evidence to suggest an 
association by age 21 years in females, but not for males. I did not find evidence of a 
difference in the associations between aPHV and NSSH versus self-harm with suicidal intent 
in either sex.  
 
The results presented here for females are consistent with those presented in the 
previous chapter, with a similar estimate of the effect size (aPHV OR 0.85, 95% CI 0.75, 0.96; 
menarche OR 0.87, 95% CI 0.80, 0.95). The evidence presented in this chapter for the 
association between aPHV and self-harm by age 21 years for females was similar but weaker 
than the evidence presented in the previous chapter (aPHV OR 0.91, 95% CI 0.80, 1.04; 
menarche OR 0.92; 95% CI 0.85, 1.00). The difference in the strength of the evidence may 




ALSPAC (n = 4,049) provided data on age at menarche than provided sufficient height data 
to calculate aPHV (n = 2,838). Although, as mentioned previously, nearly all the participants 
with aPHV data also provided data on age at menarche (n = 2,722), the analyses presented 
in this chapter had lower statistical power than the analyses of the previous chapter. The 
different measures of pubertal timing may also have affected the results, for example by 
reflecting different pathways of hormonal influence [80]. Menarche and peak height 
velocity also occur at different timepoints within the pubertal transition (PHV at around 
Tanner pubic hair stage 3, menarche at around stage 4). The differing pubertal stage of 
participants at exposure may also have affected the association. Nevertheless, the effect 
estimates in both chapters are consistent, differing only in their level of confidence. The 
similarities between the results presented in this and the previous chapter increase 
confidence in the conclusion that there is an association between earlier pubertal timing 
and increased self-harm risk in adolescent and young adult females.  
 
My results are consistent with some prior studies that have identified an association 
between earlier pubertal timing and increased risk of self-harm in males [129, 130]. The 
finding that later aPHV is associated with a reduced risk of self-harm at age 16 years in both 
sexes is in line with most research investigating the association between pubertal timing 
and psychological outcomes [104], and is consistent with the early timing hypothesis [96, 
97].  
 
My results provide no evidence that the association between aPHV and self-harm 




previous literature [246], and align with the attenuation hypothesis [132], which proposes 
that the negative impact of pubertal timing seen during adolescence attenuates as 
individuals develop into adulthood because of general improvements in maturity and 
mental wellbeing. However, the results of this chapter align with the previous chapter in 
finding some evidence that the association between aPHV and self-harm persists into early 
adulthood in females. This result aligns with the persistence hypothesis [132]. Consistent 
with the results presented in the previous chapter, I also found no evidence that the 
association between pubertal timing and self-harm differs according to whether the self-
harm was accompanied by suicidal intent. 
 
Conclusions 
 In this chapter I examined the association between age at peak height velocity and 
self-harm at age 16 and 21 years in males and females. I found results consistent with the 
previous chapter, where aPHV was inversely associated with self-harm in both sexes. I found 
some weak evidence that the association persists into early adulthood in females, but no 
evidence of a persistent effect in males. There was no formal statistical evidence for a sex 
interaction in the effect by age 21 years. Consistent with the previous chapter, I found no 
evidence of a differential association between aPHV and suicidal versus non-suicidal self-
harm. The results of this chapter indicate that early pubertal timing is a risk factor for self-
harm for adolescent males as well as females; interventions to reduce self-harm risk in early 
developers should be targeted at young people of both sexes. In the next chapter I examine 
some of the potential modifiable mediators of the association between pubertal timing and 




5. Pubertal timing and adolescent self-harm: mediating effects  
 
Overview 
 In this chapter I examine the mediating effects of having older friends, engaging in 
more risky behaviours, and experiencing more depressive symptoms on the association 
between pubertal timing and self-harm in adolescence. Following on from Chapter 4, I have 
used age at peak height velocity to examine pubertal timing, as this variable is based on 
objective height measurements and is available for both sexes. As in Chapter 4, I have used 
a sample drawn from ALSPAC that includes both sexes, and conduct my main analyses on a 
sample with missing data imputed up to the number of participants who provided age at 
peak height velocity data (n = 5,369; n males = 2,592, n females = 2,838). The sample in this 
chapter differs slightly to that used in Chapters 4 because two participants withdrew their 
consent between the analyses being conducted. 
 
Introduction 
 The previous chapters have established an association between earlier timing of 
puberty and increased self-harm risk among both male and female adolescents, though the 
evidence for persistent effects beyond adolescence is less clear in males. I outlined some of 
the possible mechanisms underlying the association in Chapter 1. Briefly, previous literature 
has hypothesised that earlier pubertal timing may impact mental health via earlier 
developers associating with more developmentally-similar older peers [134], and as a result 




affective disorder such as depression [175], which in turn is strongly associated with self-
harm [180]. 
 
 Based on the literature described above, I hypothesised that a model of the factors 
mediating the association between pubertal timing and self-harm was one which included 
associating with more older friends, engaging in more risky behaviours, and experiencing 
more depressive symptoms. I hypothesised that the three mediators are causally related to 
one another, as opposed to each independently mediating the pubertal timing association. 
Therefore, I hypothesised that the association would be mediated by three mediating 
pathways, each consisting of different paths through the model. One of these paths was 
based on having more older friends, the second on engaging in more risky behaviours 
without having more older friends, and the third on experiencing more depressive 
symptoms without having older friends or engaging in more risky behaviours (see Figures 
5.3-5.5). The hypothesised causal model is presented in Figure 2.9 (Chapter 2) and a 
simplified version in Figure 5.1.  
 
I will first estimate exposure-mediator associations, then mediator-outcome 
associations. I will then present results of the mediation model. The results presented in 
Chapter 4 indicated that there was only weak evidence of a sex interaction in the 
association between pubertal timing and self-harm; therefore, I first present analyses with 
males and females combined to maximise power. I then present analyses stratified by sex 
for completeness. The main analysis uses a conceptualisation of risky behaviours which has 




behaviours may be less likely to mediate the pathway of interest than others. Therefore, I 
also present a sensitivity analysis with an alternative conceptualisation of the risky 
behaviours variable which excludes risky behaviours which I hypothesise may not be on the 
mediating pathway between pubertal timing and self-harm: hours of television watched, 
and level of physical activity. In addition, I conducted sensitivity analyses using more 
conservative measures of the older friends variable (with cut-offs of 6 and 12 months age 
difference between the friend and the participant). Finally, I conducted sensitivity analyses 
of the exposure-mediator and mediator-outcome regressions, as well as the mediation 
analysis, using complete case data. However, the sample size was too small to draw 
meaningful conclusions from the complete case analysis (n = 881; n males = 274, n females 




1. Is there a direct effect of age at peak height velocity on self-harm risk at age 16 
years, dependent on the effects of number of older friends, number of risky 
behaviours engaged in, and level of depressive symptoms? 
2. Does the pathway based on number of older friends reported by participants 
mediate the association between age at peak height velocity and self-harm at age 16 
years, and to what extent?  
3. Does the pathway based on number of risky behaviours reported by participants 
mediate the association between age at peak height velocity and self-harm at age 16 




4. Does the pathway based on level of depressive symptoms reported by participants 
mediate the association between age at peak height velocity and self-harm at age 16 
years, and to what extent?  
5. Do the mediating effects of any of the pathways differ according to sex? 
 
Methods 
 Here I provide a brief overview of the methods used in this chapter; a detailed 
discussion of the sample and analysis technique can be found in Chapter 2.  
 
Sample  
 As in Chapter 4, the main analysis here was conducted on data imputed up to the 
number of participants for whom age at peak height velocity data was available (N = 5,369). 
The variables included in the mediation model are presented in Appendix 5.2.  
 
Measures 
 As in Chapter 4, I used age at peak height velocity as the pubertal timing variable and 
lifetime self-harm reported at age 16 years as the outcome variable. Confounders included 
in the analyses were consistent with those used in previous chapters: socioeconomic 
position, measured by material hardship and maternal education level (indexed by 
completed British school examinations and defined as lower than O-levels, O-levels, A-
levels, and university degree); parental separation before the child’s fifth birthday (reported 




maternal depression during pregnancy; and body mass index (BMI) at age 9 (calculated 
based on measurements taken at research clinics or self-reported where clinic data was 
unavailable). The mediating variables I considered were number of older friends (calculated 
as friends who were at least one day older than the participant), number of risky 
behaviours, and level of depressive symptoms indexed by score on the SMFQ.  
 
Statistical analysis  
I used linear and logistic regression analyses to estimate the exposure-mediator and 
mediator-outcome associations, and generalised structural equation modelling to estimate 
the hypothesised mediation model. All analyses were conducted using Stata version 15 
[234]. In contrast to previous chapters, for the mediation analysis the age at peak height 
velocity variable was inverted by multiplying by -1, such that a higher value of the aPHV 
variable represented earlier pubertal timing. As decreasing aPHV was associated with 
increased self-harm risk, I inverted the aPHV variable so that all variables in the model had 
positive associations with self-harm, and the composite effects of all the variables could be 
interpreted more easily. Each exposure-mediator and mediator-outcome association was 






Age at peak height 
velocity










Table 5.1 Distribution of outcome and mediator variables in each category of pubertal 
timing in each sex. Cells show median (interquartile range) for all variables apart from for 
self-harm at age 16 years and <1 older friend, for which % (n) is presented. Distributions 
calculated in non-imputed data.  
Variable N 
observations 
Timing of aPHV 
Early Normative Late 
Males 












Number of risky behaviours 1,622 2 / 6 
(1, 3) 
2 / 6 
(1, 3) 
2 / 5 
(1, 2) 
Depressive symptom score 2,221 3 / 23 
(1, 6) 
3 / 23 
(2, 6) 
3 / 17 
(1, 5) 
Females 












Number of risky behaviours 1,952 2 / 7 
(1, 3) 
2 / 7 
(1, 3) 
1 / 5 
(1, 2) 
Depressive symptom score 2,451 5 / 25 
(2, 9) 
4.5 / 25 
(2, 8) 





 Table 5.1 presents the distributions of the mediator variables (proportion of 
participants reporting >1 older friend, median number of risky behaviours, and median 
depressive symptom score) and self-harm at age 16 years by each category of age at peak 
height velocity and by sex. As in earlier chapters, the proportion of participants reporting 
self-harm at age 16 years was highest in the early aPHV category and lowest in the late 
aPHV category for both sexes. The distributions of the mediating variables were similar 
across the categories of aPHV. However, in females there appeared to be some evidence 




and a smaller proportion reported having older friends (69.43%), than those with early 
(median risky behaviour = 2 / 7; proportion reporting having older friends 75.42%) or 
normative aPHV (median risky behaviour = 2 / 7; proportion reporting having older friends 
75.78%). There appeared to be a linear change in levels of depressive symptoms, with 
females with early aPHV reporting the highest median SMFQ score (5/25) and those with 
late aPHV reporting the lowest (4/23), although this difference was small. In males, there 
appeared to be a linear change in the proportion of participants reporting having older 
friends according to aPHV category, with the highest proportion in the early aPHV category 
(64.66%) and the lowest proportion in the late aPHV category (56.84%). The median number 
of risky behaviours and SMFQ score did not appear to change according to aPHV category. 
Table 5.2 shows the distribution of data in the observed and imputed samples: the data are 
comparable across the samples. 
 
Regression analyses 
 Tables 5.3-5.6 present the results of regression analyses in the imputed data. The 
results presented in Tables 5.3 and 5.4 are restricted to males (n = 2,531); Tables 5.5 and 5.6 
are restricted to females (n = 2,838). Tables 5.3 and 5.5 examine the association between 
the exposure (age at peak height velocity) and each of the mediators in separate bivariate 
models. Tables 5.4 and 5.6 present the results of regression analyses examining the 
associations of the exposure and each of the mediators with the outcome (self-harm at age 
16 years), again each in separate bivariate models. The regression results are presented 
both in their unadjusted form and adjusted for all the confounders hypothesised a priori 




the outcome was continuous (as in the case of the mediators) and logistic regressions were 
conducted when the outcome was binary (as in the case of self-harm).  
 
Table 5.2 Distributions of values of exposure, mediator, outcome, and confounder 
variables observed in participants with complete data for all included variables, and 
distributions in imputed datasets. Proportions are displayed for imputed datasets. 
* N varies by sex: in complete case data n males = 274, n females = 607; in imputed 
data n males = 2,529, n females = 2,838.  
^ For skewed variables, median and interquartile range presented. 
Imputed variable n (%) data missing 
Distribution 
n (%) for categorical variables 
Mean (SE) for continuous variables 
  Observed data (n = 881) 
Imputed datasets 
(n = 5,367) 
Males* 
Age at peak height velocity 0 13.38 (0.83) 13.53 (0.02) 
aPHV 
Early 0 109 (19.96) 16.59 
Normative 0 385 (70.51) 69.10 
Late 0 52 (9.52) 14.30 
>1 older friend 1,825 
(72.16) 
168 / 274 
 (61.31) 59.38 
Number of risky behaviours ^ 907 
(35.86) 
2 / 6 
(1, 2) 
2 / 6 
(1, 3) 
Depressive symptom score ^ 308 
(12.18) 
3 / 23 
(1, 5) 
3 / 23 
(1, 6) 
Females* 
Age at peak height velocity 0 11.80 (0.81) 11.80 (0.02) 
aPHV 
Early 0 154 (15.00) 16.24 
Normative 0 716 (69.72) 68.08 
Late 0 157 (15.29) 15.68 
>1 older friend 1,444 
(50.88) 
470 / 607 
(77.43) 74.68 
Number of risky behaviours ^ 886 
(31.22) 
2 / 6 
(1, 2) 
2 / 6 
(1, 3) 
Depressive symptom score ^ 387 
(13.64) 
4 / 23 
(2, 7) 
4 / 23 
(2, 8) 






Table 5.2 cont. 








O-level 283 (32.12) 34.70 
A-level 279 (31.67) 28.29 
Degree 223 (26.45) 17.94 
Maternal depression 577 (10.75) 
58 
(6.58) 10.39 
Sexual abuse 2,641 (49.21) 
31 
(3.52) 5.50 
Parental separation 0 62 (7.04) 13.41 












Table 5.3 shows strong evidence of associations between aPHV and risky behaviour 
as well as depressive symptoms in males. However, it shows no strong evidence for an 
association between age at peak height velocity and number of older friends. Table 5.4 
shows strong associations between each mediator (again, aside from older friends) and self-
harm. Tables 5.5 and 5.6 show similar results for females. Adjustment for confounders did 
not result in substantial changes to the effect estimates. The results of the regression 
analyses provide evidence of associations between the exposure and two of the three 
mediators, the same two mediators and the outcome, and the exposure and the outcome. 





Table 5.3 Regression models showing the associations between the exposure (age at peak height 
velocity) and mediators in males. Effect estimates are presented as beta coefficients with 95% 
confidence intervals (CIs). All analyses were completed on imputed data (n = 2,529). 
Adjusted models include measures of maternal education, material hardship, maternal 
depression, childhood sexual abuse, parental separation, and body mass index (BMI). 
 Unadjusted beta  
(95% CIs) 
p Adjusted beta 
(95% CIs) 
p 
Age at peak height velocity 
















Table 5.4 Regression models showing the associations of the exposure and mediators with 
the outcome (self-harm at age 16 years) in males. Effect estimates are presented as odds 
ratios with 95% confidence intervals (CIs). All analyses were completed on imputed data (n = 
2,529). 
Adjusted models include measures of maternal education, material hardship, maternal 
depression, childhood sexual abuse, parental separation, and body mass index (BMI). 
 Unadjusted 
OR (95% CIs) 
p Adjusted  
OR (95% CIs) 
p 
Self-harm (age 16 years) 





















Table 5.5 Regression models showing the associations between the exposure (age at peak height 
velocity) and mediators in females. Effect estimates are presented as beta coefficients with 95% 
confidence intervals (CIs). All analyses were completed on imputed data (n = 2,838). 
Adjusted models include measures of maternal education, material hardship, maternal 
depression, childhood sexual abuse, parental separation, and body mass index (BMI). 
 Unadjusted beta  
(95% CIs) 
p Adjusted beta 
(95% CIs) 
p 
Age at peak height velocity 



















Table 5.6 Regression models showing the associations of the exposure and mediators with 
the outcome (self-harm at age 16 years) in females. Effect estimates are presented as odds 
ratios with 95% confidence intervals (CIs). All analyses were completed on imputed data (n = 
2,838). 
Adjusted models include measures of maternal education, material hardship, maternal 
depression, childhood sexual abuse, parental separation, and body mass index (BMI). 
 Unadjusted 
OR (95% CIs) 
p Adjusted  
OR (95% CIs) 
p 
Self-harm (age 16 years) 





















Mediation analysis  
Table 5.7 presents the results of the main generalised structural equation modelling 
analysis of the mediation model using imputed data. The total effect is presented and is also 
decomposed into the separate hypothesised pathways, which are also presented in Figures 
5.2-5.4. Effect sizes are presented in Table 5.7 as risk ratios, and in the figures the effects 
are presented as beta coefficients and equivalent risk ratios. All effects are after adjustment 
for all confounders. The direct effect represents the estimated association of aPHV with self-
harm which does not operate through any of the mediators. The older friends effect 
represents the estimated effect of aPHV operating through the pathway highlighted in 
Figure 5.2. The estimate for risky behaviours is the effect of aPHV operating through the 
pathway highlighted in Figure 5.3. Depressive symptoms represents the estimated effect of 
aPHV operating through the pathway highlighted in Figure 5.4. The total indirect effect is 
the total effect of all indirect causal pathways, and the total effect is the total of all indirect 





There was evidence of a total effect of aPHV on self-harm risk (RR 1.15; 95% 1.06, 
1.24). This can be interpreted as a 15% increase in risk of self-harm for each year earlier 
participants experience peak height velocity. This total effect was not mediated by the older 
friends pathway (RR 1.00; 95% CI 0.99, 1.00; Figure 5.2). The total effect was mediated by 
the risky behaviours pathway (RR 1.02; 95% CI 1.01, 1.03; Figure 5.2). This effect can be 
interpreted as 13% (2/15) of the increase in self-harm risk per one-year earlier aPHV being 
due to the risky behaviours pathway. The table also shows evidence for an association 
operating through the depressive symptoms pathway (RR 1.01; 95% CI 1.00, 1.02; Figure 
5.3). This is a small effect; 7% (1/15) of the total effect of a one-year earlier aPHV is due to 
increases in depressive symptoms. Finally, the table shows strong evidence for a total 
indirect effect (RR 1.03; 95% CI 1.01, 1.05): taking all mediating pathways into account, 
there is strong evidence for a modest overall mediating effect via the three mediators. The 
total indirect effect was calculated by adding and multiplying the beta values for all possible 
pathways between the exposure and outcome. The direct and indirect effects do not sum to 
the total effect due to rounding. The proportion of the effect explained by the three 
mediating pathways is 22.31% (95% CI 22.13, 22.94).  
Table 5.7 Mediation model results showing the association between age at peak height 
velocity and self-harm via having more older friends, engaging in more risky behaviours, 
and experiencing higher depressive symptoms. All models are based on imputed data 
(N = 5,367) and adjusted for maternal education, material hardship, parental 
separation, maternal depression, childhood sexual abuse, and BMI. 
Pathway RR 95% CI p 
Total effect 1.15 1.06, 1.24 <.001 
Direct effect 1.11 1.03, 1.20 .006 
Older friends 1.00 0.99, 1.00 .523 
Risky behaviours 1.02 1.01, 1.03 <.001 
Depressive symptoms 1.01 1.00, 1.02 .065 





Figure 5.2 Mediating effects of the older friends pathway.  





Figure 5.3 Mediating effects of the risky behaviours pathway.  





Figure 5.4 Mediating effects of the depressive symptoms pathway.  




Sensitivity analyses   
Sex-stratified mediation 
Given the slight differences in distribution of mediating variables within categories of 
aPHV in males and females, Table 5.8 shows the results of the mediation model stratified by 
sex using imputed data. The table shows subtle differences between the sexes, but in most 
cases the confidence intervals of the sex-stratified estimates overlap (e.g. direct effect in 
males RR 1.22; 95% CI 1.05, 1.41; direct effect in females RR 1.07; 95% CI 0.99, 1.17). The 
evidence for all three separate mediators, as well as the total indirect effect, appears to be 
consistent between the sexes. However the point estimate for the total effect is higher in 
males (RR 1.24; 95% CI 1.07, 1.45) than in females (RR 1.12; 95% CI 1.02, 1.21) – this is likely 
due in part to a less precise estimate (the estimate for males is based on a smaller sample 
size; n males = 2,531, n females = 2,838) and a larger estimate of the direct effect in males. 
In any case, the confidence intervals of the two estimates overlap so there is no strong 
evidence for a difference between the sexes. 
 
Table 5.8 Mediation model results showing the association between age at peak height velocity and 
self-harm via having more older friends, engaging in more risky behaviours, and experiencing higher 
depressive symptoms, in males (n = 2,531) and females (n = 2,838). All models are based on imputed 
data and adjusted for maternal education, material hardship, parental separation, maternal depression, 
childhood sexual abuse, and BMI. 
Pathway Males Females 
 RR 95% CI p RR 95% CI p 
Total effect 1.24 1.07, 1.45 .005 1.12 1.02, 1.21 .012 
Direct effect 1.22 1.05, 1.41 .011 1.07 0.99, 1.17 .100 
Older friends 0.99 0.98, 1.01 .281 1.00 0.99, 1.01 .850 
Risky behaviours 1.02 1.00, 1.04 .028 1.03 1.01, 1,04 .002 
Depressive symptoms 1.01 0.99, 1.03 .374 1.01 1.00, 1.03 .140 
Total indirect 1.02 0.99, 1.05 .164 1.04 1.02, 1.06 .001 





Reduced risky behaviours variable 
Table 5.9 shows results of a sensitivity analysis testing the same mediation model on 
the imputed sample, but in this case using a reduced risky behaviours variable. The reduced 
variable includes substance use, antisocial behaviour, and risky sexual behaviour, and 
excluded physical inactivity and hours of TV consumption as I did not hypothesise that these 
behaviours were on the mediating pathway between age at peak height velocity and self-
harm. Including the reduced risky behaviours variable did not affect the outcomes of the 
mediation model. Using the reduced variable did suggest a slightly higher effect estimate of 
the risky behaviours pathway (RR 1.03, 95% CI 1.02, 1.04), but the confidence intervals 
overlapped with the main analysis (RR 1.02, 95% CI 1.01, 1.03). 
Table 5.9 Mediation model results showing the association between age at peak height 
velocity and self-harm via having more older friends, engaging in more risky behaviours, 
and experiencing higher depressive symptoms. All models are based on imputed data (N 
= 5,367) and adjusted for maternal education, material hardship, parental separation, 
maternal depression, childhood sexual abuse, and BMI. Risky behaviour is restricted to 
substance use, antisocial behaviour and risky sexual behaviour. 
Pathway RR 95% CI p 
Total effect 1.16 1.06, 1.27 .001 
Direct effect 1.12 1.02, 1.22 .016 
Older friends 1.00 0.99, 1.00 .633 
Risky behaviours 1.03 1.02, 1.04 <.001 
Depressive symptoms 1.01 1.00, 1.03 .129 
Total indirect 1.04 1.02, 1.06 <.001 
 
Stricter older friends variables 
 Table 5.10 shows the results of a sensitivity analyses showing the same mediation 
model in the imputed sample, but in this case using older friends variables restricted to 




results differ to the main analysis. Descriptive data and regression analyses for the stricter 
older friends variables are included in Appendix 5.3.  
Table 5.10 Mediation model results showing the association between age at peak height velocity and 
self-harm via having more older friends, engaging in more risky behaviours, and experiencing higher 
depressive symptoms. All models are based on imputed data (N = 5,367) and adjusted for maternal 
education, material hardship, parental separation, maternal depression, childhood sexual abuse, and 
BMI. The mediation estimates use older friends variables with cut-offs are 6-month and 12-month age 
differences. 
Pathway 6-month difference 12-month difference 
 RR 95% CI p RR 95% CI p 
Total effect 1.15 1.07, 1.24 <.001 1.15 1.07, 1.24 <.001 
Direct effect 1.12 1.04, 1.20 .004 1.11 1.04, 1.20 .003 
Older friends 1.00 1.00, 1.01 .384 1.00 1.00, 1.01 .387 
Risky behaviours 1.02 1.01, 1.03 <.001 1.02 1.01, 1.03 <.001 
Depressive symptoms 1.01 1.00, 1.02  .084 1.01 1.00, 1.02 .082 
Total indirect 1.03 1.02, 1.05  <.001 1.03 1.02, 1.05 <.001 




 In this chapter I investigated potential mediation by three factors – having an older 
friendship network, engaging in more risky behaviours, and experiencing more depressive 
symptoms – of the association between pubertal timing, measured using age at peak height 
velocity, and self-harm at age 16 years.  
 
 The results indicate that the association between age at peak height velocity and 
self-harm is partially mediated by pathways based on engaging in more risky behaviours and 
experiencing increased depressive symptoms. There is no evidence that the association is 
mediated by the pathway based on having more older friends. Further, a direct 




suggests the association is further mediated by other factors not examined here. Findings 
were consistent in a sensitivity analysis using a more focused risky behaviours variable. 
Analysis stratified by sex showed slight differences in the effect of the mediating variables; 
there was some evidence of a greater proportion of the effect operating through pathways 
other than the mediators tested in males (RR 1.22; 95% CI 1.05, 1.41) than in females (RR 
1.07; 95% CI 0.99, 1.17). However, the confidence intervals of these estimates overlap, and 
this analysis did not include a formal statistical comparison of the difference. Conclusions of 
differences in mediation models between the sexes should therefore be drawn with 
caution. The results of this chapter are consistent with the results of the previous chapter. 
For example, the total effect in the main analysis showed a 15% increase in risk for each 
year earlier participants experience peak height velocity. This estimate is consistent with the 
regression estimate reported in Chapter 4, which showed a 15% increase in risk for each 
year earlier females experienced peak height velocity, and with the regression estimate 
reported in Chapter 3, which showed a 13% increase in risk for each year earlier females 
experienced menarche.  
 
 I conducted a sensitivity analysis using a more focused risky behaviours variable that 
did not include levels of physical activity and hours of television consumed. The results of 
which were consistent with the main analysis. It may be beneficial in developing targeted 
interventions for future research to identify which risky behaviours mediate the association 
between pubertal timing and self-harm to the greatest extent; there may be differential 





 To my knowledge no previous study has used longitudinal data to investigate the 
factors mediating pubertal timing and self-harm. The closest study is that of Patton and 
colleagues [58], who used cross-sectional data to examine the association between pubertal 
stage and self-harm. In that study the authors used regression analyses to identify factors 
associated with both the exposure and outcome. For example, they found that an 
unadjusted association between late pubertal stage compared to early (OR 4.6; 95% CI 1.5, 
14.0) attenuated to the null after adjustment for depressive symptoms, being sexually 
active, and drinking alcohol more than once per week (OR 2.4; 95% CI 0.8, 7.3). The results 
of the analyses presented in this chapter are consistent with Patton et al in that depressive 
symptoms, risky behaviours (including risky sexual behaviour), and substance use (including 
alcohol consumption) all mediated the association between pubertal timing and self-harm. 
However, a difference between the results is that in my analyses, a direct effect of pubertal 
timing on self-harm remained after measuring indirect effects through the mediators, 
whereas in the results of Patton et al the association between pubertal stage and self-harm 
attenuated to the null after adjustment for the mediators. Patton and colleagues use 
multivariate logistic regression to examine the mediating effects of the proposed variables. 
A limitation of this approach is that it does not provide estimates of the mediating effect; 
only evidence that after adjustment for the proposed mediators the association between an 
exposure and outcome is changed or unchanged. It does not estimate of the size of the 
indirect effect, nor a measurable estimate of the change in total effect: since odds ratios are 
non-collapsible, the addition of variables to the regression model means odds ratios 
between models are not comparable to one another in the way regression coefficients are 




the analyses in this chapter and those of Patton and colleagues cannot be compared in any 
more depth.  
 
 The findings presented in this chapter are in line with research investigating the 
factors mediating the association between pubertal timing and other mental health 
outcomes. For example, Rudolph and colleagues [249] assessed the mediating influence of a 
range of psychosocial factors on the association between early pubertal timing (examined 
using the PDS) and depression (examined using K-SADS [179]). The authors collected data 
longitudinally across four years from 167 young people (51% female; n = 86) with mean age 
= 12.4 years, as well as their female caregivers, at the first wave of data collection. The 
results of the study showed that the association between early pubertal timing at baseline 
and depression at Wave 4 was mediated by, among others, deviant peer affiliation – a 
parent-reported measure of whether participants associated with others “who get in 
trouble” (pp. 14; b = 0.46; 95% CI 0.01, 2.45; p = .02). Other studies have also identified a 
mediating effect of delinquent peers on the association between earlier pubertal timing and 
depressive symptoms [250]. However, neither of these studies collected data on the age of 
the deviant peers relative to participants. It may be the case that exposure to and 
involvement in risky behaviours, as opposed to having older friends, mediates the 
association between earlier pubertal timing and poorer mental health – a result which is 






 In this chapter I examined the mediating effects of having older friends, engaging in 
more risky behaviours, and experiencing more depressive symptoms on the association 
between pubertal timing and self-harm. The results indicated that the association is partially 
mediated by two of the three factors. Interventions targeted at individuals experiencing 
earlier pubertal timing to reduce self-harm risk should focus on these modifiable 
mechanisms. In the next chapter I will examine the association between the timing of 
puberty and self-harm using a genetic causal inference method, Mendelian Randomization, 
which uses genetic proxies for the exposure variable to circumvent typical observational 
confounding. Mendelian Randomization is based on a different set of assumptions to 
structural equation modelling and regression analyses, so triangulating the results of 
chapters 3-5 using this different approach will provide more confidence in the associations I 





6. Pubertal timing and self-harm: Mendelian Randomization study 
 
Introduction  
 In this chapter I investigate the association between pubertal timing and self-harm 
using Mendelian Randomization (MR). In the previous chapters I presented evidence of an 
observational association between pubertal timing (indexed using age at menarche and age 
at peak height velocity) and self-harm in both males and females, as well as examining some 
of the pathways that might mediate the association. These analyses were adjusted for a 
range of hypothesised confounders of the association between pubertal timing and self-
harm. However, it is possible that residual or unmeasured confounding may remain and 
may bias the observational estimates. In this chapter I use two MR approaches (one-sample 
and two-sample) to estimate the unconfounded effect of age at menarche on self-harm risk.  
 
Mendelian Randomization  
 Mendelian Randomization is a form of instrumental variable analysis, which 
estimates the relationship between an exposure (X) and an outcome (Y) by using a third 
variable (the instrument; Z) to proxy for the exposure variable. This is presented graphically 
in Figure 2.11; see Chapter 2.  
 
 In the case of MR, the instruments used are genetic variants (alleles) that explain 




causal estimates of the effect of the phenotype on an outcome can be obtained [251]. 
Causal estimates can be obtained because of two key underlying assumptions of MR, drawn 
from Mendel’s laws of inheritance. First, it is assumed that the probability of having a 
particular allele is independent of the environment (the principle of segregation) and 
second, that alleles segregate independently of one another (the principle of independent 
assortment) [252]. As a result of these assumptions, MR analysis mimics a randomised 
experiment where participants are randomly assigned to either the presence or absence of 
each particular allele at conception. This means the exposed and unexposed groups are 
exchangeable: confounders which affect observational estimates should be equally 
distributed across the groups, and be unrelated to exposure [239, 253].  
 
 The specific instruments used for MR analysis are Single Nucleotide Polymorphisms 
(SNPs), which represent different alleles and are presented as either A, T, C, or G. For 
example, at a particular point on the genome most individuals might carry an A nucleotide, 
which would confer a particular trait, but some individuals might carry a T nucleotide, which 
changes the trait expressed. The two possible nucleotides at that particular point on the 
genome (in this case A and T) are the alleles. Most SNPs do not operate individually, but 
instead function together with many others to manifest particular traits. However, there are 
examples of single-gene disorders, such as sickle cell anaemia and cystic fibrosis, which 
occur from mutations in a single nucleotide[254, 255]. The SNPs associated with particular 
phenotypes are identified using genome-wide association studies (GWAS). GWAS are 
observational studies which test for associations between a trait of interest and genetic 





In the context of MR, SNPs are selected as instruments when they are associated 
with differences in the expression of the phenotype associated with outcome of interest. To 
give a concrete example, let us consider the association between tobacco smoking and 
cardiovascular disease. Though there appears to be an association in observational 
studies[256], it could be confounded by other variables such as diet, alcohol consumption, 
and socioeconomic status. This question can be addressed using MR analysis. First, tobacco 
smoking is instrumented using SNP rs1051730. A T allele in this SNP is associated with 
increased smoking quantity; thus, after participants are stratified according to smokers or 
non-smokers, participants who smoke and have the T allele on rs1051730 should smoke 
more than those who smoke but do not have the T allele. The allele should have no effect in 
the non-smoking group. Any differences in cardiovascular risk factors between smokers with 
and without the T alleles are therefore a result of higher levels of tobacco smoking. Using 
this method, it has been shown that smoking may causally affect some risk factors for 
cardiovascular disease such as BMI, resting heart rate, and glomerular filtration rate, but not 
others such as diastolic blood pressure or levels of C-reactive protein[257]. 
 
Methods 
 In this chapter I use two MR methods: one-sample and two-sample MR. Both 
methods of MR are based on instrumental variable analysis and share three key 
assumptions. In the following section I will outline these assumptions and then discuss the 






 The validity of both one-sample and two-sample MR is based on the same three key 
assumptions, which I outline here.  
 
Assumption 1: the instrument is robustly associated with the exposure 
As in the case with instrumental variable analysis more generally, Mendelian 
Randomization is only valid if the instrument is robustly associated with the exposure. As 
mentioned above, SNPs associated with a phenotype are identified from GWAS. The 
threshold for significant and independent associations is set at p < 5x10-8; a stricter, 
Bonferroni-corrected significance to account for multiple testing of a large number of 
SNPs[258]. The SNP associations should also replicate or, at least, explain a large proportion 
of the variance in an independent sample[259].  
 
Assumption 2: the instrument is not associated with confounders  
 As discussed earlier, MR analysis is based on the principles of inheritance proposed 
by Mendel[252, 253], which state that the inheritance of particular genetic traits occurs 
independently of other genetic or environmental confounding factors. This assumption can 
be tested for measured confounders in a one-sample MR, and genetic variants have been 
shown to be largely unrelated to each other and to non-genetic variants[260]. In contrast, it 




This assumption cannot be tested for unmeasured confounders, and so the strength of the 
assumption relies on prior subject-specific knowledge.  
 
Assumption 3: the instrument only affects the outcome through the exposure 
 The effect of a genetic instrument on an outcome via an alternative pathway to the 
one under investigation is known as horizontal pleiotropy [261]. Horizontal pleiotropy 
violates the third assumption of MR. The assumption can be tested using the MR Egger 
approach and other approaches (see below), and also relies on prior subject knowledge. 
This is the assumption most likely to be violated in MR studies[259].  
 
Selecting instruments 
The same methods are employed in one- and two-sample MR to identify SNPs that 
are associated with the exposure in GWAS. SNPs are identified in three ways: directly via 
genotyping, through imputation, or through linkage disequilibrium (LD) with a different SNP 
which is associated with the instrument. Linkage disequilibrium refers to the phenomenon 
where some alleles are disproportionately inherited together, either due to being in close 
proximity to one another at specific loci, or through population structure[259]. Linkage 
disequilibrium can be used for identifying instruments for MR analysis because the 
instruments are not required to be causally related to the exposure; only to proxy for 
it[262]. Levels of linkage disequilibrium are also useful for ensuring that each SNP used as an 
instrument for an exposure is independent of other SNPs being used. Many SNPs are 




interest will typically explain only a very small proportion of its variance on their own[251]. 
When all SNPs comprising an instrument still only explain little of the observed variance in 
an exposure, or the instrument is used in a sample with a small N, this may lead to weak 
instrument bias[251]. The effect of weak instrument bias in MR depends on the extent of 
overlap between the samples in which the Z-X and X-Y associations are estimated: where 
there is sample overlap, such as in one-sample MR (where the two associations are 
calculated in the same sample), a weak instrument biases results towards the confounded 
observational estimate. In two-sample MR, provided there is no sample overlap, a weak 
instrument biases estimates towards the null[259]. The F statistic is typically used to 
estimate the strength of an instrument; a value above 10 indicates an acceptable level of 




 For both the one-sample and two-sample MR analyses I used the most recent 
available GWAS of age at menarche to identify the genetic instruments[241]. The GWAS 
drew on multiple samples, including data from 40 studies in the ReproGen consortium (N = 
179,117), and additionally data from 23andMe (N = 76,831) and UK Biobank (N = 73,397). It 
was restricted to women of European ancestry. The GWAS identified 389 SNPs associated 
with age at menarche at the level of genome-wide significance (p < 5x10-8), which explained 
7.2-7.4% of the variance, and around 25% of the heritability, in age at menarche. The GWAS 
authors found that associations for 368 of the 389 SNPs were replicated in a combined 




significance. In the one-sample MR analysis I used the 389 SNPs identified by Day and 
colleagues and calculated their associations with the age at menarche phenotype in ALSPAC. 
In the two-sample MR analysis, the Day et al GWAS was used as the exposure sample: the 
SNP-exposure associations reported by Day and colleagues were used for the Z-X 
associations in the MR analysis.  
 
Age at menarche is highly associated with BMI, which may lead to pleiotropy: 
vertical pleiotropy, where SNPs associated with age at menarche affect outcomes via 
changes in BMI (i.e. BMI is on the causal pathway), as well as horizontal pleiotropy, where 
SNPs affect outcomes through a BMI pathway independent of age at menarche [264]. 
Therefore, as a sensitivity, I re-ran both the one-sample and two-sample MR analyses after 
excluding SNPs that were associated with BMI in a GWAS[265]. This is a conservative 
method of excluding the effect of horizontal pleiotropy, because it also excludes any effects 
of vertical pleiotropy (i.e. the effect of age at menarche SNPs on self-harm via effects on 
BMI). Two SNPs appeared in the list of genome-wide significant age at menarche SNPs and 
genome-wide significant BMI SNPs and were removed from analysis: rs758747 and rs29941. 
I also conducted a sensitivity two-sample MR analysis using the Z-X associations for only the 
368 SNPs that replicated in the independent sample.  
 
I excluded from the analyses any SNPs with LD > 0.001 (182 SNPs removed in the 
main analysis, 162 SNPs in the replicated-sample sensitivity) and any SNPs that were 
palindromic (i.e. different alleles represented by the same pair of letters (A/T, C/G) on the 




the SNP effects on the exposure and outcome correspond to the same allele; nine SNPs 
removed in both the main analysis and the sensitivity), leaving 198 SNPs for the main two-
sample analysis and 190 SNPs for the replicated-sample sensitivity (seven further SNPs were 
removed from the sensitivity analysis for missing the information required for MR analysis).  
 
One-sample MR 
 The first method I use in this chapter is one-sample MR, which can be understood as 
MR using individual-level genetic data. One-sample MR is identical to a classical 
instrumental variable analysis as described above and uses a polygenic risk score (PRS) as 
the instrumental variable. A polygenic risk score is a derived variable that combines the 
effect of all SNPs associated with a phenotype: each allele identified in a GWAS is weighted 
by its effect on the exposure of interest within that GWAS, and the number of effect alleles 
an individual has determines their PRS. Once derived, the PRS is treated in analyses as any 
other continuous variable. For this analysis I used the --score command in PLINK (v.2.0) to 
create an average of the per-allele effects of alleles identified in a GWAS of age at 
menarche[241].  
 
 I used two-stage least squares regression (2SLS), which involves first regressing X on 
Z, then calculating the fitted values of X, and then regressing Y onto these fitted values. To 
conduct the one-sample MR analysis, I used the ivreg2 command in Stata (v.15.1). Two-
stage least squares regression analysis is generally intended for continuous outcomes, but it 
has been used previously to estimate the effect on binary outcomes[266]. The results of 




used the robust option in my analyses. Rather than odds ratios, the results of one-sample 
MR analyses using a binary outcome are presented as beta values which can be interpreted 
as change in absolute risk, or risk differences (RDs)[76, 266].  
 
 For the one-sample MR analysis I used ALSPAC data. Biological samples, from which 
genetic data were analysed, were collected in ALSPAC at the Focus9 research clinic at child 
age 9 years. Detailed descriptions of the genotyping and quality control procedures are 
published elsewhere [76]. For the one-sample analysis I used lifetime self-harm at age 16 
years (described in detail in Chapter 2) as the outcome measure. 
 
Two-sample MR 
 In contrast to one-sample, two-sample MR can be understood as MR using 
summary-level genetic data. Whereas one-sample MR involves generating polygenic risk 
scores for each individual in the sample based on the number of effect alleles they have, 
two-sample MR uses regression estimates for the phenotype on the individual SNPs across a 
whole sample. If we consider the association between the instrument and the exposure as 
the Z-X association, and the association between the instrument and the outcome as the Z-Y 
association, then two-sample MR differs from one-sample MR in that the Z-X association is 
examined in one sample and the Z-Y association is examined in a separate, non-overlapping 
sample from the same underlying population[267]. The benefits of two-sample MR 
compared to one-sample MR are generally larger sample sizes (as multiple GWAS can be 
combined and separate large samples can be selected for exposure and outcome data), that 




confounded estimate, and that multiple sensitivity analyses are available to examine 
potential sources of bias like horizontal pleiotropy. The limitations are that sub-group 
analysis is challenging as both the exposure and outcome samples must have stratified by 
the same variables; it is more difficult to check for associations between the instrument and 
measured potential confounders (a method of checking whether the analysis adheres to 
assumption two, above); and there is commonly some overlap between the two samples.  
 
I used a number of analysis techniques to conduct the two-sample MR. Each of the 
analyses were based on the Wald ratio, which is a ratio calculated by dividing the Z-Y effect 
by the Z-X effect (!"!#). However, each method differs in its assumptions and the number of 
SNPs it uses. Concordant estimates across the different methods therefore increase 
confidence in the overall MR findings[268]. My main analysis used the inverse variance 
weighted (IVW) approach, which combines Wald ratios for each SNP in a fixed-effects meta-
analysis and weights each ratio according to the inverse of the variance of the Z-Y 
association. The IVW approach assumes that any differences between estimates within the 
meta-analysis are due to sampling variation alone, which means it assumes that there is no 
horizontal pleiotropy in any of the SNPs. This is a strong assumption. To test this, I also 
conducted MR-Egger analyses as sensitivity analyses. The MR-Egger approach combines 
Wald ratio estimates using meta-regression (a random effect model), which allows the 
regression intercept to vary from zero (unlike the IVW approach)[269]. The intercept value 
gives an estimate of the extent of horizontal pleiotropy in the sample; if the intercept value 
is significant at a threshold of p = 0.05, this can be interpreted as evidence of horizonal 




between the instrument and the exposure is not correlated with the association between 
the genetic instrument and the outcome that is independent of the exposure. In addition, I 
estimated MR effects using a simple unweighted model of Wald estimates, as well as the 
weighted median and weighted mode, which are both based on the IVW empirical density 
function. 
 
 The Z-Y associations for the two-sample MR analysis were calculated using data from 
a GWAS of lifetime self-harm in the UK Biobank cohort[270]. This is the first GWAS 
investigating self-harm solely as a dichotomous outcome in a population-based sample; 
previous GWAS have studied a wider range of suicidal behaviours, including suicidal ideation 
and attempts, often among those with psychiatric disorder. Participants were asked “Have 
you ever deliberately harmed yourself, whether or not you meant to end your life?”. 
Responses were coded as a binary variable, with participants who answered positively 
coded as having a history of self-harm. Data on lifetime self-harm were available for 157,348 
participants, with a prevalence of 4.37% - a much lower prevalence than has been reported 
in other observational studies[11, 25, 159]. The GWAS was restricted to participants of 
European ancestry and analyses were adjusted for the first ten genetic principle 
components[270]; details of the genotyping and quality control procedures in UK Biobank 
are published in detail elsewhere[271]. The authors found no SNPs associated with self-
harm at the genome-wide significant threshold (p < 5x10-8) but did identify 193 SNPs which 





As noted earlier, ideally the two samples used in two-sample MR should be non-
overlapping[259]. In this analysis approximately 22% of the exposure sample (N = 73,397) 
were drawn from UK Biobank, constituting partial overlap between the samples. In the case 
of sample overlap a two-sample MR analysis is more similar to a one-sample MR; for 
example, a weak instrument will bias effect estimates towards the observational estimate 
rather than the null[259]. However, previous two-sample MR studies that used age at 
menarche data from UK Biobank and an outcome sample which partially overlapped with  
the UK Biobank sample have shown that restricting analysis to non-overlapping participants 




  Characteristics of the ALSPAC participants included in the one-sample MR analysis 
are shown in Table 6.1. The table shows the distribution of each variable among the total 
number of participants with data for that variable, and the distribution of each variable 
among participants who had complete data for all variables (the complete-case data). The 
complete-case data were used for the main one-sample analysis. Mean age at menarche 
was approximately 12.7 years (SD 1.14), and a quarter of the participants (26%) reported 
lifetime self-harm at age 16 years. The characteristics of the complete-case sample used in 
this chapter are consistent with the sample characteristics in Chapters 4-6, however the 







Regression coefficients estimating the association between the PRS and the 
exposure (age at menarche) and potential confounders are presented in Table 6.2. The table 
shows that the PRS is associated with the age at menarche phenotype (p < .001; evidence in 
support of Assumption 1 described earlier) and BMI (p < .001), providing some evidence of 
the pleiotropic effects of BMI hypothesised a priori. Consistent with Assumption 2, no other 






Table 6.1 Distributions of age at menarche, self-harm, and confounding variables in the 
observed and complete-case data used for one-sample MR analysis in ALSPAC.   
* Denotes continuous variable 
Variable 
N with data 
available 
Distribution 
Mean (SD) for continuous variables 
% (n) for categorical variables 
  Observed data (n = 6,673) 
Complete-case data 
(n = 991) 
Age at menarche* 4,042 12.63 (1.17) 12.72 (1.14) 





29.65 (1,760) 12.31 (122) 
O-level 34.54 (2,050) 33.00 (327) 
A-level 22.63 (1,343) 29.26 (290) 
Degree 13.18 (782) 25.43 (252) 
Maternal depression 5,304 12.80 (679) 7.37 (73) 
Sexual abuse 1,675 4.81 (114) 4.44 (44) 
Parental separation 3,639 16.36 (1,092) 8.78 (87) 
Material hardship* 3,845 1.94 (2.80) 1.63 (2.62) 




Table 6.2 Regression coefficients of the polygenic risk score (PRS) for later age at menarche on the 
age at menarche phenotype and confounding variables. All regressions were univariate and 
completed on the complete-case sample (n = 991).  
 Beta 95% CI lower 95% CI upper p 
Age at 
menarche  
0.0001582 0.0001270 0.0001893 <.001 
BMI -0.0000297 -0.0000432 -0.0000163 <.001 
Material 
hardship 
-0.0000004 -0.0000186 0.0000010 .539 
Maternal 
education 
0.0000127 -0.000016 0.0000249 .507 
Childhood 
sexual abuse 
-0.0000791 -0.0002595 0.0001012 .389 
Parental 
separation 
0.0000263 -0.0001050 0.0001576 .694 
Maternal 
depression 
-0.0000507 -0.0001929 0.0000916 .485 
 
Table 6.3 presents the results of the one-sample MR analysis. The F statistic from the 
first-stage regressions indicated that the age at menarche PRS was a strong instrument (F = 
99.92, p < .001). The MR results show no strong associations between the age at menarche 
PRS and self-harm at age 16 years (risk difference -0.03, 95% CI -0.10, 0.05). Removing SNPs 
associated with BMI at the level of genome-wide significance and recalculating the PRS 
resulted in only slight changes to the PRS, and no change to the results of the one-sample 





Table 6.3 Risk differences showing associations between the polygenic risk 
score for later age at menarche and self-harm at age 16 years. 











Table 6.4 Risk differences showing associations between the polygenic risk 
score for later age at menarche (after removal of SNPs associated with BMI) 
and self-harm at age 16 years. 







-0.03 0.04 -0.10 0.05 .476 
 
Two-sample MR  
 Participants in UK Biobank were older than those in the ALSPAC sample (mean 
recruitment age to UK Biobank = 56.53 years, SD 8.10), but nonetheless reported a similar 
mean age at menarche (12.97 years, SD 1.62). The prevalence of lifetime self-harm reported 
in the UK Biobank sample was much lower than ALSPAC at 5.4%; Table 6.5).  
 
Table 6.5 Descriptive statistics of key variables in the UK Biobank sample. Age at 
menarche and self-harm distributions refer to females only; age at recruitment 
refers to participants of both sexes as sex-stratified recruitment data is 
unavailable.  





Mean (SD) for continuous variables 
% (n) for categorical variables 
Age at recruitment 
(males and females) 
502,505 56.53 (8.10) 
Age at menarche 272,920 12.97 (1.62) 
Self-harm* 89,101 5.35 (4,770) 
 
Cochran’s Q values indicated that there was no strong evidence of heterogeneity, or 
pleiotropy (Q = 228.18, p = 0.057; Figure 6.1). The results of the main two-sample MR 
analysis are presented in Table 6.6 and Figure 6.2. The results provided no strong evidence 
for a causal effect of age at menarche on self-harm risk. The results for the main IVW and 




observational effect estimates reported in Chapter 3. However, as in the results of the one-













Table 6.6 Beta scores and odds ratios (OR) estimating the causal effect of age at menarche SNPs on self-harm risk in two-










IVW 198 -0.003259566 0.00255543 0.99674574 0.991765878 1.001750607 0.202116395 
MR Egger 198 -0.00669848 0.006860825 0.993323905 0.980055871 1.006771561 0.33010076 
Weighted 
median 198 -0.005073323 0.004139128 0.994939525 0.986900541 1.003043991 0.220312144 
Simple 
mode 198 -0.017467148 0.010170733 0.982684518 0.963289023 1.002470535 0.087478831 
Weighted 
mode 198 -0.010575904 0.006698045 0.989479824 0.976574662 1.002555524 0.115950964 
Figure 6.1 Funnel plot showing distribution of Cochran's Q values for the two-




Inverse variance weighted and MR-Egger analyses were completed as a sensitivity 
using the SNPs replicated in an independent sample. The results of the sensitivity analysis 
were consistent with the main analysis, providing some evidence that the main result was 
not due to bias induced by the partial overlap between the discovery and outcome samples. 
The results of the sensitivity analysis are presented in Table 6.7. The sensitivity analysis 
which estimated the causal effects of age at menarche on self-harm after excluding SNPs 














Figure 6.2 MR plot showing SNP effects on age at menarche and on self-
harm risk in UK Biobank, and MR estimates via the main analysis (IVW) and 





Table 6.7 Beta scores and odds ratios (OR) estimating the causal effect of age at menarche SNPs on self-harm risk in 










IVW 190 -0.00375462 0.00310180 0.9962524 0.9902141 1.002328 0.22609944 




Table 6.8 Beta scores and odds ratios (OR) estimating the causal effect of age at menarche SNPs on self-harm risk in two-
sample Mendelian Randomization analyses using UK Biobank data with BMI-associated SNPs removed. 
Method N 
SNPs 





IVW 197 -0.0030156 0.0025573 0.99674574 0.99176588 1.00175061 0.2383160 
MR Egger 197 -0.0063229 0.0068694 0.99332390 0.98005587 1.00677156 0.3584775 
Weighted 
median 
197 -0.0050673 0.0042125 0.99493953 0.98690054 1.00304399 0.2290089 
Simple 
mode 
197 -0.0174676 0.0093010 0.98268452 0.96328902 1.00247054 0.0618610 
Weighted 
mode 





 In this chapter I investigated the causal effect of age at menarche on lifetime self-
harm risk using Mendelian Randomization analysis. I used both one- and two-sample MR. 




harm risk. The findings were consistent in one-sample and two-sample MR analyses, as well 
as in sensitivity analyses using only SNPs that were not associated with BMI and only SNPs 
replicated in an independent sample. These results are inconsistent with the majority of the 
results from conventional observational studies and could be explained in two main ways.  
 
Relevance to wider literature 
First, the results suggest that previous observational studies which have found an 
association between pubertal timing and self-harm may have been affected by unmeasured 
or residual confounding, as opposed to reflecting true effects. Most existing research on the 
association between pubertal timing and self-harm has not adjusted for confounders, and 
many of the studies that have, including the analyses presented in this thesis, have adjusted 
for socioeconomic factors [152, 154, 155]. However, a recent meta-analysis of 46 studies 
[273] (N = 64,925) identified that while experiences of early life adversity involving threat 
(experiences of harm or the threat of harm) were associated with earlier pubertal timing (d 
= -0.26, 95% CI -0.41, -0.11), experiences involving deprivation were not (d = 0.05, 95% CI -
0.07, 0.18): lower socioeconomic status was associated with earlier pubertal timing (d = -
0.15, 95% CI -0.30, 0.01) but the confidence interval included the null and there was no 
statistical evidence that the effect estimate differed from zero (Z = -1.90, p = .06). Early life 
adversity, particularly physical and sexual abuse, is also a risk factor for self-harm [274-276]. 
Previous research may not have accounted sufficiently for the confounding effects of threat-
based early life adversity, instead focusing spuriously on socioeconomic status, and 





Alternatively, many studies of the association between pubertal timing and self-
harm are cross-sectional [58, 142, 146, 152], and so may be vulnerable to reverse causality. 
Given MR analysis avoids reverse causality, the results presented in this chapter may be 
evidence of biasing by reverse causality in conventional observational research. However, it 
should be noted that self-harm in the pre-pubertal years is rare [32, 56], and there is no 
direct evidence that self-harm in childhood leads to earlier pubertal timing. 
 
Further, not all studies have reported early pubertal timing effects; Liu et al[155], for 
example, found no difference in risk of lifetime non-suicidal self-harm in females who 
experienced early or late menarche compared to those who experienced average timing of 
menarche. This study controlled for a range of confounders, including impulsivity, family 
social demographics, and BMI. However, it is worth noting that the authors did find 
associations between age at menarche and past-year non-suicidal self-harm, even after 
controlling for the same set of confounders.  
 
Nonetheless, while to my knowledge there are no existing studies examining the 
association between pubertal timing and self-harm using genetic epidemiology methods 
with which to directly compare the results presented in this chapter, as discussed (see 
Chapter 1) and presented (Chapters 3-5) in this thesis, there is a growing body of 
observational literature which has found that earlier pubertal timing is associated with 
increased risk of self-harm and suicidal behaviour. In parallel, studies using genetic 
epidemiology methods to examine the causal effect of pubertal timing on outcomes 




of earlier age at menarche [76]. For this reason, the second potential explanation for the 
results presented in this chapter is the possibility of methodological limitations in the 
analyses.  
 
 Sequiera and colleagues[76] examined the effect of age at menarche on depressive 
symptoms using one-sample MR analyses. They conducted their study using ALSPAC and 
used as their outcome measure depressive symptoms at age 14, 17, and 19 years, measured 
using the SMFQ (see Chapters 2 and 5). They calculated a summed, unweighted PRS score 
based on an earlier GWAS of age at menarche[277]. The authors found evidence of an 
association between the age at menarche PRS and depressive symptoms at age 14 years 
(OR 1.02, 95% CI 1.005, 1.04) but evidence for an effect was weaker at age 17 (OR 1.002, 
95% CI 0.99, 1.02) and 19 years (OR 1.001 95% CI 0.98, 1.02). One possible explanation for 
the effect attenuating as participants aged may be that the effect of pubertal timing on 
psychopathology is limited to mid-adolescence; this is a finding that has been reported in a 
number of observational studies[246], including in this thesis. If there is an effect of 
pubertal timing on self-harm risk but it is limited to mid-adolescence (the attenuation 
hypothesis), I may not have had the power to detect it as Mendelian Randomization analysis 
estimates the lifetime effect of risk factors[253]. Another factor affecting the power of MR 
studies is sample size. In the Sequiera study, the sample size reduced at each timepoint of 
depressive symptom data collection, from n = 2,404 at age 14 years to n = 1,570 at age 19 
years. The point estimates of the causal effect of age at menarche were consistent across 




lower confidence in effect estimates may have resulted from lower-powered analyses due 
to smaller sample sizes. 
 
This factor may also have contributed to the results presented in this chapter. The 
one-sample MR analysis, for example, had an available sample size of n = 991 – less than 
half that of the age 14 years sample in Sequiera et al. The effect estimates in this chapter 
were similar to those of Sequiera et al – a 2% change in risk per unit increase in PRS – but 
the confidence intervals were slightly wider (SE 0.05 vs 0.03) so the confidence intervals 
included the null. The one-sample MR analysis presented in this chapter may have been 
underpowered to detect the small effect of age at menarche on self-harm[251].  
 
The two-sample MR analysis may also have been underpowered: I estimated the Z-Y 
association in UK Biobank, in which the prevalence of self-harm is low compared to other 
cohorts at around 5%; see Chapter 1 for a detailed discussion of self-harm prevalence. In 
other samples the reported prevalence of self-harm is around 15% [11, 17]. The lower 
prevalence of self-harm in UK Biobank may be because of the age of the participants when 
self-harm data was collected; participants reported lifetime self-harm at an average age of 
64 years, a long time after adolescence (when the incidence of self-harm is highest): self-
harm which occurred earlier in life may have since been forgotten or reappraised by 
participants [15]. The sample of UK Biobank is also generally unrepresentative of wider 
society: the participants are healthier and more affluent than the general population[278], 
which may be associated with a lower prevalence of self-harm [49]. There are very few 




well as collaborative consortia, which examine self-harm and can provide high-powered 
GWAS samples for use in MR analyses.  
 
 Furthermore, there is limited evidence for the heritability of self-harm: GWAS often 
fail to find any SNPs associated with self-harm at the level of genome-wide significance 
(indeed, the outcome GWAS used in this chapter failed to identify any significant SNP hits), 
and those that do frequently fail to replicate the findings in independent samples [279, 
280]. Many twin studies examine the heritability of suicide rather than self-harm [281], and 
the finding that suicidal behaviour is more concordant in monozygotic than dizygotic twins 
could be confounded by monozygotic twins being emotionally closer [282], and by suicidal 
behaviour in bereaved individuals being associated with the perceived closeness of the 
bereaved to the suicide victim [283, 284]. Further, the amount of variance in self-harm 
explained by genetics in GWAS is generally small; in a recent GWAS of the Danish population 
(n = 50,264) which examined suicide attempt in individuals with psychiatric diagnoses and 
members of the general population, the identified SNPs explained just 1.9% (95% CI 0.3, 3.5) 
of the variance in suicide attempts after adjustment for sociodemographic factors and 
psychiatric disorder [285]. Further, it should be noted that in any case this study may not 
have been estimating the genetic basis of non-clinical, community self-harm: of the 6,042 
individuals with a recorded suicide attempt, 97.8% (n = 5,892) had at least one diagnosed 
psychiatric disorder. Considering the low prevalence of self-harm in the UK Biobank sample 
in addition to the low level of variance in self-harm explained by genetic factors, the two-






Strengths and limitations 
The analysis presented in this chapter is the first to examine the relationship 
between pubertal timing and self-harm using genetically informed causal inference 
methods. It uses genetic instruments for age at menarche drawn from a large GWAS. This 
means that the instrument is strong, and less likely to be biased. I also used the first GWAS 
of a dichotomous self-harm variable measured in a community sample; previous GWAS 
have measured self-harm in clinical samples [279, 285] or analysed suicidal behaviour 
ordinally, assuming a stepped relationship between suicidal ideation, self-harm, and suicide 
attempt which may not be the case [286]. 
 
 However, the results should be interpreted in light of some limitations. In addition to 
the potential power issues discussed above, in the two-sample MR analysis there was a 
partial overlap between the discovery and outcome samples, with 22% of the discovery 
sample coming from UK Biobank. Sample overlap can introduce bias by biasing effect 
estimates towards the null[259]. However, as noted above, previous research has examined 
the effect of removing the overlapping samples and found no effect on results[259]. While 
the causal relationship between pubertal timing and self-harm in males is an area that 
requires more research, the analysis presented in this chapter has focused exclusively on 
females. There is evidence that there are similarities in the genetic architecture of pubertal 
timing in males and females: the genetic correlation between age at menarche in females 
and age at voice break in males has been reported by a number of studies as approximately 




chapter nearly all GWAS of pubertal timing had been conducted in women, as age at 
menarche is a distinct, reliably recalled, and widely used pubertal timing measure[79]. Only 
one GWAS of male pubertal timing had been reported, using age at voice break as the 
phenotype, which used a substantially smaller sample than GWAS of female pubertal 
timing[289]. In addition, the prevalence of self-harm is lower among males, which would 
mean analyses would have been lower-powered. A GWAS investigating age at voice break 
and first facial hair has recently been published, using a sample size of over 200,000 males 
in UK Biobank. The authors found 76 genome-wide significant signals for male pubertal 
timing, which correlated with the signals associated with female pubertal timing (rg = 
0.68)[288]. Future research should aim to investigate the causal effects of these SNPs on 
self-harm risk in males to establish whether the causal relationship between pubertal timing 
and self-harm differs by sex. 
 
Conclusion 
 In summary, this chapter presented Mendelian Randomization analyses which aimed 
to examine the causal association between age at menarche and lifetime self-harm. I did not 
find strong evidence of a causal effect, but this result may be due more to limitations of the 
analysis (which was likely underpowered) rather than estimates in observational studies 
being biased as a result of confounding. Research using large samples with a higher 
prevalence of self-harm should be conducted in future, as well as investigations of the 
causal association between pubertal timing and self-harm in boys. In the next chapter I 
discuss the findings of the thesis as a whole, including its strengths and limitations, 




7. Discussion  
 
In the previous four chapters I presented the results of analyses which aimed to 
answer the questions of whether pubertal timing is associated with self-harm risk, and 
whether specific factors hypothesised a priori mediate the association. In this chapter I 
summarise the overall findings of the thesis, describe the strengths and limitations of the 
analyses I have employed, and discuss the implications of the thesis findings for both 
research and clinical application.  
 
Thesis summary 
 The results presented in Chapters 3-5 provide evidence for an association between 
earlier pubertal timing and increased self-harm risk during adolescence. In females, 
experiencing puberty one year earlier (indexed by both age at menarche and aPHV) is 
associated with a roughly 15% increase in lifetime self-harm risk at age 16 years; in males 
(indexed by aPHV) it is associated with a 22-28% increase in risk. However, the association 
between earlier pubertal timing and increased self-harm risk appears to attenuate, 
particularly for males, as individuals move into early adulthood. Using age at menarche as 
the pubertal timing measure, a decrease in age menarche by one year was associated with 
an 8% increase in self-harm risk by age 21 years. This effect estimate was replicated using 
aPHV as the pubertal timing measure, but with slightly weaker evidence. However, I found 




years. Despite this apparent difference between males and females, there was no statistical 
evidence of a sex difference in the association between aPHV and self-harm by age 21 years.  
 
 In Chapter 5 I examined whether having older friends, engaging in more risky 
behaviours, and experiencing more depressive symptoms mediated the association 
between pubertal timing and self-harm risk at age 16 years. The results showed a small 
increase in risk (<10%) associated with earlier aPHV via two of the three mediating 
pathways in both sexes. However, the mediators did not fully explain the association 
between aPHV and self-harm: the proportion of the effect explained by the mediators was 
22.3%, and a direct (unexplained) effect of aPHV on self-harm risk (which could operate via 
other mediators not examined) remained.  
 
 In Chapter 6 I examined the association between age at menarche and self-harm 
using Mendelian Randomization analysis, a causal inference method based in genetic 
epidemiology. The results of the analyses provided no evidence of a causal effect of age at 
menarche on self-harm risk. While this could indicate that observational findings of a 
pubertal timing effect may be a result of unmeasured confounding, it may also be due to 
the MR analyses being underpowered to detect an effect. The conclusions drawn from the 
analyses presented in Chapter 6 must therefore be drawn with caution; although the 
findings contrast with those of the previous chapters, it would be inappropriate to discount 





Relevance to wider literature 
The results of Chapters 3-5 are in line with most research investigating the 
association between pubertal timing and psychological outcomes [113], and is consistent 
with the early timing hypothesis [96, 97], which proposes that early developers are at the 
greatest risk for adverse mental health outcomes during adolescence. However, it should be 
noted that in the categorical analysis in Chapter 4 I did not find evidence for a specific effect 
of early timing of aPHV in females. It is possible that I may not have had enough statistical 
power to detect an effect, as the continuous analysis indicated a linear association between 
aPHV and self-harm risk. I did not find any evidence of increased risk in participants 
experiencing later pubertal timing, in contrast to some previous studies [129, 139].  
 
According to the early timing hypothesis, early maturing adolescents experience the 
greatest adverse psychological effects of puberty because they are not yet cognitively 
equipped for the psychosocial pressures which accompany it. Early-developing girls are 
more likely to be perceived as older than they are [101] and to engage in sexual 
relationships earlier [167]. Earlier developers may be treated with expectations that they 
are emotionally or cognitively unable to meet, or may experience earlier exposure to 
stressors like relationship problems, which are a risk factor for self-harm [290]. Romantic 
relationship stress has been associated with an increased risk of non-suicidal self-injury in 
early-developing girls [148]. Early maturing adolescents are more likely to associate with 
older peers, and as a result are exposed at a younger age to risky behaviours such as sexual 





Adolescents experiencing early puberty may be less prepared for physical maturity 
and its associated social implications than their normative- and late-maturing peers [291] 
due to relatively reduced pre-puberty opportunities to acquire necessary skills to manage 
stressful experiences [292]. An associated mechanism which may contribute to early 
pubertal timing effects is an increased feeling of isolation: early developers begin a new 
pubertal phase of life, with all its accompanying stress and uncertainty, without the support 
of same-age peers going through the same experiences [97, 293]. Conversely, late 
developing adolescents may benefit from exposure to early- and normatively-timed 
developers experiencing the effects of puberty before they experience it themselves. 
 
Early timing of menarche has been associated with depression [110] and depressive 
symptoms [76, 114], and aPHV was associated with depressive symptoms in Chapter 6 of 
this thesis. Given depression is one of the strongest risk factors for self-harm [11, 56], it is 
possible it may mediate the association between earlier pubertal timing and increased self-
harm risk. Alternatively, both associations may share similar underlying mechanisms. For 
example, Angold and colleagues [294] showed in a multivariable model that the association 
between pubertal stage and depression was explained by measures of testosterone and 
estradiol. It is possible these same hormonal factors may be involved in the association 
between puberty and self-harm.  
 
It has been suggested that the hormones involved in pubertal development may 
have a direct influence on neural structures such as the hippocampus and the amygdala via 




symptoms [295]. Indeed, there is evidence of substantial neurological change in these areas 
during puberty [69]: it is well-established that gonadal hormones (i.e. androgens and 
estrogens) associated with pubertal development have important roles in a range of 
neurological changes seen in adolescence, for example the growth of white matter [296] 
and dendrites [297], as well as affecting the sensitivity of neurotransmitter receptors [297].  
 
On a broader neurocognitive level, there is general support for the dual-systems 
theory, whereby brain regions associated with sensation- and reward-seeking (focused in 
the medial and orbital prefrontal cortices and striatum) develop early in adolescence and 
along with pubertal development, whereas brain regions associated with executive control 
such as inhibition (the lateral prefrontal and parietal cortices, the anterior cingulate) 
develop towards the end of adolescence and into adulthood [99, 298-300]. The dual-
systems theory proposes that this neurocognitive mismatch drives risky behaviours in 
adolescence, and that risky behaviours decline as individuals mature into adulthood either 
purely because the brain regions associated with executive functions ‘catch-up’ with and 
thus temper the already-developed reward-seeking regions, or because of a combination of 
the development of executive function regions and the desensitisation of reward-seeking 
systems to pubertal hormones over the course of adolescence [99]. Earlier developers may 
experience the greatest disparity in their neurocognitive development, and therefore be at 
greatest risk of risky behaviours such as self-harm.  
 
The results presented in Chapters 3 and 4 of this thesis support the attenuation 




The attenuation hypothesis proposes that the negative impact of early pubertal timing seen 
during adolescence attenuates as individuals develop into adulthood because of general 
improvements in maturity and mental wellbeing. This result is consistent with most previous 
literature [114, 132, 133, 137, 246]  – however, as noted in Chapter 1, no existing research 
has examined the persistence of pubertal timing effects on self-harm, so the literature to 
which these findings are compared examines alternative mental health outcomes. In 
addition, very few existing studies examine the persistence of pubertal timing effects in 
males and females separately [246, 301, 302]. There may be sex differences in the 
persistence of negative associations of early pubertal timing, but the combination of sexes 
(and exclusion of male participants) in previous literature has masked them.  
 
The studies that do examine the long-term association between pubertal timing and 
mental health in male participants tend to report results in line with the attenuation 
hypothesis: Natsuaki and colleagues [301], for example, examined the association between 
pubertal timing (measured via self-reported pubertal stage and age-standardised) and 
depressed mood in a cohort of 14,500 12-22 year-old participants (48% male; n = 7,004) 
across three waves of data collection. The authors found that levels of depressed mood 
peaked at around 16 years of age and then declined, and that participants with off-time 
puberty (both early and late) showed more depressive symptoms than those with 
normative pubertal timing (but that early developers were at higher risk). However, the 
authors reported that the increased risk associated with pubertal timing dissipated as 





In addition, Graber and colleagues [302] examined 931 participants from a US 
longitudinal study at age 24 years. The authors found that compared to participants who 
experienced on-time puberty, females who had experienced early pubertal timing showed 
elevated lifetime odds of all Axis I mental disorders measured (including depression, anxiety, 
and substance use disorder). In contrast, with the exception of disruptive disorder and 
substance use (which were associated with late pubertal timing) there were no associations 
between pubertal timing and lifetime mental disorder in males. The transient pubertal 
timing effects observed in male participants in this thesis are therefore in line with existing 
research, and could indicate a pubertal timing effect which is limited to adolescence, or a 
pubertal stage effect.  
 
The results for female participants, in contrast, provide evidence for the persistence 
hypothesis. In Chapter 3 I found evidence that the association between age at menarche 
and self-harm persisted into early adulthood, albeit with an attenuated effect compared to 
age 16 years (OR 0.92, 95% CI 0.85, 1.00). In Chapter 4, using aPHV, the effect estimate was 
similar to that found for menarche but the evidence for an association by age 21 years was 
not as strong (OR 0.91; 95% CI 0.80, 1.04). It has been hypothesised that early pubertal 
timing increases adolescents’ exposure to ‘snares’, which are experiences that occur during 
adolescence but have long-term adverse effects [135]. Female adolescents may be 
particularly adversely affected by some of these snares, which affect their opportunities to 
improve negative outcomes after adolescence. For example, it has been robustly 
demonstrated that earlier menarche is associated with earlier engagement in sexual activity 
[134, 303] and teenage pregnancy [304, 305], and mothers who become pregnant during 




experience pregnancy in adolescence [306]. The effect estimate at age 21 years did, 
however, attenuate compared to the estimate at age 16 years (from 0.85-0.87 to 0.91-0.92). 
It may be the case that the adverse effects of early pubertal timing persist beyond 
adolescence but are softened by improving maturity and neurocognitive development 
[132]. As noted above, most existing research reports evidence for the attenuation 
hypothesis, but no previous studies have specifically examined the persistence of the 
association between pubertal timing and self-harm. It may be the case that the association 
between early pubertal timing and self-harm is more persistent in females than in males; 
future research is needed to clarify the persistence of pubertal timing effects on self-harm 
risk in male and female adolescents (see later for a detailed discussion).  
 
The results presented in this thesis do not provide evidence that the association 
between pubertal timing and self-harm differs according to whether or not self-harm is 
accompanied by suicidal intent. This finding is consistent with the few previous studies that 
have investigated the association between pubertal timing and both suicidal and non-
suicidal self-harm [144, 146], and indicates that although there is some evidence that non-
suicidal self-harm is associated with different risk factors than self-harm with suicidal intent 
[4, 307], early pubertal timing in males and females does not differentially affect the risk of 
suicidal versus non-suicidal self-harm.  
 
However, it can be difficult to reliably establish suicidal intent: the motivations 
reported by individuals who self-harm can vary by self-harm episode and even vary for the 




effect of age at menarche in this thesis (Chapter 3) 23% (n = 40) of individuals who said that 
they “wanted to die” when they most recently self-harmed responded negatively to the 
question of whether they had ever “seriously wanted to kill [themselves]”. As in previous 
studies [308], I classified participants as having attempted suicide if they reported any – 
non-zero – level of suicidal intent; it may be the case that the association between age at 
menarche and self-harm does differ by suicidal intent, but a more nuanced approach to 
measuring suicidal intent – such as collecting longitudinal qualitative data on participants’ 
motivations and their consistency – is required. 
 
Strengths and limitations 
Strengths 
The research presented in this thesis has a number of strengths. The main analysis in 
each chapter utilised large samples (n > 4,000), which mean the analyses were sufficiently 
powered to detect an effect. This therefore resulted in a low probability of making a type II 
error (i.e. failing to detect a real effect, or incorrectly accepting a false null hypothesis). 
Most of the analyses presented in the preceding chapters are likely to have detected any 
true effects. However, as noted above and previously, the analyses in Chapter 6 (MR) – 
despite using large samples in the Reprogen Consortium and UK Biobank data – may have 
been underpowered due to the low prevalence of self-harm in UK Biobank, the age of the 
participants, and the limited evidence for a genetic basis for self-harm. In these analyses it 






In addition to the sample sizes being large, each analysis sample was drawn from the 
community as opposed to clinical populations. This is important because, as noted 
previously, most self-harm episodes do not present to specialist services [11, 20] – it has 
been estimated that at age 15-17 years, the rate of community self-harm is seven times 
higher than the rate of hospital-presenting self-harm [5]. An important aim of the research 
presented in this thesis is to contribute to self-harm prevention in the highest possible 
proportion of the population; the findings of this thesis provide evidence for antecedents of 
self-harm in the community, which are generalisable to a larger section of the population 
than if they had been conducted in a clinical sample and can be utilised in designing and 
implementing interventions to help individuals at risk of self-harm due to experiencing 
earlier puberty.  
 
A further strength of the studies reported in this thesis is the use of objective 
measures of pubertal timing. As noted in Chapter 1, many existing studies which examine 
the association between pubertal timing and mental health outcomes rely on subjective, 
single-item, relative measures of pubertal timing: often asking participants to compare 
either the stage or timing of their pubertal development with their same-sex peers. The use 
of age at menarche in females and age at peak height velocity in males and females in this 
thesis constitute objective measures of pubertal timing that do not rely on social 
comparison, which could bias subjective self-assessments. Age at menarche is a well-
established measure of pubertal timing [87]. Menarche is a salient and memorable event for 
individuals who experience it [80] and is reliably recalled even many years after the event 




adolescence, minimising the risk of recall error. However, menarche is a relatively late event 
in female puberty (see Chapter 1); it could therefore be argued that menarche is not an 
accurate measure of the onset of puberty, and instead can only be treated as an imperfect 
proxy.  
 
Age at peak height velocity correlates well with other measures of pubertal timing 
and measuring it in both sexes allowed me to examine sex differences in the association 
between pubertal timing and risk of self-harm. It was calculated based on height 
measurements taken by trained staff at research clinics, which removed the need for 
participant self-report entirely. This meant that measurement error was reduced and that 
the measure was not limited by the same biases as subjective self-reports used in previous 
studies. The analyses presented in Chapter 4 are the first to use any objective measure of 
pubertal timing to examine its association with self-harm in male participants. Indeed, only 
six relevant previous studies have stratified by sex at all, and none used objective measures 
of pubertal timing. Further, all six studies examined suicide attempt as their outcome 
measure: the studies presented in this thesis are the first to stratify by sex and examine self-
harm with and without suicidal intent.  
 
In Chapters 3 and 4 I examined the association between pubertal timing and self-
harm at two separate timepoints – during adolescence (age 16 years) and in early adulthood 
(age 21 years). This allowed me to investigate whether the association between earlier 
pubertal timing and increased self-harm risk persisted beyond adolescence and into 




and restricted to adolescence (see Chapter 1) [246]. Examining the persistence of the 
association between pubertal timing and self-harm risk beyond adolescence is important for 
two reasons. First, it provides an indication of the course of change in risk – understanding 
where in the lifespan the increased risk is concentrated, or whether it is spread across the 
lifespan, helps to shape interventions and inform hypotheses on possible mechanisms. 
Second, it informs the discussion on whether the observed effect is of pubertal stage or 
pubertal timing. If the effect of experiencing pubertal milestones earlier than one’s peers 
persists beyond the point by which all individuals have experienced pubertal development, 
this provides evidence of a pubertal timing effect (and fits within the persistence hypothesis 
[132] which is described in detail in Chapter 1). If, however, the effect attenuates in 
adulthood, this could be interpreted as evidence of a pubertal stage effect, in that as later-
developing individuals also experience the pubertal milestones of interest their self-harm 
risk also increases so that pubertal timing is no longer associated with differences in risk. Of 
course, it should be noted that the finding of an effect restricted to adolescence could also 
be evidence of the attenuation hypothesis, where there is a negative effect of earlier 
pubertal timing during adolescence, but this effect attenuates as individuals develop into 
adulthood because of general improvements in maturity and mental wellbeing  [132]. 
Examining the association between pubertal timing and self-harm during adolescence and 
adulthood is a major strength of the research presented in this thesis. 
 
The mediation analyses presented in Chapter 5 had numerous strengths, including 
the novelty of the study design itself – no previous research has used structural equation 




pubertal timing and self-harm.  For example, I used a longitudinal sample which allowed for 
variable measurement in the same sample at distinct timepoints and therefore allowed the 
direction of effects between variables to be established. I also used generalised structural 
equation modelling (GSEM) to test my mediation model, which enabled estimation of the 
effects of multiple variables simultaneously, the ability to consider continuous as well as 
ordinal and binary variables, and the ability to estimate the size of indirect effects, unlike 
previous research using more basic mediation methods such as regression analyses [58]. A 
major strength is its identification of potentially modifiable mechanisms mediating the 
pathway between earlier pubertal timing and increased self-harm risk. The timing of 
puberty is not a viable target for intervention for improving psychological symptoms, so the 
identification of downstream modifiable mechanisms is essential for developing effective 
interventions for those who are at increased risk of self-harm.  
 
I also adjusted all relevant analyses for a range of possible confounders, an 
improvement on most existing studies. However, some residual confounding may remain; I 
therefore used MR analyses to estimate the unconfounded effect. The MR analyses 
presented in Chapter 6 are the first to have used genetically informed causal inference 
methods to examine the association between pubertal timing and self-harm, and constitute 
an important contribution to the literature on the topic. The use of MR allows greater causal 
inference than a standard observational study.  
 
As part of developing the research for this thesis I conducted a Patient and Public 




the participants to consider the experience of starting puberty, and in particular starting 
puberty before or after most of their friends, and write down on post-it notes the things 
that might be good or bad about it. The participants provided fascinating personal insights 
about puberty, and the reasons the pubertal transition can be challenging, from the societal 
("womanly figure gets unwanted attention") to the psychological ("self-esteem is non-
existent") to the practical ("bras and tampons are expensive"). The feedback from the 
participants aligned with my findings of earlier pubertal timing being associated with 
negative outcomes; the participants identified very few benefits of starting puberty earlier. 
The participants also identified some potential mediators and effect moderators that I had 
not previously considered. For example, the group discussed how improved sex or puberty 
education in school would help earlier developers navigate the pubertal transition; how 
better parental relationships would mean more openness and support around puberty; and 
how isolation and loneliness, resulting from both external forces (i.e. bullying and exclusion) 
but also internal forces (i.e. feeling different, unconsciously disconnecting from peers), 
could explain some of the observed association between earlier pubertal timing and 
increased self-harm risk. The PPI group provided valuable feedback which helped to shape 
the language and discussion of this thesis, and helped put my research findings in context. 
 
Limitations 
 However, the research presented in this thesis also has limitations. First, as for most 
cohort studies, there has been a loss to follow-up in ALSPAC, which may have biased the 
complete case analyses. Missing data were therefore imputed up to the full sample of 




5,369; Chapter 5, n = 5,367). Multiple imputation relies on the MAR assumption that there 
are no systematic differences between observed and missing values for a variable given all 
the variables in the imputation model. The large pool of variables available in the ALSPAC 
dataset allowed me to include a high number of relevant auxiliary variables, maximising 
confidence in the MAR assumption. Sensitivity analyses using complete case data also 
showed similar results to the results of imputed analyses, which provides evidence that the 
complete case samples were not heavily biased. However, most eligible ALSPAC participants 
(n = 13,793) were not included in the studies as they did not provide age at menarche and 
aPHV data. There were differences between those with and without exposure data (see 
Tables 3.2 and 4.2), and it is possible that restricting the sample to individuals who either 
completed puberty questionnaires or attended multiple research clinics may limit the 
generalisability of the results.  
 
 A second limitation is the possibility for measurement error in the self-harm variable 
used in Chapters 3-5. Self-harm at both time points was assessed via self-report, which is 
not always consistent with objective measures such as hospital presentation [16]. Self-harm 
may be under-reported due to social stigma associated with self-harm and mental illness 
[56, 310]. When deriving lifetime self-harm by age 21 years, I included participants who had 
responded positively to a self-harm question at either age 16 or 21 years. However, over a 
quarter of the participants (28.24% males, 28.17% females) who reported lifetime self-harm 
at age 16 years reported no lifetime self-harm at age 21 years. Nevertheless, sensitivity 
analyses using only participants who reported self-harm at age 21 years showed similar 




previous research [19, 28] has suggested that there may be fluctuations in the patterns of 
self-harm behaviour between these two periods which I was unable to capture. 
 
  Additionally, the use of a lifetime self-harm variable without data on age of onset 
means that reported self-harm could have preceded either menarche or peak height 
velocity for some individuals. This could have led to reverse causality, as there is some 
evidence that psychological distress may lead to an earlier age at menarche [311]. However, 
the incidence of self-harm is low in childhood and early adolescence  [8], so reverse 
causality in this case is unlikely.  I was also unable to distinguish between individuals who 
only ever self-harmed with suicidal intent and those who had also engaged in non-suicidal 
self-harm. 
 
Although I used objective measures of pubertal timing, both age at menarche and 
aPHV are single indicators of pubertal timing among many. Therefore, although they 
correlate well with each other and with other pubertal timing measures, they necessarily 
only capture specific elements of pubertal development. The gold standard measure of 
pubertal development is physical examination by a trained clinician, to which all other 
measures of pubertal development are typically compared [79, 87]. However, this method 
was not feasible for a large-scale prospective study. Although self-reported Tanner stages 
could have been examined, they are often unreliable: as noted in Chapter 2, 27% of males in 
ALSPAC reported regression in genital Tanner stage from one time point to the next [245]. 
Nonetheless, the research presented in this thesis may have benefited from triangulating 




pubertal events such as thelarche. Peak height velocity occurs earlier in puberty in females 
(around Tanner pubic hair stage three) than in males (around Tanner pubic hair stage four) 
[71, 72]; males may have therefore experienced more pubertal milestones before peak 
height velocity than females, and this difference in pubertal stage could influence its 
association with self-harm. 
 
Despite being a salient event, menarche was self-reported in the samples used for 
my analyses and could have been subject to recall error. Age at peak height velocity was 
calculated for individuals who provided at least one height measurement during three age 
ranges across childhood and adolescence (age 5-10 years, 10-15 years, and 15-20 years). 
Although the mean number of height measurements provided by participants was eight 
(from a maximum of eleven), there are some participants for whom aPHV may have been 
calculated with as much as five years between timepoints, which may have reduced the 
accuracy of the measure. Further, the height measurements which were used to calculate 
aPHV would ideally have been taken more frequently (for example every six months) to 
capture growth trajectories with maximum accuracy; unfortunately, this was not possible 
within the funding constraints of a large cohort study.  
 
In Chapter 5 I considered three possible modifiable mediators of the association 
between pubertal timing and self-harm. The evidence for associations of the exposure and 
outcome with number of older friends were the weakest of all the mediating variables I 
examined. This may have been because individuals were coded as having an older friend if 




therefore have been insensitive. However, sensitivity analyses showed no evidence for 
stronger associations using variables based on 6- and 12-month age difference cut-offs to 
define older friends (Table 5.9, Appendix 5.3). Nonetheless, the observed associations may 
have been stronger if the variable had measured, for example, only friends in older 
academic years as opposed to calendar age differences.  
 
There are many possible mediators underlying the relationship between pubertal 
timing and self-harm. Indeed, the results presented in Chapter 5 indicate that even after 
including the three mediators I examined 77.7% of the association remained unexplained. 
However, exploration of additional mediators was beyond the scope of the thesis. For 
example, it has been regularly hypothesised that the effects of early pubertal timing on 
mental health may be a result of neurocognitive changes associated with puberty [138, 
153], potentially through the dual-systems theory [312]. I was unable to examine this 
potential mediator in the analyses presented here because there is no neurological data 
available for participants in ALSPAC. Though there are some data on cognitive tests available 
(for example the Test for Everyday Attention for Children; TEACh [313]), the timepoints 
when the measures were administered to participants did not fit on the hypothesised causal 
pathway for mediation. The TEACh, for example, was administered at child age 8 and 11, 
which would have preceded age at menarche and age at peak height velocity for many 
participants. Future research should aim to longitudinally collect appropriate cognitive 
measures as well as brain imaging data on participants as they move through adolescence, 





A second mediator not considered in this thesis is bullying. Experiencing earlier or 
later pubertal timing has been associated with increased levels of perpetration and being a 
victim of bullying in female [314] and male [122] adolescents [170], and experiences of 
bullying, from either side but particularly as a victim, has been associated with poorer 
mental health outcomes including self-harm [315]. Data on experiences of bullying were 
collected in ALSPAC via the Bullying and Friendship Interview Schedule [316], which 
participants completed at research clinics at age 8, 10, and 13 years. In addition to choosing 
to study potential mediators which were hypothetically interrelated (as depicted in Figure 
2.10), limitations on time and scope of my PhD research meant I did not examine the 
mediating effect of bullying. However, data is available in ALSPAC and future research 
should aim to examine the possible mediating effects of bullying in the association between 
pubertal timing and self-harm. 
 
The research presented in the previous chapters also did not consider potential 
effect moderators (other than sex). These are factors which do not lie on the hypothesised 
causal pathway between the exposure and outcome but exert effects on the exposure-
outcome association. The association between pubertal timing and self-harm may be 
moderated by, for example, access to sexual health education or existing social standing in 
school. Future research in this area could provide important insights for intervention 
development; for example, schools could introduce more effective sexual health education, 






Implications for research 
 In addition to the need for future research into the remaining factors which mediate 
the association between pubertal timing and self-harm, the results presented in the 
preceding chapters have important implications both for future research aimed at 
understanding the aetiology of self-harm and for intervention efforts to reduce self-harm 
prevalence. My findings indicate that earlier pubertal timing is associated with an increased 
risk of self-harm in adolescence, but the association attenuates as individuals, particularly 
males, enter adulthood. As discussed above, this could indicate either a pubertal timing 
effect which diminishes in strength as individuals age (in line with the attenuation 
hypothesis), or it could indicate a pubertal stage effect where all individuals reaching a 
particular point of pubertal development experience increased risk – a transient effect of 
pubertal development. This result should guide future research towards addressing the 
pubertal stage versus timing question directly. Future research could, for example, examine 
pubertal timing while fixing pubertal stage by collecting self-harm data exactly the same 
length of time after a pubertal event (e.g. menarche/oigarche) for each individual. 
Practically, this might involve recruiting participants in childhood, pre-puberty, and 
providing a means to alert researchers when menarche/oigarche occurs. Researchers could 
then administer mental health interviews or questionnaires a fixed time (e.g. six months) 
post-event for each individual. If the effect observed in my research is one of pubertal 
timing, individuals who experience earlier menarche/oigarche should show increased self-
harm risk compared to their peers, even with pubertal stage fixed at six months post-event 




be no association between when individuals experience menarche/oigarche and self-harm 
risk as pubertal stage has been controlled for. While this research would be challenging to 
implement, it would build on the foundation of my research, which shows an attenuation of 
the association into adulthood in males, to provide a full picture of the relative effects of 
pubertal stage versus pubertal timing. 
 
 Similarly, the findings of this thesis could be extended by using more frequent 
measures of self-harm. In the studies presented in the previous chapters, I used two 
measures of lifetime self-harm: one at age 16 years and one by age 21 years. Future 
research could build on this design by collecting data on self-harm more frequently, for 
example annually, to establish the latency between the onset of pubertal events like 
menarche and the onset of self-harm behaviour. By conducting annual assessments of past-
year self-harm, future research could establish whether experiencing earlier pubertal timing 
is associated with a general increase in the risk of self-harm incidence over the course of 
adolescence, or whether there is a critical period following pubertal milestones during 
which the risk is increased. A more ambitious research goal could even be to collect self-
harm and suicidal behaviour data, as well as menstrual cycle data, in real-time (e.g. with an 
app). This would enable a granular examination of the association between proxies for 
hormonal fluctuations and self-harm risk.  
 
 As mentioned above, the research presented in this thesis did not consider the 
possible mechanisms of bullying and neurocognitive development. Future research could 




data on a range of pre-specified hypothesised mediators in addition to data on self-harm. 
For example, by combining neurocognitive assessments such as the TEACh or the Cambridge 
Neuropsychological Test Automated Battery (CANTAB) [317] with neuroimaging via nMRI, 
researchers could track participants’ neurocognitive development alongside their pubertal 
development and estimate whether differing rates of neurocognitive change explain the 
association between earlier pubertal timing and self-harm. Similarly, future research could 
collect hormonal assays to assess the specific effect of increasing and fluctuating levels of 
sex hormones in the association between pubertal timing and self-harm. Previous research 
has identified the importance of testosterone and estradiol in the association between 
earlier pubertal timing and depression [294], so examining its role in the association with 
self-harm would be an important contribution to the literature. 
 
Future research could also build on the results presented in this thesis by examining 
the association between pubertal timing and self-harm further into adulthood, ideally with 
objective measures of pubertal timing taken during adolescence. There is an ongoing debate 
as to what age range constitutes adolescence; some guidance defines the beginning of 
adulthood as age 19-21 years, marked broadly by exceeding the ages of legal voting in most 
societies around the world [318-320]. However, even this guidance notes that the endpoint 
of adolescence is difficult to define, and more recent discussions have focused on the 
continuous nature of development past arbitrary cut-offs of adulthood [321]. Biologically, 
individuals continue to grow and develop, cognitively, neurologically, and even dentally, 
well into their twenties [322, 323]. If we define adolescence socially as the period between 




from parents, financially independent, and becoming a parent), it has stretched dramatically 
over the past century [321]. This has been facilitated by positive social changes such as 
access to reliable contraception and more women in the workforce [324], as well as political 
and economic policy making previously attainable life events (owning property, being 
financially independent from parents) increasingly difficult for younger generations [325, 
326]. Although the studies presented in Chapters 3 and 4 of this thesis followed participants 
up after all participants had completed puberty (age 21 years), this may still have been too 
young an age to constitute measurement in adulthood in the modern sense. Future 
research should aim to extend this research by following up participants later into 
adulthood. This would provide stronger evidence for or against the persistence hypothesis, 
and account for the longer adolescence individuals in the 21st century are experiencing [321, 
324].  
 
It would also be beneficial for future research to aim to understand why this thesis 
found that negative early pubertal timing effects persist into adulthood in females but not in 
males. For example, I suggested earlier that female adolescents may be more prone to 
snares – factors like teenage pregnancy or poor educational attainment, which extend the 
adverse effects of earlier pubertal timing into adulthood – than male adolescents. Future 
research could examine the effect of snares in a number of ways. For example, it would be 
useful for hypothesis generation to conduct qualitative research involving interviews with 
adults who engage in self-harm. This would help to build a detailed picture of their life 
history and their assessment of the factors that led to their self-harm, and would provide an 




identifying factors which may lie on the pathway between earlier pubertal timing and 
increased self-harm risk. Longitudinal studies could then be conducted which follow 
adolescents into adulthood, collecting data on pubertal timing as well as the factors 
identified in the qualitative research. This research would then quantitively estimate the 
contributing effect of each factor to the persistence of early pubertal timing effects in males 
and females. 
 
Implications for interventions 
 The results consistent across Chapters 3-5 of this thesis is that individuals who 
experience earlier pubertal timing may be at higher risk of self-harm during adolescence. 
One of the most effective interventions to support these individuals may simply be 
awareness raising: if parents and teachers are aware that individuals experiencing earlier 
pubertal development are at higher risk of self-harm, they may be more vigilant for signs of 
declining mental health in these individuals, and more likely to seek earlier support for 
them. This may also be effective because it does not require earlier developers to receive 
specific support, for example in school. If feeling different to peers is a contributing factor to 
the negative effects of early pubertal timing, targeting these groups for intervention may 
inadvertently exacerbate the problem. 
 
Chapter 5 presents evidence that the association between earlier pubertal timing 
and increased self-harm risk is partially mediated by pathways based on engaging in more 
risky behaviours and experiencing higher levels of depressive symptoms. If interventions are 




to prevent and reduce self-harm are designed and targeted. Specifically, the results indicate 
that individuals experiencing earlier pubertal timing could be offered supportive 
interventions, and effective interventions might be those aimed at reducing risky behaviour 
or improving depressive symptoms. The identification of early developers may be most 
accurate by individuals who spend the most time with them, i.e. parents or teachers and 
other school staff, rather than clinicians who may see young people infrequently. In 
addition, some studies have reported that young people who self-harm feel most favourably 
towards youth-focused community interventions, such as in schools [327, 328]. Therefore, 
identification of at-risk individuals and interventions to support them could both take place 
within a school setting.  
 
The results presented in Chapter 5 provide no evidence that a pathway based on 
having more older friends mediates the association between pubertal timing and self-harm. 
Consistent with that result, to my knowledge no interventions have been developed which 
focus on changing the age range of an individual’s friendship group. Interventions would 
perhaps be more effective focusing on addressing the reasons why an individual 
experiencing earlier puberty might associate with older or deviant friends. Reasons could be 
feelings of disconnect with same-age peers, or feelings of low belonging in their school. 
Unfortunately, the evidence for the efficacy of school-based interventions based on 
improving peer relationships and school bonding is limited. 
 
One randomised control trial [329] examined the effect on feelings of school 




for ‘high-risk’ students, i.e. those in the top 25% for truancy and the bottom 50% for Grade 
Point Average (GPA). The class focused on four units (Self-esteem, Decision Making, 
Personal Control, and Interpersonal Communication) with the goal of increasing feelings of 
positive school connectedness, with the ultimate aim of increasing academic performance 
and reducing substance use among participants. The authors randomized 1,218 students 
aged 14 to 16 years to receive either the RY intervention or no intervention. They found no 
evidence for positive effects of the RY intervention (school connectedness F = -3.55, p = .60). 
Indeed, at six months follow up individuals in the intervention group showed decreased 
levels of peer bonding and increased levels of high-risk behaviour compared to the control 
group (peer bonding F = -5.75, p = .017; risky behaviour F = -6.02, p = .014) [329]. The 
authors propose that this finding may be due to the fact that the intervention grouped high-
risk students together, which may have increased the risk of negative outcomes compared 
to creating mixed groups of high- and low-risk students [330]. However, similar results of 
null to negative effects were also reported by a large cluster RCT of a school-based 
intervention which aimed to improve school connectedness, wellbeing, and risk behaviour, 
and did not group participants according to risk [331]. 
 
The school-based interventions trialled to date, therefore, do not appear to be the 
optimal approach for reducing self-harm risk via reducing risky behaviours in individuals 
who experience earlier pubertal timing. Beyond teachers and school staff, other individuals 
who are present in the lives of adolescents and would be able to identify earlier developers 
are parents and caregivers. Though it is unlikely family-based interventions can have a 




monitoring, which is fraught with the risk of adolescents feeling overcontrolled and 
therefore being more likely to choose delinquent friends [332]) family-based interventions 
may be an effective approach for reducing drug use in young people. Spoth and colleagues 
[333], for example, conducted an RCT of two interventions (the Iowa Strengthening Families 
Program (ISFP) and Preparing for the Drug Free Years, PDFY) with 667 families of children 
attending 33 American schools. They found that while there was no evidence of any effect 
of the PDFY intervention, there was evidence that, compared to the control group, a lower 
proportion of participants in the IFSP group reported drinking alcohol (IFSP = 50%, control = 
68%; p < .01), smoking cigarettes (IFSP = 33%, control = 50%; p < .01), and using cannabis 
(IFSP = 7%, control = 17%; p < .05) by the 10th grade [333]. 
 
A family-based intervention may therefore be an effective approach to reducing self-
harm risk in individuals who experience early pubertal development, by improving parent-
child relationships and decreasing the risk of substance use. This concept is supported by 
qualitative research conducted with 6,020 adolescents in English secondary schools, who 
were asked what they thought could be done to reduce self-harm risk. The participants 
reported that families, including safety, abuse, and communication within families, could 
contribute to or reduce the risks of self-harm, and also reported the importance of 
substance use in managing distress and increasing self-harm risk [328].  
 
The results presented in Chapter 5 also indicate that some of the effect of early 
pubertal timing on self-harm risk operates through increased levels of depressive 




who either self-identify or are identified by teachers or GPs as earlier developers receiving 
care to improve or protect against depressive symptoms. There is some controversy 
surrounding the safety of antidepressant use among adolescents [334, 335] , but a large 
body of research exists supporting the use of psychotherapeutic interventions such as 
cognitive behavioural therapy (CBT) [336, 337]  and interpersonal therapy (IPT) [338] to 
improve depressive symptoms. Individuals with less severe depressive symptoms may also 
benefit from psychoeducational intervention, which involves educating adolescents and 
possibly their families on mental health, a specific diagnosis, management, and methods to 
stay well [339].  
 
Conclusion 
 This thesis examined the association between the timing of puberty and self-harm 
during adolescence and early adulthood, using data from a longitudinal birth cohort. 
Overall, the findings indicate that earlier pubertal timing is associated with increased self-
harm risk in both male and female adolescents. The association in adolescence is partly 
mediated by pathways based on engaging in more risky behaviours and experiencing more 
depressive symptoms. There is some evidence that this increased risk persists into early 
adulthood in females, but not in males. The findings of the thesis suggest that interventions 
to reduce risky behaviour and depressive symptoms may help to reduce self-harm risk in 
individuals who experience early pubertal timing. Some knowledge gaps remain, however; 
for example, future research should aim to identify more factors which mediate the 
association between pubertal timing and self-harm and to examine in more depth the 
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Appendix 1.1  
Literature search terms 
 
 (((((((((self-harm[Title/Abstract]) OR self-injur*[Title/Abstract]) OR 
parasuicid*[Title/Abstract]) OR suicid*[Title/Abstract]) OR suicidal*[Title/Abstract]) OR 
nonsuicid*[Title/Abstract]) OR NSSI[Title/Abstract]) OR DSH[Title/Abstract]) OR 
NSSH[Title/Abstract]) 
AND  
((((((((((((((teen[Title/Abstract]) OR teenage*[Title/Abstract]) OR adolesc*[Title/Abstract]) 
OR girl*[Title/Abstract]) OR boy*[Title/Abstract]) OR school[Title/Abstract]) OR 
young[Title/Abstract]) OR youth*[Title/Abstract]) OR student*[Title/Abstract]) OR 
child*[Title/Abstract]) OR menarch*[Title/Abstract]) OR pubert*[Title/Abstract]) OR 
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Appendix 2.3  








Multiple Imputation Model, Chapter 3 (menarche sample) 
 
All participants with data on age at menarche were included in analyses. Outcome 
and covariate data were imputed. The imputation model included all variables used in the 
analysis (exposures, outcomes, and confounders), in addition to auxiliary variables listed 
below. Bespoke combinations of auxiliary data, specific to each imputation model, were 
utilised.  
 
Variable name Details Type of variable 
Demographic variables   
Crowding Number of individuals in the 
household >4; collected at 8 weeks’ 
gestation 
Categorical 
Parity Number of siblings of study child; 
collected at 18 weeks’ gestation 
Continuous 
Social class Categorised based on parents’ 
combined level of social class on the 
Registrar General’s scale; collected at 







Child IQ Based on the Wechsler Intelligence 
Scale for Children (WISC); collected at 
8 years at a research clinic 
Continuous 
Family adversity Including measures of early 
parenthood, housing adequacy, and 
partner cruelty; collected up to child 
age 4 years at research clinics and 
using questionnaires 
Categorical 
Family mental health   
Maternal suicide attempt Collected up until age 9 years using 
questionnaires 
Categorical 
Maternal depression Collected at child age 8 weeks and 21 
years old using the Edinburgh 
Postnatal Depression Scale 
Continuous 
Exposure to family self-harm  Child-reported, collected at age 16 
using a questionnaire 
Categorical 
Exposure to maternal self-
harm  
Child-reported, collected at age 16 
using a questionnaire 
Categorical 
Parent substance use   
Maternal cannabis use Mother-reported, collected at child 





Child mental health   
Child depressive disorder Collected at age 15 years using the 
Development and Wellbeing 
Assessment (DAWBA) scale and at age 
18 years using the Clinical Interview 
Schedule – Revised (CISR) 
Categorical 
Child anxiety disorder Collected at age 15 years using the 
Development and Wellbeing 
Assessment (DAWBA) scale and at age 
18 years using the Clinical Interview 
Schedule – Revised (CISR) 
Categorical 
Child depressive symptoms Collected at age 10, 12, 13, 16, 17, 
and 18 years using the Mood and 
Feelings Questionnaire (MFQ) 
Categorical 
Child substance use    
Child smoking Collected at age 13, 16, and 17 years 
at research clinics and at age 14 years 
using a questionnaire 
Categorical 






Child cannabis use Collected at age 13, 16, and 17 years 
at research clinics 
Categorical 
Child illicit drug use Collected at age 16 years at a research 
clinic and using a questionnaire 
Categorical 
Previous self-harm   
Lifetime self-harm Collected at age 11, 15, and 18 years 








Appendix 4.1  
Multiple Imputation Model, Chapter 4 (peak height velocity sample) 
 
All participants with data on age at peak height velocity were included in analyses. 
Outcome and covariate data were imputed. The imputation model included all variables 
used in the analysis (exposures, outcomes, and confounders), in addition to auxiliary 
variables listed below. Bespoke combinations of auxiliary data, specific to each imputation 
model, were utilised.  
 
Variable name Details Type of variable 
Demographic variables   
Crowding Number of individuals in the 
household >4; collected at 8 weeks’ 
gestation 
Categorical 
Parity Number of siblings of study child; 
collected at 18 weeks’ gestation 
Continuous 
Social class Categorised based on parents’ 
combined level of social class on the 
Registrar General’s scale; collected at 







Child IQ Based on the Wechsler Intelligence 
Scale for Children (WISC); collected at 
8 years at a research clinic 
Continuous 
Family adversity Including measures of early 
parenthood, housing adequacy, and 
partner cruelty; collected up to child 
age 4 years at research clinics and 
using questionnaires 
Categorical 
Family mental health   
Maternal suicide attempt Collected up until age 9 years using 
questionnaires 
Categorical 
Maternal depression Collected at child age 8 weeks and 21 
years old using the Edinburgh 
Postnatal Depression Scale 
Continuous 
Exposure to family self-harm  Child-reported, collected at age 16 
using a questionnaire 
Categorical 
Exposure to maternal self-
harm  
Child-reported, collected at age 16 
using a questionnaire 
Categorical 
Parent substance use   
Maternal cannabis use Mother-reported, collected at child 





Child mental health   
Child depressive disorder Collected at age 15 years using the 
Development and Wellbeing 
Assessment (DAWBA) scale and at age 
18 years using the Clinical Interview 
Schedule – Revised (CISR) 
Categorical 
Child anxiety disorder Collected at age 15 years using the 
Development and Wellbeing 
Assessment (DAWBA) scale and at age 
18 years using the Clinical Interview 
Schedule – Revised (CISR) 
Categorical 
Child depressive symptoms Collected at age 10, 12, 13, 16, 17, 
and 18 years using the Mood and 
Feelings Questionnaire (MFQ) 
Categorical 
Child substance use    
Child smoking Collected at age 13, 16, and 17 years 
at research clinics and at age 14 years 
using a questionnaire 
Categorical 






Child cannabis use Collected at age 13, 16, and 17 years 
at research clinics 
Categorical 
Child illicit drug use Collected at age 16 years at a research 
clinic and using a questionnaire 
Categorical 
Previous self-harm   
Lifetime self-harm Collected at age 11, 15, and 18 years 












Regression and mediation analyses (Chapter 5) using complete case data  
(n = 881; n males = 274, n females = 607) 
 
Regression analyses 
Tables 1 and 2 present the results of sensitivity regression analyses, this time 
conducted on the complete case sample, i.e. individuals who were not missing data for any 
of the exposure, outcome and covariates. The sample size available for analysis was 
therefore much smaller (n = 5,367 vs n = 881), and the confidence intervals for effect 
estimates wider. The tables show largely consistent results as in the imputed analysis, 
showing strong associations between age at peak height velocity and all mediators apart 
from number of risky behaviours, where the association attenuated to the null after 
adjustment for confounders (b = -0.04; 95% CI -0.10, 0.03). The association between aPHV 
and depressive symptoms attenuated substantially after adjustment for the confounders, 
but a small effect remained (unadjusted b = -0.83; 95% CI -1.07, -0.58; adjusted b = -0.05; 
95% CI -0.07, -0.03). In the associations between the exposure and mediator variables and 
self-harm, each is strongly associated with the outcome apart from number of older friends, 
for which the lower end of the 95% confidence interval crosses the null in both the 







Table 1 Regression models showing the associations between the exposure (age at peak 
height velocity) and mediators. Effect estimates are presented as beta coefficients with 
95% confidence intervals (CIs). All analyses were completed on the complete case sample 
(n = 881). 
Adjusted models include measures of maternal education, material hardship, maternal 
depression, childhood sexual abuse, parental separation, and body mass index (BMI). 
 Unadjusted 
beta (95% CIs) 
p Adjusted beta 
(95% CIs) 
p 
Age at peak height velocity 
















Table 2 Regression models showing the associations of the exposure and mediators with 
the outcome (self-harm at age 16 years). Effect estimates are presented as odds ratios 
with 95% confidence intervals (CIs). All analyses were completed on the complete case 
sample (n = 881). 
Adjusted models include measures of maternal education, material hardship, maternal 
depression, childhood sexual abuse, parental separation, and body mass index (BMI). 
 Unadjusted 
OR (95% CIs) 
p Adjusted  
OR (95% CIs) 
p 
Self-harm (age 16 years) 


























Table 3 shows the results of the generalised structural equation modelling analysis, 
this time applied to the complete case sample (N = 881). In this case robust standard errors 
were obtained via bootstrapping (an approach that was unavailable within the mi impute 
Table 3 Mediation model results showing the association between age at peak height 
velocity and self-harm via having more older friends, engaging in more risky behaviours, and 
experiencing higher depressive symptoms. All models are based on complete case data (N = 
881) and adjusted for maternal education, material hardship, parental separation, maternal 
depression, childhood sexual abuse, and BMI. Robust standard errors were obtained 
through bootstrapping. 
Pathway RR 95% CI p 
Direct effect 1.12 0.94, 1.34 .214 
Older friends 1.00 0.99, 1.02 .576 
Risky behaviours 1.03 1.00, 1.06 .056 
Depressive symptoms 1.05 1.02, 1.08 .003 
Total indirect 1.09 1.04, 1.14 .001 
Total effect 1.22 1.01, 1.47 .039 
 
command for the imputed data in Stata). Table 3 shows effect estimates which broadly 
reflect those presented in Table 5.7 (Chapter 5). There is no strong evidence, for example, 
for a direct effect in the complete case data, despite a near identical point estimate to the 
estimate in the imputed data (RR 1.12; 95% CI 0.94, 1.35); the 95% confidence interval is 
much wider than in the imputed data (0.42 versus 0.17), and overlaps the null. The effect 
estimates for the indirect effects in the complete case sample are consistent with the 
imputed data – the 95% confidence intervals of the estimates overlap with those in the 
imputed data. However, there is evidence for a larger effect of the depressive symptoms 
pathway in the complete case data than in the imputed data (RR 1.05; 95% CI 1.02, 1.08), 
but the estimate is less precise (95% CI complete case = 0.06; imputed data = 0.02). The 
higher indirect effect estimate is driven by this higher effect of the depressive symptoms 




from the imputed data (complete case RR 1.22, 95% CI 1.01, 1.47; imputed RR 1.15, 95% CI 
1.06, 1.24). Overall Table 3 shows results largely consistent with the imputed data, aside 
from the result for the depressive symptoms pathway, which provides evidence that the 







Appendix 5.2  
Multiple Imputation Model, Chapter 5 (mediation sample) 
 
All participants with data on age at peak height velocity were included in analyses. 
Outcome and covariate data were imputed. The imputation model included all variables 
used in the analysis (exposures, outcomes, and confounders), in addition to auxiliary 
variables listed below. Bespoke combinations of auxiliary data, specific to each imputation 
model, were utilised.  
 
Variable name Details Type of variable 
Demographic variables   
Crowding Number of individuals in the 
household >4; collected at 8 weeks’ 
gestation 
Categorical 
Parity Number of siblings of study child; 
collected at 18 weeks’ gestation 
Continuous 
Social class Categorised based on parents’ 
combined level of social class on the 
Registrar General’s scale; collected at 







Financial position Home ownership and whether 
mothers have ever experienced 
financial problems; previous 
measures of material hardship 
Categorical 
Child IQ Based on the Wechsler Intelligence 
Scale for Children (WISC); collected at 
8 years at a research clinic 
Continuous 
Family adversity Including measures of early 
parenthood, housing adequacy, and 
partner cruelty; collected up to child 
age 4 years at research clinics and 
using questionnaires 
Categorical 
Family mental health   
Maternal suicide attempt Collected up until age 9 years using 
questionnaires 
Categorical 
Maternal depression Collected at child age 8 weeks and 21 
years old using the Edinburgh 
Postnatal Depression Scale 
Continuous 
Exposure to family self-harm  Child-reported, collected at age 16 





Exposure to maternal self-
harm  
Child-reported, collected at age 16 
using a questionnaire 
Categorical 
Parent substance use   
Maternal cannabis use Mother-reported, collected at child 
age 7 and 9 years 
Categorical 
Maternal tobacco smoking Mother-reported, collected at child 
age 12 years  
Categorical  
Maternal binge drinking   
Child mental health   
Child depressive disorder Collected at age 15 years using the 
Development and Wellbeing 
Assessment (DAWBA) scale and at age 
18 years using the Clinical Interview 
Schedule – Revised (CISR) 
Categorical 
Child anxiety disorder Collected at age 15 years using the 
Development and Wellbeing 
Assessment (DAWBA) scale and at age 
18 years using the Clinical Interview 





Child depressive symptoms Collected at age 10, 12, 16, 17, and 18 
years using the Short Mood and 
Feelings Questionnaire (SMFQ) 
Categorical 
Child risky behaviour    
Multiple risk behaviour MRB variable calculated from data 
collected at age 12, 16, and 18 years 
Continuous 
Child smoking Collected at age 13, 16, and 17 years 
at research clinics and at age 14 years 
using a questionnaire 
Categorical 
Child heavy alcohol use Collected at age 13 and 16 years at 
research clinics 
Categorical 
Child cannabis use Collected at age 13, 16, and 17 years 
at research clinics 
Categorical 
Child illicit drug use Collected at age 16 years at a research 
clinic and using a questionnaire 
Categorical 
Previous self-harm   
Lifetime self-harm Collected at age 11, 15, and 18 years 








Appendix 5.3  
Descriptive data and regression analyses using stricter older friends variables.  
 
Variable 1 
Participant coded as having an older friend if the friend was >6 months older than the 
participant at the time of questionnaire completion. 
 
Table 1 Proportion of participants reporting older friends (of >6 months older). 
Estimates based on imputed data (n = 5,367; n males = 2,529, n females = 2,838). 
N older friends 
(6 months) 
Males % Females % 
0 63.43 56.50 
1 18.90 27.82 
2 7.38 9.05 
3 5.20 5.23 
4 5.08 1.16 
5 0.00 0.25 
 
Table 2 Associations between age at peak height velocity (PHV) and number of older friends (of 
>6 months older). Results are adjusted for maternal education, material hardship, maternal 
depression, childhood sexual abuse, and body mass index (BMI). Analyses completed on 
imputed data (n = 5,367; n males = 2,529, n females = 2,838).  
 Males Females 
 Adjusted beta 
(95% CIs) 
p Adjusted beta 
(95% CIs) 
p 
Age at peak height velocity 














Participant coded as having an older friend if the friend was >12 months older than the 
participant at the time of questionnaire completion. Due to small cell counts, this variable 
was dichotomised such that a participant was coded positively if they reported any friends 
>12 months older than them. 
 
Table 4 Proportion of participants reporting older friends (of >12 months older). 
Estimates based on imputed data (n = 5,367; n males = 2,529, n females = 2,838). 
N older friends 
(12 months) 
Males Females 
0 88.66 78.08 
>1 11.34 21.92 
 
Table 3 Associations between number of older friends (of >6 months older) and self-harm at 
age 16 years. Results are adjusted for maternal education, material hardship, maternal 
depression, childhood sexual abuse, and body mass index (BMI). Analyses completed on 
imputed data (n = 5,367; n males = 2,529, n females = 2,838). 
 Males Females 
 Adjusted OR 
(95% CIs) 
p Adjusted OR 
(95% CIs) 
p 
Self-harm (age 16 years) 










Table 5 Associations between age at peak height velocity (PHV) and number of older friends (of 
>12 months older). Results are adjusted for maternal education, material hardship, maternal 
depression, childhood sexual abuse, and body mass index (BMI). Analyses completed on 
imputed data (n = 5,367; n males = 2,529, n females = 2,838). 
 Males Females 
 Adjusted OR 
(95% CIs) 
p Adjusted OR 
(95% CIs) 
p 
Age at peak height velocity 







Table 6 Associations between number of older friends (of >12 months older) and self-harm at 
age 16 years. Results are adjusted for maternal education, material hardship, maternal 
depression, childhood sexual abuse, and body mass index (BMI). Analyses completed on 
imputed data (n = 5,367; n males = 2,529, n females = 2,838). 
 Males Females 
 Adjusted OR 
(95% CIs) 
p Adjusted OR 
(95% CIs) 
p 
Self-harm (age 16 years) 
Older friends  0.91 
(0.45, 1.87) 
.804 
1.47 
(1.10, 1.97) 
.009 
 
 
 
