ABSTRACT Methods for the estimation and comparison of survival rates are considered when data arises from a release of individuals followed by a sequence of recaptures, with recaptured individuals removed from the population. It is shown that commonly used methods based on linear regression of the log of recapture numbers versus time can lead to substantial errors if individuals are removed from the population. A general nonlinear regression approach is proposed combined with bootstrap techniques for obtaining conÞdence intervals and tests of hypotheses. Simulations demonstrate that these techniques perform well using data from an Aedes aegypit L. mark-release-recapture study in Thailand.
ACCURATELY ESTIMATING THE survivorship of the arthopod vector is one of the most fundamentally important components in the dynamics of vector-borne disease transmission. Small increases in survival may exponentially increase the vectorial capacity of arthropods that transmit pathogens (Garrett-Jones and Shidrawi 1969, Milby and Reisen 1989) . Understanding the survivorship of important disease vectors, such as mosquitoes, has been the focus of research for decades, yet little is known about the true patterns of survivorship in the Þeld. Models that have been created to estimate the dynamics of transmission rely on estimates of survivorship that may not be realistic (Garrett-Jones and Shidrawi 1969, Focks et al. 1995) . Mark-release-recapture experiments have been one method employed to study patterns of mosquito survivorship in the Þeld. Table 1 shows one set of data collected in Thailand, in which 1,000 male and female Aedes aegypit L. were released simultaneously and recaptured daily by removal (aspirator collections) from houses over a 12-d period, using the methods described in Harrington et al. (2001) .
A common approach to handling such data has been to regress the log of the number recaptured (usually after adding one to eliminate problems with a 0 recapture) as a function of time in days after release (Gillies 1961 , Gillies and Wilkes 1965 , Lindquist et al. 1967 , Wada et al. 1969 , Dow 1971 , McDonald 1977 , Seawright et al. 1977 , Nelson et al. 1978 , Reisen et al. 1978 , Reisen and Aslamkhan 1979 , Reisen et al. 1980 , Nayar 1981 , Rawlings et al. 1981 , Nayar 1982 , Haramis and Foster 1983 , Linthicum et al. 1985 , Tripis & Hausermann 1986 , Walker et al. 1987 , Rodriguez et al. 1992 , Day et al. 1994 , Constantini et al. 1996 , Morrison et al. 1999 . The survival rate purportedly is estimated by exponentiating the resulting slope, and survival rates for different cohorts are compared using a t-test for equal slopes for two linear regressions (Haramis and Foster 1983, Morrison et al. 1999) . We refer to these as naive log-linear methods. With C denoting the number of recaptures, Fig. 1 shows a plot of log(Cϩ1) versus time for each sex, along with least squares Þts of a linear relationship and a nonlinear Þt, which is discussed later. The naive method estimated survival rates of 0.732 and 0.680 for females and males, respectively (Table 2 ). This table also contains estimates using this approach on days 1Ð 6 in an effort to deal with the low recapture values at later times. The estimated survival rate for males decreased dramatically when only these early times are used.
These naive linear techniques are not appropriate, because recaptured individuals are removed from the population. As we will demonstrate, these methods may lead to biased estimates of survival and incorrect tests for equal survival rates. Our objectives are to: (1) investigate the limitations of the naive methods used for analyzing these data; and (2) develop a more reÞned statistical approach. We Þrst demonstrate the deÞciencies of the naive log-linear approach both through analytical expressions and simulations. The analytical approach is based on Þnding an exact expression for the expected number of recaptures at different collection times. This expression also provides two remedies, the Þrst is a simple correction to the naive log-linear analysis whereas the second uti-lizes nonlinear regression. These are evaluated further through simulations. Although the linear correction is easier to employ, it still may encounter problems in some situations. The nonlinear approach, however, consistently does a good job of estimating the survival rate and is the recommended method of analysis. The nonlinear approach has the added feature of estimating the survival and the recapture rates. A bootstrap technique for Þnding standard errors, conÞdence intervals, and carrying out associated tests of hypotheses is proposed and then evaluated through simulations.
The analysis of data from a single population/cohort is considered Þrst with focus on the estimation of a single survival rate. This is followed by an investigation of problems when survival rates from the two cohorts are compared. We assume throughout that within each cohort there is a constant survival rate over time, but see the Discussion section for some brief comments on extensions.
The techniques that we develop and evaluate have been used by Harrington et al. (2001) in analyzing survival rates of Aedes aegypti L. in Puerto Rico and Thailand.
Results

A Single Cohort with Constant Survival
Naive and Linear Corrected Methods. Assume that N individuals are released and that recaptures are made at n time points, t 1 , . . . t n . The number of individuals recaptured at collection time t j is denoted C j 1  5 2  9 2  2  1 2  3 0  3  2 3  1 6  4  8  7  5  9  3  6  6  0  7  6  0  8  2  0  9  4  0  10  0  1  11  1  0  12 and Y j ϭ log(C j ϩ1). The survival rate is ϭ P(an individual is alive at day tϩ1 given it is alive at day t) and the recapture rate is ϭ Probability that a live individual is recaptured. The ϩ one is used so Y is deÞned when there are 0 recaptures. As noted earlier the naive method Þts a linear regression of Y j on t j , with the Þtted line a ϩ b t j and the survival rate estimated by
were the l stands for linear The naive method proceeds under the assumption that E(Y j ) is approximately ␣ ϩ log() t j , where E denotes expected value. However, this approximation is not appropriate when recaptured individuals are removed. As shown in the Appendix, if E(C j ) denotes the expected value of the random number recaptured at time t j , then
or equivalently C j ϭ N (1 -) j-1 tj ϩ ⑀ j where ⑀ j is random with mean 0. This is an exact result.
Using the fact that log(aϩb) is approximately log(a) ϩ log(b), log(1) ϭ 0, and the expected value of log(C j ) is approximately log(E(C j )), implies from (2) that
where Ϸ denotes "approximately equal to." It is important to note that (3) can be a crude approximation, because the transformation via logs is nonlinear and further because of the ϩ1 term. Although for some combinations of parameters this approximation can be poor, when it works it serves for easily characterizing the nature of the bias in the naive method and indicating a simple correction. If (3) is a reasonable approximation, it is clear from the term (j-1)log(1-) that the naive method, which assumes approximate linearity in t j with a slope of log(), will lead to bias. Consider the case of equally spaced collection times, where observations are taken every d days starting on day d, so t j ϭ dj. This implies j ϭ t j /d and by substi-
Denoting the Þtted coefÞcients by a and b, the quantity a approximately estimates log(N /(1 -)) whereas b approximately estimates log((1-)
Hence, in this case the naive estimate l estimates approximately (1-)
, resulting in a bias of the naive estimate of the survival rate of approximately
With collection times are on days 1, . . . n, the approximate bias is -.
The expression for ␣ and ␤ also indicate one way to consider correcting the naive estimates for equally spaced collection times. Solving for and in (4) yields ϭ e , where lc stands for linear corrected. The linear corrected estimates for the example appear in Table 2 . From Fig. 1 , the linear assumption upon which this correction is based, is plausible for females, but obviously questionable for males. For general recapture times, it is more difÞcult to assess bias and correct in this way, but this is not important with the nonlinear approach suggested later.
For t j ϭ j, the model in (3) is related closely to one used by Paulik (1963) who, estimated the parameters using least squares and generalized least squares methods with the log(Cϩ1) values as the responses.
Simulations were run to obtain a more precise picture of the nature of the biases in both the naive and linear corrected estimates of survival. We varied the number released (N ϭ 200, 500 or 1,000), the number of collection times (n ϭ 5 or 10), the recapture rate ( ϭ 0.05, 0.1, 0.3, 0.5 and 0.8) and the survival rate ( ϭ 0.1, 0.3, 0.5, 0.7 and 0.9). A total of 1,000 replications were run for each parameter combination. Our intent was to get a clear picture of bias across a full range of both recapture and survival rates, although clearly some of the combinations may not be reasonable for many species.
Figs. 2 and 3 show the mean value of the naive and linear corrected estimates, respectively, versus the true survival rate . Points close to the diagonal line indicate cases where the bias is small. The obvious conclusions are: (1) the naive estimate of survival from the use of a log-linear Þt is seriously biased in almost all settings, the exceptions being when a high survival rate combines with a very low recapture rate (where intuitively the removal does not make much difference), and (2) the linear corrected estimator performs reasonably well in some cases, and is certainly preferable to the naive analysis, but it cannot be recommended for general usage, given the magnitude of the bias in many settings.
The problem with the linear correction is that for certain combinations of the survival rate and recapture rate the linear approximation in (3) is poor. This difÞculty arises mainly when there is a high probability of 0 counts at the later collection, as occurs when the survival rate is low relative to the recapture rate, or with high survival rates and very high recapture rates. So, although the linear correction is attractive for its simplicity, it cannot be universally recommended.
A Nonlinear Regression Approach. Equation (2) suggests estimating and through the use of nonlinear least squares. The estimates nl and nl (nl for nonlinear) are the values of and which minimize
Least squares estimates are known to typically perform well, providing consistent estimates as the sample sizes increase; see, for example, Seber and Wild (1989) or other texts treating nonlinear regression. Although a closed form solution does not exist, nonlinear least squares programs are readily available in The Þve values at a survival rate correspond to Þve different recapture rates. N is number in initial release, n is number of days at which recaptures are made. Based on 1000 simulations. most statistical packages. We used PROC NLIN in SAS-STAT (SAS Institute 1989a) and the nonlinear least squares subroutine NLPLM in SAS-IML (SAS Institute 1989b) for our calculations. The Þtted equations for the example are shown in Fig. 1 on the log(Cϩ1) scale (although it is better to show the fit in terms of C itself because that was the scale upon which least squares was carried out). Either way, the nonlinear Þt adequately captures the data, especially the important behavior at the early and later time points.
From Table 1 , the estimated survival rates using the nonlinear approach are 0.62 and 0.46 for females and males, respectively. These are both lower than the naive or linear corrected estimates with a large difference between the nonlinear estimate and the naive and linear corrected estimates for the males.
The performance of the nonlinear estimators was evaluated via simulation. Table 3 shows average estimates for recapture and survival rates and the bias in the estimated survival rate. We Þrst set the initial release to either 500 or 1,000 with Þve collection times (1, 2, 3, 4, 5), three recapture rates (0.05, 0.3, and 0.8), and three survival rates (0.1, 0.5, and 0.9). There are 1,000 simulations for each parameter combination. The combinations with ϭ 0.05 and equal to 0.1 or 0.5 were run twice because of strange behavior with the estimates of on the Þrst run. A few settings have Ͻ1,000 simulations, because we discarded a few cases where a nonlinear least squares solution was not obtained. The nonlinear estimate of survival performs remarkably well, having negligible bias throughout all of the settings, even in those cases where there is some bias in the estimate of the recapture rate. With very low recapture and survival rates, the estimate of the recapture rate can be unstable, but fortunately this does not have much impact on the estimate of survival. This combination of parameters is also unlikely to occur in practice. Table 4 shows the summary statistics for the nonlinear, naive and linear corrected estimates. There is essentially no bias in the nonlinear estimates. For n ϭ 12, the naive and linear corrected estimates are severely biased upward in a way that agrees with the original data analysis. In addition, the linearly corrected estimate of the recapture rate is biased downward. With n ϭ 5 collection times, both the naive and the linear corrected estimates do somewhat better but still do not match the performance of the nonlinear approach.
Standard Errors and Confidence Intervals. Our discussion here focuses mainly on the survival rate, although the techniques and remarks carry over to the analysis of recapture rates.
The uncertainty in the estimates usually is measured via an estimated standard error (SE) which enters into both conÞdence intervals (typically via Ϯ z SE where z is the appropriate standard normal table value) and tests of hypotheses. There are two problems. Firstly, the appropriate standard error to use depends on the variance and correlation structure of the random counts C 1 , . . . , C n . Although most nonlinear regression programs will give standard errors and approximate conÞdence intervals for the parameters, these are calculated under the assumption that the observations are uncorrelated with a constant variance. It can be shown, both theoretically and through simulations, that these assumptions do not hold under the release-recapture experiments being considered here. The second concern is the dependence of the conÞdence intervals and tests on the assumed approximate normality of , which can be a dubious assumption with a small number of collection times.
An analytical approach could be taken to determining standard errors, but this approach is somewhat complex and will involve approximations given the nonlinear nature of the problem. From the data analysis perspective, a more attractive alternative is through the use of bootstrap resampling methods which provide both estimated standard errors and conÞdence intervals; see Efron and Tibshirani (1993) or Davison and Hinkley (1997) for a full discussion. For the problem under consideration, the bootstrap analysis proceeds as follows:
Step 1. Estimate the recapture rate, , and survival rate,.
Step 2. Generate B bootstrap samples, where B is large, typically at least 500. The bth bootstrap sample C b1 , . . . , C bn say, is generated by simulating data from a model with initial release N, recapture rate and survival rate (these are parameters from the original Þt). The simulation is done sequentially using suitable binomial random variables to model both survival and recapture numbers at each stage. From bootstrap sample b, estimate the recapture and survival rates, denoted b and b , respectively.
The bootstrap estimate of bias in the estimated survival rate is boot Ϫ, where boot ϭ ͚ bϭ1 B b /B is the mean of the estimated survival rates over the bootstrap samples and is the original estimate. The bootstrap estimate of the standard error of is SE boot Table 2 contains the bootstrap mean and standard error based on B ϭ 1,000 bootstrap samples for the example for both the linear corrected and nonlinear estimates. The bootstrap estimate of bias calculates the difference between the bootstrap mean and the original estimate. For example, for the survival rate with females, the estimate of bias in the nonlinear estimate is 0.616 Ð 0.623 ϭ Ϫ0.007 which is negligible. In fact, all of the nonlinear estimates have very small bootstrap estimates of bias. For comparison, the "usual" standard errors from nonlinear regression are given in Table 2 under SE-NL. For the female survival rate this standard error is too large (0.0675 to the bootstrap standard error of 0.05), whereas for the male survival rate it is too small (0.016 versus 0.044). For the recapture rates, the standard error matches the bootstrap stan- dard error exactly for females but is considerably smaller for the males. This demonstrates the inappropriateness of using these standard errors, which, as noted earlier, are not correct because of both correlation among observations over time and changing variance. Fig. 4 shows smoothed histograms of the 1,000 generated survival rates for each of the two cohorts. If the shape is normal and bias is not an issue, then one way to form an approximate conÞdence interval for is via Ϯ zSE boot .
[5]
This has the advantage of taking the form of a conÞ-dence interval which is familiar to most experimenters, but there is the subjectivity of deciding on when the distribution is suitably normal. A simple alternative is a bootstrap interval based on the percentile method, where for example a 95% conÞdence interval is[P(2.5), P(97.5)], where P(2.5) and P(97.5) are the 2.5th and 97.5th percentiles, respectively, of the ranked bootstrap estimates of . We use the convention in Efron and Tibshirani (1993, p.160) for deÞning the percentiles. For other conÞdence coefÞcients this is modiÞed accordingly. Table 5 shows 90% and 95% conÞdence intervals for the example. If we use the bootstrap standard errors and the normal based intervals in equation 5, the 95% intervals are (0.525, 0.721) and (0.375, 0.547) for females and males, respectively. These are very close to the percentile intervals despite some hints of non-normality in the bootstrapped survival rates in Fig. 4 . More complex bootstrap conÞdence intervals are sometimes needed, such as the BC a (bias-corrected accelerated) intervals (e.g., Efron and Tibshirani (1993, p. 184 ), but we limit our presentation here to percentile intervals. Table 6 displays simulated coverage rates (based on 200 simulations) of bootstrap conÞdence intervals for the survival rate based on the percentile method. In all cases B ϭ 500 bootstrap samples were used. Only 200 simulations were run because of the large amount of computing time needed so there is some error in the estimated rates as indicated by the standard error. In all of these cases, the simulated coverage rates are very close to the desired coverage rate.
Comparing Two Survival Rates
Often, the objective is to estimate and compare the survival rates for two populations. Let 1 and 1 be the survival and recapture rate for population 1 and 2 and 2 the corresponding values for population 2. The comparison of survival rates is done through a test of the hypothesis that the two survival rates are the same (i.e., 1 ϭ 2 ) or through a conÞdence interval for the difference, 1 -2 . The naive approach to testing for equal survival is to use a standard t-test for comparing the slopes in two regressions. There are various problems with this approach. It assumes that the two slopes in the linear approximation are the same when the two survival rates are the same. Under the linear approximation in (3) this is approximately true if the recapture rates are the same because the two slopes are approximately log ((1 Ð ) 1 ) and log ((1 Ð ) 2 ). These are equal if 1 ϭ 2 . In this case, there is some hope that the t-test for equal slopes from regression might be reasonable. However, in addition to requiring approximate linearity, the naive t-test is only valid when the observations are uncorrelated and have constant variance, which as pointed out earlier is not the case. This leads to incorrect standard errors for the slopes and an incorrect t-test.
The performance of the naive t-test with a desired rejection rate under the null of 0.05 was simulated. Because we are working under the null hypothesis of equal survival across the cohorts, 1 ϭ 2 ϭ , which varied over 0.1, 0.3, 0.5, 0.7, and 0.9. We also varied the initial release (200, 500, and 1,000), the number of N, number in initial release; n, number of collection times; , survival rate; , recapture rate; C, desired conÞdence coverage. CRATE, simulated coverage rate; SE, standard error of simulated coverage rate. Based on 200 simulations. collection times (5 or 10) and the recapture rate for cohort one 1 (.05, 0.1, 0.3, 0.5, and 0.8). In one set of simulations there was common recapture rate 2 ϭ 1 , whereas in another set we allowed slightly different recapture rates with 2 ϭ 1 ϩ 0.05. Fig. 5 plots the simulated rejection rate versus the common survival rate. The desired rate of rejecting the null hypothesis when it is true is 0.05. The actual rejection rates behave erratically. Although there are some combinations in which the rejection rate is close to the desired 0.05, in the majority of cases it is larger than 0.05 (too many false rejections) and in many cases in which the rejection rate is very small, it sometimes is 0. Although the latter may seem desirable, it leads to a test with poor power; i.e., poor ability to detect when the slopes are not equal. The conclusion is that this naive way of comparing survival rates should be abandoned.
Bootstrapping for Differences. ConÞdence intervals for the difference between the survival rates can be obtained via the bootstrap methods, and these intervals also may be used to get an associated test for equal survival rates. The bootstrap procedure is similar to that used with a single population but now for each b ϭ 1, . . . B, we simulate a sample for populations one and two independently. The estimated survival rates for bootstrap samples b are b1 and b2 for populations one and two and the estimated difference is d b ϭ b1 Ϫ b2 . The B estimated differences, for which a smoothed histogram is given in Fig. 4 for the example, can now be used to get conÞdence intervals for the difference in survival rates. Table 5 provides both 90 and 95% conÞdence intervals for the difference in survival rates (male-female) based on the percentile method.
The conÞdence interval also may be used to test the hypothesis of equal survival rates by rejecting the null hypothesis if 0 is not in the corresponding conÞdence interval for the difference. A test at level 0.05 would use a 95% conÞdence interval, a level 0.10 test a 90% conÞdence interval, etc. A P value for the test of equal survival can be obtained by Þnding the smallest level at which the null hypothesis is rejected. Equivalently this means Þnding the largest value C for which a 100C% conÞdence interval contains 0 and then taking the P value as 1 Ð C. Fig. 6 shows a plot of the conÞ-dence interval on the difference in survival rates for the example, as a function of the conÞdence level C, where C goes from 0.001 to 0.999 in steps of 0.001. The Þrst conÞdence level at which the interval contains 0 is 0.975 so the P value for testing the null hypothesis of no difference between survival rates in the two cohorts is 0.025.
Another common way to test the hypothesis via the bootstrap is by simulating the performance of some test statistic under the null hypothesis. One could use the naive t-test or simply the absolute difference in survival rates d ϭ 1 -2 as the test statistic. We will illustrate using the absolute difference. Now when the bootstrap samples are generated, it is done under the null hypothesis using a common survival rate ϭ ( 1 ϩ 2 )/2. For each bootstrap sample the test statistic, say d b is computed. The bootstrap P value is
which is the proportion of times in the bootstrap samples that the value of the test statistic is bigger than the original observed test statistic. In the example, the observed absolute difference in survival rates is 0.162. Of 1,000 bootstrap, samples generated under using a common survival rate of 0.542 ϭ (0.623 ϩ 0.461)/2, 2.9% had an absolute difference greater than 0.162, leading to a bootstrap P value of 0.029. Although in the example the P value from the conÞdence interval approach and direct bootstrapping of a test statistic under the null were in close agreement, this doesnÕt have to be the case. Although the method based directly on the test statistic often is employed, this method may be susceptible unless the test statistic is a pivotal quantity (i.e., the null distribution is not effected by other parameters in the model) and the conÞdence interval approach is generally preferred. Table 7 provides estimated coverage rates of bootstrap conÞdence intervals (based on the percentile method) for the difference in two survival rates for some limited simulations. The values in the last simulation with initial releases of 122 and 142 are based on a set of data collected in Puerto Rico and presented in Harrington et al. (2001) . The desired coverage rate is 0.95 in all cases. In all cases, the number of bootstrap samples is 500 and 200 simulations of a particular setting are run. As with the previous bootstrap simulations, only 200 simulations were run because of the large amount of computing time needed, so there is some error in the estimated rates as indicated by the standard error. As in the one sample setting, the simulated coverage rates are very close to the desired conÞdence coefÞcient. The table also shows the mean of the estimated difference, which agrees very closely with the true difference. This agrees with the earlier Þnding showing negligible bias in estimates of the individual survival rates.
Discussion
We have shown that when recaptured individuals are removed from the population, methods based on the standard log-linear analyses may be seriously ßawed. Although a simple correction to the log-linear analyses offers some improvement, it too can have problems. We strongly recommend that this type of data be analyzed via a nonlinear regression method with the use of the bootstrap for bias assessment and calculation of standard errors, conÞdence intervals and tests of hypotheses. These techniques have theoretical support and performed extremely well in our simulations.
We have introduced this new methodology in the context where there is a single population with constant survival rate or two cohorts with constant survival rate within each cohort. Harrington et al. (2001) discuss the importance of understanding whether survival rates are constant over time in the context of analyzing data for Ae. aegypti, a major vector of yellow fever and dengue viruses (Gubler 1989 , Monath 1989 . One approach has been to analyze data from two different age cohorts, where the survival rate is assumed constant for each cohort, but could differ between cohorts. Of more general interest is a model which allows the survival rate to change as a function of time and testing for a constant survival rate over time within this model. The general nonlinear regression approach developed here can be extended to handle such models and will be the subject of future work.
Our analysis implicitly assumes that there is no emigration. If there is emigration then to estimate the survival rate, developments must be incorporated into a model for emigration. If the rate of emigration is constant over time, then the supposed estimate of the survival rate is actually estimating the probability of an individual surviving or not emigrating in day t ϩ 1, given it is alive on day t.
Our model has close connections to the general Jolly-Seber models for the estimation of animal abundance; see Chapters Þve and 13 of Seber (1982) . The works of Manly (1973 Manly ( , 1975 Manly ( , 1977 Manly ( , 1978 are related directly to the model we consider here. He used maximum likelihood techniques, under more restrictions on the parameters or more assumptions on the design of collection times than we use here. Maximum likelihood techniques may be developed for the general setting considered here. Although this offers some gains in efÞciency, we have focused on nonlinear regression methods, because these methods are easily motivated from the model for expected recaptures, were found to work well, and software is readily available for nonlinear least squares.
