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RESUMO
Devido à grande evolução dos computadores tornou-se comum coletar dados de alta
dimensão. A quimiometria, que é a aplicação de métodos estatísticos e matemáticos à
dados de origem química, pode ser citada como exemplo, pois nestes casos os dados são
espectros que geralmente são observados em vários comprimentos de onda. O problema de
como combinar estes espectros de forma ótima com o objetivo de aproximar medidas de
concentrações é um problema de calibração multivariada. Em geral, esta calibração é feita
com técnicas de estatística multivariada, que por sua vez, apresentam sérias dificuldades
em lidar com a alta dimensão dos dados. Nesta dissertação propomos um modelo que
considere as características funcionais intrínsecas deste tipo de problema, uma vez que as
técnicas de estatística multivariada não consideram tais características.
Algumas das técnicas de estatística multivariada mais utilizadas são de regressão
linear múltipla multivariada (MLR) e regressão por mínimos quadrados parciais (PLS).
Estas técnicas resumem a informação da matriz de dados, seja por escolha de quem está
modelando, seja por análise de componentes principais e isto pode ocasionar perda de in-
formações importantes para as análises. Devido a estas dificuldades propomos um modelo
que considera o dado como ele é, uma função, e não como um dado multivariado e propo-
mos também um modelo funcional para a estrutura de covariância. Ambos os modelos
propostos utilizam a análise de dados funcionais (ADF) e por isso não apresentam as di-
ficuldades comuns dos métodos de estatística multivariada, uma vez que a alta dimensão
dos dados não é tao restritiva quanto nas técnicas multivariadas.
Palavras-chave: Teoria do spline, Estatística não paramétrica, Análise multivariada.
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ABSTRACT
With the computer evolution, the high dimension data collection has become common.
The chemometrics, which is the application of statistical and mathematical methods to the
chemical data, it can be an example. In these cases the data are spectra that are usually
observed in several wavelengths. The problem of how to combine these spectra optimally
with the goal of bringing the measurement of concentrations is a multivariate calibration
problem. In general, this calibration is done with multivariate statistical techniques but
there are severe difficulties in dealing with high-dimensional data. In this dissertation
we propose a model that considers the intrinsic functional characteristics of this kind of
problem, since the multivariate statistics techniques do not consider such features.
Some of useful multivariate statistical techniques are multivariate linear regression
(MLR) and partial leas squares (PLS). These techniques summarize the information of
the data matrix, either by choosing who is modeling or by principal component analysis
and this can cause lost of important information for analysis. Because of these difficulties
we propose a model that considers the data as it is, a function, not as a multivariate data
and we also propose a working model for the covariance structure. Both proposed models
using functional data analysis (ADF) and therefore do not have the common difficulties of
the methods of multivariate statistics, since the high-dimensional data is not as restrictive
as in multivariate analysis.
Key words: Spline theory, Nonparametric statistics, Multivariate analysis.
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11 Introdução
O termo atual Análise de Dados Funcionais (ADF) foi criado por Ramsay e Dalzell
(1991), embora algumas idéias de certa forma já existissem. O que é mais característico
nas recentes pesquisas é a noção de ADF como uma maneira de pensar e não como um
conjunto de métodos e técnicas distintas.
A análise de dados funcionais (ADF) trata o dado individual como uma função e
não como um único valor em um ponto particular. Conceitualmente, estas funções são
definidas como contínuas e na prática elas são geralmente observadas em pontos discretos.
Em geral, os diversos dados funcionais serão independentes uns dos outros, porém não há
suposições sobre a independência de diferentes valores dentro do mesmo dado funcional.
Os mais comuns são funções do tempo, entretanto nada há de especial em ter o tempo
como variável, isto não é uma imposição. Também não existe exigência para que os dados
sejam suaves, mas freqüentemente a suavidade ou outra condição de regularidade será um
aspecto chave na análise.
Geralmente a ADF lida com dados nos quais a i-ésima observação é uma função real,
xi(t), i = 1, . . . , t, com t ∈ T , onde T é um intervalo real, isto é, cada xi é um ponto em
um espaço de funções H. É comum que as observações originais sejam interpolações de
dados longitudinais, que são quantidades observadas conforme elas evoluem no tempo. No
entanto, existem outras formas de dados funcionais, como por exemplo, dados espectrais,
onde a intensidade de luz é medida em vários comprimentos de onda. É importante
dizer que imagens, bem como curvas, podem aparecer como dados funcionais ou como
parâmetros funcionais em modelos.
Seguindo esta maneira de pensar as razões práticas para analisar os dados a partir da
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perspectiva funcional estão citadas nos quatro ítens a seguir:
• Àmedida em que as facilidades de coleta automatizada de dados se tornam acessíveis
a um maior número de pesquisadores as observações funcionais ocorrem com maior
freqüência em contextos aplicados.
• Alguns problemas de modelagem são mais naturais quando pensa-se em termos
funcionais, embora somente um número finito de observações esteja disponível.
• Os objetivos de uma análise podem ser funcionais de forma natural, como seria o
caso se um número finito de dados fosse usado para estimar toda uma função ou
suas derivadas ou ainda valores de outros funcionais.
• Levar em consideração aspectos como suavidade para dados multivariados ocasion-
ados por processos funcionais, por exemplo, pode ter implicações importantes na
análise desses dados.
1.1 Motivação
As pesquisas atuais expõem várias situações onde o objeto de estudo caracteriza um
conjunto de dados funcionais por natureza. Uma destas situações impulsionou a análise
de dados de crescimento humano através de uma perspectiva funcional. Percebeu-se
que a documentação cuidadosa sobre crescimento humano é essencial para definir o que
chamamos de crescimento normal, tal que possamos detectar o mais breve possível alguma
anormalidade no processo de crescimento. Para isso, os cientistas precisam de dados de
alta qualidade para melhorar o entendimento sobre como o corpo regula seu próprio
crescimento.
A coleta desses dados exige um alto custo, pois, a obtenção da medida exata da altura
requer um treinamento considerável e, além disso, exige também persistência, uma vez
que as crianças devem ser levadas ao laboratório em idades pré-definidas ao longo de
vários anos.
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Os registros de altura de uma criança durante mais de 20 anos mostram certas carac-
terísticas difíceis de serem modeladas e a abordagem clássica nesses casos tem sido usar
funções matemáticas que dependem de um número limitado de constantes desconhecidas,
caracterizando modelos paramétricos que, nos melhores casos, apresentam oito ou mais
parâmetros e, ainda assim, alguns aspectos do crescimento não são detectados.
Técnicas não paramétricas, como suavização por kernel e splines, têm obtido sucesso
em identificar características não detectadas por modelos paramétricos, porém não garan-
tem a produção de curvas monótonas, estritamente crescentes. Mesmo uma pequena falha
na monotonicidade pode produzir sérias conseqüências na estimação da velocidade de
crescimento, bem como nas curvas de aceleração, que são especialmente importantes na
identificação de processos que regulam o crescimento.
Foi estimada a função altura H(t) para 10 garotas a partir de 31 observações tomadas
entre 1 e 18 anos de idade, como mostra a Figura 1.1.1, onde os círculos indicam os dados
observados e cada curva sólida é o ajuste suave monótono aos dados (RAMSAY, 1998). Tais
dados foram coletados como parte do estudo de crescimento de Berkeley (TUDDENHAM;
SNYDER, 1954).
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Figura 1.1.1: Alturas de 10 garotas do Estudo de Crescimento de Berkeley.
Observamos na Figura 1.1.1 que o crescimento ocorre mais rapidamente nos anos
iniciais e nota-se um aumento na inclinação da curva de crescimento durante o período
de crescimento pubertal que ocorre por volta dos 9 aos 15 anos; uma garota é alta em
todas as idades, mas algumas garotas são altas na infância e têm alturas relativamente
pequenas na idade adulta.
Embora tenhamos nos referido a esses dados e curvas como curvas de crescimento
o termo crescimento significa mudança. Portanto, é a função velocidade V (t), a taxa
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instantânea de variação da altura no tempo t, que é a real curva de crescimento, e nós
usaremos o termo crescimento como V (t). Devido as alturas não serem decrescentes, a
velocidade (crescimento) é necessariamente positiva e os dados de altura apenas refletem
indiretamente o crescimento por serem medidas das conseqüências deste.
Se as observações de altura são tomadas nos pontos ti, nós poderíamos considerar
estimar a velocidade pela razão de diferença,
V (ti) =
H(ti+1)−H(ti)
ti+1 − ti ,
mas isto seria uma má idéia do ponto de vista estatístico, uma vez que uma pequena
variação na diferença de alturas teria um grande efeito na razão, e este problema apenas
piora quando os tempos se aproximam. Assim, é melhor estimar os dados de altura com
uma curva suave apropriada para então estimar a velocidade pela inclinação desta curva
suave. Na Figura 1.1.2 (c), está o gráfico da velocidade estimada para uma garota do
estudo de Berkeley. Agora podemos ver mais claramente o que está acontecendo, temos
que o aumento do crescimento na idade pubertal é mais evidente e os picos na velocidade
quando bebê são surpreendentes. Nós agora sabemos que precisamos trabalhar muito
para obter bons métodos de estimação da velocidade, que pelo menos durante a infância
é evidentemente um processo muito complicado.
Nós podemos entender melhor o processo de crescimento estudando a taxa de mudança
na velocidade, isto é, a aceleração na altura, denotada por A(t). Na Figura 1.1.2 (d),
temos a curva de aceleração estimada para uma garota do estudo de Berkeley onde vê-se
claramente a variação da aceleração no período pubertal. Naturalmente há um grande
valor positivo no início do período, seguido por um retorno ao zero (quando a velocidade
não é mais crescente) e uma mudança negativa na fase final do período pubertal.
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Figura 1.1.2: Altura, Resíduos, Velocidade e Aceleração de Crescimento de Uma Garota
do Estudo de Berkeley.
Assim, podemos ver que o tempo de crescimento pubertal varia muito de uma garota
para outra e que, para várias garotas (Figura 1.1.3) ocorrem pequenas oscilações na acel-
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eração antes do período pubertal. A capacidade para detectar estas variações foi uma das
primeiras realizações importantes da tecnologia de estimação não paramétrica de curvas
utilizada nos estudos sobre crescimento humano.
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Figura 1.1.3: Aceleração de Crescimento de 10 Garotas do Estudo de Berkeley.
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1.2 Objetivos da Análise de Dados Funcionais
A análise de dados funcionais tem objetivos semelhantes aos de outros ramos da
estatística, incluindo os seguintes:
• representar dados de forma a auxiliar futuras análises;
• exibir os dados de maneira a destacar características de interesse;
• estudar fontes importantes de padrão e variação entre os dados;
• explicar a variação em um resultado ou variável dependente, usando informação da
variável independente;
• comparar dois ou mais conjuntos de dados com respeito a certos tipos de variação,
onde dois conjuntos de dados podem conter diferentes conjuntos de replicações da
mesma função, ou então, diferentes funções para um conjunto comum de replicações.
Cada uma dessas atividades pode ser conduzida com técnicas apropriadas para cada
tipo de problema. Uma maneira de alcançar os objetivos citados acima é através de
análises exploratórias e confirmatórias (ou preditivas).
Na análise exploratória, as questões sobre os dados tendem a ser bastante ilimitadas,
no sentido de que a técnica correta é esperada tanto para revelar novos e interessantes
aspectos dos dados, quanto para mostrar características óbvias. As investigações explo-
ratórias tendem a considerar somente os dados em mãos, com menos preocupação para
afirmações sobre questões mais amplas, tais como características de populações ou eventos
não observados nos dados.
Por outro lado as análises confirmatórias tendem a ser inferenciais e determinadas
por perguntas específicas sobre os dados. Nelas, assume-se que algum tipo de estrutura
está presente e deseja-se saber se certas afirmações específicas ou hipóteses podem ser
confirmadas pelos dados.
Finalmente, os estudos preditivos são menos comuns e o foco é usar os dados em mãos
para fazer afirmações sobre os estados não observados, tal como o futuro.
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A linha que separa as análises exploratórias das confirmatórias é o grau em que a
teoria de probabilidade é usada, no sentido de que a maioria das análises confirmatórias
são resumidas por uma ou mais afirmações de probabilidade.
1.3 Estatísticas Resumo para Dados Funcionais
As estatísticas resumo para dados univariados familiar a estudantes em aulas intro-
dutórias de estatística se aplicam equivalentemente a dados funcionais.
1.3.1 Funções Média e Variância
A função média com valores
x(t) =
1
N
N∑
i=1
xi(t) (1.3.1)
é a média das funções pontuais em todas replicações. Similarmente a função variância
tem valores
varX(t) =
1
N − 1
N∑
i=1
[xi(t)− x(t)]2 (1.3.2)
e a função desvio padrão é a raiz quadrada da função variância.
1.3.2 Funções Covariância e Correlação
A função covariância resume a dependência de registros em todo valor diferente do
argumento e é calculado para todo t1 e t2 por
covX(t1, t2) =
1
N − 1
N∑
i=1
{xi(t1)− x(t1)}{xi(t2)− x(t2)}. (1.3.3)
A função correlação associada é
corrX(t1, t2) =
covX(t1, t2)√
varX(t1)varX(t2)
. (1.3.4)
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Estes são os análogos funcionais das matrizes de variância-covariância e de correlação,
respectivamente, em análise multivariada de dados.
1.3.3 Funções Covariância-Cruzada e Correlação-Cruzada
Em geral, se temos pares de funções observadas (xi, yi), a maneira em que uma de-
pende da outra pode ser quantificada pela função covariância-cruzada
covX,Y (t1, t2) =
1
N − 1
N∑
i=1
{xi(t1)− x(t1)}{yi(t2)− y(t2)}
ou pela função correlação-cruzada
corrX,Y (t1, t2) =
covX,Y (t1, t2)√
varX(t1)varY (t2)
.
1.4 Análise de Componentes Principais (ACP) de um
Funcional
Muitos conjuntos de dados mostram um pequeno número de modos substanciais ou
dominantes de variação, sempre após subtrair a função média de cada observação. Uma
maneira de identificar e explorar isso é adaptar o procedimento clássico multivariado de
análise de componentes principais para dados funcionais. Por muitas razões, essa análise
é uma técnica chave a ser considerada.
1.4.1 ACP para Dados Multivariados
O conceito central explorado em estatística multivariada é o de tomar uma combinação
linear de valores das variáveis,
fi =
p∑
j=1
βjxij, i = 1, . . . , N
onde βj é um coeficiente de ponderação aplicado aos valores observados xij da j-ésima
variável. Podemos expressar as f ′is de forma mais compacta usando a notação de produto
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interno:
fi = 〈β, xi〉 , i = 1, . . . , N
onde β é o vetor (β1, . . . , βp)′ e xi é o vetor (xi1, . . . , xip)′.
Na situação multivariada, escolhemos os pesos de modo a realçar ou exibir tipos de
variação que são fortemente representados nos dados. A ACP pode ser definida gradual-
mente em termos do seguinte procedimento, que define conjuntos de pesos normalizados
que maximizam a variação nas f ′is:
1. Encontre o vetor peso ξ1 = (ξ11, . . . , ξp1)′ para que os valores da combinação linear
fi1 =
∑
j
ξj1xij = 〈ξ1, xi〉
tenham a maior média quadrática 1
N
∑
i f
2
i1 possível sujeito à restrição∑
j
ξ2j1 = ‖ξ1‖2 = 1.
2. Realize a segunda etapa e as subseqüentes, possivelmente até o número p de var-
iáveis. No m-ésimo passo, calcule um novo vetor peso ξm com componentes ξjm e
novos valores fim = 〈ξm, xi〉 . Portanto, os valores fim tem média quadrática máx-
ima, sujeito a restrição ‖ξm‖2 = 1 e a m− 1 condições adicionais∑
j
ξjkξjm = 〈ξk, ξm〉 = 0, k < m.
A motivação para o primeiro passo é que maximizando a média quadrática estamos
identificando o modo de variação mais evidente e também mais importante nas variáveis.
A condição de que a soma dos quadrados dos pesos seja igual a um é essencial para
definição do problema pois sem ela as médias quadráticas dos valores da combinação
linear podem assumir valores arbitrariamente grandes.
No segundo passo e nos subseqüentes, buscaremos novamente os modos mais impor-
tantes de variação, mas com a exigência de que os pesos as definam como ortogonais
àquelas identificadas anteriormente, tal que elas estejam indicando algo novo. Natural-
mente, o montante de variação medido em termos de 1
N
∑
i f
2
im irá diminuir em cada
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passo. Em algum ponto, usualmente bem próximo do índice máximo p, esperamos perder
o interesse nos modos de variação assim definidos.
Os valores das combinações lineares fim são chamados de escores dos componentes
principais e muitas vezes são de grande ajuda na descrição daquilo que as componentes
importantes de variação significam em termos das características de casos específicos ou
replicações.
Usualmente subtraímos de cada variável a média dos valores da variável correspon-
dente antes de fazer a ACP, visto que sabemos identificar a média facilmente. Feito
isto, maximizar a média quadrática dos escores dos componentes principais corresponde
a maximizar sua variância amostral.
1.4.2 Definindo ACP Para Dados Funcionais
O equivalente dos valores das variáveis são os valores das funções xi(s), tal que o
índice discreto j no contexto multivariado é substituído pelo índice contínuo s. Somas em
j são substituídas por integrais em s para definir a combinação linear
fi =
∫
β(s)xi(s)ds = 〈β, xi〉 .
Os pesos βj agora tornam-se uma função peso com valores β(s).
No primeiro passo da ACP funcional, a função peso ξ1 é escolhida para maximizar
1
N
∑
i f
2
i1 =
1
N
∑
i 〈ξ1, xi〉2 sujeito à restrição contínua análoga à soma dos quadrados
unitária ‖ξ1‖2 = 1. Desta vez, a notação ‖ξ1‖2 é utilizada para significar a norma
quadrática
∫
ξ1(s)
2ds da função ξ1.
Como para ACP multivariada, é também requerida que a função peso ξm satisfaça as
condições de ortogonalidade 〈ξk, ξm〉 = 0, k < m no passo subseqüente. Cada função peso
tem a tarefa de definir o modo mais importante de variação nas curvas sendo que cada
modo deve ser ortogonal a todos os modos definidos em passos anteriores.
1.5 Funções Spline 13
1.4.3 Definindo uma Base Ortonormal Empírica Ótima
Existem várias maneiras de se motivar a ACP e uma delas é definindo o seguinte
problema: Queremos encontrar um conjunto com exatamente K funções ortonormais ξm
tal que a expansão de cada curva em termos destas funções base seja o mais próximo
possível da curva real. Uma vez que estas funções base são ortonormais, segue que a
expansão será da forma
xˆi(t) =
K∑
k=1
fikξk(t)
onde fik = 〈xi, ξk〉. Como critério de estimação de uma curva individual, podemos con-
siderar o erro quadrático integrado
‖xi − xˆi‖2 =
∫
[x(s)− xˆ(s)]2 ds
e como uma medida global de aproximação
PCASSE =
N∑
i=1
‖xi − xˆi‖2 . (1.4.1)
Desta forma, pergunta-se qual escolha de base irá minimizar o critério 1.4.1. A re-
sposta é que o mesmo conjunto de funções peso como componentes principais que max-
imiza os componentes da variância definido anteriormente irá minimizar o critério 1.4.1.
Por esta razão, as funções ξm são mencionadas em alguns campos como funções ortonor-
mais empíricas. Por serem determinadas pelos dados estas funções são usadas para a
expansão.
1.5 Funções Spline
Polinômios são bastante utilizados para aproximar funções. Geralmente, o intervalo
T = [a, b] onde a função está definida é dividido em subintervalos suficientemente menores
da forma [x0, x1], ..., [xk, xk+1] e então um polinômio pi de grau pequeno, em geral de
grau 3, é usado para aproximação em cada subintervalo [xi, xi+1], i = 0, ..., k. Este
procedimento produz uma função de aproximação polinomial por partes s(·), isto é, s(t) =
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pi(t) em [xi, xi+1]. Os valores x0, x1, ..., xk, xk+1 são chamados de nós, sendo x0 e xk+1 os
nós exteriores e os demais os nós interiores.
No caso geral, as partes de polinômio pi(t) são construídas independentemente das
demais e, por isso, não formam uma função contínua s(t) em [a, b], o que não é admissível
caso deseje aproximar uma função suave. Portanto, é necessário que os polinômios sejam
unidos suavemente nos nós interiores x1, ..., xk e também que sejam deriváveis um certo
número de vezes. Como resultado, obtém-se uma função polinomial por partes, suave,
chamada de função spline .
Uma função spline de ordem m com k nós interiores em x1, ..., xk é qualquer função
da forma
s(t) =
m−1∑
i=0
θit
i +
k∑
i=1
δi(t− xi)m−1+ , (1.5.1)
onde os coeficientes θ0, ..., θm−1, δ1, ..., δk são números reais e, dada uma função u, a "função
de potência truncada" de grau r é definida como
ur+ =
{
ur, se u ≥ 0
0, se u < 0
Portanto, uma função spline é uma combinação linear de m + k funções base. Con-
siderando o conjunto de nós interiores {x1, ..., xk}, as funções base são{
1, t, t2, ..., tm−1, (t− x1)m−1+ , ..., (t− xk)m−1+
}
.
Uma função spline s(t) de ordem m com k nós interiores em x1, ..., xk satisfaz as
seguintes condições:
• s(t) é um polinômio por partes de grau m − 1 em qualquer subintervalo [xi, xi+1),
i = 0, ..., k.
• s(t), Ds(t), ..., Dm−2s(t) são funções contínuas em T .
O conjunto de funções spline de ordem m e nós interiores em x1, ..., xk é chamado
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de espaço spline e é denotado por Sm(x1, ..., xk). Segundo Schumaker (1981), este espaço
é um espaço linear de dimensão m + k e os chamados B-Splines formam uma base de
espaços spline . Os B-splines têm suporte compacto, ou seja, são não-nulos em um
intervalo pequeno e zero fora dele, que é uma importante propriedade computacional.
1.5.1 B-Splines
Um B-spline de ordem m consiste de m pedaços de polinômio, cada um de grau m−1.
Estes pedaços de polinômio se juntam em m − 1 nós internos. Nos pontos de união, as
derivadas de ordem até m− 2 são contínuas. O B-spline é positivo no domínio abrangido
pelos m+ 1 nós, fora disso ele é zero. Exceto nas fronteiras, o B-spline sobrepõe 2(m− 1)
pedaços de polinômio de seus vizinhos. Dado um certo t, m B-splines são não nulos.
A Figura 1.5.1 mostra um B-spline de ordem 4 com 12 funções base e nós igualmente
espaçados.
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B−spline com 12 funções base e ordem 4
Figura 1.5.1: B-Spline de ordem 4 com 12 funções base.
Um B-spline pode ser definido como uma diferença dividida da função de potência
truncada. Diferenças divididas surgem da forma de Newton para interpolação, onde, para
n+ 1 pares {ti, f(ti)}ni=0 um polinômio de grau n é aplicado da seguinte maneira:
pn(t) = c0 + c1(t− t0) + c2(t− t0)(t− t1) + ...+ cn(t− t0)(t− t1)...(t− tn), (1.5.2)
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onde
pn(t0) = c0 = f(t0)
pn(t1) = c0 + c1(t1 − t0) = f(t1)
pn(t2) = c0 + c1(t2 − t0) + c2(t2 − t0)(t2 − t1) = f(t2)
e assim sucessivamente. Temos ainda que c0 é dado por c0 = f(t0) = [t0]f . É dito que
[t0]f é a diferença dividida de ordem zero da função f(t) sobre o ponto t0. Desta forma,
c1 =
f(t1)− f(t0)
t1 − t0 =
[t1]f − [t0]f
t1 − t0 = [t0, t1]f
é a diferença dividida de ordem 1 da função f(t) sobre os pontos t0 e t1. Assim, podemos
calcular todos os coeficientes ck, k = 0, ..., n, onde
ck = [t0, ..., tk]f (1.5.3)
é a diferença dividida de ordem k da função f(t) sobre os pontos t0, ..., tk.
Pode-se mostrar (RUGGIERO; LOPES, 1997) que (1.5.3) é obtida de forma recursiva
usando
[t0, ..., tk]f =
[t1, ..., tk]f − [t0, ..., tk−1]f
tk − t0 , (1.5.4)
para k = 1, ..., n, uma vez que [t0]f = f(t0).
Desta forma, uma função spline s(t) pode ser escrita como uma combinação linear de
funções base B-spline da seguinte forma:
s(t) =
L∑
l=1
blBl(t),
onde bl são os coeficientes a serem determinados e Bl(t) representa a l-ésima base B-spline
avaliada no ponto t.
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2 Análise Não-Paramétrica de
Dados Funcionais
Há um número cada vez maior de situações vindas de diferentes campos das ciências
aplicadas (quimiometria, biometria, medicina, econometria, etc.) em que os dados coleta-
dos são curvas. De fato, a evolução dos computadores permitiu o tratamento de grandes
conjuntos de dados, como por exemplo, para um único fenômeno em particular podemos
observar um conjunto muito grande variáveis. Em geral, este tipo de dado é tratado
com técnicas de estatística multivariada, que não levam em conta suas características
funcionais. Por outro lado, o tratamento desses dados utilizando técnicas de análise de
dados funcionais (paramétrica ou não-paramétrica) nos leva a afirmar que os resultados
deste tipo de análise são mais satisfatórios.
2.1 Definições
De acordo com Ferraty e Vieu (2006), podemos definir um dado (variável) funcional
da seguinte maneira:
Definição 2.1.1. Uma variável aleatória X é chamada de variável funcional se toma
valores em um espaço dimensional infinito (ou espaço funcional). Uma observação x de
X é chamada de dado funcional.
Definição 2.1.2. Um conjunto de dados funcional x1, ..., xn é a observação de n variáveis
funcionais X1, ..., Xn identicamente distribuídas.
Em geral, métodos estatísticos tradicionais não apresentam bons resultados quando
2.1 Definições 19
lidam com dados funcionais. Se considerarmos uma amostra discretizada de curvas, irão
surgir dois problemas cruciais. O primeiro é a razão entre o tamanho da amostra e o
número de variáveis (cada variável real corresponde a um ponto discretizado). O segundo
é a possível existência de uma forte correlação entre as variáveis. Então surge a necessidade
de que se desenvolvam métodos ou modelos que considerem a estrutura funcional deste
tipo de dado.
Definição 2.1.3. Seja x um vetor aleatório em Rp e seja φ uma função definida em
Rp e que dependa da distribuição de x. Um modelo para a estimação de φ consiste em
introduzir algumas condições da forma φ ∈ C. O modelo é chamado de modelo paramétrico
para a estimação de φ se C é indexado por um número finito de elementos de R. Caso
contrário, o modelo é chamado de modelo não paramétrico.
Esta definição pode ser extendida para o contexto funcional da seguinte forma:
Definição 2.1.4. Seja Z uma variável aleatória avaliada em algum espaço de dimensão
infinita F e seja φ uma função definida em F e que dependa da distribuição de Z. Um
modelo para a estimação de φ consiste em introduzir algumas condições da forma φ ∈ C.
O modelo é chamado de modelo funcional paramétrico para a estimação de φ se C é
indexado por um número finito de elementos de F . Caso contrário, o modelo é chamado
de modelo funcional não paramétrico.
Na terminologia Estatísticas Não-Paramétricas Funcionais o adjetivo não-paramétri
cas se refere à forma do conjunto de condições, enquanto que funcionais se refere à na-
tureza dos dados. Em outras palavras, aspectos não-paramétricos vêm da característica
dimensional infinita do objeto a ser estimado e a designação funcional é devida à di-
mensão infinita dos dados. Esta é a razão de podermos identificar esta estrutura como no
contexto de dimensão infinita dupla. De fato, φ pode ser visto como um operador linear
e poderia-se usar a terminologia modelo para estimação operacional por analogia com a
terminologia multivariada modelo para estimação funcional.
Para ilustrar, vejamos os modelos de regressão
Y = r(X) + erro (2.1.1)
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onde Y é uma variável aleatória real, considerando várias situações: modelos de regressão
linear (paramétrico) ou não paramétrico com curvas (X = {X(t); t ∈ (0, 1)}) ou dados
multivariados (X = X = (X1, ..., Xp)):
Tabela 2.1.1: Exemplos de Modelos
DADO MODELOS
LINEAR NÃO PARAMÉTRICO
MULTIVARIADO Exemplo 1 Exemplo 2
X ∈ Rp X ∈ Rp
C = {r linear} C = {r contínuo}
FUNCIONAL Exemplo 3 Exemplo 4
X ∈ F = L2(0,1) X ∈ F = L2(0,1)
C =
{
χ 7→ ∫ 1
0
ρ(t)χ(t)dt <∞, ρ ∈ F
}
C = {r contínuo}
O exemplo 1 corresponde ao modelo de regressão linear multivariada
Y = a0 +
p∑
j=1
ajXj + erro,
que é um modelo paramétrico com p + 1 parâmetros reais desconhecidos a0, ..., ap. O
exemplo 2 se refere ao modelo clássico de regressão não paramétrica multivariada
Y = r(X1, ..., Xp) + erro.
O exemplo 3 é chamado de modelo de regressão linear funcional para resposta escalar
Y =
∫ 1
0
ρ(t)X(t)dt+ erro
que pode ser reformulado como 2.1.1 com r sendo um operador linear contínuo de F em R.
De acordo com a definição 2.1.4 este é o único modelo de regressão paramétrica funcional,
onde ρ(·) é o único parâmetro (funcional). O exemplo 4 pode ser escrito como em 2.1.1
onde r é apenas um operador contínuo de F em R. Este é um modelo de regressão não
paramétrica funcional.
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3 Modelo Proposto
A área que se refere à aplicação de métodos estatísticos e matemáticos à problemas
de origem química é chamada de quimiometria. Devido à grande evolução dos microcom-
putadores, as análises instrumentais estão em crescente evolução fazendo-se necessário, do
ponto de vista estatístico e matemático, o tratamento mais complexo de dados de origem
química com o objetivo de se relacionar os sinais obtidos (espectros por exemplo) com os
resultados desejados (concentrações) (LAQQA, 2009).
A maioria das análises quantitativas é realizada por via úmida, como por exemplo,
titulação e precipitação, que são demoradas e geralmente pouco precisas. Estas estão
gradativamente sendo substituídas por técnicas instrumentais, como Espectroscopia no
Infravermelho e Espectroscopia da Massa, que aliam velocidade na análise com uma boa
qualidade dos resultados. Nas técnicas instrumentais se obtém uma grande quantidade de
sinais (curvas) que devem ser tratados para possibilitar a quantificação das várias espécies
presentes, uma vez que não há uma informação direta do resultado.
Um problema comum é o de como utilizar espectroscopia para se determinar concen-
trações de vários constituintes em amostras complexas. Considerando que os constituintes
não absorvem luz em regiões separadas de freqüência, deve-se utilizar uma combinação de
várias freqüências espectrais para se estimar as concentrações. O problema de como com-
binar a absorção em várias freqüências de forma ótima com o objetivo de aproximar um
conjunto de medidas de concentrações é um problema de calibração multivariada (LAQQA,
2009).
As técnicas mais utilizadas no momento são de estatística multivariada, como por
exemplo PLS (Mínimos Quadrados Parciais) e PCR (Regressão por Componentes Prin-
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cipais), com os quais se pode medir simultaneamente várias variáveis de interesse ao se
analisar uma amostra qualquer. Estes métodos têm dificuldades em tratar dados com
características funcionais devido, em geral, à alta dimensão das matrizes de dados.
Para resolver o problema de calibração multivariada, utilizamos a idéia da lei de
Beer-Lambert (definição 3.0.6) e propomos o tratamento do conjunto de dados coletados
utilizando análise não-paramétrica de dados funcionais, uma vez que os mesmos têm carac-
terísticas funcionais intrínsecas, isto é, são curvas contínuas (espectros). Esta metodologia
não apresenta os problemas teóricos com a dimensão dos dados como os métodos comu-
mente utilizados. Além disso, devido à natureza funcional, acreditamos que modelos que
levem em conta esta característica terão melhores resultados do que as técnicas mais
utilizadas atualmente.
As duas definições a seguir são importantes para o entendimento do problema.
Definição 3.0.5. A absorbância de um analito em um dado comprimento de onda ou
freqüência é definida como
x = − log10
(
I
I0
)
,
onde x > 0, I é a intensidade da luz transmitida, após a substância ser inserida no feixe
de luz, e I0 é a intensidade de luz incidente, antes da substância ser inserida no feixe de
luz. Para espectroscopia de reflexão, R = I/I0 é conhecido como reflectância (0 < R < 1).
Definição 3.0.6. A lei de Beer-Lambert para m constituintes e k comprimentos de onda
mais ruído é
xj =
m∑
l=1
ylalj + εj, (3.0.1)
para j = 1, ..., k, onde xj é a absorbância da amostra no j-ésimo comprimento de onda,
yl é a concentração do l-ésimo constituinte, alj é a absorbância do l-ésimo constituinte
puro no j-ésimo comprimento de onda e εj é o erro aleatório no j-ésimo comprimento de
onda.
Mais detalhes sobre a lei de Beer-Lambert podem ser encontrados em Jorgensen e
Goegebeur (2007).
Aqui propomos um modelo não-paramétrico funcional para a absorbância semelhante
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à lei de Beer-Lambert, que relaciona as absorbâncias observadas nas amostras com as
concentrações dos constituintes, utilizando funções spline obtidas por bases B-spline . Os
coeficientes das funções base são calculados utilizando o método de mínimos quadrados.
Além disso, propomos um modelo para a estrutura de covariância dos dados, também
levando em conta suas características funcionais. Observe que este tipo de metodologia
difere da usual porque trata o dado de acordo com sua origem funcional e não como um
problema multivariado.
3.1 Resumo dos Métodos de Calibração Multivariada
A Tabela 3.1.1 traz um resumo dos quatro principais métodos paramétricos de cali-
bração multivariada, Regressão por Mínimos Quadrados (Classical Least Squares, CLS),
Regressão Linear Múltipla (Multiple Linear Regression, MLR), Regressão por Compo-
nentes Principais (Principal Components Regression, PCR) e Regressão por Mínimos
Quadrados Parciais (Partial Least Squares Regression, PLS).
NOME MODELO CALIBRAÇÃO PREVISÃO
CLS X = YA + E Aˆ = (Y′Y)−1Y′X yˆ = y¯ + (z− x¯)Aˆ`
MLR Y = XB + F Bˆ = (X′X)−1X′Y yˆ = y¯ + (z− x¯)Bˆ
PCR Y = TB + F Bˆ = (T′T)−1T′Y yˆ = y¯ + tˆBˆ
PLS Y = TB + F Bˆ = (T′T)−1T′Y yˆ = y¯ + tˆBˆ
Tabela 3.1.1: Principais Métodos Paramétricos de Calibração
• X é a matriz n× k de absorbância da amostra (X-bloco);
• Y é a matriz n×m de concentrações da amostra (Y-bloco);
• A é a matriz m× k de absorbâncias dos constituintes puros;
• E é a matriz n× k de ruído aleatório;
• F é a matriz n×m de ruído aleatório;
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Os métodos PCR e PLS envolvem uma matriz resumo T calculada a partir de X (de
maneiras diferentes em cada método). O vetor tˆ é semelhantemente calculado a partir
de z de duas maneiras. Mais detalhes sobre estes métodos podem ser encontrados em
Jorgensen e Goegebeur (2007).
3.2 Modelo Não-Paramétrico Funcional
Utilizando a idéia da lei de Beer-Lambert (definição 3.0.6), propomos o seguinte mod-
elo de calibração
xi(t) =
m∑
j=1
yijαj(t) + (t), (3.2.1)
onde yij é a concentração do j-ésimo constituinte na i-ésima amostra, t representa o
comprimento de onda, xi(t) é a absorbância da i-ésima amostra e (t) é o erro aleatório
no comprimento de onda t, com i = 1, ..., n. A função αj(t) representa a absorbância do
j-ésimo constituinte puro no comprimento de onda t.
As funções α serão aproximadas por funções spline cúbicas que serão suavizadas
utilizando o critério de penalização da segunda derivada (detalhes podem ser encontrados
em Souza (2008)). O coeficiente de suavização foi escolhido pelo critério de validação
cruzada generalizada (CRAVEN; WAHBA, 1978/79). As funções spline serão calculadas
por expansão em bases B-spline de ordem 4. Desta forma, 3.2.1 pode ser escrito como
segue.
xi(t) =
L∑
l=i
m∑
j=1
θjlyijBl(t) + i(t). (3.2.2)
Neste caso, o modelo não apresenta intercepto mas, no entanto, sabemos que não existem
elementos químicos com absorbância exatamente igual a zero uma vez que I
I0
< 1, como
na definição 3.0.6. Assim, propomos um modelo com intercepto, como mostrado a seguir.
xi(t) =
L∑
l=1
[
θ0l +
m∑
j=1
θjlyij
]
Bl(t) + i(t) (3.2.3)
Aqui, Bl(t) corresponde à l-ésima base B-spline avaliada no ponto t e θjl é o coeficiente
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da l-ésima função base do j-ésimo constituinte.
Podemos representar o modelo na forma matricial da seguinte maneira
X(t) = D(t)Θ + ε(t) (3.2.4)
onde as matrizes contém os elementos mostrados a seguir.

x1(t1)
x1(t2)
.
.
.
x1(tk)
x2(t1)
x2(t2)
.
.
.
x2(tk)
.
.
.
xn(t1)
.
.
.
xn(tk)

=

B1(t1) y11B1(t1) . . . ym1B1(t1) . . . BL(t1) y11BL(t1) . . . ym1BL(t1)
B1(t2) y11B1(t2) . . . ym1B1(t2) . . . BL(t2) y11BL(t2) . . . ym1BL(t2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1(tk) y11B1(tk) . . . ym1B1(tk) . . . BL(tk) y11BL(tk) . . . ym1BL(tk)
B1(t1) y12B1(t1) . . . ym2B1(t1) . . . BL(t1) y12BL(t1) . . . ym2BL(t1)
B1(t2) y12B1(t2) . . . ym2B1(t2) . . . BL(t2) y12BL(t2) . . . ym2BL(t2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1(tk) y12B1(tk) . . . ym2B1(tk) . . . BL(tk) y12BL(tk) . . . ym2BL(tk)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1(t1) y1nB1(t1) . . . ymnB1(t1) . . . BL(t1) y1nBL(t1) . . . ymnBL(t1)
B1(t2) y1nB1(t2) . . . ymnB1(t2) . . . BL(t2) y1nBL(t2) . . . ymnBL(t2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1(tk) y1nB1(tk) . . . ymnB1(tk) . . . BL(tk) y1nBL(tk) . . . ymnBL(tk)


θ01
θ11
.
.
.
θm1
θ02
θ12
.
.
.
θm2
.
.
.
θ0L
θ1L
.
.
.
θmL

+

1(t1)
1(t2)
.
.
.
1(tk)
2(t1)
2(t2)
.
.
.
2(tk)
.
.
.
n(t1)
.
.
.
n(tk)

A matriz Θ pode ser estimada utilizando o método de mínimos quadrados, ou seja,
resolvendo o seguinte sistema
Θˆ = (D(t)TD(t))−1D(t)TX(t). (3.2.5)
Uma vez estimada a matriz Θ, é possível calcular as estimativas deX(t), da seguinte
forma:
Xˆ(t) = D(t)Θˆ. (3.2.6)
Podemos calcular a matriz curva média X¯(t) conforme 1.3.1. Assim, obtemos
X¯(t) =
(
x¯(t1) x¯(t2) · · · x¯(tk)
)
1×k
. (3.2.7)
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3.2.1 Função Covariância
No sentido de obter uma melhor explicação da variabilidade dos dados, propomos a
seguinte função de covariância:
covX(ti, tj) = η(ti)η(tj) exp(−φ|tj − ti|), (3.2.8)
onde a função η é contínua para todo t. Analogamente ao modelo 3.2.3, esta função
será aproximada utilizando splines cúbicos, onde a suavização será obtida pelo critério de
penalização da segunda derivada (detalhes em Souza (2008)) com parâmetro de suavização
determinado pelo método de validação cruzada generalizada (CRAVEN; WAHBA, 1978/79).
Utilizamos bases B-spline para o cálculo das funções splines . Desta forma, o modelo 3.2.8
pode ser escrito como
covX(ti, tj) =
L∑
l1=1
L∑
l2=1
βl1Bl1(ti)βl2Bl2(tj) exp(−φ|tj − ti|), (3.2.9)
onde Bl(t) representa o valor da l-ésima base B-spline avaliada no ponto t. Estas bases
são as mesmas que já foram calculadas para o modelo 3.2.3. O valor de φ é fixado e é
calculado da seguinte forma (SCHMIDT; CONCEIçãO; MOREIRA, 2008):
φ =
−2 log(0, 05)
max
∀t,s
(|t− s|) .
Na forma matricial temos
Σ = Pβ, (3.2.10)
onde os elementos das matrizes foram calculados como segue.
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
covX (t1, t1)
covX (t2, t1)
.
.
.
covX (tk, t1)
covX (t1, t2)
covX (t2, t2)
.
.
.
covX (tk, t2)
.
.
.
covX (t1, tk)
covX (t2, tk)
.
.
.
covX (tk, tk)

=

B11B11e11 B11B21e11 · · · B11BL1e11 · · · BL1B11e11 BL1B21e11 · · · BL1BL1e11
B12B11e21 B12B21e21 · · · B12BL1e21 · · · BL2B11e21 BL2B21e21 · · · BL2BL1e21
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1kB11ek1 B1kB21ek1 · · · B1kBL1ek1 · · · BLkB11ek1 BLkB21ek1 · · · BLkBL1ek1
B11B12e12 B11B22e12 · · · B11BL2e12 · · · BL1B12e12 BL1B22e12 · · · BL1BL2e12
B12B12e22 B12B22e22 · · · B12BL2e22 · · · BL2B12e22 BL2B22e22 · · · BL2BL2e22
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1kB12ek2 B1kB22ek2 · · · B1kBL2ek2 · · · BLkB12ek2 BLkB22ek2 · · · BLkBL2ek2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B11B1ke1k B11B2ke1k · · · B11BLke1k · · · BL1B1ke1k BL1B2ke1k · · · BL1BLke1k
B12B1ke2k B12B2ke2k · · · B12BLke2k · · · BL2B1ke2k BL2B2ke2k · · · BL2BLke2k
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
B1kB1kekk B1kB2kekk · · · B1kBLkekk · · · BLkB1kekk BLkB2kekk · · · BLkBLkekk


β1β1
β1β2
.
.
.
β1βL
β2β1
β2β2
.
.
.
β2βL
.
.
.
βLβ1
βLβ2
.
.
.
βLβL

Para simplificar a notação, usamos Bij = Bi(tj) e eij = exp(−φ|tj − ti|).
A partir dos dados observados calculamos a matriz de covariância empírica con-
siderando que a parte aleatória do modelo está nos erros. Desta forma tal matriz é
igual à matriz de covariância dos resíduos. Esta matriz pode ser calculada segundo 1.3.3,
e é dada por
Σ∗ =

cov(t1, t1)
cov(t2, t1)
.
.
.
cov(tk, t1)
cov(t1, t2)
cov(t2, t2)
.
.
.
cov(tk, t2)
.
.
.
cov(t1, tk)
cov(t2, tk)
.
.
.
cov(tk, tk)

kk×1
. (3.2.11)
Tal matriz pode ser escrita da seguinte forma
Σ∗ = Σ + ω
Σ∗ = Pβ + ω,
onde ω é um erro aleatório cuja distribuição é normal com média 0 e matriz de variâncias
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σ2I.
Desta maneira, utilizamos os valores da matriz de covariância empírica para estimar
os valores de β pelo método de mínimos quadrados, isto é,
βˆ = (P TP )−1P TΣ∗.
Assim, obtemos as estimativas de Σ da seguinte forma:
Σˆ = P βˆ. (3.2.12)
Para mostrar que esta função proposta é uma função de covariância válida, usamos o
seguinte argumento:
Seja W (t) um processo estocástico com função de covariância dada por
cov (W (s),W (t)) = exp(−φ|t− s|).
Considere Z(t) =
∑L
l=1 βlBl(t)W (t). A função de covariância de Z(t) é dada por
cov (Z(s), Z(t)) = cov
(
L∑
l1=1
βl1Bl1(s)W (s),
L∑
l2=1
βl2Bl2(t)W (t)
)
=
L∑
l1=1
βl1Bl1(s)
L∑
l2=1
βl2Bl2(t)cov (W (s),W (t))
=
L∑
l1=1
L∑
l2=1
βl1Bl1(s)βl2Bl2(t) exp(−φ|t− s|).
Portanto, a função de covariância proposta em 3.2.9 é uma função de covariância válida.
Uma vez que temos um modelo funcional para a estrutura de covariância, podemos
estimar também intervalos de confiança para a verdadeira função. Um intervalo de 95%
é dado por: [
X¯(t)− 2V , X¯(t) + 2V ] , (3.2.13)
onde V =
√
diag(Σ).
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4 Aplicações
O objetivo deste capítulo é mostrar a aplicabilidade do modelo proposto. Para isto,
são expostos alguns conjuntos de dados funcionais que foram escolhidos por terem car-
acterísticas distintas entre si, sendo que alguns foram obtidos em Jorgensen e Goegebeur
(2007) e outros foram simulados. Assim, foi possível testar o modelo proposto em difer-
entes situações. Tal modelo estima uma função para a absorbância e uma função para
a covariância e ambas foram suavizadas utilizando o critério de penalização da segunda
derivada (detalhes em Souza (2008)) sendo que o parâmetro de suavização foi escolhido
utilizando o critério de validação cruzada generalizada (CRAVEN; WAHBA, 1978/79).
Todos os ajustes foram feitos utilizando o software R Development Core Team (2009).
4.1 Conjunto de Dados Simulados - 1
Este conjunto de dados simula um ambiente com 30 amostras de 10 analitos, cujos
espectros foram observados em 50 comprimentos de onda. A Figura 4.1.1 mostra o con-
junto de dados. Os espectros foram gerados pela função x(t) = e(t
2/2) cos(4pit) + , com
t ∈ [0, pi] e  tem distribuição normal com média 0 e desvio-padrão 3.
4.1 Conjunto de Dados Simulados - 1 30
0.0 0.5 1.0 1.5 2.0 2.5 3.0
−
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0
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x(t
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t2
2)cos(4πt)+ erro
Dados Originais
Figura 4.1.1: Conjunto de dados Simulados (1)
4.1 Conjunto de Dados Simulados - 1 31
Utilizando o modelo proposto em 3.2.3 obtemos as curvas estimadas mostradas na
Figura 4.1.2. A curva sólida em destaque é a estimação da curva média.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
−
50
0
50
10
0
t
x(t
)
Curvas Estimadas e Curva Média
50  bases e ordem  4
Curva Média
Figura 4.1.2: Funções estimadas para o conjunto de dados Simulados (1)
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Utilizando a estimação da matriz de covariância obtida por 1.3.3, podemos construir
intervalos de confiança para a função média, como mostra o gráfico da Figura 4.1.3.
Ainda observando o gráfico da Figura 4.1.3, vemos que a curva média estimada consegue
descrever com muita precisão a verdadeira curva, isto é, o modelo conseguiu se adaptar
muito bem a esta situação simulada.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
−
50
0
50
10
0
t
x(t
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Curva Média
IC
Curva Real
Curva Média, IC e Curva Real
Figura 4.1.3: Curva média e intervalo de confiança para o conjunto de dados Simulados
(1)
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4.2 Conjunto de Dados Simulados - 2
Este conjunto de dados simula um ambiente com 10 amostras de 3 analitos, cujos es-
pectros foram observados em 30 comprimentos de onda. A Figura 4.2.1 mostra o conjunto
de dados. Os espectros foram gerados pela função x(t) = (sin(2pit3))3 + , com t ∈ [0, 1]
e  tem distribuição normal com média 0 e desvio-padrão 0, 1.
0.0 0.2 0.4 0.6 0.8 1.0
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
t
x(t
)
Dados Simulados por (sin(2πt3))3
Dados Originais
Figura 4.2.1: Conjunto de dados Simulados (2)
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Utilizando o modelo proposto em 3.2.3 obtemos as curvas estimadas mostradas na
Figura 4.2.2. A curva sólida em destaque é a estimação da curva média.
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Figura 4.2.2: Funções estimadas para o conjunto de dados Simulados (2)
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Utilizando a estimação da matriz de covariância obtida por 1.3.3, podemos construir
intervalos de confiança para a função média, como mostra o gráfico da Figura 4.2.3.
Como no caso dos dados simulados - 1, a curva média estimada consegue representar
muito bem a verdadeira curva. Aqui podemos notar que o intervalo de confiança tem um
comportamento diferenciado no início e é semelhante à curva média estimada no final.
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Figura 4.2.3: Curva média e intervalo de confiança para o conjunto de dados Simulados
(2)
4.3 Dados de Hidrocarbonetos Poliaromáticos (PAH) 36
4.3 Dados de Hidrocarbonetos Poliaromáticos (PAH)
Este conjunto de dados contém espectros EAS (Espectroscopia de Absorção Eletrô-
nica). São 25 amostras químicas, sendo cada uma composta de 10 elementos químicos
diferentes. Os espectros foram medidos em 27 comprimentos de onda diferentes, variando
de 220nm a 350nm. A Figura 4.3.1 mostra o conjunto de dados.
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Figura 4.3.1: Conjunto de dados PAH
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Semelhantemente ao que foi feito com os dados simulados, obtemos as curvas esti-
madas mostradas na Figura 4.3.2. A curva sólida em destaque é a estimação da curva
média, isto é, representa a função média das absorbâncias por comprimento de onda.
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Figura 4.3.2: Funções estimadas para o conjunto de dados PAH
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Podemos construir intervalos de confiança para a verdadeira função e neste caso,
notamos que a amplitude do intervalo varia, mostrando que a variância é diferente em
distintos comprimentos de onda, como mostra o gráfico da Figura 4.3.3.
220 240 260 280 300 320 340
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Comprimento de Onda
Ab
so
rb
ân
cia
oCurva Média IC Dados
Absorbância Média e Intervalo de Confiança
Figura 4.3.3: Curva média e intervalo de confiança para o conjunto de dados PAH
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4.4 Conjunto de Dados de Flow Injection Analysis
(FIA)
O objetivo é monitorar reações utilizando uma técnica chamada de Flow Injection
Analysis que é usada para gravar o espectro ultravioleta de uma amostra. A reação é da
forma A+B → C, de modo que o objetivo é quantificar os três compostos e produzir um
perfil com o tempo. Os dados contém 25 amostras, cada uma com 3 constituintes. Os
espectros foram medidos em 22 comprimentos de onda, variando de 234,39nm a 358,86nm.
A Figura 4.4.1 mostra o conjunto de dados.
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Figura 4.4.1: Conjunto de dados FIA
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A Figura 4.4.2 mostra as curvas obtidas para cada uma das amostras. A curva sólida
em destaque representa a função média das absorbâncias por comprimento de onda.
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Figura 4.4.2: Funções estimadas para o conjunto de dados FIA
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Foram construídos intervalos de confiança para a verdadeira função, como mostra o
gráfico da Figura 4.4.3. Notamos que a amplitude do intervalo de confiança é relativamente
pequena em alguns pontos do gráfico, isto porque a variância não é a mesma para todo
comprimento de onda.
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Figura 4.4.3: Curva média e intervalo de confiança para o conjunto de dados FIA
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4.5 Dados de Poluição
Um composto despejado na água por fábricas de papel sulfite, chamado de lignin-
sulfonate (sulfonato de lignina), contribui para a poluição das águas do mar e pode ser
muito prejudicial para a pesca. Este componente tem sido determinado com algum sucesso
através de espectometria de fluorescência. Com este método, as possíveis interferências
surgem de ácidos húmicos e detergentes contendo branqueadores óticos. Este conjunto
de dados contém 16 amostras, cada uma com 3 elementos: ácido húmico, sulfonato de
lignina e detergente. As absorbâncias de cada amostra foram medidas em 27 comprimen-
tos de onda igualmente espaçados entre 320nm a 540nm. A Figura 4.5.1 mostra os dados
observados.
4.5 Dados de Poluição 44
350 400 450 500
0
20
00
40
00
60
00
80
00
Comprimento de Onda
Ab
so
rb
ân
cia
Absorbância por comprimento de onda
Dados Originais
Figura 4.5.1: Conjunto de dados de Poluição
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As curvas estimadas estão mostradas na Figura 4.5.2. A função médias das absorbân-
cias é representada pela curva sólida em destaque.
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Figura 4.5.2: Funções estimadas para o conjunto de dados de Poluição
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Podemos ver no gráfico da Figura 4.5.3 que o intervalo de confiança estimado por
1.3.3, como nas aplicações anteriores, tem amplitude diferente em diferentes comprimen-
tos de onda e a justificativa é a mesma, isto é, a variância se altera de acordo com os
comprimentos de onda.
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Figura 4.5.3: Curva média e intervalo de confiança para o conjunto de dados de Poluição
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4.6 Dados de Açúcar
Trata-se de um conjunto de dados de espectroscopia NIR (infra-vermelho próximo)
de composições de três açúcares, sucrose, glucose e frutose, em solução aquosa. Há ao
todo 53 composições com cada açúcar sendo controlado nos níveis de 6, 10, 12, 14 e 18
porcento da massa total. Para cada uma das 125 amostras foi observado um espectro,
sendo ao todo 700 (setecentos) comprimentos de onda, variando de 2nm em 2nm a partir
de 1100nm até 2498nm. A Figura 4.6.1 mostra os dados observados.
Figura 4.6.1: Conjunto de dados de AÇÚCAR
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Este conjunto de dados foi o que proporcionou maior dificuldade para visualização
dos resultados devido a grande quantidade de comprimentos de onda em que os dados
foram observados. As curvas estimadas estão mostradas na Figura 4.6.2. As curvas sólidas
representam as funções estimadas e os pontos na cor cinza são as observações.
Figura 4.6.2: Funções estimadas para o conjunto de dados de AÇÚCAR
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Como nos casos anteriores, construimos intervalos de confiança para a verdadeira
função, como mostra o gráfico da Figura 4.6.3.
Figura 4.6.3: Curva média e intervalo de confiança para o conjunto de dados de AÇÚCAR
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Fizemos alguns gráficos com escala reduzida para possibilitar a visualização da função
média estimada e do intervalo de confiança, uma vez que a grande quantidade de dados
dificulta a visualização no gráfico completo.
Observamos que a curva estimada consegue acompanhar as variações dos dados mesmo
neste caso em que há várias mudanças de concavidade. A amplitude do intervalo de
confiança, como nos casos anteriores, varia em diferentes comprimentos.
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Figura 4.6.4: Curva média e intervalo de confiança para o conjunto de dados de AÇÚCAR
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5 Conclusões
Neste trabalho foi proposto um método de calibração funcional que não apresenta as
principais dificuldades dos modelos de calibração multivariada aplicados à quimiometria.
Foi proposto também um modelo para a função de covariância com o intuito de descrever
a variabilidade dos erros envolvidos.
Aplicando este modelo a alguns conjuntos de dados simulados foi possível observar
que a função estimada em cada caso é muito próxima da verdadeira e também que o
intervalo de confiança proposto continha a verdadeira curva.
A aplicação a dados reais se mostrou igualmente satisfatória, uma vez que a função
estimada e o intervalo de confiança conseguiram descrever as variações dos dados obser-
vados, sendo bastante adaptativos.
Assim, considerando as características funcionais intrínsecas do problema estudado
obtivemos excelentes resultados, embora saibamos que ainda há muito a se fazer, como
por exemplo, definir algum critério de comparação de modelos e desenvolver métodos
preditivos. Além disso, este tipo de abordagem também permite que, caso exista, a
informação a priori pode ser incorporada ao modelo. Neste caso, a obtenção da função de
verossimilhança, cujos parâmetros são β, Θ, φ, λ e k (λ é o parâmetro de suavização e
k é o número de nós), se faz necessário e para tanto poderemos usar algoritmos baseados
em Dias e Gamerman (2002).
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6 Apêndice
Apresentaremos aqui os códigos fonte dos programas que ajustam os modelos propos-
tos. Estes códigos se referem ao conjunto de Dados de Hidrocarbonetos Poliaromáticos
(PAH). Para os demais, basta trocar os dados de entrada.
library(fda)
########CARREGAR OS DADOS E DEFINIÇÕES############
PAH_INTERMEDIARIO <- read.table("PAHI.txt",head=T) # CARREGA O CONJ DE DADOS PAHI.TXT
PAH <- as.matrix(PAH_INTERMEDIARIO);dim1 <- 25; dim2 <- 38 # DEFINI PAH COMO MATRIX
ABSORBANCE<-PAH[,12:38] # AS COLUNAS DE 12 A 38 DE PAH SÃO AS ABSORBÂNCIAS
nwavelengths <- dim(ABSORBANCE)[2] #A QTD DE COMP DE ONDA É IGUAL A QTD DE COLUNAS DA MATRIX DE ABSORBÂNCIAS
wi<-220;wf<-350 #OS COMP DE ONDA INICIAL E FINAL, RESPECT
wavelength<-seq(wi,wf,by=(wf-wi)/(nwavelengths-1)) #OS COMP DE ONDA SÃO DE 220 A 350, DE 5 EM 5
plot(wavelength,ABSORBANCE[1,],type="o",ylim=c(min(ABSORBANCE),max(ABSORBANCE)),xlab="Comprimento de Onda",ylab="Absorbância")
for (i in 2:dim1)
{lines(wavelength,ABSORBANCE[i,],col=i,type="o")}
title("Absorbância por comprimento de onda",sub="Dados Originais",cex.main=1.8,font.main=4,col.main="blue",cex.sub=0.75,font.sub=3,
col.sub="black")
CONCENTRATION<-PAH[,2:11]
nanalyte <- dim(CONCENTRATION)[2]
analyte<-seq(1,nanalyte,by=1)
rng <- c(wi,wf) #DEFINI RNA COMO O RANGE DOS COMP DE ONDA
wavelengthfine <- seq(wi,wf,length=1001) #MAIS PONTOS PARA FAZER GRÁFICO
knots<-seq(wi,wf,length=nwavelengths-2) #DEFINI OS NÓS PARA AS BASES DA B-SPLINE
norder <- 4 #ordem dos B-spline = grau do polinômio + 1
absbasis <- create.bspline.basis(rangeval=rng,norder=norder,breaks=knots) #CRIA AS FUNÇÕES BASE B DA B-SPLINE
B<-getbasismatrix(wavelength,basisobj=absbasis,nderiv=0) # AS BASES ESTÃO NAS COLUNAS, OS VALORES DE CADA BASE EM CADA PONTO ESTÃO NAS LINHAS
par(mfrow=c(1,2))
plot(absbasis,xlab="Comprimento de Onda",ylab="")
title(paste("B-spline com",absbasis$nbasis,"funções base e ordem",norder),cex.main=1.5,font.main=4,col.main="blue",cex.sub=0.75,font.sub=3,
col.sub="black")
##### CÁLCULOS DA MATRIZES X E Y#########
nk<-1; X<-matrix(nrow=(dim(ABSORBANCE)[1]*dim(ABSORBANCE)[2])) ###### a matrix Xt se torna o vetor X
for (i in 1:dim(ABSORBANCE)[1])
{
for (j in 1:dim(ABSORBANCE)[2])
{
X[nk,1]<-ABSORBANCE[i,j]
nk<-nk+1
}
}
6 Apêndice 56
Yintermediaria<-cbind((seq(1,1,length=dim(CONCENTRATION)[1])),CONCENTRATION) ### insere uma coluna de 1's na matriz Y
Y<-Yintermediaria
########## CALCULO DA MATRIZ D ###########
D<-matrix(nrow=dim(B)[1]*dim(Y)[1],ncol=dim(B)[2]*dim(Y)[2])
Lm<-1;nk<-1;L<-1;m<-1;n<-1;k<-1
progbar <- txtProgressBar( min=1, max=dim(D)[2], initial=1, style=3)
while (Lm<=dim(D)[2])
{
for (m in 1:dim(Y)[2])
{
for (L in 1:dim(B)[2])
{
nk<-1
while (nk<=dim(D)[1])
{
for (n in 1:dim(Y)[1])
{
for (k in 1:dim(B)[1])
{
D[nk,Lm]<-B[k,L]*Y[n,m]
nk<-nk+1
}
}
}
setTxtProgressBar(progbar,Lm)
Lm<-Lm+1
}
}
}
close(progbar)
##### CALCULO DO BETACHAPEU #####
Betahat<-solve(t(D)%*%D)%*%t(D)%*%X
Xhat<-D%*%Betahat
nk<-1; Xchapeu<-matrix(nrow=dim(ABSORBANCE)[1],ncol=dim(ABSORBANCE)[2]) ###### a vetor Xt volta a ser matriz
for (i in 1:dim(ABSORBANCE)[1])
{
for (j in 1:dim(ABSORBANCE)[2])
{
Xchapeu[i,j]<-Xhat[nk,1]
nk<-nk+1
}
}
dim(Xchapeu);dim(ABSORBANCE)
############## Suavizando as Curvas Obtidas ##########
############ loop para encontrar o melhor lambda ##########
loglam <- -20:20
nlam <- length(loglam)
dfsave <- rep(0,nlam)
gcvsave <- rep(0,nlam)
Lfdobj <- 2 #vou suavizar penalizando a 2a derivada
for (ilam in 1:nlam) {
lambda <- 10^loglam[ilam]
fdParobj <- fdPar(absbasis,Lfdobj,lambda)
smoothlist <- smooth.basis(wavelength,t(Xchapeu), fdParobj)
fdobj <- smoothlist[[1]]
df <- smoothlist[[2]]
gcv <- smoothlist[[3]]
dfsave[ilam] <- df
6 Apêndice 57
gcvsave[ilam] <- sum(gcv)
}
cbind(loglam, dfsave, gcvsave)
par(mfrow=c(1,2), pty="s")
plot(loglam,gcvsave,type="b",cex=1,xlab="Log_10 lambda",ylab="GCV Criterion",main="")
plot(loglam,dfsave,type="b",cex=1,xlab="Log_10 lambda",ylab="Degrees of freedom",main="")
dfsave[which(gcvsave==min(gcvsave))]
loglam[which(gcvsave==min(gcvsave))]
lambda<-10*exp(loglam[which(gcvsave==min(gcvsave))])
Lfdobj <- 2 #vou suavizar penalizando a 2a derivada
dado_fdPar <- fdPar(absbasis,Lfdobj,lambda) #CRIA UM PARÂMETRO FUNCIONAL
PAHfd_abs1 <- smooth.basis(wavelength, t(Xchapeu), dado_fdPar) # Suaviza dados com penalização da segunda derivada
PAHfd_abs <- PAHfd_abs1$fd
PAHfit_abs <- eval.fd(wavelength,PAHfd_abs) #CALCULA OS VALORES DO FUNCIONAL PHAfd_abs NOS PONTOS wavelength
PAHhat_abs <- eval.fd(wavelengthfine,PAHfd_abs) #PARA FAZER GRÁFICO
############## Cálculo da Função Média Xbarra(t) e da Covariância Empírica Com base nas funções estimadas ################
Xmean<-mean.fd(PAHfd_abs)
Xmean_t <- eval.fd(wavelength,Xmean) #CALCULA OS VALORES DO FUNCIONAL PHAfd_abs NOS PONTOS wavelength
Xmean_tt <- eval.fd(wavelengthfine,Xmean) #PARA FAZER GRÁFICO
PAH_res <- t(ABSORBANCE) - PAHfit_abs
PAHfd_res1 <- smooth.basis(wavelength, PAH_res, dado_fdPar) # Suaviza dados com penalização da segunda derivada
PAHfd_res<-PAHfd_res1$fd
meanres<-mean.fd(PAHfd_res)
meanres_ <- eval.fd(wavelength,meanres)
PAH_varres<-var.fd(PAHfd_res)
Cov_empirica <- eval.bifd(wavelength,wavelength,PAH_varres)
############### ESTIMAÇÃO DA FUNÇÃO DE COVARIÂNCIA
t<-wavelength; dist_st<-matrix(ncol=length(t),nrow=length(t))
for (i in 1:length(t))
{
for (j in 1:length(t))
{
dist_st[i,j]<-abs(t[i]-t[j])
}
}
phi <- -2*log(0.05)/max(dist_st)
e<-exp(-phi*dist_st) #matrix da função exp(-phi*abs(s-t))
theta_ttheta1<-solve(t(B)%*%B)%*%t(B)%*%Cov_empirica%*%B%*%solve(t(B)%*%B)
Sigma1<-e*(B%*%theta_ttheta1%*%t(B))
Xvar<-as.matrix(diag(Sigma1))
Ls<-Xmean_t+2*sqrt(Xvar)
Li<-Xmean_t-2*sqrt(Xvar)
############ loop para encontrar o melhor lambda para suavizar LI e LS##########
loglam <- -20:20
nlam <- length(loglam)
dfsave <- rep(0,nlam)
gcvsave <- rep(0,nlam)
Lfdobj <- 2 #vou suavizar penalizando a 2a derivada
# loop through smoothing parameters
pbwin <- txtProgressBar( min=1, max=nlam, initial=1, style=3)
for (ilam in 1:nlam) {
lambda1 <- 10^loglam[ilam]
fdParobj <- fdPar(wavelengthbasis,Lfdobj,lambda1)
smoothlist <- smooth.basis(wavelength,Ls, fdParobj)
fdobj <- smoothlist[[1]]
df <- smoothlist[[2]]
gcv <- smoothlist[[3]]
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dfsave[ilam] <- df
gcvsave[ilam] <- sum(gcv)
setTxtProgressBar( pbwin, ilam)
}
close(pbwin)
cbind(loglam, dfsave, gcvsave)
par(mfrow=c(1,2), pty="s")
plot(loglam,gcvsave,type="b",cex=1,xlab="Log_10 lambda",ylab="GCV Criterion",main="")
plot(loglam,dfsave,type="b",cex=1,xlab="Log_10 lambda",ylab="Degrees of freedom",main="")
dfsave[which(gcvsave==min(gcvsave))]
loglam[which(gcvsave==min(gcvsave))]
lambda1<-exp(loglam[which(gcvsave==min(gcvsave))])
Lfdobj <- 2
LIMfdPar <- fdPar(fdobj=wavelengthbasis,Lfdobj=Lfdobj,lambda1)
LIfd_abs <- smooth.basis(wavelength, Li, LIMfdPar)$fd
LIfit_abs <- eval.fd(wavelength,LIfd_abs)
LIhat_abs <- eval.fd(wavelengthfine,LIfd_abs)
LSfd_abs <- smooth.basis(wavelength, Ls, LIMfdPar)$fd
LSfit_abs <- eval.fd(wavelength,LSfd_abs)
LShat_abs <- eval.fd(wavelengthfine,LSfd_abs)
###### GRAFICOS ######
############## Curvas estimadas #############
plot(wavelength,ABSORBANCE[1,],xlab="Comprimento de Onda",ylab="Absorbância",col=1,ylim=c(0,1.2),lty=1,lwd=1)
lines(wavelengthfine,PAHhat_abs[,1],col=1)
#abline(v=knots,col=2,lty=5)
for (i in 2:dim1)
{
lines(wavelength,ABSORBANCE[i,],type='p',col=i,lty=i,lwd=0.i)
lines(wavelengthfine,PAHhat_abs[,i],col=i,lty=i,lwd=0.i)
}
title("Absorbância por comprimento de onda", sub = paste(absbasis$nbasis," bases e ordem ",norder),cex.main = 2,font.main=4,col.main="blue",
cex.sub=0.75,font.sub=3,col.sub="black")
lines(wavelength,Xmean_t,col=1,ylim=c(0,1.2),lty=1,lwd=1,type="p")
lines(wavelengthfine,Xmean_tt,col=1,lwd=2)
legend("topright",c("Curva Média"),col=1,lwd=2,bg="gray90")
#########Curva Média estimada
plot(wavelengthfine,Xmean_tt,xlab="Comprimento de Onda",ylab="Absorbância",col=1,ylim=c(min(LIhat_abs),max(LShat_abs)+.25),lwd=2,type="l")
for (i in 1:dim(ABSORBANCE)[1]){
lines(wavelength,ABSORBANCE[i,],type="p",cex=1)}
lines(wavelengthfine,LShat_abs,col=2,lwd=2,lty=2)
lines(wavelengthfine,LIhat_abs,col=2,lwd=2,lty=2)
#abline(v=knots,lty=4,col="gray60")
legend("topright",c("Curva Média","IC","Dados"),col=c(1,2,1),lty=c(1,2,0),lwd=c(2,2,0),bg="gray90",horiz=T,pch=c("","","o"))
title("Absorbância Média e Intervalo de Confiança",cex.main = 1.5,font.main= 4,col.main="blue")
#Gráfico da Matriz de Covariância (exponencial)
op <- par(mfrow=c(2,2), pty="s")
contour(Cov_empirica,xlab="Covariância",ylab="Covariância")
title("Covariância Empírica")
persp(wavelength,wavelength,Cov_empirica,xlab="Comprimentos de Onda",ylab="Comprimentos de Onda",zlab="Covariância",theta=0,phi=30)#,col=2)
title("Covariância Empírica")
contour(Sigma,xlab="Covariância",ylab="Covariância")
title("Covariância Estimada")
persp(wavelength,wavelength,Sigma,xlab="Comprimentos de Onda",ylab="Comprimentos de Onda",zlab="Covariância",theta=0,phi=30)#,col=2)
title("Covariância Estimada")
par(op)
