Thermometry and memcapacitance with qubit-resonator system by Shevchenko, S. N. & Karpov, D. S.
Thermometry and memcapacitance with qubit-resonator system
S. N. Shevchenko1, 2 and D. S. Karpov1
1B. I. Verkin Institute for Low Temperature Physics and Engineering, Kharkov, Ukraine
2V. N. Karazin Kharkov National University, Kharkov, Ukraine
(Dated: May 17, 2018)
We study theoretically dynamics of a driven-dissipative qubit-resonator system. Specifically, a
transmon qubit is coupled to a transmission-line resonator; this system is considered to be probed
via a resonator, by means of either continuous or pulsed measurements. Analytical results obtained
in the semiclassical approximation are compared with calculations in the semi-quantum theory
as well as with the previous experiments. We demonstrate that the temperature dependence of
the resonator frequency shift can be used for the system thermometry and that the dynamics,
displaying pinched-hysteretic curve, can be useful for realization of memory devices, the quantum
memcapacitors.
I. INTRODUCTION
The key object of the up-to-date circuit QED is the
system comprised of a qubit coupled to the quantum
transmission-line resonator [1]. Such systems are use-
ful for both studying fundamental quantum phenomena
and for quantum information protocols including control,
readout, and memory [2, 3]. Realistic QED system in-
cludes also electronics for driving and probing, while the
general consideration should include in addition the in-
evitable dissipative environment and non-zero tempera-
ture.
In many cases, the temperature can be assumed equal
to zero. However, there are situations when it is impor-
tant both to take into account and to monitor the effec-
tive temperature [4, 5]. One of the reasons is that it is
a variable value, which depends on several factors [6–8],
for example it significantly varies with increasing driving
power. Different aspects of the thermometry involving
qubits were studied in Refs. [9–15].
Even though our consideration is quite general and
can be applied to other types of qubit-resonator sys-
tems, including semiconductor qubits [16], for concrete-
ness we concentrate on a transmon-type qubit in a
cavity, of which the versatile study was presented in
Ref. [17]. These systems were studied for different per-
spectives, recently including such an elaborated phenom-
ena as the Landau-Zener-Stu¨ckelberg-Majorana interfer-
ence [18]. The impact of the temperature was studied
in Ref. [10], however the authors were mainly interested
in the resonator temperature. Here we explicitly take
into account the non-zero effective temperature impact
on both resonator and qubit. First, we obtain simplified
but transparent analytical expressions for the transmis-
sion coefficient in the semi-classical approximation, which
ignores the qubit-resonator correlations. Such semiclassi-
cal approach is useful, but its validity should be checked
[19]. For this reason, we further develop our calculations,
by taking into account the qubit-resonator correlators.
Having obtained agreement with previous experiments,
such as the ones in Refs. [17, 20, 21], we also consider
another emergent application, for memory devices. Dif-
ferent types of memory devices, such as memcapacitors
and meminductors, were introduced in addition to mem-
ristors [22, 23]. See also Refs. [24–26] for different pro-
posals of superconducting memory elements. Quantum
versions of memristors, memcapacitors, and meminduc-
tors were discussed in Refs. [27–31]. In particular, in
Ref. [28] it was suggested that a charge qubit can be-
have as a quantum memcapacitor. We consider here a
transmon qubit in a cavity, instead of a charge qubit, as
a possible candidature for the realization of the quan-
tum memcapacitor. For this, we demonstrate that the
transmon-resonator system can be described by the rela-
tions defining a memcapacitor.
Overall, the paper is organized as following. In Sec. II
we consider the driven qubit-resonator system probed via
quadratures of the transmitted field. This is developed by
taking temperature into account in Sec. III, where con-
tinuous measurements are considered. While we compare
our results with Ref. [17], our approach there (also pre-
sented in Appendix A), was the semiclassical theory, valid
for both dispersive and resonant cases. Importantly, we
verify the results with the more elaborated calculations,
taking into account two-operator qubit-resonator corre-
lators, of which the details are presented in Appendix B.
Section IV is devoted to the case of single-shot pulsed
measurements. In Sec. V, we consider cyclic dynamics
with hysteretic dependencies, needed for emergent mem-
ory applications.
II. TIME-DEPENDENCE OF THE
QUADRATURES
The qubit-resonator system we consider in the circuit-
QED realization, as studied in Refs. [1, 17]. The qubit is
the transmon formed by an effective Josephson junction
and the shunt capacitance CB; it is capacitively coupled
to the transmission-line resonator via Cg, as shown in the
inset in Fig. 1. The resonator is driven via Cin and mea-
sured value is the transmitted electromagnetic field after
Cout. In addition, the effective Josephson junction stands
for the loop with two junctions controlled by an external
magnetic flux Φ; the respective Josephson capacitance
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FIG. 1: Time evolution of the quadratures, Q (a) and I (b),
for the parameters of Ref. [17] for the two situations, when the
qubit was initialized in either the ground or excited state, de-
noted as “|g〉-response” and “|e〉-response”, respectively. The
inset presents the scheme of the transmon-type qubit coupled
to the transmission-line resonator.
and energy are denoted in the scheme with CJ and EJ.
The qubit characteristic charging energy is Ec = e
2/2CΣ
with CΣ = CJ + CB + Cg.
The driven transmon-resonator system [1, 17, 32] is
described by the Jaynes-Cummings Hamiltonian [33]
H = ~ωra†a+ ~
ωq
2
σz + ~g
(
σa† + σ†a
)
+ (1)
+~ξ
(
a†e−iωt + aeiωt
)
.
Here the transmon is considered in the two-level ap-
proximation, described by the energy distance ~ωq be-
tween the levels and the Pauli operators σi and σ± =
(σx ± iσy) /2, where we rather use the ladder-operator
notations σ ≡ σ− and σ† ≡ σ+; the resonator is de-
scribed by the resonant frequency ωr and the annihilation
operator a; the transmon-resonator coupling constant g
relates to the bare coupling g0 as g = g0
√
Ec/ |∆− Ec|
with ∆ = ~ (ωq − ωr) (this renormalization is due to the
virtual transitions through the upper transmon’s states);
the probing signal is described by the amplitude ξ and
frequency ω.
The system’s dynamics obeys the master equation,
which is described in Appendix A. There, it is demon-
strated that the Lindblad equation for the density ma-
trix can be rewritten as an infinite set of equations for
the expectation values. In Refs. [17, 34] the set of equa-
tions was reduced to six complex equations for the sin-
gle expectation values and the two-operator correlators.
Meanwhile, many quantum-optical phenomena can be
described within the semiclassical theory, assuming all
the correlation functions to factorize (e.g. Refs. [35–38]).
This approach results in that the system’s dynamics is
described by the set of three equations only, Eqs. (A9),
which are more suitable for analytic consideration, as we
will see below. This was also analyzed in Ref. [34]; in par-
ticular, the robustness of the semiclassical approximation
0
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FIG. 2: Time evolution of the quadratures, Q (a) and I (b),
for non-zero temperature T . The situation when the qubit was
initialized in the excited state is considered. The parameters
are the same as in Fig. 1, besides the temperature, so that
the solid red curves for the low temperature repeat the ones
from the previous figure.
was demonstrated even in the limit of small photon num-
ber, at small probing amplitude ξ.
The observable value can be either transmission signal
amplitude or the quadrature amplitudes. The quadra-
tures of the transmitted field I and Q are related to the
cavity field 〈a〉 as following [17, 32]
I = 2V0 Re 〈a〉 , Q = 2V0 Im 〈a〉 , (2)
where V0 is a voltage related to the gain of the experi-
mental amplification chain [32] and it is defined as [17]
V 20 = Z~ωrκ/4 with Z standing for the transmission-
line impedance. The transmission amplitude A is given
[32, 38] by the absolute value of 〈a〉
A =
√
I2 +Q2 = 2V0 |〈a〉| . (3)
As an illustration of the semiclassical theory, presented
in more detail in Appendix A, consider the experimental
realization in Ref. [17]. There, the qubit was initialized
in either ground or excited state and then, by means of
either continuous or pulsed measurements, the quadra-
tures of the transmitted field were probed. Correspond-
ingly, we make use of Eqs. (2) and (A9), which include
the resonator relaxation rate κ and the qubit decoher-
ence rate Γ2 = Γφ + Γ1/2 with Γφ and Γ1 being the
intrinsic qubit pure dephasing and relaxation rates. We
take the following parameters [17]: ωr/2pi = 6.4425 GHz,
ωq/2pi = 4.01 GHz, g0/2pi = 134 MHz, κ/2pi = 1.7 MHz,
Γ1/2pi = 0.2 MHz, Γ2 = Γ1/2, Ec/h = 232 MHz, and
V0 = 5 mV, where the latter was chosen as a fitting
parameter. The results for low temperature (i.e. for
kBT  ~ωq) are presented in Fig. 1. Note the agree-
ment with the experimental observations in Ref. [17]; see
also detailed calculations in Appendix B below. There, in
Ref. [17] it is discussed in detail that the relaxation of the
3quadratures is determined for the ground-state formula-
tion by the resonator rate κ only, while for the excited-
state formulation this is determined by the collaborative
evolution of the qubit-resonator system. For example,
one can observe that the relaxation of the quadratures in
Fig. 1 for the“|e〉-response”happens in two stages, during
the times Tκ = 2pi/κ ' 0.6µs and T1 = 2pi/Γ1  Tκ .
III. THERMOMETRY WITH CONTINUOUS
MEASUREMENTS
In previous Section we calculated the low-temperature
behaviour of the observable quadratures for the qubit-
resonator system and illustrated this in Fig. 1. Hav-
ing obtained the agreement with the experimental ob-
servations of Ref. [17], we can proceed with posing other
problems for the system. Consider now the sensitivity
of the system to the changes of temperature. How the
behaviour of the observables changes? Is this useful for
a single-qubit thermometry? To respond to such ques-
tions, we describe below both dynamical and stationary
behaviour for non-zero temperature.
In Fig. 2 we plot the time evolution of the quadratures
for the same parameters as in Fig. 1 besides the tempera-
ture, which now is considered non-zero. Figure 2 demon-
strates that both evolution and stationary values (at long
times, independent of initial conditions) are strongly tem-
perature dependent.
To further explore the temperature dependence, we
now consider the steady-state measurements. In equilib-
rium, the observables are described by the steady-state
values of 〈a〉, 〈σ〉, and 〈σz〉. The steady-state solution for
the weak driving amplitude in the semiclassical approxi-
mation is the following (for details see Appendix A):
〈a〉 = −ξ δω
′
q
〈σz〉 g2 + δω′qδω′r
, (4)
where
δω′r = ωr − ω − i
κ
2
, δω′q = ωq − ω − i
Γ2
z0
, (5)
z0 = tanh
(
~ω
q
2kBT
)
.
In equilibrium, the qubit energy-level populations are de-
fined by the temperature T : 〈σz〉 = −z0 [20]. Impor-
tantly, formula (4) bears the information about the qubit
temperature and via formula (3) brings this dependence
to the observables.
Formula (4) is quite general. To start with, for an
isolated resonator (without qubit) at g = 0 this gives
|〈a〉|2 = ξ2 1
δω2r + κ2/4
, (6)
which defines the resonator width.
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FIG. 3: Transmission amplitude and the frequency shift.
First, the inset shows the transmission amplitude A versus
the frequency ω when the qubit is either in the ground state
(solid line) or in the excited state (dashed line). Then, the
main panel demonstrates the frequency shift δωr = ωr − ω,
corresponding to the frequency ω at which the transmission
is maximal, plotted as a function of temperature T . Here the
transmission amplitude is normalized with A0 = 4V0gξ/κ.
Consider now the dispersive limit, where ∆/~ ≡
ωq(Φ) − ωr  g/h, δωr. Then we have for the trans-
mission amplitude
|〈a〉|2 ≈ ξ2 ∆
2
(〈σz〉 g2 + ∆δωr)2 + ∆2κ2/4
. (7)
This, in particular, gives the maxima for the transmission
at
δωr = −〈σz〉 g
2
∆
≡ −〈σz〉χ. (8)
Then, for the ground/excited states with 〈σz〉 = ∓1, one
obtains the two dispersive shifts for the maximal trans-
mission, δωr = ±χ = ±g20Ec/∆(∆ − Ec), respectively.
In thermal equilibrium, equation (8) for the resonance
frequency shift gives δωr(T ) =
g2
∆ tanh
( ~ωq
2kBT
)
.
Making use of Eqs. (3) and (7) in thermal equilibrium,
when 〈σz〉 = −z0, in the inset in Fig. 3 we plot the fre-
quency dependence of the transmission amplitude for the
parameters of Ref. [17]. We plot two cuves, where the
solid one corresponds to a low-temperature limit (z0 = 1)
with the system in the ground state, while the dashed
line is plotted in a high-temperature limit (z0 = 0),
when the system is in the superposition of the ground
and excited state. The maximal frequency shift is de-
noted with χ. Note that the low-temperature limit (solid
line in the inset), with 〈σz〉 ∼ −1, corresponds to the
ground state, while the high-temperature limit (dashed
line), with 〈σz〉 ∼ 0, is equivalent to the absence of the
qubit, at g = 0.
For varying temperature, the frequency shift is plot-
ted in the main panel of Fig. 3, for the parameters of
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FIG. 4: Transmission A2, normalized with its maximal value
Amax, versus the frequency shift δω for different values of
temperature T .
Ref. [17]. We note that similar dependence can be found
in Fig. 4.2 of Ref. [39]; the difference is in that in the
case of Refs. [17, 39] similar change of 〈σz〉 from −1 to
0 was due to varying the driving power. When driven
with low power, qubit stayed in the ground state with
〈σz〉 = −1, while with increasing the power its stationary
state tended to equally populated states with 〈σz〉 = 0.
Also, to this case of varying the qubit driving, we further
devote Appendix C.
The temperature dependence in Fig. 3 becomes appar-
ent at T ≥ T ∗, where T ∗ = 0.1~ωq/kB is the characteris-
tic temperature, which, say, for ωq/2pi = 4 GHz is quite
low, T ∗ = 20 mK. This means that such measurements
may be useful for realizing the one-qubit thermometry for
T ≥ T ∗.
It is important to note that Eq. (4) was obtained with-
out making use of the dispersive limit, and thus this is
applicable to the opposite limit. Consider in this way
ωq(Φ) = ωr , which is the resonant limit, ∆ = 0. With
equal detunings for both qubit and resonator, ωq − ω =
ωr − ω ≡ δω, we can use the formula for the photon
operator, Eq. (4), which gives
|〈a〉|2 ≈ ξ2 δω
2 + Γ22/z
2
0
(〈σz〉 g2 + δω2)2 + δω2 (Γ2/z0 + κ/2)2
. (9)
With this we plot the transmission amplitude as a func-
tion of the frequency detuning in Fig. 4 for different
temperatures. Formula (9) describes maxima, which, as-
suming large cooperativity g2/Γ2κ  1, are situated at
δω = 0 (the high-temperature peak) and at
δω ≈ ±g tanh1/2
(
~ω
q
2kBT
)
. (10)
The latter formula, in particular, in the low-temperature
limit describes the peaks at δω = ±g, which is known
as the vacuum Rabi splitting. Note that recently such
vacuum Rabi splitting was also demonstrated in silicon
qubits in Ref. [16]. With increasing the qubit temper-
ature, equation (10) means the temperature-dependent
resonance-frequency shift. We note, that this shift is
again described by the factor 〈σz〉 = −z0. If we assume
here the qubit in the ground state, 〈σz〉 = −1, then the
increase of the temperature would result in suppressing
the peaks at δω = ±g, without their shift, in agreement
with Ref. [10].
IV. THERMOMETRY WITH PULSED
MEASUREMENTS
Above we have considered the case when the measure-
ment is done in a weak continuous manner. Then, the res-
onator probes the averaged qubit state, defined by 〈σz〉,
and changing the qubit state resulted in shifting the po-
sition of the resonant transmission. Alternatively, the
measurements can be done with the single-shot readout
[20, 40–43]. In this case, in each measurement, the res-
onator would see the qubit in either the ground or excited
state, with 〈σz〉 equal to −1 or 1, respectively [44]. Prob-
ability of finding the qubit in the excited state is P+ and
in the ground state: P− = 1 − P+. Then, the weighted
(averaged over many measurements) transmission ampli-
tude can be calculated as following
A = P−A− + P+A+, (11)
where A± describe the transmission amplitudes calcu-
lated for 〈σz〉 = ±1, respectively, as given by Eq. (7).
We may now consider two cases, of a qubit driven reso-
nantly and when the excitation happens due to the tem-
perature. In the former case, when a qubit is driven with
frequency ωd = ωq and amplitude ~Ω, the excited qubit
state is populated with the probability
P+(Ω) =
1
2
[
1 + Ω
−2]−1
, (12)
Ω =
1
2
~Ω
√
T1T2.
This is obtained from the full formula for a qubit excited
near the resonant frequency [34]:
P+ =
1
2
ω2qJ
2
1
(
Ω
ωd
)
ω2qJ
2
1
(
Ω
ωd
)
+ T2T1 (ωq − ωd)
2
+ 1T1T2
, (13)
where we then take ωd = ωq and J1(x) ≈ x/2.
In thermal equilibrium the upper-level occupation
probability is defined by the Maxwell-Boltzmann distri-
bution, 〈σz〉 = −z0 [20], so that P+ = 12 [1 + 〈σz〉] or
P+(T ) =
1
2
[
1− tanh
(
~ωq
2kBT
)]
. (14)
With these equations (12) and (14) we calculate the
transmission amplitude, when the qubit was either reso-
nantly driven (Fig. 5) or in a thermal equilibrium (Fig. 6),
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FIG. 5: Transmission amplitude for monitoring the state of a
driven qubit. The frequency ω is in the range from ωr − 3 |χ|
to ωr + 3 |χ|. The peak corresponding to the ground state is
at ωr + |χ| = 10.98 GHz·2pi. The peak appearing for non-
zero occupation of the excited state is at ω = ωr − |χ| =
10.972 GHz·2pi. The height of the latter is defined by the
normalized driving amplitude Ω.
respectively. For the former case we plot the frequency
dependence of the transmission amplitude in Fig. 5. Sim-
ilar dependence would be for varying temperature; in
Fig. 6 we rather present the transmission amplitude ver-
sus temperature for a fixed frequency ω = ωr + χ =
ωr − |χ|, where the excited-state peak appears. For cal-
culations we took here the parameters close to the ones
of Ref. [20]: ωr/2pi = 10.976 GHz, ωq/2pi = 4.97 GHz,
χ/2pi = −4 MHz, and we have chosen κ/2pi = 1 MHz.
Again, as above, we observe strong dependence on tem-
perature. Advantages of probing qubit state in a similar
manner were discussed in Ref. [40]. There, it was pro-
posed to probe a driven qubit state, while our proposal
here relates to the thermal -equilibrium measurement and
consists in providing sensitive tool for thermometry. In-
deed, similar temperature dependence was recently ob-
served by Jin et al. in Ref. [20]. In that work the
authors studied the excited-state occupation probability
in a transmon with variable temperature. For compari-
son with that publication, in the inset of Fig. 6 we also
present the low-temperature region, with linear scale.
V. MEMCAPACITANCE
Now, having reached the agreement of the theory with
the experiments, we wish to explore other applications.
In this section we mean possibilities for memory devices,
such as memcapacitors.
In general, a memory device with the input u(t) and
the output y(t), by definition, is described by the follow-
ing relations [22]
y(t) = g(x, u, t)u(t), (15)
x˙ = f(x, u, t). (16)
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FIG. 6: Temperature dependence of the transmission ampli-
tude A at the frequency corresponding to the excited-state
peak, which is ω = ωr − |χ| in the previous figure. Inset
demonstrates the low-temperature region.
Here g is the response function, while the vector function
f defines the evolution of the internal variables, denoted
as a vector x. Depending on the choice of the circuit
variables u and y, the relations (15-16) describe mem-
ristive, meminductive, or memcapacitive systems. Rel-
evant for our consideration is the particular case of the
voltage-controlled memcapacitive systems, defined by the
relations
q(t) = CM(x, V, t)V (t), (17)
x˙ = f(x, V, t). (18)
Here the response function CM is called the memcapaci-
tance.
Relations (15-16) and their particular case, Eqs. (17-
18), were related to diverse systems, as described e.g. in
the review article [23]. It was shown that the reinter-
pretation of known phenomena in terms of these rela-
tions makes them useful for memory devices. However,
until recently their quantum analogues remained unex-
plored. Then, some similarities and distinctions from
classical systems were analyzed in Refs. [27–31]. In par-
ticular, it was argued that in the case of quantum sys-
tems, the circuit input and output variables u and y
should be interpreted as quantum-mechanically averaged
values or in the ensemble interpretation [28, 29]. De-
tailed analysis of diverse systems [27–31] demonstrated
that, being described by relations (15-16), quantum sys-
tems could be considered as quantum memristors, me-
minductors, and memcapacitors. These indeed displayed
the pinched-hysteresis loops for periodic input, while the
frequency dependence may significantly differ from the
related classical devices. The former distinction is due
to the probabilistic character of measurements in quan-
tum mechanics. Note that the “pinched-hysteretic loop”
dependence is arguably the most important property of
memristors, meminductors, and memcapacitors.[22, 23]
It is thus our goal in this section to demonstrate how
6the evolution equations for a qubit-resonator system can
be written in the form of the memcapacitor relations,
Eqs. (17-18). This would allow us to identify the re-
lated input and output variables, the internal-state vari-
ables, the response and evolution functions. As a further
evidence, we will demonstrate one particular example,
when for a resonant driving the pinched-hysteresis loop
appears.
The transmon treated as a memcapacitor is depicted
in Fig. 7(a). As an input of such a memcapacitor we as-
sume the resonator antinode voltage V (how a transmon
is coupled to a transmission-line resonator was shown in
Fig. 1), while the output is the charge q on the external
plate of the gate capacitor Cg. One should differentiate
between the externally applied voltage, Vg = VA sinωt,
and the quantized antinode voltage,
V =
〈
V̂
〉
= Vrms
〈
ae−iωt + a†eiωt
〉
= 2VrmsRe
〈
ae−iωt
〉
,
(19)
where Vrms =
√
~ωr/2Cr is the root-mean-square volt-
age of the resonator, defined by its resonant frequency ωr
and capacitance Cr.[1] This makes the difference from
a charge qubit coupled directly to a gate, such as in
Ref. [28]. Accordingly to Eq. (19), the voltage is re-
lated to the measurable values, the resonator output field
quadratures, Eq. (2). The charge q is related to the volt-
age V and the island charge 2e 〈n〉 (〈n〉 is the average
Cooper-pair number) as following [28]:
q = CgeomV +
Cg
CΣ
2e 〈n〉 ≡ CMV, (20)
where we formally introduced the memcapacitance CM
as a proportionality coefficient between the input V and
the output q. Given the leading role of the shunt ca-
pacitance, here we have CΣ = CJ + Cg + CB ∼ CB
and Cgeom = Cg(CJ + CB)/CΣ ≈ Cg. The number
operator n is defined by the qubit Pauli matrix σy:
n = 14
√
~ω
q
/Ecσy. This allows us rewriting Eq. (20),
q˜ = Re〈a〉 cosωt− Im〈a〉 sinωt+ λ 〈σy〉 , (21)
where q˜ = q/2CgVrms and λ = (e/4CΣVrms)
√
~ωq/Ec.
We note that in related experiments, not only the quadra-
tures I and Q (which define Re〈a〉 and Im〈a〉), but also
the qubit state, defined by the values 〈σz〉 and 〈σy〉, can
be reliably probed, see Refs. [17, 18, 45–47]. Importantly,
the memcapacitor’s dynamics, i.e. q(t), is defined by rich
dynamics of both the resonator and the qubit, via 〈a〉
and 〈σy〉, respectively.
Importantly, here we have written the transmon-
resonator equations in the form of the memcapacitor first
relation, Eq. (17). We can see that the role of the inter-
nal variables is played by the qubit charge 〈n〉. In its
turn, the qubit state is defined by the Lindblad equa-
tion, which now takes place of the second memcapacitor
relation, Eq. (18). Such formulation demonstrates that
V
V
= 
q
n
J J, ( )C E 
gC
BC
MC
(a)
(b)
- 1 0 1
- 1
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g r
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r m s
q / 2
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FIG. 7: A transmon qubit can be accounted as a memca-
pacitor. (a) Scheme of a transmon-type qubit is shown to
be equivalent to a memcapacitor CM, of which the symbol
is shown to the right. (b) Pinched-hysteretic curve in the
voltage-charge plane as a fingerprint of a memcapacitive be-
haviour.
our qubit-resonator system can be interpreted as a quan-
tum memcapacitor, which is schematically displayed in
Fig. 7(a).
The above formulas allow us to plot the charge–versus–
voltage diagram. For this we assume now that the qubit
is driven by the field with amplitude Ω and frequency ωd,
which is resonant, ωd = ωq(Φ). This induces Rabi oscil-
lations in the qubit with the frequency Ω. By numerically
solving Eqs. (5a-5d) in Ref. [17], we plot the q versus V
diagram in Fig. 7(b). To obtain the pinched-hysteresis-
type loop, we take the driving amplitude, Ω = 2ωr, which
corresponds to the strong-driving regime. Other sys-
tem parameters are the same as used above (the ones
of Ref. [17]) and λ = 0.2. In addition we have taken
Re〈a〉 = 0 and Im〈a〉 = 1. Here we note that〈a〉 is a
slow function of time, as demonstrated in Fig. 1. (The
characteristic time for this is 2pi/κ, which is  2pi/Ω.)
Moreover, the diagram is not only defined by λ (which is
a constant), but also by 〈a〉 (which can be adjusted, for
example, by choosing a moment of time in Fig. 1); so, for
a different value of λ another value of 〈a〉 can be taken.
We note that the shaded area in Fig. 7(b) equals to the
7energy consumed by the memcapacitor,
∫
V Idt.[23]
Note that we made use of the two-level approxima-
tion for the transmon, and, on the other hand considered
the strong-driving regime, where Ω = 2ωr. This was
needed for demonstrating the pinched-hysteresis loop by
illustrative means. While the strong-driving regime was
demonstrated in many types of qubits, in the transmon
ones this is complicated due to the weak anharmonic-
ity, which may result in transitions to the upper levels
(cf. Refs. [18, 48, 49] though). In this way, one would
have to confirm the calculations with the more elabo-
rated ones, by taking into account the higher levels (as
e.g. in Refs. [21, 50, 51], see also our discussion below,
in Appendix C) and clarify the relation, needed for the
hysteretic-type loops. Alternatively, one may think of the
readily observed Rabi oscillations in the megahertz do-
main and combine these with the oscillations related to
another resonator. At such low frequency the resonator
may be considered as classical, similarly to calculations
in Ref. [28].
VI. CONCLUSION
We have considered the qubit-resonator system, accen-
tuating on the situation with a transmon-type qubit in
a transmission-line resonator. The most straightforward
approach is the semiclassical theory, when all the corre-
lators are assumed to factorize, which has the advantage
of getting transparent analytical equations and formulas.
We demonstrated that with this we can describe relevant
experiments [17, 20, 21]. On the other hand, the validity
of the semiclassical theory was checked with the approach
taking into account the two-operator qubit-photon cor-
relators, so-called semi-quantum approach. Furthermore,
we included temperature into consideration and studied
its impact on the measurable quadratures of the trans-
mitted field. Due to the qubit-resonator entanglement,
the resonator transmission bears information about the
temperature experienced by the qubit. Consideration of
this application, the thermometry, was followed by an-
other one, the memory device, known as a memcapacitor.
As a proof-of-concept, we demonstrated the pinched hys-
teretic loop in the charge-voltage plane, the fingerprint
of memcapacitance. In the case with qubits, this loop
is related to the Rabi-type oscillations. We believe that
such quantum memcapacitors, along with quantum me-
minductors and memristors, will add new functionality
to the toolbox of their classical counterparts.
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Appendix A: Lindblad and Maxwell-Bloch equations
Consider how starting from the Hamiltonian (1), we
get the motion equations in the semiclassical approxi-
mation and obtain the steady-state value for the photon
operator in Eq. (4).
First, the Hamiltonian (1) is transformed with the
operator U = exp
[
iωt
(
a†a+ σz/2
)]
to the following
H ′ = UHU† + i~U˙U† (see e.g. Ref. [34]):
H ′ = ~δωra†a+ ~
δωq
2
σz + ~g
(
σa† + σ†a
)
+ ~ξ
(
a† + a
)
,
(A1)
where
δωr = ωr − ω, δωq = ωq − ω. (A2)
Then, the system’s dynamics is described by the Lind-
blad master equation
ρ˙ = − i
~
[H ′, ρ]+κD [a] ρ+Γ1D [σ] ρ+ Γφ
2
D [σz] ρ, (A3)
where the damping terms model the loss of cavity pho-
tons at rate κ, as well as the intrinsic qubit relaxation
and pure dephasing at rates Γ1 and Γφ. The respective
Lindblad damping superoperators at non-zero tempera-
ture T are given by [52]
D [a] ρ = (Nth + 1)
(
aρa† − 1
2
{
a†a, ρ
})
+ (A4a)
+Nth
(
a†ρa− 1
2
{
aa†, ρ
})
,
D [σ] ρ = (nth + 1)
(
σρσ† − 1
2
{
σ†σ, ρ
})
+ (A4b)
+nth
(
σ†ρσ − 1
2
{
σσ†, ρ
})
,
D [σz] ρ = (2nth + 1) (σzρσz − ρ) , (A4c)
Nth=
(
exp
(
~ωr
kBT
)
− 1
)−1
, nth=
(
exp
(
~ω
q
kBT
)
− 1
)−1
.
(A5)
In particular, at T = 0: Nth = nth = 0.
From the Lindblad equation (A3), for the expectation
values of the operators a, σ, and σz we obtain the follow-
8ing system of equations (as in Refs. [34, 36]):
d 〈a〉
dt
= −iδω′r 〈a〉 − ig 〈σ〉 − iξ, (A6a)
d 〈σ〉
dt
= −iδω′q 〈σ〉+ ig 〈aσz〉 , (A6b)
d 〈σz〉
dt
= −i2g (〈aσ†〉−〈a†σ〉)− Γ1(1+ 〈σz〉
z0
)
, (A6c)
where
δω′r = δωr − i
κ
2
, δω′q = δωq − i
Γ2
z0
, (A7)
z0 = tanh
(
~ωq
2kBT
)
, Γ2 = Γφ +
Γ1
2
.
The meaning of the value z0 is in describing the qubit
temperature-dependent equilibrium population, which is
seen from Eq. (A6c), if neglecting the coupling g.
The system of equations (A6) becomes closed under
the assumption that all the correlation functions factorize
(e.g. Ref. [36]). Then for the classical variables
α = 〈a〉 , s = 〈σ〉 , sz = 〈σz〉 (A8)
we obtain the equations, which are also called the
Maxwell-Bloch equations,
α˙ = −iδω′rα− igs− iξ, (A9a)
s˙ = −iδω′qs+ igαsz, (A9b)
s˙z = −i2g (αs∗ − α∗s)− Γ1
(
1 +
sz
z0
)
. (A9c)
This system of equations is convenient for describing the
dynamics, as we do in the main text. Also, these equa-
tions are simplified for the steady state, where the time
derivatives in the l.h.s. are zeros. Then for α and sz, we
obtain
α = −ξ δω
′
q
szg2 + δω′qδω′r
, (A10)
sz = −z0 + 2z0
Γ1
(
κ |α|2 + 2ξImα
)
. (A11)
These are further simplified in the low probing-amplitude
limit. In this case we note that α ∼ ξ and obtain
sz = −z0, (A12)
α = ξ
δω′q
z0g2 − δω′qδω′r
. (A13)
These formulas are analyzed in the main text.
Appendix B: Semi-quantum model with temperature
Here, following Refs. [17, 37], we obtain equations in
the so-called semi-quantum model. This model essen-
tially takes into account the two-operator correlations,
0 . 0 0 . 5 1 . 0 1 . 5 2 . 0
0
4
8
0
2
4
6
8
1 0
I [m
V]
T i m e  [ µ s ]
S CS QQ
 [mV
]
S QS C
FIG. 8: Time dependence of the quadratures calculated in
semiclassical (SC) and semi-quantum (SQ) approximations,
where upper panel presents Q quadrature and lower panel
presents I quadrature. In the inset, dynamics of the quadra-
tures is presented in the IQ plane, where the upper panel
presents the semiclassical approximation and the lower panel
presents the semi-quantum calculations.
which were ignored in the semiclassical approximation
above.
We consider the situation, when the qubit-resonator
detuning ∆ = ~ (ωq − ωr) is much larger than the cou-
pling strength g, then the system is described by the dis-
persive approximation of the Jaynes-Cummings Hamil-
tonian [1, 17]
H = ~(ωr + χσz)a†a+ ~
ωq + χ
2
σz +
+~
(
ξa†e−iωt +
Ω
2
σ†e−iωdt + h.c.
)
. (B1)
Here the second line represents the two control fields.
The full Hamiltonian H of the system can be transformed
with the operator U = exp[it(ωa†a + ωdσz/2)] to the
following H ′ = UHU† + i~U˙U†
H ′ = ~(δωr + χσz)a†a+ ~
δωq−d + χ
2
σz +
+~ξ(a† + a) + ~
Ω
2
(σ + σ†), (B2)
where δωq−d = ωq − ωd. Following Ref. [17], now
for the non-zero temperature, from the Lindblad equa-
tion (A3), for the expectation values of the operators
〈σi〉 (i = x, y, z) and the resonator field operators 〈aσi〉
and 〈a†a〉 we obtain the system of equations:
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dt
〈σz〉=Ω〈σy〉 − Γ1
(
1 +
〈σz〉
z0
)
, (B3a)
d
dt
〈σx〉=−
(
2χ
〈
a†a
〉
+δωq−d +χ
)〈σy〉 − Γ2〈σx〉
z0
, (B3b)
d
dt
〈σy〉=
(
2χ
〈
a†a
〉
+ δωq−d + χ
) 〈σx〉 − (B3c)
−Γ2 〈σy〉
z0
− Ω〈σz〉,
d
dt
〈a〉=−i (δωr〈a〉+ χ〈aσz〉+ ξ)− κ
2
〈a〉, (B3d)
d
dt
〈a†a〉=−2ξ Im 〈a〉+ κ (Nth − 〈a†a〉) , (B3e)
d
dt
〈aσz〉=−i (δωr 〈aσz〉+ χ〈a〉+ ξ) 〈σz〉+ (B3f)
+Ω〈aσy〉 − Γ1 〈a〉 −
(
Γ1
z0
+
κ
2
)
〈aσz〉,
d
dt
〈aσx〉=−iδωr 〈aσx〉 −
(
Γ2
z0
+
κ
2
)
〈aσx〉+ (B3g)
+
(
δωq−d + 2χ
(〈a†a〉+ 1)) 〈aσy〉 − iξ〈σx〉,
d
dt
〈aσy〉=−iδωr 〈aσy〉 −
(
Γ2
z0
+
κ
2
)
〈aσy〉 − (B3h)
−iξ〈σy〉 − Ω〈aσz〉 −
− (δωq−d + 2χ (〈a†a〉+ 1)) 〈aσx〉. (B3i)
Here we have truncated the infinite series of equations
by factoring higher-order terms 〈a†aσi〉 ≈ 〈a†a〉〈σi〉 and
〈a†aaσi〉 ≈ 〈a†a〉〈aσi〉. Note that at T = 0, the system
(B3) coincides with Eq. (5) in Ref. [17].
We have numerically solved the system of equa-
tions (B3) and the results are shown in Fig. 8. The
two main panels present dynamics of the quadratures,
where the red curves are the result of calculations in
the semiclassical calculations, demonstrated in the main
text in Fig. 1. The green curves present dynamics of the
quadratures calculated in the semi-quantum approxima-
tion. There is a good quantitative agreement between
the two approximations for the Q quadrature, while the
agreement for the I quadrature during the transient stage
is only qualitative. In addition, to further emphasize sim-
ilarity and distinction of the two approaches, we present
these quadratures in the inset in Fig. 8. While the two
approaches give similar dynamics of the quadratures, the
semiclassical approximation does not describe the self-
crossing of the IQ curve. Such dependence, including
the self-crossing feature, was demonstrated in Fig. 4(d)
of Ref. [17]. We can make the conclusion here that the
semiclassical calculations are good for obtaining analyt-
ical expressions, which describe qubit-resonator dynam-
ics, while for describing some fine features of the dynam-
ics, semi-quantum calculations may be necessary. Most
importantly, we can see that the semiclassical calcula-
tions give correct values for the stationary variables.
FIG. 9: The resonant-frequency shift for the strongly-driven
qubit-resonator system. The transmission amplitude A is
plotted as a function of the probing frequency ω and the driv-
ing amplitude Ω for the off-resonant driving with ωd 6= ωq.
Semiclassical and semi-quantum calculations are presented in
the main panel and in the inset, respectively.
Appendix C: Quantum-to-classical transition for the
strongly driven qubit-resonator system
In order to further demonstrate our approach, we de-
vote this Section to the regime of strong driving of the
qubit-resonator system. The frequency shift of the reso-
nant transmission through the system was recently stud-
ied in detail in Refs. [21, 51]. There, the authors studied
such quantum-to-classical transition both experimentally
and theoretically. Importantly, they have compared sev-
eral numerical approaches, with RWA and without, tak-
ing into account both two transmon levels only and also
higher levels. Our calculations are rather analytical and
comparing them with the ones from Refs. [21, 51] shows
both applicability and limitations of our approach.
So, for calculations we took the parameters close to the
ones of Ref. [21]: ωr/2pi = 4.376 GHz, ωq/2pi = 5.16 GHz,
g/2pi = 80 MHz (which gives χ/2pi = 8.2 MHz), κ/2pi =
4 MHz, Γ1/2pi = 2 MHz, Γ2 = Γ1, and also driving fre-
quency ωd = 4.35 GHz·2pi. For this off-resonant driving
(ωd 6= ωq) we make use of Eq. (13) and then, together
with Eq. (7), we plot the transmission amplitude in the
main panel in Fig. 9. This displays transition from the
low-amplitude driving, when the resonant transmission
appears around ω = ωr−χ, corresponding to the qubit in
the ground state, to the high-amplitude driving, when the
qubit is in the superposition state, with average P+ = 1/2
and the resonant transition appears around ω = ωr. One
can observe that with increasing the driving amplitude
Ω, the frequency shifts by the value χ, which is defined
in Eq. (8), χ = g20Ec/∆(∆−Ec). We must note that for
the resonant driving, with ωd = ωq, it is much easier to
saturate the qubit population and this happens at much
smaller driving power, at Ω ∼ 0.001ωd ∼ 2
√
Γ1Γ2, rather
than at Ω ∼ ωd in Fig. 9; it is thus non-resonant driving
which allows consideration of the resonance shift in the
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regime of strong driving [47].
In addition to the semiclassical calculations, in the in-
set in Fig. 9 we present the resonant-frequency shift in
the semi-quantum approximation, for which we solved
the system of equations (B3). Overall, the shift of the
resonance is consistent with the semiclassical calculations
in the main part of Fig. 9; the suppression of the peak
in the crossover region makes better resemblance with
the experimental results and numerical calculations in
Ref. [21].
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