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Exponential tail behaviour of self-similar solutions to
Smoluchowski’s coagulation equation
B. Niethammer∗and J. J. L. Vela´zquez†
Abstract
We consider self-similar solutions with finite mass to Smoluchowski’s coagulation equa-
tion for rate kernels that have homogeneity zero but are possibly singular such as Smolu-
chowski’s original kernel. We prove pointwise exponential decay of these solutions under
rather mild assumptions on the kernel. If the support of the kernel is sufficiently large
around the diagonal we also proof that limx→∞
1
x
log
(
1
f(x)
)
exists. In addition we prove
properties of the prefactor if the kernel is uniformly bounded below.
1 Introduction
In this article we study the decay properties of self-similar solutions to Smoluchowski’s classi-
cal coagulation equation [Smo16]. This model describes the binary collision of clusters of size
ξ > 0 where the rate of coagulation of clusters of size ξ and η is governed by a nonnegative
and symmetric rate kernel K = K(ξ, η). Then the number density n(t, ξ) of clusters of size
ξ at time t is determined by the rate equation
∂tn(t, ξ) =
1
2
∫ ξ
0
K(η, ξ − η)n(t, ξ − η)n(t, η) dη −
∫ ∞
0
K(ξ, η)n(t, ξ)n(t, η) dη . (1)
The precise form of K is determined by the microscopic details of the coagulation process.
In [Smo16] Smoluchowski derived the kernel K(ξ, η) = K0
(
ξ1/3+ η1/3
)(
ξ−1/3+ y−1/3
)
in the
case that clusters are approximately balls in three dimensions, diffuse by Brownian motion
when they are well separated and coagulate quickly when they get close. The coagulation
equation (1) has since been used in many different application areas, such as aerosol physics,
astronomy or population dynamics, and correspondingly one finds a large variety of different
kernels in the respective literature (see e.g. [Dra72, Ald99]).
It is well-known by now that the behaviour of solutions to (1) depends on the growth be-
haviour of K for large clusters. More precisely, solutions to (1) only conserve mass for all
times if the kernel K grows at most linearly at infinity. If K grows faster than linearly at
infinity, the phenomenon of gelation occurs, that is, roughly speaking, infinitely large clusters
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2are created at finite time and as a consequence, there is a finite time after which the first
moment of n decreases [McL62, Jeo98, EMP02].
In this article we are not concerned with the gelation phenomenon, but will consider kernels
that grow slower than linearly. In this case it has been proved for a large class of kernels
[Nor99, LM02, LM04] that for initial data n0 with finite first moment there exists a unique
global solution to (1) that conserves the mass for all times.
A topic of particular interest in the analysis of coagulation equations is the long-time be-
haviour of solutions. Since most kernels K are homogeneous one expects due to a correspond-
ing scale invariance of equation (1), that solutions of (1) converge to a unique self-similar
solution as t → ∞. This so-called scaling hypothesis is however so far only well-understood
for the so-called solvable kernel, that is for K = const.,K = ξ + η and K = ξη, for which
explicit solution formulas are available. A complete analysis of the large-time behaviour of
solutions for those kernels has been given in [MP04]. More precisely, it has been shown that
(1) has a unique self-similar solution with finite mass and in addition a family of self-similar
solutions with infinite mass, so-called fat-tail solutions. The domains of attraction of each
of these self-similar solutions has been characterized. Roughly speaking, initial data with a
certain decay behaviour at infinity produce solutions that converge to the self-similar solution
with the same decay behaviour.
For non-solvable kernels much less is understood about the large-time behaviour and even to
understand self-similar solutions turns out to be a formidable task. Only quite recently, the
first existence results of self-similar solutions for homogeneous kernels with degree γ < 1 have
become available [FL05, EMRR05] and certain properties of the corresponding self-similar
profiles have been established [FL06, EM06, CnM11, NV11a]. Also, the existence of self-
similar solutions with fat tails has been proved for a range of kernels [NV11b, NV13a], but
one of the major open problems is still the uniqueness of self-similar solutions either with
finite mass, or, in the case of fat tails, with a given power-law decay behaviour. One idea to
prove uniqueness has been to characterize the asymptotics of self-similar solutions for small
cluster sizes in order to be able to reformulate the uniqueness problem as an initial value
problem. However, at least to our knowledge, this strategy has not yet been successful. In
recent work we were able to prove the first uniqueness result for self-similar solutions with
finite mass for kernels that are in a certain sense close to the constant one [NV13b]. One
key ingredient of the proof is a precise understanding of the decay behaviour of solutions at
infinity which is one of the results of the present paper. In addition, we also prove here more
detailed estimates for self-similar solutions (for kernels with homogeneity zero) that are of
interest by itself but might also be helpful in proving uniqueness of self-similar solutions for
kernels that are not necessarily close to the constant one.
In order to formulate our results we first recall the equation for self-similar solutions to
(1) with finite mass. For kernels with homogeneity zero such solutions are of the form
n(t, ξ) = t−2f(x) with x = ξ/t, and the so-called self-similar profile f satisfies
− xf ′(x)− 2f(x) = 12
∫ x
0
K(x− y, y)f(x− y)f(y) dy − f(x)
∫ ∞
0
K(x, y)f(y) dy (2)
with ∫ ∞
0
xf(x) dx =M . (3)
3In general however, due to possible divergences of f as x → 0, the integrals in (2) are not
necessarily finite such that one has to go over to a weak formulation. Under the assumption
that limx→0 x2f(x) = 0 one can integrate (2) to obtain that f satisfies
x2f(x) =
∫ x
0
∫ ∞
x−y
K(y, z)yf(z)f(y) dz dy . (4)
In [vDE88] the authors gave a self-consistent analysis of solutions to (3), (4). More precisely,
under the assumption that a nontrivial, nonnegative solution exists, they derived detailed
properties of the respective profiles for large and small x for a large range of different ker-
nels. As indicated above the first rigorous existence results for (3), (4) appeared much
later. In [FL05] the authors prove for a large range of kernels of homogeneity γ < 1, that
there exists a weak self-similar profile, that is a nonnegative function f ∈ L1(x2 dx) with
xyK(x, y)f(x)f(y) ∈ L1((0,∞)2) and such that (4) is satisfied for almost all x. In addition,
the self-similar profiles satisfy certain moment estimates that are in agreement with the ex-
pectation that profiles with finite mass decay exponentially. Another strategy was employed
in [EMRR05] to establish a similar result but for a smaller class of kernels. In further work,
regularity properties of self-similar profiles were derived, such as in [FL06] for the sum kernel
xλ+ yλ with λ ∈ (0, 1). More precisely, it was shown that every self-similar profile f satisfies
f ∈ C1(0,∞) and decays exponentially. For kernels of the form K(x, y) = xayb + xbya with
−1 ≤ a ≤ b < 1 and a + b ∈ (−1, 1) it was proved later in [CnM11] that each self-similar
profile is infinitely differentiable.
In what follows we assume that there exists a function f ∈ L1loc(0,∞) that is nonnegative,
xf ∈ L1(0,∞) and satisfies (4) for almost all x > 0. Furthermore, we assume for our
convenience that f ∈ C0(0,∞). Strictly speaking, such a result has been proved only for
a smaller class of kernels but it is not difficult to derive, once one has established certain
properties of the profile as x → 0 such as Lemma 2.2 below. One can then proceed as in
Chapter 4.2 of [NV13a] to first prove by an iterative argument that f ∈ L∞loc(0,∞) from
which continuity follows rather easily.
Our goal in this paper is to prove several results on the details of the decay behaviour of such
self-similar profiles. The more detailed the results are, the stronger assumptions we need
on the kernel K. We emphasize, however, that all but the last result, Theorem 1.4, hold in
particular for kernels such as Smoluchowski’s original one. We feel that this is important,
since many kernels that appear in the applied literature, are of a similar form.
Throughout this paper we assume that K is homogeneous of degree zero and satisfies for
some α ∈ [0, 1) that
K(x, y) ≤ K0
((x
y
)α
+
(y
x
)α)
for all x, y ∈ (0,∞) (5)
and for some κ ∈ (0, 1] that
min
|x−y|≤κ(x+y)
K(x, y) ≥ k0 > 0 . (6)
Our first main result establishes pointwise exponential decay of self-similar profiles.
4Theorem 1.1. Let f be a solution to (3)-(4). Then there exist positive constants
C1, C2, α1, α2 such that
C1e
−α1x ≤ f(x) ≤ C2e−α2x for all x ≥ 1 .
Theorem 1.1 is proved in Section 2, more precisely Lemma 2.3 gives the upper bound, while
Lemma 2.4 provides the lower bound.
If we write
f(x) = e−xa(x),
then Theorem 1.1 gives that 0 < α1 ≤ a(x) ≤ α2. Our next goal is to prove that limx→∞ a(x)
exists. For this result we need further regularity of the self-similar solution f , which is a
nontrivial issue since a standard bootstrap argument does not work for equation (4). Some
regularity results are available (cf. [FL06, CnM11]) and while the proofs might also apply
to the kernels that we consider here, we find it convenient to provide a self-consistent proof
that f ∈ BVloc(0,∞) in Section 3. For this result we need that K is sufficiently regular. We
assume that K is differentiable and
∣∣∣ ∂
∂x
K(x, y)
∣∣∣ ≤ C 1
x
((x
y
)α
+
(y
x
)α)
for all x, y > 0 . (7)
In order to show that a has a limit as x → ∞, we also need that the region in which
K is bounded below is sufficiently large. More precisely, we have the following result (cf.
Proposition 4.5).
Theorem 1.2. Let K satisfy (5), (6) with κ > 1/3, as well as (7). Then limx→∞ a(x) exists.
We then turn out attention to the prefactor. To that aim we define the function u : (0,∞)→
(0,∞) via
f(x) = u(x)e−a
∗x where a∗ = lim
x→∞ a(x) . (8)
Under the additional assumption that K is uniformly bounded below we prove the following
result in Section 5.1.
Theorem 1.3. Let K satisfy (5), (6) with κ = 1, as well as (7). Define uR(x) := u(Rx).
Then there exists a sequence Rj → ∞ and a nonnegative measure µ such that uRj ⇀ µ on
(0,∞) as j →∞. The limit µ is nontrivial and satisfies the equation
xµ(x) =
1
2a∗
∫ x
0
K(y, x− y)µ(x− y)µ(y) dy (9)
in the distributional sense (cf. (89)).
Ideally, we would like to know that µ is uniquely determined (and hence a constant). However,
to prove such a result turns out to be difficult and we are currently only able to derive such
a uniqueness result (as for the full coagulation equation) only for kernels that are close to
constant in the sense outlined below.
5Theorem 1.4. Let K satisfy in addition to (5)-(6) that
− ε ≤ K − 2 ≤ ε
((x
y
)α
+
(y
x
)α)
(10)
and ∣∣∣ ∂
∂x
K(x, y)
∣∣∣ ≤ Cε1
x
((x
y
)α
+
(y
x
)α)
for all x, y > 0 . (11)
Then, if ε > 0 is sufficiently small, the only nontrivial solution to (9) is the constant one,
i.e. µ ≡ 2a∗/ ∫ 10 K(s, 1− s) ds.
The proof of Theorem 1.4 is contained in Section 5.2.
2 Estimates for large x
2.1 An upper bound
Lemma 2.1. There exists a constant C > 0 such that any solution of (3), (4) satisfies
sup
R>0
1
R
∫ R
R/2
xf(x) dx ≤ C . (12)
Proof. The proof follows exactly as in Lemma 2.1 of [NV11a].
Lemma 2.2. For any γ ∈ [0, 1) there exists a constant C > 0 such that any solution of (3),
(4) satisfies ∫ ∞
0
x1−γf(x) dx ≤ C . (13)
Proof. The estimate in (0, 1) follows from (12) via a dyadic decomposition, an argument we
will also use repeatedly in this paper. Indeed,
∫ 1
0
x1−γf(x) dx =
∞∑
n=0
∫ 2−n
2−(n+1)
x1−γf(x) dx
≤ 2
∞∑
n=0
2nγ
∫ 2−n
2−(n+1)
xf(x) dx ≤ C
∞∑
n=0
2n(γ−1) ≤ C ,
while the estimate in (1,∞) is a consequence of (3).
Lemma 2.3. There exist constants C, a > 0 such that any solution of (3), (4) satisfies
f(x) ≤ Ce−ax for all x ≥ 1 .
Proof. We denote for γ ≥ 1
M(γ) :=
∫ ∞
0
xγf(x) dx . (14)
6Our goal is to show inductively that
M(γ) ≤ γγeAγ (15)
for some (large) constant A.
To that aim we first multiply (4) by xγ−2 with some γ > 1 and after integrating we obtain
(γ−1)M(γ) = 12
∫ ∞
0
∫ ∞
0
K(x, y)f(x)f(y)
(
(x+ y)γ − xγ − yγ) dx dy .
By symmetry we also find
M(γ) =
1
γ−1
∫ ∞
0
∫ x
0
K(x, y)f(x)f(y)
((
x+ y
)γ − xγ) dy dx
=
∫ 1
0
dx
∫ x
0
dy · · · +
∫ ∞
1
dx
∫ x/γ
0
dy · · ·+
∫ ∞
1
dx
∫ x
x/γ
dy . . . .
Due to (13) we have
∫ 1
0
∫ x
0
K(x, y)f(x)f(y)
((
x+ y
)γ − xγ) dy dx ≤ C
∫ 1
0
∫ x
0
K(x, y)f(x)f(y)xγ dy dx (16)
≤ C
∫ 1
0
xα+γf(x)
∫ x
0
y1−αf(y) dy dx ≤ C .
Using (13) and (x+ y)γ − xγ ≤ cxγ−1y for y ≤ xγ , we find that
∫ ∞
1
∫ x/γ
0
K(x, y)f(x)f(y)
((
x+ y
)γ − xγ) dy dx
≤
∫ ∞
1
∫ x/γ
0
K(x, y)yxγ−1f(x)f(y) dy dx
≤
∫ ∞
1
∫ x/γ
0
xγ+α−1y1−αf(x)f(y) dy dx
≤ CM(γ + α− 1) ,
(17)
so that for the sum of both terms we can prove by induction that it is smaller than 1/2γγeAγ .
It remains to estimate
C
γ − 1
∫ ∞
1
dx
∫ x
x/γ
dyK(x, y)f(x)f(y)
(
x+ y
)γ
≤ C
γ
∫ ∞
1
dx
∫ x
x/γ
dyf(x)f(y)
(
x+ y
)γ(x
y
)α
=: (∗) .
In the following {ζn} ⊂ (0, 1], ζ0 = 1, will be a decreasing sequence of numbers that will be
specified later. Then we define a corresponding sequence of numbers κn such that given a
sequence {θn} ⊂ (0, 1), also to be specified later, we have
(
x+ y
)γ ≤ κγnxγ(1−θn)yγθn for yx ∈ [ζn+1, ζn] . (18)
7Equivalently we have
κn = max
ζ∈[ζn+1,ζn]
(1 + ζ
ζθn
)
. (19)
With these definitions we have
(∗) ≤ C
γ
n0(γ)∑
n=0
κγnζ
−α
n+1M(γ(1− θn))M(γθn) ,
where n0(γ) is such that ζn0(γ) =
1
γ .
We now choose θn such that for ψθn(ζ) := log(1 + ζ)− θn log ζ we have
min
ζ∈[ζn+1,ζn]
ψθn(ζ) = log(1 + ζn)− θn log(ζn) .
This is equivalent to
θn =
ζn
1 + ζn
. (20)
We want to prove by induction over γ that (∗) ≤ 12γγeAγ . Inserting the corresponding
hypothesis, this reduces to showing that
C
γ
n0∑
n=0
ζ−αn+1 exp
(
γ
(
max
ζ∈[ζn+1,ζn]
ψθn(ζ) + θn log θn + (1− θn) log(1− θn)
)) ≤ 1
2
.
By definition (20) we have
max
ζ∈[ζn+1,ζn]
ψθn(ζ) + θn log θn + (1− θn) log(1− θn)
= min
ζ∈[ζn+1,ζn]
ψθn(ζ) + (max−min)ζ∈[ζn+1,ζn]ψθn(ζ) + θn log θn + (1− θn) log(1− θn)
= (max−min)ζ∈[ζn+1,ζn]ψθn(ζ) .
Thus we need to investigate
(max−min)ζ∈[ζn+1,ζn]ψθn(ζ) = ψθn(ζn+1)− ψθn(ζn)
= log
(1 + ζn+1
1 + ζn
)
− θn log
(ζn+1
ζn
)
= log
(
1 +
ζn+1 − ζn
1 + ζn
)
− ζn
1 + ζn
log
(
1 +
ζn+1 − ζn
ζn
)
.
Expanding the nonlinear terms we find
W := (max−min)ζ∈[ζn+1,ζn]ψθn(ζ) ≤ C
(
|ζn+1 − ζn|2 +
(ζn+1 − ζn
)2
ζn
)
.
We now split {1, 2, · · · , n0} into a finite number of sets {1, 2, · · · , N1}, {N1+1, · · · , N2}, · · · ,
{Nk−1 + 1, · · · , Nk = n0} in the following way.
8We first define
ζ0 = 1 , η0 = 1 +
1√
γ
, ζn = η
−n
0 ζ0 , for all n ≤ N1
where N1 is such that ζn ≥ 1√γ , that is we can choose N1 ∼
√
γ log γ. With these definitions
we find ∣∣∣ζn+1 − ζn
ζn
∣∣∣ ≤ C√
γ
for all 1 ≤ n ≤ N1
and thus
1
γ
N1∑
n=0
ζ−αn+1 exp
(
γW
) ≤ CN1
γ
γα/2 ∼ γ(α−1)/2 log γ → 0 as γ →∞ .
Next, for n ∈ (N1, N2] we define
ζn = η
−(n−N1)
1 ζN1 , η1 = 1 +
1
γ1/4
.
Then ζn ≤ 1√γ , such that |ζn+1 − ζn|2 ≤ Cγ and
γW ≤ Cγ
(
ζn|η1 − 1|2 + 1
γ
)
≤ C .
We need to determine N2 such that
(N2 −N1) 1
ζαN2γ
→ 0 as γ →∞ .
Making the ansatz ζN2 = γ
−σ, that is N2 ∼ γ1/4 log γ, this implies that we need
γ1/4γασ log γ
γ
≪ 1
as γ → ∞ and this needs ασ < 34 . If we can choose σ = 1 we are done. Otherwise we need
to iterate the argument. Thus, assume that 3 ≤ 4α and set σ1 = 38α . We define for k ≥ 1 the
sequence σk+1 =
1
4α(1+σk). Then, we define ηk+1 = 1+
1
γ(1−σk+1)/2
and ζn = η
−(n−Nk+1)
k+1 ζNk+1
for n ∈ (Nk+1, Nk+2] with ζNk+1 = γ−σk . Then Nk+1−Nk = γ(1−σk)/2 log γ and we find that
our sum is controlled by Cγ(1−σk)/2−1+ασk+1 ≪ 1 by our definition of σk+1. Since α < 1 we
find after a finite number of steps that σk ≥ 1, and then we can stop the iteration.
It remains to show that (15) implies the pointwise estimate for f . Indeed, (15) implies for
R > 0 that
Rγ
∫ 2R
R
f(x) dx ≤
∫ 2R
R
xγf(x) dx ≤ γγeAγ
and thus ∫ 2R
R
f(x) dx ≤ exp
(
γ(log(γ) + log(R)) +Aγ
)
.
9The minimum of ψ(γ) := γ(log(γ) + log(R)) +Aγ is obtained for γ = e−(A+1)R and thus
∫ 2R
R
f(x) dx ≤ exp
(
− e−(A+1)R
)
and obviously it follows that there exists (another) A > 0 such that
∫ 2R
R
f(x) dx ≤ exp
(
−AR
)
. (21)
Notice that (21) also implies that
∫∞
R f(x) dx ≤ exp
(
−AR
)
for some A > 0.
To deduce now the pointwise bound we first get from (4) that
x2f(x) =
∫ x
0
dy
∫ ∞
x−y
dz · · ·
≤
∫ 1
0
dy
∫ ∞
x/2
dz · · ·+
∫ 1
0
dz
∫ x
x−z
dy · · ·+
∫ x
1
dy
∫ ∞
max(1,x−y)
dz · · ·
=: (I) + (II) + (III) .
Next, we argue via a dyadic argument (as in the proof of Lemma 2.2), using (21), that∫∞
x/2 z
αf(z) dz ≤ Ce−A2 x. With this estimate and (13) we obtain that
|(I)| ≤ C
∫ 1
0
∫
x/2
(z
y
)α
yf(y)f(z) dz dy ≤ Ce−A2 x .
Furthermore, given x − y we choose M such that 2−M ≤ x − y ≤ 2−M+1 and obtain with
(12) that
∫ 1
x−y
z−αf(z) dz =
M∑
n=0
∫ 2−n
2−(n+1)
z−αf(z) dz ≤ C2Mα ≤ C(x− y)−α .
Hence
|(II)| ≤ C
∫ 1
0
∫ x
x−z
(y
z
)α
yf(y)f(z) dy dz
= C
∫ x
x−1
yf(y)
∫ 1
x−y
z−αf(z) dz dy ≤ x
∫ x
x−1
(x− y)−αf(y) dy .
Finally, we can estimate term (III), using as above dyadic arguments and (21) as well as
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(13), to obtain
|(III)| =
∫ x
1
∫ ∞
max(1,x−y)
K(y, z)yf(y)f(z) dz dy
=
∫
y≤z
· · ·+
∫
y>z
· · ·
≤ C
∫ x
1
∫ ∞
max(1,x−y)
(z
y
)α
yf(y)f(z) dz dy +C
∫ x
1
∫ ∞
max(1,x−y)
(y
z
)α
yf(y)f(z) dz dy
≤ C
∫ ∞
x/2
zαf(z) dz +
∫ ∞
x/2
y1+αf(y) dy
≤ Ce−A2 x .
In summary we obtain
f(x) ≤ Ce−Ax + C
x
∫ x
x−1
f(y)
(x− y)α dy (22)
with a (possibly new) constant A > 0. Iterating (22) gives, using Fubini,
f(x) ≤ Ce−Ax + C2
∫ x
x−1
e−Ay
(x− y)α dy + C
2
∫ x
x−2
f(y2)
∫ y2+1
y2
1
(y1 − y2)α(x− y1)α dy1 dy2 .
Now ∫ x
x−1
e−Ay
(x− y)α dy ≤ Be
−Ax
and ∫ y2+1
y2
1
(y1 − y2)α(x− y1)α dy1 ≤
C
(x− y2)2α−1 .
Hence, if 2α < 1 we can finish the proof using Gronwall’s inequality. If 2α > 1 we iterate
(22) L times to find
f(x) ≤ CL+1BL+1e−Ax
+ CL+2
∫ x
x−(L+1)
f(yL+1)
∫ yL+1+1
yL+1
dyL
(yl − yL+1)α · · ·
C
(x− y2)2α−1 dyL+1
≤ CL+1BL+1e−Ax + CL+2
∫ x
x−(L+1)
f(yL+1)
C
(x− y2)(L+1)α−L
dyL+1 .
If L satisfies (L + 1)α < L then we can also use Gronwall’s inequality to conclude the
proof.
2.2 A lower bound
Lemma 2.4. There exists c, a > 0 such that
f(x) ≥ ce−ax for all x ≥ 1 .
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Proof. We start with a lower bound on the integral I(R) :=
∫ R+1
R f(x) dx. From equation
(4) we deduce for large R that
I(R) ≥ k0
R− 1
∫ R+1
R
∫ 1+κ
2
x
(1−κ)x
2
f(y)
∫ 1+κ
1−κ
y
max(x−y, 1−κ
1+κ
y)
f(z) dz dy dx
≥ Ck0
R
[
I
(R+ 1
2
)2
+ I
(R+ 1
2
+ 1
)
I
(R+ 1
2
− 1
)
+ · · ·
+ I
(R+ 1
2
+
⌊κR
4
⌋)
I
(R+ 1
2
−
⌊κR
4
⌋)]
.
(23)
We can deduce from Lemma 2.5 below that there exists R0 > 0 such that I(R) >
8ea
Ck0κ
e−aR
for all R ∈ [R0, 3R0] for a sufficiently large a > 0. Then (23) implies with K = 8eaCk0κ that
I(R) ≥ Ck0
R
⌊κR
2
⌋2
K2e−aR > Ke−aR) for all R ∈
[2R0 − 1
1− κ/2 ,
2(3R0)− 1
1 + κ/2
]
.
Choosing κ smaller if necessary, we can assume that t 2R0−11−κ/2 ≤ 3R0 and 2R−11+κ/2 ≥ 32R for all
R ≥ R0. This means that we have the estimate in [R0, 323R0]. In the next step, we obtain
the estimate in [R0,
32
22
3R0] and iterating this argument we obtain
I(R) ≥ Ke−aR for all R ≥ R0 . (24)
The pointwise lower bound now follows from using (24) in (4), first for all x ≥ R0, and then
by adapting the constants we obtain it for all x ≥ 1.
Lemma 2.5. There exists R˜ > 0 such that f(x) > 0 for all x ≥ R˜.
Proof. We first claim that there exists x0 > 0 such that∫
Bκx0
4 (x0)
xf(x) dx > 0 . (25)
This follows from the fact that
(0,∞) ⊂ ∪nBκxn
4
(xn) with xn =
(
1 +
κ
8
)n
.
Then
M =
∫ ∞
0
xf(x) dx ≤
∑
n
∫
Bκxn
4 (xn)
xf(x) dx
and hence there exists n0 ∈ N such that (25) is true for x0 := xn0 . Then, since
Bκx0
4
(x0)×Bκx0
4
(x0) ⊂ {(y, z) : |y − z| ≤ κ(y + z)} ,
equation (4) implies that
x2f(x) ≥ k0
(∫
Bκx0
4 (x0)
yf(y) dy
)2
> 0 for all x ∈
(
x0
(
1 +
κ
4
)
, 2x0
(
1− κ
4
))
.
We can then iterate this argument to obtain f(x) > 0 for all x ≥ x0
(
1 + κ4
)
.
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3 BV regularity
Lemma 3.1. If K satisfies (5), (6) and (7) if f is a solution to (3) and (4), then f ∈
BVloc(0,∞).
Proof. In the following we let φ ∈ C1b (0,∞) with supp(φ) ⊂ (0,∞] and supp(φ′) ⊂ (0,∞).
Our goal is to show that
∣∣∣
∫ ∞
0
f(x)φ′(x) dx
∣∣∣ ≤ C‖φ‖L∞(0,∞) . (26)
In a first step we take φ such that supp(φ) ⊂ [a,∞] and supp(φ′) ⊂ [a, b] for some a, b > 0.
We divide (4) by x2, multiply with φ′, integrate and change the order of integration to obtain
∫ ∞
0
f(x)φ′(x) dx =
∫ ∞
0
∫ ∞
0
K(y, z)yf(y)f(z)
( ∫ y+z
y
φ′(x)
x2
dx
)
dz dy
=
∫ ∞
0
∫ ∞
0
K(y, z)yf(y)f(z)
(
2
∫ y+z
y
φ(x)
x3
dx+
φ(y+z)
(y+z)2
− φ(y)
y2
)
dz dy .
(27)
We split
∫∞
0 dz =
∫ a/2
0 dz · · · +
∫∞
a/2 dz . . . . Using the assumption on the support of φ and
recalling Lemma 2.2 and Lemma 2.3 we can estimate
∣∣∣
∫ ∞
0
∫ ∞
a/2
K(y, z)yf(y)f(z)
(
2
∫ y+z
y
φ(x)
x3
dx+
φ(y+z)
(y+z)2
− φ(y)
y2
)
dz dy
∣∣∣
≤ C
∫ ∞
a/2
y−2f(y)
∫ ∞
a/2
((y
z
)α
+
(z
y
)α)
f(z) dz dy‖φ‖L∞
≤ C‖φ‖L∞ .
(28)
Here and in the following the constants depend on a, but we will not write this explicitly.
Next, we write
2
∫ y+z
y
φ(x)
x3
dx+
φ(y+z)
(y+z)2
− φ(y)
y2
=
2
∫ y+z
y
φ(x)
x3
dx+
φ(y+z)
(y+z)2
− φ(y+z)
y2
+
1
y2
(
φ(y+z)− φ(y))
(29)
and estimate for y ≥ a/2 that
∣∣∣2
∫ y+z
y
φ(x)
x3
dx+
φ(y+z)
(y+z)2
− φ(y+z)
y2
∣∣∣ ≤ C‖φ‖L∞ z .
With this last estimate we find, recalling again Lemmas 2.2 and 2.3 that
∣∣∣
∫ ∞
0
∫ a/2
0
K(y, z)yf(y)f(z)
(
2
∫ y+z
y
φ(x)
x3
dx+
φ(y+z)
(y+z)2
− φ(y+z)
(y+z)2
)
dz dy
∣∣∣
≤ C‖φ‖L∞ .
(30)
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Thus, with (28), (29) and (30), we have obtained
∣∣∣
∫ ∞
0
f(x)φ′(x) dx
∣∣∣ ≤ C‖φ‖L∞+
∣∣∣
∫ ∞
0
∫ a/2
0
K(y, z)yf(y)f(z)
1
y2
(
φ(y+z)−φ(y)) dz dy
∣∣∣ (31)
and it remains to estimate the last term on the right hand side of (31).
Our strategy is to write this term as
∫
f(y)(Tφ)′(y) with
(Tφ)′(y) =
1
y
∫ a/2
0
f(z)K(y, z)
(
φ(y+z)− φ(y)) dz
and
(Tφ)(y) =
∫ y
0
∫ a/2
0
f(z)K(ξ, z)
1
ξ
(
φ(ξ+z)− φ(ξ)) dz dξ
and iterate the previous estimates for the function Tφ. We first need to verify that Tφ is
an admissible test function. We easily check that if supp(φ) ⊂ [a,∞] and supp(φ′) ⊂ [a, b]
that then supp(Tφ) ⊂ [a/2,∞] and supp((Tφ)′) ⊂ [a/2, b] and hence we can use Tφ as test
function. Estimate (31) then implies
∣∣∣
∫ ∞
0
f(y)
(
Tφ
)′
(y) dy
∣∣∣ ≤ C‖Tφ‖L∞ +
∣∣∣
∫ ∞
0
f(y)
(
T 2φ
)′
(y) dy
∣∣∣ . (32)
Thus, our first task is to estimate ‖Tφ‖L∞ . Notice first that (7) implies
∣∣∣K(x− y, y)
x− y −
K(x, y)
x
∣∣∣ ≤ Cy1−α for x ≥ a
2
, y ∈ (0, a/2] . (33)
Using (33), supp(φ) ⊂ [a,∞) and Lemma 2.2, we find
(Tφ)(y) =
∫ a/2
0
f(z)
∫ y
a/2
K(ξ, z)
ξ
φ(ξ+z) dξ dz −
∫ a/2
0
f(z)
∫ y
a
K(ξ, z)
ξ
φ(ξ) dξ dz
=
∫ a/2
0
f(z)
[ ∫ y
a/2
K(ξ, z)
ξ
φ(ξ + z) dξ −
∫ y
a
K(ξ, z)
ξ
φ(ξ) dξ
]
dz
=
∫ a/2
0
f(z)
∫ y+z
y
K(ξ − z, z)
ξ − z φ(ξ) dξ dz
+
∫ a/2
0
f(z)
∫ y
a/2+z
(K(ξ − z, z)
ξ − z −
K(ξ, z)
ξ
)
φ(ξ) dξ dz
≤ C‖φ‖L∞
∫ a/2
0
f(z)z1−α dz + C
∫ a/2
0
f(z)
∫ y
a/2+z
z1−αφ(ξ) dξ dz
≤ C‖φ‖L∞ .
(34)
It remains to estimate
∣∣∣ ∫∞0 f(y)
(
T 2φ
)′
(y) dy
∣∣∣. To that aim recall
(
T 2φ
)′
(y) =
1
y
∫ a/2
0
f(z)K(y, z)
((
Tφ
)
(y+z)− (Tφ)(y)) dz (35)
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and we write
(Tφ)(y + z)− (Tφ)(y) =
∫ y+z
y
∫ a/2
0
f(η)K(ξ, η)
1
ξ
(
φ(ξ + η)− φ(ξ)) dη dξ
=
∫ a/2
0
f(η)
( ∫ y+η+z
y+η
K(ξ − η, η)
ξ − η φ(ξ) dξ −
∫ y+z
y
K(ξ, η)
ξ
φ(ξ) dξ
)
dη
=
∫ a/2
0
f(η)
∫ y+η+z
y+η
W (ξ, η)φ(ξ) dξ dη
+
∫ a/2
0
f(η)
( ∫ y+z+η
y+z
K(ξ, η)
ξ
φ(ξ) dξ −
∫ y+η
y
K(ξ, η)
ξ
φ(ξ) dξ
)
dη
=: (T1φ)(y + z)− (T1φ)(y) + (T2φ)(y + z)− (T2φ)(y) ,
(36)
where
W (ξ, ζ) =
K(ξ − ζ, ξ)
ξ − ζ −
K(ξ, ζ)
ξ
.
Invoking again (33) we find
∣∣∣(T1φ)(y+z)− (T1φ)(y)
∣∣∣ =
∣∣∣
∫ a/2
0
f(ζ)
∫ y+z
y
W (ξ, ζ)φ(ξ) dξ dζ
∣∣∣
≤ C‖φ‖L∞z
∫ a/2
0
f(ζ)ζ1−α dζ ≤ C‖φ‖L∞z .
(37)
If we could obtain the same estimate for T2 we would obtain from (37) together with Lemma
2.2 and the properties of supp(φ) that ‖T 2φ‖0,1 ≤ C‖φ‖L∞ and the proof would be finished.
Unfortunately, we cannot in general expect an estimate for T2φ as in (37). The reason is
that, using (5), we obtain
∣∣(T2φ)(y + z)− (T2φ)(y)∣∣ ≤ Ca‖φ‖L∞z1−α
∫ a/2
0
f(η) dη ,
but in general we do not know whether the integral
∫ a/2
0 dηf(η) is finite and in addition the
factor z1−α causes problems in (35) if α ≥ 1/2.
Thus, in order to obtain the desired estimates we need to iterate again. More precisely, we
define L ∈ N such that L > 1 + 11−(α+ε) with some fixed ε ∈ (0, (1 − α)/2). We are going to
show that
‖TLφ‖0,1 ≤ C‖φ‖L∞ . (38)
We have seen that supp(φ) ⊆ [a,∞] implies supp(TLφ) ⊆ [ a
2L
,∞], whereas supp(φ′) ⊆ [a, b]
implies supp((TLφ)′) ⊆ [ a
2L
, b]. Hence, TLφ is an admissible test function and we obtain from
(32), (34) and (38) that
∣∣∣
∫ ∞
0
f(y)(TLφ)′(y) dy
∣∣∣ ≤ C‖TLφ‖L∞ +
∣∣∣
∫ ∞
0
f(y)(TLφ)′(y) dy
∣∣∣ ≤ C‖φ‖L∞ ,
which finishes the proof of Lemma 3.1.
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Thus, it remains to prove (38). We split the integral in the definition of T2 as
∫ a/2
0 dη · · · =∫ z
0 dη · · ·+
∫ a/2
z dη . . . and write
H(y, z, η) :=
∫ y+z+η
y+z
K(ξ, η)
ξ
φ(ξ) dξ −
∫ y+η
y
K(ξ, η)
ξ
φ(ξ) dξ
=
∫ y+η
y
(K(ξ + z, η)
ξ + z
− K(ξ, η)
ξ
)
φ(ξ + z) dξ +
∫ y+η
y
K(ξ, η)
ξ
(
φ(ξ + z)− φ(ξ)) dξ
=: (I) + (II) .
(39)
Assumption (7) implies that
|(I)| ≤ Ca‖φ‖L∞η1−αz ,
while (5) gives
|(II)| ≤ Ca‖φ‖0,γη1−αzγ
for γ ∈ [0, 1) such that
∣∣∣
∫ z
0
f(η)H(y, z, η) dη
∣∣∣ ≤ C
(
‖φ‖L∞z
∫ z
0
η1−αf(η) dη + ‖φ‖0,γzγ
∫ z
0
η1−αf(η) dη . (40)
A dyadic argument, as in the proof of Lemma 2.2, implies that
∫ z
0 η
1−αf(η) dη ≤ Cz1−α such
that ∣∣∣
∫ z
0
f(η)H(y, z, η) dη
∣∣∣ ≤ C
(
‖φ‖L∞z2−α + ‖φ‖0,γz1−α+γ
)
. (41)
Next, we notice that in the case that η > z it holds
H(y, z, η) =
∫ y+η+z
y+η
dξ · · ·+
∫ y+z
y
dξ . . . .
Hence we can derive, using (33), that
∣∣∣
∫ y+η+z
y+η
K(ξ, η)
ξ
φ(ξ) dξ −
∫ y+z
y
K(ξ, η)
ξ
φ(ξ) dξ
∣∣∣
=
∣∣∣
∫ y+z
y
[(K(ξ + η, η)
ξ + η
− K(ξ, η)
ξ
)
φ(ξ + η) +
K(ξ, η)
ξ
(
φ(ξ + η)− φ(ξ))] dξ
∣∣∣
≤ C‖φ‖L∞zη1−α + C‖φ‖0,γzηγ−α .
(42)
Using estimate (42) we obtain
∣∣∣
∫ a/2
z
f(η)H(y, z, η) dη
∣∣∣ ≤ C‖φ‖L∞z + C‖φ‖0,γz
∫ a/2
z
ηγ−αf(η) dη . (43)
We assume that γ ≤ α, since eventually we want to use the estimate also for γ = 0. We
obtain with Lemma 2.2 ∫ a/2
z
ηγ−αf(η) dη ≤ Cεzγ−α−ε . (44)
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In summary, (36), (41), (43) and (44) imply
∣∣∣(Tφ)(y + z)− (Tφ)(y)
∣∣∣ ≤ C(‖φ‖L∞z + ‖φ‖0,γz1−α−ε+γ)
and consequently
‖Tφ‖0,1−α−ε+γ ≤ C‖φ‖0,γ . (45)
We can iterate (45) to obtain
‖TLφ‖0,1−α−ε+γL ≤ C‖TL−1φ‖0,γL = C‖TL−1φ‖0,1−α−ε+γL−1 ≤ · · · ≤ C‖φ‖0,γ1 . (46)
With the definitions γℓ := min(1, (ℓ− 1)(1−α− ε)), ℓ = 1, . . . , L and the choice of L we have
γL ≥ 1 and γ1 = 0 which finishes the proof of (38).
4 Asymptotics as x→∞
4.1 A lower bound on the changes of log 1
f(x)
Writing
f(x) = e−xa(x)
our first goal is to derive a lower bound on a′(x). Notice that since f ∈ C0∩BVloc and f > 0,
we also have that a ∈ BVloc(0,∞) (see e.g. [ADM90]).
Our first goal will be to derive a lower bound on a′. For that purpose we need the following
Lemma.
Lemma 4.1. Suppose that a : R→ R such that
0 < α1 ≤ a(x) ≤ α2 <∞ for all x ≥ 1 . (47)
Then, given an ε ∈ (0, 1) and R ≥ 1 there exists x¯ ∈ IR :=
(
R
(
1 + ε4
)
, R
(
1 + 3ε4
))
such that
a(y) ≤ a(x¯) + C(ε)
x¯
for all y ∈ [x¯− 1, x¯] ∩ IR
with C(ε) = 4(α2−α1)ε .
Proof. Consider first the case that Rε ≥ 2. Then we have
a(y) ≤ α2 = α1 + C(ε)ε
4
≤ α1 + C(ε)
2R
≤ α1 + C(ε)
2
(
1 + 3ε4
)
x¯
≤ a(x¯) + C(ε)
x¯
for all x¯ ≤ R(1 + 3ε4
)
.
Now assume that Rε > 2. Suppose there exists R ≥ 2ε such that for all x¯ ∈ IR there exists
y ∈ [x¯ − 1, x¯] ∩ IR with a(y) > a(x¯) + C(ε)x¯ . We define a sequence (xn) as follows: we set
x0 = R(1+
3ε
4 ). By assumption there exists x1 ∈ [x0−1, x0]∩IR such that a(x1) > a(x0)+ Cx0 .
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Iteratively we obtain xn ∈ [xn−1−1, xn−1]∩IR such that a(xn) ≥ a(x0)+C
(
1
x0
+· · ·+ 1xn−1
) ≥
a(x0) +
Cn
x0
. For n = ⌊Rε2 ⌋ we obtain
a(xn) ≥ α1 + 4(α2 − α1)
ε
Rε
2R
(
1 + 3ε4
) = α1 + 2(α2 − α1)
1 + 3ε4
> α2
which gives a contradiction and finishes the proof of the Lemma.
Lemma 4.2. There exists R > 0 and b > 0 such that
∫ x+1
x
(a′)−(x) dx ≤ C
x
+ CRe
−bx for all x ≥ R .
Here we use the Jordan decomposition a′(x) = (a′)+(x)−(a′)−(x) with (a′)+ ≥ 0 and (a′)− ≥
0.
Proof. In order to make the idea of the proof clear, we first present the formal derivation of
the result, that is we ignore for the moment that some of the integrals are not well-defined.
From (2) we obtain
f ′(x) = −2
x
f(x) +
1
x
∫ 1
0
(
K(x, y)f(x)−K(x−y, y)f(x−y))f(y) dy
+
1
x
(∫ ∞
1
K(x, y)f(x)f(y) dy −
∫ x/2
1
K(x−y, y)f(x−y)f(y) dy
)
.
(48)
Using Lemma 2.3 to conclude that 1x
∫∞
1 dyK(x, y)f(y) ≤ Cxα−1, we find
f ′(x) ≤ C
x1−α
f(x) +
f(x)
x
∫ 1
0
K(x−y, y)f(y)
( K(x, y)
K(x−y, y) −
f(x−y)
f(x)
)
f(y) dy . (49)
Using (7) and Lemma 2.2 we can estimate for x ≥ 1 that
∣∣∣f(x)
x
∫ 1
0
K(x−y, y)f(y)
( K(x, y)
K(x−y, y) − 1
)
dy
∣∣∣ ≤ f(x)
x
C
∫ 1
0
(x
y
)α y
x
f(y) dy
≤ f(x)
x2−α
≤ f(x)
x1−α
and thus we can absorb this error term into the first term of the right hand side of (49). In
terms of a we have found the inequality
(
xa(x)
)′ ≥ − C
x1−α
+
1
x
∫ 1
0
K(x−y, y)f(y)
(
e−(x−y)a(x−y)+xa(x) − 1
)
dy
= − C
x1−α
+
1
x
∫ 1
0
K(x−y, y)f(y)
(
eya(x−y)ex(a(x)−a(x−y)) − 1
)
dy
≥ − C
x1−α
+
1
x
∫ 1
0
K(x−y, y)f(y)
(
ex(a(x)−a(x−y)) − 1
)
dy .
(50)
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Estimate (50) implies that
x(a′)+(x)−x(a′)−(x)+ a(x) ≥ − C
x1−α
+
1
x
∫ 1
0
K(x−y, y)f(y)
(
ex(a(x)−a(x−y))− 1
)
dy . (51)
Furthermore, since a is continuous, we can write and estimate
a(x)− a(x− y) =
∫ x
x−y
a′(ξ) dξ ≥ −
∫ x
x−y
(a′)−(ξ) dξ .
Thus we have, using 1− e−z ≤ z for z ≥ 0 and a dyadic argument as in Lemma 2.2, that
x(a′)−(x) ≤ α2 + C
x1−α
+
1
x
∫ 1
0
K(x−y, y)f(y)
(
1− e−x
∫ x
x−y(a
′)−(ξ) dξ
)
dy
≤ C + C
∫ 1
0
∫ x
x−y
(a′(ξ))− dξ
(x− y)α
yα
f(y) dy
≤ C + C
∫ x
x−1
(a′)−(ξ)
∫ 1
x−ξ
f(y)
yα
(x− y)α dy dξ
≤ C + Cxα
∫ x
x−1
(a′)−(ξ)
1
(x − ξ)α dξ .
(52)
As a consequence, we obtain
(a′)−(x) ≤ C
x
+
C
x1−α
∫ x
x−1
(a′)−(ξ)
1
(x− ξ)α dξ
and with F (x) :=
∫ x+1
x (a
′)−(y) dy it follows
F (x) ≤ C
x
+
C
x1−α
∫ x+1
x
∫ ξ
ξ−1
(a′)−(y)
(ξ − y)α dy dξ
≤ C
x
+
C
x1−α
∫ x+1
x−1
(a′)−(y)
∫ max(x+1,y+1)
max(x,y)
1
(ξ − y)α dξ dy
≤ C
x
+
C
x1−α
F (x− 1) + C
x1−α
F (x) .
(53)
If x ≥ R where C/R1−α ≤ 12 we have found that
F (x) ≤ C
x
+
1
2
F (x− 1) for all x ≥ R . (54)
Since a ∈ BVloc we can assume that F (R − 1) < ∞. Hence iterating (49) gives the desired
result.
In order to derive (53) rigorously we have to work with the weak formulation of (48). Mul-
tiplying with a test function φ ∈ C10 (R,∞) with sufficiently large R ≥ 1, we find
−
∫ ∞
0
x2f(x)φ′(x) dx =
∫ ∞
0
∫ ∞
0
K(y, z)y
(
φ(y)− φ(y + z))f(y)f(z) dy dz . (55)
19
From [ADM90] we know that
−
∫ ∞
0
x2f(x)φ′(x) dx = −
∫ ∞
0
x2
(
a(x) + xa′(x)
)
f(x)φ(x) dx . (56)
We are going to show that
−
∫ ∞
0
x2f(x)φ′(x) dx ≤ C
∫ ∞
0
x2+αφ(x)f(x) dx+C
∫ ∞
0
(
a′
)
−(ξ)
∫ ξ+1
ξ
x2+αf(x)φ(x)
(x− ξ)α dx dξ .
(57)
Plugging (56) into (57) and absorbing the term
∫
x2a(x)f(x)φ(x) dx into the first term on
the right hand side we obtain
−
∫ ∞
0
x3a′(x)f(x)φ(x) dx ≤ C
∫ ∞
0
x2+αφ(x)f(x) dx
+ C
∫ ∞
0
(
a′
)
−(ξ)
∫ ξ+1
ξ
x2+αf(x)φ(x)
(x− ξ)α dx dξ .
(58)
Given a set A ⊂ R we take (after approximation) φ = χA(x)f(x) , where the support of A is such
that f > 0 on A (cf. Lemma 2.5). Defining
ν(A) :=
∫ ∞
0
(
a′
)
−(ξ)
∫ ξ+1
ξ
x2+αχA(x)
(x− ξ)α dx dξ
we obtain
− x3(a′)(A) ≤ C
∫
A
x2+α dx+ ν(A) . (59)
We also know that given A there exists A± such that
(
a′
)
+
(A−) = 0,
(
a′
)
−(A+) = 0 and(
a′
)
+
(A ∩A+) =
(
a′
)
+
(A),
(
a′
)
−(A ∩A−) =
(
a′
)
−(A). Then we deduce from (59) that
x3
(
a′
)
−(A) ≤ C
∫
A
x2+α dx+ ν(A) (60)
and by choosing A = [x¯, x¯+ 1] we obtain
∫ x¯+1
x¯
(
a′
)
−(ξ) dξ ≤
C
x¯
+
C
x¯3
∫ ∞
0
(
a′
)
−(ξ)
∫ max(ξ+1,x¯+1)
max(ξ,x¯)
x2+α
(x− ξ)α dx dξ
≤ C
x¯
+
C
x¯1−α
∫
[x¯−1,x¯+1]
(
a′
)
−(ξ) dξ ,
which is just (53).
It remains to prove (57). To that aim we rewrite the right hand side of (55) as
∫ ∞
0
dy
∫ ∞
1
dz · · ·+
∫ ∞
0
dy
∫ 1
0
dz · · · =: (I) + (II) .
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Due to the properties of φ and K we have
|(I)| ≤ C
∫ ∞
0
y1+αf(y)φ(y) dy ≤ C
∫ ∞
0
y2f(y)φ(y) dy .
We rewrite the second term as
(II) =
∫ ∞
0
∫ 1
0
f(y)f(z)
[
yK(y, z)φ(y) − (y − z)K(y − z, z)φ(y)] dz dy
+
∫ ∞
0
∫ 1
0
f(y)f(z)
[
(y − z)K(y − z, z)φ(y) − yK(y, z)φ(y + z)] dz dy
=: (II)a + (II)b .
Due to (7), (13) and the properties of φ we can estimate
∣∣(II)a∣∣ ≤ C
∫ ∞
0
f(y)φ(y)yα
∫ 1
0
f(z)z1−α dz dy ≤ C
∫ ∞
0
y2f(y)φ(y) dy .
As before in the formal argument we have the estimate
f(y)
f(y + z)
= eza(z)ey(a(y+z)−a(y)) ≥ exp
(
− y
∫ y+z
y
(
a′
)
−(ξ) dξ
)
≥ 1− y
∫ y+z
y
(
a′
)
−(ξ) dξ .
(61)
After a change of variables the term (II)b can be estimated as
(II)b =
∫ ∞
0
∫ 1
0
f(z)
(
f(y + z)− f(y))yK(y, z)φ(y + z) dz dy
≤
∫ ∞
0
∫ 1
0
f(z)f(y + z)y2K(y, z)φ(y + z)
∫ y+z
y
(
a′
)
−(ξ) dξ dz dy
=
∫ ∞
0
∫ 1
0
f(z)f(y)(y − z)2K(y − z, z)φ(y)
∫ y
y−z
(
a′
)
−(ξ) dξ dz dy
=
∫ ∞
0
(
a′
)
−(ξ)
∫ ξ+1
ξ
f(y)φ(y)
∫ 1
y−ξ
f(z)(y − z)2K(y − z, z) dz dy dξ
≤ C
∫ ∞
0
(
a′
)
−(ξ)
∫ ξ+1
ξ
y2+α(y − ξ)−αf(y)φ(y) dy dξ
and this implies (57).
Strictly speaking in the previous argument we have been adding and subtracting a term that
is possibly infinity due to divergences as z → 0. This difficulty can be removed, by integrating
z over the interval (ε, 1) first, performing all the operations and finally let ε→ 0.
4.2 The limit 1
x
log 1
f(x)
exists
Lemma 4.3. (Doubling Lemma) There exist R,C > 0 such that for x ≥ R we have
a(X)− a(x) ≤ log
(
C(X + 1)
)
X
for X = 2x− 2 .
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Proof. From Lemma 4.1 we have
a(y) ≤ a(x) + C
x
(
1 + (x− y)) for y ∈ [x/2, x]
and the same inequality for z ∈ [x/2, x].
The lower bound on the kernel (6) implies that for sufficiently large x we have K ≥ k0 in
[x− 1, x]2. Then we obtain, using (4), for X = 2x− 2 that
1 ≥ C
X2
∫
y∈[x−1,x]
dy
∫
z∈[x−1,x]
dz yeXa(X)−ya(y)−za(z)
≥ C
X
∫
y∈[x−1,x]
dy
∫
z∈[x−1,x]
dz eXa(X)−(y+z)a(x)−
C
x
(y+z)
≥ C
X
∫
y∈[x−1,x]
dy
∫
z∈[x−1,x]
dz eX(a(X)−a(x))−C .
(62)
As a consequence, we find
eX(a(X)−a(x))−C ≤ CX
and the statement of the Lemma follows.
We define
Mδ(x) = max
δx≤y≤x
a(y) .
We obviously have
lim sup
x→∞
a(x) = lim sup
x→∞
Mδ(x) .
For the following we assume that for some θ ∈ (0, 1)
K(y, x− y) ≥ k0 for y ∈ [θx, (1− θ)x] . (63)
Observe that this follows from (6) for θ ≥ (1− κ)/2.
Lemma 4.4. (Flatness Lemma) Given δ > 0 there exist for all ε > 0 and η > 0 numbers R
and σ such that the following holds: if a(x) ≥Mδ(x)− σ with x ≥ R, then a(y) ≥Mδ(x)− η
for all y ∈ ((θ + ε)x, (1 − (θ + ε))x].
Proof. By definition we have that a(y) ≤Mδ(x) for all y ∈ [δx, x]. Then (4) implies that
1 ≥ 1
x2
∫ x
δx
∫ ∞
x−y
K(y, z)yexa(x)−yMδ(x)−za(z) dz dy . (64)
Assume that the statement of the Lemma is not true. Then, given η > 0, there exists
z∗ ∈ [(θ + ε)x, (1 − (θ + ε))x] such that a(z∗) < Mδ(x) − η. By Lemma 4.1 there exists
x∗ ∈ [z∗(1 + ε/4), (1 + 3ε/4)z∗] =: I such that
a(z) ≤ a(x∗) + C
x∗
≤ a(z∗) + C
x∗
(1 + (z∗ − x∗)) < Mδ(x)− η + C
x∗
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for all z ∈ [x∗ − 1, x∗] ∩ I.
Next, we notice that [x∗ − 1, x∗] ⊆ [θx, (1− θ)x] for sufficiently large x. This follows since
x∗ − 1 ≥ z∗(1 + ε/4) ≥ (θ + ε)(1 + ε/4)x − 1 ≥ θx
and
x∗ ≤ z∗(1 + 3ε/4) ≤ (1− (θ + ε))(1 + 3ε/4)x ≤ (1− θ)x
if x is sufficiently large.
In addition we have, if z ≥ x∗ − 1/2 and if x is sufficiently large that x− z + 1 ≤ 1+κ1−κz.
Thus, we can estimate the right hand side of (64) further via
1 ≥ c
x
∫ x∗
x∗−1/2
∫ x+1−z
x−z
ex(Mδ(x)−σ)−yMδ(x)−z(Mδ(x)−η) dy dz
≥ c
x
∫ x∗
x∗−1/2
e−xσ+ηz
∫ x+1−z
x−z
eMδ(x)(x−(y+z)) dy dz
≥ c
x
e−α2e−xσ+ηθx .
(65)
Choosing σ = ηθ/2 we obtain eηθx/2 ≤ Cx which gives a contradiction for sufficiently large
x.
Proposition 4.5. If θ < 1/3 or equivalently κ > 1/3, the limit of a(x) as x→∞ exists.
Proof. We assume that
b∗ := lim sup
x→∞
a(x) > a∗ := lim inf
x→∞ a(x)
and let ε = (b∗ − a∗)/10.
Claim 1:
There exists β > 0 such that if xn = 2 + β2
n, we have a(xn) ≤ a∗ + 2ε.
Indeed, the doubling Lemma 4.3 implies that we have a(xn+1)−a(xn) ≤ 1√xn . The definition
of a∗ implies that there exists x0 such that a(x0) = a(2 + β) < a∗+ ε. Then a(xn)− a(x0) =∑n
i=1 a(xi)− a(xi−1) ≤
∑n
i
1
β2i
≤ 2β and thus a(xn) ≤ a∗ + ε+ C√x0 ≤ a∗ + 2ε for sufficiently
large β which proves Claim 1.
Claim 2:
There exists (x¯n) such that a(x¯n) ≥Mδ(x¯n)− σ with Mδ(x¯n) ≥ b∗ − ε.
First notice that for sufficiently large x we have Mδ(x) ≤ b∗ + σ4 .
Next, since a is continuous there exists x∗n with a(x∗n) < b∗ − σ2 . We define x¯n := inf{x >
x∗n : a(x¯n) = b∗ − σ2}. Then
a(x¯n) = b
∗ − σ
2
> Mδ(x¯n)− σ
4
− σ
2
> Mδ(x¯n)− σ .
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Since Mδ(x¯n) ≥ a(x¯n) we have Mδ(x¯n) ≥ b∗ − σ2 ≥ b∗ − ε.
We can now apply the flatness Lemma 4.4 to conclude that
a(y) ≥Mδ(x¯n)− η ≥Mδ(x¯n)− 2ε for all y ∈ [(θ + ε)x¯n, (1− (θ + ε))x¯n] .
If we can choose m ∈ N such that xm ∈ [(θ+ ε)x¯n, (1− (θ+ ε))x¯n] we obtain a contradiction.
This is possible if (1 − (θ + ε))x¯n > 2(θ + ε)x¯n. Since ε > 0 is arbitrary, this is satisfied for
1− θ > 2θ, hence for θ < 1/3.
5 The prefactor
5.1 Existence of the prefactor
The function u defined in (8) satisfies the equation
x2u(x) =
∫ x
0
∫ ∞
x−y
yK(y, z)u(y)u(z)ea
∗(x−(y+z)) dz dy . (66)
As explained in the introduction we need to assume from now on thatK is uniformly bounded
below, that is K satisfies (6) with κ = 1.
We start with a consequence of the proof of Lemma 2.3 that gives that u has infinite first
moment.
Lemma 5.1. The integral
∫∞
0 xu(x) dx is not finite.
Proof. This is just the observation that (66) implies
x2u(x) ≤
∫ x
0
∫ ∞
x−y
yK(y, z)u(y)u(z) dz dy .
If we assume that
∫∞
0 xu(x) dx <∞, we can apply the proof of Lemma 2.3 to u(x) and obtain
exponential decay of u. But this contradicts the definition of a∗.
Lemma 5.2. For any A ≥ 1 there exists a constant CA > 0 such that
1
R
∫ AR
1
u(x) dx ≤ CA for R ≥ 2
a∗
.
Proof. We denote U(q) =
∫∞
1 e
−qxu(x) dx which is well-defined for all q > 0. Then (66)
implies
− ∂qU(q) =
∫ ∞
0
∫ ∞
0
K(y, z)yu(y)u(z)e−a
∗(y+z)
{∫ max(1,y+z)
max(1,y)
1
x
e(a
∗−q)x dx
}
dy dz . (67)
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Symmetrizing and using the uniform lower bound on K we find for q ≤ a∗/2 that
−∂qU(q) ≥
∫ ∞
1
∫ ∞
1
K(y, z)u(y)u(z)e−a
∗(y+z) y
y + z
1
a∗−q
(
e(a
∗−q)(y+z) − e(a∗−q)y
)
dy dz
≥ c
∫ ∞
1
∫ ∞
1
u(y)u(z)e−q(y+z)
(
1− y
y + z
e−(a
∗−q)z − z
y + z
e−(a
∗−q)y
)
dy dz
≥ cU2(q) ,
(68)
where the last inequality follows since 1 − yy+z e−(a
∗−q)z − zy+z e−(a
∗−q)y ≥ c > 0 for y, z ≥ 1
and q ∈ [0, a∗/2]. Integrating inequality (68) we find
1
U(q)
≤ 1
U(q0)
+ c(q − q0) for 0 < q < q0 ≤ a
∗
2
.
If 1/U(q0)−cq0 < 0 it follows that there exists 0 < q∗ ≤ q0 such that 1/U(q∗) ≤ 0 which gives
a contradiction to the fact that U is well-defined for all q > 0. Since q0 ≤ a∗2 was arbitrary it
follows that U(q) ≤ C/q for all q ≤ a∗/2 and thus
∫ AR
1
e−qxu(x) dx ≤ C
q
for all q ∈
(
0,
a∗
2
]
.
Choosing q = 1R the statement of the Lemma follows.
Corollary 5.3. Let uR(x) := u(Rx). Then there exists a sequence Rj with Rj → ∞ and
a nonnegative measure µ ∈ M+(0,∞) such that uRj ⇀ µ on any compact subset of (0,∞).
Furthermore we have ∫
(0,∞)
e−qyµ(y) dy ≤ C
q
for all q > 0 (69)
and consequently ∫
(0,x]
µ(y) dy ≤ Cx for all x > 0 . (70)
Lemma 5.4. There exists a constant C > 0 such that µ satisfies
Cx ≤
∫
(0,x]
µ(x) dx for all x > 0 . (71)
Proof. Our goal is to derive a uniform lower bound on averages of u via uniform lower bounds
on U . To that aim we define V (q) :=
∫∞
1 x
−αu(x)e−qx dx.
Step 1: We claim for U as in Lemma 5.2, that
− ∂qU(q) ≤ K1
(
UV
1
1−α + U + 1
)
for q ∈
(
0,
a∗
2
]
. (72)
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We recall (67) from Lemma 5.2 and split the integral on the right hand side into the following
parts:
∫ ∞
1
dy
∫ ∞
1
dz · · ·+
∫ 1
0
dy
∫ ∞
1
dz · · ·+
∫ ∞
1
dy
∫ 1
0
dz · · · +
∫ 1
0
dy
∫ 1
0
dz . . .
=: (I) + (II) + (III) + (IV ) .
Using Ho¨lders inequality, we find
|(I)| ≤ C
∫ ∞
1
∫ ∞
1
((y
z
)α
+
(z
y
)α)
u(y)u(z)e−q(y+z) dy dz
≤ CV (q)
∫ ∞
1
zαu(z)e−qz dz
≤ |∂qU |α|U |1−α|V | ≤ ε|∂qU |+Cε|U ||V |
1
1−α .
(73)
Next, using (13), we have
|(II)| ≤ C
∫ 1
0
∫ ∞
1
y1−αu(y)zαu(z)e−a
∗(y+z)
∫ y+z
1
e(a
∗−q)x
x
dx dz dy
≤ C
∫ ∞
1
zαu(z)
e−qz
z
dz ≤ CU .
(74)
Similarly we estimate
|(III)| ≤
∫ ∞
1
∫ 1
0
y1+αz−αu(y)u(z)e−a
∗(y+z)
∫ y+z
y
e(a
∗−q)x
x
dx dz dy
≤ C
∫ ∞
1
∫ 1
0
y1+αz−αu(y)u(z)e−a
∗(y+z) z
y
e(a
∗−q)y dz dy
≤ C
∫ ∞
1
yαu(y)e−qy dy
≤ ε|∂qU(q)|+ Cε|U(q)| .
(75)
Finally, we have
|(IV )| ≤ C
∫ 1
0
∫ 1
0
u(y)u(z)y1−αz−α
{∫ max(1,y+z)
1
e(a
∗−q)x
x
dx
}
e−a
∗(y+z) dy dz
≤ C
∫ 1
0
∫ 1
0
u(y)u(z)y1−αz1−α dy dz ≤ C
(76)
and (72) follows from (73)-(76), noticing that |∂qU(q)| = −∂qU(q).
Step 2: There exists K2 > 0 such that
V (q) ≤ K2
q1−α
for all q ∈
(
0,
a∗
2
]
. (77)
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Indeed, the definition of V implies that for q > qˆ > 0
|V (q)− V (qˆ)| ≤
∣∣∣
∫ ∞
1
y−αu(y)
(
e−qy − e−qˆy
)
dy
∣∣∣
≤ |q − qˆ|α
∣∣∣
∫ ∞
1
((q − qˆ)y)−α
(
1− e−y(q−qˆ)
)
e−qˆyu(y) dy
≤ K3|q − qˆ|αU(qˆ) .
(78)
Recall that we have proved in Lemma 5.2 that U(q) ≤ C/q for q ∈ (0, a∗/2]. Thus, we obtain
for qˆ = 2−(n+1) and q = 2−n that
V
(
2−(n+1)
) ≤ V (2−n) + C2n2−(n+1)α
and iterating this formula we find
V
(
2−(n+1)
) ≤ C(1 +
n∑
i=1
2i(1−α)
)
≤ C2(n+1)(1−α)
and this proves (77).
Step 3: We claim that there exists C > 0 such that
U(q) ≥ C
q
for all q ∈
(
0,
a∗
2
]
. (79)
Suppose that (79) is not true. Then, given an arbitrarily small ε > 0, there exists q∗ ∈
(
0, a
∗
2
]
such that U(q∗) ≤ εq∗ . We can assume without loss of generality that U ≥ 1.
Integrating (72) and using (77) we find
U
(q
2
)
≤ U(q) exp
(
K1K2
1
1−α ln 2
)
(80)
for all q ∈
(
0, q
∗
2
]
. For the following let K := max
(
K1,K2,K3, exp
(
K1K
1
1−α
2 ln 2
))
.
It follows in particular from (80) that
U
(q∗
2
)
≤ 1q∗
2
ε
2
K . (81)
Estimate (78) also implies that
V
(q∗
2
)
≤ V (q∗) +K(q∗
2
)α
U
(q∗
2
) ≤ (q∗
2
)α−1( K
21−α
+K2
ε
2
)
. (82)
We can find θ > 1 such that for sufficiently small ε
K
21−α
+
ε
2
K2 exp
(
K
∞∑
i=0
θ−
i
1−α
)
≤ K
θ
. (83)
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We can now prove by induction that
V
( q∗
2n
)
≤ K
θn
( q∗
2n
)α−1
(84)
and
U
( q∗
2n
)
≤
( q∗
2n
)−1 ε
2n
exp
(
K
n∑
i=0
θ−
i
1−α
)
. (85)
In fact, (85) for n = 1 follows from (81) and (84) from (82) and (83). To go from n to n+ 1
we we use (78), (80) and (83) to obtain, assuming θ < 2, that
V
( q∗
2n+1
)
≤ V
( q∗
2n
)
+K
( q∗
2n+1
)α
U
( q∗
2n
)
≤ K
θn
( q∗
2n
)α−1
+K2
( q
2n+1
)α−1 ε
2n+1
exp
(
K
n∑
i=0
θ−
i
1−α
)
=
( q∗
2n+1
)α−1 1
θn
( K
21−α
+
ε
2
K2 exp
(
K
n∑
i=0
θ−
i
1−α
)
≤
( q∗
2n+1
)α−1K
θn
.
(86)
Going back with (86) to (72) we find
U
( q∗
2n+1
)
≤ U
( q∗
2n
)
exp
(
Kθ−(n+1)/(1−α)
)
≤
( q∗
2n
)−1 ε
2n+1
exp
(
K
n+1∑
i=0
θ−i/(1−α)
)
.
(87)
Thus, (86) and (87) prove (84) and (85). In particular, we have a constant C > 0 such that
U(q∗/2n) ≤ Cq∗ which gives a uniform bound on U . As a consequence of (72) we also get a
uniform bound on |∂qU | and thus a contradiction to Lemma 5.1. This finishes the proof of
(79).
Step 4: We show that ∫ BR
1
u(x) dx ≥ cR (88)
for sufficiently large B from which the claim of the Lemma follows. Indeed, choosing q = 1R
in (79) gives
R ≤
∫ BR
1
e−
x
Ru(x) dx +
∫ ∞
BR
e−
x
Ru(x) dx .
On the other hand, using Lemma 5.2, we have
∫ ∞
BR
e−
x
Ru(x) dx ≤
∞∑
n=0
∫ 2n+1BR
2nBR
e−
x
Ru(x) dx
≤
∞∑
n=0
e−2
nB
∫ 2n+1BR
2nBR
u(x) dx ≤ R
∞∑
n=0
B2ne−2
nB .
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Since
∑∞
n=0B2
ne−2
nB < 12 for sufficiently large B estimate (88) follows.
finally, the lower bound in (71) is a consequence of (88).
Lemma 5.5. µ is a weak solution to (9).
Proof. Equation (9) means that for φ ∈ C0([0,∞)) it holds
∫ ∞
0
x2φ(x)µ(x) dx =
1
a∗
∫ ∞
0
∫ ∞
0
K(x, y)yµ(x)µ(y)φ(x + y) dx dy . (89)
We now take φ ∈ C10([0,∞)). From (66) we deduce that uR satisfies
x2uR(x) =
1
R2
∫ Rx
0
∫ ∞
Rx−y
K(y, z)yu(y)u(z)ea
∗(Rx−(y+z)) dz dy
= R
∫ x
0
∫ ∞
x−y
K(y, z)yuR(y)uR(z)e
a∗R(x−(y+z)) dz dy .
(90)
Hence, ∫ ∞
0
x2uR(x)φ(x) dx =
∫ ∞
0
∫ ∞
0
K(y, z)yuR(y)uR(z)ψR(y, z) dy dz (91)
with
ψR(y, z) := R
∫ y+z
y
φ(x)ea
∗R(x−(y+z)) dx . (92)
The function ψR satisfies
|ψR(y, z)| ≤ ‖φ‖L∞Rz (93)
and
ψR(y, z) =
1
a∗
∫ a∗Rz
0
φ
(
y+z− ξ
a∗R
)
e−ξ dξ → 1
a∗
φ(y+z) as R→∞ for all y, z > 0 . (94)
Furthermore
∣∣∣ψR(y, z)− 1
a∗
φ(y + z)
∣∣∣ ≤
∣∣∣ 1
a∗
∫ a∗Rz
0
[
φ
(
y + z − ξ
a∗R
)
− φ(y + z)
]
e−ξ dξ
∣∣∣
+
∣∣∣
∫ ∞
a∗Rz
φ(y + z)
a∗
e−ξ dξ
∣∣∣
≤ ‖φ′‖L∞
∫ a∗Rz
0
ξ
a∗R
e−ξ dξ + ‖φ‖L∞e−a∗Rz
≤ ‖φ′‖L∞C
R
+ ‖φ‖L∞e−a∗Rz .
(95)
For a large constant L we split the integral on the right hand side of (91) into the parts
∫ ∞
0
dy
∫ L/R
0
dz · · · +
∫ ∞
0
dy
∫ ∞
L/R
dz · · · =: (I) + (II) .
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We recall that due to (13) we have
∫ L
0 x
1−αu(x) dx ≤ CL. Hence
∫ L/R
0
x1−αuR(x) dx = Rα−2
∫ L
0
x1−αu(x) dx ≤ CL
R2−α
. (96)
Second, Lemma 5.2 implies
∫ A
L/R uR(x) dx ≤ C. Hence uRχ{x≥L/R} ⇀ µ on [0, A]. Combining
this with properties (93)-(95) and (5) we find
|(I)| ≤ CR
∫ L/R
0
uR(z)z
1−α dz ≤ CL
R1−α
→ 0 as R→∞ for fixed L (97)
and
lim sup
R→∞
∣∣∣(II)−
∫ ∞
0
∫ ∞
0
K(y, z)yµ(y)µ(z)
1
a∗
ψ(y + z) dy dz
∣∣∣ ≤ Ce−a∗L . (98)
Since L was arbitrary the desired result follows.
5.2 Uniqueness of the prefactor
In this section we are going to show that under additional assumptions on the kernel K the
solution to (9) is unique.
Lemma 5.6. Let K satisfy the assumptions of Theorem 1.4. Then, if ε > 0 is sufficiently
small, the only solution to (9) that satisfies (70) and (71) is the constant one, i.e. µ ≡ µ0 :=
2a∗/
∫ 1
0 K(s, 1− s) ds.
Proof. Our proof is somewhat similar in spirit, though simpler, as the proof of uniqueness of
self-similar solutions to the coagulation equation with kernels satisfying (10) and (11). We
can assume without loss of generality that 2a∗ = 1 such that |µ0 − 1| ≤ Cε. We introduce
the Laplace-transform of µ via
U˜(q) =
∫
(0,∞)
e−qxµ(x) dx , q > 0 .
Using the usual dyadic decomposition we can derive from (70) that
∫ x
0
y−αµ(y) dy ≤ Cx1−α for all x > 0 . (99)
Furthermore, U˜ satisfies the equation
− ∂qU˜ = U˜2 +
∫ ∞
0
∫ ∞
0
(
K(x, y)− 1
)
e−q(x+y)µ(x)µ(y) dx dy =: U˜2 +M . (100)
We first estimate M. By symmetry, using assumption (10), we have
M≤ Cε
∫ ∞
0
∫ x/2
0
(x
y
)α
µ(x− y)µ(y)e−qx dy dx .
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For any R > 0 we estimate, using (70) and (99),
∫ 2R
R
∫ x/2
0
(x
y
)α
µ(x− y)µ(y) dy dx =
∫ R
0
∫ 2R
max(R,2y)
(x
y
)α
µ(x− y)µ(y) dx dy
≤ CRα
∫ R
0
µ(y)
yα
dy
∫ 2R
0
µ(x) dx ≤ CR2 .
and this implies
M≤ Cε
∞∑
n=−∞
∫ 2n+1
2n
e−qx
∫ x/2
0
(x
y
)α
µ(x− y)µ(y) dy dx
≤ Cε
∞∑
n=−∞
e−q2
n(
2n
)2 ≤ Cε
q2
.
(101)
Next, we claim that ∣∣∣U˜(q)− 1
q
∣∣∣ ≤ Cε
q
for all q > 0 . (102)
Suppose otherwise. Then there exists for any arbitrarily large K a number q∗ > 0 such that
|U˜ (q∗)− 1q∗ | > Kεq∗ . Define G(x) := q∗U(q∗x) such that
−∂xG(x) = G(x)2 +O
( ε
x2
)
and |G(1) − 1| ≥ Kε .
Let G¯ be the solution of −∂xG¯ = G¯2 with G¯(1) = G(1), that is G¯(x) = G(1)1+G(1)(x−1) and
G¯(1/2) = 2G(1)2−G(1) . By the standard theory of differential equations we find |G(1/2)−G¯(1/2)| ≤
Cε and thus
∣∣G(1/2) − 2∣∣ ≥
∣∣∣ 2G(1)
2−G(1) − 2
∣∣∣− Cε = 4|2−G(1)| |G(1) − 1| − Cε .
If G(1) ≥ 2 we get immediately a contradiction to the fact that U˜(q) is defined for all q > 0.
On the other hand, we know that G(1) ≥ c1 > 0. Hence we obtain that
∣∣G(1/2) − 2∣∣ ≥ θ|G(1)− 1| for some θ > 2 ,
if K is sufficiently large. Thus, we have obtained
∣∣∣U
(q∗
2
)
− 1q∗
2
∣∣∣ > θ
2
Kε
q∗
2
.
We can iterate the argument to get
∣∣∣U
( q∗
2n
)
− 1q∗
2n
∣∣∣ >
(θ
2
)nKε
q∗
2n
,
which gives again a contradiction since θ/2 > 1. Hence, we have proved (102).
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To proceed we introduce
ν(x) := µ(x)− µ0 with µ0 = 1∫ 1
0 K(s, 1− s) dx
and
V (q) =
∫ ∞
0
e−qxν(x) dx .
Since
xν(x) = 2µ0
∫ x
0
K(y, x− y)ν(y) dy +
∫ x
0
K(y, x− y)ν(x− y)ν(y) dy
we find
−∂qV = 2µ0
q
V + 2µ0
∫ ∞
0
e−qx
∫ x
0
(
K(y, x− y)− 1
)
ν(y) dy dx
+
∫ ∞
0
e−qx
∫ x
0
K(y, x− y)ν(x− y)ν(y) dy dx .
Integrating this equation gives
q2µ0V (q) = −2µ0
∫ q
0
η2µ0
∫ ∞
0
e−ηx
∫ x
0
((
K(y, x− y)− 1)ν(y)
+K(y, x− y)ν(x− y)ν(y)
)
dy dx dη .
(103)
We introduce the norm
‖V ‖ := sup
q>0
|qV (q)| (104)
such that |µ0 − 1| ≤ Cε and (102) imply ‖V ‖ ≤ Cε. Next, we claim that
sup
q>0
∣∣∣q
∫ q
0
(η
q
)2µ0 ∫ ∞
0
e−ηx
∫ x
0
(
K(y, x− y)− 1)ν(y) dy dx dη
∣∣∣ ≤ Cε‖V ‖ (105)
and
sup
q>0
∣∣∣q
∫ q
0
(η
q
)2µ0 ∫ ∞
0
e−ηx
∫ x
0
K(y, x− y)ν(x− y)ν(y) dy dx dη
∣∣∣ ≤ Cε‖V ‖2 . (106)
Then, (105), (103) and (106) imply
‖V ‖ ≤ Cε‖V ‖+ C‖V ‖2
and since ‖V ‖ ≤ Cε it follows that V = 0 if ε is sufficiently small.
It remains to prove (105) and (106) which we will do by contradiction. By scaling we can
assume that ε = 1. To prove (105) we thus assume that there exist sequences (qn), (νn) and
(Kn) such that |qnV (qn)| → 0 as n→∞ while
∣∣∣qn
∫ qn
0
( η
qn
)2µ0 ∫ ∞
0
e−ηx
∫ x
0
(
Kn(y, x− y)− 1
)
νn(y) dy dx dη
∣∣∣ ≥ 1 . (107)
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By assumption (11) we can assume that there exists K = K(x, y) such that Kn → K locally
uniformly on (0,∞)2 and K satisfies the same bounds as Kn. We change variables in (107),
such that xˆ = qnx, yˆ = qny and ηˆ = η/qn, define νˆn(yˆ) = νn(y) and obtain, dropping the
hats in the notation, that (107) turns into
∣∣∣
∫ 1
0
η2µ0
∫ ∞
0
e−ηx
∫ x
0
(
Kn(y, x− y)− 1
)
νn(y) dy dx dη
∣∣∣ ≥ 1 . (108)
Changing the order of integration (108) gives
∣∣∣
∫ ∞
0
νn(y)
∫ ∞
y
∫ 1
0
e−ηxη2µ0
(
Kn(y, x− y)− 1
)
dη dx dy
∣∣∣ ≥ 1 . (109)
If we define φ(x) :=
∫ 1
0 e
−ηxη2µ0 dη we have that φ ∈ C0(0,∞)∩L∞(0,∞) with φ(x) ≤ C
x1+2µ0
as x→∞. The bound (10) then implies that for ψn(y) :=
∫∞
y φ(x)
(
Kn(y, x− y)− 1
)
dx we
have ψn(y) ≤ Cyα for y ≥ 1, ψn(y) ≤ Cy2µ0 for y ≥ 1 and that ψn → ψ locally uniformly on
(0,∞).
By assumption qnV (qn)→ 0. This means, after using the rescaling above, that νn ⇀ 0 as n→
∞. The bounds on νn and ψn and the fact that 2µ0 ≥ 2−Cε imply that
∫∞
0 ψn(y)νn(y) dy → 0
which gives a contradiction to (109) and finishes the proof of (105).
The proof of (106) follows similarly and we omit the details here.
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