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Many structures undergo forced vibration due to moving loads: bridges, railway and subway tracks, 
aircraft carrier decks, etc.  Many of these structures are also subjected to various types of thermal 
loading.  Currently, there are limited or no analytical or experimental methods for analyzing the 
combined effects of the mechanically induced vibrations and thermal loads on complicated 
structures such as plates and curved beams with moving loads.  Instead, it is more preferable to 
analyze such problems by numerically discretizing the spatial portion of the equations of motion 
using Finite Elements and the temporal portion with a numerical time stepping algorithm.  The 
preferred time discretization method presented here is the GSSSS framework of algorithms in 
conjunction with the Finite Element method.  This research will focus on: 1.) Developing a 
procedure for solving the dynamic response of structures undergoing forced vibration due to 
moving loads, 2.) Applying this procedure to curved beam structures, and 3.) Analyzing effects of 
the moving loads and thermal loads on the combined dynamic response of curved beams and flat 
plates.  These developments provide a baseline for future research in the areas of combined transient 
thermo-mechanical problems using the GSSSS family of algorithms.  
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1. Chapter 1: Introduction 
 
Of particular interest to engineers are the dynamic effects of moving loads on structural elements.   
Such systems are most commonly applied to, but not limited to, the transient responses of bridges 
subjected to the vehicles moving along the road deck, trains moving along the tracks, and an aircraft 
landing on an aircraft carrier, etc.  In order for engineers to design the safest possible structures, 
the worst case loading conditions must be known.  Previous attempts to analytically, 
experimentally, and numerically study structural elements with moving loads are modeled as either 
straight beams or flat plates.  From these studies, it is well known that dynamic loading effects vary 
greatly when compared to the simple static loading cases.   
 
Analytical solutions are difficult to obtain and show variations in error based on the mathematical 
model for the moving mass and the magnitude of the load.  Jiang [11] shows that two analytical 
methods, MRRM and MME, show relatively good results for the maximum deflection in a simply 
supported beam.  However, they show inconsistent time histories of the vertical displacement as 
well as inconsistent error as a function of the velocity of the moving load.  Even though these 
methods appear as a good methodology for solving these engineering problems, they are limited to 
simple 1D beam models.  They cannot be practically applied to a 3D structure like an aircraft carrier 
deck or bridge. 
  11 
 
Experiments can provide accurate and useful information, but they too have limitations.  Large 
scale measurements, such as those by Green and Cebon [8], show good results for displacements 
at various locations along the span.  Unfortunately before these large scale measurements are taken, 
the structure must be completely constructed.  For a designer, this is not practical or economical.   
Bilello [3] created a small scale experimental method for overcoming the difficulties of high cost 
and long lead times of full scale tests.  The small scale tests also show good results for the time 
histories of displacement along the beam.  It is unknown how good these small scale experiments 
scale up to full scale as the complexity of the structure increases.  They also do not provide a 
designer the ability to rapidly change the model parameters and recreate the results. 
 
Numerical methods are preferred for solving structural dynamic problems.  In the present study, 
the special discretization is conducted using the Bubnov-Galerkin Finite Element (FE) method .  
FE has been shown to be effective for solving the forced vibrations of beams due to moving loads.  
Primarily, most research has focused on straight beams and flat plates [11,15,21,23].  These studies 
have shown that FE continually shows expected results for simple cases as compared to analytical 
and experimental methods. 
 
Only one previously published paper has focused on the forced vibration of curved beams by 
moving loads [20].  This research focused on the application of exact curved beam elements and 
straight beam elements.  The authors came to the conclusion that straight beam elements are 
sufficient enough for solving these forced vibration problems.  The examples shown in this paper 
show some inconsistencies in the transient solutions.  The time histories of various points on the 
beam experience some form of damping during the free vibration after the force is no longer on the 
beam even though damping has not been incorporated in the derivation of the FE equations.  This 
  12 
paper also claims that the maximum absolute vertical deflection of the beam goes to zero as the 
speed of the mass is increased.  This phenomenon contradicts all the previously published results 
for straight beams and flat plates. 
 
This research lays out a method for solving both straight and curved beam problems. FE is used to 
discretize the Timoshenko beam equations in space and uses the Midpoint-Rule with midpoint 
acceleration (MPR-MPA) to discretize the equations of motion in time because of its robustness.  
MPR-MPA is a numerically non-dissipative algorithm [9,17]; hence, no numerical dissipation 
occurs regardless of the chosen time increment and number of time iterations.  Using this algorithm, 
it can be shown that the physics of the problem is not affected by numerical errors or noise.  It is 
shown that the maximum absolute vertical deflection of curved beams increases as a function of 
the speed of the moving load, corresponding with the known physics of straight beams with moving 
loads. 
 
As far as this author knows, no previous research exists to evaluate the effects of combined thermal 
loading with the forced vibration due to a moving load.  It is known that temperature strains can be 
large and therefore must be included in the design.  What is not known is how the magnitude of 
these thermal effects compare to those of the forced vibration results.  A procedure is presented to 
solve the combined loading case using FE and the MPR-MPA algorithm. 
 
Contributions of this Research 
 Define the procedure for using FE and the MPR-MPA algorithm to solve the transient 
responses of structural elements undergoing moving loads. 
  13 
 It is well known what effect the speed of a moving mass has on a straight beam.  
Investigate the effect the radius of curvature of a beam and the speed of the load has on 
the maximum deflection of the beam. 
 The use of FE and the MPR-MPA algorithm to solve the transient coupled effects of 
thermal loading and the speed of a moving load on curved beams. 
 The use of FE and the MPR-MPA algorithm to solve the transient coupled effects of 
thermal loading and the speed of a moving load on flat plates. 
  
  14 
 
2. Chapter 2: Finite Elements for Structural 
Elements in Space and Time 
 
The Finite Element Method (FE) is a well-known numerical discretization technique used to solve 
partial differential equations in space and/or time for complicated engineering and mathematics 
problems.  Structural elements fall into this category of problems that are easily solved using FE.   
Structural elements include beams, frames, and plates among others.  Euler-Bernoulli and 
Timoshenko formulations are used to simplify the linear theory of elasticity to solve beam and 
frame problems.  Likewise, Mindlin-Reissner formulation is used for solving problems involving 
flat plates with transverse loads.  No matter the formulation, FE is widely applied to structures 
undergoing mechanical and thermal loading. 
 
Numerous algorithms exist in order to solve the discretized FE equations of motion.  Two of the 
most widely known second order, linear multistep (LMS) methods are the Newmark method and 
the classical version of the Midpoint Rule with end point acceleration (MPR-EPA).  Each of these 
algorithms falls into the General Single Step Single Solve (GSSSS) framework of algorithms [9] 
along with limitless numbers of other useful and practical optimal algorithms. 
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The following lays out the steps for discretizing space using FE and time using GSSSS framework 
algorithms. 
2.1  Euler-Bernoulli Beam Mass and Stiffness Formulations 
An Euler-Bernoulli (EB) beam is assumed to be a long, slender, homogeneous, straight structural 
member that bends subject to transverse loading.  The governing partial differential equation for a 





߲ݔସ ൌ ௘݂௫௧ሺݔ, ݐሻ (2.1)
The discretization of the above PDE begins by creating a two noded elements with two degrees of 
freedom, ݓ௜ሺݔ, ݐሻ and ߠ௬௜ሺݔ, ݐሻ, at each node.  For an EB beam, shear effects are neglected such 
that the rotations along the beam are defined as 
 ߠ௬௜ሺݔ, ݐሻ ൌ െ߲ݓ௜
ሺݔ, ݐሻ
߲ݔ  (2.2)
The shape functions for an EB beam are known as the Hermite cubic interpolation functions and 
are given by 
 



















The above equations can be rewritten in matrix form as 
 ݓ෥௛ሺݔ, ݐሻ ൌ ۼ܍ሺݔሻܝ܍ሺݐሻ (2.4)
where the element interpolation function ۼ܍ሺݔሻ is defined as 
 ۼ܍ሺݔሻ ൌ ሾ ଵܰሺݔሻ ଶܰሺݔሻ ଷܰሺݔሻ ସܰሺݔሻሿ (2.5)
and the element displacement vector ࢛ࢋሺݐሻ is defined as 
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 ܝ܍ሺݐሻ் ൌ ሾݓଵሺݐሻ ߠ௬ଵሺݐሻ ݓଶሺݐሻ ߠ௬ଶሺݐሻሿ (2.6)
The curvature of the neutral surface of a beam is defined as 
 κ௫ ൌ െ߲
ଶݓ௛ሺݔ, ݐሻ
߲ݔଶ ൌ ሾܤଵሺݔሻ ܤଶሺݔሻ ܤଷሺݔሻ ܤସሺݔሻሿ ܝ
܍ሺݐሻ (2.7)
where ܤ௜ሺݔሻ ൌ డ
మே೔
డ௫^ଶ, such that 
 
ܤଵሺݔሻ ൌ 6ܮ௘ଶ െ
2ݔ





ܤଷሺݔሻ ൌ െ 6ܮ௘ ൅
12ݔ






The curvature can be rewritten in matrix form as 
 ߢ௫௛ሺݔ, ݐሻ ൌ ۰܍ሺݔሻܝ܍ሺݐሻ (2.9)
The element stiffness matrix is given as 





ۍ 12 6ܮ௘ െ12 6ܮ௘6ܮ௘ 4ܮ௘ଶ െ6ܮ௘ 2ܮ௘ଶെ12 െ6ܮ௘ 12 െ6ܮ௘




Assuming that the cross sectional area and density of the element is constant, the consistent element 
mass matrix ۻ܍ሺݔሻ is defined as 






ۍ 156 െ22ܮ௘ 54 13ܮ௘െ22ܮ௘ 4ܮ௘ଶ െ13ܮ௘ െ3ܮ௘ଶ
54 െ13ܮ௘ 156 22ܮ௘






2.1.1  Numerical Examples 
Two numerical examples are used to validate that the stiffness and mass matrices are derived and 
programmed correctly.  The numerical solutions for the static deflection and free vibration of a 
cantilever beam are compared to the exact, analytical solution.  The beam properties are: ܮ ൌ
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25	݅݊, ܣ ൌ 0.2	݅݊ଶ, ܧܫ ൌ 2.5	ݔ	10଺	݈ܾ െ ݅݊ଶ, ߩ ൌ 0.00075	݈ܾ െ ௦మ௜௡ర.  For the analysis of the static 
deflection, a force of െ250	݈ܾ is applied at the tip of the beam.  The exact solution for the maximum 
deflection at the tip of the beam is given by ݓ௠௔௫ ൌ ி௅
య
ଷாூ  [5].  For the analysis of the free vibration 
of the beam, the first two natural frequencies are given by ߱ଵ ൌ ଷ.ହଵ଺௅మ ට
ாூ
஺ఘ 		ܽ݊݀		߱ଶ ൌ 6.2669߱ଵ 
[14].  Table 1 shows that the FE solutions approaches the analytical solution of static deflection 
with just one element because the assumed trial functions approximate the exact analytical solution.  
The natural frequencies calculated using FE approach the analytical solution as the number of 
elements increases as expected. 
   
Elements ࢝࢓࢏࢔ (in) ࣓૚ (rad/s) ࣓૛ (rad/s) 
2 -0.5208333 208.278 1328.344 
3 -0.5208333 219.891 1459.749 
5 -0.5208333 225.548 1468.698 
10 -0.5208333 227.824 1444.642 
15 -0.5208333 228.239 1437.990 
25 -0.5208333 228.452 1434.380 
100 -0.5208333 228.567 1432.525 
Exact -0.5208333 228.575 1432.454 
Table 1: Comparison of the FE transverse tip deflection, ݓ௠௜௡, and the first two natural 
frequencies, ߱ଵ and ߱ଶ for various number of elements. 
 
2.2  Timoshenko Beam Mass and Stiffness Formulations 
Timoshenko beam (TB) theory varies from the classical, BE beam theory because transverse shear 
effects are not neglected in the mathematical model.  This allows for Timoshenko beam theory to 
be used for beams with length to thickness ratios less than 10.  The total rotation along the length 
of the beam is composed of both the slope of the deflection, డ௪ሺ௫,௧ሻడ௫ , and shear rotation, ߛሺݔ, ݐሻ, 
such that 
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 ߠሺݔ, ݐሻ ൌ ߲ݓሺݔ, ݐሻ߲ݔ ൅ ߛሺݔ, ݐሻ (2.12)
Therefore, the bending moment is defined as 
 ܯሺݔ, ݐሻ ൌ ܧܫሺݔሻ ߲ߠ௬߲ݔ  (2.13)
and the shear force is defined as 
 ܳሺݔ, ݐሻ ൌ ߢܩܣሺݔ, ݐሻ ൭߲ݓሺݔ, ݐሻ߲ݔ ൅ ߠ௬ሺݔ, ݐሻ൱ (2.14)
where ߢ is the shear correction factor.  For a rectangular cross section, ߢ ൌ ହ଺. 
 
A Timoshenko beam in dynamic equilibrium is governed by two coupled equations because of the 
two dependent variables, ݓሺݔ, ݐሻ and ߠሺݔ, ݐሻ.  The coupled equations are 
 ߩܣሺݔሻݓሷ ሺݔ, ݐሻ െ ߲߲ݔ ൭ߢܩܣሺݔሻ ൬
߲ݓሺݔ, ݐሻ
߲ݔ ൅ ߠ௬ሺݔ, ݐሻ൰൱ െ ഥ߱ሺݔ, ݐሻ ൌ 0 (2.15)




߲ݔ ቇ ൌ 0 (2.16)
with natural boundary conditions defined as  
 ܯ௅ ൌ ܧܫሺݔሻ ߲ߠ௬߲ݔ ቤ௫ୀ௅
 (2.17)
 ܳ௅ ൌ ߢܩܣሺݔሻ ൬߲ݓ߲ݔ ൅ θ୷൰ฬ௫ୀ௅ (2.18)
and essential boundary conditions defined as  
 ݓ|௫ୀ௫బ ൌ ݓ଴ (2.19)
 ߠ௬ห௫ୀ௫బ ൌ ߠ଴ (2.20)
In order to formulate the FE stiffness and mass matrices for a TB, the first step is to apply the 
Principle of Virtual Work to the equilibrium equations leading to 
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 න ൝ߩܣሺݔሻݓሷ െ ߲߲ݔ ൭ߢܩܣሺݔሻ ൬
߲ݓ
߲ݔ ൅ ߠ௬൰൱ െ ഥ߱ሺݔሻൡ ߜݓ݀Ω ൌ 0ஐ  (2.21)




߲ݔ ቇቋ ߜߠ௬݀Ωஐ ൌ 0 (2.22)
These coupled equations are discretized using the variational method.  The first step is to create 
trial functions ݓ෥௛ሺݔ, ݐሻ and ߠ෨௬௛ሺݔ, ݐሻ  defined as 




 ߠ෨௬௛	ሺݔ, ݐሻ ൌ෍ ௜ܰሺߦሻݓ௜ሺݐሻ
௡
௜ୀଵ
ൌ ࡺఏ೤ሺߦሻࣂ௬௘ ሺݐሻ (2.24)
where ݊ is the number of nodes per element.  A higher order, cubic element is developed here such 
that each element has 4 equally spaced nodes and shape functions defined as 
 ࡺ௪ሺߦሻ ൌ ࡺఏ೤ሺߦሻ ൌ ሾ ଵܰ ଶܰ ଷܰ ସܰሿ (2.25)





 ଶܰ ൌ 2716 ሺߦ െ 1ሻሺߦ ൅ 1ሻ ൬ߦ െ
1
3൰ (2.27)
 ଷܰ ൌ െ2716 ሺߦ െ 1ሻሺߦ ൅ 1ሻ ൬ߦ ൅
1
3൰ (2.28)





 ࢝௘ሺݐሻ ൌ ሾݓଵሺݐሻ ݓଶሺݐሻ ݓଷሺݐሻ ݓସሺݐሻሿ் (2.30)
 ࣂ௬௘ሺݐሻ ൌ ሾߠ௬ଵሺݐሻ ߠ௬ଶሺݐሻ ߠ௬ଷሺݐሻ ߠ௬ସሺݐሻሿ் (2.31)
Combining these equations, the two dependent variables are rewritten as 
 ݓ෥௛ሺߦ, ݐሻ ൌ ࡴ௪ሺߦሻ࢛௘ሺݐሻ (2.32)
 ߠ෨௬௛ ሺߦ, ݐሻ ൌ ࡴఏ೤ሺߦሻ࢛௘ሺݐሻ (2.33)
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The interpolation functions ࡴ௪ሺߦሻ and ࡴఏ೤ሺߦሻ are defined as 
 ࡴ௪ሺߦሻ ൌ ሾܰ௪ 0ሿ (2.34)
 ࡴఏ೤ሺߦሻ ൌ ൣ0 ఏܰ೤൧ (2.35)
The nodal variable vector ࢛௘ሺݐሻ is defined as 
 ࢛௘ሺݐሻ ൌ ሾ࢝௘ሺݐሻ ࣂ௬௘ ሺݐሻሿ் (2.36)
The trial functions can now be rewritten in their final, concise form as 
 ቊݓ෥
௛ሺߦ, ݐሻ




ߠ௬௘ሺݐሻൠ ൌ ࡴ௘ሺߦሻ࢛௘ሺݐሻ (2.37)
where 
 ࡴ௘ሺߦሻ ൌ ቈ
ࡴ௪ሺߦሻ
ࡴఏ೤ሺߦሻ቉ (2.38)
The bending strain gradient matrix is defined as 
 ࡮௕ሺߦሻ ൌ ൥߲ࡴ௘
ఏ೤ሺߦሻ
߲ߦ ൩ (2.39)
Therefore, the bending stiffness matrix is defined as 
 ࡷ௕ ൌ න࡮௕்ஐ ሺߦሻࡰ௕࡮௕ሺߦሻܬሺߦሻ݀ߦ (2.40)
where ࡰ௕ ൌ ܧܫሺݔሻ and ܬሺߦሻ ൌ |ሾܬሿ|.  ሾܬሿ is the Jacobian matrix for the element. 
The shear strain gradient matrix is defined as 




Therefore, the shear stiffness matrix is defined as 
 ࡷ௦ ൌ න࡮௦்
ஐ
ሺߦሻࡳ࢙࡮௦ሺߦሻܬሺߦሻ݀ߦ (2.42)
where ࡳ௦ ൌ ఑஺ሺ௫ሻாଶሺଵାఔሻ. 
The element stiffness matrix is defined as the sum of the bending and shear stiffness matrices, 
  21 
 ࡷ௘ ൌ ࡷ௕ ൅ ࡷ௦ (2.43)
The element mass matrix is defined as 
 ࡹ௘ ൌ නࡴ௘்ሺߦሻ࣋ࡴ௘ሺߦሻܬሺߦሻ݀ߦ
ஐ
 (2.44)
where ࣋ is defined as 
 ࣋ ൌ ൤ߩܣሺݔሻ 00 ߩܫሺݔሻ൨ (2.45)
For a transversely distributed load, ഥ߱, across the beam, the element force vector is defined as 
 ࡲ௘௫௧௘ ൌ න ഥ߱ሺߦሻࡴ௪்ሺߦሻܬሺߦሻ݀ߦஐ  (2.46)
For the TB elements, exact integration is not performed.  Instead, isoperimetric integration is used 
to formulate the FE matrices.  This is because Selective Reduced Integration (SRI) can now be used 
to reduce shear locking [2].  Shear locking gives rise to numerical error and causes the elements to 
become magnitudes stiffer.  When Gaussian Integration is used for calculating the shear stiffness 
matrix,  ࡷ௦, one less Gauss point is used.  The bending matrix, however, is still integrated using 
the exact Gauss points.  The combination of cubic interpolation functions and SRI help combat the 
effects of locking. 
 
2.2.1  Numerical Examples 
Two models are used to validate that the stiffness and mass matrices are derived and programmed 
correctly.  The numerical solutions for the static deflection and free vibration of a simply supported 
beam are compared to the exact, analytical solutions.  The beam properties are: ܮ ൌ 1	݉, ܧ ൌ




௛ ൌ 4.  For the 
static deflection, a line pressure of െ100 ௞ே௠  is applied along the length of the beam.  The maximum 
deflection of the beam is given by [18].  For the free vibration of the beam, the exact non-
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dimensional fundamental frequency is given by [16].  The non-dimensional fundamental frequency 
is defined as 





Table 2 shows that the FE solution approaches the analytical solution of static deflection and 
fundamental frequency as the number of elements is increased. 
 
 L/h = 4 L/h = 10 
Elements ࢝࢓࢏࢔ (mm) ࣓ഥ࢝ ࢝࢓࢏࢔ (mm) ࣓ഥ࢝
1 -0.018895 13.856 -0.651429 34.641 
3 -0.021697 2.942 -0.751244 3.221 
5 -0.021904 2.713 -0.758552 2.943 
10 -0.022019 2.624 -0.762619 2.836 
15 -0.022006 2.608 -0.762169 2.817 
25 -0.022014 2.600 -0.762457 2.808 
100 -0.022019 2.596 -0.762619 2.803 
Exact -0.002202 2.596 -0.762619 2.802 
Table 2: Comparison of the transverse deflection, ݓ௠௜௡, at the center of the beam and the first 
non-dimensional first natural frequency for two cases: (Left) L/h=4; (Right) L/h=10. 
 
2.3  Mindlin-Reissner Plate Mass and Stiffness Formulations 
Mindlin-Reissner (MR) plate theory is the two dimensional equivalence of Timoshenko beam 
theory.  MR plate theory differs from classical plate theory, Kirchoff-Love plate theory, by 
including the effects of transverse shear deformation through the thickness of the plate.  The 
rotations are defined as 
 ߠ௫ ൌ െ൬߲ݓ଴߲ݔ െ ߛ௫௭൰ (2.48)
 ߠ௬ ൌ ߲ݓ଴߲ݕ െ ߛ௬௭ (2.49)
Therefore, the bending moments are defined as 
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ൡ ൌ ࡰࣄ (2.50)
















The shear forces per unit length are defined as 
 ࡽ ൌ ൜ܳ௫ܳ௬ൠ ൌ
ە
۔
ۓߢܩ݄ ൬߲ݓ߲ݔ ൅ ߠ௬൰




where ߢ is the shear correction factor.  For a rectangular plate with uniform thickness, 	ߢ ൌ గ√	ଵଶ. 
A Reissner-Mindlin plate in dynamic equilibrium is governed by three coupled equations because 
of the three dependent variables, ݓሺݔ, ݕ, ݐሻ, ߠ௫ሺݔ, ݕ, ݐሻ and ߠ௬ሺݔ, ݕ, ݐሻ.  These equations are 
ߩ݄ݓሷ െ ߢܩ݄ ߲߲ݔ ൬
߲ݓ




߲ݕ െ ߠ௫൰ െ ഥ߱ሺݔ, ݕሻ ൌ 0 (2.53)












߲ݔ߲ݕቇ ൌ 0 (2.54)
ߩܫ௉ߠሷ௬ െ 	ߢܩ݄ ൬߲ݓ߲ݔ ൅ ߠ௬൰ െ
1










߲ݔ߲ݕቇ ൌ 0 (2.55)
with natural boundary conditions  
 ܳ௫ ൅ ߲ܯ௫௬߲ݕ ൌ തܸ௫ (2.56)
 ܳ௬ ൅ ߲ܯ௫௬߲ݔ ൌ തܸ௬ (2.57)
 ܯ௫ ൌ ܯഥ௫, ܯ௬ ൌ ܯഥ௬, ܯ௡௡ ൌ ܯഥ௡௡ (2.58)
and essential boundary conditions 
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 ݓሺݔ, ݕ, ݐሻ ൌ ݓഥ, ߲ݓ߲ݔ ൌ ത߰௫,
߲ݓ
߲ݕ ൌ ത߰௬ (2.59)
The FE formulation begins by applying the Principle of Virtual Work to the equilibrium equations 
leading to 
න ൭ߩ݄ݓሷ െ ߢܩ݄ ߲߲ݔ ൬
߲ݓ




߲ݕ െ ߠ௫൰ െ ഥ߱ሺݔ, ݕሻ൱ ߜݓ݀Ω ൌ 0ஐ  
(2.60)
න ൭ߩܫ௉ߠሷ௫ െ 	ߢܩ݄ ൬߲ݓ߲ݕ ൅ ߠ௫൰ െ
1










߲ݔ߲ݕቇ൱ߜߠ௫݀Ω ൌ 0ஐ  
(2.61)
න ൭ߩܫ௉ߠሷ௬ െ 	ߢܩ݄ ൬߲ݓ߲ݔ ൅ ߠ௬൰ െ
1










߲ݔ߲ݕቇ൱ߜߠ௬݀Ω ൌ 0ஐ  
(2.62)
These coupled equations are discretized using the variational method.  The first step is to create 
trial functions ݓ෥௛ሺݔ, ݕ, ݐሻ, ߠ෨௫௛ሺݔ, ݕ, ݐሻ, and ߠ෨௬௛ሺݔ, ݕ, ݐሻ  defined as 
 ݓ෥௛ሺݔ, ݕ, ݐሻ ൌ෍ ௜ܰሺߦ, ߟሻݓ௜ሺݐሻ
௡
௜ୀଵ
ൌ ࡺ௪ሺߦ, ߟሻ࢝௘ሺݐሻ (2.63)
 ߠ෨௫௛	ሺݔ, ݕ, ݐሻ ൌ෍ ௜ܰሺߦ, ߟሻݓ௜ሺݐሻ
௡
௜ୀଵ
ൌ ࡺఏೣሺߦ, ߟሻࣂ௫௘ሺݐሻ (2.64)
 ߠ෨௬௛	ሺݔ, ݕ, ݐሻ ൌ෍ ௜ܰሺߦ, ߟሻݓ௜ሺݐሻ
௡
௜ୀଵ
ൌ ࡺఏ೤ሺߦ, ߟሻࣂ௬௘ ሺݐሻ (2.65)
where ݊ is the number of nodes per element. 
For a 4 node, bilinear quadrilateral, ݊ ൌ 4, the interpolation functions are 
 ࡺ௪ሺߦ, ߟሻ ൌ ࡺఏೣሺߦ, ߟሻ ൌ ࡺఏ೤ሺߦ, ߟሻ 
 ൌ ൤14 ሺ1 െ ߦሻሺ1 െ ߟሻ
1
4 ሺ1 ൅ ߦሻሺ1 െ ߟሻ
1
4 ሺ1 ൅ ߦሻሺ1 ൅ ߟሻ
1
4 ሺ1 െ ߦሻሺ1 ൅ ߟሻ൨ (2.66)
 ࢝௘ሺݐሻ ൌ ሾݓଵሺݐሻ ݓଶሺݐሻ ݓଷሺݐሻ ݓସሺݐሻሿ் (2.67)
 ࣂ௫௘ሺݐሻ ൌ ሾߠ௫ଵሺݐሻ ߠ௫ଶሺݐሻ ߠ௫ଷሺݐሻ ߠ௫ସሺݐሻሿ் (2.68)
 ࣂ௬௘ሺݐሻ ൌ ሾߠ௬ଵሺݐሻ ߠ௬ଶሺݐሻ ߠ௬ଷሺݐሻ ߠ௬ସሺݐሻሿ் (2.69)
Combining these equations, the three dependent variables are rewritten as 
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 ݓ෥௛ሺߦ, ߟ, ݐሻ ൌ ࡴ௪ሺߦ, ߟሻ࢛௘ሺݐሻ (2.70)
 ߠ෨௫௛ ሺߦ, ߟ, ݐሻ ൌ ࡴఏೣሺߦ, ߟሻ࢛௘ሺݐሻ (2.71)
 ߠ෨௬௛ ሺߦ, ߟ, ݐሻ ൌ ࡴఏ೤ሺߦ, ߟሻ࢛௘ሺݐሻ (2.72)
The interpolation functions, ࡴ௪ሺߦ, ߟሻ, ࡴఏೣሺߦ, ߟሻ, and ࡴఏ೤ሺߦ, ߟሻ, are defined as 
 ࡴ௪ሺߦ, ߟሻ ൌ ሾܰ௪ 0 0ሿ (2.73)
 ࡴఏೣሺߦ, ߟሻ ൌ ሾ0 ఏܰೣ 0ሿ (2.74)
 ࡴఏ೤ሺߦ, ߟሻ ൌ ൣ0 0 ఏܰ೤൧ (2.75)
The nodal variable vector ࢛௘ሺݐሻ is defined as 
 ࢛௘ሺݐሻ ൌ ሾ࢝௧௘ሺݐሻ ࣂ௫௘ሺݐሻ ࣂ௬௘ሺݐሻሿ் (2.76)












ቑ ൌ ࡴ௘ሺߦ, ߟሻ࢛௘ሺݐሻ (2.77)
where 





The bending strain matrix is defined as 

























Therefore, the bending stiffness matrix is defined as 
 ࡷ௕ ൌ න࡮௕்ஐ ሺߦ, ߟሻࡰ௕࡮௕ሺߦ, ߟሻܬሺߦ, ߟሻ݀ߦ݀ߟ (2.80)
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where 
 ࡰ௕ ൌ ܧ݄
ଷ
12ሺ1 െ ߥଶሻ ൦
1 ߥ 0
ߥ 1 0
0 0 ሺ1 െ ߥሻ2
൪ (2.81)
The shear strain matrix is defined as 













Therefore, the shear stiffness matrix is defined as 
 ࡷ௦ ൌ න࡮௦்
ஐ
ሺߦ, ߟሻࡳ࢙࡮௦ሺߦ, ߟሻܬሺߦ, ߟሻ݀ߦ݀ߟ (2.83)
where 
 ࡳ௦ ൌ ߢܣܧ2ሺ1 ൅ ߥሻ ቂ
1 0
0 1ቃ (2.84)
The element stiffness matrix is defined as the sum of the bending and shear stiffness matrices, 
 ࡷ௘ ൌ ࡷ௕ ൅ ࡷ௦ (2.85)
The element mass matrix is defined as 
 ࡹ௘ ൌ නࡴ௘்ሺߦ, ߟሻ࣋ࡴ௘ሺߦ, ߟሻܬሺߦ, ߟሻ݀ߦ݀ߟ
ஐ
 (2.86)
where ࣋ is defined as 





Therefore, the consistent mass matrix is defined as 
 ࡹ௘ ൌ ൦
ߩ݄ܰ௪்ܰ௪ 0 0
0 ߩܫ ఏܰೣ் ఏܰೣ 0
0 0 ߩܫ ఏܰ೤் ఏܰ೤
൪ (2.88)
For a transversely distributed load, ഥ߱, across the plate, the element force vector is defined as 
  27 
 ࡲ௘௫௧௘ ൌ න ഥ߱ሺߦ, ߟሻࡴ௘்ሺߦ, ߟሻܬሺߦ, ߟሻ݀ߦ݀ߟஐ  (2.89)
Just like with the Timoshenko beam mass and stiffness matrices, Gaussian integration is used 
instead of exact integration.  Again, like with the TB formulation, Gaussian integration is used in 
order to reduce the effects of shear locking using SRI. 
 
2.3.1  Numerical Examples 
Two numerical examples are used to validate that the stiffness and mass matrices are derived and 
programmed correctly.  The numerical solutions for the static deflection and free vibration of a 
plate are compared to the exact, analytical solution.  The plate properties are: ܮ ൌ ܹ ൌ 1	݉݉, ܧ ൌ
10920 ே௠௠ , ߩ ൌ 1
௞௚
௠௠య , ߥ ൌ 0.30, and	݄ ൌ 0.1݉݉.  For the static deflection, a pressure of 
െ100 ௞ே௠௠మ is applied on the top surface of the beam.  The maximum vertical deflection is given in 
[7].  For the free vibration of the plate, the first natural frequency is given in [6].  Table 3 shows 
that the maximum deflection and the frequency calculated using FE approach the analytical solution 
as the number of elements increases as expected. 
  
Elements ࢝ഥ࢓࢏࢔ ࣓ഥ࢝
4 -0.003517 1.216 
16 -0.004188 0.993 
36 -0.004228 0.957 
64 -0.004240 0.945 
100 -0.004246 0.940 
144 -0.004249 0.937 
400 -0.004253 0.933 
Exact -0.004270 0.930 
Table 3: Comparison of the non-dimensional FE transverse deflection, ݓഥ௠௜௡, at the center of the 
plate and the non-dimensional natural frequency, ഥ߱௪ for various number of elements. 
2.4  Numerical Time Integration 
The previous sections have detailed how to discretize partial differential equations in space giving 
rise to ODE’s in time.  In order to discretize these PDEs in time, a time stepping algorithm is 
needed.  Various second order, LMS algorithms exist in literature and commercial software.  The 
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two most commonly known second order algorithms are the Newmark average acceleration method 
and the Classical Midpoint Rule with end-point acceleration (MPR-EPA) [9].  However, these are 
not the only implicit, second order accurate, LMS methods.  All of the LMS algorithms, including 
the Newmark method and MPR-EPA, are found within the unified framework of the Generalized 
Single Step Single Solve (GSSSS) family of algorithms.  Within the GSSSS framework, there exist 
two families of algorithms, U0 and V0.  The algorithms in the U0 family exhibit zero-order 
displacement overshoot.  Likewise, the algorithms in the V0 family exhibit zero-order overshoot in 
velocity.   
 
First consider a second order differential equation of motion as 
 ࡹݑሷ ൅ ࡯ݑሶ ൅ ࡷݑ ൌ ࢌሺݐሻ (2.90)
subject to the initial conditions 
 ݑሶ ሺ0ሻ ൌ ݑሶ ଴ (2.91)
 ݑሺ0ሻ ൌ ݑ଴ (2.92)
ࡹ is the mas matrix.  ࡯ is the camping matrix.  ࡷ is the stiffness matrix.  ࢌ is the external force 
vector.  The V0 family is defined as 
 
ሺΛ଺ ଵܹࡹ ൅ Λହ ଶܹ࡯Δݐ ൅ Λଷ ଷܹ۹ΔݐଶሻΔ࢛ሷ ൌ 
െࡹ࢛ሷ ௡ െ ࡯ሺ࢛ሶ ௡ ൅ Λସ ଵܹ࢛ሷ ௡Δݐሻ െ ࡷሺ࢛௡ ൅ Λଵ ଵܹ࢛ሶ ௡Δݐ ൅ Λଶ ଶܹ࢛ሷ ௡Δݐଶሻ 
൅ሺ1 െ ଵܹሻࢌ௡ ൅ ଵܹࢌ௡ାଵ 
(2.93)
	 ࢛௡ାଵ ൌ ࢛௡ ൅ ߣଵ࢛ሶ ௡Δݐ ൅ ߣଶ࢛ሷ ௡Δݐଶ ൅ ߣଷΔ࢛ሷ Δݐଶ (2.94)
 ࢛ሶ ௡ାଵ ൌ ࢛ሶ ௡ ൅ ߣସ࢛ሷ ௡Δݐ ൅ ߣହΔ࢛ሷ Δݐ (2.95)
 ࢛ሷ ௡ାଵ ൌ ࢛ሷ ௡ ൅ Δ࢛ሷ  (2.96)
where 
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ଵܹΛଵ ൌ 3 ൅ ߩଵஶ ൅ ߩଶஶ െ ߩଵஶߩଶஶ2ሺ1 ൅ ߩଵஶሻሺ1 ൅ ߩଶஶሻ , ߣଵ ൌ 1 (2.97)
 




ଷܹΛଷ ൌ 1ሺ1 ൅ ߩଵஶሻሺ1 ൅ ߩଶஶሻሺ1 ൅ ߩଷஶሻ , ߣଷ ൌ
1
2ሺ1 ൅ ߩଷஶሻ	 (2.99)
 
ଵܹΛସ ൌ 3 ൅ ߩଵஶ ൅ ߩଶஶ െ ߩଵஶߩଶஶ2ሺ1 ൅ ߩଵஶሻሺ1 ൅ ߩଶஶሻ , ߣସ ൌ 1  (2.100)
 
ଶܹΛହ ൌ 2ሺ1 ൅ ߩଵஶሻሺ1 ൅ ߩଶஶሻሺ1 ൅ ߩଷஶሻ , ߣହ ൌ
1
1 ൅ ߩଷஶ	 (2.101)
 
ଵܹΛ଺ ൌ 2 ൅ ߩଵஶ ൅ ߩଶஶ ൅ ߩଷஶ െ ߩଵஶߩଶஶߩଷஶሺ1 ൅ ߩଵஶሻሺ1 ൅ ߩଶஶሻሺ1 ൅ ߩଷஶሻ  (2.102)
ߩଵஶ, ߩଶஶ, and ߩଷஶ are the first principal root, the second principal root, and the spurious root that 
must satisfy 
 0 ൑ ߩଷஶ ൑ ߩଵஶ ൑ ߩଶஶ ൑ 1 (2.103)
Some of the most common algorithms within the V0 family are shown in Table 4. 
The Raleigh damping matrix ࡯ is defined by the proportional damping coefficients ߙ and ߚ such 
that 
 ࡯ ൌ ߙࡹ൅ ߚࡷ (2.104)
 ߙ ൌ ଶఠభఠమሺకభఠమିకమఠభሻఠమమିఠభమ    and   ߚ ൌ
ଶሺకమఠమିకభఠభሻ
ఠమమିఠభమ  (2.105)
where ߱ଵ and ߱ ଶ are the first two natural frequencies, and ߦଵ and ߦଶ are the corresponding damping 
ratios.  The first two natural frequencies are calculated using 
 ࡷࣘ ൌ ߣࡹࣘ (2.106)
  
Algorithms Family Common Name Conditions 
V0ሺ࣋૚ஶ, ૚, ࣋૜ஶሻ U0-V0 Optimal ߩଵஶ ൌ ߩଷஶ ൌ ߩஶ	;	0 ൑ ߩஶ ൑ 0 
V0ሺ૚, ૚, ૚ሻ MPR-EPA - 
V0ሺ૚, ૚, ૙ሻ MPR-MPA - 
Table 4: Common GSSSS V0 algorithms. 
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The MPR-MPA algorithm is equivalent to the GSSSS V0(1,1,0) algorithm.  The MPR-MPA 
algorithm is defined by the equation 










൅12 ሺࢌ௡ ൅ ࢌ௡ାଵሻ 
(2.107)
  with the following updates 
  ࢛௡ାଵ ൌ ࢛௡ ൅ ࢛ሶ ௡Δݐ ൅ 12࢛ሷ ௡Δݐ
ଶ ൅ 12Δ࢛ሷ Δݐ
ଶ (2.108)
  ࢛ሶ ௡ାଵ ൌ ࢛ሶ ௡ ൅ ࢛ሷ ௡Δݐ ൅ 12Δ࢛ሷ Δݐ (2.109)
  ࢛ሷ ௡ାଵ ൌ ࢛ሷ ௡ ൅ Δ࢛ሷ  (2.110)
All of the examples presented in this research are linear dynamical systems.  Because of this, any 
of the V0ሺ1,1, ߩଷሻ and the Newmark Method, GSSSS U0ሺ1,1,0ሻ, algorithms are suitable for use in 
solving these problems.  The MPR-MPA algorithm is selected out of this group for use in this 
research.  For further research into structural elements with moving loads, MPR-MPA will be 
preferred.  Of the numerically non-dissipative algorithms, MPR-MPA is robust especially for non-
linear dynamical systems.  
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3. Chapter 3: Dynamic Response of Structural 
Elements Subject to Moving Loads Using 
Finite Elements 
 
The dynamic response of moving loads on straight beams and flat plates is not new to science.  
Scientists and engineers have solved these problems using analytical methods [11], experimental 
methods [3,8], and numerical methods [11,15,21].  For straight beams and flat plates, these methods 
have been shown effective for solving the dynamic responses.  Of these, none of the published 
numerical methods have used the MPR-MPA algorithm for solving the transient responses. 
 
Three different FE formulations can be used for solving these problems, Euler-Bernoulli beam 
formulation, Timoshenko beam formulation, and Mindlin-Reissner plate formulation.  Euler-
Bernoulli beam formulation is limited to the fact that the ratio of the beam length to height ratio 
must be sufficiently large because shear effects are neglected in the formulation.  Timoshenko beam 
formulation is valid for any 1D case in which the loading is constant over the width of the beam.  
Mindlin-Reissner plate formulation is the most encompassing because the load can be located at 
any point on the width of the beam, i.e. eccentric loading. 
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3.1  Finite Element Formulation of a Moving Load 
The moving load is assumed to be a concentrated mass acting at a single point.  Any inertial effects 
and friction effects are neglected.  This point force is caused by the concentrated mass and is given 
by 
 ௠݂ሺݔ, ݐሻ ൌ ௠ܹߜሾݔ െ ݔ௠ሺݐሻሿ (3.1)
where ௠ܹ is the weight of the moving mass such that ௠ܹ ൌ െ݉݃.  ݔ௠ is the location of the mass 
at given time, ݐ, is a function of the velocity of the mass 
 ݔ௠ሺݐሻ ൌ ݒ௠ݐ (3.2)
At a given time, ݐ, the mass is located at ݈௠ on element, ݁.  The location of the mass relative to the 
length of the element is defined as 
 ߟሺݐሻ ൌ ݈௠ܮ௘  (3.3)
For the BE formulation, the discretized force vector is defined as [14] 
 ௠݂෪ሺݐሻ ൌ ܹ
ۖە
۔
ۖۓሺ2ߟ ൅ 1ሻሺ1 െ ߟሻଶ
ܮ௘ሺ1 െ ߟሻଶ
ߟଶሺ3 െ 2ߟሻ




For a four noded TB element, the discretized force vector is defined as 
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ଶ െ 11ߟ2 ൅ 1
0




ଶ െ 4ߟ ൅ 1ሻ
2
0


















For the four node Mindlin-Reissner plate element, the load is assumed to be a line pressure, ݌ ൌ
െ௠௚௪ .  The location of the load relative to the length in the x-direction of the element, ܮ௫, is defined 
as 
 ߟሺݐሻ ൌ ݈௫௠ܮ௫  (3.6)
The discretized force vector is defined as 



































3.2  Numerical Examples 
The transverse deflection of each of these three formulations is compared to published experimental 
results [3].   A simply supported rectangular beam is subject to a moving mass, ݉ ൌ 0.505݇݃, 
  34 
moving at a constant velocity, ݒ ൌ 7.59 ௞௠௛ .  The aluminum beam has a length, ܮ ൌ 1071.5݉݉, 
width, ݓ ൌ 105.25݉݉, and a height, ݄ ൌ 6.35݉݉.  The material properties are Young’s modulus 
and area moment of inertia, ܧܫ ൌ 162.6ܰ݉ଶ, Poisson’s ratio, ߥ ൌ 0.30, and density, ߩ ൌ 2764 ௞௚௠య.  
The proportional damping ratios are assumed to be ߦଵ ൌ ߦଶ ൌ 0.05.  Using FE, the first two natural 




For the beam formulations, the essential boundary conditions for a simply supported beam are 
 
ݓሺݐሻ|௫ୀ଴ ൌ 0 
 ݓሺݐሻ|௫ୀ௅ ൌ 0 
(3.8) 
(3.9)
and the natural boundary conditions are 
 
ܯሺݐሻ|௫ୀ଴ ൌ 0 
ܯሺݐሻ|௫ୀ௅ ൌ 0 
(3.10) 
(3.11)
For the plate formulation, the essential boundary conditions for hard simply supported edges 
 
ݓሺݐሻ|௫ୀ଴ ൌ 0, ݓሺݐሻ|௫ୀ௅ ൌ 0 
ߠ௫ሺݐሻ|௫ୀ଴ ൌ 0, ߠ௫ሺݐሻ|௫ୀ௅ ൌ 0  
(3.12) 
(3.13)
and the natural boundary conditions are 
 
ܯሺݐሻ|௫ୀ଴ ൌ 0 
ܯሺݐሻ|௫ୀ௅ ൌ 0 
(3.14) 
(3.15)
The structures are initially at rest, so the initial conditions are 
 ࢛ሺ0ሻ ൌ ࢛ሶ ሺ0ሻ ൌ 0  (3.16)
Figure 1 shows the comparison of the transverse deflection at ݔ ൌ ଻௅ଵ଺ for each of the FE 
formulations compared to the experimental results. Figure 2-Figure 4 show the time histories 
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calculated using each of the three formulations for each degree of freedom at ݔ ൌ ଻௅ଵ଺.  Each of the 
FE formulations agree closely with the experimental results. 
 
Figure 1: Transverse displacement, w, at ݔ ൌ ଻௅ଵ଺ for three FE formulations: a) Timoshenko beam, 
b) Euler-Bernoulli beam, and c) Mindlin-Reissner plate as compared to the experimental 
measurements. 
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Figure 2: Time histories at ݔ ൌ ଻௅ଵ଺ calculated using Timoshenko beam theory and V0(1,1,0) for: 
a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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Figure 3: Time histories at ݔ ൌ ଻௅ଵ଺ calculated using Euler-Bernoulli beam theory and V0(1,1,0) 
for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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Figure 4: Time histories at ݔ ൌ ଻௅ଵ଺ and ݕ ൌ
ௐ
ଶ  calculated using Mindlin-Reissner plate theory and 
V0(1,1,0) for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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3.3  Conclusions 
The Euler-Bernoulli beam theory, Timoshenko beam theory, and Mindlin-Reissner plate theory are 
all suitable for solving problems of flat structural elements undergoing moving loads.  The 
transverse deflection for each agrees with previously published experimental results.  For a simply 
supported beam model, Timoshenko beam theory is the preferred method.  Euler-Bernoulli beam 
theory is only sufficient when the beam is long and slender.  Mindlin-Reissner plate theory is 
preferred over Kirchoff-Love plate theory because of the incorporation of shear effects.  There is 
no severe restriction on the thickness of the beam.  However, Mindlin-Reissner plate formulation 
is more complicated because the stiffness and mass matrices must include the extra dimension.  For 
a beam with a moving load, Timoshenko beam theory is the most suitable choice.  It combines the 
physics of the Mindlin-Reissner plate theory and the ease of implementation of the Euler-Bernoulli 
beam theory. 
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4. Chapter 4: Error Analysis of Numerically 
Non-Dissipative V0(1,1,ρ3∞) Algorithms for 
a Beam Subject to a Moving Load 
 
The previously published analyses of beams with moving loads have used the Wilson θ method 
[15], the Newmark method [19], among other algorithms.  There does not appear to be any rational 
for why these algorithms were chosen for solving this subset of engineering problems; most 
probably, it may be due to its historical significance.  Within the framework of the GSSSS 
algorithms exists all second order accurate LMS algorithms including the Wilson θ and the 
Newmark method.  Of particular interest is if one of these algorithms performs better than others. 
 
All algorithms within the GSSSS framework are second-order time accurate, but the numerical 
dissipation is not equal.  For a linear, dynamic system, there is no numerical dissipation for any 
scheme with U0 ሺ1,1ߩଷஶሻ and V0 ሺ1,1ߩଷஶሻ [17].  Focus will be paid to the V0 family of 
algorithms.  
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The performance of an algorithm can be quantified by looking at the truncation error.  The 
truncation error is the cumulative error that is caused by the sum of the error for each time step.  
The truncation error for displacement at a given time, t, is given as the percent error between the 




This holds true for all degrees of freedom, ݓ,ݓሶ , ݓሷ , ߠ, ߠሶ , and	ߠሷ .  For a beam with a moving mass, 
there exists no exact solution to use in the calculation of the truncation error.  Instead, the exact 
solution is taken as the FE solution with a time step that is many magnitudes smaller than the time 
step being studied.  The errors for the conditions ߩଵஶ ൌ ߩଶஶ ൌ 1 and ߩଷஶ ∈ ሾ0,1ሿ in the V0 
families are calculated and subsequently compared.  The preferred algorithm exists for a chosen 
ߩଷஶ so that the error is minimized. 
 
The accelerations, ݓሷ 	and	ߠሷ , are not calculated at the same time level as the displacements and 
velocities.  This is important for correctly calculating the truncation error at any particular time.  
Displacements and velocities are calculated at time level ݐ௡ାଵ after iteration n.  The accelerations 
are calculated at time level ݐ௡ିథାଵ after iteration n [10].    Within the framework of GSSSS, the 
acceleration at the last time step must be shifted by 
 ܽ௡ିథାଵ ൌ െ߶ܽ௡ ൅ ሺ1 ൅ ߶ሻܽ௡ାଵ (4.2)
 ߶ ൌ ଵܹሺΛ଺ െ 1ሻ (4.3)
4.1  Numerical Examples 
The effect of ߩଷஶ on the on the error of the dynamic response of a simply supported beam with a 
moving mass is analyzed.  The properties of the 6061 aluminum beam with a rectangular cross 
section are ܮ ൌ 1071.5݉݉,ݓ ൌ 105.25݉݉, ݄ ൌ 6.35, ܧ ൌ 72.4	ܩܲܽ, ߩ ൌ 2763.6 ௞௚௠య [3].  For 
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the TB formulation, ߢ ൌ ହ଺.  The moving load has a mass of 0.505	݇݃ and a constant speed of 
2.108௠௦ .  The proportional damping ratios are ߦଵ ൌ ߦଶ ൌ 0.05.  In order to calculate the 
proportional damping coefficients, ߙ and ߚ, the first two natural frequencies  are ߱ଵ ൌ 81 ௥௔ௗ௦  and 
߱ଶ ൌ 322 ௥௔ௗ௦ .  Figure 5 shows the comparison of the BE, TB, and experimental results for vertical 
displacement at ݔ ൌ ଻௅ଵ଺ for V0(1,1,0). 
 
Figure 5: Comparison of the transverse deflection for Euler-Bernoulli beam theory, Timoshenko 
beam theory, and experimental measurements at ݔ ൌ ଻௅ଵ଺. 
 
Figure 6 and Figure 7 show the convergence rates of the truncation errors as the time step is 
decreased at the midpoint of the beam.  As expected, the error converges at a second-order rate for 
each algorithm for each degree of freedom.  It is also clear that the magnitude of error changes 
based on the algorithm chosen.  If ߩଷஶ is now changed so that it falls between 0 and 1, then the 
truncation error is calculated and plotted.  For this particular problem, ݓ,ݓሶ , ߠ, and	ߠሶ  are not 
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effected by the value of ߩଷஶ.  The error in accelerations, ݓሷ 	and	ߠሷ , can vary greatly based on the 
value of ߩଷஶ.  Figure 8 shows that the optimal algorithm is V0(1,1,1) for the BE and the TB 
solutions for the chosen problem and the chosen time at which the error was calculated because 
this is the location of the least error. 
 
Figure 6: The Euler-Bernoulli truncation error, Π, at the midpoint using MPR-MPA and MPR-
EPA as a function of the chosen time step for the following degrees of freedom: a) ݓሺݐሻ, b) 
ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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Figure 7: The Timoshenko truncation error, Π, at the midpoint using MPR-MPA and MPR-EPA 
as a function of the chosen time step for the following degrees of freedom: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) 
ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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Figure 8: The truncation error, Π, as a function of the selected ߩଷஶ for the (Left) Euler-Bernoulli 
beam (Right) Timoshenko beam. 
 
4.2  Conclusions 
All of the algorithms in the V0 family within GSSSS framework are second order time accurate 
and have zero overshoot in velocity.  A small subset, ሺ1,1, ߩଷஶሻ with ߩଷஶ ∈ ሾ0,1ሿ, of the V0 
algorithms are numerically non-dissipative.  The ideal, non-dissipative V0 algorithim is the 
algorithm with the minimal truncation error, Π is calucated as a function of ߩଷஶ.  This optimal 
algorithm was tested on a beam with a moving load.  For a specified time and position along the 
beam, the optimal algorithm was found to be V0(1,1,1) for both the Euler-Bernoulli and 
Timoshenko beam formulations.  This is mearly an observation for this given problem and the 
physics of this problem.  Further research is needed to understand exactly why V0(1,1,1) is 
mathematically the most ideal algorithm for this problem. 
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5. Chapter 5: Dynamic Response of Curved 
Beams Subject to Moving Loads Using 
Finite Elements 
 
As previously mentioned, the study of the dynamic responses of straight beams with a moving load 
is not new.  It is well known that the maximum displacement of the beam is a function of the speed 
of the moving mass.  The previous research has focused on initially straight beams.  Engineers and 
designers will often use slightly curved structural members to increase the overall stiffness.  This 
curvature will have an impact on the maximum deflection of the structure subject to moving loads. 
 
Plane frame elements must be used as opposed to those previously derived in Chapter 2.  Plane 
frame elements have an extra degree of freedom to allow for compression and extension along the 
length of the element.   These elements are assumed to be TB elements.  TB beam elements are 
preferred over BE elements because they are not limited by the ratio of length to height and include 
shear effects.  Plane frame elements have three dependent variables: displacement in the x-
direction, ݑሺݐሻ, displacement in the y-direction, ݓሺݐሻ, and the rotations about the z-axis, ߠሺݐሻ.  The 
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governing equations for any arbitrarily oriented element as defined by the local element 
coordinates, ሺݔᇱ, ݕ′ሻ, now become 
 ߩܣݑ′ሷ െ ߲߲ݔ′ ൭ܧܣቆ
߲ݑ′
߲ݔ′ቇ൱ െ ܾ′ഥሺݔሻ ൌ 0 (5.1)
 
 
ߩܣݓ′ሷ െ ߲߲ݔᇱ ൭ߢܩܣ ቆ
߲ݓᇱ
߲ݔᇱ ൅ ߠቇ൱ െ ഥ߱′ሺݔሻ ൌ 0 (5.2)




߲ݔ′൰ ൌ 0 (5.3)
The variables ݔ′ and ݕ′ denote the local axis along the element and transverse to the element.  As 
previously done for the beam elements, the Principle of Virtual Work is applied to Equations 5.1-
5.3 and subsequently discretized using the variational method.  The local trial functions are defined 
as 
 













The shape functions are the same as those in Equation 2.25 such that, ࡺ௨ሺߦሻ ൌ ࡺ௪ሺߦሻ ൌ ࡺఏሺߦሻ.  
The three dependent variables now become 
 ݑ′෩௛ሺߦ, ݐሻ ൌ ࡴ௨ሺߦሻ࢛′௘ሺݐሻ (5.7)
 ݓ′෪௛ሺߦ, ݐሻ ൌ ࡴ௪ሺߦሻ࢛′௘ሺݐሻ (5.8)
 ߠ෨௛ ሺߦ, ݐሻ ൌ ࡴఏሺߦሻ࢛௘ሺݐሻ (5.9)
The interpolation functions ࡴ࢛ሺߦሻ, ࡴ௪ሺߦሻ and ࡴఏ೤ሺߦሻ are defined as 
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 ࡴ௨ሺߦሻ ൌ ሾ ௨ܰ 0 0ሿ (5.10)
 ࡴ௪ሺߦሻ ൌ ሾ0 ܰ௪ 0ሿ (5.11)
 ࡴఏሺߦሻ ൌ ሾ0 0 ఏܰሿ (5.12)
The nodal variable vector ࢛௘ሺݐሻ is defined as 
 ࢛ࢋᇱ ሺݐሻ ൌ ሾ࢛′௘ሺݐሻ ࢝′௘ሺݐሻ ࣂ௘ሺݐሻሿ் (5.13)












ቑ ൌ ࡴ௘ሺߦሻ࢛′௘ሺݐሻ (5.14)
where 





The element bending and shear stiffness matrices are the same as those in Equations 2.40 and 2.42.   
The local axial strain gradient matrix is defined as 
 ࡮௔ሺߦሻ ൌ ൤߲ࡴ௘
௨ሺߦሻ
߲ߦ ൨ (5.16)
The local axial stiffness matrix is defined as 
 ࡷ௔ ൌ න࡮௔்
ஐ
ሺߦሻࡰ௔࡮௔ሺߦሻܬሺߦሻ݀ߦ (5.17)
where ࡰ௕ ൌ ܧܣ and ܬሺߦሻ ൌ |ሾܬሿ|.  ሾܬሿ is the Jacobian matrix for the element. 
The local element stiffness matrix is defined as the sum of the axial, bending, and shear stiffness 
matrices (Equations 2.40 and 2.42), 
 ࡷ′௘ ൌ ࡷ௔ ൅ ࡷ௕ ൅ ࡷ௦ (5.18)
The local element mass matrix is defined as 
 ࡹ′௘ ൌ නࡴ௘்ሺߦሻ࣋ࡴ௘ܬሺߦሻ݀ߦ
ஐ
 (5.19)
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where ࣋ is defined as 





These are the local element stiffness and mass matrices.  For an element arbitrarily oriented in space 
at an angle of ߶ relative to the x-axis, the local coordinates can be transformed to the global 
























ۍ cosሺ߶ሻ sinሺ߶ሻ 0 0 0 0 0 0 0െ sinሺ߶ሻ cosሺ߶ሻ 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 cosሺ߶ሻ sinሺ߶ሻ 0 0 0 0
0 0 0 െ sinሺ߶ሻ cosሺ߶ሻ 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 cosሺ߶ሻ sinሺ߶ሻ 0
0 0 0 0 0 0 െ sinሺ߶ሻ cosሺ߶ሻ 0










The local element matrices are transformed to the global coordinate system by 
 ࡷ௘ ൌ ࢀࢀࡷ′௘ࢀ  and  ࡹ௘ ൌ ࢀࢀࡹ′௘ࢀ (5.23)
The moving load is assumed to be a concentrated force, ܹ ൌ െ݉݃, always in the y-direction.  The 
centrifugal force because of the beam curvature is ignored.  For the load on element ݁ at time ݐ, the 
discretized force vector is defined as 





ߟሺݐሻ is the location of the load relative to element ݁	as defined as ߟሺݐሻ ൌ ௟೘௅೐ . 
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5.1  Numerical Examples 
5.1.1  Static Curved Beam Deflection 
To validate the stiffness matrix for a curved beam, various static loading cases are analyzed.   The 
rectangular cross-sectioned beam has a span of, ܮ ൌ 6.928݉, a radius, R=4݉, a width, ݓ ൌ 0.4݉, 
and a height, of ݄ ൌ 0.6݉.  The overall arc length of the beam is ݈ ൌ 8.378݉.  The beam has a 
Young’s modulus, ܧ ൌ 30ܩܲܽ and Poisson’s ratio, ߥ ൌ 0.17.  The boundary conditions at the ends 
and the loads are varied as shown in Table 5.  The results shown in Table 5 show the normalized 
displacements at the center point and are defined as ݑ௖തതത ൌ ௨ቀ௫ୀ
ಽ
మቁ
௟ , ݓ௖തതതത ൌ
௪ቀ௫ୀಽమቁ
௟ , and ߠ௖ഥ ൌ
ఏቀ௫ୀಽమቁ
௟ .  
The results calculated using 100 elements agree closely with the results from [13]. 
  













ݑ௖തതത ∗ 10଺ 0.0000 0.0000 0.00 ݓ௖തതതത ∗ 10଺ -0.2488 -0.2488 0.00 
ߠ௖ഥ ∗ 10଺ 0.0000 0.0000 0.00 
     
 
ݑ௖തതത ∗ 10଺ 0.1252 0.1252 0.00 ݓ௖തതതത ∗ 10଺ 0.0000 0.0000 0.00 
ߠ௖ഥ ∗ 10଺ 0.3795 0.3796 0.03 
     
 
ݑ௖തതത ∗ 10଺ -0.0949 -0.0949 0.00 ݓ௖തതതത ∗ 10଺ 0.0000 0.0000 0.00 
ߠ௖ഥ ∗ 10଺ 1.0822 1.0824 0.02 
     
 
ݑ௖തതത ∗ 10଺ 0.0000 0.0000 0.00 ݓ௖തതതത ∗ 10଺ -0.2809 -0.3047 7.81 
ߠ௖ഥ ∗ 10଺ 0.0000 0.0000 0.00 
     
 
ݑ௖തതത ∗ 10଺ 0.2882 0.2884 0.07 ݓ௖തതതത ∗ 10଺ 0.0000 0.0000 0.00 
ߠ௖ഥ ∗ 10଺ 0.8061 0.8064 0.04 
     
 
ݑ௖തതത ∗ 10଺ 0.2015 0.2016 0.05 ݓ௖തതതത ∗ 10଺ 0.0000 0.0000 0.00 
ߠ௖ഥ ∗ 10଺ 1.3613 1.3613 0.00 
Table 5: Non-dimensional deflections at the center of the beam for various loading cases and 
boundary conditions. 
 
5.1.2  Free Vibration of Curved Beams 
To validate the derivation of the mass matrix, the free vibration of various curved beams is 
analyzed.  The hinged-hinged beam has a radius of curvature, ܴ ൌ 12݅݊, cross-section width and 
height ݓ ൌ ݄ ൌ 0.25݅݊, and a central angle, ߱.  The beam has a Young’s modulus, ܧ ൌ
3.04ݔ10଻݌ݏ݅, a Poisson’s ratio, ߥ ൌ 0.3, and a density, ߩ ൌ 0.02736 ௦௟௨௚ି௙௧௜௡ర 	.  As shown in Table 
6, the results for 100 elements and various central angles, ߱, agree closely with those by [12]. 
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 Fundamental Frequency (rad/s)  
࣓ (°) 100 FE Elements Krishnan, et al. [12] |%	۳ܚܚܗܚ| 
10 5841.43 5874.30 0.33 
20 2827.41 2823.10 0.27 
30 2339.37 2345.20 0.03 
60 561.99 561.20 0.14 
90 230.96 230.40 0.24 
120 114.73 116.30 1.35 
150 64.35 64.93 0.89 
180 37.84 38.24 1.05 
Table 6: Fundamental frequency for curved beams of various radii. 
 
5.1.3  Curved Beams Subject to a Moving Load 
Previous research has attempted to tackle the problem of moving loads on curved beams [20].  This 
research has two fundamental flaws.  The first is shown in Figure 9.  This figure shows that the 
maximum absolute vertical deflection approaches zero as the speed of the moving load increases.  
This goes against all previous research for forced vibration of beams undergoing moving loads.  
The second inconsistency is in the time histories.  The time histories of two points on the curved 
beam show spikes and dissipation after the load has passed across the beam.  These appear to be 
possible numerical errors.  There is no mention of damping in the derivation of the FE matrices.  
This means that the damping comes from numerical dissipation.  The time history of the center of 
the beam, ߜହଽ from Figure 10, should be roughly symmetric over the period of 0 to ൎ 12s.  The 
examples from this research will show valid applications of FE and the MPR-MPA algorithm for 
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solving the dynamic response of curved beams due to moving loads.
 
Figure 9: Impact of the beam radius and the speed of the moving load on the maximum absolute 
vertical displacements at the midpoint of the beam according to [20]. 
 
Figure 10: Time history of the vertical displacements of the curved beam at ௅ସ and 
௅
ଶ with the speed 
of the load ݒ ൌ 4௠௦  according to [20]. 
Various hinged-hinged rectangular curved beams undergo excitation by a concentrated force 
moving along the beam’s length at various constant tangential speeds.  These are the same curved 
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beams as studied by [20].  The beams have a span, ܮ ൌ 10݉, cross-section width of ݓ ൌ 1.5݉, 
and a height ݄ ൌ 0.8݉.  They have a Young’s modulus, ܧ ൌ 120	ܩܲܽ, Poisson’s ration, ߥ ൌ 0.3, 
and a density, ߩ ൌ 7200 ௞௚௠య.  The moving force has a magnitude, 	 ௪݂ ൌ 50݇ܰ.  The damping 
rations are assumed to be ߦଵ ൌ ߦଶ ൌ 0.05.  The velocity of the force is varied from ݒ ൌ 10௠௦  to 
ݒ ൌ 200௠௦ .  Five different radii are analyzed: ܴଵ ൌ 20݉, ܴଶ ൌ 30݉, ܴଷ ൌ 40݉, ܴସ ൌ 50݉, and 
ܴହ ൌ 9ݔ10ଽଽ݉.  The beam with a radius ܴ ൌ 9ݔ10ଽଽ݉ equates to a straight beam with no 
curvature.  Figure 11 and Figure 12 show the time histories of various points along the beam with 
a radius ܴ ൌ 20݉ for the cases when the velocity is ݒ ൌ 10௠௦  and ݒ ൌ 100
௠
௦  using the MPR-
MPA algorithm. 
The curved beam is simply supported, therefore, the essential boundary conditions are 
 ݑሺݐሻ|௫ୀ଴ ൌ 0,				ݑሺݐሻ|௫ୀ௅ ൌ 0, ݓሺݐሻ|௫ୀ଴ ൌ 0, & ݓሺݐሻ|௫ୀ௅ ൌ 0 (5.25)
and the natural boundary conditions are 
 ܯሺݐሻ|௫ୀ଴ ൌ 0 and ܯሺݐሻ|௫ୀ௅ ൌ 0 (5.26)
The beam is initially at rest, therefore, the initial conditions are 
 ࢛ሺ0ሻ ൌ 0 and ࢛ሶ ሺ0ሻ ൌ 0 (5.27)
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Figure 11: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 10
௠
௦  for 
each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) 
ߠሷሺݐሻ. 
  56 
 
Figure 12: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 100
௠
௦  
for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, 
and i) ߠሷሺݐሻ. 
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Figure 13: Effect of the beam radius of curvature and the speed of the moving load, v, on the 
maximum absolute non-dimensional vertical displacement, D. 
 
As the speed of the force is increased, the maximum vertical deflection of the beam increases.  
Figure 13 shows the maximum non-dimensional vertical deflection, ܦ, for each of the five 
variations of beams as a function of the speed of the moving force.  The non-dimensional vertical 
deflection is defined as 
 ܦ ൌ ฬݓ୫ୟ୶ ஽௬௡௔௠௜௖ݓ୫ୟ୶ௌ௧௔௧௜௖ ฬ (5.28)
The maximum vertical static deflection is calculated using FE, and these values are listed in Table 
7. 
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Radius (m) ࢝࢓ࢇ࢞ ࢙࢚ࢇ࢚࢏ࢉ ሺ࢓ሻ 
ૢ ࢞ ૚૙ૢૢ 1.383 ݔ 10ିସ 
50 8.641 ݔ 10ିହ 
40 7.167 ݔ 10ିହ 
30 5.277 ݔ 10ିହ 
20 3.109 ݔ 10ିହ 
Table 7: Maximum static deflection of the clamped-clamped beam for various radii of curvature. 
 
5.2  Conclusions 
The dynamic response of structures with moving loads is magnified compared to the static loads.  
For a relatively slow moving force, this max deflection is nearly equivalent to the maximum static 
loading case.  At much higher speeds, the maximum deflection can be greater than 160% of the 
maximum static loading case.  If the same structures are slightly curved to increase the strength, 
the effects of the moving load on the vertical deflection can be greatly reduced.  By increasing the 
curvature, a structure can be designed to carry much faster moving loads.  This is very important 
for engineers and designers as moving vehicles, trains, and aircraft are increasing their max speeds.  
Structures must be designed to handle such loads.  FE and MPR-MPA provide useful tools for the 
analysis of these structures. 
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6. Chapter 6: Dynamic Response of Curved 
Beams Subject to Moving Loads and 
Thermal Strains Using Finite Elements 
 
As shown in Chapter 5, the radius of curvature and speed of a moving load can greatly affect the 
dynamic responses of beams.  Increasing the radius of curvature of the beam can reduce these 
effects while increasing the speed of the load magnifies these effects.  Such structures can also 
undergo thermal strains due to temperature variations.  To date, no work is available that combines 
moving loads with thermal strains.  These temperature differences can create large strains that will 
have a large effect on the dynamic response of the beam.  Curved beams undergo thermal expansion 
when the mean temperature of the beam varies from the temperature of its environment.  They 
undergo thermal bending when the temperature varies through the height of the beam. 
 
For the FE discretization the force vector must now include the effects of these thermal stresses.  
The force vector is now defined as 
 ሚ݂ሺݐሻ ൌ ሚ݂௪ሺݐሻ ൅ ሚ݂௧௛௘௥௠௔௟ ൌ ሚ݂௪ሺݐሻ ൅ ሚ்݂ ா ൅ ሚ்݂ ஻ (6.1)
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The external force vector due to the moving external load,  ሚ݂௪ሺݐሻ, remains the same as in Equation 
3.5.  The thermal force vector is a combination of the thermal expansion,  ሚ்݂ ா, and the thermal 
bending moment,  ሚ்݂ ஻.  Thermal expansion is governed by the strain equation 
 ߜ் ൌ ߙܮΔܶ (6.2)
where ߙ is the thermal expansion coefficient for a specific material, and Δܶ is the difference in the 
mean temperature of the beam and the environment.  The discretized local element thermal 
expansion force is defined as 
 ሚ்݂ ா′ ൌ ߙሺ ௔ܶ௩௚ െ ஶܶሻ න࡮௔்
ஐ
ሺߦሻࡰ௔ܬሺߦሻ݀ߦ (6.3)
௔ܶ௩௚ is the average temperature through the height of the beam and is considered constant 
throughout the width and length of the beam.  ࡮௔ is defined in Equation 5.16. 
Thermal bending in a beam is governed by the equation 





The temperature distribution in the beam is assumed to be linear through the cross-section height 
of the beam.  The discretized local element thermal bending vector now becomes 
 ሚ்݂ ஻′ ൌ ߙሺ ஻ܶை்
െ ்ܶ௢௣ሻ
݄ න࡮஻்ஐ ሺߦሻࡰ஻ܬሺߦሻ݀ߦ (6.5)
࡮஻ is defined in Equation 2.39.  These are the local element thermal force vectors.  They need to 
be transformed to the global coordinate system using the transformation matrix ࢀ from Equation 
5.22 
 ሚ்݂ ா ൌ ࢀᇱ ሚ்݂ ா′ (6.6)
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6.1  Numerical Examples 
6.1.1  Thermal Expansion of a Ring 
In order to validate the derivation of the thermal expansion force vector, the expansion of a ring is 
analyzed.  Rings of various radii are subjected to a 40°ܥ and a െ40°ܥ change in temperature from 
their environment.  They have a Young’s modulus, ܧ ൌ 205	ܩܲܽ, Poisson’s ratio ߥ ൌ 0.29, and 
thermal expansion coefficient ߙ ൌ 11.9	ݔ	10ି଺ܭିଵ.  Table 8 shows that the FE results for change 
in the radius of the center of the beam compare to within machine precision to the exact solution 
 ܴ݀ ൌ ߙܴΔܶ (6.7)
 Tavg = 40°C Tavg = -40°C 
R (m) 
dR(m) 





|% ۳ܚܚܗܚ| 100 FE Elements 
Exact 
Solution |% ۳ܚܚܗܚ| 
1 4.76E-04 4.76E-04 3.11E-09 -4.76E-04 -4.76E-04 3.09E-09 
2 9.52E-04 9.52E-04 2.24E-09 -9.52E-04 -9.52E-04 2.27E-09 
3 1.43E-03 1.43E-03 4.32E-08 -0.00143 -1.43E-03 4.32E-08 
4 1.90E-03 1.90E-03 6.40E-08 -0.0019 -1.90E-03 6.40E-08 
5 2.38E-03 2.38E-03 2.64E-07 -0.00238 -2.38E-03 2.64E-07 
6 2.86E-03 2.86E-03 9.50E-08 -0.00286 -2.86E-03 9.50E-08 
7 3.33E-03 3.33E-03 7.74E-08 -0.00333 -3.33E-03 7.74E-08 
8 3.81E-03 3.81E-03 5.86E-08 -0.00381 -3.81E-03 5.86E-08 
9 4.28E-03 4.28E-03 4.07E-07 -0.00428 -4.28E-03 4.07E-07 
10 4.76E-03 4.76E-03 9.12E-07 -0.00476 -4.76E-03 9.12E-07 
Table 8: Change in radius of various rings subject to a temperature change of (Left) 40°C (Right) 
-40°C. 
6.1.2  Thermal Bending of a Cantilever Beam 
In order to validate the derivation of the thermal bending force vector, the bending of a cantilever 
beam subject to a temperature change through the height of the beam is analyzed.  The square cross-
sectioned beam has a length, ܮ ൌ 1݉, width ݓ ൌ 0.1݉, height ݄ ൌ 0.05݉.  The properties of the 
beam are Young’s modulus, ܧ ൌ 205	ܩܲܽ, Poisson’s ratio ߥ ൌ 0.29, and thermal expansion 
coefficient ߙ ൌ 11.9	ݔ	10ି଺ܭିଵ.  The temperature of the bottom surface of the beam is constant, 
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஻ܶை் ൌ 0°ܥ.  The temperature of the environment is ஶܶ ൌ ሺ்೅ೀುି்ಳೀ೅ሻଶ  so that the thermal 
expansion effects are negated.  Table 9 shows that the FE results compare closely to the exact BE 
solution [1] for various temperature variations. 
 ݓ௠௔௫ ൌ ߙܮ
ଶሺ ஻ܶை் െ ்ܶை௉ሻ
2݄  (6.8)
   
TTOP (°C) 100 FE Elements Exact BE Solution |%	۳ܚܚܗܚ| 
-40 4.76E-03 4.76E-03 2.59E-07 
-30 3.57E-03 3.57E-03 2.59E-07 
-20 2.38E-03 2.38E-03 2.59E-07 
-10 1.19E-03 1.19E-03 2.59E-07 
0 0.00E+00 0.00E+00 0.00E+00 
10 -1.19E-03 -1.19E-03 2.59E-07 
20 -2.38E-03 -2.38E-03 2.59E-07 
30 -3.57E-03 -3.57E-03 2.59E-07 
40 -4.76E-03 -4.76E-03 2.59E-07 
Table 9: Bending of the tip of a cantilever beam for various temperature changes through the 
height of the beam. 
 
6.1.3  Curved Beams Subject to Moving Loads and Thermal Strains 
The same beams from Section 5.1.3 are analyzed, but now thermal strains are applied to the beams.  
The beams have a span, ܮ ൌ 10݉, cross-section width of ݓ ൌ 1.5݉, and a height ݄ ൌ 0.8݉.  They 
have a Young’s modulus, ܧ ൌ 120	ܩܲܽ, Poisson’s ration ߥ ൌ 0.3, a density ߩ ൌ 7200 ௞௚௠య, thermal 
expansion coefficient, ߙ ൌ 11.9	ݔ	10ି଺ܭିଵ.  The moving force has a magnitude, ݂ ௪ ൌ 50݇ܰ.  The 
damping rations are assumed to be, ߦଵ ൌ ߦଶ ൌ 0.05.  The velocity of the force is varied from ݒ ൌ
10௠௦  to ݒ ൌ 200
௠
௦ .  Five different radii are analyzed: ܴଵ ൌ 20݉, ܴଶ ൌ 30݉, ܴଷ ൌ 40݉, ܴସ ൌ
50݉, and ܴହ ൌ 9ݔ10ଽଽ݉.  The beam with a radius ܴ ൌ 9ݔ10ଽଽ݉ equates to a straight beam with 
no curvature. 
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Four thermal cases are studied.  The first is the baseline study with no thermal strains.  The second 
case is thermal expansion only.  The temperature of the top and bottom of the beam are ்ܶை௉ ൌ
஻ܶை் ൌ 25°ܥ, and the temperature of the environment is ஶܶ ൌ 30°ܥ.  The third case is thermal 
bending strains only.  The temperature of the top of the beam is ்ܶை௉ ൌ 20°ܥ.  The temperature of 
the bottom of the beam is ܶ ஻ை் ൌ 25°ܥ.  The temperature of the environment is equal to the average 
temperature through the height of the beam ஶܶ ൌ ௔ܶ௩௚ ൌ 22.5°ܥ.  The fourth case is the combined 
thermal expansion and thermal bending strain.  The temperature of the top of the beam is ்ܶை௉ ൌ
20°ܥ.  The temperature of the top of the beam is ܶ ஻ை் ൌ 25°ܥ.  The temperature of the environment 
is ஶܶ ൌ 25°ܥ. 
The non-dimensional maximum vertical deflection, ܦ, is again calculated as a function of the speed 
of the moving load.  The maximum static deflection is again the same as in Table 7.  Figure 14 
shows the effect of the radius of the beam and the thermal loading effects on the maximum vertical 
deflection.  Appendix B shows the time histories of various points along the beam with a radius 
ܴ ൌ 20݉ for each loading case for velocity of the moving load ݒ ൌ 10௠௦  and ݒ ൌ 100
௠
௦  using the 
MPR-MPA algorithm. 
The curved beam is simply supported, therefore, the essential boundary conditions are 
 ݑሺݐሻ|௫ୀ଴ ൌ 0,				ݑሺݐሻ|௫ୀ௅ ൌ 0, ݓሺݐሻ|௫ୀ଴ ൌ 0, & ݓሺݐሻ|௫ୀ௅ ൌ 0 (6.9)
and the natural boundary conditions are 
 ܯሺݐሻ|௫ୀ଴ ൌ 0 and ܯሺݐሻ|௫ୀ௅ ൌ 0 (6.10)
The beam is initially subject to the thermal expansion and bending, therefore, the initial 
conditions are 
 ࢛ሺ0ሻ ൌ ࡷିଵ ሚ்݂ ௛௘௥௠௔௟ and ࢛ሶ ሺ0ሻ ൌ 0 (6.11)
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Figure 14: Effect of the beam radius of curvature and the speed of the moving load on the 
maximum absolute non-dimensional vertical displacement, D, for various thermal strains: a)  
்ܶை௉ ൌ 25°ܥ, ஻ܶை் ൌ 25°ܥ, &	 ஶܶ ൌ 25°ܥ, b)  ்ܶை௉ ൌ 25°ܥ, ஻ܶை் ൌ 25°ܥ, &	 ஶܶ ൌ 30°ܥ, c)  
்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 25°ܥ, &	 ஶܶ ൌ 22.5°ܥ, d)  ்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 25°ܥ, &	 ஶܶ ൌ 25°ܥ. 
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6.2  Conclusions 
The dynamic response of structures due to moving loads and thermal strains is magnified compared 
to the static loads.  The effects of thermal expansion and thermal bending can have a much larger 
effect on the deflection of curved beams.  For the given example, the thermal expansion effects are 
>10x the effects of the moving load.  This is especially true when the radius becomes smaller, and 
the curvature becomes greater.  For the case when the radius equaled half the length of the span, a 
half circle, the thermal expansion deflection is ≈40x greater than the case with no thermal bending 
strain.  These effects must be well understood by structural engineers and designers in order to 
build safer and stronger structures.  If the perceived temperature changes can vary greatly, the 
thermal strains will become more dominant than those caused by the moving loads.  The optimal 
approach given by this research is to use the Finite Element method combined with the MPR-MPA 
algorithm. 
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7. Chapter 7: Dynamic Response of Plates 
Subject to Moving Loads and Thermal 
Strains Using Finite Elements 
 
As previously shown, the effects of thermal strains can greatly impact the dynamic response of a 
beam undergoing a moving load.  Beams are not the only structural elements that exhibit these 
effects.  Plates are also of particular interest.  Examples of such plates include road decks and the 
decks of aircraft carriers.  Similarly to beams, it is known that the magnitude of the response of a 
plate due to moving loads varies as a function of the speed of the load [21].   
 
Of importance is what effect thermal strains can have on the response of these plates undergoing 
excitation my moving loads.  Temperature variations through the thickness of a plate create thermal 
bending moments.  The thermal bending moment is governed by 





For a linear temperature distribution through the thickness of the plate, the thermal bending moment 
is 
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 ܯ் ൌ ܧߙ݄
ଶሺ ஻ܶை் െ ்ܶை௉ሻ
12  (7.2)
The discretized force vector for the thermal bending of a plate is defined as 
 ሚ்݂ ஻ ൌ ܧߙ݄
ଶሺ ஻ܶை் െ ்ܶை௉ሻ
12ሺ1 െ ߥሻ න
ۖە
۔








7.1  Numerical Examples 
7.1.1  Thermal Bending of a Plate 
In order to validate the derivation of the thermal bending moment vector, the static thermal bending 
of a plate is analyzed.  A hard simply supported plate with a length, ܮ ൌ 2݉, width, ܹ ൌ 4݉, and 
a thickness, ݄ ൌ 0.1݉ has a temperature, ்ܶை௉ ൌ 100°ܥ, applied to the top and a temperature, 
஻ܶை் ൌ 25°ܥ, applied to the bottom surface.  The plate has a Young’s modulus, ܧ ൌ 72	ܩܲܽ, 
Poisson’s ratio, ߥ ൌ 0.33, and a thermal expansion coefficient, ߙ ൌ 2.3ݔ10ି଻	ܭିଵ.  Figure 15 
shows the transverse vertical deflection calculated by FE as compared to the exact solution.  The 
exact analytical solution is given by [4] as 













The plate has hard simply supported edges, therefore the essential boundary conditions are 
 ݓ|௫ୀ଴ ൌ ݓ|௫ୀ௅ ൌ ݓ|௬ୀ଴ ൌ ݓ|௬ୀௐ ൌ 0 (7.5)
 ߠ௫|௫ୀ଴ ൌ 0, ߠ௫|௫ୀ௅ ൌ 0  (7.6)
 ߠ௬ห௬ୀ଴ ൌ 0, ߠ௬ห௬ୀௐ ൌ 0  (7.7)
and the natural boundary conditions are 
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 ܯ|௫ୀ଴ൌ ܯ|௫ୀ௅ ൌ ܯ|௬ୀ଴ ൌ ܯ|௬ୀௐ ൌ 0 (7.8)
 
Figure 15: Comparison of the FE and exact solution for the thermal bending of the plate for (a) 
ݓ ቀݔ, ݕ ൌ ௐଶቁ and (b) ݓ ቀݔ ൌ
௅
ଶ , ݕቁ. 
 
7.1.2  Plates Subject to Moving Loads and Thermal Strains 
The combined effects of a moving load and thermal bending on a hard simply supported plate are 
analyzed.  The square plate has a length and width, ܮ ൌ ܹ ൌ 2݉, and a thickness, ݄ ൌ 0.01݉.  
The plate has a Young’s modulus, ܧ ൌ 72	ܩܲܽ, Poisson’s ratio, ߥ ൌ 0.33, density, ߩ ൌ 2700 ௞௚௠య, 
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and a thermal expansion coefficient, ߙ ൌ 2.3ݔ10ି଻	ܭିଵ.  The proportional damping ratios are 
assumed to be ߦଵ ൌ ߦଶ ൌ 0.05.  Using FE, the first two natural frequencies are found to be ߱ଵ ൌ
78 ௥௔ௗ௦  and ߱ଶ ൌ 197
௥௔ௗ
௦ .  The moving load is a line pressure across the beam with a magnitude of 
݌ ൌ െ500 ே௠ and a length of 0.5m in the y-direction and centered on the plate. 







Table 10: Five thermal loading cases. 
 
The non-dimensional maximum vertical deflection, ܦ, is again calculated as a function of the speed 
of the moving load.  The maximum static deflection is |ݓ୫ୟ୶ 	௦௧௔௧௜௖| ൌ 0.001627݉.  Figure 16 
shows the effect of the radius of the beam and the thermal loading effects on the maximum vertical 
deflection.  For each loading case the velocity of the moving load is varied between 2.5	 ௠௦  and 
50௠௦ .  Each transient solution is calculated using the MPR-MPA algorithm with 1000 time steps.  
Therefore, the time step for each initial velocity is Δݐ ൌ ଵହ଴଴௩. 
The plate is hard simply supported on all edges, therefore, the essential boundary conditions are 
 ݓሺݐሻ|௫ୀ଴ ൌ ݓሺݐሻ|௫ୀ௅ ൌ ݓሺݐሻ|௬ୀ଴ ൌ ݓሺݐሻ|௬ୀௐ ൌ 0 (7.9)
 ߠ୶ሺݐሻ|௫ୀ଴ ൌ ߠ௫ሺݐሻ|௫ୀ௅ ൌ ߠ௬ሺݐሻห௬ୀ଴ ൌ ߠ௬ሺݐሻห௬ୀௐ ൌ 0 (7.10)
and the natural boundary conditions are 
 ܯ|௫ୀ଴ൌ ܯ|௫ୀ௅ ൌ ܯ|௬ୀ଴ ൌ ܯ|௬ୀௐ ൌ 0 (7.11)
The plate is initially subject to the thermal bending, therefore, the initial conditions are 
 ࢛ሺ0ሻ ൌ ࡷିଵ ሚ்݂ ஻ and ࢛ሶ ሺ0ሻ ൌ 0 (7.12)
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Figure 16: Effect of the speed of the moving load on the maximum absolute non-dimensional 
vertical displacement, D, for various thermal strains. 
7.2  Conclusions 
The Finite Element Method and the MPR-MPA time stepping algorithm are effective for studying 
the effects of dynamic loading and thermal bending on Mindlin-Reissner plates.  The thermal 
bending moment is discretized and superimposed on the beam along with the effects of the moving 
load.  Depending upon the expected temperature differences for a given problem, the thermal 
bending can have a significant effect on the transverse deflection of the plate.  For the given 
example, the thermal bending increased the transverse deflection by a maximum of 22%. 
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8. Chapter 8: Concluding Remarks 
 
 
Numerical methods are preferred for application involving structures undergoing moving loads.  
Analytical methods are not capable of handling complicated geometries, material properties, and 
loads.  Experimental methods are not capable of handling multiple iterations of inputs.  They can 
also be costly and time consuming.  The preferred method is to use Finite Elements to discretize 
space and the GSSSS framework to discretize time.  Finite Elements allow designers to analyze 
complicated geometries in space as well as adding any possible mechanical or thermal loads.  
Within the framework of the GSSSS algorithms, the V0(1,1,0), MPR-MPA, algorithm is preferred 
because it is robust enough to handle any potential situations, such as nonlinearities.  
 
Three of the most common structures analyzed with Finite Elements are derived using Euler-
Bernoulli beam theory, Timoshenko beam theory, and Mindlin-Reissner plate theory.  All three can 
be effectively chosen for these forced vibration problems, but Timoshenko beam elements are the 
preferred elements.  These elements are not conditional to the aspect ratio of the length to height 
ratio.  They are also effective for analyzing in-plane problems such as curved beams.  Mindlin-
Reissner plate elements are valuable when the loading case is not consistent along the width of the 
structure., i.e. eccentric loading. 
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Using Finite Elements, curved beam structures undergoing forced vibration by moving loads can 
easily be analyzed.  It is well known that the magnitude of the dynamic response of a structure 
undergoing moving loads is a function of the speed of the load.  If the structures are curved, the 
magnitude of the response is also a function of the initial radius of curvature.  Whenever allowable, 
it is preferred to have a structure with as much curvature as possible. 
 
However, this does not hold true if large thermal strains are expected.  The effects of thermal 
expansion are magnified for beams with a large curvature versus those with a small curvature.  
Thermal bending due to temperature differences through the cross-section of the beam have the 
inverse effect.  The bending loads have a greater impact on curved beams with a smaller curvature.  
Either way, thermal loading can have an impact magnitudes larger than those of the forced vibration 
due to moving loads. 
 
These thermal effects are critical to understand for flat plate analyzes as well.   Using Finite 
Elements, it was shown that the magnitude of the dynamic response of plates undergoing moving 
loads can be greatly affected by thermal loads.   
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Appendix A – Static Error Convergence 
Plots 
Appendix A contains the error convergence plots for the numerical examples from Chapter 2.  
 
 
Figure 17: Error convergence of the first two natural frequencies as the element length decreases 
of Euler-Bernoulli beams from Section 2.1.1  
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Figure 18: Error convergence of the first natural frequency as the element length decreases of two 
Timoshenko beams from Section 2.1.1  
 
 
Figure 19: Error convergence for the internal energy, ܷ ൌ ଵଶ ሾࡷሿሼ࢛ሽ as the average element length 
decreases for the Mindlin-Reissner plate from Section 2.3.1  
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Figure 20: Error convergence for the fundamental natural frequency as the average element 
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Appendix B – Time Histories for Selected 
Curved Beams with Moving Loads and 
Thermal Strains 
Appendix B shows the time histories for various examples taken from the numerical examples in 
Section 6.1.3  
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Figure 21: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 10
௠
௦ , 
்ܶை௉ ൌ 25°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 25°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, 
c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 22: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 10
௠
௦ , 
்ܶை௉ ൌ 25°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 30°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, 
c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 23: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 10
௠
௦ , 
்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 22.5°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) 
ݓሺݐሻ, c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 24: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 10
௠
௦ , 
்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 25°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, 
c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 25: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 100
௠
௦ , 
்ܶை௉ ൌ 25°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 25°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, 
c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 26: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 100
௠
௦ , 
்ܶை௉ ൌ 25°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 30°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, 
c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 27: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 100
௠
௦ , 
்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 22.5°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) 
ݓሺݐሻ, c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ. 
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Figure 28: Time histories at ݔ ൌ ௅ସ , ݔ ൌ
௅
ଶ , &	ݔ ൌ
ଷ௅
ସ  for the moving mass moving at ݒ ൌ 100
௠
௦ , 
்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 25°ܥ, ஶܶ ൌ 25°ܥ, &	ܴ ൌ 20݉ for each of the following: a), ݑሺݐሻ, b) ݓሺݐሻ, 
c) ߠሺݐሻ, d) ݑሶ ሺݐሻ e) ݓሶ ሺݐሻ, f) ߠሶሺݐሻ, g) ݑሷ ሺݐሻ, h) ݓሷ ሺݐሻ, and i) ߠሷሺݐሻ.  
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Appendix C – Time Histories for Selected 
Plates with Moving Loads and Thermal 
Strains 
Appendix C shows the time histories for various examples taken from the numerical examples in 
Section 6.1.3  
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ସ , and ݕ ൌ
ௐ
ଶ  for ்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 20°ܥ, 
and ݒ ൌ 5௠௦  for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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ସ , and ݕ ൌ
ௐ
ଶ  for ்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 60°ܥ, 
and ݒ ൌ 5௠௦  for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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ସ , and ݕ ൌ
ௐ
ଶ  for ்ܶை௉ ൌ 60°ܥ, ஻ܶை் ൌ 20°ܥ, 
and ݒ ൌ 5௠௦  for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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ସ , and ݕ ൌ
ௐ
ଶ  for ்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 20°ܥ, 
and ݒ ൌ 25௠௦  for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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ସ , and ݕ ൌ
ௐ
ଶ  for ்ܶை௉ ൌ 20°ܥ, ஻ܶை் ൌ 60°ܥ, 
and ݒ ൌ 25௠௦  for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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ସ , and ݕ ൌ
ௐ
ଶ  for ்ܶை௉ ൌ 60°ܥ, ஻ܶை் ൌ 20°ܥ, 
and ݒ ൌ 25௠௦  for: a) ݓሺݐሻ, b) ߠ௬ሺݐሻ, c) ݓሶ ሺݐሻ, d) ߠሶ௬ሺݐሻ, e) ݓሷ ሺݐሻ, and f) ߠሷ௬ሺݐሻ. 
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P=[1 1 0]; 
  

















































unit_x=[0 1/3 2/3 1]; 




h=waitbar(0,'Assembling Stiffness & Mass Matrices...'); 
for index1=1:elements; 
    tic; 
    est_time=total_calcs*iter_time/60; 
    est_time_min=floor(est_time); 
    est_time_sec=(est_time-est_time_min)*60; 
    waitbar(index1/elements,h,sprintf('Assembling Stiffness & Mass Matrices...  %3.0f:%02.0f  
remaining.',... 
        [est_time_min est_time_sec])) 
     
    K_temp=zeros(3*nodes,3*nodes); 
    M_temp=zeros(3*nodes,3*nodes); 
    QF_temp=zeros(3*nodes,1); 
    element_angle(index1)=atan((meshy(index1+1)-meshy(index1))/(meshx(index1+1)-meshx(index1))); 
    element_length(index1)=sqrt((meshy(index1+1)-meshy(index1))^2+(meshx(index1+1)-
meshx(index1))^2); 
    s=sin(element_angle(index1)); 
    c=cos(element_angle(index1)); 
    T_unit=[c s 0;-s c 0;0 0 1]; 
    T=blkdiag(T_unit,T_unit,T_unit,T_unit); 
    trans=[1 0 meshx(index1);0 1 meshy(index1);0 0 1]; 
    rot=[cos(element_angle(index1)) -sin(element_angle(index1)) 0;sin(element_angle(index1)) 
cos(element_angle(index1)) 0;0 0 1]; 
    scale=[element_length(index1) 0 0;0 0 0;0 0 1]; 
    element_cords=trans*rot*scale*[unit_x;unit_y;1 1 1 1]; 
    element_xs=element_cords(1,:); 
    element_ys=element_cords(2,:); 
    gauss_loc=[sqrt(0.6) sqrt((3+2*sqrt(6/5))/7) sqrt((3-2*sqrt(6/5))/7)]; 
    gauss_loc1=[-gauss_loc(2) -gauss_loc(3) gauss_loc(3) gauss_loc(2)]; 
    gauss_loc2=[-gauss_loc(1) 0 gauss_loc(1)]; 
    gauss_weights1=[(18-sqrt(30))/36 (18+sqrt(30))/36 (18+sqrt(30))/36 (18-sqrt(30))/36]; 
    gauss_weights2=[5/9 8/9 5/9]; 
    Bs=zeros(3,12); 
    Bb=zeros(3,12); 
    Ba=zeros(3,12); 
  97 
    k_mat=zeros(12,12); 
    m_mat=zeros(12,12); 
    qf_vec=zeros(12,1); 
     
    M_element=-Alpha*(T_top-T_bottom)*E*I/xsection_height; 
    F_element=Alpha*(T_avg-T_inf)*A*E; 
     
    for index2=1:4; 
        xi=gauss_loc1(index2); 
        N=[-(9*(xi-1)*(xi-1/3)*(xi+1/3))/16,... 
            (27*(xi-1)*(xi+1)*(xi-1/3))/16,... 
            -(27*(xi-1)*(xi+1)*(xi+1/3))/16,... 
            (9*(xi+1)*(xi-1/3)*(xi+1/3))/16]; 
        dNdxi=[-(9*(xi-1)*(xi-1/3))/16-(9*(xi-1)*(xi+1/3))/16-(9*(xi-1/3)*(xi+1/3))/16,... 
            (27*(xi-1)*(xi+1))/16+(27*(xi-1)*(xi-1/3))/16+(27*(xi+1)*(xi-1/3))/16,... 
            -(27*(xi-1)*(xi+1))/16-(27*(xi-1)*(xi+1/3))/16-(27*(xi+1)*(xi+1/3))/16,... 
            (9*(xi+1)*(xi-1/3))/16+(9*(xi+1)*(xi+1/3))/16+(9*(xi-1/3)*(xi+1/3))/16]; 
        detJ=element_length(index1)/2; 
        invJ=1/detJ; 
        dNdxi=dNdxi*invJ; 
        Bb(2,:)=[0 0 dNdxi(1) 0 0 dNdxi(2) 0 0 dNdxi(3) 0 0 dNdxi(4)]; 
        Ba(1,:)=[dNdxi(1) 0 0 dNdxi(2) 0 0 dNdxi(3) 0 0 dNdxi(4) 0 0]; 
        
k_mat=k_mat+Bb'*Bb*E*I*detJ*gauss_weights1(index2)+Ba'*Ba*E*A*detJ*gauss_weights1(index2); 
        m_mat=m_mat+rho*A*[N(1) 0 0 N(2) 0 0 N(3) 0 0 N(4) 0 0]'*[N(1) 0 0 N(2) 0 0 N(3) 0 0 N(4) 0 
0]*detJ*gauss_weights1(index2); 
        m_mat=m_mat+rho*A*[0 N(1) 0 0 N(2) 0 0 N(3) 0 0 N(4) 0]'*[0 N(1) 0 0 N(2) 0 0 N(3) 0 0 N(4) 
0]*detJ*gauss_weights1(index2); 
        m_mat=m_mat+rho*I*[0 0 N(1) 0 0 N(2) 0 0 N(3) 0 0 N(4)]'*[0 0 N(1) 0 0 N(2) 0 0 N(3) 0 0 
N(4)]*detJ*gauss_weights1(index2); 
        qf_vec=qf_vec+M_element.*Bb(2,:)'*detJ*gauss_weights1(index2); 
        qf_vec=qf_vec+F_element.*[dNdxi(1) 0 0 dNdxi(2) 0 0 dNdxi(3) 0 0 dNdxi(4) 0 
0]'*detJ*gauss_weights1(index2); 
    end 
    for index2=1:3; 
        xi=gauss_loc2(index2); 
        N=[-(9*(xi-1)*(xi-1/3)*(xi+1/3))/16,... 
            (27*(xi-1)*(xi+1)*(xi-1/3))/16,... 
            -(27*(xi-1)*(xi+1)*(xi+1/3))/16,... 
            (9*(xi+1)*(xi-1/3)*(xi+1/3))/16]; 
        dNdxi=[-(9*(xi-1)*(xi-1/3))/16-(9*(xi-1)*(xi+1/3))/16-(9*(xi-1/3)*(xi+1/3))/16,... 
            (27*(xi-1)*(xi+1))/16+(27*(xi-1)*(xi-1/3))/16+(27*(xi+1)*(xi-1/3))/16,... 
            -(27*(xi-1)*(xi+1))/16-(27*(xi-1)*(xi+1/3))/16-(27*(xi+1)*(xi+1/3))/16,... 
            (9*(xi+1)*(xi-1/3))/16+(9*(xi+1)*(xi+1/3))/16+(9*(xi-1/3)*(xi+1/3))/16]; 
        dNdxi=dNdxi*invJ; 
        Bs(3,:)=[0 dNdxi(1) -N(1) 0 dNdxi(2) -N(2) 0 dNdxi(3) -N(3) 0 dNdxi(4) -N(4)]; 
        k_mat=k_mat+Bs'*Bs*k*G*A*detJ*gauss_weights2(index2); 
    end 
    a=(index1-1)*9+1; 
    b=a+length(k_mat)-1; 
    K_temp(a:b,a:b)=T'*k_mat*T; 
    M_temp(a:b,a:b)=T'*m_mat*T; 
    QF_temp(a:b,1)=T'*qf_vec; 
    K=K+K_temp; 
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    M=M+M_temp; 
    QF=QF+QF_temp; 
    Global_x((index1-1)*3+1:(index1-1)*3+4)=element_xs; 
    Global_y((index1-1)*3+1:(index1-1)*3+4)=element_ys; 
     
    toc_temp=toc; 
    total_calcs=total_calcs-1; 






















































































    tic; 
    est_time=total_calcs*iter_time/60; 
    est_time_min=floor(est_time); 
    est_time_sec=(est_time-est_time_min)*60; 
    waitbar(index1/length(time),h,sprintf('Solving...  %3.0f:%02.0f  remaining.',... 
        [est_time_min est_time_sec])) 
     
    Phi_n=Phi(:,index1-1); 
    Phi_dot_n=Phi_dot(:,index1-1); 
    Phi_dbldot_n=Phi_dbldot(:,index1-1); 
     
    F_n=F; 
    F=zeros(3*nodes,1); 
     
    if mass_position(index1)>max(x_vect) 
        mass_position(index1)=max(x_vect); 
  100 
    end 
    b=(mass_position(index1)-x_vect<=0)-(mass_position(index1)>x_vect)~=-1; 
    [c loc]=max(b); 
    element=loc-1; 
    l=x_vect(element+1)-x_vect(element); 
    iso_par_loc=(mass_position(index1)-x_vect(element))/(x_vect(element+1)-x_vect(element)); 
    N=[(9*(l-l*iso_par_loc)*(l/3-l*iso_par_loc)*((2*l)/3-l*iso_par_loc))/(2*l^3),(27*l*iso_par_loc*(l-
l*iso_par_loc)*((2*l)/3-l*iso_par_loc))/(2*l^3),-(27*l*iso_par_loc*(l-l*iso_par_loc)*... 
        (l/3-l*iso_par_loc))/(2*l^3),(9*l*iso_par_loc*(l/3-l*iso_par_loc)*((2*l)/3-l*iso_par_loc))/(2*l^3)]; 
    s=sin(element_angle(element)); 
    c=cos(element_angle(element)); 
    T_unit=[c s 0;-s c 0;0 0 1]; 
    T=blkdiag(T_unit,T_unit,T_unit,T_unit); 
    fx_element=mass*g*sin(element_angle(element)); 
    fy_element=mass*g*(-CF*vel^2/R+cos(element_angle(element))); 
    if time(index1)>L/vel 
        fx_element=0; 
        fy_element=0; 
    end 
    F_element=zeros(12,1); 
    F_element(1:3:end)=fx_element*N; 
    F_element(2:3:end)=fy_element*N; 
    F_element=T'*F_element; 
  
    a=(element-1)*9+1; 
    b=a+11; 
    F(a:b)=F(a:b)+F_element; 
    F=F+QF; 
     
    F_nplus1=F; 
    F_temp(:,index1)=F; 
     
    B1=Lambda6W1*M+Lambda5W2*delta_t*C+Lambda3W3*delta_t^2*K; 
    B2=-M*Phi_dbldot_n-C*(Phi_dot_n+Lambda4W1*delta_t*Phi_dbldot_n)... 
        -K*(Phi_n+Lambda1W1*delta_t*Phi_dot_n+Lambda2W2*delta_t^2*Phi_dbldot_n)+... 
        F_n+W1*(F_nplus1-F_n); 
     
    B1(1,:)=zeros(nodes*3,1); 
    B1(:,1)=zeros(1,nodes*3); 
    B1(1,1)=1; 
    B1(2,:)=zeros(nodes*3,1); 
    B1(:,2)=zeros(1,nodes*3); 
    B1(2,2)=1; 
    B1(end-2,:)=zeros(nodes*3,1); 
    B1(:,end-2)=zeros(1,nodes*3); 
    B1(end-2,end-2)=1; 
    B1(end-1,:)=zeros(nodes*3,1); 
    B1(:,end-1)=zeros(1,nodes*3); 
    B1(end-1,end-1)=1; 
    B2(1)=0; 
    B2(2)=0; 
    B2(end-2)=0; 
    B2(end-1)=0; 
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    Delta_Phi_dbldot=B1\B2; 
     
    Phi_dbldot(:,index1)=Phi_dbldot_n+Delta_Phi_dbldot; 
    Phi_dot(:,index1)=Phi_dot_n+lambda4*Phi_dbldot_n*delta_t+lambda5*Delta_Phi_dbldot*delta_t; 
    
Phi(:,index1)=Phi_n+lambda1*Phi_dot_n*delta_t+lambda2*Phi_dbldot_n*delta_t^2+lambda3*Delta_Phi_
dbldot*delta_t^2; 
     
    u(:,index1)=Phi(1:3:end,index1); 
    v(:,index1)=Phi(2:3:end,index1); 
    theta(:,index1)=Phi(3:3:end,index1); 
     
    u_14(:,index1)=interp1(x_vect',u(1:3:end,index1),0.25*L); 
    v_14(:,index1)=interp1(x_vect',v(1:3:end,index1),0.25*L); 
    theta_14(:,index1)=interp1(x_vect',theta(1:3:end,index1),0.25*L); 
     
    u_12(:,index1)=interp1(x_vect',u(1:3:end,index1),0.5*L); 
    v_12(:,index1)=interp1(x_vect',v(1:3:end,index1),0.5*L); 
    theta_12(:,index1)=interp1(x_vect',theta(1:3:end,index1),0.5*L); 
     
    u_34(:,index1)=interp1(x_vect',u(1:3:end,index1),0.75*L); 
    v_34(:,index1)=interp1(x_vect',v(1:3:end,index1),0.75*L); 
    theta_34(:,index1)=interp1(x_vect',theta(1:3:end,index1),0.75*L); 
     
    u_dot(:,index1)=Phi_dot(1:3:end,index1); 
    v_dot(:,index1)=Phi_dot(2:3:end,index1); 
    theta_dot(:,index1)=Phi_dot(3:3:end,index1); 
     
    u_dot_14(:,index1)=interp1(x_vect',u_dot(1:3:end,index1),0.25*L); 
    v_dot_14(:,index1)=interp1(x_vect',v_dot(1:3:end,index1),0.25*L); 
    theta_dot_14(:,index1)=interp1(x_vect',theta_dot(1:3:end,index1),0.25*L); 
     
    u_dot_12(:,index1)=interp1(x_vect',u_dot(1:3:end,index1),0.5*L); 
    v_dot_12(:,index1)=interp1(x_vect',v_dot(1:3:end,index1),0.5*L); 
    theta_dot_12(:,index1)=interp1(x_vect',theta_dot(1:3:end,index1),0.5*L); 
     
    u_dot_34(:,index1)=interp1(x_vect',u_dot(1:3:end,index1),0.75*L); 
    v_dot_34(:,index1)=interp1(x_vect',v_dot(1:3:end,index1),0.75*L); 
    theta_dot_34(:,index1)=interp1(x_vect',theta_dot(1:3:end,index1),0.75*L); 
     
    u_ddot(:,index1)=Phi_dbldot(1:3:end,index1); 
    v_ddot(:,index1)=Phi_dbldot(2:3:end,index1); 
    theta_ddot(:,index1)=Phi_dbldot(3:3:end,index1); 
     
    u_ddot_14(:,index1)=interp1(x_vect',u_ddot(1:3:end,index1),0.25*L); 
    v_ddot_14(:,index1)=interp1(x_vect',v_ddot(1:3:end,index1),0.25*L); 
    theta_ddot_14(:,index1)=interp1(x_vect',theta_ddot(1:3:end,index1),0.25*L); 
     
    u_ddot_12(:,index1)=interp1(x_vect',u_ddot(1:3:end,index1),0.5*L); 
    v_ddot_12(:,index1)=interp1(x_vect',v_ddot(1:3:end,index1),0.5*L); 
    theta_ddot_12(:,index1)=interp1(x_vect',theta_ddot(1:3:end,index1),0.5*L); 
     
    u_ddot_34(:,index1)=interp1(x_vect',u_ddot(1:3:end,index1),0.75*L); 
    v_ddot_34(:,index1)=interp1(x_vect',v_ddot(1:3:end,index1),0.75*L); 
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    theta_ddot_34(:,index1)=interp1(x_vect',theta_ddot(1:3:end,index1),0.75*L); 
     
    Gx(:,index1)=u(:,index1)+Global_x'; 
    Gy(:,index1)=v(:,index1)+Global_y'; 
     
    toc_temp=toc; 
    total_calcs=total_calcs-1; 





YMatrix1=[u_14; u_12; u_34]; 
YMatrix2=[v_14; v_12; v_34]; 
YMatrix3=[theta_14; theta_12; theta_34]; 
  
YMatrix4=[u_dot_14; u_dot_12; u_dot_34]; 
YMatrix5=[v_dot_14; v_dot_12; v_dot_34]; 
YMatrix6=[theta_dot_14; theta_dot_12; theta_dot_34]; 
  
YMatrix7=[u_ddot_14; u_ddot_12; u_ddot_34]; 
YMatrix8=[v_ddot_14; v_ddot_12; v_ddot_34]; 
YMatrix9=[theta_ddot_14; theta_ddot_12; theta_ddot_34]; 
  
% Create figure 
figure1 = figure('Color',[1 1 1]); 
  
% Create multiple lines using matrix input to plot 
subplot1=subplot(3,3,1); 
plot1 = plot(X1,YMatrix1,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$u (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$u(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,2) 
plot1 = plot(X1,YMatrix2,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$w (m)$','interpreter','latex','FontName','cmr12'); 
  




% Create multiple lines using matrix input to plot 
subplot(3,3,3) 
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plot1 = plot(X1,YMatrix3,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\theta (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\theta(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,4) 
plot1 = plot(X1,YMatrix4,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\dot{u} (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\dot{u}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,5) 
plot1 = plot(X1,YMatrix5,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\dot{w} (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\dot{w}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,6) 
plot1 = plot(X1,YMatrix6,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\dot{\theta} (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\dot{\theta}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,7) 
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plot1 = plot(X1,YMatrix7,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\ddot{u} (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\ddot{u}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,8) 
plot1 = plot(X1,YMatrix8,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\ddot{w} (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\ddot{w}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,3,9) 
plot1 = plot(X1,YMatrix9,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\ddot{\theta} (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('$\ddot{\theta}(t)$','interpreter','latex','FontSize',14); 
  
legend1 = legend(subplot1,'show'); 
set(legend1,'EdgeColor',[1 1 1],'Orientation','horizontal','YColor',[1 1 1],... 
    'XColor',[1 1 1],... 
    'Position',[0.39685029522514 0.0392584514721921 0.241542465105276 0.0283533260632497],... 













































P=[1 1 0]; 
  



























    tic; 
    est_time=total_calcs*iter_time/60; 
    est_time_min=floor(est_time); 
    est_time_sec=(est_time-est_time_min)*60; 
    waitbar(calcs/no_elements,wb,sprintf('Assembling Stiffness Matrix.  %3.0f:%02.0f  remaining.',... 
        [est_time_min est_time_sec])) 
    clear K_temp F_temp 
    K_temp=zeros(3*no_nodes,3*no_nodes); 
    M_temp=zeros(3*no_nodes,3*no_nodes); 
    QF_temp=zeros(3*no_nodes,1); 
    Element_length=max(mesh(connectivity(index1,2:end),2))-min(mesh(connectivity(index1,2:end),2)); 
    Element_width=max(mesh(connectivity(index1,2:end),3))-min(mesh(connectivity(index1,2:end),3)); 
    A=Element_length*Element_width; 
     
    M_element=-Alpha*(T_top-T_bottom)*E*h^2/12; 
     
    X=mesh(connectivity(index1,2:end),2); 
    Y=mesh(connectivity(index1,2:end),3); 
     
    D=E*h^3/(12*(1-pr^2))*[1 pr 0;pr 1 0;0 0 0.5*(1-pr)]; 
    G=k*E*h/(2*(1+pr))*[1 0;0 1]; 
     
    gauss_loc=[0 sqrt(1/3)]; 
    gauss_weights=[2 1]; 
     
    DOF=12; 
     
    k_mat=zeros(DOF); 
    m_mat=zeros(DOF); 
    m_mat_new=zeros(DOF); 
    qf_vec=zeros(DOF,1); 
     
    for index2=1:4; 
        clear N dNdxi dNdeta 
        Bb=zeros(3,DOF); 
        Bs=zeros(2,DOF); 
         
        gauss_pts=gauss_loc(2).*[-1 1 1 -1;-1 -1 1 1]; 
        xi=gauss_pts(1,index2); 
        eta=gauss_pts(2,index2); 
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        N=[((eta - 1)*(xi - 1))/4,... 
            -((eta - 1)*(xi + 1))/4,... 
            ((eta + 1)*(xi + 1))/4,... 
            -((eta + 1)*(xi - 1))/4]; 
         
        dNdxi=[eta/4 - 1/4,... 
            1/4 - eta/4,... 
            eta/4 + 1/4,... 
            - eta/4 - 1/4]; 
         
        dNdeta=[xi/4 - 1/4,... 
            - xi/4 - 1/4,... 
            xi/4 + 1/4,... 
            1/4 - xi/4]; 
         
        J=[X Y]'*[dNdxi;dNdeta]'; 
        detJ=det(J); 
        invJ=inv(J); 
         
        temp=invJ*[dNdxi;dNdeta]; 
        dNdxi=temp(1,:); 
        dNdeta=temp(2,:); 
         
        Bb(1,9:12)=dNdxi; 
        Bb(2,5:8)=-dNdeta; 
        Bb(3,9:12)=dNdeta; 
        Bb(3,5:8)=-dNdxi; 
         
         
        k_mat=k_mat+Bb'*D*Bb*detJ*gauss_weights(2)*gauss_weights(2); 
         
        qf_vec(5:8)=qf_vec(5:8)+1/(1-pr)*M_element*dNdeta'*detJ*gauss_weights(2)*gauss_weights(2); 
        qf_vec(9:12)=qf_vec(9:12)-1/(1-pr)*M_element*dNdxi'*detJ*gauss_weights(2)*gauss_weights(2); 
         
        m_mat_new(1:4,1:4)=N'*N*rho*h*detJ*gauss_weights(2)*gauss_weights(2); 
        m_mat_new(5:8,5:8)=N'*N*rho*I*detJ*gauss_weights(2)*gauss_weights(2); 
        m_mat_new(9:12,9:12)=N'*N*rho*I*detJ*gauss_weights(2)*gauss_weights(2); 
        m_mat=m_mat+m_mat_new; 
    end 
    clear index2 
     
    for index2=1:1; 
        clear N dNdxi dNdeta 
        Bb=zeros(3,DOF); 
        Bs=zeros(2,DOF); 
         
        gauss_pts=gauss_loc(1).*[0;0]; 
        xi=gauss_pts(1,index2); 
        eta=gauss_pts(2,index2); 
         
        N=[((eta - 1)*(xi - 1))/4,... 
            -((eta - 1)*(xi + 1))/4,... 
            ((eta + 1)*(xi + 1))/4,... 
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            -((eta + 1)*(xi - 1))/4]; 
         
        dNdxi=[eta/4 - 1/4,... 
            1/4 - eta/4,... 
            eta/4 + 1/4,... 
            - eta/4 - 1/4]; 
         
        dNdeta=[xi/4 - 1/4,... 
            - xi/4 - 1/4,... 
            xi/4 + 1/4,... 
            1/4 - xi/4]; 
         
        J=[X Y]'*[dNdxi;dNdeta]'; 
        detJ=det(J); 
        invJ=inv(J); 
         
        temp=invJ*[dNdxi;dNdeta]; 
        dNdxi=temp(1,:); 
        dNdeta=temp(2,:); 
         
        Bs(1,1:4)=dNdxi; 
        Bs(1,9:12)=N; 
        Bs(2,1:4)=dNdeta; 
        Bs(2,5:8)=-N; 
         
        k_mat=k_mat+Bs'*G*Bs*detJ*gauss_weights(1)*gauss_weights(1); 
    end 
     
    K_mat{index1}=k_mat; 
    temp3=[]; 
    temp3=[connectivity(index1,2:end) no_nodes+connectivity(index1,2:end) 
2*no_nodes+connectivity(index1,2:end)]; 
    K_temp(temp3,temp3)=k_mat; 
    M_temp(temp3,temp3)=m_mat; 
    QF_temp(temp3,1)=qf_vec; 
    K=K+K_temp; 
    M=M+M_temp; 
    QF=QF+QF_temp; 
    toc_temp=toc; 
    total_calcs=total_calcs-1; 
    calcs=calcs+1; 





%find edge nodes 
edge_nodes=mesh(find(mesh(:,2)==0 | mesh(:,2)==Length | mesh(:,3)==0.5*Width)); 
zero_force_nodes=[edge_nodes]; 
  
%find "hard" SS edges 
clear edge_nodes 
edge_nodes=mesh(find(mesh(:,2)==0 | mesh(:,2)==Length)); 
edge_nodes=edge_nodes+no_nodes; 





























    tic; 
    est_time=total_calcs*iter_time/60; 
    est_time_min=floor(est_time); 
    est_time_sec=(est_time-est_time_min)*60; 
    waitbar(calcs/length(time),wb,sprintf('Assembling Force Vector.  %3.0f:%02.0f  remaining.',... 
        [est_time_min est_time_sec])) 
    fe=[]; 
    cross=[]; 
    part=[]; 
    x_pos=vel*time(index1); 
    if x_pos>Length 
        x_pos=Length; 
    end 
    for index2=1:no_elements; 
        testx=[]; 
        testy=[]; 
        N1=connectivity(index2,2); 
        N2=connectivity(index2,3); 
        N3=connectivity(index2,4); 
        N4=connectivity(index2,5); 
        temp=unique([mesh(N1,2),mesh(N2,2),mesh(N3,2),mesh(N4,2)]); 
        Ex1=min(temp); 
        Ex2=max(temp); 
        temp=unique([mesh(N1,3),mesh(N2,3),mesh(N3,3),mesh(N4,3)]); 
        Ey1=min(temp); 
        Ey2=max(temp); 
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        testx = Ex1<=x_pos & Ex2>x_pos; 
        testy=Ey2>=y_pos & max(y_pos)>Ey1; 
        if testx==1 & sum(testy)>1 & mean(testy)~=1 
            cross=[cross index2]; 
        elseif testx==1 & mean(testy)==1; 
            part=index2; 
        end 
    end 
     
    for index2=1:length(cross); 
        F_temp=zeros(3*no_nodes,1); 
        ei=cross(index2); 
        N1=connectivity(ei,2); 
        N2=connectivity(ei,3); 
        N3=connectivity(ei,4); 
        N4=connectivity(ei,5); 
        temp=unique([mesh(N1,2),mesh(N2,2),mesh(N3,2),mesh(N4,2)]); 
        Ex1=min(temp); 
        Ex2=max(temp); 
        temp=unique([mesh(N1,3),mesh(N2,3),mesh(N3,3),mesh(N4,3)]); 
        Ey1=min(temp); 
        Ey2=max(temp); 
        dx=Ex2-Ex1; 
        dy=Ey2-Ey1; 
        dA=dx*dy; 
        xi=2*(x_pos-Ex1)./dx-1; 
        eta=0; 
        N=[((eta - 1)*(xi - 1))/4,... 
            -((eta - 1)*(xi + 1))/4,... 
            ((eta + 1)*(xi + 1))/4,... 
            -((eta + 1)*(xi - 1))/4]; 
        f_vec=p*dy*N'; 
        temp2=connectivity(ei,2:5); 
        F_temp(temp2,:)=f_vec; 
        F(:,index1)=F(:,index1)+F_temp; 
    end 
    F_temp=zeros(3*no_nodes,1); 
    N1=connectivity(part,2); 
    N2=connectivity(part,3); 
    N3=connectivity(part,4); 
    N4=connectivity(part,5); 
    temp=unique([mesh(N1,2),mesh(N2,2),mesh(N3,2),mesh(N4,2)]); 
    Ex1=min(temp); 
    Ex2=max(temp); 
    temp=unique([mesh(N1,3),mesh(N2,3),mesh(N3,3),mesh(N4,3)]); 
    Ey1=min(temp); 
    Ey2=max(temp); 
    dx=Ex2-Ex1; 
    dy=Ey2-Ey1; 
    dA=dx*dy; 
    xi=2*(x_pos-Ex1)./dx-1; 
    eta=2*(0.5*MT-Ey1)./dy-1; 
    N=[((eta - 1)*(xi - 1))/4,... 
        -((eta - 1)*(xi + 1))/4,... 
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        ((eta + 1)*(xi + 1))/4,... 
        -((eta + 1)*(xi - 1))/4]; 
    f_vec=p*(0.5*MT-Ey1)*N'; 
    temp2=connectivity(part,2:5); 
    F_temp(temp2,:)=f_vec; 
    F(:,index1)=F(:,index1)+F_temp+QF; 
    toc_temp=toc; 
    total_calcs=total_calcs-1; 
    calcs=calcs+1; 
    iter_time=(iter_time*(calcs-1)+toc_temp)/calcs; 
    index3=index3+1; 
end 
for index1=index3+1:length(time) 



























    tic; 
    est_time=total_calcs*iter_time/60; 
    est_time_min=floor(est_time); 
    est_time_sec=(est_time-est_time_min)*60; 
    waitbar(calcs/length(time),wb,sprintf('Solving.  %3.0f:%02.0f  remaining.',... 
        [est_time_min est_time_sec])) 
    pmin=P(1); 
    pmax=P(2); 
    ps=P(3); 
    Lambda1W1=(3+pmin+pmax-pmin*pmax)/(2*(1+pmin)*(1+pmax)); 
    Lambda2W2=1/((1+pmin)*(1+pmax)); 
    Lambda3W3=1/((1+pmin)*(1+pmax)*(1+ps)); 
    Lambda4W1=(3+pmin+pmax-pmin*pmax)/(2*(1+pmin)*(1+pmax)); 
    Lambda5W2=2/((1+pmin)*(1+pmax)*(1+ps)); 
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    Lambda6W1=(2+pmin+pmax+ps-pmin*pmax*ps)/((1+pmin)*(1+pmax)*(1+ps)); 
    W1=(3+pmin+pmax-pmin*pmax)/(2*(1+pmin)*(1+pmax)); 
    lambda1=1; 
    lambda2=0.5; 
    lambda3=1/(2*(1+ps)); 
    lambda4=1; 
    lambda5=1/(1+ps); 
    clear B1 B2 Delta_Phi_dbldot Phi_n Phi_dot_n Phi_dbldot_n 
    Phi_n=Phi(:,index1-1); 
    Phi_dot_n=Phi_dot(:,index1-1); 
    Phi_dbldot_n=Phi_dbldot(:,index1-1); 
    F_n=F(:,index1-1); 
    F_nplus1=F(:,index1); 
    B1=Lambda6W1*M+Lambda5W2*delta_t*C+Lambda3W3*delta_t^2*K; 
    B2=-M*Phi_dbldot_n-C*(Phi_dot_n+Lambda4W1*delta_t*Phi_dbldot_n)... 
        -K*(Phi_n+Lambda1W1*delta_t*Phi_dot_n+Lambda2W2*delta_t^2*Phi_dbldot_n)+... 
        F_n+W1*(F_nplus1-F_n); 
     
    B1(zero_force_nodes,:)=zeros(no_zfn,3*no_nodes); 
    B1(:,zero_force_nodes)=zeros(3*no_nodes,no_zfn); 
    for index2=1:no_zfn 
        B1(zero_force_nodes(index2),zero_force_nodes(index2))=1; 
    end 
    B2(zero_force_nodes,1)=0; 
     
    Delta_Phi_dbldot=B1\B2; 
     
    Phi_dbldot(:,index1)=Phi_dbldot_n+Delta_Phi_dbldot; 
    Phi_dot(:,index1)=Phi_dot_n+lambda4*Phi_dbldot_n*delta_t+lambda5*Delta_Phi_dbldot*delta_t; 
    
Phi(:,index1)=Phi_n+lambda1*Phi_dot_n*delta_t+lambda2*Phi_dbldot_n*delta_t^2+lambda3*Delta_Phi_
dbldot*delta_t^2; 
     
    w(:,index1)=Phi(1:no_nodes,index1); 
    thetax(:,index1)=Phi(no_nodes+1:2*no_nodes,index1); 
    thetay(:,index1)=Phi(2*no_nodes+1:3*no_nodes,index1); 
     
    w_dot(:,index1)=Phi_dot(1:no_nodes,index1); 
    thetax_dot(:,index1)=Phi_dot(no_nodes+1:2*no_nodes,index1); 
    thetay_dot(:,index1)=Phi_dot(2*no_nodes+1:3*no_nodes,index1); 
     
    w_dbldot(:,index1)=Phi_dbldot(1:no_nodes,index1); 
    thetax_dbldot(:,index1)=Phi_dbldot(no_nodes+1:2*no_nodes,index1); 
    thetay_dbldot(:,index1)=Phi_dbldot(2*no_nodes+1:3*no_nodes,index1); 
     
    w_14(:,index1)=interp1(mesh(1:EPEx,2),w(1:EPEx,index1),0.25*Length); 
    thetay_14(:,index1)=interp1(mesh(1:EPEx,2),thetay(1:EPEx,index1),0.25*Length); 
    w_dot_14(:,index1)=interp1(mesh(1:EPEx,2),w_dot(1:EPEx,index1),0.25*Length); 
    thetay_dot_14(:,index1)=interp1(mesh(1:EPEx,2),thetay_dot(1:EPEx,index1),0.25*Length); 
    w_ddot_14(:,index1)=interp1(mesh(1:EPEx,2),w_dbldot(1:EPEx,index1),0.25*Length); 
    thetay_ddot_14(:,index1)=interp1(mesh(1:EPEx,2),thetay_dbldot(1:EPEx,index1),0.25*Length); 
     
    w_12(:,index1)=interp1(mesh(1:EPEx,2),w(1:EPEx,index1),0.5*Length); 
    thetay_12(:,index1)=interp1(mesh(1:EPEx,2),thetay(1:EPEx,index1),0.5*Length); 
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    w_dot_12(:,index1)=interp1(mesh(1:EPEx,2),w_dot(1:EPEx,index1),0.5*Length); 
    thetay_dot_12(:,index1)=interp1(mesh(1:EPEx,2),thetay_dot(1:EPEx,index1),0.5*Length); 
    w_ddot_12(:,index1)=interp1(mesh(1:EPEx,2),w_dbldot(1:EPEx,index1),0.5*Length); 
    thetay_ddot_12(:,index1)=interp1(mesh(1:EPEx,2),thetay_dbldot(1:EPEx,index1),0.5*Length); 
     
    w_34(:,index1)=interp1(mesh(1:EPEx,2),w(1:EPEx,index1),0.75*Length); 
    thetay_34(:,index1)=interp1(mesh(1:EPEx,2),thetay(1:EPEx,index1),0.75*Length); 
    w_dot_34(:,index1)=interp1(mesh(1:EPEx,2),w_dot(1:EPEx,index1),0.75*Length); 
    thetay_dot_34(:,index1)=interp1(mesh(1:EPEx,2),thetay_dot(1:EPEx,index1),0.75*Length); 
    w_ddot_34(:,index1)=interp1(mesh(1:EPEx,2),w_dbldot(1:EPEx,index1),0.75*Length); 
    thetay_ddot_34(:,index1)=interp1(mesh(1:EPEx,2),thetay_dbldot(1:EPEx,index1),0.75*Length); 
     
    Energy(index1)=0.5*transpose(Phi(:,index1))*K*Phi(:,index1); 
     
    toc_temp=toc; 
    total_calcs=total_calcs-1; 
    calcs=calcs+1; 





YMatrix1=[w_14; w_12; w_34]; 
YMatrix2=[thetay_14; thetay_12; thetay_34]; 
  
YMatrix3=[w_dot_14; w_dot_12; w_dot_34]; 
YMatrix4=[thetay_dot_14; thetay_dot_12; thetay_dot_34]; 
  
YMatrix5=[w_ddot_14; w_ddot_12; w_ddot_34]; 
YMatrix6=[thetay_ddot_14; thetay_ddot_12; thetay_ddot_34]; 
  
% Create figure 
figure1 = figure('Color',[1 1 1]); 




% Create multiple lines using matrix input to plot 
subplot1=subplot(3,2,1); 
plot1 = plot(X1,YMatrix1,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$w (m)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('a) $ w(t)$','interpreter','latex','FontSize',14); 
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% Create multiple lines using matrix input to plot 
subplot(3,2,2) 
plot1 = plot(X1,YMatrix2,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\theta_y (rad)$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('b) $ \theta_y(t)$','interpreter','latex','FontSize',14); 
  
  
% Create multiple lines using matrix input to plot 
subplot(3,2,3) 
plot1 = plot(X1,YMatrix3,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\dot{w} (\frac{m}{s})$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('c) $ \dot{w}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,2,4) 
plot1 = plot(X1,YMatrix4,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\dot{\theta}_y (\frac{rad}{s})$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('d) $ \dot{\theta}_y(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,2,5) 
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plot1 = plot(X1,YMatrix5,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\ddot{w} (\frac{m}{s^{2}})$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('e) $ \ddot{w}(t)$','interpreter','latex','FontSize',14); 
  
% Create multiple lines using matrix input to plot 
subplot(3,2,6) 
plot1 = plot(X1,YMatrix6,'LineWidth',2); 
xlim([0 t_f]); 
set(plot1(1),'LineStyle','--','DisplayName','x = 1/4 L'); 
set(plot1(2),'Color',[1 0 0],'DisplayName','x = 1/2 L'); 
set(plot1(3),'LineStyle','-.','DisplayName','x = 3/4 L','Color',[0 0 0]); 
  
% Create xlabel 
xlabel('$Time (s)$','interpreter','latex'); 
  
% Create ylabel 
ylabel('$\ddot{\theta}_y (\frac{rad}{s^{2}})$','interpreter','latex','FontName','cmr12'); 
  
% Create title 
title('f) $ \ddot{\theta}_y(t)$','interpreter','latex','FontSize',14); 
  
legend1 = legend(subplot1,'show'); 
set(legend1,'EdgeColor',[1 1 1],'Orientation','horizontal','YColor',[1 1 1],... 
    'XColor',[1 1 1],... 
    'Position',[0.39685029522514 0.0392584514721921 0.241542465105276 0.0283533260632497],... 
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%plate_mesh.m 
 
function [mesh,connectivity,no_elements,no_nodes] = plate_mesh( Mesh_x_length, Mesh_y_length, 
























    for index2=1:Ex 
        connectivity(element,1)=element; 
        origin=[Dx(index2*order-(order-1)) Dy(index1*order-(order-1))]; 
        dx=Dx(index2*order-(order-1)+order)-origin(1); 
        dy=Dy(index1*order-(order-1)+order)-origin(2); 
        if order==1; 
            x_nodes=origin(1)+[0 dx dx 0]; 
            y_nodes=origin(2)+[0 0 dy dy]; 
        elseif order==2 
            x_nodes=origin(1)+[0 dx dx 0 0.5*dx dx 0.5*dx 0 0.5*dx]; 
            y_nodes=origin(2)+[0 0 dy dy 0 0.5*dy dy 0.5*dy 0.5*dy]; 
        end 
        for index3=1:NPE; 
            x=x_nodes(index3); 
            y=y_nodes(index3); 
            [x_loc y_loc]=find((abs(xs-x))<1e-7 & (abs(ys-y))<1e-8); 
            connectivity(element,index3+1)=Nodes(x_loc,y_loc); 
        end 
        element=element+1; 
    end    
end 
end 
 
