It is known that, in the autoregressive model the spectral sensitivity curves are almost flat for the log-area ratios and in this paper it is shown that this property can be useful in adaptive IIR filtering. A new IIR lattice-form algorithm for adaptive filtering is proposed in which the update equation is applied to these parameters instead of the reflection coefficients. This transformation gives a more uniform performance surface with no unstability region and, as a result, the behavior of the Gauss Newton search method is clearly improved.
Introduction
To date, the majority of adaptive filtering problems have been solved with finite-impulseresponse (FIR) filters because they are well behaved, i.e., they are unconditionally stable and their error surface is unimodal. However, infiniteimpulse-response (IIR) filters present some advantages over FIR filters and it is anticipated that the adaptive IIR filter will replace the widely-used adaptive FIR filter in many applications.
Adaptive IIR filtering has been an active area of research over the last several years and it is also closely related to the problem of recursive parameter estimation. Nevertheless several problems still remain unsolved because the analysis involves highly nonlinear systems. Unlike adaptive FIR filtering, the error surfaces for adaptive IIR filters based on the output error formulation [l] may have some local minima. Their convergence properties are also difficult to study and computer simulations are usually necessary to compare the performance of different algorithms.
In adaptive FIR filtering the performance or error surface, (excess squared error), is a quadratic function with respect to the coefficients and gradient techniques perform well because there is a linear relation between the coefficients vector error and the gradient. However, in adaptive IIR filtering the error surfaces are very different and the slow rate of convergence which i s characteristic of this class of adaptive algorithms is in part due to this nonuniform performance surface. Another drawback associated with the IIR filters is that they may become unstable during adaptation and it is usually necessary to include a stability test. The proposed algorithm has been derived with the aim of solving or reducing these two problems.
The adaptive IIR lattice filter (Fig. 1) consists of a feedback lattice structure characterized by the reflection coefficients {ki(n)} and a feedforward structure characterized by the coefficients {vi( n ) } [ l ] . Its primary advantage is that stability monitoring is easy to perform, requiring only that each reflection coefficient satisfy Iki(n)l e 1. 
where x(n) is the filter input.
Then the output y(n) is obtained as the sum of the backward residuals weighted by the feedforward coefficients
The lattice implementation need more computations than the direct form but it has better limited precision properties. The direct form is very sensitive to finite-precision effects so other realizations are usually preferred in fixed filter implementations. In adaptive applications these alternative realizations has been somewhat overlooked because of the simplicity of the direct form but it has been shown recently that structures as the parallel, cascade, and lattice can be useful to overcome the limited precision sensitivity and they offer more simple stability monitoring.
Adaptive IIR alaorithms
Most of the adaptive algorithms are gradientbased methods, i.e., algorithms designed to minimize at each instant of time a cost function. This methods perform well when there is a linear relation between the coefficients vector error and the gradient as in FIR filtering.
Nevertheless, in adaptive IIR filtering, this kind of algorithms usually have convergence and stability problems. One of the reasons of these problems is that the gradient tends to infinite when the coefficients are close to the unstability region [ 2 ] . In the IIR lattice filter is easy to know how far we are from this unstability region and in [2] a correction term was derived to reduce the absolute value of the gradient used by the adaptive algorithm as the coefficients get close to the limits of the stability region. The result was a significant improvement in both convergence and robustness of the IIR steepest descent algorithms.
In the work that we present here we have followed another approach in which the performance surface of the adaptive algorithm is modified by a coefficient transformation based on spectral sensitivity. In [3] it is shown that in the all-pole model the sensitivity curves are almost flat for the logarithms of the ratios of area (log-area-ratios). Therefore, it is expected that if we express the mean squared output error as a function of the logarea ratios instead of the reflection coefficients, the error surface will be closer to the desired quadratic shape. Another advantage of this transformation is that now there is no unstability region.
The algorithms considered in this study are based on the Gauss-Newton (GN) search method described in [4] . In this kind of algorithms the filter parameters are updated by the following equation
where e(n) is the coefficient vector and e(n) the output error. w(n) is the gradient vector formed with the the derivative of the output of the adaptive filter y(n) with respect to the coefficients The scalar 1.1 is the step size and H-1 is an estimate of the inverse Hessian matrix. To avoid the inversion of H, its inverse is updated directly using the matrix inversion lemma H -l ( n + l ) = where h = l -p . The Hessian matrix modifies the search direction and gives algorithms with improved rate convergence at the expense of increased computational complexity. In this paper we have considered algorithms using the full Hessian matrix but it is expected that the results can be also extended to other algorithms with simplified Hessians.
In adaptive IIR filtering the Hessian matrix depends only on the data but in adaptive IIR filtering it is time-varying even when the data is stationary because the error surface is not quadratic. Again, a error surface close to the quadratic shape can be useful to obtain a less time-varying and better estimated Hessian matrix.
x(n)
A major drawback of the lattice realization is that the computation of the gradient is quite more complicated than that of the direct form requiring order N2 computations compared to order N [5] , and no satisfactory simplified form has been derived. Nevertheless our current work indicates that it is possible to reduce considerably the computation cost and we have also derived new simplified gradient expressions [6] . 
LAR-GN Alaorithm
In the algorithms studied in [4] the parameters li(n) were the reflection coefficients ki(n) while in the proposed algorithm these coefficients are replaced by the log-area-ratio parameters (LAR).
The log-area-ratios Ij are calculated from the reflection coefficients ki as
In the gradient vector the derivative of y(n) with respect to the log-area-ratio is calculated now as
Then, after updating the log-area-ratio parameters with equation ( 3 ) , the reflection coefficients must be computed to be used by the adaptive IIR lattice filter.
(9)
In a real-time implementation the above equation can be simplified and stored in a table to reduce the computation cost. 
Computer Simulations
We have performed several computer simulations in a system identification configuration (Fig. 2) to compare the convergence properties of the proposed algorithm (LAR-GN) with the previous full Hessian algorithm (K-GN) described in [4] . Figure 3 shows the mean-square-error learning curves that were obtained by averaging e*(n) over 1000 independent computer runs. The convergence rate of the proposed algorithm (LAR-GN) is clearly faster than that of the (K-GN). This results was also obtained when the algorithm was tested with other systems and the difference between both algorithms was more clear when the unknown system had the poles near of unity circle. Observe that the proposed algorithm converges more rapidly and with less noisy track. In this case p=0.015 is still a good value for the LAR-GN algorithm but it must reduced to p=0.004 in the K-GN to avoid convergence problems. 
Conclusions
A new algorithm for Adaptive IIR lattice filtering has been derived in which the log-area ratio parameters are updated instead of the reflection coefficients. This modification gives an error surface with no unstability region and with a more uniform behavior. Effectively, the results show that the application of the Gauss-Newton method to the log-area-ratio parameters gives an algorithm with a convergence rate faster than any other IIR adaptive algorithm.
We are currently working in a simplified IIR lattice gradient that will make this structure more competitive in computational cost.
