ABSTRACT Failure mode and effect analysis (FMEA) is an effective quality management technique widely used in various industries to improve the reliability and safety of systems, products, processes, and services. In traditional FMEA, the ranking of failure modes is carried out by the risk priority number (RPN), which is calculated by the product of severity (S), occurrence (O), and detection (D). Nevertheless, the normal FMEA has many inherent defects in assessing and ranking failure modes. Therefore, in this paper, we present a new FMEA model, which integrates probabilistic linguistic term sets (PLTSs) and fuzzy Petri nets (FPNs) for the risk assessment and prioritization of failure modes. Specifically, the PLTSs are used to capture the uncertainty of FMEA team members' subjective judgments, and the FPNs are established to acquire the risk priority of the identified failure modes. Besides, a technique for order preference by similarity to an ideal solution (TOPSIS)-based weighting method is proposed to determine the objective weight of each team member. Finally, a marine-ship system risk assessment example is provided to illustrate the suggested FMEA and a comparative analysis is conducted to assess its effectiveness and usefulness. The results show that the new FMEA approach can produce more reliable and reasonable risk ranking result of failure modes.
I. INTRODUCTION
Failure mode and effect analysis (FMEA) is a powerful, systematic and structured reliability analysis approach employed to identify, analyze and reduce the failures of a system, design, process or service before they reach customers [1] . As a widely accepted bottom-up engineering technique, FMEA can quantify the effects of potential failure modes and provide necessary information for risk management [2] . Differ from other reliability management tools, FMEA is a prospective risk analysis method, intending to identify the impact of all failure modes in a system, determine the causes of them, and then eliminate or reduce specific ones rather than finding solutions after they happen [3] , [4] . Furthermore, FMEA saves a lot of money, resources and time
The associate editor coordinating the review of this manuscript and approving it for publication was Zhiwu Li. by eliminating or reducing the possibility of failures, while improves product quality and customer satisfaction. FMEA was first developed by NASA in the 1960s and applied in the aerospace industry to improve the reliability of military products [5] . Since then, FMEA has attracted more and more attention due to its easiness and versatility. Currently, it has been extensively applied in various fields, such as aerospace [6] , medical [7] , [8] , and manufacturing [9] , [10] industries.
In classical FMEA, the risk ranking of failure modes is derived by the risk priority number (RPN), which is defined by the product of occurrence (O), severity (S), and detection (D) . Here, O is the occurrence probability of a failure, S is the severity of a failure, and D is the probability of not detecting of a failure before its effects are realized [11] , [12] . Generally, FMEA experts use an integer scale of 1 (the best case) and 10 (the worst case) to assess the three risk factors [7] , [13] . That is, 1000 is the number representing the most frequent, severe and undetectable failure mode. Therefore, high-risk failure modes can be identified according to the RPN index, and corresponding recommendation measures can be taken to mitigate their risk, thereby improving the security and stability of a system. As a proactive risk identification and prevention technique, the conventional FMEA method, however, has been reported as suffering from many inherent defects [7] - [9] , [14] , [15] . First, due to the knowledge and experience limitation of FMEA team members, they cannot use precise values to estimate the risk of failure modes. In other words, the precise values between 1 and 10 are not suitable for simulating actual risk analysis. Second, the traditional FMEA does not take the relative weights of risk factors into consideration. Third, only three risk factors are considered in the traditional RPN, and it ignores other significant factors that may affect the risk of failures. Fourth, the same RPN can be generated by different groups of O, S, and D, but the risk of corresponding failure modes may be different in practice. Fifth, the computational formula of RPN is not resalable and lacks a scientific foundation.
Due to the complexity and the limited knowledge of FMEA problems, the obtained information is often imprecise and incomplete in the reality. FMEA team members tend to use linguistic terms to express their judgments on the risk of failure modes, such as ''low'' ''medium'' and ''high''. At present, various linguistic computing models have been suggested to improve FMEA [6] , [16] - [19] . In many situations, however, experts may be hesitant with a few possible linguistic terms when expressing their risk evaluations with linguistic variables. Moreover, the possible linguistic grades may have different importance degrees in the risk assessment and FMEA team members may believe that several linguistic values are more important than others. Thus, by combining the hesitant fuzzy linguistic term sets [20] with probabilistic information, a new concept of probabilistic linguistic term sets (PLTSs) was proposed by Pang et al. [21] . As a tool for expressing linguistic information, the PLTSs not only allow decision makers to provide multiple linguistic terms to express their hesitant assessments, but also reflect their preferences among the linguistic terms through probabilistic values [22] , [23] . Recently, a lot of scholars have studied PLTSs and applied them for selecting product through online product reviews [24] , choosing financial technologies [25] , selecting hotel on tourism websites [26] , evaluating meteorological disaster risk [27] , evaluating water security [28] , and improving quality function deployment [29] .
On the other hand, a great many fuzzy rule-based methods have been proposed in the past years to derive the risk priory of failure modes in FMEA [30] . However, as indicated in many researches [31] - [33] , there are still many limitations associated the fuzzy rule-base system. For example, it suffers from the combinatorial rule explosion problem, and it is a tedious task to acquire a full set of rules from domain experts. It will lead to information loss by using the min-max operation in the reasoning process. The use of fuzzy if-then rules has no way to consider the weights of risk factors in risk analysis. As an extension of classical Petri nets, the fuzzy Petri nets (FPNs) were first put forward by Looney [34] to model knowledge representation and fuzzy reasoning in a rule-based decision support system. They are suitable for dealing with inaccurate or vague information of a knowledgebased system. As a graphical modeling and analysis tool, the FPN method includes elements such as places, transitions, arcs and tokens [35] . It is a promising expert system modeling tool with many attractive characteristics [36] - [38] : (1) It not only has strong knowledge expression ability and efficient fuzzy reasoning algorithm, but also provides visualization of knowledge reasoning. (2) FPNs can intuitively express logical knowledge, and the dynamic nature of fuzzy reasoning can be captured via mark evolution. In past years, due to its graphical representation and dynamic processing ability, the FPN method has widely used in many areas for knowledge representation and reasoning [39] - [42] .
Against the above discussions, the objective of this article is to develop a new FMEA approach by integrating the PLTSs with a modified FPNs. The main innovations and contributions of this study can be illuminated as follows: First, PLTSs are first applied to the risk evaluation process to capture the uncertainty of FMEA team members. Second, probabilistic linguistic FPNs (PLFPNs), a new kind of FPNs, are introduced to determine the risk priority of potential failures according to the evaluations of risk factors. In addition, a technique for order preference by similarity to an ideal solution (TOPSIS)-based weighting method is proposed to compute the weight of each team member objectively. Finally, a risk analysis case concerning ocean-ship system is presented to illustrate the proposed FMEA approach.
The remainder of this paper is structured as follows. In Section II, a literature review of the current FMEA methods using fuzzy rules are presented. Section III introduces the PLTSs and the PLFPNs. In Section IV, we present a novel FMEA model based on PLTSs and PLFPNs. A case study is provided in Section V to illustrate the proposed approach and its advantages. Finally, conclusions and future remarks are discussed in Section VI.
II. LITERATURE REVIEW
In view of the inherent weaknesses of traditional FMEA, a great quantity of improved methods have been reported to enhance the performance of FMEA [30] . Among them, the fuzzy rule-base system is a commonly used method to overcome FMEA shortcomings. The relevant studies are summarized as follows.
Bowles and Peláez [5] presented a failure priority method based on fuzzy reasoning. In this method, the relationship between risk factors and failure risk was characterized VOLUME 7, 2019 by a fuzzy if-then rule base developed based on expert knowledge. A fuzzy inference method was employed by Xu et al. [43] for carrying out critical analysis of a turbocharger system, which provided a significant improvement in its reliability and durability. A modified FMEA model, which consists of fuzzification, fuzzy rule-based inference, and defuzzification, was suggested by Yu and Lee [44] for the risk assessment of urban regeneration projects. Kumru and Kumru [45] applied a fuzzy risk assessment method to improve the purchasing process of a public hospital, and Geramian et al. [46] utilized the fuzzy rule-based FMEA to increase the reliability of door production in a compact car. Cheng and Lu [47] developed a risk ranking system for the complex pipe jacking construction project for water transmission.
In the fuzzy rule-based FMEA, a large number of rules need to be established, which is a time-consuming and cumbersome process. Hence, a risk function was introduced by Braglia et al. [33] to obtain the fuzzy rules for a specific critical evaluation in an automatic way. Considered that not all rules are necessary in FMEA, a guided rules reduction system was suggested by Tay and Lim [32] to adjust the number of rules in modeling process. To handle the drawbacks concerning fuzzy rule-based methods, Yang et al. [48] described a fuzzy rule-based Bayesian reasoning approach to prioritize failure modes in FMEA and Liu et al. [31] presented a risk priority model which used fuzzy belief structures to describe risk factors and a belief rule base to model the causal relationship between risk factors and failure risk levels. In recent years, Akyuz and Celik [49] combined rule-based method with interval type-2 fuzzy sets to handle the potential failures and effects of a shipboard oil spill case. Bahrebar et al. [50] proposed a general type-2 fuzzy inference approach to identify the hazardous conditions of a marine propulsion system. Fatema [51] designed a neurofuzzy scheme-based FMEA to improve the purchasing process in private hospitals. Sang et al. [52] developed a genetic algorithm-based fuzzy FMEA model for the risk analysis and assessment of rainfed lowland rice production. Besides, the fuzzy reasoning FMEA has been applied to liquefied natural gas (LNG) storage system [53] , green supply chain [15] , and occupational health and safety [54] .
The literature review above shows that many researchers have focused their work on improving FMEA and a variety of fuzzy rule-based methods have been proposed to better obtain the ranking orders of failure modes. However, no known current study has utilized both PLTSs and FPNs to enhance efficiency and flexibility of the traditional FMEA. Therefore, considering the ability of PLTSs in dealing with uncertain linguistic information and the advantages of FPNs in knowledge reasoning, this article integrates them to develop a new FMEA model for risk evaluation and prioritization of failure modes. Moreover, an objective weighting method is proposed for specifying the weight of FMEA team members, which is an important question received little attention in the literature.
III. PRELIMINARIES A. PROBABILISTIC LINGUISTIC TERM SETS
The concept of PLTSs was introduced by Pang et al. [21] to better deal with the uncertainty and fuzziness of linguistic variables.
Definition 1 [21] , [23] : Let S = {s t |t = −τ, . . . , −1, 0, 1, . . . , τ } be a linguistic term set, a PLTS can be defined as
where
is the linguistic term L (k) associated with the probability p (k) , and #L (p) is the number of all linguistic terms in L (p).
Note that if #L(p)
k=1 p (k) = 1, it means that we have the complete information of probability distribution of all possible linguistic terms; if
and L 2 (p) be three PLTSs, and λ be a positive real number. Suppose 2 , where g is the equivalent transformation, i.e.,
Then, the related operations of PLTSs are listed as follows:
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. . , #L(p)} be a PLTS, and r (k) is the subscript of linguistic termL (k) . Then the score of L(p) is computed by
and the deviation degree of L (p) is computed by
Definition 5 [21] : For any two PLTSs L 1 (p) and L 2 (p), their comparison laws are described as follows:
(
If
The added linguistic terms are the smallest ones in L 2 (p) and the probabilities of all the linguistic terms are zero.
B. PROBABILISTIC LINGUISTIC FUZZY PETRI NETS
To capture more knowledge information, a new type of FPNs based on the PLTS theory is proposed. It is named as probabilistic linguistic fuzzy Petri nets (PLFPNs). Definition 5: A PLFPN structure is defined as a 9-tuple:
where, (1) P = {p 1 , p 2 , . . . , p n } is a finite set of places; (2) T = {t 1 , t 2 , . . . , t m } is a finite set of transitions; (3) I : is an input incidence function, a mapping from transitions to bags of places. If an arc can be found between transition t i and input places p j , then I ij = 1; otherwise I ij = 0, for i = 1, 2, . . . , n; j = 1, 2, . . . , m; (4) O: is an output incidence function, a mapping from transitions to bags of places. If an arc can be found between transition t i and output places p j , then O ij = 1, otherwise O ij = 0, for i = 1, 2, . . . , n; j = 1, 2, . . . , m;
T is an association function which denotes the certainty value of the transition t i ; (6) β : P → D : is an association function, a bijective mapping from places to propositions D = {d 1 , d 2 , . . . , d n }; (7) Th = {λ 1 , λ 2 , . . . , λ n } T is an association function which assigns a threshold value to each input place of a transition. The element λ j is expressed by a PLTS; 
T is a set of weights assigned to the n places; (9) M is an association function and can be expressed as a vector M = (α 1 , α 2 , . . . , α n ) T . It maps from places to PLTSs and signifies the truth values of the places p j (j = 1, 2, . . . , n). The initial marking vector is denoted by M 0 .
C. PLFPN REPRESENTATIONS OF WFPRS
Fuzzy production rules (FPRs) have been extensively utilized to represent imprecise and uncertain knowledge in the real world [37] . Each rule is expressed in the form of a fuzzy if-then rule in which both the antecedent and the consequent are fuzzy terms expressed by fuzzy sets [56] . To enhance the representation and reasoning ability of FPRs, Chen [57] introduced weighted parameters into the fuzzy if-then rules and obtained the weighted FPRs (WFPRs).
In this study, the WFPRs are defined as the following new forms, called probabilistic linguistic weighted fuzzy production rules (PLWFPRs). In above, a and c are propositions; λ is the threshold value for the proposition a; µ is the certainty factor of a rule regarding the proposition c; w is the weight of the antecedent proposition a. All the three rules can be represented in Figures 1-3 , respectively. 
D. IMPLEMENTATION RULES OF PLFPNS
Let I (t) = {p I 1 , p I 2 , . . . , p In } with their thresholds λ I 1 , λ I 2 , . . . , λ In and weights w 1 , w 2 , . . . , w n . Let O (t) = {p O1 , p O2 , . . . , p Om } and µ (t) be the certainty factor for a transition t. The enabling and firing rules of PLFPNs are introduced as follows:
1) ENABLING RULE
∀t ∈ T , t is enabled and fired if α p Ij is greater than or equal to its threshold λ Ij , i.e.,
where α p Ij is a token value in the place p Ij .
2) FIRING RULE
After t is enabled, the tokens in input places are copied, and a token is deposited into every output place. If an output place p Oi has only one input transition, its token value is computed by
If an output place p Oi has more than one input transitions, then the token value of the output place can be gained by the transition with the maximum token value.
IV. THE PROPOSED FMEA MODEL
In this section, we develop a new risk ranking model integrating the PLTSs and PLFPNs to improve the performance of FMEA. The proposed FMEA consists of the three stages as described in Figure 4 .
Assume that there are e cross-functional team members in a FMEA team TM l (l = 1, 2, . . . , e), and they are responsible for providing their evaluations over m failure modes FM i (i = 1, 2, . . . , m) with respect to n risk factors RF j (j = 1, 2, . . . , n) by using the linguistic term set S = {s t |t = −τ, . . . , −1, 0, 1, . . . , τ }. Suppose that the weight vector of the risks factors is w = (w 1 , w 2 , . . . , w n ), satisfying According to the proposed FMEA, the ranking of the m failure modes can be acquired via the following stages.
Stage 1. Determine the weights of FMEA team members The TOPSIS, proposed by Hwang and Yoon [58] , is one of the well-known multi-criteria decision making (MCDM) methods. It is based on the concept that the chosen alternative should have the shortest distance from the positive ideal solution and the farthest from the negative ideal solution. Inspired by TOPSIS, in this part, the weight of each team member is calculated according to the absolute optimal situation (the maximum value of decision information), expressed by L (p) + and the absolute worst situation (the minimum value of decision information), expressed by L (p) − .
Step 1: Calculate the distances D l + and D l − of every team member by
where l = 1, 2, . . . , e.
Step 2: Determine the closeness index c l by
Step 3: Obtain the weight of each team member v l by
Stage 2. Aggregate the risk assessments of team members The probabilistic linguistic ratings of failure modes given by the FMEA team members can be aggregated to construct the group probabilistic linguistic evaluation matrix R = L ij (p) m×n . Based on the related operations of PLTSs, the L ij (p) can be calculated by the following formula:
where i = 1, 2, . . . , m, j = 1, 2, . . . , n.
Stage 3. Rank failure modes using PLFPNs According to the group probabilistic linguistic evaluation matrix R, m PLFPNs can be established for the m failure modes. In the PLFPN of a failure mode, input place represents a risk factor, transition represents an inference rule, and output place signifies the criticality or risk level of the failure mode. Each of the input places may or may not contain a token associated with a truth degree expressed in the PLTS. The rule reasoning process can be executed by means of firing the transitions in the PLFPN to obtain the risk level for each of the analyzed failure modes. For example, the PLFPN structure of the ith failure mode is shown in Figure 5 . For the ith failure mode, the n items of M i 0 can be obtained from the ith line of the matrix R. Suppose that Th and U i are known, which represent the threshold value regarding each place of the transition and the certainty value of the transition, respectively. Next, the inference algorithm of PLFPNs are introduced for the risk prioritization of failure modes.
Input: I i , W and O i are n × m-dimensional matrices, and U i is an m-dimensional vector, and M i 0 , Th are n-dimensional vectors.
Output: M i h is an n-dimensional vector, representing the truth degree of all places.
Step 1: Let h = 1 and it denotes the times of iteration.
Step 2: Compute the enabled place vector D i h which indicates the enabled input places of transitions. 
Step 5: Compute the new marking M i h by
Step 6:
, then go to Step 7; otherwise, let h = h + 1, go back to Step 2.
Step 7: The reasoning is over. Note that the operators •, , ⊕ and ⊗ are basic matrix operations and one may refer to [37] and [38] for detailed introduction.
Through the above reasoning steps, we can get the risk priority values RPVi (i = 1, 2, . . . , m) of all the failure modes. Finally, by arranging the RPVs in descending order according to the comparison rules of PLTSs, we can obtain the risk ranking of the m failure modes.
V. AN ILLUSTRATIVE EXAMPLE
In what follows, a case study of shipboard oil spill [49] is provided to demonstrate the applicability and validity of the proposed FMEA model.
A. IMPLEMENTATION
Risk assessment in the maritime field is one of the most cited topics because maritime transport poses potential hazards to human life and property as well as marine environment. Take an oil spill accident in 2001 as an example. About 2700 tons of fuel goods spilled from chemical tanker due to the collision between chemical tanker and bulk carrier, and nearly 50 kilometers of coastline were affected by the pollution [49] . In order to improve the reliability of oceanship system, FMEA was utilized to analyze the risk of an oil spill incident from chemical/oil tanker ship. Via performing surveys with marine experts, 12 failure modes were identified during the oil spill. These failure modes and their effects and potential consequences are summarized in Table 1. A cross-functional FMEA team consisting of five members TM l (l = 1, 2, . . . , 5) needs to prioritize the identified failure modes based on the risk factors O, S and D by using the linguistic term set S shown below, so that the critical failure mode can be modified with top priority.
The weights of the three risk factors are the same in this case, i.e.,w = (1/3, 1/3, 1/3) T . The evaluations of the 12 failure modes against every risk factor given by the team members are obtained as shown in Table 2 .
Next, the proposed FMEA approach is applied to solve the given risk analysis case.
Stage 1. Determine the weights of FMEA team members Based on Table 2 , we can get that L (p) + = {s 4 (1)} and L (p) − = {s −4 (1)}. Then the weights of the team members are computed by utilizing the TOPSIS method, and the specific steps are listed as follows: Step 1. By Equations (11)- (12), the distances from L (p) + and L (p) − for the five team members are calculated as:
Step 2. Following Equation (13) Step 3. Using Equation (14), the weight of each team member is obtained and the weight vector is: v = (0.19, 0.21, 0.21, 0.2, 0.19).
Stage 2. Aggregate the risk assessments of team members After getting the weights the five team members, the individual risk evaluations of failure modes are aggregated by using Equation (15) to obtain the group probabilistic linguistic evaluation matrix R = L ij (p) m×n . The computation result is shown in Table 3 .
Stage 3. Ranking failure modes using PLFPNs Based the matrix R obtained in the second stage, 12 PLFPNs can be established for the considered For the above system, the initial marking vector M 1 0 can be obtained from the first line of the matrix R, i.e., From the PLFPN shown in Figure 6 , we have
T Th = ({s −4 (1)} , {s −4 (1)} , {s −4 (1)} , {s −4 (1)}) T , and U 1 = 1. According to the reasoning algorithm of PLFPNs, the detailed inference process is explained as follows:
Step 1. Using Equation (16) , the enabled place vector is computed as:
Step 2. Via Equation (17) , the equivalent true value vector of input places is computed as: 1 1 = {s 0.911 (0.9) , s 0.939 (0.1)}.
Step 3. By Equation (18), the token value vector of output places is obtained as: 1 1 = (0, 0, 0, {s 0.911 (0.9) , s 0.939 (0.1)}) T .
Step 4. Using Equation (19) , the new marking is acquired as: As M 1 1 = M 1 2 after the second iteration, the reasoning process is finished. The final marking is ({s −3.37 (0.9), s −3.17 (0.1)}, {s 3 (1)}, {s 0 (1)}, {s 0.911 (0.9), s 0.939 (0.1)}) T . Therefore, the RPV of FM 1 is {s 0.911 (0.9), s 0.939 (0.1)}. Similarly, the RPVs of the other 11 failure modes can be obtained, and the results are shown in Table 4 . Finally, all failure modes can be ranked based on the descending order of their RPVs. In this case, the risk priority ranking of the 12 failure modes is: FM 11 > FM 6 > . . . . . . > FM 9 > FM 3 > FM 4 and FM 11 is the most critical failure for the given application.
B. SENSITIVITY ANALYSIS
For investigating the impact of risk factor weights on the ranking results, a sensitivity analysis is performed here. In the analysis, 10 scenarios are considered and the ranking results are summarized in Table 5 . For instance, Scenario 0 shows the initial weights of risk factors in the above example, while the other scenarios show different risk factor weights for possible situations.
As can be seen from Table 5 , the ranking orders of three failure modes (FM 11 , FM 3 and FM 4 ) are not influenced by the relative importance of risk factors, and FM 11 is ranked first, FM 3 and FM 4 are ranked 11th and 12th, respectively. Therefore, the suggested model can effectively identify the most critical failures. In addition, it can be found that the rankings of other failure modes are distinctly changed as the weights of risk factors are varied. For example, FM 6 is the second significant failure mode when the weight of O is relatively high. The risk ranking of FM 6 is getting rise to 7th when the importance of S is increased to 0.6. As the weight of D is relatively high, the priority ranking of FM 6 is turned into the third.
The above sensitivity analysis indicates that the risk priorities of failure modes vary with the change of risk factor weights. Therefore, relative weights of risk factors should be considered in the fuzzy rule-based FMEA and they can be determined according to practical situations.
C. COMPARISON AND DISCUSSION
To further verify the advantages of the suggested FMEA model, we use the above case study to analyze some related risk ranking methods, including the traditional RPN method and the interval type-2 fuzzy (IT2F)-FMEA method [49] . The risk ranking results of the considered failure modes derived by using these methods are exhibited in Table 6 . From Table 6 , one can observe that the top two failures obtained by the proposed FMEA are FM 6 and FM 11 ; the failures ranked 6th and 8th are FM 8 and FM 5 , respectively; and the last failure is FM 4 . The ranking orders are consistent with the ones acquired by the traditional RPN. However, there exist some differences in the risk priority rankings of the other six failure modes obtained by these two methods. This can be explained by the limitations of the traditional FMEA as listed in the introduction. For example, FM 2 and FM 12 are determined as the same order in the conventional RPN method. In contrast, their rankings are different when the proposed approach is leveraged, i.e., FM 2 > FM 12 . Besides, the traditional FMEA uses the crisp numbers from 1 to 10 for risk evaluation, which is not realistic in the real risk analysis with vague and uncertain information.
In addition, it can be found that except for FM 1 , FM 10 and FM 11 , there are some differences between the two sets of risk rankings of failure modes obtained by the proposed FMEA and the IT2F-FMEA. For example, according to the IT2F-FMEA method, the three failures FM 1 , FM 2 and FM 3 are given the same ranking and cannot be differentiated. By contrast, the proposed method discriminates them from each other and determines that FM 2 > FM 1 > FM 3 . Besides, FM 8 is ranked 6th in the proposed FMEA, but it is the last failure mode in the IT2F-FMEA method. The main reasons for the differences can be explained by the following two aspects. First, the reasoning mechanisms of the two approaches are different. The IT2F-FMEA is based on the min-max inferencing, and the suggested FMEA is based on FPNs for rule reasoning. Second, the relative important among team members are not taken into consideration in the IT2F-FMEA. But different team members often act as different roles in the risk analysis process since they come from different fields and have different knowledge and backgrounds. Therefore, biased risk ranking results may be obtained when the IT2F-FMEA is used.
According to the comparative experiments above, the introduced FMEA model has the following advantages:
(1) The PLTS is adopted by FMEA team members to assess the risk of failure modes, which can better capture the fuzziness and uncertainty of team members' evaluations. (2) The TOPSIS method is used to obtain the weight of each team member, which avoids the subjective randomness of assigning team members' weights. (3) In the prioritization of failure modes, the weights of risk factors are taken into account, which makes the proposed model more practical. (4) By applying FPNs to FMEA, the risk calculation process can be visualized. Further, a concurrent reasoning algorithm is established which makes the reasoning process more efficient.
VI. CONCLUSIONS
In this study, a novel risk priority model is developed, which combines PLTSs with FPNs to address shortcomings of the traditional FMEA and improve its effectiveness and accuracy. Firstly, the PLTSs are used in risk evaluation process to express the judgements of FMEA team members. Then, PLFPNs, a kind of improved FPNs, are defined to obtain the RPV of each failure mode. Additionally, we employed the TOPSIS method in the suggested model to get the relative weights of team members. Finally, the proposed FMEA model is illustrated with a risk analysis example of marine-ship system. The results show that the ranking result by the proposed approach is more accurate and reliable, which provides a practical and effective tool for risk management. Further researches could be carried out along the following directions. First, new advanced uncertainty methods can be combined with FPNs to effectively solve the fuzziness of input data. Second, other weight determination methods can be introduced to define the weights of FMEA team members. In addition, the risk assessment framework proposed in this paper is a general one, which can be applied to other risk analysis problems.
