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Operational semantics, a fundamental tool in language design and verification, provides a formal description of the behaviour of programs. It is often defined in terms of atomic, elementary transitions, describing local behaviour. Mathematically, these transitions can be modelled as the elements of a relation, the intended operational model of the language. A convenient way of specifying such a transition relation i s by induction on the structure of the programs, starting from suitable operational rules for the basic constructs of the language [Zl].
Traditionally, operational semantics is contrasted with the mathematical interpretation of programs called denotational semantics, where programs are *Research supported by EuroFOCS.
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mapped into a suitable semantic domain endowed with an operation for each construct of the language. Both operational and denotational semantics are necessary for a complete description of a programming language: the former for specifying the execution of the programs and the latter for reasoning about them in terms of abstract, mathematical entities. It is therefore fundamental that a denotational semantics be adequate, ie that it determines the operational behaviour of programs [24] . For languages without variable binding, but possibly multi-sorted, a denotational model can be seen as a C-algebra, where C is the signature of the language corresponding to the basic constructs. The programs themselves form the initial such E-algebra and the corresponding unique homomorphism from the programs to the denotational model is called initial algebra semantics [ 121.
The semantic domain, ie the carrier of the denotational model, can often be regarded as the final solution of a domain equation X E B ( X ) , for a suitable 'behaviour' functor B. In other words, the semantic domain is the final B-coalgebra. The transition relations may also be seen as B-coalgebras and, therefore, so can the intended operational model of a language. The corresponding unique coalgebra homomorphism, given by finality, from the intended operational model to the semantic domain is called final coalgebra semantics [2, 231; under suitable assumptions on B, it is fully abstract with respect to behavioural equivalence. When initial algebra and final coalgebra semantics coincide, one has an adequate denotational semantics [23] .
Adequacy proofs can be quite demanding, hence general criteria ensuring adequacy are of interest. For process algebras, as used for specifying nondeterministic and concurrent programs [17, 5]? there exist syntactic restrictions on the format of the oper-ational rules which ensure that bisimulation [17] is a congruence. Among the rules in these formats, GSOS rules [B] are the best known and (negative) tree rules [ll] are the most general. In [22] , the 'processes as terms' method, based on such a congruence result, is presented which allows for the systematic derivation of adequate denotational models from 'tyft rules' [13], a class of rules equivalent to tree rules.
We present here a categorical reformulation and generalisation of the above adequacy meta-results. First, we show that certain sets R of GSOS rules can be modelled as natural transformations [RI depending on the functorial notions of signature C and behaviour B. Next, it is shown that the mapping RI-) [RI is an essentially 1-1 correspondence. The naturality of [RI accounts for the syntactic restrictions on the occurrences of meta-variables in GSOS rules and provides a categorical explanation of their good behaviour.
The first advantage of the above approach is that the GSOS rules can be modelled not only in Set, but also in every category with enough structure such as the category of cpos and continuous functions used in denotational semantics. This is a step towards bridging the gap between operational and domain theory. A second advantage is that the mathematical modelling of the rules is a useful semantic tool in the investigation of syntactic formats. For instance, in See the 'dual' of the type of natural transformation corresponding to GSOS also corresponds to an interesting format, namely the safe tree rules: these form a natural subclass of (negative) tree rules which always possess a satisfying transition relation. Interestingly, the failure to fit the class of (simple negative) tree rules in the present approach brought to light a slight inaccuracy in the literature and, eventually, led to the discovery of the safe tree rules.
A third advantage is that by varying C and B a wide variety of notions of program constructs and behaviour can be accommodated. (See also [30] .) Further, one can study abstract notions of operational rules p, such as 'abstract GSOS' and 'abstract tree rules', applicable to languages other than process algebras and whose properties can be studied in general.
In this theory we assume that C freely generates a monad T which is thought of as corresponding to the syntax of the language. The first result is that such abstract operational rules p induce an operational monad T, lifting the monad T to the B-coalgebras, ie to the operational models, in the sense that its action on the carriers is the same as the monad T .
If p is of abstract tree rules form rather than abstract GSOS, then, by duality, one first coinductively derives a denotational comonad D,. The assumption here is that the functor B cofreely generates a comonad D which should correspond to the global behaviours of the language. The comonad D, is a lifting of this comonad D to the E-algebras, ie to the denotational models. However, one can still speak of the operational monad defined by some abstract tree rules because a general theorem shows that liftings of D to the E-algebras and liftings of T to the B-coalgebras are in 1-1 correspondence. In fact, these liftings are also in 1-1 correspondence with the distributive laws X of the monad T over the comonad D., which generalise both abstract GSOS and abstract tree rules. One is led now to consider the bialgebras of such distributive laws. When X corresponds to some abstract operational rules p, the A-bialgebras can be seen as combinations of operational and denotational models which satisfy the rules. Henceforth they are called p-models; they specialise to the GSOS models of 6251 and to models of tree rules (with an appropriate definition).
The primary fact about pmodels is that, from results in [15] , it easily follows that the forgetful functors to each of the categories of denotational and operational models have adjoints. One adjunction implies that there exists an initial pmodel -the intended operational model T,(O) for the initial algebra of programs.
By the definition of morphism of pmodels, this also implies that every gmodel is adequate with respect to the intended operational model in the sense that the behaviour of the programs can be determined from any gmodel up to a generalised, coalgebraic notion [4, 161 of bisimulation.
The other adjunction implies that there exists a final p-model -the canonical denotational model D, (1) over the final coalgebra of abstract, global behaviours. It is necessarily adequate; further, it is internally fully abstract with respect to coalgebraic bisimulation. The derivation of this final model specialises to the above mentioned processes-as-terms method.
The unique homomorphism from the initial to the final pmodel is both the initial algebra and final coalgebra semantics for the abstract rules p. It is called here universal semantics; it is the most abstract compositional interpretation of programs preserving behavioural distinctions. Moreover, if the behaviour functor B satisfies a certain mild condition, every pmodel has a greatest (generalised) bisimulation which, moreover, is a (generalised) congruence. This specialises to the fact that bisimulation is a congruence for GSOS and for tree rules.
The generalised, coalgebraic notion of bisimulation considered here is to be understood as the behavioural equivalence corresponding to the functor B under con-sideration. It might take forms quite different from ordinary (strong) bisimulation. For instance, for the behaviour functor in [14] it specialises to the much coarser (complete) trace equivalence. As a corollary, one has an abstract format of rules ensuring that trace equivalence is a congruence [30].
To some extent, one can also deal with weak bisimulation in this setting. As shown, eg in [13], weak bisimulation for a given set of rules can be reduced to strong bisimulation by adding three special rules for the Taction. (See also [3] .) These rules are in the tyft/tyxt format, but they can be compiled into safe tree rules, hence the present theory can be applied. This way of dealing with weak bisimulation is quite indirect, but that just reflects the absence of an established denotational model for it. A more direct treatment of weak bisimulation might arise following [9].
The Motivating Example: GSOS
Consider the language with signature C consisting of a constant symbol 'nil', a set of unary action prefixing operators indexed by a finite set A of actions ranged over by a , and a binary parallel composition operator ')I7. This signature freely generates, for every set X of variables x, the set T X of terms t given by the abstract grammar t ..-. I -x I nil I a . t I t 11 t This set T X is the carrier of the free C-algebra over X , where, in general, a C-algebra is given by a (carrier) set Y and a function h mapping each operator U of arity n in the signature to a function of type Y" -+ Y . More concisely, the function h can be written as
yar,tY(') + y U E C using the disjoint union functor 'U' (coproduct in Set) to glue the interpretation of the various operators together.
Next, let the operational rules R inductively defining the (labelled) transitions performable by the programs of the above language be 
as follows.
[nil]
Using the universal property of coproducts, these functions can then be glued into a single function, say More generally, let A, and Bi range over subsets of A and let R be a set of rules of the form
which is image finite in the sense that there are finitely many rules for each operator CT in C and action c in A.
For every set X , one can associate to R a function 
and image finite sets of GSOS rules for a signature C (over a fixed denumerably infinite set of variables V ) .
Moreover, this correspondence is 1-1 up to equivalence of sets of rules.
Proof. We just describe the correspondence. One direction is given by the above mapping R t) [RI.
As for naturality, let us introduce some useful claim is that and, conversely,
Consider the first clause. If t is in r then Condition 1.1 holds.
I", because the xi and yrmp are the only variables occurring in the rule. For the second clause, one also uses the fact that the xi and the yrm; in a GSOS rule are all distinct, hence the value of I" does not depend on any of the possible identifications made by the renaming function f .
In the converse direction, given a natural transformation px of type ( 5 ) , one can define a set of rules as follows. Let V be 21, z 2 , . . . and let z 3 (yl, . . . , yk} be an abbreviation for x 4 y1,. . . , x -% yk. Choose Pi(a) = {y$ I j = 1,. . . ,m%} so that the xi and y$ are all distinct. Then write a rule whenever t E P X (~(~I , P I ) , . . . , (xn,Pn)))(c) and Ai = { a E A I Pi(a) # 0). Naturality ensures this is a GSOS rule. It can be further shown that naturality and the finiteness of A ensure that the resulting set of We do not understand this situation for infinite A, 
@SOS is Categorical
In this section, let C be a distributive category with infinite coproducts and a commutative free semi-lattice monad Pf. The claim is that GSOS rules can be modelled in every such category.
Note, first, that to every signature C one can associate an endofunctor on Set with the same name:
Clearly, this definition also makes sense in C.
as B X = (1 + P~x )~, which, again, makes sense in C: the power Y A is the product nA Y , Pf is the free semi-lattice monad which in Set is the relevant part of the endofunctor Pfi obtained by removing the empty set, and '+' is just another notation for the binary coproduct.
For this, let C be an arbitrary endofunctor on C and let C-Alg be the corresponding category of E-algebras: objects are pairs ( X , h ) , where the 'carrier' X is an object and the 'structure' h : EX + X is a morphism of U' : C-Alg 4 C ( X , h) X mapping E-algebras to their carriers, has a left adjoint FE, then the corresponding monad
is the monad freely generated by C .
For finitary endofunctors C as the one above, it suffices that C has w-colimits for the adjunction F C i U c to hold and T to be defined. Thus one can take T to be the monad freely generated by the endofunctor E X = U U E C X""t"(u)m In Set, its value T X at a set X is the set of terms corresponding to the operators o of the signature and with variables x in X ; the unit 
can be defined in the internal language of distributive categories with infinite coproducts and a commutative free semi-lattice monad P'. In the case of Set it specialises to the transformation (4).
Proof. The transformation IR] in (4) can be defined categorically using: projections and injections, pairing and copairing, and the associativity, symmetry, unit, and distributive laws for products and coproducts; the unique map to the final object 1; the unit and the free structure of the monad T ; the join of free semi-lattices; the unit and the strength of the commutative monad
Pf. (The use of the strength depends on the assumption that, because R is image finite and A is finite, for each
U
The characterisation of GSOS given by the above theorem allows one, for instance, to realise GSOS rules in the category of cpos and continuous functions as used in domain theory, rather than in Set.
operator the set of rules is finite.)
Abstract GSOS
In general, given a Cartesian category C and arbitrary functorial notions of program constructs C and behaviour B on C, with C freely generating the syntax T, one can define a corresponding abstract notion of operational rules as the natural transformations p of type
We shall need the following characterisation 
where '8, is the tensor product of semi-lattices.
Note that (8) can be instantiated to rules not only for single-sorted languages but also for multi-sorted ones; it suffices to work with signatures (and behaviours) over 'power categories'.
Finally, we briefly consider recursion. GSOS stands for 'SOS for non-deterministic programs with guarded recursion9, because the full definition also allows for definitions of programs by guarded recursion. In [30] , a functorial notion of guard is given which allows one to generalise the definitions by guarded recursion to abstract rules of type (8) . Moreover, one can also treat unguarded recursion by realising the abstract rules, for instance, in the category of cpos and partial continuous functions and exploiting algebraic compactness. This involves precomposing the endofunctor C with the lifting endofunctor, so that one freely generates not only finite but also partial and infinite terms, the latter being used to unfold recursive definitions of programs.
Coalgebras
The intended operational model of a set of concrete GSOS rules is the least relation R C 2' 0 x A x T0 which satisfies the rules, where x 4 IC' stands for (2, a, IC') E R. In general, a relation of type X x A x X is called a labelled transition system [21] with set of states X and set of labels A.
For image finite sets of GSOS rules it suffices to consider image finite transition systems, where, for each state and each action, the image of the transition relation is a finite set. These are in 1-1 correspondence with functions k : X + (PfiX)A as follows.
2 4 2 ' e IC! E @)(a)
If, as considered here, the set A is finite, then image finite transition systems cut down to finitely branch-ing transition systems, where for each state, the set of outgoing transitions is finite.
A function k : X -+ (PfiX)A is a coalgebra of the endofunctor BX = on Set. Formally, given an endofunctor B : C -+ C, a B-coalgebra is a pair (X, k), where the carrier X is an object and the structure k : X -+ BX is a morphism of C. One often identifies a coalgebra (X, k) with its structure k.
The B-coalgebras form a category B-Coalg, with ho-
between the carriers such that 
0
One can form the category of B-bisimulations between two coalgebras (XI, kl) and (X2, k2) of an endofunctor B on a category C : the morphisms 9 . ( X , f l , f 2 ) + ( X p s f i , f~) a r e t h o s e g : X -+ X ' i i n C (thus not necessarily coalgebra homomorphisms) such that fi = f j o g, for i = 1,2.
Let B be an endofunctor on a category C with kernel pairs and let the internal equality of a coalgebra (X, IC) be the kernel pair (in the underlying category C) of the identity on its carrier X . One can easily prove that: $131 that the final coalgebra Ggl is the set of rooted, image finite trees, with branches labelled by a E A, quotiented by (ordinary) bisimulation. This is the set of 'abstract global behaviours', ie the (abstract) nondeterministic processes.
Semantically, the above strong extensionality result specialises then to the fact that such a final coalgebra i s internally fully-abstract [l] with respect to bisimulation, ie its largest bisimulation is the equality, hence bisimilar elements are indistinguishable. Consider now T to be the monad freely generated by an endofunctor C. The adjunction F C i U ' gives a well-known structural recursion theorem which specialises to the ordinary recursion (or iteration) theorem for natural numbers, covering the simplest form of primitive recursive functions, but not others such addition, multiplication, exponentiation, etc, which need parameters and 'accumulators'. (By structural recursion we mean definition by structural induction.) Here we shall need the following 'folklore' structural recursion theorem [20] with accumulators, ie with terms as parameters of the recursive definition.
T h e o r e m 5.1 (Structural Recursion) Let T be a monad freely generated by an endofunctor C on a Cartesian category C and let $x : CTX + TX be the structure of the free C-algebra over an object X of e. 
Proof.
Turn h into the E-algebra structure Proof. First one needs to prove that, for every coal-
so that one can define T e f to be T f . For this, simply note that both composites T~(lc') o Tf and
BTf o T R (~) fit as the unique morphism
given by Theorem 5.1, hence they must be equal. (The naturality of e is essential here!)
Next, one has to verify that the endofunctor T, lifts the operations of the monad T . From Remark 5.1, it suffices to show that, for every coal-
, ie the unit and the multiplication of T are coalgebra homomorphisms. For the unit, this is immediate by definition of the functor T,, while for the multiplication one also needs to use the naturality of p and the fact that p is defined by (ordinary) structural recursion on the free algebra structure. Firstly, applying p to TX amounts to instantiating the meta-variables of the rules with the terms in TX.
Formally, in this way the term t in a GSOS rule (3) might contain terms as variables: one needs to apply to it the multiplication of the term monad T in order to 'unbracket' it and obtain an elementary term. This is achieved here by composing ~T X with B p x . Next, recall the correspondence (9) between coalgebras k : X + BX = (PfiX)A and image finite transition systems. By regarding X as a set of constants rather than as a set of states, the correspondence (9) can also be seen as being between coalgebras and sets of 6-rules [8] , ie axiom rules. Up to these two eorrespondences, one can then check that k ~-t Tp(k) is the usual construction of a transition system for a finite set of GSOS rules R and a possibly infinite (but image finite) set k of 6-rules. In particular, if X is the empty set, hence k is the trivial coalgebra 0 : 0 + BO and T X = T0 is the set of closed terms, this construction gives the intended operational model for the rules.
These remarks hold for arbitrary rules of type (3) and, correspondingly, to possibly non-natural functions I [R] lx. The naturality of GSOS ensures that T, i s an operational monad, which is essential for applying the theory in $ 7~
'Dualising9 GSOS: Tree Rules
The duality between algebras and coalgebras can be exploited to find a format of rules 'dual' to abstract GSOS as follows.
Let C and B be two endofunctors on a cocartesian category C and let D = (D, E , 6 ) be the cofree comonad generated by B , that is, the forgetful functor UB has a right adjoint GB : C -+ B-Coalg and (simple negative) tree rule is a well-founded rule of type (13) such that the x k and the yi are all distinct variables and are the only variables occurring in the rule (ie the zi and wj are all occurrences of the xk and yi).
A tree rule is safe if the term t either is a variable z or is of the form xi,. . . ,xi) for some operator d of the signature and some (not necessarily distinct)
0
Tree rules are more general than GSOS: they allow for 'lookahead', in that one can look not only at the b .
variables 2: . I a &. A tree rule (13) has the property that its dependency graph is equal t o the graph reachable from the nodes XI, . . . , z,. Moreover, the subgraph reachable from a node xk is a tree -the dependency tree with root Xk. Let us call a set of tree rules allowed if it is an image finite set (in the sense of $1) of tree rules whose dependency trees are image finite. Then, an allowed set R of tree rules defines, for every X , a function
as the failure t o fit these latter rules in the present theory brought to light. In fact, the safe tree rules themselves have been suggested to us by Rob van Glabbeek as a natural subclass of (negative) tree rules possessing a satisfying transition system.
Combining Operational and Denotational Models
When T is the monad freely generated by an endofunctor C on a category C, then one can easily see that the category E-Alg of algebras of the endofunctor 'c is isomorphic to the category T-Alg of algebras of the monad T = (Tg 17, p ) , with objects those morph- For every allowed set p of tree rules the function
Proof. Similar to the proof of naturality in Theorem 1.1. Note the well-foundedness of tree rules is needed. For instance, the non-well-founded rule with premise 2 x and conclusion a.x -% nil is not natural because: first applying [a. ] to (x -% y ) and then renaming y as x yields a -{z}, while the same operations but in the reverse order yield a {x, nil}, which fact violates naturality.
and their dual
The following theorem may well be folklore. 
Bialgebras as Models
Given a distributive law X : T D j DT, one can consider the category A-Bialg of A-bialgebras. Its objects are pairs TX h, X -% DX of T-algebras and Dcoalgebras with a common carrier X which satisfy the following 'pentagonal law': [28] .) This law makes h a coalgebra homomorphism and k an algebra homomorphism. The morphisms f : (X, h, k) -+ (XI, h', IC') of A-Bialg are those morphisms f : X + X' between the carriers which are both T-algebra and D-coalgebra homomorphisms. Given a E-algebra h : E X -+ X , let h* : TX + X be its inductive extension to a T-algebra. When X is induced by some abstract operational rules p, no matter whether of type (8) or the dual (12), A-bialgebras are equivalent to pairs E X h, X -% BX such that are the GSOS-models of [25] .
The algebra structure can be thought of as a denotational model, the coalgebra structure as an operational model, and the pentagonal law (15) says that the combination of the two models satisfies the rules p. Henceforth such bialgebras are called p-models.
Adequacy Meta-Results
Consider the forgetful functor
which forgets the algebra structure of a A-bialgebra. In particular, there exists an initial pmodel, which can be regarded as the intended operational model over the initial algebra of programs TO. This implies that every pmodel M is adequate with respect to the intended operational model of p. Indeed, the unique pmodel homomorphism to M given by initiality is a denotational interpretation which preserves the behavioural distinctions of the intended operational model. This makes M adequate. Now, consider the 'dual' of UA, namely the functor
which forgets the D-coalgebra structure of a Xbialgebra. Correspondingly, the following is dual to Theorem 7.2. Theorem 7.3 UA has a right adjoint, namely:
The category of A-bialgebras has a final object, namely Gxl, where 1 is the trivial final T-algebra.
cl
In particular, there exists a final pmodel which is the canonical denotational model for p; it has the final D-coalgebra as carrier which, as mentioned in $4, is internally fully abstract with respect to B-bisimulation.
The construction 1 e G e l = (Dl, De(l), SI) generalises the 'processes as terms' construction of [22] , which is a systematic method for deriving adequate denotational models from 'tyft rules' [13] (a class of rules equivalent to the tree rules without negative premises [lo] ). For more details, see [30] .
Corollary 7.3
The unique (both by initiality and finality) homomorphism from the initial to the final p model is both the initial algebra semantics and the final coalgebra semantics for p .
0
The above, say, universal semantics for p is thus a compositional interpretation of the programs which preserves their behavioural distinctions. In Set, the latter means that two programs with the same universal semantics are B-bisimilar. One can easily see that, under the additional hypothesis that B preserves weak pullbacks, the converse also holds: two programs have the same universal semantics if and only if they are B-bisimilar. In other words:
Corollary 7,4 If B preserves weak pullbacks, the universal semantics associated to some abstract rules p is 0 Next, recall Definition 4.1: by replacing spans of coalgebra homomorphisms with spans of T-algebra homomorphisms, one has a corresponding notion of Tcongruence which specialises to the ordinary notion of congruence. Similarly, by considering spans of Xbialgebra homomorphisms one has a notion of, say, Xbicongruence and a corresponding category. We can ask then whether there exists a final bicongruence for a X-bialgebra. Now, if pullbacks of cospans of carriers of B-coalgebras are B-bisimulations, then, by the universal property of pullbacks, a final B-bisimulation between two coalgebras exists: it is the pullback of the respective unique coalgebra homomorphisms to the final coalgebra. This is a T-congruence as well, because the forgetful functor UT : T-Alg -+ C creates limits.
Therefore, by definition of final bialgebra:
fully abstract with respect to B-bisimulation.
Corollary 7.5
If B preserves weak pullbacks, then U In particular, the behavioural endofunctor B in (2) preserves weak pullbacks, hence the above corollary specialises to the well-known fact that (strong) bisimulation is a congruence for GSOS and tree rules. every X-bialgebra has a final bicongruence.
f i t ure Work
The major challenge ahead is the operational semantics of the languages with variable binders, such as the n-calculus and the X-calculus. (At the moment, by working in a suitable functor category, we are able to give a functorial description of syntax with variable binders, but it is not yet clear whether this fits our purposes.) We would also like to obtain adequacy results when working in categories of partial maps.
There is an obvious question about Moggi's computational monads [19] and our behaviour functors which remains t o be investigated. In a different direction, we would like to understand the relationship between the transitional approach considered here and others, such as the the reductional one arising in the X-calculus and term-rewriting in general.
Further developments of the present theory could lead to applications in modular compiler development technology. Perhaps there will be a useful theory of the combination of operational semantics of different languages (cf [18] ). Again, perhaps one can relate the operational semantics of a language with that of its translation into another target language (cf [26] ).
