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The advance of technology makes data acquisition and storage become un-
precedentedly convenient. It contributes to the rapid growth of not only
the volume but also the veracity and variety of data in recent years, which
poses new challenges to the data mining area. For example, uncertain data
mining emerges due to its capability to model the inherent veracity of data;
spatial data mining attracts much research attention as the widespread of
location-based services and wearable devices. As a fundamental topic of
data mining, how to effectively and efﬁciently summarize data in this situ-
ation still remains to be explored.
This thesis studied the problem of summarizing data with representa-
tive patterns. The objective is to ﬁnd a set of patterns, which is much more
concise but still contains rich information of the original data, and may pro-
vide valuable insights for further analysis of data. In the light of this idea,
we formally formulate the problem and provide effective and efﬁcient solu-
tions in various scenarios.
We study the problem of summarizing probabilistic frequent patterns
over uncertain data. Probabilistic frequent pattern mining over uncertain
data has received much research attention due to the wide applicabilities
of uncertain data. It suffers from the problem of generating an exponen-
tial number of result patterns, which hinders the analysis of patterns and
calls for the need to ﬁnd a small number of representative patterns to ap-
proximate all other patterns. We formally formulate the problem of proba-
bilistic representative frequent pattern (P-RFP) mining, which aims to ﬁnd the
minimal set of patterns with sufﬁciently high probability to represent all
other patterns. The bottleneck turns out to be checking whether a pattern
can probabilistically represent another, which involves the computation of
a joint probability of the supports of two patterns. We propose a novel dy-
namic programming-based approach to address the problem and devise ef-
fective optimization strategies to improve the computation efﬁciency.
To enhance the practicability of P-RFP mining, we introduce a novel
approximation of the joint probability with both theoretical and empiri-
cal proofs. Based on the approximation, we propose an Approximate P-RFP
Mining (APM) algorithm, which effectively and efﬁciently compresses the
probabilistic frequent pattern set. The error rate of APM is guaranteed to be
very small when the database contains hundreds of transactions, which fur-
ther afﬁrms that APM is a practical solution for summarizing probabilistic
frequent patterns.
We address the problem of directly summarizing uncertain transaction
database by formulating the problem as Minimal Probabilistic Tile Cover Min-
ing, which aims to ﬁnd a high-quality probabilistic tile set covering an un-
certain database with minimal cost. We deﬁne the concept of Probabilistic
Price and Probabilistic Price Order to evaluate and compare the quality of
tiles, and propose a framework to discover the minimal probabilistic tile
cover. The bottleneck is to check whether a tile is better than another ac-
cording to the Probabilistic Price Order, which involves the computation of
a joint probability. We prove that it can be decomposed into independent
terms and calculated efﬁciently. Several optimization techniques are de-
vised to further improve the performance.
We analyze the problem of summarizing co-locations mined from spa-
tial databases. Co-location pattern mining ﬁnds patterns of spatial features
whose instances tend to locate together in geographic space. However, the
traditional framework of co-location pattern mining produces an exponen-
tial number of patterns because of the downward closure property, which
makes it difﬁcult for users to understand, assess or apply the huge num-
ber of resulted patterns. To address this issue, we study the problem of
mining representative co-location patterns (RCP). We ﬁrst deﬁne a covering
relationship between two co-location patterns then formally formulate the
problem of Representative Co-location Pattern mining. To solve the problem of
RCP mining, we propose the RCPFast algorithm adopting the post-mining
framework and the RCPMS algorithm pushing pattern summarization into
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