Introduction {#sec1-2331216518803198}
============

With decreasing signal-to-noise-ratio (SNR), speech intelligibility decreases and listening effort increases. Which level of speech intelligibility and listing effort is reached depends not only on the characteristics of speech and noise but also on the hearing ability of a listener. In noisy situations with low SNR, hearing impaired people suffer more from reduced speech intelligibility and increased listening effort than normal hearing people ([@bibr10-2331216518803198]).

Therefore, the intention of the signal processing for hearing aids is not only to amplify signals and make them audible again but also to increase the SNR to make sounds easily understandable. Hearing aids with adaptive features such as digital noise reduction and directional microphones can enhance the SNR ([@bibr4-2331216518803198]). Studies show that these features can increase speech intelligibility ([@bibr2-2331216518803198]; [@bibr3-2331216518803198]) and can decrease listening effort ([@bibr16-2331216518803198]).

To objectively evaluate the effect of noise reduction algorithms in hearing aids, several approaches exist such as computing the modulation transfer function ([@bibr10-2331216518803198]), performing a percentile analysis ([@bibr9-2331216518803198]), or using the phase inversion method ([@bibr7-2331216518803198]). Among these three examples, the phase inversion method enables the separation of speech and noise at the output of the hearing aid so that the SNR can directly be computed. However, it is limited to a separation of two signals from one ([@bibr7-2331216518803198]) or two directions ([@bibr1-2331216518803198]). Consequently, more realistic acoustic environments with more than two signals from various directions cannot be evaluated with this method. In [@bibr14-2331216518803198], it is shown that traditional test environments with a single noise source located at $180^{\circ}$ azimuth cannot be used to accurately predict directional benefit in comparison to other tests with more than one noise source or within real-world environments.

This study demonstrates how the phase inversion method can be extended to separate an arbitrary number of signals. First, it is shown how this extension can be realized by successively subdividing the signals into two groups so that the basic phase inversion method of Hagerman and Olofsson can be applied. In addition, a more efficient approach is introduced where a linear system of equations is defined with a system matrix having entries of +1 and −1, only. Because the robustness of this approach depends on the structure of the system matrix, the design of this matrix is described in detail. To prove the concept, the proposed efficient approach was applied to a setup in which nine different signals were presented by eight loudspeakers. All loudspeakers were positioned around a hearing aid equally distributed on a circle with a radial distance of $r = 1\text{m}$. Speech was presented from $0^{\circ}$ and noise from all eight directions ($0^{\circ},45^{\circ}$, ... , $315^{\circ}$). With this setup, a state-of-the-art hearing aid was analyzed for different settings where the digital noise reduction or directional microphones were turned on or off. Moreover, an analysis of errors was performed.

This article is organized as follows. First, the phase inversion method for two signals is shortly introduced, and then two approaches for the extension to an arbitrary number of signals are presented. Next, the measurement setup for the analysis of the more efficient approach is explained, the outcomes are discussed, and an analysis of errors is shown. Finally, the results are summarized and a conclusion is given.

Phase Inversion Method {#sec2-2331216518803198}
======================

Let us consider two signals $s_{1}(t)$ and $s_{2}(t)$ that are simultaneously presented to a hearing aid, for example, speech and noise. These two signals are processed by the hearing aid, and at the output we can measure the superposition of both signals, that is, $s_{1}'(t) + s_{2}'(t)$. The prime symbol indicates that these signals have been processed by the hearing aid. However, to compute the SNR, both signals need to be separated at the output of the hearing aid. The approach of Hagerman and Olofsson is to superpose the signals in two different ways at the input of the hearing aid as: $$\begin{matrix}
\left. \begin{matrix}
{x_{1}(t) = s_{1}(t) + s_{2}(t)} \\
{x_{2}(t) = s_{1}(t) - s_{2}(t)} \\
\end{matrix}\Leftrightarrow\mathbf{x} = \mathbf{As} \right. \\
{\text{~with~}\mathbf{x} = (\begin{matrix}
{x_{1}(t)} \\
{x_{2}(t)} \\
\end{matrix});\mathbf{A} = \lbrack\begin{matrix}
1 & 1 \\
1 & {- 1} \\
\end{matrix}\rbrack;\mathbf{s} = (\begin{matrix}
{s_{1}(t)} \\
{s_{2}(t)} \\
\end{matrix});} \\
\end{matrix}$$

Both superpositions $x_{1}(t)$ and $x_{2}(t)$ are successively processed by the hearing aid, and the corresponding output signals $y_{1}(t)$ and $y_{2}(t)$ are recorded. The idea is that the phase inversion of $s_{2}(t)$ does not change the signal processing within the hearing aid so that $x_{1}(t)$ and $x_{2}(t)$ and its contained components $s_{1}(t)$ and $\pm s_{2}(t)$ experience the same gain, phase shift, and so forth. Under this assumption, the phase relation of the unprocessed signals $s_{1}(t)$ and $s_{2}(t)$ superposed in the input signals $x_{1}(t)$ and $x_{2}(t)$ also holds for the processed signals $s_{1}'(t)$ and $s_{2}'(t)$ superposed in the output signals $y_{1}(t)$ and $y_{2}(t)$, respectively, and we can write: $$\begin{matrix}
\left. \begin{matrix}
{y_{1}(t) = s'_{1}(t) + s'_{2}(t)} \\
{y_{2}(t) = s'_{1}(t) - s'_{2}(t)} \\
\end{matrix}\Leftrightarrow\mathbf{y} = \mathbf{As}' \right. \\
{\text{~with~}\mathbf{y} = (\begin{matrix}
{y_{1}(t)} \\
{y_{2}(t)} \\
\end{matrix});\mathbf{s}' = (\begin{matrix}
{s'_{1}(t)} \\
{s'_{2}(t)} \\
\end{matrix}).} \\
\end{matrix}$$

Thus, the processed signals can be separated at the output of the hearing aid by solving the linear system of equations $$\left. \begin{matrix}
{s_{1}'(t) = \frac{1}{2}(y_{1}(t) + y_{2}(t))} \\
{s_{2}'(t) = \frac{1}{2}(y_{1}(t) - y_{2}(t))} \\
\end{matrix}\Leftrightarrow\mathbf{s}' = \mathbf{A}^{- 1}\mathbf{y}. \right.$$

As a last step, when the processed output signals $s_{1}'(t)$ and $s_{2}'(t)$ are separated, various parameters can be investigated, for example, the overall SNR, the SNR over frequency, and so forth.

In this context, it is important to note that all stated equations indirectly imply a linear dependency between input and output. If we consider a nonlinear signal processing which is not sensitive to a phase change of the input signal and where a phase change of the input signal is propagated in the same way to the output signal, no negative impact on the reliability of the method is expected. Nevertheless, because the exact influence of any nonlinear behavior is unknown, it is suggested to deactivate all nonlinear features of the signal processing that are not required for the evaluation. In particular, a feedback reduction, which changes the phase between input and output, can have a negative influence on the reliability of the method. Moreover, for a practical evaluation of an experiment, it is suggested to do some checks such as listening to the separated signals. Another possibility to evaluate the phase invariance is to present $x_{1}(t)$ and $- x_{1}(t)$ and check whether the sum of the corresponding output signals vanishes.

Extension of the Phase Inversion Method {#sec3-2331216518803198}
=======================================

Successive Extension {#sec4-2331216518803198}
--------------------

A first approach is to successively subdivide all signals $s_{1}(t),s_{2}(t),\ldots,s_{N}(t)$ into two groups and to apply the original phase inversion method explained in the previous section. If we want to separate the *i*-th signal, we define two groups of signals as: $$\begin{matrix}
{s_{i\text{g}1}(t) = s_{i}(t),} \\
{s_{i\text{g}2}(t) = - s_{i}(t) + \sum\limits_{k = 1}^{N}s_{k}(t).} \\
\end{matrix}$$

If we now superpose these grouped signals as described in the forgoing section, then for every *i*-th signal, we get the following superpositions: $$\begin{matrix}
{x_{i1}(t) = s_{i\text{g}1}(t) + s_{i\text{g}2}(t) = \sum\limits_{k = 1}^{N}s_{k}(t)} \\
{x_{i2}(t) = s_{i\text{g}1}(t) - s_{i\text{g}2}(t) = 2s_{i}(t) - \sum\limits_{k = 1}^{N}s_{k}(t)} \\
\end{matrix}$$

This procedure can be repeated for all *N* signals so that each of the processed signals $s'_{1}(t),s'_{2}(t),\ldots,s'_{N}(t)$ can be separated at the output of the hearing aid. For the evaluation of the measurement effort, it is important to mention that the superposition $x_{i1}(t)$ does not change and always contains the sum of all signals so that this measurement needs to be performed only once. Taking this into account, *N* + 1 superpositions have to be presented to the hearing aid to separate all of the *N* signals.

Extension Using a Linear System of Equations {#sec5-2331216518803198}
--------------------------------------------

The proposed novel approach is to define a linear system of equations that considers an arbitrary number of signals. To this end, the notation used for the explanation of the basic phase inversion method is intentionally chosen differently from the work by Hagerman and Olofsson. Representing the superposition of the input signals by a matrix-vector multiplication enables an easy extension to an arbitrary number of *N* signals. In this case, the vectors **s** and $\mathbf{s}'$ have the dimension *N*, for example, $\mathbf{s} = (s_{1}(t),s_{2}(t),\ldots,s_{N}(t))^{\text{T}}$. To get an invertible system matrix **A**, this matrix requires to be quadratic with a size of *N* × *N*. An overdetermined system of equations is not considered in this context. Hence, the dimension of the vectors with the input and output signals **x** and **y** is also *N*. This means that *N* superpositions $x_{i}(t)$ with $i \in \{ 1,2,\ldots,N\}$ are required to separate *N* signals $s_{i}(t)$. The question arises how the signals should be superposed, that is, what configuration should the system matrix **A** have.

### Configuration of the system matrix {#sec6-2331216518803198}

The multiplication with the system matrix shall not change the sound pressure levels of the individual input signals, because this would change the sound scene and would trigger a different signal processing by the hearing aid. Consequently, the entries of **A** are restricted to have absolute values of one, only. In general, a phase shift different from 180° could be considered, for example, by allowing complex entries for **A** and performing the multiplication in the frequency domain. Nevertheless, in this work, we focus on the treatment in the time domain and limit the entries to be real values. Thus, **A** can have entries of + 1 and −1, only. Furthermore, **A** needs to be invertible, and it is desirable to have a well-conditioned linear system of equations (condition number *κ* equal or near one). Considering these constraints, a good approach is to use a Hadamard matrix $\mathbf{A}_{\text{H}}$ ([@bibr8-2331216518803198]). This is a square matrix of size *N* × *N* whose entries are either +1 or −1, and its rows and columns are mutually orthogonal so that $\mathbf{A}_{\text{H}}\mathbf{A}_{\text{H}}^{\text{T}} = N\mathbf{I}_{N}$ where $\mathbf{I}_{N}$ is the identity matrix of size *N* × *N*. Moreover, if $\mathbf{A}_{\text{H}}$ is a Hadamard matrix of size *N* × *N*, the inverse is given by $N^{- 1}\mathbf{A}_{\text{H}}^{\text{T}}$ and its condition number *κ* is 1. The matrix in the work of Hagerman and Olofsson is also a Hadamard matrix with *N* = 2. Nevertheless, Hadamard showed that this type of matrices exists for $N = 1,N = 2,$ and $N = 4k$ with $k \in \mathbb{N}$, only ([@bibr12-2331216518803198]).

Therefore, for *N* \> 2 and $N \neq 4k$, we suggest to build the system matrix as follows: $$\mathbf{A}_{\text{S}} = \lbrack\begin{matrix}
{- 1} & 1 & \ldots & 1 \\
1 & {- 1} & \ldots & 1 \\
: & : & : & \\
1 & \ldots & 1 & {- 1} \\
\end{matrix}\rbrack.$$

For this type of matrix, the inverse reads: $$\mathbf{A}_{\text{S}}^{- 1} = \frac{1}{2(N - 2)}\lbrack\begin{matrix}
{3 - N} & 1 & \ldots & 1 \\
1 & {3 - N} & \ldots & 1 \\
: & : & : & \\
1 & \ldots & 1 & {3 - N} \\
\end{matrix}\rbrack.$$

The condition number *κ* for *N* = 3 is 2, and for *N* \> 3 it is $(N - 2)/2$. This includes the case of *N* = 4, where $\mathbf{A}_{\text{S}}$ is a Hadamard matrix. For *N* \> 4, the condition number increases with *N* so that the robustness against measurement tolerances decreases. However, a brute-force search for *N* = 3 and *N* = 5, where all combinations of +1 and −1 have been tried out, showed that $\mathbf{A}_{\text{S}}$ has the lowest condition number possible for these sizes.

Measurements {#sec7-2331216518803198}
============

Setup {#sec8-2331216518803198}
-----

All measurements took place in a room with a height of 3.13 m and a surface area of 4.22 m × 5.20 m. The ceiling and the walls of the room were equipped with sound-absorbing material, and the background noise level was below 40 dB SPL. The hardware of the setup consisted of eight GENELEC speakers of type 8020, an RME Fireface 800 soundcard, a Bruel & Kjaer (B&K) ear simulator according to IEC 60318-4, a reference microphone from B&K of type 4190, and a PC with Matlab. The eight loudspeakers were equally distributed on a circle around the hearing aid with a radius of $1\text{m}$ (see [Figure 1](#fig1-2331216518803198){ref-type="fig"}). The speech signal used in this study was the International Speech Test Signal (ISTS) as defined in International Electrotechnical Commission (IEC 60118-15; 2012). This signal is based on natural recordings but is largely nonintelligible because of segmentation and remixing ([@bibr11-2331216518803198]). The ISTS was presented from an angle of $0^{\circ}$, and eight different noise signals were presented from all eight directions so that *N* = 9. The noise signals were generated similar to the "IFnoise" described in ([@bibr6-2331216518803198]), by superposing parts of the ISTS multiple times. Thus, all noise signals were incoherent, without modulation, and with the same long-term average spectrum as the ISTS. For the creation of the input signals $\mathbf{x} = (x_{1}(t),\ldots,x_{9}(t))^{T}$, the system matrix $\mathbf{A}_{\text{S}}$ with *N* = 9 was used. Before the presentation of each superposition, there was a pause with silence of at least 5 s. After starting the presentation, the signal processing of the hearing aid may require some time for adaptation, which should not be considered in the analysis. Therefore, all signals were evaluated in a time window from $15\text{s}$ to $60\text{s}$, only. Figure 1.The measurement setup consisting of eight loudspeakers, one reference microphone, and one state-of-the-art hearing aid (BTE) connected to an ear simulator according to IEC 60318-4. The BTE is facing the loudspeaker in $0^{\circ}$ in the same as defined in [Figure 3](#fig3-2331216518803198){ref-type="fig"} of IEC 60118-0:2015. Not shown is the RME fireface 800 soundcard and the PC.

For the measurements, a state-of-the-art behind the ear (BTE) hearing aid (with sound tube) was used, and the output was recorded with an ear simulator according to IEC 60318-4. The hearing aid and the reference microphone were oriented and positioned as defined in [Figure 2](#fig2-2331216518803198){ref-type="fig"} of IEC (2012), that is, the connection line between the two microphone inlets was pointing in the direction of the speaker at 0°. With the fitting software, the gain was adjusted in accordance with NAL-NL2 for an adult with a hearing loss of type N3 as defined in IEC (2012). Moreover, the output limiter, the dynamic compression, as well as other adaptive features such as feedback reduction and wind control were deactivated. For the analysis, just the noise reduction and a static microphone directionality were altered, resulting in the following four test settings: noise reduction off and omnidirectional microphone (NR off, omni.),noise reduction on and omnidirectional microphone (NR on, omni.),noise reduction off and static microphone directionality (NR off, direct.),noise reduction on and static microphone directionality (NR on, direct.). Figure 2.Output SNR of the reference microphone in relation to the input SNR. Between the eight directions (0, 45, ... , 315), the values are linearly interpolated. These four curves were recorded at the same time as the data shown in [Figure 4](#fig4-2331216518803198){ref-type="fig"} for the different hearing aid settings.

Definition of SNRs {#sec9-2331216518803198}
------------------

Because there are multiple signals involved, different SNRs can be computed. In our setup, the ISTS is $s_{1}(t)$, the noise signal from $0^{\circ}$ is $s_{2}(t)$, the noise signal from $45^{\circ}$ is $s_{3}(t)$, and so forth. The root mean square (RMS) value of a signal $s_{i}(t)$ with $i \in \{ 1,2,\ldots,9\}$ is indicated by adding the term "rms" to the index ($s_{i\text{rms}}$). To exclude the adaptation process of the hearing aid, the RMS is computed for a time window from 15 s to 60 s as explained in the foregoing.

To begin with, we want to define the overall SNR as: $$\text{SNR}_{\text{all}} = 10\text{dB}\text{log}_{10}\frac{s_{1\text{rms}}^{2}}{s_{2\text{rms}}^{2} + s_{3\text{rms}}^{2} + \ldots + s_{9\text{rms}}^{2}}.$$

Furthermore, the SNR as a function of the azimuth angle *α* is denoted as $\text{SNR}_{\alpha}(\alpha)$ so that we can write: $$\begin{matrix}
{\text{SNR}_{\alpha}(\alpha =^{0} \circ ) = 10\text{dB}\text{log}_{10}(s_{1\text{rms}}^{2}/s_{2\text{rms}}^{2});} \\
{\text{SNR}_{\alpha}(\alpha =^{45} \circ ) = 10\text{dB}\text{log}_{10}(s_{1\text{rms}}^{2}/s_{3\text{rms}}^{2});} \\
: \\
{\text{SNR}_{\alpha}(\alpha =^{315} \circ ) = 10\text{dB}\text{log}_{10}(s_{1\text{rms}}^{2}/s_{9\text{rms}}^{2}).} \\
\end{matrix}$$

For the ISTS, a level of $65\text{dB}\quad\text{SPL}$ and for the overall SNR ($\text{SNR}_{\text{all}}$), a value of $+ 5\text{dB}$ was chosen. Thus, the individual level for each noise signal is $51\text{dB}$ SPL, and $\text{SNR}_{\alpha}(\alpha) = 14\text{dB}$.

In addition, $\text{SNR}'_{\text{all}}$ and $\text{SNR}'_{\alpha}(\alpha)$ are defined for the processed signals $\mathbf{s}'$ in the same way as for the signals **s**. Then, we can write the differences in SNR between the input and output as: $$\begin{matrix}
{\Delta\text{SNR}_{\text{all}} = \text{SNR}_{\text{all}} - \text{SNR}'_{\text{all}},} \\
{\Delta\text{SNR}_{\alpha}(\alpha) = \text{SNR}_{\alpha}(\alpha) - \text{SNR}'_{\alpha}(\alpha)} \\
\end{matrix}$$

Analysis of Errors {#sec10-2331216518803198}
------------------

### Recordings of the Reference Microphone {#sec11-2331216518803198}

As a first check, the extended phase inversion method was applied to recordings of the reference microphone. Because we know that the reference microphone has an omnidirectional characteristic, we expect also an omnidirectional characteristic for $\Delta\text{SNR}_{\alpha}(\alpha)$. Moreover, because the signal from the reference microphone is not processed, $\Delta\text{SNR}_{\alpha}(\alpha)$ should be zero. In [Figure 2](#fig2-2331216518803198){ref-type="fig"}, we see $\Delta\text{SNR}_{\alpha}(\alpha)$ for four recordings at the reference microphone. The deviation from zero is in the range of −1.2 dB to 0.5 dB. These curves were recorded at the same time as the data for four different hearing aid settings shown in [Figure 4](#fig4-2331216518803198){ref-type="fig"}. Thus, the data also indicate the quality of the input signals captured by the hearing aid to process the data depicted in [Figure 4](#fig4-2331216518803198){ref-type="fig"}. Because we know the error on the input signal, we have used this information to compensate for it. For this purpose, we used the SNRs computed for the reference microphone instead of the ideal SNRs as reference for the computation of the results shown in [Figures 4](#fig4-2331216518803198){ref-type="fig"} and [5](#fig5-2331216518803198){ref-type="fig"}. Figure 3.One third octave-level differences of $\text{s}'_{\text{p}} - \text{s}'_{\text{n}}$ determined with a positive and negative system matrix A~S~ for noise reduction and directional microphones being activated. Figure 4.Output SNR of the hearing aid in relation to the input SNR. The directional microphone of the hearing aid is orientated in $0^{\circ}$ direction. Each line represents the result of one of the four hearing aid settings listed in the legend. Between the eight directions ($0^{\circ},45^{\circ}$, ... , $315^{\circ}$) the values are linearly interpolated. Figure 5.Change in the overall SNR for all four hearing aid settings.

### Condition of the system matrix {#sec12-2331216518803198}

As described in the foregoing, the condition number of the system matrix is one parameter to evaluate the impact of tolerances and interferences. There are many different tolerances and interferences conceivable, for example, geometrical tolerances such as a nonideal positioning and alignment of the loudspeakers, the reference microphone, and the hearing aid; interferences such as background noise, drifts of the sensitivity of the microphones or of the eight loudspeakers, and so forth. A detailed analysis of all individual effects of different measurement tolerances would go beyond the scope of this work. Nevertheless, we want to depict the influence of the design of the system matrix on the measurement accuracy with two experiments. For this purpose, we introduce the system matrix: $$\mathbf{A}_{\text{W}} = \lbrack\begin{matrix}
{- 1} & {- 1} & 1 & {\ldots 1} & & \\
{- 1} & {- 1} & {- 1} & 1 & {\ldots 1} & \\
1 & {- 1} & {- 1} & {- 1} & 1 & {\ldots 1} \\
: & : & & & & \\
1 & \ldots & 1 & {- 1} & {- 1} & {- 1} \\
1 & \ldots & 1 & {- 1} & {- 1} & \\
\end{matrix}\rbrack.$$

$\mathbf{A}_{\text{W}}$ is arbitrarily chosen with a worse-conditioned number compared with $\mathbf{A}_{\text{S}}$ so that the impact of the condition of the system matrix can clearly be demonstrated. To this end, we want to compare both matrices for the setup explained in the foregoing with *N* = 9 so that $\mathbf{A}_{\text{S}}$ has a condition number of 3.5 and $\mathbf{A}_{\text{W}}$ a condition number of 20.2.

First, we evaluate the influence of background noise. For this purpose, we assume a constant noise added to each superposition **x**, which is linearly processed by the hearing aid. Consequently, we expect a constant noise added to each of the recordings of **y**, which is propagated as additive part to the separated signals $\mathbf{s}' = \mathbf{A}^{- 1}\mathbf{y}$. Due to the matrix-vector multiplication, the noise is weighted with the entries of $\mathbf{A}^{- 1}$ and then all entries of one row are added. If we assume the noise sources to be incoherent, the sum of squares of the rows of $\mathbf{A}^{- 1}$ allows us to determine the propagation of the noise into the separated signals. If we compare the propagation of background noise of $\mathbf{A}_{\text{S}}$ and $\mathbf{A}_{\text{W}}$, we can notice that this factor is constant for all separated signals $\mathbf{s}'$ for $\mathbf{A}_{\text{S}}$ but varies for $\mathbf{A}_{\text{W}}$. If we compare the value for each signal $\mathbf{s}'$, we see that for $\mathbf{A}_{\text{W}}$ the propagation of background noise to the separated signals $\mathbf{s}'$ is in the range of 3.5 dB to 12.5 dB higher than for $\mathbf{A}_{\text{S}}$. Furthermore, in this experiment, we also have a look at the successive approach in which pairs of signals are processed. Although we need one more measurement for the successive approach, the propagation of background noise to the separated signals $\mathbf{s}'$ is about 3.7 dB higher compared with the more efficient approach using $\mathbf{A}_{\text{S}}$. However, if we process the data from the successive approach in the way of the more efficient approach, we can improve the robustness against background noise. For this purpose, we consider all the measurements taken for the successive approach jointly as the result of a single matrix-vector model leading to an overdetermined system of equations. The system matrix would have the size $(N + 1) \times N$ (here 10 × 9) and it would look like the negative of $\mathbf{A}_{\text{S}}$, extended by a row of ones. This overdetermined system of equations could be solved by computing the pseudoinverse. If we now analyze the propagation of background noise for this case, we see almost no difference compared with $\mathbf{A}_{\text{S}}$. This clearly demonstrates the benefit of using a linear system of equations instead of the successive approach.

Second, we would like to evaluate the effect of a sensitivity drift. For this evaluation, we assume that the sensitivity of the microphone of the ear simulator linearly changes between −2 dB to +2 dB. For this experiment, we simply weighted each entry of **x** differently so that $y_{i}(t) = k_{i}x_{i}(t)$ with $i \in \{ 1,2,\ldots,9\}$. The gain factors *k~i~* were varied linearly between −2 dB and +2 dB. This means that we did not perform any measurement and did not consider sensitivity drifts during a measurement. When we compute $\mathbf{s}'$ with the emulated sensitivity drift, we can notice that the signals are not perfectly separated anymore. To evaluate the effect of this error, we computed $\Delta\text{SNR}_{\text{all}}$ for both system matrices. In the ideal case, $\Delta\text{SNR}_{\text{all}}$ would be zero and for $\mathbf{A}_{\text{W}}$, we get an error of −1.88 dB and for $\mathbf{A}_{\text{S}}$ an error of 0.05 dB.

To shortly conclude, the analyses of the impact of background noise and the impact of a sensitivity drift of the ear simulator both show that using a system matrix with a lower condition number is more robust against tolerances and interferences. Certainly, a direct estimation of the influence of any source of error is not possible by looking at the condition number, only. However, it demonstrates that the condition number is a reasonable parameter to evaluate the robustness of the system matrix against interferences and tolerances. Moreover, the experiment with the propagation of the background noise clearly demonstrates that the successive approach is not only less efficient but also less robust against background noise.

### Negative system matrix {#sec13-2331216518803198}

As another check, the measurement was performed two times, once with $\mathbf{A}_{\text{S}}$ and once with $- \mathbf{A}_{\text{S}}$, for noise reduction and directional microphones being activated. The basis for the phase inversion method is the assumption that the sign or phase of a signal does not affect the signal processing carried out by the hearing aid. Consequently, if we determine $\mathbf{s}'$ with positive ($\mathbf{s}'_{\text{p}}$) or negative ($\mathbf{s}'_{\text{n}}$) system matrix, the result should be the same. As a check, the one third octave levels of the results are compared with each other in [Figure 3](#fig3-2331216518803198){ref-type="fig"}. For frequencies below approximately 130 Hz, the results for the reference microphone and the hearing aid show differences of up to 3 dB. This could be the effect of background noise. For higher frequencies, the reference microphone shows almost no difference, whereas the signals processed by the hearing aid show differences in the range of ±1 dB for frequencies above 1.1 kHz. These results confirm that the sign or phase of a signal does not significantly affect the signal processing of the hearing aid. Nevertheless, for the measurement setup and hearing aid considered, frequency-dependent tolerances of up to 3 dB can be noticed.

Results {#sec14-2331216518803198}
-------

For the analysis of signals recorded at the output of the hearing aid, an increase in SNR means that the hearing aid has reduced the noise. Hence, if we depict the difference in SNR ($\Delta\text{SNR}_{\alpha}(\alpha)$) in a polar plot, the curves have the inverse characteristic of typical directional microphones. To avoid this and to resemble the typical directivity patterns, the negative SNR differences $- \Delta\text{SNR}_{\alpha}(\alpha)$ are depicted in [Figure 4](#fig4-2331216518803198){ref-type="fig"}. The four curves correspond to the different hearing aid settings, and all curves are linearly interpolated between the eight directions ($0^{\circ},45^{\circ}$, ... , $315^{\circ}$). In addition, it is important to mention that all changes in SNR are results of a technical measurement, and listening tests with humans may lead to different results. This means that a gain in SNR not necessarily leads to higher speech intelligibility, reduced listening effort, and so forth.

The curve for deactivated noise reduction and omnidirectional microphone is almost zero for all directions, which is in agreement with the expectations (see solid line in [Figure 4](#fig4-2331216518803198){ref-type="fig"}). The results for an activated noise reduction and an omnidirectional microphone setting show a gain in SNR independent of the direction (see dashed line in [Figure 4](#fig4-2331216518803198){ref-type="fig"}). This is also as expected, because the noise reduction works in the temporal or frequency domain and not in the directional domain. If the directional microphone is turned on, a gain of SNR dependent on the direction of the noise can be noticed (see dashed-dotted line). As the SNR is almost zero at $\alpha = 0^{\circ}$ and lowest at $\alpha = 180^{\circ}$ without a notch, the directional microphone may have a subcardioid characteristic. In addition, if the noise reduction as well as the directional microphone are activated, the maximum increase in SNR of approximately 8 dB can be recognized at $\alpha = 180^{\circ}$ (see dotted line). However, the overall SNR (i.e., $\text{SNR}_{\text{all}}$) is lower, since the noise from other directions is not reduced in the same way as from $\alpha = 180^{\circ}$. In [Figure 5](#fig5-2331216518803198){ref-type="fig"}, the change in the overall SNR is depicted for all four settings. A maximum increase in the overall SNR of approximately 6 dB is reached when the noise reduction as well as the directional microphone are activated.

Conclusions {#sec15-2331216518803198}
===========

In this work, it is shown how the phase inversion method, presented by [@bibr7-2331216518803198], can be used to separate more than two signals. To this end, first, an approach was presented which successively groups the signals so that the basic phase inversion method can be applied. Second, a more efficient approach was introduced where the phase inversion method is described in a general way with a linear system of equations as matrix-vector multiplication. In this general form, the method can be extended from two signals to an arbitrary number of *N* signals. One challenge is to define an appropriate system matrix for *N* \> 2. Here, the use of a Hadamard matrix is recommended, if possible, that is, if $N = 4k$ with $k \in \mathbb{N}$. Moreover, for all other cases, a general way to build a system matrix is presented. This matrix has a condition number of *κ* = 2 for *N* = 3 and $\kappa = (N - 2)/2$ for *N* \> 3. Hence, the condition number increases with *N* for *N* \> 4, so that the robustness against measurement tolerances decreases. However, a brute-force search for $N = \{ 3,5\}$ shows that for these sizes, this type of matrix has the lowest condition number possible. Moreover, for *N* = 4, it is a Hadamard matrix with *κ* = 1. Furthermore, measurement results have been presented for *N* = 9, where this type of system matrix was used. The results verify the concept and demonstrate the practicability of the extended phase inversion method. In addition, the results confirm that the extended phase inversion method enables the analysis of complex acoustic environments with more than two signals. This is important to get a deeper insight into the performance of hearing aids in realistic situations with more than one speaker and one noise source.
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