In this article we obtain asymptotic formulas of arbitrary order for eigenfunctions and eigenvalues of the non-self adjoint Sturm-Liouville operators with Dirichlet boundary conditions, when the potential is a summable function. Then using these we compute the main part of the eigenvalues in special cases. The eigenvalues obtained by the asymptotic method and the eigenvalues obtained by the finite difference method followed by a numerical correction, are compared.
Introduction
Let L(q) be an operator generated in L 2 [0, 1] by the expression L(q) = −y (x) + q(x)y(x), 0 ≤ x ≤ 1 (1) and by Dirichlet boundary conditions y(0) = y(1) = 0,
where q(x) is a complex-valued summable function.
In this article, we consider the small and large eigenvalues of the operator L(q) when q(x) has a singularity. The large eigenvalues are investigated by the asymptotic method given in [1, 2] . Note that in classical investigations in order to obtain the asymptotic formulas of order O(n −l ) it is required that q(x) be (l − 1) times differentiable [4, 11] . The method of [1] gives the possibility of obtaining the asymptotic formulas of order O(n −l ) of eigenvalues and eigenfunctions of L (q) when q(x) is arbitrary summable complex-valued function. The eigenvalues are compared by asymptotic method and corrected approximation.
Expression of differential equations in matrix form and the advances in the field of the computers have led to major developments in numerical methods. Regarding the numerical solution of the Sturm-Liouville problems, Finite Difference method is amongst the popular methods. Finite Difference method can give effective results for the eigenvalues when it is used in connection with asymptotic correction technique. In the paper [13] the Sturm-Liouville problems with Dirichlet and the general boundary conditions were studied respectively. Paine found the correction of Finite Difference Eigenvalue Approximations for Sturm-Liouville Problems. Chen [16] used the differential transform method to solve the eigenvalue problems. Ghelardoni and Gheri [18] used the shooting technique for the calculation of the eigenvalues of Sturm-Liouville problem by considering the Prüfer transformation given in [19] .
Asymptotic Formulas For Eigenvalues
It is well-known [7] that the eigenvalues of the operator L (q) consists of the sequences {λ n } satisfying
for n ≥ N . Here and in forthcoming relations we denote by N a large positive integer, that is, N 1. From these formulas one can easily obtain the following inequalities from which we use essentially:
for n ≥ N, where we denote by c m , for m = 1, 2, ..., the positive constants whose exact value are inessential. To obtain the asymptotic formula for eigenvalues λ n and corresponding normalized eigenfunctions Φ n (x) of L (q) we use (4) and the following well-known relation
Arguing as in the proof of Lemma 1 of [2] , and using (5) and the decomposition
of Φ N (x) by orthonormal basis √ 2 sin(n + n 1 )πx : n 1 > −n we get
∞ n1>−n 2 (q(x), (sin(n + n 1 ) πx)(sin nπx))(Φ N (x), sin(n + n 1 )πx) from which using the multiplication formula in (7) and then replacing 2n + n 1 by k, we get
substituting this result in to (5) we obtain
where C n = 1 0 q(x) cos nπxdx and, without loss of generality, we assume that C 0 = 0. Note that C n → 0, C n = C −n , as |n| → ∞ Now we isolate the terms at right side of (9), containing (Φ n (x), sin nπx) (i.e., the case n 1 = −2n ), Using the equality
C n2 (Φ n (x), sin (n + n 1 + n 2 ) πx) λ n − (π(n + n 1 )) 2
which can be obtained from (9) by taking n and n + n 1 instead of N and n, we arrive at
, sin (n + n 1 + n 2 ) πx) λ n − (π(n + n 1 )) 2
Again we isolate the terms for n 1 + n 2 = 0, −2n from the summation and use the equality C n1 = C −n1 to obtain
Applying the above iteration to last sum and isolating the terms for which n 1 + n 2 + n 3 = 0, −2n. We obtaiın
Repeating this process m times we get
where
, and in general for k
Here the sums for a k (λ n ) and R m+1 are taken under the conditions s j=1 n j = 0, −2n, .
for s = 1, 2, ..., k and s = 1, 2, ..., m + 1 respectively. Moreover in obtaining (17) after m th iteration we applied (5) . Using (4) and arguing as in the proof of equalities (27), (28) of [2] we get the following relations
Theorem 2.1. The eigenvalue λ n of the operator L (q) satisfies the asymptotic formula
for all m = 0, 1, 2, ...,where F 0 = −C 2n ,
Proof:
We shall use induction to prove this theorem. First we prove (20) for m = 0, that is,
Using the well-known formula (see [7,p.77 
Therefore dividing both sides of (14) for m = 0 by (Φ n (x), sin nπx) and using (19) , (22) we get the proof of (21). Now we prove (20) m = 1. Arguing as we have done in the proof of (20) we get from (14) for m = 1.
Using λ n − (nπ) 2 = O (1) and (18) one can easily verify that
and hence
This together with (23) proves (20) for m = 1
In order to prove (20) by induction, we assume it to be true for m = j − 1, that is,
Replacing m by j in (14), dividing both sides by (Φ n (x), sin nπx) and use (19) , (22) we get
Substituting the value of λ n given by (26) in A j (λ n ), and arguing as in the proof of (25) we see that
Thus taking into account that A j ((nπ) 2 + F j−1 ) = F j we get the proof of (20) for m = j from (27), (28). The theorem is proved.
As an example for asymptotic formulas (20) , let the potential q(x) of the operator L(q) with the concrete potential
where c is a complex number.
Theorem 2.2. The eigenvalues of the operator L(q) with the potential (29) satisfy the formulas
This theorem is as proved in [1] 
Numerical Approximation
Now, we consider the small eigenvalues of the L(q) operator by numerical method. For the finite difference method, take an equally spaced mesh (m 2), 0 = x 0 < x 1 < ... < x m+1 = 1 where x j = jh, h = 1 m+1 . Writing y(x j ) as w j , q(x j ) as q j and y (x j ) as w j , we use the centred difference approximation −w j ≈ −wj−1+2wj −wj+1 h 2
Substituting in (1) gives the approximating scheme
to solve this problem numericaly . We should use centered approximation to obtain these values. After the calculation this can be written in matrix form as the order (m) system
where K is a tridiagonal matrix, Q = diag(q(x 1 ), q(x 1 ), , ...q(x m )) and
The eigenvalues of (1-2) are approximated by the eigenvalues of the matrix K. Paine et al.in [13, 20] showed that the leading term in the asymptotic expansion of the error for the three-point scheme does not depend on potential q . Moreover for such method the error is known in closed form when q(x) = 0.They therefore suggested to use this information to correct the computed eigenvalue in the case of q. With the ordered eigenvalues of (10) denoted by Λ m k , k = 1, 2, ..., m, the corrected eigenvalue estimates are given by
where µ k ,and µ (m) k = 1, 2, ... are the kth exact and numerical eigenvalues for q = 0 , respectively. and Λ (m) k , k = 1, 2, ...m, are the eigenvalues of (10) with Q = 0. We apply this technique with m 1 to the eigenvalue problem (1-2) then the results given in tables show that the errors in the corrected estimates and superior to the original estimates.
Clearly, the obtained eigenvalues from the formula obtained by the asymptotic method are listed and evaluated numerically the compared corrected eigenvalues.
T able 1 α = 0.1 α = 0.5 α = 0.9 n λ ,04 T able 1 shows both the n th eigenvalue obtained by using the asymptotic method for α = 0.1, 0.5, 0.9 respectively and the n th eigenvalue for the operator L(0). The differences λ (α) n − (nπ) 2 show the effect of the potential q (α) to the eigenavlues for α = 0.1, 0.5, 0.9.
Conclusion
It is natural and well known that for large eigenvalues the asymptotic method gives us approximations with smaller errors. The numerical method, in general, gives better results for smaller eigenvalues. The Tables 1,2 show that the results of both the asymptotic method and corrected method give quiet acceptable results for eigenvalues. According to the Table 3 and 4, if α increases, the effect of the potential function to the eigenvalues also increases for both methods.
Therefore we can easily observe that the correcting method and the asymptotic method give good results for the calculation of the eigenvalues. It is natural and well known that for large eigenvalues the asymptotic method gives us approximations with smaller errors. The numerical method, in general, gives better results for smaller eigenvalues. We see that in this paper corrected eigenvalues also give us approximations with smaller errors for all eigenvalues.
The table 3 and 4 show that the results of the asymptotic method and numerical method also give quiet acceptable results for α = 0.1. Therefore we can easily observe that asymptotic and corrected methods give good results for the calculation of all eigenvalues. Additionally while α tends to 1, both of the methods are effected by potential function and differences between two methods are also increasing.
