We provide an exact simulation algorithm that produces variables from truncated Gaussian distributions on (R+) p via a perfect sampling scheme, based on stochastic ordering and slice sampling, since accept-reject algorithms like those of Geweke (1991 ) or Robert (1994 are difficult to extend to higher dimensions.
Introduction
The simulation from a normal distribution N p ( ; ), restricted to a subset of R p , and in particular, to the positive quadrant (R + ) p , with density proportional to '(x) (1.1) called abusively \positive Gaussian distribution", is a recurrent problem in many areas, including signal processing (clipping) and econometrics (factor models, multivariate tobit models). See, e.g., Hajivassiliou, McFadden and Ruud (1996) for examples.
There have been proposals in the past to simulate these truncated distributions by using Gibbs sampling based on exact sampling algorithms in dimension one, since the conditional distributions are all truncated normal distributions. See, for instance, Geweke (1991) or Robert (1994) , for exact (accept-reject) sampling algorithms in dimension one and details about the Gibbs algorithms.
These solutions are, however, unsatisfactory in that they do not produce exact simulations from the multivariate truncated normal distribution, except in an aymptotic sense practitioners are unlikely to accept. Standard simulation methods such as accept-reject methods are also di cult to implement since the performance of a proposal distribution is bound to depend on the shape of the normal distribution on the positive quadrant. For instance, the simplest proposal, based on simulating from the normal distribution N p ( ; ) until all components are positive, o ers no lower bound on the probability of acceptance.
We show in Section 2 that a perfect sampling algorithm, based on coupling from the past (CFTP) and slice sampling, is available to simulate directly and exactly from the multivariate truncated normal distribution, describe the algorithm in Section 3 and illustrate this fact in dimension two in Section 4. Appendix A details the construction of the algorithm in dimension two.
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Perfect sampling
The general theory of perfect (or exact) sampling, introduced by Propp and Wilson (1996) , is now comprehensively covered in surveys like Dimakos (2001) or Casella, Lavine and Robert (2001) , and we refer the reader to these papers for an introduction to the topic. In this paper, we make use more particularly of the speci c type of perfect sampling recently developped in Mira, M ller and Roberts (2001) , based on coupling from the past (CFTP), slice sampling and stochastic ordering of Markov chains. We simply recall here that CFTP consists in running an MCMC sampler with parallel Markov chains using all possible starting points at time ?T, with T \large enough" for all chains to be identical by time 0. While this event, called coalescence, has probability 0 to occur for independent parallel chains, in most setups, it can gain a positive probability when the chains are coupled, that is, based on the same sequence of uniform variates. We also refer the reader to another source, namely Robert and Casella (1999) , for a general description of slice sampling, which is at its core a Gibbs sampling implementation of the simulation from the joint distribution (X; U ) U f(x;u); 0 u f(x)g ; which enjoys f as its marginal distribution (in x). (See also Damien, Wake eld and Walker, 1999.) An appealing feature of slice samplers in the setting of perfect sampling, pointed out by Mira et al. (2001) , is that there exists a natural stochastic ordering, which is induced by '( ). Hence, monotonicity arguments can be invoked to reduce the number of parallel chains to two parallel chains only. (See also Casella et al., 2001 , for a similar derivation of a perfect slice sampler in the setup of mixtures of distributions.)
More precisely, note rst that, if '(x 1 ) '(x 2 ), the corresponding slices satisfy A 2 = fx; '(x) u '(x 2 )g A 1 = fx; '(x) u '(x 1 )g: Therefore, simulation from a uniform distribution on A 2 can rst proceed by acceptance{ rejection of a uniform sampling on A 1 . In other words, and from a perfect sampling point of view, this property induces a natural possibility of coalescence: if x 0 1 U(A 1 ) also belongs to A 2 , this realization is acceptable as a simulation from U(A 2 ) and both chains coalesce, that is, they are identical from this epoch; if x 0 1 does not belong to A 2 , the value x 0 2 simulated subsequently from the uniform distribution on A 2 , preserves the ordering '(x 0 1 ) '(x 0 2 ). Therefore, exploiting this possibility for coalescence at each epoch ensures that two Markov chains such that '(x (0) 1 ) '(x (0) 2 ) at time 0 remain ordered in the sense that
2 ) for every t, the inequality turning into an equality for t large enough.
Secondly, it happens that, in the case of truncated normal distributions, there exist both a maximal and a minimal element in (R + ) p ,1 and0, for the order induced by ', since this density is bounded. Moreover, these maximal and minimal elements can be identi ed sincẽ 1 is either , if 2 (R + ) p , or a point on the boundary of (R + ) p otherwise (see Theorem 1 in the Appendix for an example in dimension 2), while0 is 1. Thus, monotone CFTP in the sense of Propp and Wilson (1996) applies: it is su cient to run two chains starting from1 and0, respectively, at time ?T, and increase T , that is, go back further in time, till both chains have coalesced by time 0. By virtue of a straightforward monotonicity argument, the collection of all chains in between the two extreme chains, even when this collection is uncountable, have coalesced by the time those two coalesce.
The exact simulation algorithm
The perfect sampling (CFTP) algorithm looks as follows:
starting with seed (t) .
while not.coalescence
This pseudo-code requires some detailed explanations. First, the introduction of the variables seed (t) and u (t) at step 0. and the use of seed (t) in steps 2. and 3. ensures that the coupling from the past algorithm is correct, that is, that it produces a simulation from the distribution of interest '. In fact, as described in Propp and Wilson (1996) , the validity of the algorithm requires the same sequence of random variables (typically, those are uniform random variables) to be used each time the epoch t (t = 0; ?1; : : : ) is visited.
In other words, one must determine a single realisation of a sequence of random transforms ( t ) t such that ! (t+1) = t ! (t) corresponds to the transition from ! (t) to ! (t+1) , whatever the value of ! (t) is. Since simulation from (3.1) can only be done via an accept{reject algorithm (described below), the number of uniforms used at each epoch varies, but the sequence of uniforms used by this accept{reject algorithm will always be the same if we start the uniform generator on the computer with the same seed seed (t) .
Second, simulation from (3.1) requires accept{reject steps, based on a uniform proposal on an hypercube (or box) B that contains the ellipsoid E = x 2 (R + ) p ; (x ? ) t ?1 (x ? ) ?2 log( ) ; and on which uniform simulation is possible. The speci c construction of the box B is proposed for p = 2 in the appendix A. In general, the box B is determined by the extreme points of E in every direction and seed (t) is a uniform random variable on 0; 1] p . (Note that, in the very special case when = 0 and = 2 I p , the nite sequence of uniforms is exactly the same.)
Third, there is a di culty with the extreme point0. While0 = 1 does exist, it is not possible to simulate uniformly on the slice f'(x) 0g because it is equal to (R + ) p . We thus replace 1 with a large enough value of0, that is, such that '(0) '(1) to implement the method.
Some illustrations
In this section, we consider two examples of simulations of two dimensional truncated Gaussian distributions, namely Appendix A provides the details about the calibration of the accept{reject algorithm and the construction of the \boxes" that contain the slices to simulate from. Figure 1 shows a typical sequence of trials necessary to achieve coalescence. (The moves of both the upper and lower chains are di erent on each graph, that is, for each starting time T , since the requirement on the uniforms is to use the same starting seed at a given time t.) As one can see from the graphs, the chain starting at0 (chosen as (10; 10) in this case) requires several steps to reach the region of interest, slow moves in regions of small posterior densities being characteristic of the slice sampler. As mentioned above, this graph is typical of the coalescence process. Figure 2 shows how the coalescence times are distributed across 10; 000 experiments. In most cases, coalescence occurs between T = ?8 and T = ?16 horizons. (Starting with a larger value of0 increases the coalescence times, without modifying the shape of the sample histograms.)
Figures 3 and 4 provide a dot representation of the sample produced by our algorithm for two sets of parameters and , along with a adequation between the marginal histograms of these samples and the corresponding true marginal densities. Once the box B t is constructed, a straightforward simulation from the uniform distribution on the ellipsoid fx : '(x) > t '(x t?1 )g is then to simulate uniformly on B t until the simulation belongs to the ellipsoid. Note that, since the box B t is an a ne transformation of D = 0; 1] 0; 1], it is su cient to simulate a sequence of uniforms on D. Table 1 gives the performance of this accept-reject algorithm for both examples treated in Figures 3 and 4. 
