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Among the analysis strategies used in IceCube, searches for neutrino-
induced particle showers, so called cascades, provide good energy reso-
lution and a relative low atmospheric background. Therefore, they pro-
vide large sensitivity to the extraterrestrial neutrino flux. Previously, these
searches have been constrained to neutrino interactions in a center region
of the instrumented volume. The volume at the border and surround-
ing the detector was needed to veto the incident atmospheric muon back-
ground. This dissertation presents an analysis of two years of IceCube data
and demonstrates the feasibility of using the veto region for cascade sear-
ches. This increases the usable detector volume by « 80% and improves
the statistic in the high-energy tail of the neutrino spectrum by adding 18
neutrino candidates in the energy range from 34 to 576 TeV. The result
is supports the established evidence for the extraterrestrial neutrino flux
by rejecting the pure atmospheric background hypothesis at the 2.7 sigma
level, the data prefers an extraterrestrial neutrino flux with a featureless
power law with an index of γ “ 2.50`0.28





Unter den Methoden zur Suche nach Neutrino Ereignissen in IceCube
versprechen Suchen nach Teilchenschauern, sogenannten Kaskaden eine
gute Energieauflösung und einen verhätlnismässig geringen atmosphäri-
schen Untergrund. Dadurch erreichen solche Suchen eine hohe Sensitivi-
tät für einen extraterrestrischen Neutrino Fluss. Bisher beschränkte sich
die Suche nach solchen Ereignissen auf solche in einer inneren Region
des IceCube Detektors. Das Detektorvolumen am Rand wurde bisher be-
nutzt um den Untergrund von einfallenden atmosphärischen Muonen zu
Unterdrücken. Diese Dissertation präsentiert eine Analyse von 2 Jahren
IceCube Daten und demonstriert die Möglichkeit, diese Veto Region für
die Suche nach kaskadenartigen Ereignissen zu nutzen. Dadurch wird das
nutzbare Detektorvolumen um ungefähr 80% vergrößert und die Statistik
im hochenergetischen Bereich des Neutrino Spektrums durch das Hinzu-
fügen von 18 Neutrino Kandidaten im Energiebereich von 34 - 578 TeV
erhöht. Das Ergebnis ist in Übereinstimmung mit dem etablierten Nach-
weis eines extraterrestrischen Neutrino Flusses, eine reine Untergrund Hy-
pothese kan mit 2.7 sigma verworfen werden und die Daten favorisieren
einen extraterrestrischen Neutrino Fluss mit einem ungebrochen Potenz-
gesetz mit einem Index von γ “ 2.50`0.28
´0.28 in guter Übereinstimmung mit
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Since the beginning of civilization, mankind has undertaken great endeavors
to observe and understand the night sky. Examples can be found all over the
world for different cultures and epochs[1, 2]. In many ways, these endeavors
and the resulting scientific progresses had influenced or even triggered cultural
development and might thus be considered as major milestones in the develop-
ment of societies[3–5].
Since the beginning of the last century, the research field of astrophysics has
benefited from the rapid development of optical instruments and newly avail-
able techniques to observe light in wavelengths not accessible by the astrono-
mers before and thus it was possible to push the frontier of observation even
further. In parallel, following the discovery of radioactivity[6] and with the
development of quantum mechanics a whole new field of physics - particle
physics - has evolved.
Already at the dawn of the new field in the early 20th century, the discovery
of an increasing ionization of the air with increasing altitude revealed a compo-
nent of ionizing radiation which originated from outer space[7]. Unknowingly
about its nature as a particle radiation, the term “cosmic rays” was assigned to
the new discovery. Cosmic rays are highly energetic ionized nuclei and leptons
which hit the Earth’s atmosphere with energies and fluxes spread over many
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orders of magnitude, their energies reaching up to « 1020 eV. They hold the
record of the highest ever observed energy of a single particles of about 320
EeV[8], which would be a typical kinematic energy of a macroscopic object.
The discovery of a particle radiation originating from outer space indicated al-
ready that merging the efforts of the fields of astrophysics and particle physics
might be needed to unveil its nature and origin. Despite the efforts made, at
present time the origin - and also the composition - of the high energy part of
the cosmic ray spectrum remains unknown. The question is of importance for
several reasons: As the energies up to which particles are accelerated in the
sources can not be reached in accelerators on Earth, one would like to know
about the conditions which allow to reach these energies. Revealing the accel-
eration mechanism allows also to probe the source and its ambient medium
itself. Observing the particles itself allows to measure cross sections in an en-
ergy regime which can not be reached on Earth. Of special interest is also the
fact that the observed particles created in the collisions of the primary cosmic
rays with the nuclei of the atmosphere are strongly boosted in the direction of
the incoming particle. This is called the forward region, and it is difficult to
asses with particle detectors due to their toroid design around the beam line.
Due to the importance of the answer to this question, also known as the “cos-
mic ray puzzle” many different approaches to solve it are followed in parallel,
leading to many different types of detectors, among these the currently largest
particle detector in the world, IceCube[9]. The IceCube neutrino observatory is
dedicated to measure a neutrino component which is produced in association
with cosmic rays for a large class of models. Other detectors are dedicated to
observe either the charged component of cosmic rays directly[10, 11] or to ob-
serve γ rays[12, 13] which are predicted to be produced associatively by also
a large class of models. Each technique has to face different challenges, only
the highest energetic charged cosmic rays at EeV energies are able to keep their
direction information and are not significantly deflected on their way to the
Earth. However, at this energies, the flux is suppressed by the GZK-effect[14],
the interaction of cosmic ray primaries with the cosmic microwave background
(CMB). Gamma ray astronomy has been very successful in the last decades and
discovered thousands of sources in the GeV - 100 TeV regime. Supernova rem-
nants (SNR) have been identified as sources for a galactic cosmic ray compo-
nent by the Fermi collaboration[15], however it can be deduced already from
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simple arguments as further described in subsection 1.1.3, that for the ultra
high component of charged cosmic rays, accelerators with either stronger mag-
netic fields or of larger dimension than SNR are needed. Unfortunately, the
cosmic horizon of high energy γ ray astronomy is limited due to the interaction
of γ rays with intergalactic radiation fields[16, 17]. The cosmic horizon for γ
astronomy is illustrated in Figure 1.1. Utilizing neutrinos as messenger parti-
cles overcomes this limitation as neutrinos interact only weakly and thus the
likelihood that they are absorbed or deflected is small. Thus they can be used
to pinpoint the sources of cosmic rays in our universe, complementing the γ
ray measurements.
In the past, the observation of extraterrestrial neutrinos was limited to observa-
tions of the sun[19] and a supernova in the large Magellanic cloud, SN1987A
[20–22]. The observation of the sun was proving the concept of neutrino as-
tronomy, however only for the MeV neutrino energy region and for a close-by
object.
Modern neutrino detectors of the 1 GTon size of interaction target are capa-
ble to observe high energetic neutrinos of TeV - EeV and recently an astro-
physical neutrino flux in the TeV - PeV region has been discovered by the
IceCube collaboration[23], marking a major step in neutrino astronomy. Early
analysis performed were sensitive to νµ charge current only, as this interaction
leads to a track-like signature, which allowed for a good angular resolution
and thus reducing the background by only selecting upward going events. The
concepts and techniques of neutrino observatories are elaborated further on
in section 2.3. Current advanced analysis methods comprise the inclusion of
shower-type events. For deep-inelastic neutrino nucleon scattering (DIS), as
described in subsection 2.1.1, the fragments of the target nuclei will emerge
as a particle shower in the ice. At the energies observable with IceCube, the
shower is boosted in the forward direction and charged components might emit
Cherenkov light. The dimensions of the shower are of several meters, and as
the instrumentation of IceCube is sparse, the shower appears as a point-like
light source to the instrument. Such showers are also created by charge cur-
rent interactions of νe and ντ, where the correspondent partner lepton leads to
a secondary shower. Especially νe will only leave a shower-type signature in
the detector. The first indications of the presence of an astrophysical neutrino
flux measurable by IceCube came from the observation of two PeV shower-
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Figure 1.1 – The cosmic horizon for γ ray astronomy. The object Markarian 501, one
of the brightest objects in the TeV γ ray sky is labeled in the plot. On the right edge, the
dominant photon interaction processes are indicated. Figure adapted from [18].
4
1 Introduction
type events[24]. The possibility to measure all neutrino flavors increases the
collected statistics for an astrophysical neutrino flux significantly, if the equal
flavor ratio of this flux is assumed. Measuring shower-type events allows also
for a reasonable energy resolution, especially in the case of contained νe inter-
actions, where none of the primary neutrino energy leaves the detector. As
described in section 1.2, the atmospheric νe flux is lower than the atmospheric
νµ flux[25], and the atmospheric ντ flux is basically non existent, which is also
a benefit of an analysis sensitive to shower-type events. However, as the di-
rectional resolution for these event class is low, background reduction of atmo-
spheric muons can not rely on selecting upward going events anymore, estab-
lished techniques define a fiducial volume in the center part of the detector,
accompanied by a veto region consisting of the outer layers of the instrumen-
tation. This veto region typically consumes about half of the instrumented vol-
ume.
To gain further sensitivity for all-flavor, all-sky astrophysical neutrino searches,
the here presented analysis investigates the physics capability of this veto re-
gion. It is the first time since the IceCube collaboration published the discovery
of an extraterrestrial neutrino flux that the physics capability of this veto region
is explicitly studied.
In this analysis it is demonstrated that using the veto region is feasible and that
the effective volume of IceCube can be increased from « 450 MTon to « 850
MTon. The analysis adds 161 events with energies from 34 to 660 TeV in the
regions formerly used as veto analyzing 2 years of IceCube data. This is a sig-
nificant increase in high energy neutrino induced showers, comparing to the 27
events which were found in the same time period and energy range inside the
fiducial volume.
The following chapter will give an introduction to cosmic rays and the connec-
tion to neutrinos. Chapter 2 discusses the principle of neutrino detection via
charged secondaries in more detail, and introduces IceCube, the current largest
particle detector in the world. Chapter 3 describes the methods used to recon-
struct and simulate the observed events. Finally in chapter 5 the event selection
and the search for high energy neutrinos are discussed, and a statistical inter-
pretation of the found events is given. At last this work is reviewed in the
context of present science in the conclusion.
1or 18, if including 2 which were found in the 10% sample used to develop the event selection
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Figure 1.2 – The high energy tail of the primary cosmic ray spectrum, data taken from
selected measurements[26, 27]. A phenomenological 3 component model as described
in subsection 1.1.1 is indicated by the color filled areas.
1.1 Cosmic rays
Investigating the nature of ambient ionizing radiation, the term “cosmic radia-
tion” was first used by A. Gockel in 1908 when describing ionization measure-
ments at different altitudes[28]. Following measurements showed conclusively
the increase of the level of radiation with altitude[29], which justified the term
to emphasize the contrast to the radiation emitted from the ground.
The study of cosmic rays further revealed their nature as a particle radiation.
Incident charged particles - mainly ionized nuclei - hit the upper atmosphere,
eventually creating a cascade of secondaries. Very often and in this work as
well, the term “cosmic rays” refers only to the hadronic component of the inci-
dent particles, however there is also a small contribution of leptons and γ-rays
hitting the Earth from outer space. The composition of the primary cosmic rays
follows mostly the abundances of elements in the universe, thus protons are
the dominant component at GeV and TeV energies[30]. However, the compo-
sition changes with energy. Measurements indicate the dominance of heavier
6
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elements at EeV energies[31], however there are also measurements favoring
a more lighter composition[32]. The cosmic ray flux spans from one particle
per cm2s´1 to lower than one particle per square kilometer per century at the
highest energies in the cut-off region of 1020 eV of the spectrum. High energy
cosmic rays will create an air shower of particles in the atmosphere, among the
muons and atmospheric neutrinos, as it is described in subsection 1.2.1. Above
about a TeV of primary energy, a non-negligible fraction of muons with en-
ergies of several ten GeV and larger will reach the surface of the Earth and
might even propagate further to the IceCube neutrino observatory[33]. Muons
and atmospheric neutrinos form the main component of background for the
search of astrophysical neutrinos. Though both are products of cosmic ray in-
teraction, the muons and atmospheric neutrinos created at Earth lost their di-
rect connection to the cosmic ray sources, since the cosmic rays get deflected
at magnetic field inhomogeneities while traveling the cosmos. Astrophysical
neutrinos though will travel the cosmos mostly undisturbed, carrying the full
information about their production. Since as discussed, the knowledge of the
high energy part of the cosmic ray spectrum as measured on Earth is important
to astrophysical neutrino searches as presented here, we will further discuss
the high energy part beyond 1 PeV as shown in Figure 1.2. The flux follows
an energy dependent power law with a varying spectral index over different
energy intervals. Recent measurements fit 4 different spectral indexes over an
energy range from PeV to EeV, and reject the single power-law hypothesis with
high confidence[26]. The most prominent features in the transition region of
the power law are commonly referred in increasing order of energy as “knee”
at about 3-4 PeV, “second knee” at 100 PeV and “ankle” at about 1 EeV. The
different spectral indexes can be attributed to the existence of different popula-
tions of cosmic ray sources. Such a model is indicated in Figure 1.2 and further
described in subsection 1.1.1. A power law indicates a non-thermal production
of cosmic rays. The observable cut-off of the energy spectrum in the region
above few 10 EeV can be described by the increased probability for ultra-high-
energetic nuclei to interact with the cosmic microwave background (CMB)[34].
At these energies, ∆` resonances are produced in the interactions of protons
with the CMB photons[14, 35].
Searches for neutrinos associated with this process[36] can further help to test
models predicting a cutoff. IceCube has set limits on the observation of such
7
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cosmogenic neutrinos[36]. Alternatively, the cutoff can be also interpreted by
a change to a heavier composition as the accelerators are not capable to accel-
erate light elements to these energies any more. The measured flux of cosmic
rays at Earth is mostly isotropic, with a measured anisotropy on the level of
10´4 ´ 10´3 in the TeV regime in the Northern[37] and Southern hemisphere[38].
The anisotropy might be caused by variations in the galactic magnetic field or
by close-by sources, however a conclusive statement has not been made yet[38].
1.1.1 Cosmic ray flux models
Suggested by Hillas[39], a phenomenological model with three cosmic ray pop-
ulations was developed[40]. The three populations of cosmic ray sources can be
interpreted as a low-energy galactic component, mainly ejected by supernova
remnants, a higher energetic galactic component and an extragalactic compo-
nent, both of yet unknown origin. The model was derived from fits to data gath-
ered by the balloon-born cosmic ray experiments CREAM and ATIC2[41, 42].
The direct measurements reach only up to energies of about 100 TeV, thus the
data had to be extrapolated to higher energies while being consistent with data
from air shower experiments. In this model, the cosmic ray composition is de-
scribed by 5 components, which represent the five groups of most abundant
nuclei in the universe[43]: H, He, CNO, Mg-Si, Mn-Fe.
A basic assumption of this model is that the features in the cosmic ray spec-






Each rigidity corresponds to a gyro radius rg “ R{B of a particle in an external
magnetic field of strength B. This can be used for the formulation of a criterion
for the size a cosmic ray accelerator must have to accelerate particles to that
rigidity, this is further discussed in subsection 1.1.3. The proposed flux Φi per
element i with atomic number Zi is then described by the summation over the
fluxes of the three populations, where each flux is modeled by a power law













RC, j γ p He CNO Mg-Si Fe
γ for Pop. 1 - 1.66 1.58 1.63 1.67 1.63
Pop. 1: 4 PeV See line 1 7860 3550 2200 1430 2120
Pop. 2: 30 PeV 1.4 20 20 13.4 13.4 13.4
Pop. 3 (mixed): 2 EeV 1.4 1.7 1.7 1.14 1.14 1.14
Pop. 3 (p only): 60 EeV 1.6 200 0 0 0 0
Table 1.1 – Spectral indices γ j, normalization constants α j and cutoff rigidities RC, j for
the three populations. Values taken from [40].
with the values for αi, j,γi, j and the cutoff rigidity RC, j as given in Table 1.1. Per
se, the model does not include effects of cosmic ray propagation through the
Galaxy or interactions with the CMB, but they are parametrized through γ and
RC . Two variants of this model exist: The difference is the assumed composition
of the extra-galactic component, which can also be assumed as protons only in-
stead of a mixed composition including heavier elements. The model is further
on referred to as H3a/H4a, where H3a stands for the mixed composition extra-
galactic population and H4a for the proton only variant. However, in this work
only the H3a model is used, as the difference between these models has been
found irrelevant for the here presented analysis.
1.1.2 Acceleration of cosmic rays
The observed power law of the cosmic-ray spectrum and the large energy con-
tent carried by cosmic rays in the Galaxy, lead E. Fermi to propose an efficient
acceleration mechanism: In his scenario, particles are scattered on moving mag-
netic inhomogeneities in the interstellar space[44] and thus gain energy. Mag-
netic inhomogeneities can be realized by wandering clouds of partly ionized
material, which carry their own magnetic field, slightly different from the am-
bient interstellar medium (ISM). A particle in the ISM might gain or lose energy
by elastic collision with these inhomogeneities through the transfer of momen-
tum. However collisions where the particle gains energy are more frequent
than those where it loses energy and in the average a net energy gain will re-
main. In the context of the theory colliding means collision-less scattering of
the particles on the magnetic fields, as particle collisions would thermalize the
9
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Figure 1.3 – Shock front acceleration
mechanism with upstream and down-
stream region indicated, moving respec-
tively with speeds u1 and u2 in the co-
moving coordinate system of the shock.
A particle which enters with the energy
E1 under the angle θ1, is scattered mul-
tiple times and leaves the shock front
under the angle θ2 with a net gain in en-







v = -u1 + u2
-u1
spectrum, and not lead to an acceleration.
The basic concept behind the theory is that each time, when a particle enters
a cloud, its direction is isotropized in the rest frame of the cloud, and momen-
tum is transferred from the cloud to the particle. After leaving the rest frame
of the cloud an average net gain in energy remains. The originally proposed
mechanism is called second order Fermi acceleration, as the energy gain is pro-
portional to the square of the plasma cloud velocity.
The process becomes more effective for plane shock acceleration, by consider-
ing infinite, plane shock fronts instead of localized clouds. In this scenario, the
energy gain is proportional to the plasma flow velocity. A shock is formed by
particles in a plasma which move with speeds larger than the speed of sound.
Such shock fronts are e.g. observed in supernova remnants (SNR)[45]. Instead
of the second order process, shock front acceleration is more efficient and thus
able to accelerate particles to higher energies. The geometry of the shock front
acceleration mechanism is displayed in Figure 1.3, where the shock moves with
the velocity v in the laboratory frame. For the shock acceleration model to work,
the particle has to be confined in the shock front region for a certain time. The
basic idea of the proposed acceleration mechanism is that a particle with energy
E0 acquires energy ξE0 in a number of subsequent encounters n, and is able to
escape the acceleration region with the probability Pesc per each encounter. The
energy En of the particle after n encounters is then given by Equation 1.3:
En “ E0p1 ` ξqn (1.3)
10
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With the probability p1 ´ Pescqn to stay confined in the acceleration region, it is
possible to express the number of particles NpE ě Enq which have reached at
least the energy En during the acceleration process with the geometrical series:








Solving Equation 1.3 for n and substituting it into Equation 1.4 leads to a power
law spectrum:
















In the case of shock front acceleration, it can be shown that the index γ in Equa-
tion 1.5 is close to -1, or -2 in dN{dE which is a reasonable precondition for the
observed power law close to γ “ ´2.7 in dN{dE, as no effects of cosmic ray
propagation are included in the model, that will soften the spectrum[33].
The escape probability Pesc from Equation 1.5 can be calculated by the ratio be-
tween the cosmic rays which escape the shock to the total amount of cosmic
rays which entered the shock. The rate of encounters of cosmic rays with the
shock front can be calculated by projecting the isotropic flux of cosmic rays cρcr
on the plane of the shock where the velocity of cosmic rays is assumed to be













The rate of cosmic rays which escape in the downstream region with velocity





Calculating the average energy gain ξ̂ involves a consideration of the angles
under which the particle enters the shock region as well as a back and forth
transformation of the coordinate system which is moving with the shock. The
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following is found for the individual energy gain ξ per encounter[33]:
ξ “
1 ´ β cos θ1 ` β cos θ
1
2 ´ β





In Equation 1.8 the angles θ1 and θ
1
2 describe the entering and exit angles of the
particle into or from the shock in the laboratory frame, β is the velocity of the
gas moving away from the shock. Averaging over all angles θ1 and θ
1
2 will yield










with the upstream velocity u1 and downstream velocity u2 as the velocity of the





For a strong shock, for which the Mach number M “ u1{cs, the relative velocity
of the gas with respect to the velocity of sound cs, is much larger than 1, it can
be shown that:




and indeed a value of γ close to 1 is found[33]. Considering the above described
conditions including cosmic ray propagation this yields an « ´2.4 power law,
which is reasonably close to the observation of γ « ´2.7
It has to be noted however, that in the original theory an injection mechanism
is needed, which pre-accelerates the cosmic-ray particles to a mass-dependent
threshold energy. In Fermi’s original publication, the nature of this mechanism
remains unclear. The existence of the threshold energy explains the lack of
electrons in the cosmic ray spectrum, as they lose their energy too quickly by
radiative processes to be picked up by the accelerator mechanism. However,
this threshold energy prohibits the original theory to model the abundance of
heavy nuclei in the high energy part of the spectrum. It is not clear how parti-
cles with high masses should be able to reach the high threshold energy before




Independent of the particular characteristics of a possible source of cosmic rays,
it must fulfill a general criterion to allow it to accelerate particles to the ob-
served energies. As charged particles will escape after being accelerated in the
source, magnetic fields must provide confinement of the particles in the accel-
eration region for further energy transfer. This assumption allows to correlate
the size of source candidates with the strength of their magnetic fields B by the






The relation is illustrated in the Hillas plot, shown in Figure 1.4. The maxi-
mum particle energy which can be reached by several objects can be indicated
by diagonal lines in this plot. In the following some exemplary Galactic and
extragalactic sources will be briefly described.
Galactic sources
Supernova remnants (SNR): Models describing core-collapse supernovae,
predict about 99% of the dissipated energy to be emitted in MeV neutrinos
[48]. Due to the high density of the material, the neutrinos will heat up
the material and drive outward shocks of ejecta[49]. These shock fronts
provide an environment suitable to accelerate cosmic rays. Calculations
of the released energy by supernovae and the observed energy density in
cosmic rays at Earth indicate that SNR contribute largely to the observed
cosmic- ray flux, and γ-ray observations with the FERMI -LAT instrument
fortify this assumption for the low TeV regime[15].
Extragalactic sources
Starburst galaxies: Likely created by soft collisions of galaxies or close fly-
bys, starbursts contain large fractions of warm interstellar gas. These
galaxies are typically of the spiral type and are among the brightest ob-
13
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1 au 1 pc 1 kpc 1 Mpc
Figure 1.4 – The “Hillas plot”: Magnetic field strength of objects and their extension.
The maximum gyro radius of a particle accelerated in this object is its size, therefore a
maximum energy which can be reached by particles being accelerated in these objects
can be defined. These energies are indicated with the two lines for proton and iron.
Galactic objects are marked with the white markers. The points in the plot are centered
at an average value for the individual objects classes, its extension not related to the
extension of the data in the parameter space. Data taken from [47].
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jects in the infrared. The warm interstellar gas contained in these galax-
ies provides a perfect cradle for young, massive, hot stars, which have
a lifespan of typically several 100 million years, before they explode in
supernovae[30].
Observations of high energy γ rays from such objects[50] indicate cosmic-
ray densities which are three orders of magnitudes higher than in the
center of the Milky way. Though not expected to be high in neutrino
luminosity[51], these objects are abundant in the universe and might be a
relevant population to contribute noticeably to the observed diffuse neu-
trino flux[52] as shown in Figure 1.5. This seems to be fortified by γ-ray
observations as well[53].
Exotic neutrino sources
Another speculative source of high energetic neutrinos which are not related
to acceleration and thus do not follow the criterion depicted in subsection 1.1.3
consider a dark matter candidate weakly interacting massive particle (WIMP) χ to
decay to high energy neutrinos:
χÑ νℓ ` ν̄ℓ (1.13)
The models predict WIMP accumulation in gravity confined environments e.g.
Galaxy clusters[54], or also smaller environments such as the sun[55]. Calcu-
lations exist, which attribute the measured diffuse neutrino flux to a decaying
dark matter component[56]. The latter model is interesting to the analysis as
the calculations fit also a suspected gap in the energy spectrum published by
IceCube[23]. Data presented here can further constrain such models, as it elim-
inates the suspected gap in the spectrum.
15
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insufficient power density Lρ
Φpsν < Φlimitν
Figure 1.5 – The measured extraterrestrial diffuse neutrino flux can be accounted for by
different classes of objects. If their luminosity is plotted against their source population,
it is possible to constrain the contribution of several source populations to the flux. In this
plot, luminosity is the luminosity in a characteristic wavelength band. Transient sources
are marked with a star. The luminosity of transients in this plot refers to the energy
released by a transient in a given year and the population density refers to the number
density in this given year. Source populations which are in the reddish region generate
not enough power to produce the measured flux. Those in the grayish area are producing
per object such a high flux, that their existence is constraint by the IceCube point source
limits for time-integrated and variable searches. The other lines indicate the fraction of
the measured extraterrestrial flux. Figure adapted from [52].
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E(ν) = 10 TeV
E(ν) = 30 TeV
E(ν) = 100 TeV
E(ν) = 300 TeV
Figure 1.6 – Zenith distribution of conven-
tional atmospheric fluxes for different en-
ergies. Plotted is the model from Honda
et al.[57] where the cosmic ray model in
the calculation has been updated to the
model described in subsection 1.1.1. Fig-
ure adapted from [58].
1.2 Neutrinos
1.2.1 Atmospheric neutrino production
The interaction of primary cosmic rays in the atmosphere is of special interest to
this work, as the muons and neutrinos created will be considered background
for the extraterrestrial neutrino search presented.
Entering the atmosphere, an incident nucleus with sufficient enough energy
will interact with the ambient nuclei, producing an extended air shower of sec-
ondary particles. As a process of strong interaction, hadronic fragments are
emitted from the interaction vertex, at high primary energies strongly boosted
in the forward region, which is in the direction of the primary shower axis. In
this process pions and kaons are created, the dominant production channels
are shown in Table 1.2. Subsequent interactions and decays of the hadronic
fragments will feed a hadronic shower core. This core is accompanied by a
muonic component, mainly fed by the decays of charged π and K mesons which
are abundantly created in the hadronic interactions, and an electromagnetic
17
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ERS νe astro νe,µ,τ
IC86 νe
IC59 νµ
Figure 1.7 – Fluxes of neutrinos: Shown are the conventional atmospheric contributions
predicted by the HKKMS07/H3a model for νe and νµ, as well as two predictions for the
prompt νe component. The newer BERSS model is not used for the analysis. The fitted
power law for the extraterrestrial νℓ component obtained by a combined measurement of
multiple IceCube analysis is indicated with the reddish butterfly[59]. Two measurements
performed by IceCube are shown, sensitive to either the νe or νµ contribution to the
conventional atmospheric spectrum [60, 61].
p + X Ñ π0 ` p ` X (1.14)
p + X Ñ π` ` π´ ` p ` X (1.15)
p + X Ñ Λ0 ` K` ` p ` X (1.16)
p + X Ñ K` ` K´ ` p ` X (1.17)




π˘ Ñ µ˘ `
(-)
νµ (99.9%) (1.18)
K˘ Ñ µ˘ `
(-)
νµ (63.4%) (1.19)
K˘ Ñ π˘ ` π0 (20.7%) (1.20)
K0 Ñ π` ` π´ (30.7%) (1.21)
K0 Ñ π0 ` π0 (69.2%) (1.22)
Table 1.3 – Dominant decay channels of π and K mesons. As written, the equations for
the K0 decay channels apply only to K0S , K
0
L has a 67.5% probability for a semileptonic
decay.
component, mostly fed by π0 decays in the core. The electromagnetic part is
fully described by the interplay of e´e` pair production and the emission of
bremsstrahlungs photons as further described in subsection 2.2.4. A forth com-
ponent, the ν component, is formed by the decays of charged mesons from the
hadronic component and the decaying µ fraction of the muonic component. For
primary energies above 100 TeV the shower core reaches the ground at a high-
altitude location, for lower energies or at sea level only the muonic component
is measurable in addition to the always present neutrino component.
The hadronic and electromagnetic component of air showers can be measured
by surface detectors, such as IceTop[62] or AUGER[10]. The µ and ν component
will reach underground facilities such as IceCube. The muons and neutrinos are
for the most part created in the decays of π and K, Table 1.3 gives an overview.
Depending on their energy and depth in the atmosphere the mesons will propa-
gate and might interact with the atmosphere before they decay. The main decay
channels can be found in Table 1.3. The hyperon Λ0 in Equation 1.16 will decay
almost entirely to π´ ` p, albeit other hyperons might be created as well instead
of the Λ0. Decaying muons will further feed the neutrino component:







The neutrinos created in the above reactions carry about the same energy due
to kinematic reasons[33] and a fraction of νµ : νe « 2 : 1 is produced at energies
À 2 GeV. Almost no ντ are created in the interactions and the chance other fla-
vors oscillate to ντ is negligible for the here discussed oscillation lengths. The
fraction however decreases with muon energy, as the fraction of muons which
reach the ground increases where they quickly lose their kinetic energy before
decaying into νe. Muons with an energy larger than Eµ « 2.5 GeV have a typ-
ical decay length of 15 km and will reach the ground. For the muons reaching
the surface of Earth, a mean energy of « 4 GeV is observed[43]. For the calcula-
tion of the atmospheric neutrino fluxes in the energy region of interest for high
energy extraterrestrial ν searches, the relevant muons have energies of at least
1 TeV, and thus muon decay and energy loss can be neglected. The neutrino
antineutrino ratio will approximately follow the muon charge ratio. The ratio
of µ`{µ´ is not only sensitive to the net positive charge ratio in primary cosmic
rays but also to the π{K ratio, due to the different contributions for π and K. The
π{K ratio is dependent on the slant depth, a density weighted measure of the at-
mosphere traversed and thus affected by seasonal variations of the atmosphere.
Measuring seasonal variations in neutrino and muon fluxes thus allows corre-
lation studies to temperature variations in the upper atmosphere[63]. Calcula-
tions have yielded an energy, slant depth integrated value of 0.135 for the ratio
K{π[40]. The result is to a certain degree supported by accelerator measure-
ments as e.g. by ALICE[64], however the energy range and scattering angle are
different. The total neutrino flux from the decays of π, K, µ and following de-
cays is commonly referred to as “conventional” atmospheric neutrino flux and
is strongly correlated to the muon flux. The total neutrino flux can be written
approximately in the form[40]:
ΦνpEνq “ ΦNpEνq ¨
ˆ
Aπν
1 ` Bπν cospθ˚q ¨ Eν{ϵπ
`
AKν
1 ` BKν cospθ˚q ¨ Eν{ϵK
˙
(1.24)
The flux depends on the initial cosmic ray spectrum ΦNpEνq „ E
γ
ν with index
γ at the neutrino energy Eν. The parameters Aπν, Bπν, AKν, BKν incorporate cross
sections and branching ratios for the different processes. The inclination angle
θ˚ is the observed zenith angle on the Earth’s surface, corrected for its curva-
ture. The curvature correction is depicted in Figure 1.8. The parameters ϵπ «
115 GeV and ϵK « 850 GeV are cut-off energies, above which the mesons will
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Figure 1.8 – Curvature correction. In-
coming neutrinos from the zenith angle
θ are observed under the angle θ˚ at the
Earth’s surface due to its curvature. The
effect is mainly noticeable at the horizon.
Data taken from [65].
interact more likely than decay, resulting in a reduced neutrino production. As
ϵπ ă ϵK the contribution of neutrinos from K decays will increase with energy.
For energies larger than ϵπ,K , the steepening of the ν-spectrum by about 1{Eν fol-
lows directly from Equation 1.24. In this energy regime, the decay probability
increases with the length of the mean free path between interactions, imprint-
ing a zenith dependency on the measured neutrino spectrum at the surface:
Due to the less dense atmosphere column and thus increased mean free path
for the mesons produced at the horizon, an increased neutrino yield compared
to less inclined meson trajectories is expected.
Precise calculations of the fluxes are non trivial[57]. Main uncertainties in the
calculation arise due to the uncertainty in the composition of the primary cos-
mic ray spectrum as well as due to the uncertainty on the relative π{K pro-
duction yields. The latter is known at the level of 10%[66], recent measure-
ments predict a slightly higher value, however compatible with the original
prediction[67]. Since more accurate cosmic ray models have become available
since 2006, the original calculation by Honda et al.[57] which included only a
single power law was updated with the model described in subsection 1.1.1.
High energetic neutrinos from prompt decays of charmed mesons
Beyond neutrino energies of about 100 TeV, a third yet unmentioned compo-
nent of the atmospheric neutrino flux becomes dominant. The energy of in-
cident cosmic rays is high enough to produce charmed mesons in the atmo-
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Table 1.4 – Entities of the standard
model, grouped as left handed weak
isospin doublets. The symbols d1,
s1, b1 describe the eigenstates of the
weak interaction, which are super-
positions of the quark flavor eigen-



































g W˘ Z0 H
sphere, which will decay promptly without further interactions and provide
a source for high energy atmospheric neutrinos with a harder spectrum than
conventional neutrinos. This component is commonly referred to as “prompt”
atmospheric neutrinos. The primary interactions which contribute dominantly
to the prompt ν flux are the production of D˘, D0, D˘S mesons and their antipar-
ticles as well as the hyperon Λ`C . The reactions can be seen in some sense as
the charmed counterpart to Equation 1.16 and Equation 1.17, and decay modes
of these particles include often K and ν in their final states. In these decays νµ
and νe are produced in equal numbers, and there is also a small ντ contribu-
tion of about 1/20 of the νµ{νe flux, as D˘S has about a 5.4% chance to decay to
τ˘ ` ντ[43]. The precise calculation needs the knowledge of the cross section
for gluon and quark fusion in the forward region at small values of Bjorken
x, which are difficult to obtain from collider experiments. A calculation of the
neutrino fluxes using pertubative QCD is presented in[68]. Since new measure-
ments of the cross section became available, the calculation was updated[69],
also switching from a broken power law cosmic ray model to the model de-
scribed in subsection 1.1.1
1.2.2 Neutrinos in and beyond the standard model of particle
physics
The standard model of particle physics is a compilation of quantum field theo-
ries, which comprises the description of elementary particles and interactions,
where elementary means without further internal structure and thus assumed
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as point-like[70, 71]. The elementary particles which build up all baryonic mat-
ter1 are listed in Table 1.4 together with the gauge bosons of the two forces
electro-weak and strong - or three if one considers electro-magnetism and the
weak force separately. In the standard model, the neutrino is a only weakly
interacting, massless, uncharged fermion with a spin of 1/2. Three different fla-
vors of neutrinos are present in the standard model, that is electron (e), muon
(µ) and tau (τ) flavor. During creation, neutrinos are produced with a fixed
flavor. The standard model is well accepted to describe and predict particle
interactions at high precision, and the recent discovery of a standard model
predicted Higgs boson at the Large Hadron Collider experiments[72] further in-
creased trust in the model’s predictions.
Despite its predictions being well fortified by experiments, the standard model
falls short to explain all observed phenomena in recent particle physics, e.g. it
seems not to be able to provide a candidate particle which to explain dark mat-
ter and fits in the current most promising models[73]. More related to this work
and thus further discussed in subsection 1.2.3 is the discovery of neutrino os-
cillations. Neutrino oscillations refer to a change of flavor for neutrinos while
traveling. This mechanism was identified to solve the puzzle of the lack of solar
neutrinos in early neutrino experiments[74]. The discovery of neutrino oscilla-
tions has not been predicted by the standard model, where the neutrinos are
considered massless and thus fail a necessary requirement for oscillations.
A particle property important in the context of neutrinos is the helicity, which
is the projection of the spin on the particle momentum. Spin 1/2 particles thus
can have two helicity eigenstates, which are figuratively denoted as left and
right handed. Switching between these eigenstates requires a mass term. As
in the standard model neutrinos are considered massless, and due to the max-
imum parity violation of the weak interaction they are always produced with
the same helicity. This means that only left handed neutrinos and right handed
anti-neutrinos exist. Due to CPT invariance, which is the transformation under
the charge, parity and time operators, anti neutrinos are always produced right
handed. The prediction of this is seconded by experiment where the absence
of right-handed neutrinos has been measured beyond doubt[75]. Such neutri-
nos might exist, however it will be a challenge to detect them, since they can
1which in this context means everything which does not consist out of dark matter. Dark matter is not
described in the current version of the standard model
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only interact via Z boson exchange in comparison to standard model neutrinos
which interact via Z and W boson exchange. In consequence, these sterile neu-
trinos provide dark matter candidates. Searches have been ongoing and limits
have been set[76].
At present day it is unclear if the neutrino is its own antiparticle - then only left
and right handed neutrinos would exist, or if it is not in which case four neu-
trinos would be possible, two of them either sterile or non-existent. Promising
experiments to solve the issue are currently performed[77].
1.2.3 Neutrino oscillations
The discovery of flavor mixing in the quark sector raises the question if flavor
mixing can also happen in the lepton sector. The idea was first formulated
by Gribov and Pontecorvo[78], however for oscillations between neutrino and
antineutrino. Neutrino flavor oscillation models then became popular as a pos-
sible solution to solve the solar neutrino puzzle, a discrepancy in expected and
observed solar neutrino fluxes in early experiments[79].
The proposed flavor mixing will allow a neutrino to change its flavor during
propagation. To generate such a mechanism the eigenvectors of the propagator
operator Ĥ must not be degenerated which means that the Hamilton operator Ĥ
requires a mass term1. To observe the effect, the wave packets for the different
mass eigenstates need to overlap coherently. This is the case if the uncertainty
on the mass at production of the neutrino is in the order of the differences of the
values for the different masses. The suspected masses for neutrinos are small
enough that due to the smearing of energy and momentum caused by the un-
certainty principle the uncertainty on the mass at production is high enough.
To elaborate on the idea of neutrino mixing, we will first look at the time devel-








1Two different scenarios which allow a neutrino mass term exist: Dirac or Majorana type neutrinos. In
both cases, the mass term occurs due to the coupling of the left-handed neutrino to its non-standard
model right-handed partner. In the Dirac scenario 4 different neutrinos per flavor exist, νL, νR, ν̄L, ν̄R.
In the Majorana scenario there are only two, due to the equality of ν and ν̄.
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Assuming a small neutrino mass m and a highly relativistic neutrino m ! E, the










The neutrino itself is created in a weak interaction, and thus created as an eigen-
state of the operator of the weak isospin, which assigns a flavor α to the neu-















where the high energy approximation Equation 1.26 and the substitution of t “
L{c is used, with L being the distance traveled by the neutrino. Constraints on
the matrix elements xνi|ναy “ Uαi are given as the time evolution operator is self-
adjoint and thus the matrix U must be unitary. In consequence the amount of
free parameters of U is reduced from 18 to 9, and 5 of the remaining parameters
can be absorbed by the neutrino fields if Dirac type neutrinos are assumed.
The 4 free parameters of U are typically written as three rotation angles and a


























































with the abbreviations ci “ cospθiq, si “ sinpθiq. The transition amplitude ApαÑ



















A non-zero CP violating phase in the matrix U results in different transition
amplitudes Apα Ñ βq ‰ Apβ Ñ αq. The transition or survival probabilities
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respectively are the absolute value of the square of the amplitudes, e.g.:




























The term (I) in Equation 1.31 describes an average transition probability for all
energies or distances respectively. The measurement of the average transition
probability allows to infer the mixing angles, however not the relative mass
differences.




E and describes the time or respectively distant dependent oscillations.
Measuring this term allows to infer the relative mass differences. For the 2










The 4 parameters of U are not constrained by the standard model and have to
be measured. Measuring the values for δmi j, it is found that one is much larger
than the other. This leads to two scenarios for the individual neutrino masses,
with two neutrino mass states being relatively lightweight - this is called normal
hierarchy - or both relatively heavy compared to the third state. The latter sce-
nario is denoted as inverted hierarchy. In both scenarios effectively a two flavor
mixing is observed as the mixing angle θ13 is small. Looking at the current best
estimates for these parameters as given in Table 1.5, one find that this is indeed
realized in nature, and thus also justifies the simplification of Equation 1.31
a posteriori. For measuring neutrino oscillations in experiments, the effective
two flavor mixing can be described with the parameters δm2small, δm
2
large and two
mixing angles. Dependent on the hierarchy detectors with a fixed L{E might
be sensitive to only δm2small or δm
2
large. Which hierarchy - normal or inverted - is
realized in nature is still an open question.
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normal hierarchy inverted hierarchy
sin2p2θ12q 0.846 ˘ 0.021 -





δm223 p2.44 ˘ 0.06q ˆ 10
´3eV2 p2.52 ˘ 0.07q ¨ 10´3eV2
sin2p2θ13q p9.3 ˘ 0.08q ˆ 10´2 -
Table 1.5 – Numerical values for neutrino oscillation parameters, taken from [43].
1.2.4 The cosmic ray neutrino connection
Neutrinos are produced when cosmic rays interact with the ambient medium
around their sources. The main production channel is the emission of πmesons
by proton interactions, yielding neutrinos in the decay chain of secondaries
from the π decay. In the most general picture, the protons at the astrophysical
source are accelerated by shock acceleration (see subsection 1.1.2). The acceler-
ation takes place in a denser region, which also acts as the interaction region for
the accelerated protons.
In general the interaction region might either be a sort of material cloud, a pho-
ton field or a composition of both. Accelerated protons then might either scatter
off nuclei, mostly protons, or interact with the ambient photon field. In general
this leads to pion production as described in Equation 1.34.




p ` π0 ` Y pIq
n ` π` ` Y pIIq
(1.34)
Besides neutrinos, high energetic γ from the decay of π0 in (I) are produced as
well. The created neutron in (II) will be able to leave the source and regenerate
a high energetic proton by its decay: n Ñ p ` e´ ` ν̄e. Only about 1/100 of the
fraction of the parent energy is transferred to the neutrino in this case, and thus
the fluxes of detectable neutrinos for current neutrino telescopes are very low.
If X from Equation 1.34 represents a photon field, then the dominant reaction
chain is typically started by the creation of the ∆` resonance, hence this chan-
nel becomes effective at the energy required to produce ∆`. It might be noted,
that in the case of dominant photohadronic production of neutrinos, mostly
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neutrinos are produced while the production of anti-neutrinos is suppressed.
However the neutrino anti-neutrino ratio depends on the specific source char-
acteristics. In the case of IceCube, an observation of a Glashow resonance (see
subsection 2.1.2) event would be a clear signal for an anti-neutrino, and thus
observations or non-observations of Glashow resonance events can be linked
to the production scenario, however the expectation of such a signal is about 1
event per year[63]. As no further interactions of the secondaries are assumed,
the energy spectrum of the created neutrino beam would follow the spectrum
of primary protons in the pp case, however for pγ it depends on the γ spectrum
as well. The flavor ratio of produced neutrinos at source in these scenario is
fixed to 1:2:0 as π decay is assumed, with a negligible contribution of ντ. This
ratio can be changed by assuming muon cooling, where the muons radiate most
of their energy before they decay or an incident pure neutron beam instead of
protons. The measurement of the flavor ratio might be able to distinguish be-
tween the different scenarios[80]. The individual flavor fluxes at Earth however






With the numerical values from Table 1.5, a close to equal flavor ratio at Earth
of the order of 1:1:1 can be calculated for a 1:2:0 ratio at the production site:
For a 10 TeV neutrino, it follows that after a distance which is comparable to
or larger than the extension of the solar system, the 1:1:1 flavor ratio at Earth
is realized[81]. Such extended sources are indeed realized, e.g. in the case of
AGN.
Diffuse neutrinos
When cosmic rays are produced in hadronic accelerators, this yields a guaran-
teed neutrino flux through the decay of charged pions, as described in subsec-
tion 1.2.4. A theoretical upper bound based on the observed cosmic-ray density
for the intensity of this flux has been calculated[82] and served before the dis-
covery of that flux[23] as benchmark scenario for diffuse neutrino searches, the
work presented here included. Assumptions made in this calculation include a
photo nuclear production mechanism of neutrinos by cosmic rays of the high-
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est energy in jets of active galactic nuclei (AGN). The photo nuclear mechanism
is preferred over the pp case, as it is thought that the cosmic rays are able to
interact only once, as the created neutrons are highly boosted and live long
enough to escape the source. The calculation has also been performed assum-
ing a production of neutrinos in gamma ray bursts (GRB). However the limit
derived from AGN production was found to be less stringent. From measure-
ments of charged cosmic ray intensity as e.g. done here[83], a cosmic ray pro-
duction rate 9ϵCR „ 4 ¨ 1044ergMpc´3yr´1 for the energy region of 1019 ´ 1021 eV
is inferred. Assuming the generation spectrum to be E´2 following the pre-
diction of the Fermi acceleration mechanism described in subsection 1.1.2, an








The production rate of neutrinos in this energy interval can be estimated by
multiplying the value from Equation 1.36 by a factor ε ă 1 which is the fraction
of “beam” energy which is transferred to secondaries in pγ interactions. An ad-
ditional factor of 1/2 is introduced as charged and neutral pions are produced
about equally in pγ interactions, and an additional factor of 1/2 accounts for the
fact that about half the energy of a decaying pion is transferred to the neutrino.
To calculate the neutrino flux from the production rate one multiplies the rate
with the Hubble time tH . Since this assumes a constant production of cosmic
rays per comoving unit volume of the universe it needs to be taken into ac-
count, that the production of charged cosmic rays in this energy range evolves
with the density and luminosity of their sources and that they interact with the
CMB photons. This is taken into account by a correction factor ξZ , which also
includes the luminosity evolution with time of the AGN in question.










Assuming that the luminosity evolution of AGN follows the star formation
rate[84] leads to a value of ξZ « 3. Together with the most conservative value
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ϵ “ 1 an upper bound for νµ ` ν̄µ from AGN can be calculated:
E2νΦνµ « 2.25 ¨ 10
´8GeV ¨ m´2s´1sr´1 (1.38)
Updated cosmic ray measurements which reduced the flux quoted in Equa-
tion 1.36 led to a reduction of the lower bound[85]. The current value, multi-
plied by 3 to obtain a value for an all-flavor upper bound is then finally found
to be:
E2νΦν « 3 ¨ 10
´8GeV ¨ m´2s´1sr´1 (1.39)
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Measurement of neutrino interactions
in ice
2.1 Neutrino interactions
2.1.1 Deep inelastic neutrino nucleon scattering
Neutrinos are uncharged, weakly interacting particles as described in subsec-
tion 1.2.2. The interaction mediators are the three bosons of weak interaction
W˘ and Z0. Interactions via the charged bosons are denoted as charged cur-
rent (CC) interactions whereas Z0 interactions are denoted as neutral current
(NC) interactions. In the case of neutrino nucleon interaction, depending on its
energy the neutrino interacts with one of the sea or valence quarks inside the
nucleons, transferring energy and momentum, which leads to a fragmentation
of the nucleon and subsequent hadronization of the fragments. The process is
denoted as deep inelastic neutrino nucleon scattering (DIS):
νℓ ` n Ñ νℓ ` hadrons pNCq (2.1)
νℓ ` n Ñ ℓ` hadrons pCCq (2.2)
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Figure 2.1 – DIS neutrino nucleon cross
sections. The cross section for the res-
onant antineutrino electron scattering
(Glashow resonance) is plotted as well.
Figure adapted from [86].

















where νℓ is the incoming neutrino of flavor ℓ, n is an isoscalar nucleon and ℓ
denotes the corresponding partner lepton.
As the lepton in the final state determines the topology of the observed hit pat-
tern in IceCube, its further propagation and interaction with the target material
is discussed in section 2.5.




































where GF is the Fermi constant, M the mass of the target nucleon, Eν the in-
coming neutrino energy, MZ and MW are the masses of the W˘ and Z0 Bosons.
The invariant momentum transfer is given by Q2 and the Bjorken variables
x “ Q2{p2MpEν ´ Eν1,lqq and y “ 1 ´ Eν1,ℓ{Eν describe the fraction x of the nu-
cleon momentum carried by the interacting parton and the fraction y of the
neutrino energy transferred to this parton. ν1, ℓ indicate the neutrino or lepton
respectively in the final state. The functions q, q, q0, q0 are the parton distribu-
tion functions, which are derived from experimental observations of DIS pro-
cesses. The cross section in the energy range interesting for IceCube can not be












Figure 2.2 – Feynman diagrams for DIS scattering. Time dimension on the horizontal
axis increasing to the right.
For low neutrino energies the momentum transfer Q2 is much smaller than the
mass of the exchanged boson, and the cross section scales linearly with the neu-
trino energy. At an energy of about Eν « 104 GeV, the term rM2W,Z{pQ
2 ` M2W,Zqs
2
suppresses the cross section, and it rises more slowly in the order of σ9E0.4ν .
At low energies where the valence quarks dominate the parton density distribu-
tion function, the cross section for antineutrino nucleon scattering is lower than
for neutrino nucleon interactions, but with increasing energy, the contribution
of sea quarks gets larger and the cross sections for both processes converge.
2.1.2 Neutrino electron scattering
The cross section for neutrino electron scattering is lower compared to the neu-
trino nucleon cross section by 4 orders of magnitude[58]. However, the situ-
ation is different in the case of anti-electron neutrino electron scattering. The
ν̄ee´ cross section reveals a strong peak at an energy of about Eν̄e « M
2
W{2Me «
6.3PeV[89], as can be seen in Figure 2.1. At this resonance the energy of the ν̄e
is sufficient to produce a W´ boson in the electron scattering process, as illus-
trated in Figure 2.3. The W´ then decays via the following channels:
W´ Ñ hadrons p67.6%q
W´ Ñ ℓ´ ` νℓ p10.8% for each ℓ “ e, µ, τq
At the peak energy, the cross section for the resonance is about 300 times higher
than the cross section for neutrino nucleon scattering[58]. As the resonance
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Figure 2.3 – Feynman graph of resonant
W´ production for an incoming antineu-
trino with 6.3 PeV. Time dimension on




can only be observed for anti-neutrinos, it is possible to constrain production
mechanisms at the neutrino source, assuming no transition probability for ν̄Ñ
ν. In the case that proton-photon collisions are the dominant process at the
source, the π´ production is suppressed, hence the anti electron neutrino yield
is suppressed as well.
2.2 Interactions of secondaries
The energy loss processes of charged particles produced in DIS processes at
energies relevant for this work are listed in the following. Besides ionization
processes as described in subsection 2.2.1, which lead to a smooth energy loss
profile, particles will lose energy via radiative processes as discussed in sub-
section 2.2.2. These processes are of special interest in this work are as these
produce the shower type signatures the event selection of this analysis is de-
signed for. Although the energy loss via Cherenkov radiation is negligible, as
it is the key process for particle detection in IceCube, it will be discussed in
subsection 2.2.3.
2.2.1 Ionization
Charged particles with masses m " me and medium energies entering a tar-
get material will scatter inelastically with the bound electrons of the target. In
most of the individual scattering processes only small amounts of energy are
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transferred - less than 100 eV in about 90% of the processes[43]. However these
processes are frequent. The differential cross section of the process was calcu-
lated by applying corrections to the Rutherford differential cross sections for a
free electron gas[90]. The stopping power of the target material is described by
the average negative energy loss per unit length dx “ ρds with the density ρ of


























The constant K in units of MeVg´1cm´2 depends on the target material, z is the
charge of the incident particle, β its relativistic speed, me the electron mass, c the
speed of light, the Lorentz-factor γ “ p1 ´ 1{βq´1, Tmax describes the maximum
amount of energy transferred in an individual collision and the number I gives
the mean excitation energy for the target material.
The correction β2 describes the contribution of the spin to the cross section, the
term δpβγq is associated with the density effect[91]. The density effect describes
a reduction of the energy loss for particles with relativistic velocities, as these
might undergo collisions with a large value of the maximum impact parameter
bmax. High density materials, where the average distances between the atoms
are small compared to bmax, will then be effectively polarized, due to the over-
lap of the atomic electromagnetic fields, which reduces the amount of energy
transferred in these collisions.
It has to be noted that for cases where the kinetic energy of the knocked on
electron is larger than its ionization energy I the electron is emitted as δ-ray,
however this is a rare process.
2.2.2 Radiative energy loss processes
Bremsstrahlung
For particles with high energies or low masses, bremsstrahlung is the dominant
energy loss mechanism. Interacting with the Coulomb field of an nucleus of the
ambient material, the particle is deflected and thus emits radiation.
However, it has to be noted that the electric field of the atomic nucleus is
screened by its electron cloud, which alters the nucleus’ field, especially in
larger distances where the actual interaction is happening. The cross section
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of the emitted radiation in terms of the energy k of the radiated photon for this















Where A is the atomic number of the ambient matter, and NA is Avogadro’s
number. The quantity y “ k{E is the fraction of the incoming particle energy
transferred to the photon. The constant X0 is called radiation length and is ma-
terial dependent. The equation is valid for the “infrared limit” for small y and
accurate to 1.7 - 2.5% dependent on the Z of the target material[43]. Integrating
over all possible energy losses k of a particle weighted by the cross section for















E Ñ Epxq “ E0 expp´x{X0q (2.7)
The energy loss by bremsstrahlung rises linear with the incident particle energy.
The definition of X0 as the radiation length is justified in this relation as X0
describes the length after which the particle has lost all but 1{e of its energy.
Pair production
Closely related to bremsstrahlung, as indicated by the similar Feynman dia-
grams shown in Figure 2.4, a high-energy photon may convert to an electron
positron pair in the Coulomb field of the nucleus, which is able to absorb mo-
mentum. The cross section in the “complete screening case” is given in units




















Figure 2.4 – Truncated graphs of bremsstrahlung (left) and pair production (right)
processes. Time dimension on the horizontal axis, increasing to the right.
which can be easily integrated over all fractional energy transfers x P r0, 1s to





which is valid in the high energy limit down to a few GeV.
2.2.3 Cherenkov light
The polarization of the ambient medium due to a relativistic particle does not
only lead to a reduction of the energy loss of the incident particle as it is de-
scribed by the density effect (see subsection 2.2.1), but also to a contribution
of the electric field in distances far away from the incident collision with the
electron, as can be seen when solving the field equations for the density effect
in the limit of large distances[92].
This radiation was first observed by P.A. Cherenkov while studying the lumi-
nescence of different solvents under the influence of gamma radiation, which
he performed together with S. Vavilow[93].



















(1) v < c/√ε (2) v > c/√ε
Figure 2.5 – A charged particle moving through a medium with a velocity smaller than
local phase speed of light (1) and a velocity larger than the phase speed of light (2).
Shown is the Huygens constructions of wavefronts for each emitting electron cloud,
which interfere constructively in the case for a particle moving faster than the local speed
of light. Figure adapted from [92].
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with the relativistic velocity of the particle β, the refractive index of the mate-
rial n and the phase speed of light c1 in the medium. For a given medium with
refractive index n the angle θC is only dependent on β, which can be assumed
to be close to unity. For highly relativistic particles (β « 1), the detection of
Cherenkov light allows a precise reconstruction of the direction of the parti-
cle track. Although Cherenkov radiation is a negligible mechanism of particle
energy loss, the number of emitted Cherenkov photons scales linearly with the
particle track length and thus provide a measure for it. The particle track length
can then be used to derive proxies for the energy. The number of photons N cre-















with the fine-structure constant α, Dirac’s constant h̄, the classical electron ra-
dius re “ e2{4πϵ0mec2 and the electron mass me. To obtain the number of emitted
photons in a detector sensitive for a wavelength interval rλ1, λ2s, the substitu-
tion E Ñ ch̄λ ; dE Ñ
dλ
λ2
is used to integrate Equation 2.11 over the sensitive
wavelength interval of an IceCube optical module λ « r350nm, 600nms includ-






Electromagnetic cascades, particle showers consisting only of e˘ and photons,
are created by electrons at even moderate energies, due to their high cross sec-
tion for bremsstrahlung. If the emitted bremsstrahlung photon has an energy
above two times the electron mass, an electron-positron pair can be created,
which itself can emit further bremsstrahlung photons.
The physics of electromagnetic cascades is described by the interplay between
bremsstrahlung and pair production, two scaling variables are of further use to
describe the characteristics of such a cascade:
t “ x{X0 y “ E{Ec (2.13)
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Material X0rg ¨ cm´2s Ecrit for e´ [MeV] Ecrit for µ [GeV]
Air (dry, 1 atm) 36.62 87.92 1115
Water (ice) 36.08 78.99 1035
Water (liquid) 36.08 78.33 1029
Fe 13.84 21.68 347
Pb 6.37 7.43 141
Table 2.1 – Radiation lengths and critical energies of different target materials of interest.
Numbers taken from [43].
with t being a measure of the longitudinal distance x in terms of the radiation
length X0 and y being a measure of the cascade energy in fractions of the critical
energy Ec. The radiation length X0 is an important quantity for the develop-
ment of cascades, as it describes the mean distance an electron travels in matter
and having lost all but 1{e of its energy by bremsstrahlung as well as X0 is 7/9
of the mean free path of a photon undergoing pair-production.
The radiation length is material dependent, tables are available (e.g. [94]). Nu-
merical values for relevant materials are listed in Table 2.1 The critical energy
Ecrit is defined as the energy where the ionization loss of the electron per radi-







rad « E{X0 the
critical energy can also be expressed as the turnover point from the radiation















As well as the radiation length, the critical energy depends on the target mate-
rial, and can be expressed in a simple approximation as dependent on only the









The critical energy is different for solids, liquids and gases due to the density
effect described in subsection 2.2.1.
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The energy deposition of the shower in direction of t, which describes a longi-







with the initial energy E0 and material dependent parameters a and b. The
maximum energy deposition is given at the maximum of the gamma function,
which can be written as the following:
tmax “ pa ´ 1q{b “ 1.0 ˆ pln y ` Ce,γq , Ce “ 0.5, Cγ “ ´0.5 (2.16)
with Ce,γ taken for electron or photon induced cascades respectively. The pa-
rameters a “ 2.03 ` 0.604 lnpE0{GeVq and b “ 0.6333 were found for simu-
lations of cascades in water[98]. It has to be noted, that the parametrization
Equation 2.15 is not accurate at the onset of the cascade within the first two
radiation lengths, as the gamma function rises more slowly than the actual cas-
cade develops.
The transverse development of the shower is described by the Molière radius
RM:
RM “ X0Es{EC (2.17)
with the scale energy Es “
a
4π{αmec2 « 21.2MeV defined by the fine structure
constant α electron mass me, the speed of light in vacuum c and the material
dependent critical energy Ec. The Molière radius depends only on the material,
a typical value for e.m. cascades in ice is about 0.24 meters. In a cylinder with
a radius of RM centered around the longitudinal cascade axis, about 90% of the
energy is deposited, increasing the cylinder to a radius of 3.5 RM leads to a
deposited energy of 99%. In conclusion, the electromagnetic cascade appears
as an almost point-like energy deposition.
2.2.5 LPM effect
For very high energetic electrons and photons, the cross sections of bremsstrah-
lung and pair production will decrease[99]. This is also known as the LPM
(Landau-Pomeranchuk-Migdal) effect. It can be described by a simple phenome-
nological model[100]: As in individual interaction processes the transfered lon-
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Figure 2.6 – Longitudinal energy loss profile of three electromagnetic cascade with
energies of 1 TeV, 100 TeV and 1 PeV in water, following Equation 2.15, with the values
for a and b taken from [98]. Using the value from Table 2.1 for ice, a 100 TeV cascade
has its maximum energy loss at about 4.5 meters in longitudinal direction.
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gitudinal momentum to a nucleus is small, the interaction is spread over a wide
longitudinal distance, the formation length, due to the uncertainty principle. If
the formation length gets larger than the inter atomic spacing of the target ma-
terial, the cross-section is reduced by destructive interference of the amplitudes.










with the electron mass me, the vacuum speed of light c, the fine structure con-
stant α, the radiation length X0, and Dirac’s constant h̄. For ice, ELPM evaluates
to a value of 303 TeV. The LPM effect becomes significant if the energies of the





The suppression is stronger for electrons than for photons, for electrons dE{dx is
decreased by 50% for E “ ELPM but the energy integrated photon cross section
is decreased by 50% only for E « 70 ¨ ELPM[100].
The suppression is also stronger for the lower energetic bremsstrahlung.
For ice, the elongation of e.m. particle showers due to the LPM effect becomes
noticeable at initial energies of about 10 PeV.
2.2.6 Hadronic cascades
Hadronic particle showers are more complex than their purely electromagnetic
counterparts, as more processes are involved during the development of the
cascades. For DIS scattering, such cascades are created during the process,
where besides the electromagnetic component, these cascades have a hadronic
component consisting of fragments of the target nucleon as well. For the point
of view of IceCube, it is important to note, that the observable - or visual en-
ergy of a hadronic cascade will always be lower than for an electromagnetic
cascade of equivalent energy, but will approach it asymptotically. The visual
energy is defined as the energy which can be reconstructed by observing the
Cherenkov light of particles.
As a hadronic cascade will contain also neutral particles, or particles which
are too heavy and thus fail the condition given in Equation 2.10, the amount
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Figure 2.7 – Energy scaling factor F, the ratio of the visual energy of a hadronic cascade
over the visual energy of a purely electromagnetic cascade with the same equivalent
shower energy. Values taken from [101]
of Cherenkov light produced is reduced compared to a purely electromagnetic
cascade. Also energy might be absorbed internally in hadronic bound states.
For increasing initial energy of a shower, the amount of neutral pions in the
shower increases, and the shower becomes more like an electromagnetic sho-
wer. The ratio of visible energy of a hadronic and a purely electromagnetic





“ Fe.m. ` p1 ´ Fe.m.q ¨ f0 (2.21)
which can also be written by the electromagnetic fraction Fe.m. “ 1 ´ pE{E0q´m
of the cascade, with the parameters E0 and m as well as f0. The latter represents
the Cherenkov activity of the purely hadronic part of the cascade. The param-
eters have been estimated by simulations[101] Especially for low energies, F
might fluctuate widely for individual events. However, for the energies rele-
vant for this work the spread is small and F reaches about 0.8 at a TeV, as can
be seen in Figure 2.7.
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Figure 2.8 – Reducing the back-
ground for νµ searches by using
the Earth as shield against atmo-
spheric µ is possible by selecting
only up-going track events. Fig-
ure adapted from [102].
2.3 The concept and prospects of neutrino observato-
ries
Using the detection of up-going muons created by interactions of νµ as a clear
neutrino signal in an Cherenkov counter deployed in a deep underground fa-
cility to shield it against atmospheric muons was first proposed in the 1960’s
[103]. The concept is illustrated in Figure 2.8.
The principle of measurement is quite simple and effective: Relativistic,
charged particles will emit Cherenkov light if they travel faster than the speed
of light in the ambient medium. As discussed in subsection 2.2.3, this light is
emitted under a fixed angle dependent on the refractive index of the medium
and thus allows a precise angular reconstruction, if the arrival time of this light
is measured by a grid of sensors, as illustrated in Figure 2.9. The design of
the first underwater neutrino detector was then inspired by these ideas. Ex-
pected ν fluxes from SNR shells, neutron star binaries or other high energy γ
ray sources1 were discussed to be measurable with a gigaton detector. A first
1Though none were yet detected at the time DUMAND was proposed
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Figure 2.9 – A charged, rel-
ativistic secondary will emit
Cherenkov light along its trajec-
tory, which can be detected by a
grid of sensors. Figure adapted
from [102].
proposed cubic kilometer array, the DUMAND project managed to develop the
technological concepts for such a detector. After facing technical difficulties,
finally a single test string equipped with PMTs was deployed, which allowed
to prove the detection concepts for the first time by measuring the atmospheric
muon flux with an underwater Cherenkov detector[104]. It was also possible
for the DUMAND collaboration to set upper limits on the extraterrestrial ν flux
from AGN. The idea of large detector arrays underwater or in ice was carried
on by the Baikal, Antares, Nestor and AMANDA neutrino observatories and a
1 km3 detector is now realized with IceCube and operational. For further read-
ing on the history of the development of large scale neutrino telescopes, the
reading of [102] is recommended.
The angular resolution for signatures induced by muons achieved in latest
generation neutrino telescopes is typically of the order of 0.1˝ ´ 1˝, allowing
to separate effectively down-going trajectories from atmospheric muons and
up-going trajectories from muons created in charged current interactions of νµ
with nuclei in the vicinity of the detector, as described in subsection 2.1.1. As
the muons can not penetrate the Earth, up-going tracks are a clear νµ signal,
which are produced either in the atmosphere on the other side of the Earth or
in outer space. The angular resolution allows searches for ν point sources and
transients. Studies using the νµ channel were e.g. capable of setting the cur-
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rently strongest constraints on νµ production in GRBs[105]. Reconstruction of
the energy of tracks comes with a large error, in particular if the starting and
end-point of the track is not known, however also searches for a diffuse νµ ex-
traterrestrial neutrino flux have been conducted[106, 107] and the high energy
tail of the atmospheric νµ and ν̄µ spectrum was measured[61].
Including neutral current interactions of all ν flavors and charged current νe, ντ
interactions, allowed to measure the atmospheric νe spectrum between 80 GeV
and 6 TeV for the first time[67] and enabled the discovery of the extraterres-
trial ν flux[23]. However, νℓ NC and νe, ντ CC interactions will not leave a
measurable track, but only a particle shower in the vicinity of the detector.
As directional reconstruction of such events, is less precise, veto techniques
are applied to suppress the atmospheric µ background. Introducing a fidu-
cial volume and using parts of the instrumentation to veto incoming events,
this reduces the effective volume usable for such a search in comparison to the
volume which can be used for a νµ search only. In contrast to IceCube, for
water Cherenkov neutrino observatories, such as ANTARES or KM3Net , the
directionality of shower-type events can be resolved more precisely, and it has
been recently shown that no veto regions are necessary[108]. The study pre-
sented in this work demonstrates the ability of IceCube to separate signal and
background in the former veto-regions for shower-type events for an all-sky,




The design of IceCube is optimized for one of its primary goals: The discovery
of an extraterrestrial neutrino flux.
As this flux is supposed to be small, and due to the small interaction probability
of the neutrinos, the detector needs to be large to be capable of observing the
target flux with high significance during its operation time. It has been already
considered prior to the construction of the first underwater Cherenkov detector,
that the target volume should be at least in the order of 1 km3, as discussed
in section 2.3. Such large detectors can only be implemented as ice or water
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IC1 IC9 IC22 IC40 IC59 IC79 IC86-1
2005 2005/06 2006/07 2007/08 2008/09 2009/10 2010/11
Table 2.2 – Naming convention for IceCube operation seasons during construction.
Cherenkov detectors, with a relatively sparse instrumentation. Studies with
the predecessor AMANDA showed that the ice in the depth of the glacier at
the South Pole has the necessary transparency to achieve the desired sensitivity
for the planned IceCube detector, however the optical scattering length is much
shorter than in water[109].
For IceCube, a sensor array of digital optical modules, (DOMs)[110] was de-
ployed in a hexagonal grid with 5160 modules on 86 strings. The strings sup-
port the structure and supply the modules with high voltage and provide the
data connection to the surface. The individual strings have lengths of about
3500 meters, the instrumented part is deployed in depths of approximately
1450 - 2450 meters, where the hydrostatic pressure leads to a suppression of
gas bubbles in the ice. The strings were deployed in the austral summers of the
years 2005-2010. The DOMs deployed in each season were tested and calibrated
after deployment and started physics data taking in May after the austral sum-
mer ended. The instrument thus provided data while under construction. The
data from the construction seasons is identified by the number of strings in op-
eration, plus an “IC” prefix. An overview over the seasons can be found in
Table 2.2. The distances between the IceCube DOMs are approximately 125 me-
ters in the direction parallel to the surface of the ice and 17 meters in normal
direction.
For measurements at lower energies, the central part of IceCube has a denser
instrumentation enhancing its sensitivity to energies of about 10 GeV at low-
est. The IceCube detector is accompanied by a surface detector, IceTop which
is designed to measure the cosmic ray spectrum especially in the not well un-
derstood region of the knee. A schematic of the IceCube neutrino observatory
with the detectors IceTop and DeepCore is shown in Figure 2.10. Coincident
measurements of the two detectors are possible, and allow the use of the Ice-
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Figure 2.10 – Schematic of the IceCube neutrino observatory. Figure taken and adapted
from [111, 112].
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2.4.2 DOM - the basic detection unit
IceCube uses 10 inch photomultipliers (PMTs) fabricated by Hamamatsu[113]
to measure the Cherenkov light emitted by neutrino interactions. The PMTs
are enclosed in a spherical glass housing, to shield them against the pressure of
the Antarctic ice. The housing also hosts the digitizing electronics as well as a
calibration LED board. The housing is filled with nitrogen at a pressure of 0.5
atmospheres. The PMT is optically connected to the housing by a transparent
gel. It is also enclosed in a µ-metal grid, which shields the PMT against the
Earth’s magnetic field. This basic detection unit is called digital optical module
DOM, as it encloses optical signal detection, digitization and rudimentary data
processing, a schematic is shown in Figure 2.11.
The PMT is connected by three lines to the digitization electronics. The first
line connects the PMT via a discriminator to a FPGA, which hosts the trigger
logic. If the measured PMT voltage exceeds 0.25 times the average single photo
electron signal, the discriminator threshold is exceeded and the FPGA logic
reads out the signal via the second line, which is implemented as a delay line of
75 nanoseconds, to provide the discriminator electronics and FPGA logic with
enough time to form its decision. The second line is split into three different
independent channels with different gains, ˆ16,ˆ2, and ˆ0.25. This allows to
switch to the next lower gain channel if a channel gets saturated and improves
the dynamic range substantially. Each channel is connected to a custom de-
signed ATWD, which is short for Analog Transient Waveform Digitizer[114].
The signal in each channel is fed to a bank of 128 capacitors, each sampling
about « 3.3 ns of the PMT signal. The capacitors are read out by 128 10 bit
ramping Analog-to-Digital Converters (ADC). Thus about 422 ns of the PMT
signal are covered by the ATWD. As the ATWD needs about 29µs for the digiti-
zation, a second ATWD is available to reduce the dead time introduced by the
readout.
The ATWD is also equipped with a fourth channel, which allows to monitor the
current which runs through the calibration LED system.
The third line connects the PMT to a Flash-ADC with 256 channels, which sam-
ples the full waveform continuously, however with a much coarser binning of
25 ns. This allows the waveform to be sampled up to 6.4 µs. The digitized PMT
signal is transferred together with a time-stamp to a DOM hub on the ice sur-
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face and further sent to the IceCube DAQ system, which provides the trigger
logic for the whole detector array.
The dark noise of the individual PMTs varies, and is at the order of about 300-
700 Hz. To reduce the noise rate, a coincidence criterion is implemented in the
DOM: If a DOM exceeds its discriminator threshold, the criterion requires at
least one of the two neighboring DOMs to exceed the discriminator threshold
within 1 µs as well, to form a hard local coincidence (HLC) pair. If global trig-
ger decisions are based on such HLC pairs, the rate of triggered events due to
dark noise is reduced massively. Also the amount of transmitted data can be
reduced by sending the full waveform information to the IceCube DAQ system
only for HLC pairs and reducing the sent information for non-HLC pairs to a
charge-stamp. The charge stamp consists of only the highest of the 256 FADC
bins and its two second neighbors.
LED calibration system - flashers
Six pairs of LEDs are available for calibration tasks, geometrical measurements,
ice measurements and several other purposes. One of the LED of the pair is
mounted on the upper side and the other one on the lower side of a second
electronics board above the DOM mainboard.
The pairs are mounted with a 60˝ angle between them, each upper LED tilted
at about 50˝ to the DOM’s vertical axes and the lower one facing out slightly
downward. The LEDs have their emission peak at 405 nm, which is close to the
peak of the Cherenkov emission.
2.5 Detector response
Dependent on neutrino flavor and interaction type, the final state of a neutrino
interaction leads to different imprints on the detector. The spatial distribution
of the triggered individual sensors in time weighted with the recorded light the
individual DOMs have seen is called hit-pattern. It features two main topolo-
gies: Elongated patterns, which seem to move through the detector, called
"track-like", as displayed in Figure 2.12 and "shower-like" patterns which are
more stationary and expose a more spherical symmetry as shown in Figure 2.13.
Events originating from
(-)
νµ charged current and « 17% of
(-)
ντ charged current in-
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Figure 2.12 – A high energy muon track,
found in IC59, entering the detector hori-
zontally. The hit pattern is elongated, the
different colors indicate the time develop-
ment of the pattern, where red hits indicate
the earliest times. Figure taken from [106].
teractions have a high energetic muon in their final state, which is capable of
traveling long distances through the instrumented volume losing energy via
ionization and radiation processes as described in subsection 2.2.1 and subsec-
tion 2.2.2. These muons leave an elongated signature in the detector. The other
final states feature hadronic particle showers, and in the case of charged cur-
rent νe and « 17 % of ντ an electromagnetic shower as well. For energies below
several PeV, the hadronic and electromagnetic shower dimensions are small
compared to distances between the individual sensors for an IceCube like ar-
ray, and thus look like almost point-like light sources from a detector point of
view. For such events, the hit pattern has an almost spherical geometry.
For higher energies above several PeV, the LPM effect becomes notable and the
geometry of the shower gets elongated, A special case are charged current ντ
interactions above several PeV: At these energies the τ is able to travel signif-
icant distances, and the second shower gets spatially separated from the first,
leading to a so called “double bang” event. In IceCube, this event type has not
been observed yet.
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Figure 2.13 – The point-like light emission
of a high energy cascade event found in a
high energy event search for the season IC86.
Reddish colors indicate early hit times in
the event. The hit pattern has a spherical
geometry. Figure taken from [24].
2.5.1 Modeling the glacial ice
If triggered, each IceCube DOM provides a digitized PMT signal curve. From
this, two quantities can be derived: The observed number of photoelectrons Q,
and the arrival time distribution of these photoelectrons. These quantities can
be calculated by measuring the PMT voltage drop over time. This voltage cure
is called the waveform.
As the photon paths in the ice are distorted compared to those in vacuum due
to scattering, both values are sensitive to the optical properties of the glacial ice
which the photons have to travel from their source before being measured. The
two quantities can be modeled with two values which are expected at a DOM
for a given source hypothesis C :
1. µ8pd, Cq, the expected charge in photoelectrons in a distance d from a
source. The expected charge depends on the source characteristics like
the emission profile.
2. The arrival time distribution can be modeled by dPptd, d, Cq{dt which is
called the delay-time distribution. It depends on the distance d and source
characteristics.
For a receiver at position x⃗rec measuring a hit at the time thit, the delay time td
is given by the time a traveling photon, emitted at a source C at position x⃗re f , is
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“delayed” compared to a photon traveling a non-distorted path.
td “ thit ´
|x⃗re f ´ x⃗rec|
cice
(2.22)
td “ thit ´ tgeo
The flight time required for a non distorted path is commonly referred to as
“geometric” time tgeo. The shape of the td distribution then allows to infer the
probability of a hit being measured at the time thit. Together with the value of
the total expected charge µ8pd, Cq, the DOM waveform can be predicted for a
given source hypothesis C.
Bulk ice
The simplest model of the ice assumes a homogeneous medium with isotropic
scattering and absorption. However simplistic, this model allows analytical
calculation of light propagation and thus can be evaluated fast. It is thus used
in cases where speed is more important than accuracy. A parametrization for
the measured arrival time distributions was found and formulated as a delay-
time p.d.f. dPptd, dq{dt[115], since named Pandel function. The p.d.f. has the
shape of a Γ function and has three free parameters, a scattering parameter ℓs,
an absorption parameter ℓa and a scattering time τs. A representation of this













; b “ d{ℓs
The numerical values of the three parameters were determined for ice in[101]:
ℓs “ 47 m ℓa “ 450 m τs “ 98 ns (2.24)
To account for PMT jitter, the Pandel function is convoluted with a Gaussian,
which also allows negative values of td. These can occur due to the limited
resolution of the reconstruction algorithms, where slightly misplaced vertices
lead to negative timings. The Pandel function is plotted for three distances in
Figure 2.14.
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Figure 2.14 – Three representations of the Pandel function for different distances.
The Pandel function is an analytical approximation of the delay time p.d.f.. dPptd, dq{dt
of the incident photons measured by one of the DOMs.







q ¨ E (2.25)
The parametrization is valid for distances d larger than the effective scattering
length λc. Here, λattn describes an effective attenuation length, which has been
found to be « 29 meters[101]. The parametrization is directly dependent on
the deposited energy in the detector, as the number of emitted photons scales
linearly with energy. The normalization constant I0 depends on the efficiency
of the IceCube DOMs and is found to be close to 3.3 GeV´1m.
Binned ice models
Studies of the antarctic glacier as well as the study of the light propagation
from artificial light sources in AMANDA led to a more detailed description of
the deep ice[109]. It was revealed, that the ice has a depth-dependent layered
structure, with the scattering and absorption parameters varying from layer to
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Figure 2.15 – Scattering and absorption lengths in the ice as used for the analysis. The
instrumented volume of IceCube is indicated by the gray lines. Data taken from [116].
layer, dependent on the environmental conditions at the time the glacier was
formed. The variations of the optical parameters for the individual layers were
found to be large, layers with high concentrations of dust suppressing most of
the photon propagation were identified, the extremest of these layers was in
the context of IceCube dubbed “dust layer”, as the event rate in this region is
notifiable lower.
The model of the glacial ice[116] provides absorption and scattering parameters
for horizontal layers of 10 meters thickness, extending the range to regions un-
derneath and above the detector as well. The model parameters were obtained
by fits to data derived by flashing LEDs implemented in the DOMs. These so
called “flashers” are further described in subsection 2.4.2. Later refinements
of this model introduced a different scattering function, a global tilt of the ice
layers and non-isotropic scattering[117]. For the here presented analysis a re-




Event simulation and reconstruction
3.1 Simulation
Simulation of atmospheric muons and neutrino simulation provides the possi-
bility to develop and optimize an event selection for different signal hypothe-
sis, without being biased by the need to interpret the data. For a diffuse search,
background simulation provides the means to calculate a background estimate
for the measured events.
The IceCube simulation chain is complex and comprises the simulation of the
interaction of primary particles in the upper atmosphere as well as the propa-
gation of the individual particles and the interaction and light propagation in
the detector, and finally the simulation of the electronic components of IceCube.
An overview of the simulation in IceCube can also be found in [118].
3.1.1 Simulation of atmospheric muons
For the simulation of atmospheric muons, first the atmospheric shower induced
by the incident cosmic ray primary is simulated using a modified version of
the software package CORSIKA[119]. In the ice, random catastrophic brems-
strahlung losses are simulated along the muon trajectory as well as the smooth
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Cherenkov light. Due to the high suppression factor of atmospheric muons of
the analysis, a large amount of atmospheric muons need to be simulated in or-
der to have a background estimate for the final sample. The simulation has thus
been optimized for the needs of this and similar analysis. Simulated are five
components of the cosmic ray model, H, He, N, Al, Fe which are most abundant
in the universe and also each representing a group of elements. This allows
to individually scale the normalization of each production p.d.f., which is im-
portant as for searches for shower-type events the different elements contribute
differently to the estimated background. The reason is that for heavy elements,
mostly muon bundles with high multiplicity are generated, where the energy
of the primary is distributed smoothly among the individual muons. Bundles
where single muons carry most of the energy and thus undergo large catas-
trophic losses which lead to high energetic, cascade like events in the detector
are more likely to be produced by light elements. The generation spectrum
is then re-weighted to match the H3a prediction. All datasets are combined
to form a joint generation p.d.f. which is then weighted according to the H3a
model, as described in subsection 1.1.1. The comparison of the muon flux pre-
dicted by H3a and the generated p.d.f. is shown in Figure 3.1, where the num-
ber of expected events per year is compared to those simulated. This allows
to identify regions in the generation spectrum where much less events are gen-
erated than there exist in nature. It can be seen that for IC86 the produced
background statistics is much lower than for IC79, however still the produced
p spectrum matches the H3a spectrum at about 170 TeV. Considering that the
visual energy of a catastrophic energy loss of a muon is scaled down by some
factor and the energy threshold of this analysis is at 34 TeV, this still seems to
be a reasonable amount to estimate the background of the final sample.
As the IceCube trigger window with at least 10 µs is rather long compared to
the rate of about 2000 - 3000 events per second of atmospheric muons, simul-
taneous or subsequent registered muons might end at up in the same event -
where event is defined by the time duration of a trigger window. The proba-
bility to observe an event of multiplicity n of with an individual event rate r
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Figure 3.1 – Generated atmospheric muon background. The combined generation
p.d.f.s for IC79 and IC86 are plotted for proton and iron primaries. For comparison the
expected number of events from a H3a flux are shown as well.
In simulation, coincident events are mixed into the normal production. The
event weight is then extended by Equation 3.1. For IC79, a dedicated produc-
tion of coincident events was performed, and the influence of coincident events
on this analysis was studied. However, the statistics of this dedicated coinci-
dent simulation is low. Only about 1 month of effective livetime of dedicated
coincident simulation was available, yet it was found that coincident events are
very unlikely to be present in the final sample, as they are strongly suppressed
by the used causality and timing criteria even in early stages of the event selec-
tion.
3.1.2 Simulation of neutrinos
Interactions of all neutrino flavors have been simulated for this work. Simu-
lated was an isotropic flux of neutrinos with an 1:1:1 flavor ratio and an equal
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amount of neutrino and anti neutrinos. The neutrinos are produced above the
surface of the Earth and propagated through the Earth until they reach the de-
tector, where an interaction is enforced. The Earth is modeled with the Prelim-
inary Reference Earth Model[120] and neutrino attenuation as well as ντ regen-
eration1 is simulated. The DIS is simulated with CTEQ5 structure functions.
The simulation is done with either an E´2 or E´1 generation spectrum. In this
work both generation spectra are combined to a single generation p.d.f. and
weighted to an E´2 isotropic astrophysical benchmark model with a flux nor-
malization of 3 ˆ 10´8 GeVcm´2s´1sr´1and to two atmospheric neutrino com-
ponents: The conventional, where the HKKMS07 model is used and the prompt
component emerging from instantly decaying mesons with a charm contribu-
tion described by the BERSS model. As the original HKKMS07 model is calcu-
lated for an unbroken power law, it has been re-weighted to take a cosmic ray
spectrum with a broken power law into account. The simulation is done by the
software package NUGEN, which is based on the ANIS neutrino generator[86].
After neutrino interaction, the secondary muons or taus are propagated. Cas-
cades are simulated as purely electromagnetic, and in the case of a hadronic
cascade, the light output is scaled down as described by Equation 2.21 with
a corresponding smear accounting for the width of the distribution. If the
energy of a cascade is smaller than 1 TeV, it is simulated as point-like with
a Cherenkov emission profile, higher energetic cascades are split up in subse-
quent 1 TeV cascades along a track segment. This allows also to take the LPM
effect into account, as it is described in subsection 2.2.5. The simulation allows
to estimate the number of photons emitted by the event, which are then prop-
agated through the ice. For this work, although direct propagation of photons
was already possible, due to computing constraints the p.d.f.s for the photon
field were generated beforehand and then used in the form of look-up tables,
as described in subsection 3.1.3. In a final step, the entire DOM is simulated,
including the electronic components. In this last step, also simulated electronic
noise is added.
1The term regeneration refers to the production of a secondary ντ from the decay products of the τ
created in the primary CC interaction of the incoming ντ
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3.1.3 Simulation of photon propagation in ice
The goal of the photon propagation step is to predict the two quantities total
expected charge µ8 as well as the delay time distribution dPptq{dt for each re-
ceiver position for a given source position, direction and type of the emitter.
The Photonics code provides tables with distributions of µ8 and dPptq{dt. The
ice is assumed to be homogeneous in horizontal direction for each equi-distant
slice in vertical direction. Scattering and absorption in each layer is assumed
to be isotropic. The emission profile of the source is assumed to be azimuthally
symmetric. These simplifications reduce the amount of tables to be produced
as they only have to be generated for each bin of the zenith angles of the source
orientation per each vertical slice.
For a 30˝ zenith binning a slicing of 10 m in the vertical direction, e.g. 600 indi-
vidual tables have to be simulated, which requires cluster-sized computational
resources. These tables are created once and can then be used for look-up by
the individual reconstruction and simulation codes.
For each table the emission axis is fixed and defines the coordinate system of
the source, which can be chosen accordingly to the source geometry to be either
cylindrical for a track-like light emitter or to be spherical for a point-like light
emitter, that a cascade is expected to be. The performed simulation is straight-
forward: A table of scattering and absorption coefficients for each depth as well
as an emission profile has to be provided. The software injects photons in the
simulation volume, with directions drawn from the emission profile. Each in-
jected photon is propagated to the next scattering vertex that is chosen based
on the scattering length. After each scattering length, the angle of the photon
travel path is altered based on the expected distribution of scattering angles.
After each traveled absorption length, the survival probability of the photon
is calculated based on the absorption length and added to the photon weight.
Every time a photon enters a cell border of the tabulated volume its weight is
added to the dPptq{dt histogram in the according timing bin. The ice parame-
ters necessary to calculate these quantities are taken from ice model tables, see
subsection 2.5.1.
The values of the total expected amplitude in each bin and the p.d.f.s are then
stored in a set of tables. A part of such a set of tables is visualized in Figure 3.2.
Taken from the set of tables produced for a cascade emission profile, the total
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Figure 3.2 – A visualization of the ex-
pected amplitudes taken from tables pro-
duced by the photon propagation simula-
tion. Shown is the expected amplitude in the
plane of an up-going particle shower. The
Cherenkov cone is clearly visible.

























expected amplitude is plotted for a directly up-going cascade.
The discreteness of the binning in each individual table, as it is provided by the
software is problematic for commonly used minimization algorithms. As the
values of dPpt, rq{dt enters the calculation of likelihoods used for event recon-
struction as described in subsection 3.4.6, it must be a smooth and differentiable
function of t and r in all points to allow for a proper minimization.
A method to ensure the desired smoothness is the interpolation with splines:
Each histogram in each volume bin is approximated by a spline-fit, eliminat-
ing statistical fluctuations. The coefficients of the b-splines are members of a
smooth function of the base vectors in the source coordinate system. This func-
tion itself can be constructed by a set of b-splines. In this interpolation scheme
there is no difference between intra- and inter-table binning interpolation, as for
a large enough coefficient matrix, the scheme can be extended over the whole
table set. The method is further described in [121]. A simple example of the
interpolation by b-splines is illustrated in Figure 3.3. Interpolated tables gen-
erated by Photonics are used despite their known limitations as look-up tables
for the atmospheric muon background simulation. Due to the needed statistics,
the computationally least expensive method needed to be chosen. All recon-
structions which include a more detailed description of the ice than the bulk
ice model rely on such tables as well. Recent work is done to overcome some
of the limitations and to include a non-isotropic model of light scattering in the
tables[122], however it was not yet available for this work.
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Pandel at 70 m distance
spline interpolation
Figure 3.3 – A very simple example to illustrate the method of fitting with a set of
b-splines. In this example, the b-splines are of order 3, and thus have 3 internal knots,
which are points on the spline. Each b-spline is entirely parametrized by a single
coefficient, if the interval for its existence is fixed. The spline fit (dashed curve), which
approximates the Pandel function (red solid curve) is expressed by the addition of all
20 b-splines (dotted curves). Accuracy can be increased by adding more b-splines. The
Pandel function itself is an analytical representation of the delay-time p.d.f and thus not
needed to be approximated, which is solely done to illustrate the general concept.
3.1.4 Weighted simulation
To be able to describe multiple models with a single simulation set of cosmic
ray background or neutrinos, a generic spectrum Φgen in a chosen energy range
E1, E2 is simulated. The simulated flux can then be re-weighted to any desired
target flux Φtarget. In the case of cosmic ray background simulation, the de-
pendency on a certain model concerning the elemental composition is avoided
by simulating the individual primary components of the cosmic-ray flux sepa-
rately.
Another advantage of this approach is the better management of computing
resources. As the computing time per event increases with energy, one is able
to chose the generation spectrum in such a way that statistics is maximal to the
analysis.
To compensate for the difference in generation and target spectra compared to
a certain target flux Φtarget weights w
f lux
i have to be applied to each simulated
event i:
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In the case of cosmic ray background simulation the weight is also dependent
on the atomic number Z of the simulated primary.
The generated flux Φgen can be expressed in terms of number or generated
events Ngen times the probability density function pgenpEq per generation area
Asum and observation time T . Substituting this in Equation 3.2 results in:




Dividing by T , this yields an effective event weight wi which when applied to
a simulated events gives the rate of its occurrence for the target flux Φtarget.
fipEq “






Summing over all the individual event rates the total rate fsim over all energies




fi “ fsim (3.5)
Using the relation Equation 3.5 and the Poisson error of
?
N it is possible to











An often quoted number is the effective livetime Te f f , which is defined as the
time for which the relative error ∆ ff on the total simulated rate ∆ f is the same
as the relative uncertainty in a real experiment[124]. To obtain the effective





















3.2 General notes on event reconstruction
With the requirement of Nexp “
řN









where T is identified with the effective livetime Te f f . However a useful quan-
tity, it has to be mentioned that the so obtained value can be misleading if used
on a filtered set of events. Due to this reason, in this analysis the estimation of
the statistical power of the background simulation is performed by comparing
the production spectrum to the expected flux in nature as described in subsec-
tion 3.1.1.
3.2 General notes on event reconstruction
3.2.1 IceCube coordinate system
Convention places the origin of the right-handed, Cartesian IceCube coordinate
system close to the center of the instrumented volume of the final configuration
of the detector. The z axis is pointing away from the center of the Earth and is
thus normal to its surface. The z position of the ice surface is then defined at a
z position of 1948.07 meters. The x axis is aligned with the zero meridian and
points directly to Greenwich. Directions in this coordinate space are defined by
the two angles Θ, Φ of a corresponding spherical coordinate system. By conven-
tion, the coordinate vector is pointing in the direction of an incoming particle.
The zenith angle in the IceCube coordinate system is related to the zenith angle
in any standard spherical coordinate system by the relation:
ΘIceCube “ π´ Θstd.sph. (3.9)
I.e. a particle entering the detector directly from above has a zenith coordinate
of 0˝.
3.2.2 Charge reconstruction
To extract the PMT response and finally the charge from the digitized PMT
signal, the channel counts need to be converted to Volts, and eventually the
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Figure 3.4 – The IceCube coordinate sys-
tem, figure taken from [125]
raw waveform has to be calibrated. One of the most important calibration fea-
tures is the correction of droop, which is a non-constant PMT signal baseline
voltage. After these corrections, the digitized PMT signal is unfolded with a
pulse template, and each of the unfolded pulses is assigned a starting time,
charge and width. For this task, several algorithms are available to the Ice-
Cube collaboration. For the data used in this work, the Lawson-Hanson non-
negative linear solving algorithm was applied[126].
3.2.3 Cascade energy measurement
A particle of initial energy Ein interacting in or close to IceCube will lose a frac-
tion of its energy in the detector, the so called deposited energy Edep. Of the
deposited energy, again only a fraction can be directly measured by IceCube, as
the detector is only sensitive to optical light in a certain range of wavelengths.
Performing an energy measurement thus needs the definition of a figure of
merit, which allows to infer the initial energy.
In the case of an interacting neutrino of energy Ein a cascade might emerge
close or inside the instrumented volume. As discussed in subsection 2.1.1, the
process which creates such a cascade is typically deep inelastic neutrino nucleon
scattering (DIS). Two scenarios exist, neutral current and charged current inter-
actions. In neutral current interactions, the neutrino loses energy and contin-
ues traveling, leaving the detector. In the second scenario, the neutrino trans-
forms to its correspondent charged partner lepton which then will create ei-
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ther a secondary cascade or in the case if a muon is created, it can also leave
the detector. Both cases are indistinguishable for the here presented analysis,
however a lower sensitivity of the analysis to νµ charged current interactions is
expected due to the fact that tracks are more likely to be rejected by the event
selection as they have a high probability to be created by incident cosmic ray
muons. As further discussed in subsection 2.2.6, the primary cascade induced
by DIS, includes hadronic fragments, which might fail the requirement to pro-
duce Cherenkov light and are thus invisible to the instrument. To define the
above requested figure of merit, the visible energy Evis is introduced. It is the
energy a single, purely electromagnetic cascade needs to have to produce the
amount of measured Cherenkov light.
The visual energy is a lower limit for Ein and Edep. To measure the visual energy,
several energy proxies exist, such relevant to this analysis are described in sec-
tion 3.4. To infer to the true energy, in principle an unfolding with the detector
response has to be done, however as can be seen in Figure 3.5, the reconstructed
energy - the measure for the visible energy - is in the case of cascades strongly
correlated to the incoming particle energy. Hence the measured energies are all
given in reconstructed energy.
3.3 Hit cleaning
A certain fraction of pulses in each event can be attributed to electronic noise
of the individual optical modules. Especially so called timing variables exploit
heavily the fact that the detector response to a particle interaction has certain
but often only small features. These features might be superimposed by noise
pulses, and such it is of great interest to remove these noise pulses from the
series before applying such algorithms.
3.3.1 Time window cleaning
A simple, though effective way to perform a pulse cleaning is the application
of a time window cleaning, where the time window is the approximate time
needed by a muon to travel through the instrumented volume of IceCube. This
is about 6 µs and can be understood as an upper limit on the average expected
event duration time for the events of relevance to this analysis.
69
3 Event simulation and reconstruction
5.0 5.5 6.0 6.5 7.0 7.5 8.0





































Figure 3.5 – The correlation between true neutrino energy and the reconstructed energy
which is a measure for the visible energy is strong up to high energy. The Glashow
resonance is visible at 6.3 PeV. The νe dataset is shown, which is weighted to an E´2
spectrum after the application of all filters. For a description of the filtering, see chapter 4.
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The algorithm works in such a way, that a time window of pre-defined length is
shifted over the pulse series until the pulse sequence with the highest charge in
this time window is found. All pulses outside this time window are removed.
While useful for algorithms which rely on the timing of certain features in the
pulse series, such a clean pulse series can not be used for likelihood reconstruc-
tions which incorporate the noise contribution.
3.4 Reconstruction of event properties
In the following, the algorithms which calculate quantities which allow to in-
fer the interaction parameters are briefly discussed. The reconstructed event
properties like energy, direction or topology are useful for the separation of
background and signal. The description is based on mainly on [118, 127].
3.4.1 Simple energy proxies & quality parameters
In cases where a fast calculation is more important than an accurate result, the
energy of an event can be estimated by counting the number of DOMs which
were triggered or summing up the total charge they have observed. However
simplistic, using this values as energy proxies is justified due to the fact that the
light yield of a cascade scales linearly with its energy. Although in the case of
uncontained cascades, light will not be recorded due to the lack of instrumen-
tation and thus the correlation of these variables and the energy of the cascade
is much weaker. For this event class, these values will systematically under-
estimate the true energy. As they will underestimate the energy of signal and
background events similarly, this is not a problem as long as these variables are
only used for the purpose of background suppression, as they are in the analy-
sis presented.
NChannel
The number of active channels or DOMs with observed pulses is a crude en-
ergy proxy as it varies largely with the position of the interaction vertex. The
variable NChannel yields naturally small values for low energetic events, or for
events which are outside the detector, or for muon tracks with only a few, dim
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catastrophic energy losses. Besides rejecting low energy background events, N-
Channel serves in the scope of this work as an estimate of event quality, as e.g.
topology variables need a certain amount of active modules to be able to de-
rive the spatial form of the event. This is especially important as for vertices
at the edge of the instrumented volume, the hit pattern might look different
than the patterns these algorithms were optimized for. For a series of events
with an increasing number of active channels, however this differences are get-
ting smaller, and thus requiring a minimum of active channels ensures that the
calculation of such variables yields the expected result.
QTot
The total amount of collected charge of all active DOMs in an event serves as
a crude energy proxy. It provides also a measure of cascade event quality for
this analysis, which is complementary to NChannel: In events with many active
DOMs, NChannel is large, but when only little light in the event is deposited,
QTot yields a small number, even if NChannel is large. This might be e.g. the
case for a dim muon track, which crosses the entire detector, leaving only a
few hits in each optical module, or for a cascade far outside the instrumented
volume where the registered light is scattered multiple times and thus many
DOMs record only few photons.
Requiring thus a minimum amount of observed charge in combination with a
minimum number of hit DOMs suppresses not only a large fraction of muon
background, but also ensures a minimum event quality so that the calculation
of sophisticated variables yields the expected result, as this variables rely on a
meaningful hit pattern.
3.4.2 Topological event properties
The different hit pattern topology of shower-type and track-like events is ex-
ploited by a series of variables which use simple geometrical criteria to deduce
the topology of an event.
These variables are designed to reject the large and mostly track-like atmo-
spheric muon background. As the variable calculations can be done analyti-
cally by solving simple equations, the computing power needed to calculate
these variables is low.
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FILLRATIO
The algorithm which calculates the variable FILLRATIO deduces the sphericity
of a measured hit pattern by calculating the ratio of hit DOMs over the number
of all DOMs inside a chosen sphere. For a reasonable chosen radius, this num-
ber should be close to 1 in the case of a high sphericity, as it is expected for a
shower-type event.
In contrast, for a track-like event, most chosen radii lead to spheres with a FILL-
RATIO much less than 1. However, the challenge is to find a suitable radius.
Several options are provided by the algorithm, but using the RMS of the dis-
tance of all hit DOMs to a pre-defined vertex seems to be the most powerful
choice and is used in this and other cascade analysis[118, 127].
This variable has also proven useful to reject coincident atmospheric muon
events, that is events where two or more muons - or bundles - from different
air showers are present within the time of a trigger window in the detector.
DIPOLEFIT
The dipole moment M⃗ of a hit pattern is calculated as the sum over all unit
vectors which point from a hit DOM at position r⃗i´1 to the DOM at position r⃗i











The direction of M⃗ gives a very rough direction estimate. The value |M⃗|, is sen-
sitive to the isotropy of the photon flux emitted by the source. As a cascade
signature emerges from a close to isotropic light source in its center, small val-
ues are expected for that hypothesis, in contrast to the moving Cherenkov cone
moving along the track of a muon.
CFIRST
CFIRST provides a vertex estimate by calculating the center of gravity (COG)
x⃗COG of the observed hit pattern[101], which is the weighted mean of pulses
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The weights can be chosen in such a way that either only the first pulse is
weighted with the total charge observed by the DOM or all pulses are weighted
with their observed charge respectively. The weighting can also be disabled by
setting each wo “ 1.
As the COG does not include timing information, the vertex time is calculated
with a sphere around the center of gravity. The radius of the sphere, which
can be also expressed as a flight time of photons, is then optimized so that
a given threshold number of observed hits can be causally connected to the
found center of gravity. The performance of CFIRST is limited in case of un-
contained events, as per construction the COG can only be inside the instru-
mented volume. However, for the analysis presented, the calculated vertices
by CFIRST are only used to seed more elaborate reconstructions and thus only
serve as a rough estimate for the vertex position.
TENSOROFINERTIA
In analogy to the construction of a tensor of inertia in classical mechanics for
an ensemble of mass points, a similar quantity Ik,l can be constructed for an














The index α is used to adjust the weighting of the individual DOMs. In the sim-
plest case, if α “ 0 all DOMs are treated equally independent of their observed
charge. Knowing the quantity Ik,l for a given hit pattern and α allows to derive
the eigenvalues of this tensor. The eigenvalues J1,2,3 can be used to deduce the
sphericity of the hit pattern, by calculating:
JR “
J3
J1 ` J2 ` J3
(3.13)
which is the eigenvalue ratio JR, and J3 is the smallest of the eigenvalues. For a
perfectly spherical hit pattern, three equal eigenvalues are expected, and thus
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JR “ 1{3. In contrast the elongated hit pattern of a muon track will yield smaller
values.
LINEFIT
This fast first guess reconstruction is designed to calculate a first estimate of
the incoming particle direction[129]. This is achieved by minimizing the dis-






pr⃗i ´ r⃗ ´ v⃗ ¨ tiq2 (3.14)
In this equation N denotes the number of hits, v⃗ is the velocity of a track con-
necting the hit DOMs at position r⃗i « r⃗ ` ⃗vLF ¨ ti. The minimization is done
with respect to the fit parameters r⃗ and v⃗, which define the fitted track. The
differentiation can be done analytically and yields for the two parameters:
r⃗ “ xr⃗iy ´ ⃗vLFxtiy, ⃗vLF “
x⃗ri ¨ tiy ´ x⃗riy ¨ xtiy
xt2i y ´ xtiy
2
(3.15)
where the mean of a parameter xxy “ 1N xi is defined as the mean with respect
to all hits N. With these resulting vertex point and velocity vector a direction
can be calculated. The value of | ⃗vLF | is interesting by itself, as it is an approxi-
mation of the speed by which light propagates through the detector along the
calculated track. This quantity will be close to the velocity of light for an accu-
rate enough reconstructed track and an incoming muon. In contrast, for a par-
ticle shower emerging from the interaction vertex, this quantity will be close
to zero. Exploiting this fact, the variable | ⃗vLF | can be used to reject track-like
background. Meanwhile, a refined version of this algorithm is available[130],
which performance has been improved especially for coincident events, and
the emission profile of Cherenkov light has been added.
QMax /QTOT
Tracks of atmospheric muons which pass very close or even through a single
DOM might deposit a large amount of charge in that single DOM - especially if
the incident muon has a catastrophic energy loss at that position. Such events
are thus often called “balloon events”. If the rest of the track is dim, events
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might falsely be classified as a high quality cascade like event by many of
the variables described above. Oftentimes, sophisticated reconstructions as de-
scribed in subsection 3.4.6 falsely attribute high reconstructed energies to such
events.
A variable, which is sensitive to such events is the ratio QMax/QTot of the max-
imum of the observed charges by all active DOMs and the sum of all observed
charges.
3.4.3 Geometry & Containment
The event rate is not uniform over the instrumented volume of IceCube. In the
upper part, atmospheric muons are more present than in the lower part, and
there are regions where the transparency of the glacial ice is reduced.
Variables like the topology variables described in subsection 3.4.2 perform sli-
ghtly different at different positions in the detector, due to different transparen-
cy of the ice or due to the fact that only parts of the hit patterns are present as
it happens at the sides or the corners of the detector. To avoid large spreads in
the values which are qualifying a high quality event, it might be desirable to
exclude certain regions of the detector from an event selection.
Containment variables provide veto criteria, to shield a fiducial volume again
incoming atmospheric muons as e.g. used in [127, 131]. As the here discussed
analysis searches explicitly for events with vertices in such veto regions con-
tainment variables are used to identify these regions.
XYSCALE
The parameter XYSCALE provides a quantity which allows to distinguish if the
x and y coordinates of an event vertex are contained within the polygon which
traces the detector boundaries in these dimensions. Its implementation follows
the idea to scale the polygon in such a way, that the point with the reconstructed
vertex coordinates x and y is an element of the scaled polygon. XYSCALE is
then the fraction of the areas of the scaled polygon and the polygon tracing the





ă 1 for vertices inside the detetector boundary polygon in x and y
ą 1 all other vertices
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z-position of the vertex
To complement the information given by XYSCALE in the x and y plane, the re-
constructed vertex z-position is used. Both variables together allow to identify
if the vertex is in the region of interest to the analysis.
Distance from bottom edges
The distance of the reconstructed vertex from the most bottom DOM on each
of the strings which mark the edges is a helpful criterion to identify the bottom
corners of the detector.
Due to the exposed position of the DOMs in this corners, events with vertices
close the bottom DOM on these strings are often classified as high quality cas-
cade events, because oftentimes any hints of a track can not be seen by the in-
strument due to the lack of instrumentation. Also the phase space which muon
tracks can occupy without leaving light in the detector is largest in this region,
thus background rejection techniques may fail fairly often in this region. The
distance from the bottom edges provides the possibility to exclude this worri-
some region from the analysis.
3.4.4 Split reconstructions
Testing the stability of the fitted parameters of a shower under the removal of
pulses from the event, yields a hint if the assumption of a shower-type event is
reasonable.
Two ways of splitting the hit pattern are possible: Splitting in time or in space.
After splitting, each sub pattern is reconstructed individually with a cascade hy-
pothesis. For this purpose, the algorithm CASCADELLH (see subsection 3.4.6)
is used to provide vertices for both sub-patterns. Variables which are then cal-
culated are the spatial and temporal displacement of the vertices.
CORECORONASPLIT
If the algorithm is given a pre-calculated vertex, an energy dependent radius
is calculated. The calculation follows a parametrization, which is based on an
estimate how far the emitted light from the vertex can travel without being
scattered.
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Within this so-defined sphere all pulses are attributed to be “sphere-type” pul-
ses, the pulses outside are attributed to be “shell-type” pulses.
Applying a cascade reconstruction algorithm on both split pulse series allows
to calculate vertex displacement. As for the point like, isotropic light emission
profile of a cascade hypothesis, the vertex is expected to be invariant switching
between both pulse series, the spatial displacement and time difference provide
criteria to reject track like background.
TIMESPLIT
The pulse series is sorted in time and split in two halves, yielding two disjoint
pulse series. For both pulse series, reconstructions are performed individually
and the differences between the two sets of individual reconstruction results
are calculated. As for CORECORONASPLIT, a cascade like event is expected to
be reconstructed the same when exchanging the two pulse series in the recon-
struction.
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3.4.5 Causality criteria
TOPOSPLITTER
The IceCube trigger logic in its implementation at the time of this work is not
able to trigger on individual physics events, e.g. a muon entering the detector.
Instead it does trigger on on a certain number of DOMs observing pulses in a
certain time window. If ongoing activity in the detector is registered, the trigger
window is elongated to account for that. Coincident, but causally unconnected
events, e.g. an incident atmospheric muon followed by a later cascade induced
by an atmospheric neutrino might end up in the same triggered event.
To separate these coincident events, the algorithm TOPOSPLITTER was intro-
duced. It searches for causally connected sub-patterns in an event and splits the
event accordingly, storing the number of splits of the event as well. Two pulses
are seen as causally connected, if their distance in time and space is compatible
with a hypothetical particle moving with the speed of light could cause these
pulses. An additional error margin can be configured for the algorithm, which
was set to a microsecond for this work. Also requirements on the hit-cluster
size can be set, which were fixed to 4 microseconds in time and 400 meters in
horizontal as well as 30 meters in vertical directions.
In this work, TOPOSPLITTER was used to tag and remove coincident events
which have a split count larger than 1.
DTNEARLY
Assuming a simple point-like light emitter hypothesis at a given vertex x⃗ and
no scattering, light will travel isotropically with the local speed of light in the
ice from this point to the individual sensors oi and be recorded.
If the vertex assumption is correct, no sensor oi will register hits at times earlier
than the direct travel time added to the vertex interaction time. The direct travel
time is given by tgeo “ d{cice with the distance d between sensor and vertex and
the speed of light in ice cice. Calculating the time difference dt f irst hit between
the first recorded hit minpthitoi q and tgeo allows to identify deviations in the hit
pattern from the hypothesis:
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If dt f irst hit is found to be negative, this indicates that either the given vertex
position or the event hypothesis of a shower type event is not accurate. How-
ever, to account for the uncertainty in a vertex reconstruction even for high
quality cascades one needs to allow slightly negative values. Due to its sen-
sitivity to individual hits - a muon track only needs to leave a single pulse
which does not match the cascade hypothesis in the detector - the background
rejection power of DTNEARLY is the largest among the variables used to sup-
press background for this work. It is especially useful when large parts of the
track remain undetected, e.g. when a muon flies by the instrumented volume,
leaving only very few hits of the track in the detector, but a large catastrophic
energy loss. In these cases, oftentimes DTNEARLY is the only variable classify-
ing these events correctly. The variable profits massively from a very accurate
vertex reconstruction and a cleaning of the pulses series which is provided to
DTNEARLY , because uncorrelated noise hits remnant in the pulse series will
lead to a false classification of the event if being “too early”.
Reconstruction quality Qexp/Qobs
One specific class of background events which are rare, but able to pass the
track-rejecting criteria are especially critical for a diffuse analysis as described
in this work: Low or medium energetic events which are reconstructed to very
high energies by the sophisticated energy estimators as described in subsec-
tion 3.4.6. Such misclassification is rather rare, however even a single of these
events will distort the measured spectrum if found in the final sample.
The reason for misclassification is in most cases caused be a wrong event hy-
pothesis: Muon bundles which strife the detector close to the edges or the large
dust layer might deposit light which triggers a hit pattern which obeys all im-
posed shape and timing criteria conditions, but its nature is a smother light
deposition in time than the point-like emission of a catastrophic loss.
Sophisticated energy estimators incorporating likelihood methods then tend to
reconstruct such events as far outside the detector, however with a large re-
constructed energy, based on the wrong vertex. The value of the likelihood
provides a handle on the accuracy of the used event hypothesis, however at
the time of this work the value of the likelihood had a poor agreement between
data and simulation. A more robust criterion to identify the accuracy of the
event hypothesis with a better agreement of data and simulation is provided
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by the ratio of the measured charge Qobs and the expected charge Qexp for the
given event hypothesis. If this values deviates from unity, this can indicate that
the reconstructed energy is not accurate.
3.4.6 Likelihood reconstructions
The probability PpR|Cq to observe a given detector response R can be reinter-
preted as the likelihood LpC|Rq for the hypothesis C being true given the detector
response R. Then L differs only by a constant factor from P. Maximizing the
likelihood with respect to the hypothesis will return the best possible hypothe-
sis if the likelihood models the detector response perfectly.
The detector response can e.g. be expressed by the times thiti of recorded charge
in a time bin i and the charges nhiti per bin, or in simpler cases only by observed
charge per DOM. For shower-type and track-like events, an event hypothesis
with 7 parameters can be formulated, which yields an accurate description of
the observed event for most cases: Interaction vertex (x,y,z,t), direction (Θ,Φ)
and a the visible energy Evis. The latter is further described in subsection 3.2.3.
The probability that a given DOM o records some charge in a time bin i corre-
sponding to a number of photo electrons noi is given by the Poisson probability
for the expected number of photo electrons µoi assuming a certain event hypoth-




















This likelihood includes a term (I) for each hit optical module, which can it-
self be written as a product of individual terms per each time bin i. The term
(II) in the likelihood accounts for the probability that an optical module does
not record any hits. The most likely event hypothesis C to cause the observed
response R is then found by maximizing L with respect to the hypothesis. To
avoid numerical instabilities, this is typically done by minimizing L “ ´ lnL.
This is justified, as the likelihood is not normalized and thus its absolute value
is of no relevance for a probabilistic statement. The likelihood in Equation 3.17
is implemented by different algorithms used throughout this work. Dependent
on the use case for such an algorithm, the number of bins, the noise model used
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to calculate noi, the calculation to obtain µoipCq or the number of parameters in
the event hypothesis C differ.
ATMOSPHERICCASCADEENERGYRECO
Implementing a per-DOM likelihood following Equation 3.17 by setting one
time bin per DOM o, the reconstruction algorithm ATMOSPHERICCASCADEEN-
ERGYRECO - or short ACER - allows the fast energy reconstruction for shower-
type events[132].





pµo ´ no logpµoq ` logpno!qq (3.18)
The energy is reconstructed by assuming that the observed charge µo per DOM
scales linearly with the energy, which is justified as described in subsection 2.2.4.
µo “ Λo ¨ E (3.19)
Where Λo is the scaling factor. The linear assumption is justified, except in the
very high energy regime where DOMs get saturated.
Using Equation 3.19 with Equation 3.18 and solving dL{dE “ 0 allows to find
the minimum value of the likelihood with respect to the energy. For the case of















The value of Λo for an energy of 1 GeV is stored in lookup-tables, which incor-
porate the optical properties of the ice. These tables are further described in
subsection 3.1.3.
In the case of noise, µ has to be substituted with µ0 ` rT where r is the noise rate










Ao “ 0 (3.21)
which can not be solved analytically, so ATMOSPHERICCASCADEENERGYRE-
CO utilizes a simple root finding algorithm for that purpose.
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SPEFIT
In a simple model, assuming only Cherenkov light emitted by a muon track
and no scattering, the DOMs will measure the pulses at relative hit times thit “
tgeo, where the geometrical time tgeo is given by the flight time of light on the
shortest possible path. For scattered light, the actual travel path might be longer
and a relative residual time tres “ thit ´ tgeo can be defined. The first recorded
pulses in each DOM are those for which scattering had the least impact.
For SPEFIT , short for single photo electron fit, only the very first pulse of each
DOM is considered1. The algorithm is implemented as a direction reconstruc-
tion for muon tracks and thus does not fit for the energy. The likelihood is
minimized by numerical methods. As most muon tracks traverse large parts of
the detector the reconstructed angle depends in this cases only mildly on the
local ice parameters and a bulk ice model can be chosen to calculate the value
of the p.d.f. to measure a pulse at the time thit, as further discussed in subsec-
tion 2.5.1.
The algorithm SPEFIT provides a robust and accurate track, however for high
energetic muons above about 1 TeV stochastic losses will occur frequently and
the first hit observed by the individual DOM might actually be induced by a
catastrophic energy loss which distorts the likelihood. For a more elaborate
discussion of SPEFIT , the reading of [133] is recommended.
CASCADELLH
Similar to SPEFIT described above, the algorithm CASCADELLH [134] is de-
signed as a fast particle shower reconstruction. The implementation follows
a modular way: Analyzers can select the most suitable for their needs among
different likelihoods and minimizers.
In the context of this work, CASCADELLH is configured to use a likelihood
similar to SPEFIT implementing a Pandel p.d.f., which is then minimized us-
ing a Powell algorithm[135]. Only the leading edge times of the first measured
pulses and the total charge of the DOMs are considered. The algorithm is not
able to take DOM saturation into account and does not account for the layered
structure of the ice. Besides the vertex, the algorithm provides also the abso-
lute value of the calculated log-likelihood, normalized to the number of pulses
1It has to be noted that this pulse might have a charge other than 1 PE, despite the name of SPEFit
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used in the calculation. This variable is denoted as “reduced log-likelihood”
and used in the context of this analysis to provide a vertex reconstruction on
lower cut levels. CASCADELLH does not provide an estimate for the energy.
CREDO
Implementing the full log-likelihood following Equation 3.17, the algorithm
referred to as CREDO [136] provides estimates for all 7 parameters of the event
hypothesis Cpx, y, z, t, Θ, Φ, Evisq.
The time binning used for this algorithm is given by the individual extracted
pulses, each pulse considered as its own bin. The expected charge µoi in each
bin i is given by the tabulated delay-time p.d.f. dPdt
`
x⃗o, toi ´ tgeo ´ tcscd
˘
with the
direct travel time of photons tgeo and the interaction time tcscd, scaled by the




times the read out time ∆toi per
DOM oi:











The tabulated delay-time p.d.f.s are further discussed in subsection 3.1.3. The
dark noise νnoise is assumed to be the same for all DOMs.
The minimization of the 7 parameter log-likelihood is performed by the MI-
GRAD minimizer.
The algorithm provides a large variety of parameters and correction functions
for high energetic events to avoid problems for the breaking linearity between
observed charge and energy due to saturation of DOMs. CREDO is an accu-
rate reconstruction algorithm with resolutions for the reconstructed vertices in
the order of several meters and the reconstructed energies in the order of about
20%.
MONOPOD
Basically a refinement of CREDO , the algorithm MONOPOD [137] exploits the
fact that the energy can be calculated from the likelihood analytically or by root
solving, as it is implemented in the reconstruction algorithm ATMOSPHERIC-
CASCADEENERGYRECO , described in Equation 3.4.6. To do so, the likelihood
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is first minimized in 6 dimensions and then the corresponding energy is cal-
culated. The need to minimize only a 6 dimensional likelihood instead of a
function in 7 dimensions reduces the execution time massively[138]. The algo-
rithm MONOPOD allows a few improvements over CREDO. Among these, it
features individual dark noise rates per DOM and a more sophisticated han-






The main goal of the presented analysis was to develop and establish an event
selection for shower-type events which have their reconstructed vertices out-
side or at the edge of the instrumented volume of the IceCube detector. Since
IC40[118], events which fall in this category have been removed from analysis
which focus on shower-type events[127, 139].
In this chapter, an event selection is described which is capable of selecting
shower type neutrino candidate events at the edge of IceCube with reconstruc-
ted energies larger than 34 TeV. Individual filter steps of the event selection are
discussed in detail and the obtained sample is presented.
4.1 Overview
The event selection presented here targets events above an energy threshold
of 34 TeV. It has an effective area exceeding the effective area of a typical con-
tained analysis at 100 TeV[63]. The selection has a lower neutrino purity («70
%) when comparing with searches for well contained particle showers (purity
« 95%[63]). However it has to be taken into account, that this selection is not
tailored towards a discovery of an astrophysical neutrino signal, as previous
searches were, as IceCube already claims discovery of such a signal[23]. Follow
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up analysis of the discovery try to measure the spectrum more precisely and ad-
dress questions about flavor ratio and a preference of a cut off. The results on
the measurements of these properties are suffering from a large statistical error.
An approach to face the large statistical error is the combined fit of multiple
event samples simultaneously[59]. The combination with other event samples
then increases the statistical power to search for features in the energy spec-
trum. The here presented event selection is tailored to be combined with other
samples, therefor the overlap with other sample was kept as low as possible.
The here presented sample was developed under these considerations:
1. It was especially designed to be independent to a recent IceCube contai-
ned particle shower search, thus ensuring a minimal overlap to similar
searches.
2. Being the first of its kind, it needs to be shown that a good signal-to-noise
ratio and a reasonable selection efficiency can be achieved for this sam-
ple. Only then it can contribute valuable information in IceCube’s task to
reveal the nature of the sources of cosmic rays.
3. Relying on a background estimate derived entirely from Monte Carlo sim-
ulation, the sample has to be consistent with the prediction. A clear focus
on agreement between data and Monte Carlo was set during the devel-
opment of the sample. Following a simple straight cut approach instead
of using machine learning techniques helped the understanding of differ-
ences between data and the Monte Carlo simulation.
4.2 Dataset
The here discussed event selection was developed based on simulation for sig-
nal and background as well as a subset of the experimental data. For the de-
velopment, signal and background simulated specifically for the IC79 season
was used, together with 10% of the experimental data of this season. This so
called blind approach is a common technique when the specific properties of a
signal are unknown. After an collaboration review process, the developed filter
criteria were applied to the 90% of the experimental data. Being confident of
the results, the selection was then applied to the following year of experimental
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data as well, following the same procedure. In the final fit, also the 10% data
used for the development of the analysis were included.
Within the first of these two seasons, IceCube was still under construction and
the last 7 strings were deployed to complete the array. The detector configu-
rations with 79 and 86 strings are not very different in terms of physics capa-
bilities. The geometry was only slightly changed as illustrated in Figure 4.1.
The larger footprint of the detector at the surface resulted also in an increase of
the fiducial volume for the selection, which can be seen in Figure 4.1 as well.
Trigger rates increased due to the additional instrumentation as can be seen in
Figure 4.2. The criteria for the filtering which is performed directly at the Pole
as (described in subsection 4.4.2) and L3 filtering to select shower-like events
(see subsection 4.4.3) changed as well. Despite these changes, it was found that
the selection needed only a minimal adaption when applied to IC86 data.
4.3 The sister analysis - contained cascade search
As this event selection was designed to be statistically independent from a spe-
cific other IceCube analysis[63], the analysis in question is briefly discussed
here.
Having two separate samples allows to optimize separately for contained and
uncontained events, which is also quite naturally a split of a low-and-high en-
ergy sample and a high-energy sample only. This also allows for consistency
checks between the two samples.
The sister analysis is optimized for well contained particle showers starting at
reconstructed energies of 10 TeV. It features a straight cut event selection with
a Monte Carlo background estimate. The same Monte Carlo was used for both
analysis, with the exception of low energy background simulation, where low
energy means energies of the primaries per each nucleon smaller than 30 TeV.
This low energy simulation was not used by the uncontained event selection,
due to the final energy cut of 34 TeV. The sister analysis utilizes variables de-
scribed in chapter 3. One of its strongest background suppressive variables is
the reduced log likelihood of CASCADELLH , which was not used for the uncon-
tained search. The reason for this was that the quality of the description of the
variable by the background Monte Carlo simulation decreases with increasing












































































IC79 analysis fiducial volume
IC86 analysis fiducial volume
A
H
Figure 4.1 – A view on IceCube from above, string numbers indicated. The scale is
about 1:11759. The corners of the array are labeled with capital letters, starting from “A”
in the lower left corner in the figure at string number 1 (or 2 in the case of IC79), going
clockwise to the lower left corner.
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the inner part it shows a decent agreement. The effective area of this analysis
is displayed in Figure 4.17. The contained analysis observes 152 events, from
which about 60% have not been reported previously. Fitted to Monte Carlo tem-
plates of atmospheric muons, neutrinos and a astrophysical benchmark signal,
the data prefers an astrophysical flux with a soft index of about 2.7. No indica-
tion for features in the power law have been observed and the data is consistent
with itself if split in Northern and Southern hemisphere.
4.4 Filtering
As can be seen in Figure 4.2, IceCube records each second about 2000 - 3000
events, the exact number dependent on seasonal variations. The overwhelm-
ing part of these events are atmospheric muons. The number of expected sig-
nal events, which can be roughly estimated by taking an astrophysical flux with
the approximate intensity in the order of the Waxman-Bahcall limit (see Equa-
tion 1.2.4) and the effective area of IceCube results in several observed events
per year in the energy region of interest.
The reduction of the background is done by the use of the variables presented
in section 3.4. The filtering reduces the massive amount of data to manageable
levels, which is about in the order of 100 - 200 TB per season. It is organized in
different filter levels, each dedicated to remove a certain class of background.
The division of the filtering in different levels has also another purpose: Many
algorithms need intensive computing resources and can not be applied to all
triggered events. On a filter level higher in the filtering chain, this is however
possible.
4.4.1 Trigger
The basic trigger condition requires 8 individual optical modules to register a
photon. To trigger it is also required that these 8 individual modules fulfill a
local coincidence criterion which is satisfied when neighboring DOMs are trig-
gered (see HLC as discussed in subsection 2.4.2). The full detector is then read
out within a time window of 4 microseconds before the trigger and 6 microsec-
onds after the trigger. The trigger rate as shown in Figure 4.2 varies by about























Figure 4.2 – IceCube trigger rates for the 2011/2012 datasets used in the analysis.
atmospheric conditions. The atmospheric overburden at the South Pole varies,
and these density changes alter shower topology and the interaction probability
of muons with the atmosphere and thus the rate of muons registered at Earth’s
surface varies.
The information of all triggered events is stored on disk or tape at South Pole.
Due to the limited bandwidth of the satellite connection of about 100 GB/day
to the South Pole only a subset of the triggered events is transfered to the North,
which is the starting point for any further filtering and processing.
4.4.2 Level 1 filtering
A full-grown data center at South Pole provides the capability to filter the
triggered data according to the requirements of the different physics working
groups in the collaboration. The primary need for the filtering at South Pole is
given by the limited bandwidth of the satellite connection, hence a reduction
of the data rate is required. For this analysis, only events which were tagged as
shower-type at the Pole were used. As the computing power at South Pole is




background E´2νe bandwidth data rate
suppression efficiency GB/day (1/s)
ą 0.06 ă 0.09 98% 74.28 5.98 21
Table 4.1 – IC79 cascade filter run at Pole. Two criteria are invoked: Eigenvalue ratio
calculated by TensorOfInertia (ToI) and the calculated velocity by LineFit (LfV). The
efficiency for a simulated astrophysical cascade signal with the benchmark E´2 spectrum
the filter was optimized as well as the used satellite bandwidth for the satellite transfer
and data rates are given. Values taken from [140].
“up-going” “down-going”
zenith ą 56.03˝ ă 56.03˝
rlogl ď 10.5 ď 10.7
Lfv ď 0.12 -
ToI ě 0.05 -
Table 4.2 – The selection criteria for
the cascade Filter for the IC86 sea-
son, taken from [141]. The sample
is split in two regions defined by the
zenith angle of a track likelihood al-
gorithm. Further applied are filter
criteria based on a likelihood calcu-
lated by CascadeLLH (rlogl) and the
same first guess algorithms as in the
IC79 season, the eigenvalue ratio of
TensorOfInertia (ToI) and the Line-
Fit velocity (Lfv).
IC79
For the needs of the cascade filter, the eigenvalue ratio of TENSOROFINERTIA
described in Equation 3.4.2 as well as the absolute velocity |⃗vLF | calculated by
LINEFIT as defined in Equation 3.4.2 provide such criteria. The rate of events
tagged by the cascade filter is about 30 events per second, which is a reduction
by about 2 orders of magnitude compared to the trigger rate. The settings of
the filter for the IC79 season can be found in Table 4.1.
IC86
For the dataset of the IC86 season, a slightly different approach was chosen for
the cascade filter. The reason was a higher desired efficiency for low energetic
events. The eigenvalue ratio JR of TENSOROFINERTIA as described in subsec-
tion 3.4.2 will result in a value of 0 for single and two string events where the
value for the smallest eigenvalue is always 0. Therefore the sample is divided
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in two filter regions, the split is defined by the calculated zenith angle of a track
likelihood reconstruction. Naturally, the up-going region is less background
dominated, and so no further requirements on values calculated by TENSO-
ROFINERTIA or LINEFIT were necessary. For the down-going sample however,
the values from the IC79 season were re-optimized and altered accordingly. As
from this season on also CASCADELLH (see Equation 3.4.6) is run at Pole, the
calculated likelihood by this algorithm is exploited as filter criterion. The set-
tings for the two branches of the IC86 cascade filter are listed in Table 4.2.
4.4.3 Level 2 processing & level 3 filtering
The next filtering steps on the data stream are performed on the transferred data
in the Northern hemisphere. This allows for more CPU intensive algorithms,
e.g. for reconstruction and hit cleaning to be run on the data stream. Before
the filtering happens, a joint processing level, denoted as level 2 processing is
performed. The level 2 processing is run on all events which are transmitted
to the North, afterwards the individual level 3 filters split the data stream in
physics related sub-streams, where events which do not fulfill the respective
quality criteria are discarded from the stream.
The reconstructions which are needed for the filter decision are calculated most-
ly at the level 2 step, these are e.g. SPEFIT and CASCADELLH . More cas-
cade specific reconstruction algorithms like ATMOSPHERICCASCADEENERGY-
RECO or CREDO are part of the level 3 processing (for a description of recon-
struction variables see section 3.4). Between the two seasons of data used in this
analysis, the filter were changed: The level 2 filtering was changed only slightly,
one of the changes of relevance in the context of this analysis was the reduction
from 4 to 2 iterations of the SPEFIT track reconstruction, which provides the
zenith angle which is used as filter criterion in this event selection. The level 3
processing however was changed more dramatically, which results in an over-
all drop of rate for the IC86 season when compared with the IC79 season. The
requested baseline for the level 3 processing is a reduction of about 2 orders of






  3.25 1/s
FillRatio > 0.5
  1.58 1/s
Pole cascade filter
Cut on L2 variables
  27.75 1/s
 4.62 1/s
Uncontained branch
  0.42 1/s
Contained branch
  0.35 1/s
Figure 4.3 – Schematic of the IC79 Level 3 cascade filter, passing rates indicated. First
a nested cut on the quality parameter LLHRatio and the zenith angle of the muon track re-
construction SPEFit, dependent on the energy is performed. The CREDO reconstruction
is applied afterwards. With the vertex of this reconstruction, a simple containment
criterion "L3 Containment" is defined. After this, the stream splits in “uncontained” and
“contained”, depending on the calculated vertex position. Different cuts on the topology
variable FillRatio are performed for each of the sub-streams.
95
4 Event selection
IC79 level 3 cascade filter
Designed to retain a high signal efficiency for a wide range of analysis search-
ing for a cascade-like neutrino signal of atmospheric or astrophysical origin, the
level 3 filter provides a high signal efficiency over a wide energy range from the
1 TeV up to the PeV regime for an atmospheric neutrino spectrum. The signal ef-
ficiency for an astrophysical neutrino spectrum which is expected to be harder
than the atmospheric neutrino spectrum is the same or larger as the efficiency
of the selection increases with energy. To achieve this goal the filter defines two
regions, dependent on the reconstructed energy by ATMOSPHERICCASCADEE-
NERGYRECO. Events with reconstructed energies larger than 10 TeV pass this
first filter step, where events with a lower reconstructed energy have to fulfill
the following two conditions:
1. an energy dependent zenith angle cut based on the SPEFIT reconstruction
to reject downgoing low energetic muon tracks:
cos θtrack ă cos θcrit ” 0.36 ` 0.16 ˆ log10pEACER{GeVq (4.1)
2. the likelihood ratio between a cascade and track hypothesis, where the
calculated likelihoods of CASCADELLH and SPEFIT are used:
ln Ltrack{Lcascade ă 5 (4.2)
After the first filter step, CREDO (see subsection 3.4.6), an elaborate likelihood
reconstruction is run on the sample. With the help of its reconstructed vertex,
a simple containment criterion is defined. To fulfill this criterion, noted further
as “L3 Containment”, the following two conditions must hold.
1. The DOM which observes the largest charge must not be part of the outer
layer of the detector.
2. The reconstructed CREDO vertex must be inside a polygon which is de-
fined by the strings of the outer layer of the detector.







FillRatio > 0.67 FillRatio > 0.5
Pole cascade filter
any rlogl < 8.5
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Figure 4.4 – IC86 level 3 filtering, schematic
Based on this containment criterion, the Cascade level 3 splits into an “con-
tained” and “uncontained” stream. For both streams, the background is re-
duced further with the help of FILLRATIO, although with different cut values.
The FILLRATIO cut for the “uncontained” stream has especially been optimized
for an E´2 neutrino spectrum. The structure of the IC79 level 3 filter is sketched
in Figure 4.3.
IC86 level 3 cascade filter
With the introduction of the event splitting algorithm TOPOSPLITTER, described
in subsection 3.4.5, the level 3 cascade filter was altered after the IC79 season. In
contrast to IC79 there is no different treatment of high and low energetic events,
instead a different split scheme was chosen. In a first step, a multiplicity of the
event is calculated using TOPOSPLITTER. The multiplicity indicates if during
the trigger window another particle interaction that happened independently
from the triggering interaction was registered by the detector. The IC86 level
3 stream is split by multiplicity in two streams, single events and double coin-
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cident events. Events which yield a higher multiplicity were removed. On the
two streams, different filter criteria were applied:
Double coincident stream: Events are only kept if one of the two sub-events
yields a value of reduced log-likelihood calculated by CASCADELLH ă
8.5
Single coincident stream: For this stream a containment criterion similar to
the IC79 level 3 processing is applied. This further on splits the stream in
two more sub-streams. Both of them are required to score high when the
algorithm FILLRATIO is applied. Besides that additional requirement on
the two streams are:
Contained: Number of strings with active DOMs ą 3 and reduced log
likelihood calculated by CASCADELLH ă 9
Uncontained: The number of active DOMs in the event, NChannel ą
120
As the requirements on the data stream are stricter than for IC79, the experi-
mental data is reduced to a rate of 0.30 events per second, compared to 0.77
events per second for IC79.
4.5 Analysis specific filtering steps
The filter levels especially designed for this analysis fulfill various purposes.
First the data rate needs to be reduced, so that computing intensive variables
can be calculated on the reduced dataset. The reduction is done by the level 3a
filter, which reduces the data rate by roughly one order of magnitude compared
to level 3. The computing intensive variables are needed, as the special topol-
ogy of the events which are searched for requires a careful treatment, which e.g.
includes running minimizations with a large number of iterations and select-
ing the best result. Third, a fiducial volume is defined and events which were
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found to be too difficult to reconstruct are removed. Also, it is ensured that the
overlap of this and other samples is small by removing contained events. After
this, the large fraction of track-like background is reduced in the filter level 5,
the next filter level reduces then the remaining cascade like background. The
final step exploits the fact that the astrophysical neutrino spectrum is less steep
than the atmospheric spectrum and sets a lower energy threshold for the anal-
ysis.
4.5.1 Level 3a analysis filter
The first filter level introduced by the analysis requires two conditions for the
data to pass:
1. As the background prediction relies on Monte Carlo simulation which has
a large drop in statistics for cosmic ray primaries with energies smaller
than 30 TeV per nucleon, the background modeling is inaccurate for low
energetic events. Therefore it is required that the reconstructed energy by
ATMOSPHERICCASCADEENERGYRECO is larger than 10 TeV. This is suffi-
cient, since it is very unlikely for a 30 TeV primary cosmic ray nucleon to
yield a muon which deposits a 10 TeV cascade in the ice. Side-effect of this
condition is a large suppression of background muons due to the steeply
falling atmospheric muon spectrum.
2. Due to the reduced ice overburden at the top of the instrumented volume
compared to the bottom, the exposure of the region above the detector
to atmospheric muons is higher than at the bottom region. Also the ice
is less clear and thus reconstructions performance is relatively poor. In
consequence, the region above the instrumented volume of IceCube is
removed with the help of the reconstructed z-position of the vertex calcu-
lated by the single iterative CREDO fit performed at level 3.
After the removal of these events, the remaining ones are reconstructed with 2
different implementations of a 4-fold iterative likelihood reconstructions, CRE-
DO and MONOPOD, where the first serves as seed for the latter. The MONO-
POD vertex serves as input for the calculation of the variables DTNEARLY and
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Figure 4.5 – The distribution of the polygon scaling variable XYScale , level 3a cuts
applied, is shown in the upper panel. The middle panel shows the ratio of data and
all background simulation, the weighted mean value of all bins is indicated with the
horizontal line. The lower panel shows the distribution as in the upper panel, however
cumulative. Besides the experimental data, an astrophysical E´2 flux and the background
components of atmospheric neutrinos predicted by the HKKMS07 and ERS models,
as well as atmospheric muons are shown. The arrow indicates the chosen value for the
fiducial volume of 1.2 in XYScale. The wiggles in the distribution occur where the
scaled polygon matches a layer of strings.
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Figure 4.6 – The distribution of number of modules that recorded photoelectrons, level
3a filter criteria applied. The arrow indicates the requirement of 120 modules, which is
set at level 4. The small kink in the distribution at exactly this value is caused by the
removal of a fraction of these events at IC86 level 3, where the same cut is applied to the
there defined sub-stream of uncontained singles. See Figure 4.5 for a description of the
individual panels of the plot and the individual distributions.
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for the IC79 season at this level.
The reason why contained events are kept on this filter level is that they can be
used for systematic studies later on. All sub-streams of the IC79 and IC86 level
3 filtering enter the level 3a filtering. The data stream is reduced by the level 3a
filter to 0.19 events per second for IC79 and 0.01 events per second for IC86.
4.5.2 Level 4 analysis filter
The L4 analysis filter serves as a first step to ensure event quality, by defin-
ing a fiducial volume and a very simple quality criterion for the data sample.
Cascades which have their vertices outside the instrumented volume of Ice-
Cube can only be detected up to a physical limit: The individual DOMs need
to register a certain amount of photoelectrons above their noise rate in order for
reconstructions algorithms to effectively reconstruct the event. As the light in-
tensity decreases with the distance squared from the event vertex for cascades,
not taking into account scattering and absorption in the ice this limit prohibits
to go further out than about 500 - 800 meters. However, as the phase space
for mis-identified muon tracks increases rapidly when going outside the instru-
mented volume, one finds that even before this limit the signal is buried un-
derneath non-rejectable background. Studies on the level 3a sample revealed
that the distance from the detector of about one string spacing (125 m) out-
side of the instrumented volume independent from the energy of the event is a
good compromise between the desire of the largest volume possible and confi-
dence in the selected events. Level 4 filtering takes account for this by removing
events which are further outside. The exact calculation invokes the scaling of
the footprint of the detector at the surface, as described in subsection 3.4.3. The
distribution of this variable is shown in Figure 4.5. It shows a good agreement
between data and simulation.
The fiducial volume of the analysis extends also below the detector, the events
must have a reconstructed vertex z-position of not lower than 100 meters un-
derneath the instrumented volume.
At this filter step, also the events inside the instrumented volume are removed,
as the goal of this analysis is to explicitly find events which have not been ob-
served yet. This is done as statistical independence is required when combining
this sample with other samples. The removal of the contained events is done
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by inverting containment cuts of a specific other IceCube analysis[63]. On this
filter level, two further event classes were removed, that were not useful for the
final analysis:
coincident events: Only events were kept where the multiplicity calculated
by TOPOSPLITTER is 1.
dim events: In this case “dim” refers to “not triggering a large amount of
optical modules”. If only a low amount of optical modules has been trig-
gered by the event, some of the chosen selection criteria fluctuate wildly
and the distinction between signal and background region is difficult. For
this reason, events which have triggered less than 120 optical modules are
removed from the data stream. The distribution for this value is shown in
Figure 4.6.
4.5.3 Level 5 analysis filter
This filter step has a single purpose: The massive suppression of track-like back-
ground. As previous filter levels ensured that the events have a decent quality
for the reconstruction of hit-pattern characteristics to work properly, even in the
case of events with their vertex outside the detector, the resulting reconstruction
results can now be exploited to separate shower events from mis-reconstructed
tracks. A description of the variables used at this level can be found in sec-
tion 3.4. The used criteria divide in three classes:
shape & geometry: The spherical geometry of cascade-like events contrasts
the elongated shapes of tracks. Variables which exploit this are .e.g. FILL-
RATIO , TENSOROFINERTIA and DIPOLEFIT . The distribution of FILLRA-
TIO is shown in Figure 4.7, it is especially powerful in removing remain-
ing coincident events in the sample.
Also the fact the atmospheric muons enter the detector from the Southern
hemisphere is exploited by requiring a minimum zenith angle derived
by the track reconstruction SPEFIT . The corresponding distribution is
shown in Figure 4.8.
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timing & causality: A cascade-like event appears to be “stationary” in the
detector as the light emission profile is isotropic after several scattering
lengths. In contrast to that, a muon moving through the detector exhibits
an event pattern which has a certain direction and velocity. This fact is
exploited by split variables, as described in subsection 3.4.4. The distribu-
tions for the TIMESPLIT spatial vertex displacement and the time displace-
ment calculated by CORECORONASPLIT are shown in Figure 4.11 and Fig-
ure 4.10 respectively. Due to this nature of the observed signal, also causal-
ity criteria can be applied, exploiting the fact that muons are traveling
faster than the local speed of light in ice. DTNEARLY , as described in
subsection 3.4.5 provides such a criterion, its distribution shown in Fig-
ure 4.9. The here mentioned criteria are very powerful for the suppres-
sion of track-like background and show a very good agreement of data
and simulation.
quality: If muons have a catastrophic energy loss very close to a DOM or
even hit the DOM, the single DOM in question might record a high charge.
Events of that class are often dubbed “balloon-type” events for this reason.
Despite the rest of the charge is distributed smoothly over the muon track,
the point like accumulation of charge in a single DOM likely causes the
event to score high in the above two mentioned classes of track suppres-
sion criteria. Such events can be removed by requiring that the most of
the charge is not deposited in a single DOM. This can be identified by
the variable QMax/QTOT. Removing these types of events is common
among most recent cascade analysis[63, 127].
Selecting filter criteria was done under the prerequisite of best possible agree-
ment of experimental data and simulation. The values were optimized by maxi-
mizing a simple signal-to-noise criterion of Nsig{
a
Nbg which assumes that both
expected number of signal and expected number of background events are Pois-
son distributed.
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Figure 4.7 – The distribution of the calculated values for FillRatio after the level 4
cuts. The slope of the ratio plot of data and simulation in the middle panel left to the
line indicating the cut can be explained by the lack of coincident simulation compared to
data on this level. The arrow indicates the chosen value for the L5 filter. See Figure 4.5









































Figure 4.8 – The cosine of the zenith angle of the track reconstruction SPEFit .̈ The
value “1” indicates “down-going” events coming from the sky above the surface on top
of IceCube, whereas “-1” indicates “upward-going” in the detector. The distribution is
shown after the application of the level 4 filter criteria. The arrow indicates the value
chosen for the level 5 filter. The mismatch of data and simulation in the up-going part
can be explained by a lack of coincident events in the simulation at that level. As the
algorithm does not penalize hits which are not causally connected, but is sensitive to
the ordering of hits in time, two tracks coming from above can be identified as a single,
up-going track. See Figure 4.5 for a description of the individual panels of the plot and
the individual distributions.
106








































Figure 4.9 – DTNearly is the most powerful variable to suppress atmospheric muon
background, its distribution show here after the application of the level 4 filter. The signal
peak at zero is spread out due to the limited vertex resolution. The variable shows a good
agreement between data and simulation, as can be seen in the ratio plot in the middle
panel. The mismatch in the signal region at large, positive values of DTNearly especially
ą 200 ns can be attributed to statistical fluctuations, as the individual event count in the
bins at this part of the distribution is only a few events. Also coincident events contribute
to the mismatch, as only few coincident events were simulated. For coincident events,
the reconstructed vertex is not causally connected to the first hit in the event, thus high
values of DTNearly can be obtained. See Figure 4.5 for a description of the individual
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Figure 4.10 – Splitting the hit pattern in a “core” in close proximity to an initial vertex
and a “corona” which is a spherical shell in some distance, and reconstructing both
patterns individually yields the variable Corecoronasplit . The arrow indicates the
chosen value for the level 5 filter. The distribution is shown for the time difference of the
two reconstructed vertices. See Figure 4.5 for a description of the individual panels of
the plot and the individual distributions.
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Figure 4.11 – Splitting the hit pattern in two equal halves in time and reconstructing
both patterns individually yields the variable TimeSplit . The distribution is shown for
the spatial difference of the two reconstructed vertices after the level 4 filter criteria had
been applied. The arrow indicates the chosen value for the level 5 filter. See Figure 4.5









































Figure 4.12 – The total charge per event, after the application of level 5 filter criteria.
The arrow indicates the value of the cut at level 5. The distribution is plotted for 2 years,
the shown data is the full 100% sample, to better visualize the agreement of data and
Monte Carlo simulation. The mismatch between data and simulation in the signal region
where no atmospheric muons are present is attributed to the fact that an E´2 spectrum
for the astrophysical neutrinos is plotted, where the data prefers as softer spectrum[59].
See Figure 4.5 for a description of the individual panels of the plot and the individual
distributions.
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4.5.4 Level 6 analysis filter
After suppression of most of the track-like background, the sample was in-
spected carefully, and two classes of remaining shower-type-like background
were identified:
“corner-clipper” events: Due to the detector topology, events which deposit
most of their light at the corners of the detector polygon at the bottom or
top of the detector have a spherical shape and are thus often classified as
signal. For these events, it is most unlikely to measure light from a muon
track which passes outside of the detector, and thus also timing variables
classify these events often as signal events. To avoid these, events which
have their vertex in the bottom corner regions of the detector or in the
upper 50 meters of the detector are removed.
muon bundles at the edges: Muon bundle events with relatively low indi-
vidual muon energy exhibit a rather uniform light emission along their
track and do not look like showers. However, if a bundle only touches
the edge, it might still look cascade-like, as large parts of the track can not
be seen. After filter level 5 quite a fraction of such events are still present
in the sample. This is problematic, because when such events are misclas-
sified as signal, they are often reconstructed to high energies. To suppress
these kind of muon bundles the reconstruction quality variable Qexp/Qobs
is used. It is the ratio of observed and expected charge, derived by the
final energy estimator. If the absolute of this ratio is larger than one by
20%, the events are removed from the sample.
Besides this two classes, also a remaining fraction of relatively dim events are
present in the sample. These are removed by requiring the deposition of about
« 2000 photo electrons in the detector, the corresponding QTot distribution is









































Figure 4.13 – After the application of the level 6 filter criteria, at level 7 a final energy
cut at « 34 TeV is applied, which is indicated by the arrow. See Figure 4.5 for a
description of the individual panels of the plot and the individual distributions.
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Figure 4.14 – The trajectory of the event selection through the parameter space spanned
by the combined rate of all background components on the x-axis and the combined
rate of the three flavors of an anticipated E´2 astrophysical neutrino signal. The line
indicates where the signal and background rates are equal, the space left of it is the region
where the signal-to-noise ratio is larger than unity. Different filter levels introduced by
this analysis indicated for both individual years and the combination of the two.
4.5.5 Level 7 filter
Following the classical approach of diffuse searches for an astrophysical signal,
the event selection is finalized by a single filter criterion: All events must have a
visible energy larger than « 34 TeV reconstructed by the final energy estimator,
MONOPOD .
The distribution of the energy reconstructed by MONOPOD is shown in Fig-
ure 4.13. The value of 34 TeV is chosen because the atmospheric muon sim-
ulation is only available for primary energies per nucleon larger than 30 TeV. It
is also slightly higher, as it was optimized for the best signal-to-noise ratio un-



















Figure 4.15 – Passing fraction of the analysis filter levels applied to a cascade signal of
increasing true visual energy. The efficiency is defined with respect to the trigger level.
4.5.6 Summary of the analysis filters
The filter levels designed for this analysis - as they are described from subsec-
tion 4.5.1 to subsection 4.5.5 - include in total 36 different variables. A summary
of these variables, together with the selected filter values is given in Table 4.3.
Many of these variable do not have a strong background suppression power if
applied individually, but most of them are only mildly correlated, so the combi-
nation of these yield the necessary background suppression power. As defined
in the preamble to this chapter as figures of merit, the event selection fulfills
three tasks:
1. It is designed to have a minimal overlap with searches for contained cas-
cades.
2. If is able to achieve a signal to noise ratio ą 1, with a reasonable signal effi-
ciency. The signal-to-noise ratio of the filter levels is shown in Figure 4.14.
In this figure, for each filter step the rate of remaining background and
signal events defines a point in the plane, and two things can be noted:
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a) The difference between the two years used in this analysis is large at
the lowest filter level due to differences in the previous filter steps.
However, it smooths out after the first filters are applied.
b) The last filter level reaches the region of signal-to-noise ą 1.
Typically searches for contained cascades yield a total selection efficiency
of several per cent, when the number of observed events is compared to
the number of expected events at trigger level. The selection efficiency de-
pends on the energy, and an increasing efficiency with energy is desired.
The selection efficiency for this analysis is rising monotonically with the
energy as expected, this is shown in Figure 4.15, where the fraction of
cascades of a specific visual energy which were selected by the event se-
lection is compared to the total number of cascades which triggered the
detector is compared.
3. The agreement of data and simulation is good. This can be seen by look-
ing at the distribution for the individual variables, e.g. Figure 4.10. A
more general illustration is given in Figure 4.16. Here the absolute ratio
of the number of observed events over the number of simulated events
at each filter level is shown. It can be seen that it is uniform over a wide
energy range. The slight excess after the application of the level 5 filter
is corrected by the level 6 filter, which removes the problematic regions
from the data sample.
4.5.7 Effective Areas
A figure of merit to compare different event selections even between different
types of experiments is provided by the neutrino effective area Ae f f . It answers
the question, what area an ideal detector with a 100% detection and selection
efficiency and the area Ae f f would need to measure the same number Nν of
neutrino events over the solid angle Ω and energy spectrum E of during obser-










dEΦνpΩ, E, tqAe f f pΩ, Eq (4.3)
For this ideal detector and an isotropic flux, the measured number of events
depend only on the geometrical detector area Ae f f . Thus this number can be
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Figure 4.16 – The ratio of observed data events over the expected number of events
from all Monte Carlo simulation. The ratio is shown above a reconstructed energy. The
statistical error is indicated with the error band. The lack of data at high energies at high
filter level can be attributed to statistical fluctuations, as only about 1 event is expected
beyond 1 PeV.
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L3a - “high energy”
Eacer ą 10 TeV zcredoL3 ă 500
L4 - “geometry”
NDOM ą 120 Multiplicty ă 2
non ´ contained XYScale ă 1.2
zcredoL3 ą ´600
L5 - “anti track bg”
cospΘtrackq ă 0.25 FillRatio ą .5
maxpQoq{
ř
Qo ă 0.3 DTNearly ą -75 ns
|M⃗| ă 0.1 TimeSplit ∆t ă 550 ns
TimeSplit ∆r⃗ ă 75 m Corecoronasplit ∆t ą -400 ns
ToI Evalratio ą .1
L6 - “anti cascade bg”
IC79 IC86
distpAq ą 100 distpA ą 150
distpBq ą 100 distpBq ą 150
distpCq ą 100 distpCq ą 200
distpDq ą 100 distpDq ą 150
distpFq ą 180 distpFq ą 180
distpGq ą 100 distpGq ą 150
distpHq ą 200 distpGq ą 200
zMonopodp4q ă 450 m
logp
ř





















L7 - “final energy”
logpEMonopodp4qq ą 4.53 logpGeVq
Table 4.3 – Filter selection criteria, starting at L3a. The different variables are listed.
The distance variables distpXq denote the distance of the vertex from the bottommost
DOM on a string of a corner. For the naming of the corners, see Figure 4.1.
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Figure 4.17 – Neutrino effective area for the final sample. Plotted are the values obtained
by an E´2νe,µ,τ signal. The Glashow resonance for ν̄ee´ scattering (see subsection 2.1.2)
results in a peak at 6.3 PeV. Above this peak, the effective area fluctuates due to statistical
limitations in the νµ and ντ simulations.
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Figure 4.18 – The shape of
the off-signal region. Ice-
Cube instrumentation is indi-
cated. The region from the blue
line to the gray line, shaded in
blue is the region used for the
final analysis. The off-signal re-
gion is defined between the gray
and red line and shaded in red.
All instrumentation in this region
was masked and the event selec-
tion was reapplied. The actual
off-signal region is smaller than
this illustrational graphics indi-
cates, since the scaling was done
in two dimensions.
used to compare different types of analyses.
The effective area as a function of neutrino energy for an astrophysical E´2 neu-
trino flux of all flavors is shown in Figure 4.17 and compared to the effective
area of the analysis searching for contained showers described in section 4.3.
Although the partially contained event selection is less effective for lower ener-
gies due to tighter quality selections and the final energy cut of « 34 TeV than
the compared contained analysis, the analysis begins to surpass the efficiency
at energies above several 100 TeV.
4.6 Systematic sample
The above described filtering methods rely heavily on variables which are de-
signed to quantify cascade-like characteristics. Many of these variables were
developed using samples of well contained, high quality events. However, in
the here described analysis, the final sample obtained does not meet this re-
quirements. Naturally, this raises the question if the used variables are indeed
suitable for such a sample.
To study this, and to provide the ability to have a sample for a dry-run test prior
to the unblinding of the final sample, an off-signal region has been defined. The
anti-containment cuts of the analysis have been reversed, and the inner part of
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the so obtained volume has been removed. The so-defined off-signal region is
shown in Figure 4.18. The sample has been used to apply the developed filter
criteria to one year of livetime of detector data, no events have been found over
an expectation of « 1 event. For each variable the ratio of the distributions of
data and the sum of the expectations from MC have been inspected and no in-
dications have been found that the used method is not capable of producing
the desired results.
4.7 Performance of the event selection
4.7.1 Accuracy of the reconstructed cascade parameters
In order to estimate the accuracy of the reconstructed values for the cascade
parameters, error distributions as shown in e.g. Figure 4.20 can be studied.
The error distributions are constructed for all simulated signal events which
survive the filter conditions of the event selection. The true values from the
simulation are used as reference. The visible energy (see subsection 3.2.3) is
used to measure the performance of the energy reconstruction.
The error distributions are fit with a Gaussian, however due to the more elon-
gated tails, also the 68th and 95th percentile of the distributions are indicated. It
can be seen in Figure 4.20 that the so obtained resolutions are in the order of sev-
eral meters for the vertex position. There is also no systematic shift in a certain
direction. The reconstructed energy is also unbiased, as shown in Figure 4.21.
From this distribution we estimate a value for the energy resolution of about
20%. As this sample consist of only uncontained showers, where the spread of
reconstructed energy is comparatively large, the slightly worse resolution com-
pared to [137] (« 15%) is expected. The reconstructed angle is compared to the
true neutrino direction in the lower panel of Figure 4.21. If the opening angle Ψ
between the two vectors is small, than the reconstruction is accurate. Although
the distribution has a prominent tail, most of the events are reconstructed with
an error on the true direction smaller than 35˝. The reconstructed direction is
not used to derive a result in the analysis, however this number is surprisingly
small, if one takes the topology of the events into account and indicates a good
over-all reconstruction quality of the events.
120
4.7 Performance of the event selection












 L6 cuts 
 L7 cuts
final sample
Figure 4.19 – Schematic view of the individual filter steps used for the isolation of the
final sample. The systematics sample from the contained part of the sample after the
level 3a cuts and thus statistically independent from the final sample.
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As a further check, the likelihood of the final energy estimator, as described
in subsection 3.4.6 which is function in 6 parameters has been investigated
for the final data sample. Due to uncertainties in the likelihood description of
the event, e.g. uncertainties of the scattering and absorption coefficients of the
ice at the vicinity of the detector, the likelihood landscape might be distorted
and commonly used minimization techniques, e.g. minimization by MIGRAD
might not find the global minimum of the likelihood. To check for such numer-
ical problems, the likelihood function was evaluated on a healpix grid with a
value of the healpix parameter nside of 16, which corresponds to an angular res-
olution of about 3.7 degrees. For each pixel, the vertex was minimized and the
respective energy was calculated. The question which can be answered by the
method is if the energy reconstruction is influenced by the angular uncertainty.
In general, it was found that the calculated energy by MONOPOD is accurate
within the expected resolution, and the slight excess of events with horizontal
directions was confirmed.
The test was performed a posteriori and served as a cross-check and thus the
values for the energy obtained by this method were not used further in this anal-
ysis. However, the obtained spectrum by the altered likelihood minimization
scheme has been investigated, and it was found that it is compatible with the
presented spectrum within 1 sigma uncertainties. The scanned likelihood sky
maps and the numerical values for the best found minimum by the scanning
procedure can be found in chapter 6.
4.8 Final data sample
Investigating the 90% of the data that were kept “blind” during the event se-
lection development, in total 18 additional events were found. These were 9
events for the IC79 season and 9 additional for the IC86 season, plus 2 in the
10% sample for IC86.
The reconstruction values of the observed events are listed in Table 4.5, an
overview of the event rates of the final sample also for simulation can be found
in Table 4.4. The vertex distribution of the events in the detector is compatible
the expectation of a neutrino signal with a minor background contribution due
to atmospheric muons. The distribution of the vertices of the observed data
together with an astrophysical signal is shown for the three projections along
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Figure 4.20 – Performance of the applied cascade reconstruction, a 4-iterative Mono-
pod fit. Shown in the upper panel is the difference of reconstructed x position and the
reference x position from simulation. The same is plotted in the lower panel for the z
position. A Gaussian is fit, however as the tails are longer than for a Gaussian, the actual
68th and 95th percentiles of the distribution are indicated separately.
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Figure 4.21 – Performance of the applied cascade reconstruction, a 4-iterative Mono-
pod fit. In the upper panel the logarithmic ratio of the reconstructed energy and a
reference energy Evis is plotted. A Gaussian is fit, however as the tails are longer than
for a Gaussian, the actual 68th and 95th percentiles of the distribution are indicated sepa-
rately. The lower panel shows the opening angle between the reconstructed direction and
the true direction of the incoming neutrino. The median of the distribution is indicated.
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surviving events
in 675 d
E´2νe 6.74 ˘ 0.37
E´2νµ 2.01 ˘ 0.11
E´2ντ 3.91 ˘ 0.10
HKKMS07 νe 0.27 ˘ 0.00
HKKMS07 νµ 1.42 ˘ 0.13
ERS νe 0.32 ˘ 0.00
ERS νµ 0.05 ˘ 0.00
atmos µ 5.43 ˘ 1.95
data 20
Σbg 7.50 ˘ 1.95
Σsig 12.1 ˘ 0.40
Table 4.4 – Number of events in the final
sample of 675 days obtained by simulation
as well as data. The shown error is the sta-
tistical error only. The fluxes in the table are
from top to bottom: a 1:1:1 isotropic flux for
the astrophysical component which follows
an E´2 energy spectrum, a conventional at-
mospheric neutrino flux[57], a prompt atmo-
spheric component[68] as well as a predic-
tion for the atmospheric muon flux from the
model described in subsection 1.1.1.
the detector axes in Figure 4.22, Figure 4.23 and Figure 4.24. The highest ener-
getic observed event was found with a reconstructed energy of 578 TeV. Two
events which were observed in a previous analysis[23] are also present in the
final sample. The veto region in the previous analysis[23] at the bottom of the
detector is defined dependent on the position of the DOM which observes first
light, while in the analysis described in this work the split line is defined at a re-
constructed vertex z coordinate of -450 m. There is consequently some overlap
region, because of the different bottom position of the individual strings, which
is different by up to 20 meters.
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season sample run event Erec Θrec xrec yrec zrec
IC79 90% 116351 5378257 54 111 2 -420 308
IC79 90% 116457 702481 174 83 497 187 -309
IC79 90% 116522 17216576 200 50 -340 85 -571
IC79 90% 116532 28124500 62 40 -617 1 -355
IC79* 90% 116698 10198436 53 247 303 -470 168
IC79 90% 116794 31146792 41 86 468 311 -460
IC79 90% 117273 15914878 93 26 227 -464 -354
IC79 90% 117721 55150085 146 87 471 -59 68
IC79 90% 117744 54888465 34 145 44 460 -306
IC86 90% 118178 6251579 38 61 -453 -364 -501
IC86* 90% 118178 66452255 89 73 -60 3 -500
IC86 10% 118420 72256529 127 59 -126 453 -145
IC86 10% 118670 58852406 300 0 638 254 -401
IC86 90% 118466 21256734 387 90 -202 -562 48
IC86 90% 118692 5825484 62 78 -424 -288 308
IC86 90% 119117 23529568 578 65 320 -482 207
IC86 90% 119507 35825553 130 78 -385 475 162
IC86 90% 119651 30979523 36 67 495 -217 -464
IC86 90% 119736 73354228 116 100 626 145 149
IC86 90% 119962 11948966 63 50 -466 89 -532
Table 4.5 – The final sample: 20 events survived all filter levels. Distributed over
the years, this were 0 events in the IC79 development sample, 2 events in the IC86
development sample, 9 in the IC79 analysis sample and 9 in the IC86 analysis sample.
Stated are the reconstructed energy and zenith angle from the final energy and vertex
estimator, a 4-fold Monopod reconstruction. Two events, were also found in a previous
analysis[23], these are labeled with a “*”.
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Figure 4.22 – Reconstructed vertices of the events in the final sample in xy projection.
Events from the IC86 season are marked with a diamond-shaped marker. Strings of the
final configuration indicated. Also the boundary of the fiducial volume is marked with
a red line. The expected vertex distribution of an E´2νe,µ,τ flux is overlaid with a blue




Figure 4.23 – Reconstructed vertices of the events in the final sample in xz projection.
Events from the IC86 season are marked with a diamond-shaped marker. Strings of the
final configuration indicated. The expected vertex distribution of an E´2νe,µ,τ flux is
overlaid with a blue color.
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Figure 4.24 – Reconstructed vertices of the events in the final sample in yz projection.
Events from the IC86 season are marked with a diamond-shaped marker. Strings of the
final configuration indicated. The expected vertex distribution of an E´2νe,µ,τ flux is





To interpret the observed events, their energy spectrum is fitted with back-
ground and signal templates for different hypothesis in a likelihood fit. For
this purpose, the methods from [59] were adapted for this work. The assump-
tions of atmospheric background only are tested, as well as an astrophysical
component with a spectral index of -2, which is often used as a benchmark
model. Finally a model with an astrophysical component with a power law
spectrum and a free spectral index has been studied as well. In this chapter,
the fit method and the fit parameters are briefly introduced. Possible system-
atic uncertainties are discussed and the results are presented. At the end of the
chapter, the results are compared to other results recently obtained by IceCube.
5.1 Likelihood analysis of a binned energy spectrum
In counting experiments, the probability to observe n events over an expecta-




¨ exp p´µq (5.1)
After the experiment is performed, a fixed number n of events in a certain range
of the parameter space is measured and the best value for µ needs to be esti-
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mated for that value. The re-interpretation of the probability Ppn|µq leads to the
formulation of the likelihood L[142]:
Lpµ|nq “ a ¨ Ppn|µq (5.2)
where a is an arbitrary constant, so the likelihood is generally not normalized. If
a set of parameters κ are measured that describe the events, as e.g. the energy E,
it is possible to treat each range independently. One categorizes the measured






The probability to observe n events, splits up in a product over each interval -
or in the case of the analysis a bin of the energy spectrum jrE1, E2s. Following
Equation 5.2, this can be interpreted as a likelihood which is the product over
all the contributions from the individual bins:
Lpµ|nq “ Ppn|µiq “
ź
jrκ1,κ2s
Ppn j|µ jq (5.4)
where the unknown constant a has been neglected in the equation. The calcula-
tion for the Poisson case yields[43]:











where ´2 lnL has been calculated, as it is a more useful quantity as is illustrated
in the next section.
5.1.1 Rating different models
To decide if a model is preferred over the null hypothesis, likelihood ratio tests
are performed. The likelihood ratio R is given by the ratio of the likelihoods of
the model to test MT and the null hypothesis model M0:







5.1 Likelihood analysis of a binned energy spectrum
Strictly, the test requires “nested” models, which means that the parameter set
of the test model MT is a superset of the parameters of the reference model
M0. The factor 2 results in the choice of the definition of the likelihood in Equa-
tion 5.5. This allows to obtain the 1σ confidence interval for the best fit param-
eters by raising the value of L by ∆L “ 1, similar to a χ2 test, which is actually
a likelihood test for Gaussian statistics.
The p-value describes the probability to obtain the same or a higher value of
the likelihood ratio for the provided data if the test model MT is true. It can
be obtained from an ensemble of toy experiments where the likelihood ratio is
calculated for different realizations of the null hypothesis.
5.1.2 Goodness of fit
To obtain a probability to obtain a set of best-fit parameters for a certain model,
the method of likelihood ratio tests is also used. The goodness of fit test statis-
tic is defined by likelihood ratio tests performed for different representations
of the test hypothesis with a “saturated” model[143], which predicts the exact





The goodness of fit p-value can then be obtained from this distribution: It is
the probability to observe a value the same or larger than that yielded by the
experimental data.
5.1.3 Profile likelihood
The errors on the best fit values are obtained by profile likelihood scans which
means that the likelihood ratio function is re-evaluated for fixed values of the
scanned parameters with the other parameters refitted. The error is defined as
a likelihood difference of ∆Llh “ 1 with respect to the minimum, which corre-
sponds to 1σ error intervals assuming the shape of the likelihood ratio function
can be approximated by a Gaussian.
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5.1.4 Treatment of systematic uncertainties in the likelihood
If an uncertainty i can be parametrized by a continuous parameter θi, it is pos-








In the above equation θ˚i and σrθsi represent the best estimate for the parameter
θi and its assumed uncertainties respectively. Implemented in this way, the






The width of this Gaussian is given by the uncertainty of the nuisance param-
eter. In the following section, the nuisance parameters in the fit are discussed,
an overview together with the assumed uncertainty can be found in Table 5.1.
5.2 Models & Parameters
5.2.1 Models for the astrophysical neutrino signal
The astrophysical benchmark model which was used to develop the filter crite-
ria predicts a flux of neutrinos of mainly extragalactic origin, accelerated during
hadronic interaction processes at the sources. It is assumed that the neutrinos
are created during pp interaction and thus created with a neutrino-antineutrino
ratio of 1:1 and a flavor ratio of νe : νµ : ντ “ 1 : 2 : 0, which is altered due to
oscillations to an approximately 1 : 1 : 1 ratio at Earth. The ratio of ν : ν̄ is
1 : 1. The energy spectrum is predicted to be an unbroken, featureless power
law with an index of E´2. Being extragalactic, the flux is assumed to reach
the Earth isotropically. The model has one free parameter, which is the total
integrated flux over all energies, Φ0. Although recent studies suggest that this
model is disfavored in favor of more elaborate models[59], it is considered as a
benchmark test.
An astrophysical model with free spectral index is the extension of the as-
trophysical benchmark model, all assumptions are kept, however the spectral
index γastro is fitted as a free parameter to the data. Indications for a softer
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spectrum than Φ9E´2 have been seen in several analysis, e.g. [59, 131, 139].
5.2.2 Background models
Conventional atmospheric neutrinos: The fraction of the atmospheric neu-
trino flux, which is mainly produced by the decay of pions and kaons
is predicted by using the neutrino simulation events that pass the event
selection criteria. They are weighted according to the HKKMS07 model,
and re-weighted to take the knee of the cosmic ray spectrum into account.
This distribution serves as template in the fit. The normalization of this
model is included as a nuisance parameter ζΦcv.ν in the fit. Its uncertainty
is estimated by the authors to be in the 10% regime, however growing
with energy, the uncertainty is in the 30% regime for the energies relevant
for this work[144].
Prompt atmospheric neutrinos: The prediction for the prompt atmospheric
neutrino background is using the neutrino simulation events that pass the
event selection criteria. They are weighted according to the ERS model,
and re-weighted to take the knee of the cosmic ray spectrum into account.
Experimentally, upper limits have been set on this model, so the normal-
ization of the model is included in the fit as nuisance parameter ζΦpr.ν , with
an uncertainty reflecting the reported upper limit[106] at Φpr.ν ă 3.8ˆ ERS
at 90% confidence level.
Atmospheric muons: These are simulated with CORSIKA and weighted to
the H3a cosmic-ray composition model as described in subsection 1.1.1.
The atmospheric muon template is obtained from the energy distribution
of the CORSIKA events present after all filter criteria are applied, which
are 13 events in number. The total expectation from this 13 events is given
in Table 4.4. As the prediction has a statistical uncertainty of 35%, and
deviations of the number of predicted muons and the data on lower filter
levels were seen up to about 50%, the normalization of the muon flux is





To account for systematic uncertainties in the fit, three additional nuisance pa-
rameters have been introduced:
Detector systematics: The precision of the energy measurement of an event
is limited by the detector itself. Uncertainties in the optical properties of
the ice and in the absolute DOM efficiency can lead to a systematic over
or underestimation of the reconstructed energy.
The effect is accounted for in the fit by an energy shift parameter, ζΦE . The
actual uncertainty of this parameters is set to 20%, following the consid-
erations of energy reconstruction studies[137], plus an additional uncer-
tainty attributing the fact that the spread in reconstructed energy is larger
for uncontained then for contained shower-type events. The value of 20%
also reflects more the energy resolution as shown in Figure 4.21. If the
parameter is applied, events are shifted to neighboring energy bins. As
this might lead to the effect that events fall below the final energy cut, the
histograms which were provided to the fit do not include the energy cut,
and thus also events with energy down to 10 TeV. However, the fit range
is restricted to the actual energy cut of « 34 TeV.
π{K ratio: The fluxes of atmospheric neutrinos are sensitive to the ratio of
created π{K in the upper atmosphere during the interactions of cosmic
ray primaries, as described in subsection 1.2.1. The value of this ratio is
only known to a level of about 10%. This can be modeled with a nuisance
parameter ζK{π.
Cosmic ray index: The cosmic ray primary spectrum is an important input
parameter for the predictions of atmospheric neutrinos. However, the
steepness of the spectrum is only known with limited precision. To ac-
count for this, the parameter ζ∆γcr is introduced. Positive values of this
parameter indicate a steeper spectrum.
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nuisance ζ minpζq maxpζq σpθq description
ζΦE -75% +75% ˘ 20%
global energy shift
for all distributions
ζΦµ -100% +100% ˘ 50%
normalization of the muon
background component
ζΦpr.ν -100% +400% ˘190%
normalization of the prompt
atmospheric component
ζΦcv.ν -100% +130% 30%
normalization of the conventional
neutrino background component
tested, but not used
ζ∆γcr -100% +100% ˘ 5% cosmic ray primary spectral index
ζK{π -50% +50% ˘ 10%
ratio of kaon/pion production
in the upper atmosphere
ζ∆γµ -100% +100% ˘ 20% muon spectral slope uncertainty
Table 5.1 – Allowed nuisance parameter variations relative to the best current estimate.
The prior on the prompt component is chosen with an uncertainty of 190%, so that the
90th percentile of the corresponding Gaussian reflects the value of 3.8 ˆ ERS which is




The final sample derived by the applied event selection discussed in chapter 4,
reduced 2 years of IceCube data to 20 data events. The background estimate for
this sample is « 8 events, thus resulting in a certain tension. In the following,
this tension is quantified and interpreted with an astrophysical neutrino com-
ponent present in the sample.
During the fitting procedure, it was found that the systematic parameters de-
scribed in subsection 5.2.2, the π{K ration and the uncertainty on the index of
the cosmic ray spectrum were never changed from its original values. It was
then decided to remove these parameters from the presented fits, as it seems
the present statistics in the dataset is too low for the fit to be sensitive to this
effects.
5.3.1 Background only hypothesis
The question which is answered by this test is how likely the data can be ex-
plained by pure background. Although the extraterrestrial neutrino flux was
already measured[131], and thus the rejection power of these hypothesis is not
important from a discovery perspective, this test allows to infer if the measured
data contributes significantly to the extraterrestrial neutrino signal.
The best fit distribution is shown in Figure 5.1, the corresponding parameter
values are given in Table 5.2. As can be seen, the prompt atmospheric compo-
nent is fitted at its maximum allowed value, exceeding its expected uncertainty.
Also a general mismatch of the prediction and the data can be observed. The
fitted nuisance parameter for the energy shift ζΦE is also fitted to a value larger
then the assumed 20%, which indicates a bad agreement of data and the fit-
ted templates. Not restraining the prompt atmospheric component at all and
setting it as a free parameter in the fit leads to a value of about 13.4 times the
nominal ERS model normalization. This is excluded by various limits on the
prompt atmospheric flux[106, 139].
The goodness of fit p-value, calculated by a likelihood ratio test with a satu-
rated model as described in subsection 5.1.2 evaluates to 0.1%, and thus reflects

















´2 lnLlh = 16.06
Table 5.2 – Fit results for a background only
hypothesis
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Figure 5.1 – Energy distribution of observed events compared to the best-fit background-
only model. The cumulative contributions from atmospheric neutrinos (HKKMS07,



































Figure 5.2 – The correlation of the prompt atmospheric and the astrophysical neutrino
flux when a power law with a free index for the astrophysical component is fit.
5.3.2 Astrophysical models
The Φν9E´2 isotropic, 1:1:1 flavor ratio model serves as a benchmark model
for many analysis searching for a diffuse, extraterrestrial flux of neutrinos. The
only parameter of this model is the normalization of the astrophysical neutrino
spectrum, Φν, which is given in units of flux per neutrino flavor. As discussed
in subsection 5.1.4, several other parameters describing the background tem-
plates and systematic effects are fitted as well and treated as nuisance parame-
ters.
The best-fit parameters for this model can be found in Table 5.3, and the best-fit
spectrum to that hypothesis is given in Figure 5.3. The tension between data
and the fitted flux templates is smaller than for the background-only model.
The model is mildly preferred over the background-only model by 1.8σ. The
model yields a goodness of fit p-value derived by ensembles of toy data sets of
18.6%.
If the constrains on the prompt atmospheric component are removed and it is
set to a free parameter in the fit, the observed data is explained by a prompt
component which is about 9 ˆ higher than the normalization predicted by the
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ERS model. This is already excluded by various limits on the prompt atmo-
spheric flux[106, 139] with high confidence.
For the astrophysical model of a neutrino spectrum with a spectral index that
is a free parameter in the fit, the best-fit spectra are displayed in Figure 5.4. The
data prefer a softer index of γastro “ 2.5`0.28´0.24. The flux templates seem to fit
well to the data, and all components are fitted close to their nominal values.
In case of the nuisance parameters, the errors reflect the assumed uncertainties.
This softer flux is not dependent on the assumptions made on the prompt atmo-
spheric component and does not change significantly with respect to its error
boundaries if the prompt normalization is not constrained in the fit. For that
case, a vanishing prompt component is preferred, however with a huge error
of 10 ˆ the normalization of the ERS model. The spectrum is then explained by
a higher astrophysical component. This occurs due to the correlation of the two
fluxes in the fit, especially if a softer index for the extraterrestrial component
is fit. The separation power of the event sample to distinguish a prompt flux
from an astrophysical is poor, due to the low statistics especially in the bins at
the upper end of the energy spectrum. Also due to the indicated softer index of
the astrophysical spectrum, both spectra feature a very similar slope if the large
error on this measurement of the astrophysical flux is taken into account. The
correlation is illustrated by a 2d profile likelihood scan, as shown in Figure 5.2.
The goodness of fit for the hypothesis with a free spectral index is calculated
with an ensemble test. It is 56.3% and thus indicates a reasonable good fit. The
free-floating power law hypothesis is preferred by 1.6σ over the E´2 hypothe-
sis and by 2.7σ over the background only hypothesis, numbers obtained from
likelihood ratio ensemble tests.
Northern and Southern hemispheres
The sample can be split in a background dominated and a higher signal purity
sample, if divided in Northern and Southern hemisphere by the reconstructed
direction of the incoming neutrino. However this value suffers from a low pre-
cision, Figure 4.21 indicates that about 50% of all events have a deviation from
the reconstructed to the true direction less than 35 degree, which is in principle
sufficient. Unfortunately, the incoming direction of a large fraction of the events
is reconstructed parallel to the horizon, so the distribution is dependent on the
chosen value for the split. In Figure 5.5, a value of about 12 degree lower than
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Table 5.3 – Fit results for the astrophysical

















´2 lnLlh = 8.28
Table 5.4 – The best-fit values for an
astrophysical model with a free power-


















´2 lnLlh = 5.34
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Σ MC (stat. uncert.)
Figure 5.3 – Energy distribution of observed events compared to the best-fit astro-
physical Φν9E´2 model. The cumulative contributions from atmospheric neutrinos
(HKKMS07, ERS) and atmospheric muons (H3a) as predicted by CORSIKA are shown.
On top of that, an astrophysical component with Φν9E´2 is overlaid. The sum of the
stacked background contributions and the astrophysical model is indicated and labeled
as “
ř
MC”. The fluxes are given in GeVcm´2s´1sr´1.
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Σ MC (stat. uncert.)
Figure 5.4 – Energy distribution of observed events compared to the best-fit astrophysical
Φν9E´γ model. The cumulative contributions from atmospheric neutrinos (HKKMS07,
ERS) and atmospheric muons (H3a) as predicted by CORSIKA are shown. On top of
that, an astrophysical component with Φν9E´2 is overlaid. The sum of the stacked
background contributions and the astrophysical model is indicated and labeled as “
ř
MC”. The fluxes are given in GeVcm´2s´1sr´1.
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Σ MC (stat. uncert.)
Figure 5.5 – The best-fit distributions to a model with a free power law index γ. The
distribution is split in an up going part on the left, and an down going part on the right.
The atmospheric muon contribution in the Northern hemisphere can be explained by the
large reconstruction error. The fluxes are given in GeVcm´2s´1sr´1.
the actual horizon was chosen, to be consistent with other IceCube analysis.
The split sample however allows a more detailed study of the individual back-
ground components, which reveals the good agreement of data and prediction
in the most populated and background dominated bin. The best-fit results for
a free floating power law index deviate only marginally from the un-split mea-
surement.
5.4 Discussion
As presented in the previous chapters, the here described data obtained by a
search for particle shower events with vertices at the edge or outside the instru-
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Table 5.5 – Fit results for the an astrophys-
ical model with free power-law index. The
fit is performed for two zenith bins, which
correspond to the Northern and Southern
sky. The results for the fit parameters devi-
ate only slightly from those for the all-sky
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Figure 5.6 – Profile likelihood scan of the likelihood for the fit to an astrophysical
model with a free spectral index, index and corresponding normalization are shown. 1,2
and 3-σ contours indicated. The flux Φastr.ν is given in GeVcm´2s´1sr´1.
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mented volume of IceCube is able to contribute to IceCube’s efforts to measure
the diffuse astrophysical neutrino flux more precisely. For the first time, an
event selection explicitly dedicated to such events was developed. A straight
cut search was performed with a background estimate derived from Monte
Carlo simulations. For two years of data, a MC livetime of larger than two
years was simulated for primary protons with energy larger than about 165
TeV. The search yielded 18 events which were previously not observed. The
highest energetic event found in this search is with 576 TeV reconstructed en-
ergy the fourth highest energetic observed and published cascade like event in
IceCube.
The data clearly prefers an astrophysical signal over the pure background ex-
pectations at the 2.7 sigma level, a measurement of the power law index in-
dicates a softer spectral index than the γ “ ´2 benchmark scenario, however
with large errors. The measurement is within its errors in good agreement with
previous analysis[59, 131, 139]. The vertex and energy resolutions of this anal-
ysis are only slightly worse than those of recent contained searches[138], and
even better than previous searches with smaller detectors[127]. The effective
area of this search compares well to contained searches and even overtakes at
several 100 TeV. The systematic uncertainties in the energy estimate due to re-
construction uncertainty and ice model as well as DOM efficiency are included
by a nuisance parameter in the final fit. Several other parameters describing
systematic effects have been tested, although it was found that the data is not
sensitive to these effects.
Comparing the found data with other analysis yields consistent results, an over-
view of the results of different analysis is shown in Figure 5.7. The data thus
has been combined with its contained counterpart (see section 4.3). The com-
bined analysis prefers a featureless power law, with no indications of differ-
ent spectral indices when fitting only Northern or Southern hemispheres. The
fitted index results in γ “ 2.67`0.12
´0.13 with a normalization of Φ0 “ 2.3
`0.7
´0.6ˆ
GeVcm´2s´1sr´1per flavor. The best-fit neutrino energy spectrum of the com-
bined analysis is shown in Figure 5.8, where a simple unfolding technique has
been applied: For each data bin an extraterrestrial neutrino flux of Φν9E´2 has
been fitted separately. In combination with [23], a previously suspected “gap”
in the spectrum vanishes. The spectrum is shown in Figure 5.9. Although antic-
ipated as being statistically not significant, this gap has tempted the creation of
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2y contained LE + HE
3y contained HE
this work + 2y cont. cascades
this work
Figure 5.7 – The best-fit contours (as shown in Figure 5.6) in comparison with other
results: 2-year low and high energy[139], 3-year high energy[131] and a 2-year search
for νµ only[145]. The combination of this data with the data of its contained counterpart
of 2-year contained low and high energy cascades (see section 4.3) is displayed as well.
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Figure 5.8 – The spectrum of
the combined analysis of this
work and the analysis described
in section 4.3. A simple un-
folding technique has been used,
where in each energy bin an
E´2 flux has been fitted. Figure
kindly provided by [146].
models with a dip in the neutrino spectrum through the community, e.g. [56],
which can be constrained by the help of the data presented here. The combined
energy spectrum of both analysis is shown in Figure 5.10.
We finally conclude that the here presented sample contains a non-negligible
contribution of neutrinos from non-terrestrial origin and thus can provide in-
formation about such a flux. The search for cascade-like events at the edge of
the instrumented volume is promising, and it is capable to double the effec-
tive area of a factor of two at energies larger than 100 TeV compared to typical
searches targeted at contained particle showers.
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Figure 5.10 – Addition of this data to the data of [23], overlapping events removed.





The here presented work was performed in the context of a search for a diffuse
extraterrestrial neutrino flux. During the time this analysis was developed, Ice-
Cube discovered such a signal, and the desire of the community switched from
the pure discovery of this signal to a precise measurement of the flux - ques-
tions of the steepness of the energy spectrum or a possible cut-off were raised.
To answer these questions, large event samples are needed, as the event counts
in IceCube merely exceed 10 - 20 events per year above « 30 TeV. Thus individ-
ual analysis performed for different years or tailored for specific event signa-
tures have to be combined. For the combination to be possible, the individual
samples must be statistically independent.
This analysis provides such a sample: For the first time, a sample optimized
for particle showers - or cascades - at the edge of the instrumented volume of
IceCube was obtained, seconded by a solid background estimate derived from
Monte Carlo simulations. Previously, this part of the detector had been used
for cascade analysis only to reject background. The addition of this volume
to other IceCube searches allows an increase in fiducial volume of about 350
MTon, which is an increase of about 80%. The analysis managed to combine 2
years of IceCube data with different pre-filter settings in a consistent way, one
year of the data taken while IceCube was still under construction. The avail-
able background suppression techniques, which were designed for a contained
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cascade signal have been investigated for their capability for uncontained cas-
cades as well, and the most suitable have been chosen to isolate a sample of
pure uncontained cascades for the first time. The available energy reconstruc-
tion techniques have been tested for their validity, and found to perform bet-
ter than previous contained searches with less instrumentation[127], however
poorer in performance than if used on a contained sample using the full Ice-
Cube array.
The techniques developed for this analysis are ready to be applied to future
datasets, and as with this work the method of searching for uncontained cas-
cades is established, future analysis can concentrate on optimizing the method.
The found final sample exposes a high signal to noise ratio of 20 found events
with energies in the range from 34 TeV to 576 TeV over an expectation from pure
atmospheric background of « 8 events. The obtained data sample was stud-
ied in detail and background-only hypothesis and signal hypothesis have been
fit. Indications for an astrophysical signal with an index of about γ “ 2.50.280.28
have been found, and the pure background hypothesis could be rejected at a 2.7
sigma level. We therefore conclude that the sample contains a non-negligible
fraction of extraterrestrial neutrinos. The errors on the measurement itself are
large, yet the measurement being statistically independent from any other sam-
ple found by IceCube, it reduces the errors on a combined analysis. A publi-
cation of such combined results is planned. The obtained data increases our
knowledge about the extraterrestrial neutrino flux and thus allows to help the
task of understanding the extraterrestrial neutrino flux and the nature of its pos-
sible source candidates, which will ultimately add another part to the puzzle of
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Final sample - event displays and results of the likeli-
hood scans
season sample run/event Erec Θrec xrec yrec zrec
IC79 90 117744/54888465 34284 150 43 459 -305
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 119507/35825553 98817 77 -312 460 162
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 118466/21256734 384527 90 -202 -566 49
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 118692/5825484 62162 75 -424 -287 308
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 119736/73354228 148073 106 632 150 145
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season sample run/event Erec Θrec xrec yrec zrec
IC79 90 116522/17216576 395832 54 -338 92 -595
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season sample run/event Erec Θrec xrec yrec zrec
IC79 90 117721/55150085 152641 85 478 -47 67
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season sample run/event Erec Θrec xrec yrec zrec
IC86 10 118420/72256529 140177 87 -138 464 -147
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 118178/6251579 25031 60 -425 -294 -497
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 119651/30979523 32924 70 492 -217 -462
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season sample run/event Erec Θrec xrec yrec zrec
IC86 10 118670/58852406 543502 48 674 270 -410
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season sample run/event Erec Θrec xrec yrec zrec
IC79 90 116698/10198436 169415 48 246 302 -469
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 119962/11948966 62437 57 -467 87 -535
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season sample run/event Erec Θrec xrec yrec zrec
IC79 90 116457/702481 172767 80 497 188 -308
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 118178/66452255 90121 73 -60 3 -499
170
6 Summary & Outlook
season sample run/event Erec Θrec xrec yrec zrec
IC79 90 116351/5378257 53092 120 0 -419 305
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season sample run/event Erec Θrec xrec yrec zrec
IC86 90 119117/23529568 659942 65 321 -487 207
172
6 Summary & Outlook
season sample run/event Erec Θrec xrec yrec zrec
IC79 90 117273/15914878 66694 38 239 -469 -353
173
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season sample run/event Erec Θrec xrec yrec zrec
IC79 90 116532/28124500 69595 51 -616 0 -355
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season sample run/event Erec Θrec xrec yrec zrec
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