Abstract. Cortical circuits have been proposed to encode information by forming stable spatially structured attractors. Experimentally in the primary somatosensory cortex of the monkey, temporally invariant stimuli lead to spatially structured activity patterns. The purpose of this work is to study a recurrent cortical neural network model with lateral inhibition and examine what eect additive random noise has on the networks' ability to form stable spatially structured representations of the stimulus pattern. We show numerically that this network performs edge enhancement and forms statistically stationary, spatially structured responses when the lateral inhibition is of moderate strength. We then derive analytical conditions on the connectivity matrix that ensure stochasticly stable encoding of the stimulus spatial structure by the network. For stimuli whose strength falls in the near linear region of the sigmoid, we are able to give explicit conditions on the eigenvalues of the connection matrix. Finally, we prove that a network with a connection matrix, where the total excitation and inhibition impinging upon a neural unit are nearly balanced, will yield stable spatial attractor responses.
Introduction
In this work, we seek to address the issue of robust encoding of spatially structured stimuli by recurrent`c ortical'' neural networks. To do so, we develop mathematical conditions for the stability of such neural networks when the activity of the network is randomly perturbed by additive noise. The information transmission in the cortex has been shown to be near random at the level of single spiking neurons. (e.g. Kroner and Kaplan 1990) . The statistics of spike-trains in the primary sensory cortices appear to suggest that the neural signals (i.e the spikes) are generated by a random point process (e.g. as in Ricciardi 1994) with only the mean ®ring rate playing the major role in coding (Shadlen and Newsome 1998) . Furthermore, singleneuron responses to sensory stimuli show a considerable trail-to-trail variability (e.g. Holt et al. 1996; Reich et al. 1997) . This variability makes it dicult to predict the response of a single neuron to a single stimulus in vivo, or to reverse-engineer the stimulus from the activity of the single neuron. The neural response can be predicted when one takes into account the spatial correlations in cortical activity (Arieli et al. 1996) . Hence, it is important to examine the conditions on the cortical network under which the information about the spatial structure of the stimulus is preserved.
Several works have suggested that cortical sensory networks are robust encoders and act to reduce the uncertainty in the stimuli by reducing noise (e.g. Douglas et al. 1995) , while accentuating the spatial structure of the stimulus (Shamma 1989) . In a recent report, Amit and Brunel (1997) suggest that the stimulus-encoding ability of the cortex (e.g. the pre-frontal cortex coding with attractors) takes place in the context of high spontaneous cortical activity. They further suggested, but did not prove, that the stochastic background is stable, provided that there is an appropriate balance between excitatory and inhibitory inputs impinging on a single neuron. We provide mathematical support for their suggestion.
The initial motivation for this work was a biological one. The network we examine was proposed as a model for information dynamics in the primary somatosensory cortex. Neurophysiological studies in the primary somatosensory cortex (SI) (Juliano et al. 1981) show the cortical response to a constant tactile stimulus to have more spatial inhomogeneity than that predicted solely by the anatomical structure. Their hypothesis was that the cortical dynamics act on the stimulus to accentuate certain spatial frequencies while reducing the amplitude of others. Speci®cally, for the experimental results in Juliano et al. (1981) , Whitsel and Kelly (1988) proposed that the cortical lateral inhibitory network in the SI acts to accentuate the spatial discontinuities in the sensory input from the thalamus. Thereby, the cortical network encodes the spatial structure of the tactile stimulus while reducing the total number of active units. That is the cortical network reaches a stationary state of activity where only the units corresponding to the location of the edges and corners are active. Extensive numerical work on the deterministic neural network model of the above was carried out by Smith and Kelly (1985) , Whitsel and Kelly (1988) and formal stability analysis was presented in Kelly (1990) . A preliminary version of this work was presented in Gutkin and Smith (1994) .
In this report, we consider neural networks of the Wilson-Cowan type with local connections designed to re¯ect the lateral connectivity seen in the primary sensory cortices (e.g. SI). The input to the network consists of a temporally stationary spatial pattern of excitation perturbed by additive noise. Our goal is to present conditions on the parameters of the network that guarantee that the spatial structure in the noisy stimulus is robustly encoded by the network.
Recurrent lateral inhibitory neural networks of the type we study have been shown under some conditions to act as spatial band-pass ®lters capable of contrast enhancement (Shamma 1989) . Such networks can also act to reduce the total number of neurons necessary to encode the structure in the stimulus, by representing only the spatial discontinuities in the stimulus. Furthermore, a large body of literature has considered the stability of deterministic recurrent neural networks, particularly in the context of attractor neural networks (e.g. Kishimoto and Amari 1979; Ermentrout 1982; Cohen and Grossberg 1983; Marcus and Westervelt 1989) . Cohen and Grossberg (1983) developed a general condition for global asymptotic stability of an attractor state in a deterministic recurrent neural network using the Lyapunov function approach. We use a modi®ed Lyapunov function method to show the stability of moments of activity for a cortical neural network under a noisy stimulus. Thus, our result extends previous mean stability results to higher order moments: the temporal variance and spatial covariance of the network activity in particular. The conditions we develop are closely related to the conditions developed by Marcus and Westervelt (1989) for a recurrent neural network with delay. To summarize, our goal is to give quantitative conditions on the connection matrix and the sigmoid transfer function that would guarantee that the network responds to the stimulus by a spatially structured steady state with a variance which is less than that of the input.
Previous eorts to study the in¯uence of additive noise on cortical neural networks either did not have a spatial structure (e.g. Ohura and Cowan 1995) or primarily focused on simulations rather than formal analysis (e.g. Buhmann and Schulten 1987) . The large volume of literature that has looked at the stability of stochastic arti®cial neural networks treated primarily the case where the noise was of synaptic origin, i.e. random uctuations in the weights or parametric multiplicative noise. Here, we study a spatially structured network under noisy input conditions and analyze the dynamics of the covariance as well as the mean. We ®rst apply stochastic Lyapunov function methods to provide some general conditions guaranteeing stochastic stability of the steady-state response for the sigmoid network. Then, we use linear stability analysis to arrive at a condition on the connection matrix that ensures local stability of the mean pattern and a bounded stationary covariance structure. We further show that, for an appropriate choice of the connection weights, the network acts to reduce the variance of the input noise. Finally, by a simple application of the Gershgorin theorem, we show that our analytical conditions are consistent with the near balance hypothesis of Amit and Brunel (1997) .
Model description
The model we consider is a discrete-space, continuoustime version of networks ®rst described by Cowan (1970) , for which an extensive analytical literature exists (e.g. Ermentrout 1998 and references therein). In our case, the network is a two-dimensional grid or a onedimensional array of sparsely connected, sigmoidal neural units whose state is characterized by an activation variable x. This variable can take on both positive and negative values, re¯ecting excitatory and inhibitory activity within a neural aggregate, e.g. a cortical minicolumn. The network equations are the following system of non-linear Langevin equations:
Here f k X k X R 3 À1Y 1 is a sigmoid non-linearity giving the normalized ®ring rate of the neural aggregate; w jk is the connection weight from unit k to unit j, p j values represent the time invariant spatially structured inputs, n j is the noise term, and r is the scale parameter of the noise. From now on, we set l 1 without loss of generality. For notational convenience, we may write (1) in vector matrix form:
Numerical simulations serve to illustrate the behavior of a two-dimensional version of (1). A constant spatially structured stimulus was delivered at every iteration, (Fig. 1a) . The stimulus was corrupted by a noise simulated at each location by sampling independent Gaussian random deviates with a preset variance. We studied a homogeneous network with``Mexican hat'' connection patterns (Fig. 1b,c) . The main feature seen in the simulations of the network with weak lateral inhibition is the formation of an apparent steady-state response despite the presence of noise (Fig. 2a) . The network clearly enhanced the edges with random uctuations weakly perturbing the activity of single units. Further simulations suggested that the steadystate response is independent of the initial conditions of the network. The mean steady-state pattern could be easily recovered by temporal averaging. Note that the edge enhancement in our network is due to the lateral inhibitory interactions rather than an adaptive local gain control mechanism.
In contrast, a network with strong lateral inhibition (Fig. 1c) did not reach a steady state, or at least, there was no steady state with any discernible spatial features Fig. 1A±C . Stimulus and connection patterns for network of 58 by 58 neural units. A Stimulus input, delivered on every iteration. B Connection pattern 1 with low lateral inhibition; network is translationary invariant with all units having identical connection structure. The eigenvalues of this connection matrix satisfy the conditions of theorems 1 and 3. C Connection pattern 2, with strong lateral inhibition. This connection pattern violates conditions of theorem 3 Fig. 2A ,B. Stationary response of network with noise (Gaussian with SD=0.1). Here we plot network activity at iteration 30. A Response of network with connection pattern 1, note that the edges are accentuated and noise does not corrupt the spatial structure of the stimulus. B Response of network with connection pattern 2, note all spatial structure of the stimulus is lost due to noise of the stimulus (Fig. 2b) . The pattern of activity lost resemblance to the stimulus faster under noisy conditions than under the corresponding deterministic system. Furthermore, temporal or spatial averaging did not recover any stimulus-dependent spatial structure and there is no apparent trend in the dynamics of a single unit, save for an increasing variance. Thus, numerical results suggested that strong lateral inhibition leads to a network that is highly sensitive to noise and does not act as a stable encoder of spatial structure. Thus we set out to provide analytic conditions on the lateral connection matrix that yield steady-state responses that are not strongly in¯uenced by the additive noise.
3 Stochastic stability of the sigmoid network We now construct conditions under which (2) has a unique attractive stationary distribution parametrized by the input. Here, we apply the method of stochastic Lyapunov functions to (2) written as a system of nonlinear Ito stochastic dierential equations:
where x is an N-vector, dW t is an M-vector of dcorrelated Gaussian deviates and r 2 is the variance of the noise. We ®rst state the theorem that underlies our result. where X is an N-vector, f () an N-vector of functions describing the deterministic drift, W t is an M-vector of delta-correlated Gaussian noises and G is a N Â M matrix. Let there be a continuous function V x X R n 3 R sXtX 1. V x is non-negative and C 2 for all x not 0 with V x 0 for kxk 0. De®ne the dierential operator
If LV`0 for jxj b 0, then the solution of (4) is statistically stable. The function V x in the theorem is known as a stochastic Lyapunov function. Next, we exhibit such a function for (3) together with appropriate conditions.
Theorem 2.
Let V x jxj where the j Á Á Á j denotes the usual L 1 -norm. De®ne kWk as the real max jxj jWxj jxj .
If (1)
is the Jacobian of F evaluated at x and bkWk`1, then the criteria for Theorem 1 are satis®ed and V x is a stochastic Lyapunov function.
Proof
Without loss of generality, we consider the stability of the homogenous solution. Once the homogenous solution is proven to be stable, we can easily argue that a solution for any constant spatially structured input vector p is also stable, since bounded input would lead to bounded output. First, we transform (3) into a stochastic dierential equation of the form in Theorem 1.
Let p 0, as discussed above, f tY x WF x À x, and G is a constant diagonal matrix.
Clearly, V x satis®es the conditions (1) in Theorem 1. Now we only need to verify that LV`0 for all x. Noting here that the i-th partial derivative of the L 1 norm jxj is 1 for x i b 0 and À1 for x i`0 , and provided that condition (2) is satis®ed,
thus completing the proof.
It is interesting to note that the conditions above correspond to the conditions guaranteeing that the corresponding deterministic network is a contraction mapping. Furthermore, in the case when matrix W is symmetric, the condition on the norm can be easily translated into a condition on its maximum eigenvalue (Kelly 1988) .
Stability of linearized network
In the previous section, we exhibited conditions sucient for statistical stability of the stationary state for the sigmoid network. However, we view these conditions as somewhat dicult to interpret biologically. Therefore, we apply local stability analysis to (2) with a view to developing more intuitive conditions for the stability of the mean and for a bounded stationary covariance. We suggest that the linear analysis, that is valid for stimuli that fall within the linear region of the sigmoid transfer function of the network, gives a good picture of the general situation. First, this is suggested for biological reasons, since cortical neurons under normal physiological conditions show ®ring rates well below their maximal saturation frequency, even during a sensory stimulus presentation. Sensory neurons also tend to respond to changes in the stimulus characteristics, e.g. intensity, in a linear fashion (Ermentrout, 1998a) . Furthermore, if the spatial patterns are not seen in the linear range, then the saturated responses would make the spatial pattern even more dicult to discern. Thus, the linear analysis provides a worst case scenario, in the sense of error propagation. That is, for a ®xed additive noise, the variance of the network activity is largest for stimuli with amplitudes in the maximum slope of the sigmoid. For the excitatory activity (x b 0), the sigmoid has its maximum slope in the linear region, thus if the network reduces noise there, it will reduce the variance for stimuli with larger amplitudes.
We linearize network (2) about the origin and explore the dynamics. Thereby, we are studying the local response of the full non-linear system to inputs of moderate amplitude. As argued above, numerical simulations suggest that, even for stimuli with high positive amplitude that are close to the saturation of the sigmoid, the following analysis provides an upper bound, since the derivative of the sigmoid near its saturation level is smaller than that at the origin. Furthermore, the condition derived below is a special case of the non-linear maximum norm condition in the previous section. We set the Jacobian of the sigmoid evaluated at 0 to be an identity matrix and study the dynamics of the linear network described by:
We ®rst show that the mean of (5) goes to an asymptotically stable steady state m x , provided that the condition on the eigenvalues of the connection matrix W stated below is satis®ed. Noting that the state transition matrix for the random process described by (5) is
we use a variation of constants argument to solve for the mean of the process m x t:
Clearly, if all eigenvalues of the connection matrix W have real parts less then 1, the system tends to an asymptotically attractive steady state in the mean
We now consider the covariance structure. In general, the covariance structure for a linear stochastic dierential system is given by
Using the variation of constants with the transition matrix (6) and the fact that the noise term in the equation is modeled with a delta-correlated Gaussian process,
where P is a matrix of the orthonormal eigenvectors, D Ã is a diagonal matrix with the diagonal elements as indicated in the parentheses, and k i is an eigenvalue of matrix W.
If we constrain all the eigenvalues to have real parts below 1, the exponentials are negative and, as t tends to in®nity, the expression tends to a stationary matrix dependent only on the dierence t À u. The variance matrix is found by setting t u in the above expression:
Here, the diagonal elements are the variances and the o diagonals are the spatial covariances between the dierent units. If the eigenvalues k are all less than 1, the second term tends to zero and we are left with
What this shows is that the variance of the network activities, unit by unit, tends to a stationary value. Thus, we have statistical stationarity and stability.
Conditions for noise reduction in a linear homogeneous network with lateral inhibition
Now we look at a particular example of system (5) that is consistent with models of sensory cortical networks, exhibiting on-center excitation and lateral inhibition. Let identical connection patterns be associated with each unit in the network and let these patterns be symmetric about the center unit. Then, the system under consideration is homogeneous and symmetric with the connection matrix becoming a circulant. The eigenvectors and the eigenvalues, can be expressed as:
The mean steady state can now be explicitly calculated according tõ
The variance matrix for such a network can be readily expressed in terms of the elements of the eigenvectors and the corresponding eigenvalues. In fact, since the eigen vectors are orthonormal, if we further restrict the eigenvalues to be positive, the stationary variances are less than the variance of the input. That is,
and term-by-term, the variance matrix obeys the inequality
Thus, we arrive at the second major result of this paper.
Theorem 3.
Let p be a time invariant, spatially structured input perturbed at each node of network (5) (15) are less than the variance of the input noise.
6 Stochastic stability of cortical networks with a near balance of excitation and inhibition
We now show that the condition above is consistent with near balance of inhibition and excitation in a cortical network. Namely, let us consider a connection matrix W where the total sum of on-center excitation and ocenter inhibition for each unit is some positive number close to zero and the lateral connection patterns are sparse and weak 1 . We know from the matrix theory that, for symmetric circulant or Toeplitz matrices, the eigenvalues are given by
Thus, the eigenvalues are bounded above by the sum of the weights. The Gershgorin theorem 2 states that for a matrix that is diagonal dominant (consistent with diusely connected network with relatively strong within-column excitation and weak sparse pericolumnar inhibition) the eigenvalues obey
Now let us take a cortical network with excitatory self-connection and inhibitory lateral connectivity; when such a network is near a balance of excitation and inhibition, we have s W s % 0. Let us now further assume that the inhibition is slightly weaker than the excitation (see footnote 1), so that the sum of the weights is positive; then, conditions for Theorem 3 hold as long as s jW s j`1. Thus, for cortical neural networks where the total synaptic input to each unit is nearly balanced, but with a slight predominance of excitation, the stationary distribution of stimulus-dependent activity is statistically stable, and the variance of the activity is progressively reduced by the network. For such networks, we can expect some constant amount of noisy activity to coexist with stable spatially structured attractors, as suggested by Amit and Brunel (1997) .
Discussion
In this work, we provide three mathematical results for the stability of a spatially structured, cortical neural network response in the presence of additive noise. First, we develop analytical conditions that guarantee stable encoding of a spatial structure in the presence of random perturbations by a non-linear recurrent neural network. A condition on the max-norm of the connection matrix and the derivative of the sigmoid guarantees Bounded Input/Bounded Output BIBO. statistical stability of a time-invariant input for a general network. Second, for stimuli that fall into the linear region of the sigmoid, we show that a condition for the eigenvalues of the connection matrix results in a stable steady state for the mean and covariance. Such an assumption about the amplitude of the input is not at all unreasonable, especially in view of a recent results by Bell et al. (1996) suggesting optimal information transfer in the linear region of the sigmoid. For the case of a homogeneous symmetric neural network, of which lateral inhibitory cortical networks are an example, we provide expressions for the mean steady state, the stationary covariance and the eigenvalues. Most signi®cantly, we present a condition that guarantees that the network will reduce the variance of the input upon reaching stationarity. Finally, we show that networks with a near balance of excitation and inhibition can act to reduce the noise and guarantee the existence of stable spatially structured attractors. This third result, providing for noise reduction in a balanced cortical network, is valid when the recurrent connections in the network enable it to act as a weak ampli®er. This ampli®cation of stimulus discontinuities has been proposed as a major cortical information principle by Douglas and Koch (1995) .
Interestingly, the general condition of Sect. 3 assures linear results for the symmetric, homogeneous network. Numerical simulations have supported the analytical results. However, we view the conditions on the maximum norm of the connections matrix as somewhat dicult to check or interpret intuitively. On the other hand, the eigenvalues of a connection matrix for a given neural network are easy to compute, and thus the linear analysis is the more practical of the results. In terms of the biology, our conditions for the eigenvalues imply that connections between local cortical circuits (e.g. the connectivity between cortical mini-columns) are likely to be weak and the lateral inhibition patterns spatially diuse. These networks are then able to encode the spatial structure of the sensory stimuli in a spatial pattern of neural activity (i.e. the mean ®ring rate), reduce the number of neural units involved in coding, through mechanisms such as edge enhancement, and reduce the noise in the input. Furthermore, our last result implies that this sort of stochastically stable spatial coding can occur when the excitation and the inhibition is nearly balanced.
Strong coupling with spatially focused lateral inhibition in our numerical simulations leads to stochastically unstable response patterns, where the noise is ampli®ed by the network, and no stimulus spatial structure is encoded. Having said this, we should note that our model is not detailed enough for us to make more speci®c statements about the detailed connectivity between individual neurons in the cortex.
We must also point out a caveat to our analysis; the conditions on the eigenvalues of the connection matrix and the condition in Sect. 3 are only sucient and we may be able to observe stable encoding by networks that do not satisfy Theorems 2 or 3. Thus, a fruitful future direction would be to study the loss of stability as parametrized by some function of the connection weights and construct the conditions necessary for stable encoding of spatial features by such recurrent neural networks. Our conditions give a starting value for a systematic numerical study of this issue. However, near the boundary of the stable parameter region, numerical analysis issues will come into play for the simulation (Kloeden and Platen 1994) . Furthermore, in this paper, we do not explicitly address the stability for time-varying stimuli, but only the stability of spatial structures in a temporally invariant stimulus. We recognize that much more work needs to be done on the noise-reducing properties of recurrent networks viz a vis temporally structured stimuli.
