Calculations of coupled chemistry and transport for the stratosphere are carried out for a 6-day period during the February 1979 stratospheric major warming, using winds derived from a spectral forecast model. All major families of stratospheric chemistry (odd oxygen, odd nitrogen, odd hydrogen, and odd chlorine), as well as longitudinally varying reaction rate coefficients and photolysis rates, are included in the model. Eight constituents and/or families are transported in the model; additional ones are held fixed or inferred by photochemical equilibrium approximations. Results presented include zonal mean fields, latitude-longitude distributions (and their changes with time), vertical profiles, and time series of the mixing ratios of transported constituents and families as well as of their total stratospheric column amounts. The results obtained show the relative importance of chemistry and transport for the chlorinecontaining species C10, C1ONO 2, HC1, and HOC1. Dynamical effects dominate the variability of HC1, while diurnal ones dominate that of CIONO 2 and C10. Diurnal chemistry and dynamical variability are of similar magnitude for HOC1. The effects of strong planetary wave activity may be seen as large longitudinal variability of the total HC1 and C1ONO 2 columns in the stratosphere; in middle and high northern latitudes it is sufficiently large that it exceeds the diurnal variability of the column.
which the concentrations of chlorine compounds are affected by dynamical processes, especially during disturbed periods, such as stratospheric warming events. There has been some observational and theoretical examination of this question for other compounds. For example, the variation for NO 2 in the stratosphere during warmings has been obtained from both experimental studies [Noxon et al., 1979; Syed and Harrison, 1981] and theoretical studies [Solomon and Garcia, 1983] . Theoretical studies of the variation of mesospheric OH [Frederick, 1981] and observational studies of thermospheric OH [Walker and Reed, 1976 ] during stratospheric warming events have also been carried out. Until now, no such studies have been carried out for chlorine species, however.
There has been little work in which winds from 3-D dynamical models have been coupled with photochemical models in the study of chemical-dynamical interactions involving reactive and reservoir species in the stratosphere. Simplified dynamics have been used with a model of oxygen, hydrogen, and nitrogen chemistry in the stratosphere to study the distribution of ozone and nitrogen oxides in a simulated planetary wave field . Simplified chemistry has been used with winds from a spectral forecast model to study the distribution of nitric acid [HNO3] during a stratospheric warming period and a more quiescent period . Numerous studies have been carried out focusing on the distribution of long-lived gases in the atmosphere, notably of N20 [Mahlman et al., 1986] , of stratospheric CFC13, CF2CI2, CH3CC13, CCI,•, and N20 [Golombek and Prinn, 1986] , of tropospheric CFC13 and CF2C12 For a model to provide accurate insight into the threedimensional distribution of chlorine compounds, it must have several attributes. First, since the photochemical lifetime of several important chlorine reservoir species is close to the time scale for transport, the interaction of chemistry and dynamics must be correctly represented. Second, diurnal effects, particularly the interconversion of ClO and ClONO 2, must be well simulated. Third, the other major families of atmospheric trace constituents, including odd oxygen (O,,), odd hydrogen (HO,,), and odd nitrogen (NO,,), must be included.
In this work the winds from a stratospheric forecast model are used in a model which includes O,,, NO,,, HO,,, and ClO,, chemistry in order to study the distribution of a variety of constituents during a simulation of the February 1979 major warming. Since this is the first paper by this group in which such complex chemistry is used for three-dimensional chemistry and transport, we describe in some detail the way in which the chemistry is incorporated into the transport model described previously [Rood et el., 1987 ]. Next we, present a selection of results from our model, mainly in the form of plots showing the calculated constituent fields and their dependence on position and time, as well as their variability. We discuss these results, concentrating on the chemical and dynamical origins of the calculated concentration changes and the causes and implications of the calculated constituent variabilities. Attention will be focused on the chlorine-containing species for reasons discussed earlier. We close by summarizing our results and offering conclusions on the strengths and weaknesses of our calculations.
DESCRIPTION OF THE MODEL

Transport and Dynamics
The transport model and dynamics are the same as used in the Rood et al. [1987] study of HNO 3 distribution during the time period for which the Limb Infrared Monitor of the Stratosphere (LIMS) instrument on the Nimbus 7 satellite was operating. We briefly summarize them here. Winds from the spectral forecast model are used in an off-line calculation of the constituent continuity equation. Transport is calculated on a global three-dimensional grid covering the region from approximately 100 to 1 mbar. The model resolution is 7.2 ø longitude, 5 ø latitude, and 2.56 km vertical, corresponding to 50, 36, and 14 points in each direction, respectively. The transport scheme is the square root scheme of Schneider [1984] ; the polar filter and boundary conditions are the same as those of Rood et al. [1987] . The spectral forecast model used has been described by Schoeberl et al. [1985] and Nielsen et al. [1986] . It was initialized with geostrophic winds and temperatures obtained from National Meteorological Center (NMC) data [Geller et al., 1983] . Wind fields are linearly interpolated between 20øN and 20øS where the geostrophic approximation is less accurate. A large initial change in the wind fields is expected as the winds adjust to the model equations. This initial adjustment was found to have a large effect on the HNO 3 distribution , most notably in and near the tropics at low altitudes.
We study here the first 6 days of the February major warming simulation, starting with conditions corresponding to February 17, 1979. The spectral forecast model qualitatively simulated the dynamics of the warming (which was dominated by wave number 2), although quantitative differences between atmospheric observations and the simulated data did exist.
The stratospheric warming led to the elongation and splitting of the polar vortex (as seen by consideration of the geopotential height fields) into two smaller areas, each displaced from the pole. The model simulated both the splitting of the vortex and the wave 2 nature of the disturbance. It did not quantitatively describe the evolution of the geopotential height field, however, especially in the area of the Atlantic anticyclone (270ø-360øE). After 7 days of integration the quality of the simulation had degraded sufficiently (loss of wave number 2 domination) that the model was not integrated further.
The model also suffered from excessive meridional transport, much of which resulted from the wind initialization procedure (use of geostrophic winds derived from NMC data), especially at low latitudes and mid-latitudes. In particular, the initial conditions included areas of velocity greater than 30 m s-• at low latitudes, which were not expected based on geostrophic winds calculated from the geopotential heights supplied with the LIMS data. As a result, in the model calculation, constituents with strong meridional gradients were rapidly transported from low latitudes to mid-latitudes and then even further northward by the more accurate (but still too strong) meridional winds associated with the major warming.
Constituents and Chemical Reaction Set
Included
All four major families of stratospheric compounds (O,,, HO•,, NO,,, C10,,) must be included to adequately simulate stratospheric chlorine chemistry. As a compromise between completeness and efficiency, we have selected a set of 8 transported constituents and families, along with two fixed constituents and 11 inferred constituents, as summarized in Table 1. Only reactive and reservoir species were included in the constituent set; no source gases were transported. This should be adequate for short simulations, such as the 6-day run presented here. Thus for example, the active nitrogen species NO, NO2, NO3, HNO3, N205, and C1ONO 2 are all included as either inferred or transported species; the major source gas of stratospheric odd nitrogen (N20) is neglected. Similarly, five chlorine-containing species are included (C1, C10, C1ONO 2, HC1, HOC1), while the C1 source gases, such as CFC13 and CF2C12, are not included. In addition to ignoring the production of odd chlorine and odd nitrogen from source gases, we also ignore their loss, either by chemical reaction (e.g., for NO x the reaction N + NO-• N: + O), or by transport to the troposphere followed by rainout (e.g., of HNO3, HC1).
Water (H:O) is held fixed to its initial value because of its relatively small change, as seen in the LIMS data, during the time period of the simulation (changes in its zonal mean concentration exceeded 0.25 parts per million by volume (ppmv) only north of approximately 65øN over the 6 days). CH 4 is held fixed to a zonally symmetric value.
Ten photolysis processes and 30 chemical reactions have been included in the photochemical model. Again this represents a compromise between completness and simplicity. Selection of reactions for inclusion was based on qualitative analysis of sensitivity coefficients for dependence of inferred species concentrations on reaction and photolysis rates [Kaye . Latitude-independent constituent mixing ratios were assumed south of 64øS and north of 84øN. The initial distribution of NO:(= NO + NO 2 + NO3) was taken from the descending node (nighttime) LIMS data for February 17, 1979. These data, which include coefficients only up to wave number 4, have been described by Russell et al. [1984b] . No attempt was made in the initialization procedure to account for interconversion between NO: and N20 5, which would be necessary for more accurate specification of the NO: field.
Since there are no satellite data for the other transported constituents (N20 , chlorine-containing species), the initial distributions of these needed to be approximated. For N20 ,a hybrid of data and intuition was used. It was assumed that the sum of the concentrations of NO z + HNO 3 -3-2N20 ,was zonally symmetric but not greater than 20 parts per billion by volume (ppbv). The zonally averaged NOz concentration was obtained from the descending node LIMS data for NO2, while the zonally averaged N20 ,concentration was related to that of NO z by a ratio calculated from a photochemical box model using concentrations, temperatures, and photolysis rates as described by Jackman et al. [1986] . The zonally varying diurnally averaged N20 ,was then calculated by subtracting the zonally varying NOz and HNO 3 amounts from the assumed zonally symmetric sum NO• q-HNO 3 q-2N20 •. Finally, N20 5 concentrations were corrected for day or night at the start of model integration by applying the square wave correction of Turco and Whitten [1978] , using latitude-and altitudedependent day-to-night ratios calculated in our photochemical box model. where. These data were used up to only 44 km; above that level, mixing ratios were assumed to be independent of altitude (corresponding to the top three levels of our model). The HOC1 distribution at high latitudes was slightly modified to remove a small secondary "polar maximum" in the middle stratosphere, as this maximum was incompatible with the polar filter used and would lead to large nonconservation of 
Calculation of Reaction and Photolysis
Rates
Chemical reaction rates and photolysis rates were calculated at every grid point at every time step during the calculation, using parameterizations described in Appendix A; the reaction rate and photolysis rate set is given in Table 2 . Bimolecular reaction rates were calculated as a function of temperature, while those of pressure-dependent termolecular reactions were calculated as a function of both temperature and pressure. Photolysis rates were calculated in a way to reflect their dependence on time of day, overlying ozone column, and, where necessary, temperature. The quality of the parameterizations is discussed more fully in Appendix A.
Some sense of the photolysis rate variation with time may be seen in Figure 3 made without chemistry, in which flux was permitted through the lower boundary, nonconservation of total chlorine was less (1 part in 300), while nonconservation of total nitrogen was better (1 part in 3000).
Computational Aspects
The calculations were performed with a transport time step of 3.75 min and a chemical time step of 15 min in a "split" fashion' that is, at every fourth transport step a chemistry time step was carried out. With this time step and the model grid outlined earlier (50 longitudes, 36 latitudes, 14 vertical levels), concentrations of transported constituents and families were stored every 2 hours, corresponding to a total of over 2.4 million concentrations per day.
Calculations were performed on the Cyber 205 at the NASA Space and Earth Sciences Computer Center (NSESCC). Slightly over 9.5 min of CPU time per model day is required, of which slightly more than half is spent on the transport and slightly less than half on the chemistry.
RESULTS
In this section a broad picture of the model results will be presented by showing figures of model-derived constituent fields, their changes from the initial conditions, and selected constituent amounts as a function of time and altitude for a variety of conditions. Attention will be focused on the chlorine-containing species CI= (essentially equal to C10 due to the small concentration of C1), ClONe 2, HC1, and HOC1 at locations where they should be both affected and unaffected by the strong wind fields associated with the wave number 2 warming. Some data on the other transported constituents and families will also be presented, as they affect the evolution of the chlorine-containing constituent fields and allow for comparison with other species which have their own lifetimes and background gradients. In order to better focus on the amount of variability in these constituents which might be expected from dynamics we plot in Figure 9 Further confirmation of the chemical cause of the large changes may be seen by considering the evolution of the constituent fields after the first day of model integration. This is done in Figure ! 3 , in which the differences between the zonal mean fields after 1 and 6 days of model integration are shown. None of the large changes in Clz, C1ONO2, and HOC1 centered near 30 km in the tropics are seen in Figure 13 , suggesting that after 1 day the constituent fields have in general "relaxed" to their steady state values appropriate to the photochemistry in the model. Most of the changes seen in Figure 13 are therefore a reflection of either transport or of the interaction of chemistry and dynamics. There may also be some residual effects due to the slow relaxation of constituent amounts to their photochemical equilibrium values, especially in the lower stratosphere, where chemical time constants are longer than they are higher in the stratosphere.
Examination of Figure 13 also confirms the assignment of the "two-cell" structure in the C1ONO: zonal mean difference field (see Figure 4) as being due to initialization effects. This structure is not seen at all in Figure 13 , showing that the processes responsible for its formation were nearly totally complete after only 1 day of model integration. Such processes are clearly initialization effects. Figure 13 also shows that initialization effects are not responsible for most of the changes in HCI in the lower stratosphere at middle and high northern latitudes. Higher in the •stratosphere there is a much greater difference between the two figures, however, suggesting that initialization effects (either chemical or dynamical) play a larger role there than they do in the lower stratosphere.
It is clear that the rapid readjustment of the constituent fields from their initial values to ones consistent with all the model input parameters presents a problem for attempts to make accurate forecasts of stratospheric composition using less than complete data or data combined from several different sources (e.g., satellite data or two-dimensional models). In the HNO 3 experiments of Rood et al. [1987] , some of the difficulties were removed by using simplified chemistry, which was modified in the upper stratosphere, where chemistry is rapid, to force the constituent fields to relax to a "climatological" zonal mean based on monthly averaged observed data. In the calculations reported here, however, no such forcing was employed, and the model was free to generate whatever species concentrations were appropriate for it. There are also known problems with our understanding of stratospheric chemistry, notably the odd oxygen problem in the upper stratosphere [Jackman et al., 1986, and references therein] and the inability of models to correctly account for the seasonal distribution of observed high-latitude HNO 3 [Jackman et al., 1987; and references therein]. Since the model used here incorporates the standard chemistry known to lead to the above mentioned problems (except that a correction has been applied to try to reduce the impact of the odd oxygen problem), problems associated with the incomplete and/or incorrect chemistry are expected.
Longitudinal Structure
The longitudinal structure calculated for the various transported constituents and families is a function largely of two very different processes. First, the dynamics used for the model winds are responsible for vertical and meridional transport, which can lead to longitudinal asymmetries for constituents with nonzero gradients in those directions. Second, the photochemistry used will impose longitudinal variations associated with diurnal effects and will act to remove transport-derived longitudinal variability because of its relatively zonal nature.
The way in which the model dynamics affect the longitudinal s[ructure of constituents has been discussed in detail in our previous work and is summarized here. It is crucial to note in analyzing the model results presented here that the meridional transport is too rapid, as is evident from our simulation of HNO 3, in which low-HNO 3 air at 30 mbar (mixing ratio below 7.5 ppbv) was transported all the way to the north pole after several model days. The LIMS data showed that such low mixing ratios did not get north of approximately 70øN, even after 7 days.
Evidence Because the chlorine-containing constituents were initially assumed to be zonally symmetric, it is expected that some aspects of their distribution after the 6 days of model integration considered here will reflect their initial adjustment to the model chemistry and winds. In the previous section we examined this issue for the zonal mean changes of these species, and we consider it for the longitudinal variation, focusing on the The longitudinal dependence of the stratospheric column amounts of the transported chlorine-containing constituents is shown in Figure 19 for the latitude at 47.5øN after 6 model days. Large dynamically induced variations of the HC1 column are seen between approximately 70 ø and 140øE as well as 300ø-340øE, corresponding to regions of strong meridional transport (see Figure 5) . Similar effects are seen for C1ONO2, although they are reduced in magnitude and superimposed on a diurnal variation (C1ONO 2 is high at night, centered over 180C•E, and low in the daytime, centered over 0øE). Diurnally varying columns are seen for CI: and HOC1, as is expected. The meridional dependence of the HC1 and C1ONO 2 stratospheric column amounts at the longitudes considered for HNO 3 above (Figure 17 ) may be seen in Figure 20 . As expected, the HC1 columns are quite zonal in the tropics and in the southern hemisphere but become very strongly variable in middle and high northern latitudes; indeed this variability is larger proportionately than that for HNO 3. For C1ONO2 a somewhat different behavior is obtained, however. In the tropics and over most of the southern hemisphere there is a clear separation between the C1ONO 2 column in regions of daytime (between approximately 0 ø and 90øE) and nighttime (between 90 ø and 180øE), with dynamical variability being sufficiently small that the diurnal variation is dominant. At middle and high northern latitudes the dynamical variability becomes much larger than the diurnal variation, however, so that there is no clear correlation between stratospheric column amounts and presence or absence of sunlight.
Because the model is known to have overly strong meridional transport, the dynamical variability obtained for C1ONO 2 is undoubtedly overestimated. Nevertheless, this result demonstrates how the varying magnitudes of chemistry and transport may be seen in possible measurements and can be predicted by a model which correctly represents both chemistry and transport.
Assessment of Model Quality
In assessing the quality of the model it is necessary to separately focus attention on two questions. The first is whether the underlying philosophy of the model (an off-line transport model with diurnally varying chemistry, designed for relatively short simulations) is sufficiently complete that the subjects of greatest interest can be accurately modeled. The most important of these is the simultaneous manifestation of both chemical and dynamical effects on reservoir and chemically active constituent distributions. The second question is whether the particular choice of numerical techniques, chemical and physical approximation schemes, and input quantities are of sufficient quality that the actual behavior of constituents during the February 1979 major warming event are correctly simulated.
We feel strongly that the answer to the first question is yes; as presently constructed the model provides a useful and qualitatively accurate technique for studying the interactions of chemistry and dynamics on stratospheric trace constituent distributions over a short time period. This is true for classes of constituents ranging from the longest-lived reservoir species to Limitations of the forecast model dynamics have been mentioned above (section 2.1) and discussed extensively in our previous work and are not repeated here. The square root transport scheme [Schneider, 1984] also has its disadvantages, both in terms of computational requirements (a 3.75-min time step was needed) and because of its requirement of a polar filter. The latter introduces inaccuracies into the simulation at the latitudes closest to the poles, which are among the most interesting for study. As pointed out before, the polar filter used can interact destructively for certain species depending on their initial gradients (which the filter attempts to maintain within certain limits).
The 
SUMMARY AND CONCLUSIONS
We have described in this paper how we have carried out calculations of the combined effects of chemistry and transport for a 6-day period during a simulated stratospheric warming. Table 2b ) was calculated explicitly rather than by fitting to a quadratic. This approximation was implemented in order to avoid repeated exponentiation associated with the usual representation of reactions' temperature dependence. The time savings associated with its use was approximately a factor of 5 on the VAX 11/780 computer used for program development. The accuracy of the interpolation scheme depends both on the activation energy of the reaction and on the temperature. The larger the activation energy, the less reliable is the approximation. For example, at 225øK the errors in the calculated reaction rates for (B4), (B1), (B2), and (B 1 l) (see Table 2b ), which have activation energies of 4.9, 4.1, 2.7, and --0.5 kcal/-mol, respectively, are 7.9, 5.9, 0.9, and --0.4%. At low temperatures, errors can increase; for example, below 195 K, errors of greater than 40% are obtained in the rate of (B4), while errors below 10% were found for all temperatures above 205 K. This error in the rate of reaction B4 at low temperatures is not believed to be a major problem, because such low temperatures arise only near the tropical tropopause, where N20 5 formation will be unimportant. For less strongly temperature dependent reactions, such as (B2), errors were below 2% over the 180-300 K temperature range. Table 2c ) were calculated in a somewhat more complicated way. Expressions analogous to (A1) were used for the low-(lp) and high-pressure (hp) limits, while an additional set of coefficients were used relating the "broadening" term (0.6 s in footnote a of Table 2c ) to temperature. Because these broadening coefficients are functions not only of temperature but of altitude, one set of coefficients was used for each model pressure level for each reaction, and the pseudo-bimolecular reaction rate was then calculated by evaluating the expression in footnote a of Table 2c with the interpolated values of k(lp), k(hp), and 0.6 s.
Rates for pressure-dependent termolecular reactions (reactions (T27), (T28), and (T30) in
Photolysis rates vary not only with latitude and altitude, but with time of day, overlying ozone column, and, for those reactions with strongly temperature dependent cross sections or branching ratios, with temperature. To represent these variations, a series of photolysis rate calculations was carried out for each photolytic process using the radiation package of the GSFC two-dimensional model [Guthrie et al., 1984] modified to include multiple scattering effects as used by Kaye and Jackman [1986b] . Calculations were performed at a variety of local times, ozone amounts, and temperature fields.
The local time dependence of photolysis rates for every point on the grid of the two-dimensional model was calculated by interpolation of the rates as a function of solar zenith angle using the rates calculated at different local times. Seven different classes (see Table A1 ) of points were established based on the time of sunset (neglecting variation of sunrise and sunset time with altitude). From the set of photolysis rate calculations, one or two sets of interpolation coefficients were calculated for each photolysis process and each grid point. In the chemistry-transport run the photolysis rate was calculated by interpolating using an expression of the form of (A1) except that solar zenith angle replaced temperature. Where two sets of interpolation coefficients were used, the switchover from one to the next was made at a zenith angle which was a 
where r is the ratio of the overlying ozone column to the monthly averaged one determined in the photolysis rate calculation. As before, one set of interpolation coefficients was calculated for each photolysis process at each two-dimensional model grid point. A similar perturbative correction was applied for photolysis processes (J4), (JS), and (J6), which are known to have strongly temperature-dependent absorption cross sections (J4) or branching ratios (processes (J5 and J6) ). The perturbation coefficients for this correction were obtained from 1500 LT. Photolysis rates calculated with the standard temperature field and those calculated by adding and subtracting 20 K to the temperatures appearing in the appropriate temperaturedependent expressions. Since most of the perturbation corrections are small, it is felt that the quadratic approximation is sufficiently accurate for use.
Because of the short duration of the run being discussed here, no attempt was made to recalculate the underlying photolysis rates to account for the motion of the sun relative to Earth during the course of the period being simulated, a process important for long-term simulation.
An additional correction was applied to the photolysis rate for molecular oxygen (process (J7) in Table 2a ). This was done to account for the fact that in currently accepted photochemical models over most of the upper stratosphere the rate of odd oxygen loss is substantially greater than the rate of production [Jackman et al., 1986] . If no correction for this known imbalance is made, within hours after the beginning of model integration, large amounts of ozone will be lost in the upper stratosphere, dominating any change in ozone occurring due to dynamical processes or the interaction of chemistry and dynamics.
The correction factor C applied to the 02 photolysis rate is based on the February monthly averaged odd oxygen loss/ production ratio calculated by Jackman et al. [1986] where the 2 in the third term in the equation for P is to account for odd hydrogen production by conversion of CH 3 produced by (B21) into HO 2 (by CH30+O2--• CH20 + HO2) and additional HO2 formation by photolysis of formaldehyde (CH20) to H + HCO in amounts equal to that to H 2 + CO (in the former channel, two odd hydrogens are produced, but since this is assumed to comprise half the photolysis, a net production of one odd hydrogen is assumed from CH 20 photolysis).
Loss of odd hydrogen is both linear and quadratic, the linear term being given by (neglecting a factor of [OH] needs to be performed is that between NO 2 and NO 3. We assume here that the rate of production of NO 3 by the reaction of NO 2 and 0 3 equals the rate of its loss by reaction with NO 2. Since the resulting photochemical equilibrium approximation suggests that the NO 3 concentration is independent of that of NO 2 (and thus NOz), we ensure that NO 3 amounts cannot be greater than those of NO•, by explicitly checking for such a condition and, if it occurs, assuming NO 3 --NO z and setting NO 2 to zero. This is not a rigorous approximation, but it is reasonable over most of the stratosphere and allows us to avoid explicit integration of NO 3 at night.
