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Abstract
We show that in the framework of CAT(0) spaces, any convex combination of two map-
pings which are firmly nonexpansive – or which satisfy the more general property (P2) – is
asymptotically regular, conditional on its fixed point set being nonempty, and, in addition,
also ∆-convergent to such a fixed point. These results are established by the construction and
study of a convex combination metric on the Cartesian square of a CAT(0) space. We also
derive a uniform rate of asymptotic regularity in the sense of proof mining. All these results
are then interpreted in the special case of the mappings being projections onto closed, convex
sets.
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1 Introduction and preliminaries
So far, a significant amount of research in nonlinear analysis has been driven by the search for
iterative algorithms that approximate fixed points of self-mappings of (subsets of) spaces of various
kinds, such as Banach or Hilbert spaces, the latter especially in convex optimization – see, e.g.
[6]. More recently, the attention has turned towards nonlinear generalizations of such objects, i.e.
metric spaces endowed with some additional structure or property that allows one to extend in a
natural way arguments that were developed in the context of normed spaces. For example, we say
that a metric space (X, d) is geodesic if for any two points x, y ∈ X there is a geodesic that joins
them, i.e. a mapping γ : [0, 1]→ X such that γ(0) = x, γ(1) = y and for any t, t′ ∈ [0, 1] we have
that
d(γ(t), γ(t′)) = |t− t′|d(x, y).
A subclass of geodesic spaces that is usually considered to be the proper nonlinear analogue of
Hilbert spaces is the class of CAT(0) spaces, introduced by A. Aleksandrov [1] and named as such
by M. Gromov [15], defined as those geodesic spaces (X, d) such that for any geodesic γ : [0, 1]→ X
and for any z ∈ X and t ∈ [0, 1] we have that
d2(z, γ(t)) ≤ (1− t)d2(z, γ(0)) + td2(z, γ(1))− t(1− t)d2(γ(0), γ(1)).
It is known (see [9, Theorem 6]) that for a geodesic space (X, d), the above condition is equivalent
to the following: for all x, y, z, w ∈ X ,
d2(x, z) + d2(y, w) ≤ d2(x, y) + d2(y, z) + d2(z, w) + d2(w, x). (1)
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Another well-known fact about CAT(0) spaces is that each such space (X, d) is uniquely geodesic
– that is, for any x, y ∈ X there is a unique such geodesic γ : [0, 1] → X that joins them – and in
this context we shall denote, for any t ∈ [0, 1], the point γ(t) by (1− t)x + ty.
The mappings that play a central role in convex optimization are the firmly nonexpansive ones,
since they encompass a large number of concrete and useful cases such as proximal mappings or
resolvents. The following nonlinear generalization of firmly nonexpansive mappings was introduced
in [2].
Definition 1.1. Let (X, d) be a CAT(0) space. A mapping T : X → X is called firmly nonexpan-
sive if for any x, y ∈ X and any t ∈ [0, 1] we have that
d(Tx, T y) ≤ d((1 − t)x+ tTx, (1− t)y + tT y).
A primary example of a firmly nonexpansive mapping is the following. Given a nonempty
closed convex subset C of a CAT(0) space (X, d), we have, by [10, Proposition II.2.4], that for any
x ∈ X there exists a unique z ∈ C such that for any w ∈ C we have that d(x, z) ≤ d(x,w). Such
a point z is called the metric projection of x onto C and is denoted by PCx. By [2, Proposition
3.1], the metric projection operator PC : X → X is firmly nonexpansive.
As mentioned in [3, 22], if (X, d) is a CAT(0) space, any firmly nonexpansive mapping T :
X → X satisfies property (P2). Namely, for all x, y ∈ X ,
2d2(Tx, T y) ≤ d2(x, T y) + d2(y, Tx)− d2(x, Tx)− d2(y, T y). (2)
If X is a Hilbert space, property (P2) is sufficient for firm nonexpansivity as the above property
immediately yields ‖Tx− Ty‖2 ≤ 〈Tx− Ty, x− y〉, which is, in turn, equivalent to Definition 1.1
(see, e.g., [6, Proposition 4.4] for a proof).
From now on, if T is a self-mapping of some set, we denote by Fix(T ) the set of its fixed
points. A fundamental concept in the fixed point theory of self-mappings is asymptotic regularity,
introduced by Browder and Petryshyn [11]. If T is a self-mapping of a set that contains a sequence
(xn), then (xn) is said to be T -asymptotically regular or to be an approximate fixed point sequence
for T if
lim
n→∞
d(xn, T xn) = 0.
We may say of an arbitrary sequence (xn) that it is simply asymptotically regular if
lim
n→∞
d(xn, xn+1) = 0.
If the sequence is the Picard iteration corresponding to a self-mapping T starting from a point x
– that is, the sequence (T nx) – then the two notions coincide. In fact, the original formulation
called a mapping T to be asymptotically regular if for any x in its domain, the Picard iteration of
T starting from x is an asymptotically regular sequence in the sense just defined.
By [2], if (X, d) is a CAT(0) space and T : X → X is a firmly nonexpansive mapping with
Fix(T ) 6= ∅, then T is asymptotically regular; it is also an immediate consequence of Theorem 1.2,
whose statement will be shown momentarily, that this holds also if T only satisfies property
(P2). However, these classes of functions are not necessarily closed under composition (not even in
Hilbert spaces where the two classes coincide – see, e.g. [6, Example 4.45]), so we may naturally ask
ourselves if the property continues to hold if T is a composition of finitely many firmly nonexpansive
mappings. In Hilbert spaces, this is an old result, going back to Bruck and Reich [12], who proved
it for the more general case of T being strongly nonexpansive. In CAT(0) spaces, on the other
hand, we only have the following recent result for the composition of two mappings.
Theorem 1.2 (cf. [3, Theorem 3.3]). Let (X, d) be a CAT(0) space and let T1, T2 : X → X satisfy
property (P2). Put T := T2 ◦ T1. Assuming that Fix(T ) 6= ∅, we have that T is asymptotically
regular.
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Such a Picard iteration, therefore, aims to approximate fixed points of T . In the special case
of Fix(T1)∩ Fix(T2) being nonempty, it is known (by [3, Proposition 2.1]) that this set coincides
with Fix(T ) and we speak in this case of a consistent feasibility problem. The case studied above
may be located between this and a more general version where we only know that each Fix(Ti)
is nonempty. Such a problem has been already studied in [5, 7] from the viewpoint of asymptotic
regularity, though in the setting of Hilbert spaces, and it is commonly known as a problem of
inconsistent feasibility.
In the midway situation elaborated upon in the above – which we may therefore dub the
problem of intermediate feasibility – it is also relevant to ask whether the fixed points of T are
approximated, in addition, from the viewpoint of convergence. Since a large amount of iterative
algorithms that are used for this purpose in the context of normed spaces only weakly converge to
their desired target, we would not expect strong convergence to hold in this more general geodesic
setting. Therefore, one needs a suitable analogue of the concept of weak convergence.
The notion of ∆-convergence was first defined by Lim [24] in metric spaces, and some equivalent
notions in the setting of complete CAT(0) spaces may be found in [14, 16, 23]. It is indeed a proper
generalization of weak convergence, since it coincides with the latter in Hilbert spaces, as per [4,
Exercise 3.1]; see also [18] for related results in connection to Banach spaces. To define this notion,
we first need to define the auxiliary one of asymptotic center. Let (xn) be a bounded sequence in
a complete CAT(0) space X . Define
r((xn)) := inf
y∈X
lim sup
n→∞
d(y, xn)
and then put A((xn)) := {c ∈ X | lim supn→∞ d(c, xn) = r((xn))}. The elements of this latter
set are called asymptotic centers of (xn). It is known (see [13, Proposition 7]) that every bounded
sequence (xn) in a complete CAT(0) space X has a unique asymptotic center. That being said,
∆-convergence is defined as follows.
Definition 1.3. A bounded sequence (xn) ∆-converges to a point x ∈ X if for any subsequence
(xnk ) of (xn) we have that A((xnk )) = {x}.
Now we may properly state the convergence theorem obtained in [3].
Theorem 1.4 (cf. [3, Theorem 4.2]). Let (X, d) be a complete CAT(0) space and let T1, T2 : X →
X satisfy property (P2). Put T := T2 ◦ T1. Assuming that Fix(T ) 6= ∅, we have that for any
x ∈ X, the Picard iteration of T starting with x ∆-converges to a fixed point of T .
The primary application of this kind of algorithm is the case where the two mappings are the
projection operators on two closed, convex, nonempty subsets A and B of the space X . Let us
first fix some ideas. Define the distance between A and B as
d(A,B) := inf
(x,y)∈A×B
d(x, y),
and denote by SA,B the set of all pairs (x
∗, y∗) such that d(x∗, y∗) = d(A,B), which are called
best approximation pairs. It is immediate that if (a, b) ∈ SA,B then b = PBa and a = PAb; in
particular, if SA,B 6= ∅ then Fix(PA ◦ PB) is also nonempty. It is those best approximation pairs
that one aims to find, as the following corollary to the result above shows us.
Corollary 1.5 (cf. [3, Corollary 4.3]). Let (X, d) be a complete CAT(0) space and let A and B be
two convex, closed, nonempty subsets of X. Set T := PA ◦ PB. Assuming that SA,B 6= ∅, we have
that for any x ∈ X there is a pair (a, b) ∈ SA,B – and therefore b = PBa – such that the Picard
iteration of T starting with x ∆-converges to the point a.
The above concrete variant of the algorithm is usually known as the alternating projections
method. A related one, the method of averaged projections, will act as the focus of this paper.
This method replaces the composition of projections from above with a weighted average of them,
i.e. a convex combination. A classical way of proving the efficacy of this method in the usual
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Euclidean space is by reducing it to the first one through the replacing of the combined mapping
with a concatenated transformation in a product space with the averaged metric, followed by a
projection on the diagonal. This technique was recently extended to Hilbert spaces in [7, Section
5], where it was used to prove an analogue for the abovementioned asymptotic regularity result
for the inconsistent feasibility problem. (As an aside, we remark that the case of nonzero minimal
displacement considered in [8] falls beyond the known range of this trick.) In the analogue of
the case considered before, where the fixed point set of the averaged mapping is nonempty, the
corresponding result is trivial in Hilbert spaces, where any convex combination of finitely many
firmly nonexpansive mappings is also firmly nonexpansive (see, e.g., [6, Example 4.7]). It is not
known yet whether this holds in CAT(0) spaces either for firmly nonexpansive mappings or for
mappings satisfying property (P2). Hence, it is nontrivial to ask ourselves whether the above
result for two mappings continues to hold if we replace composition by convex combination, and
whether the same kind of reduction technique would be also usable in this framework.
The goal of this paper is to extend that line of argument to self-mappings satisfying property
(P2) – in particular, to firmly nonexpansive self-mappings – in the setting of CAT(0) spaces.
To that degree, in Section 2 we will introduce the needed construction – a distance function
dλ on the Cartesian square of a CAT(0) space that makes it into a new CAT(0) space which
may be regarded as a weighted average. We shall prove that it has the required properties that
allow it to behave well with respect to standard constructions regarding this kind of iterative
method. In addition, we show how the best approximation pairs and the ∆-convergent sequences
in the averaged space relate to those in the original one. In Section 3, we apply these lemmas to
obtain the analogues of the results above. Theorem 3.1 establishes the asymptotic regularity of the
averaged mapping, while Theorem 3.4 yields its ∆-convergence to a fixed point of it. In particular,
Corollary 3.5 shows that in the specific case of averaged projections, the iteration ∆-converges to
the convex combination, by the same parameter λ, of a best approximation pair.
In addition, we will also establish effective versions of such asymptotic results, in the sense of
proof mining. Proof mining is an applied subfield of mathematical logic, developed primarily by
U. Kohlenbach and his collaborators ([19] is the standard introduction, while more recent surveys
are [20, 21]), that aims to provide quantitative information (witnesses and bounds) for numerical
entities which are shown to exist by proofs which cannot be necessarily said to be fully constructive.
In nonlinear analysis, which has been a primary focus for such work, the relevant information is
usually found within convergence statements, where the problem is to find an explicit formula
for the Nε such that for any ε > 0, the elements of the sequence of index greater than Nε are
ε-close to the limit. Theorem 1.2 above is an instance of this, as asymptotic regularity is clearly
a statement of convergence, and it has indeed been analyzed from this viewpoint in [22], yielding
the following quantitative version.
Theorem 1.6 (cf. [22, Theorem 3.1]). Let (X, d) be a CAT(0) space and let T1, T2 : X → X
satisfy property (P2). Put T := T2 ◦ T1. Let p ∈ Fix(T ) and b > 0. Define, for any ε > 0,
kb(ε) :=
⌈
2b
ε
⌉
, Φb(ε) := kb(ε) ·
⌈
2b(1 + 2kb(ε))
ε
⌉
+ 1.
Then, for any x ∈ X with d(x, p) ≤ b, we have that
∀ε > 0 ∀n ≥ Φb(ε) d(T nx, T n+1x) ≤ ε.
In the above, Φb(ε), being the formula for Nε, is called a rate of asymptotic regularity. A
feature that it exhibits and that is characteristic to the products of proof mining is that it is
highly uniform, i.e. it is independent of parameters like the space or mapping involved. Such a
rate may be deemed useful as one needs to know how many times should the algorithm be iterated
in order to obtain an approximate fixed point within some pre-specified precision. The proof of
corresponding result for the convex combination case, Proposition 3.2, shows that the rate is left
unchanged during the reduction procedure.
In contrast, the special case of averaged projections is a bit more involved. In the composition
case, the required information is how close the current step of the iteration is to being a best
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approximation pair, i.e. how close the distance between it and the projection on the second set is
to the distance between the two given sets. This problem had been already analyzed in [3], where
the following result is implicit.
Corollary 1.7 (cf. [3, Corollary 3.3 and the discussion following it]). Let (X, d) be a CAT(0)
space and let A and B be two convex, closed, nonempty subsets of X. Set T := PA ◦ PB and
q := d2(A,B) = inf
(x,y)∈A×B
d2(x, y).
Assume that there is a pair (x∗, y∗) ∈ A×B with d2(x∗, y∗) = q. Let M, b > 0.
Then, for any x ∈ X with d(x, x∗) ≤M and d2(PAPBx, PBx) ≤ b, we have that
∀ε > 0 ∀n ≥
(⌊
4M2b
ε2
⌋
+ 2
)
d2(T nx, PBT
nx) ≤ q + ε.
In order to directly apply the above result to obtain the analogue one for convex combinations,
we shall need an additional preliminary lemma. Specifically, one not only needs to relate best
approximation pairs in the averaged space to the ones in the original space, but also approximately-
close ones. The good news is that techniques of proof mining allow us to analyze a set inclusion
in order to derive its approximate version. This is what we do in Lemma 2.5, and this is what we
apply in the proof of Corollary 3.3 to obtain our desired rate.
2 The convex combination of two CAT(0) spaces
As announced in the Introduction, we shall now define and establish some preliminary results for
the convex combination metric on X ×X , an analogue of the convex combination Hilbert space
structure introduced in [7].
If (X, d) is a metric space and λ ∈ (0, 1) we introduce the function dλ : X2×X2 → R+, defined
for any (x1, x2), (y1, y2) ∈ X2 by:
dλ((x1, x2), (y1, y2)) :=
√
(1− λ)d2(x1, y1) + λd2(x2, y2).
Proposition 2.1. Let (X, d) be a metric space and λ ∈ (0, 1). Then:
(i) (X2, dλ) is a metric space;
(ii) if (X, d) is complete, then (X2, dλ) is also complete;
(iii) if (X, d) is a geodesic space, then (X2, dλ) is also geodesic;
(iv) if (X, d) is a CAT(0) space, then (X2, dλ) is also CAT(0).
Proof. (i) This is a classical result which may be found, usually as an exercise, in any basic
reference on metric spaces. For example, one may first scale the metric twice, by
√
1− λ and
by
√
λ, and then consider [17, Section 4.1, Example 3].
(ii) This is immediate.
(iii) Let (x1, x2), (y1, y2) ∈ X2. Let, for each i ∈ {1, 2}, γi : [0, 1] → X be a geodesic from xi to
yi. Define γ : [0, 1]→ X2, for any t ∈ [0, 1], by:
γ(t) := (γ1(t), γ2(t)).
We shall now show that γ is a geodesic. Clearly γ(0) = (x1, x2) and γ(1) = (y1, y2). Let now
t, t′ ∈ [0, 1]. Then,
dλ(γ(t), γ(t
′)) =
√
(1− λ)d2(γ1(t), γ1(t′)) + λd2(γ2(t), γ2(t′))
=
√
(1− λ)(t − t′)2d2(x1, y1) + λ(t− t′)2d2(x2, y2)
= |t− t′|
√
(1− λ)d2(x1, y1) + λd2(x2, y2)
= |t− t′|dλ((x1, x2), (y1, y2)).
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(iv) This is an immediate consequence of (iii) and (1).
The following proposition may be easily proven from the defining equation of the property
(P2), namely (2).
Proposition 2.2. Let (X, d) be a metric space and λ ∈ (0, 1). Consider two mappings T1, T2 :
X → X that satisfy property (P2). Define a mapping U : X2 → X2 by setting, for any (x1, x2) ∈
X2,
U(x1, x2) := (T1x1, T2x2).
Then U satisfies property (P2) with respect to (X
2, dλ).
The other mapping that will be used in our application of Theorem 1.2 is provided by the next
proposition.
Proposition 2.3. Let (X, d) be a CAT(0) space and λ ∈ (0, 1). Consider the set
∆X := {(x, x) | x ∈ X} ⊆ X2,
which is clearly closed and convex, and define the operator Q : X2 → X2 by setting, for any
(x1, x2) ∈ X2,
Q(x1, x2) := ((1 − λ)x1 + λx2, (1− λ)x1 + λx2).
Then Q is the metric projection operator onto ∆X in (X
2, dλ).
Proof. What we have to show is that for any w, x1, x2 ∈ X ,
d2λ((x1, x2), ((1− λ)x1 + λx2, (1 − λ)x1 + λx2)) ≤ d2λ((x1, x2), (w,w)).
Let w, x1, x2 ∈ X . Set c := (1− λ)x1 + λx2. By the defining property of CAT(0) spaces, we have
that
d2(w, c) ≤ (1− λ)d2(w, x1) + λd2(w, x2)− λ(1− λ)d2(x1, x2)
and, therefore, since d2(w, c) ≥ 0,
λ(1− λ)d2(x1, x2) ≤ (1− λ)d2(w, x1) + λd2(w, x2). (3)
We may now compute:
d2λ((x1, x2), (c, c)) = (1 − λ)d2(x1, c) + λd2(x2, c)
= λ2(1− λ)d2(x1, x2) + λ(1 − λ)2d2(x1, x2)
= λ(1 − λ)d2(x1, x2)
≤ (1 − λ)d2(x1, w) + λd2(x2, w) by (3)
= d2λ((x1, x2), (w,w)),
which was what we needed to show.
We will also need the following lemmas.
Lemma 2.4. Let (X, d) be a CAT(0) space and let T1, T2 : X → X satisfy property (P2). Let
λ ∈ (0, 1) and put T := (1−λ)T1+λT2. Define U as in Proposition 2.2 and Q as in Proposition 2.3.
Then:
(i) Fix(Q ◦ U) = {(p, p) | p ∈ Fix(T )};
(ii) for all x, y ∈ X, dλ((x, x), (y, y)) = d(x, y);
(iii) for all x ∈ X and all n ∈ N, (Q ◦ U)n(x, x) = (T nx, T nx).
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Proof. (i) Let p be a fixed point of T . Then (p, p) is a fixed point of Q ◦ U , since
QU(p, p) = Q(T1p, T2p) = ((1 − λ)T1p+ λT2p, (1− λ)T1p+ λT2p) = (p, p).
Conversely, suppose that (x1, x2) is a fixed point of Q ◦ U . Then, since
((1− λ)T1x1 + λT2x2, (1− λ)T1x1 + λT2x2) = (x1, x2),
we have that x1 = x2 =: p and therefore that (1− λ)T1p+ λT2p = p.
(ii) Immediate, using the definition of dλ.
(iii) Immediate, by induction on n.
Lemma 2.5. Let (X, d) be a CAT(0) space and λ ∈ (0, 1). Let ε ≥ 0. Let A,B be two subsets of
X and w ∈ X, a ∈ A, b ∈ B be such that for all x ∈ X, y ∈ A and z ∈ B,
d2λ((w,w), (a, b)) ≤ d2λ((x, x), (y, z)) +
ε2
4
· λ(1− λ).
Then, for any y ∈ A, z ∈ B,
d(a, b) ≤ d(y, z) + ε.
Proof. First, set u := (1− λ)a+ λb.
Claim: We have that d2(w, u) ≤ ε24 · λ(1 − λ).
Proof of claim: We apply our hypothesis for x := u, y := a, z := b to obtain that
(1− λ)d2(w, a) + λd2(w, b) ≤ λ(1− λ)d2(a, b) + ε
2
4
· λ(1 − λ).
Since, by the defining property of CAT(0) spaces, we have that
d2(w, u) ≤ (1− λ)d2(w, a) + λd2(w, b)− λ(1 − λ)d2(a, b),
the conclusion follows. 
Now let y ∈ A and z ∈ B and put v := (1− λ)y + λz. Applying the hypothesis, we get:
dλ((w,w), (a, b)) ≤ dλ((v, v), (y, z)) + ε
2
·
√
λ(1 − λ).
On the other hand,
dλ((u, u), (a, b)) ≤ dλ((u, u), (w,w)) + dλ((w,w), (a, b))
≤ ε
2
·
√
λ(1− λ) + dλ((v, v), (y, z)) + ε
2
·
√
λ(1 − λ).
Therefore, we get that:
√
λ(1 − λ)d(a, b) ≤
√
λ(1 − λ)d(y, z) + ε
√
λ(1− λ),
from which we obtain our conclusion.
The above lemma, as announced before, is the approximate version of one half of the following
lemma, as it may be immediately seen in the latter’s proof.
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Lemma 2.6. Let (X, d) be a CAT(0) space and λ ∈ (0, 1). Let A,B be two subsets of X. Then
S∆X ,A×B = {(((1− λ)a+ λb, (1− λ)a+ λb), (a, b)) | (a, b) ∈ SA,B},
where the left hand side set is considered as being defined with respect to (X2, dλ).
Proof. The forward inclusion is an immediate consequence of Lemma 2.5 and of the claim in its
proof, by taking ε := 0. We shall now prove the backward inclusion.
Take (a, b) ∈ SA,B and set u := (1 − λ)a+ λb.
We know that for all y ∈ A and z ∈ B, d(a, b) ≤ d(y, z). Let x ∈ X , y ∈ A and z ∈ B. We
want to show that
d2λ((u, u), (a, b)) ≤ d2λ((x, x), (y, z)),
i.e., that
λ(1 − λ)d2(a, b) ≤ (1− λ)d2(x, y) + λd2(x, z).
Set now w := (1 − λ)y + λz. By the defining property of CAT(0) spaces, we have that
0 ≤ d2(x,w) ≤ (1− λ)d2(x, y) + λd2(x, z)− λ(1 − λ)d2(y, z),
and hence that
λ(1 − λ)d2(y, z) ≤ (1− λ)d2(x, y) + λd2(x, z).
Since d(a, b) ≤ d(y, z), our conclusion follows.
Finally, we relate the notion of ∆-convergence in the averaged space to the one in the original
space.
Lemma 2.7. Let (X, d) be a complete CAT(0) space and (xn) be a bounded sequence in X. Let
u ∈ X and assume that ((xn, xn)) ∆-converges to (u, u) in (X2, dλ). Then (xn) ∆-converges to u.
Proof. Let (xnk) be a subsequence of (xn). We want to show that A((xnk )) = {u}. By the
uniqueness of asymptotic centers, it suffices to show that u is an asymptotic center of (xnk). Since
we know that A((xnk , xnk)) = {(u, u)}, we have that for all y ∈ X ,
lim sup
k→∞
dλ((u, u), (xnk , xnk)) ≤ lim sup
k→∞
dλ((y, y), (xnk , xnk)),
and hence, by Lemma 2.4.(ii), that for all y ∈ X ,
lim sup
k→∞
d(u, xnk) ≤ lim sup
k→∞
d(y, xnk),
which yields our conclusion.
3 Asymptotic results
We will begin by proving the results on asymptotic regularity, both qualitative and quantitative,
which will be then followed by the ∆-convergence ones. The following is the analogue of Theo-
rem 1.2.
Theorem 3.1. Let (X, d) be a CAT(0) space and let T1, T2 : X → X satisfy property (P2).
Let λ ∈ (0, 1) and put T := (1 − λ)T1 + λT2. Assuming that Fix(T ) 6= ∅, we have that T is
asymptotically regular.
Proof. Let x ∈ X and put, for any n ∈ N, xn := T nx. We have to show that
lim
n→∞
d(xn, xn+1) = 0.
Define U as in Proposition 2.2 and Q as in Proposition 2.3. By Lemma 2.4.(i), Fix(Q ◦ U) 6= ∅.
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Denote by (~xn) the Picard iteration of Q◦U starting from (x, x). Since Q is, by Proposition 2.3,
a metric projection operator in a CAT(0) space, it is firmly nonexpansive and hence satisfies
property (P2). We may then apply Theorem 1.2 to obtain that
lim
n→∞
dλ(~xn, ~xn+1) = 0. (4)
Since, by Lemma 2.4.(iii), for any n, ~xn = (xn, xn), we get that (4), together with Lemma 2.4.(ii),
entails
lim
n→∞
d(xn, xn+1) = 0,
which is what was needed to be shown.
In the light of the above proof, it is hopefully now clear that the rate of asymptotic regularity
previously obtained for the composition case also holds for the convex combination case. The
following proposition and proof make this completely explicit.
Proposition 3.2. Let (X, d) be a CAT(0) space and let T1, T2 : X → X satisfy property (P2).
Let λ ∈ (0, 1) and put T := (1 − λ)T1 + λT2. Let p ∈ Fix(T ) and b > 0. Define, for any ε > 0,
Φb(ε) as in Theorem 1.6.
Then, for any x ∈ X with d(x, p) ≤ b, we have that
∀ε > 0 ∀n ≥ Φb(ε) d(T nx, T n+1x) ≤ ε.
Proof. Let x ∈ X with d(x, p) ≤ b. We shall use the notation (and some results obtained in this
framework) from the proof of Theorem 3.1. Since, by Lemma 2.4.(i), (p, p) is a fixed point of Q◦U
and, by Lemma 2.4.(ii),
dλ((x, x), (p, p)) = d(x, p) ≤ b,
we may apply Theorem 1.6 to obtain that
∀ε > 0 ∀n ≥ Φb(ε) dλ(~xn, ~xn+1) ≤ ε.
But this immediately yields our result since, as before, we have, again by Lemma 2.4, (ii) and (iii),
that for all n, dλ(~xn, ~xn+1) = d(T
nx, T n+1x).
We will now use Lemma 2.5 to obtain a quantitative result in the case of projections.
Corollary 3.3. Let (X, d) be a CAT(0) space and let A and B be two convex, closed, nonempty
subsets of X. Let λ ∈ (0, 1) and put T := (1− λ)PA + λPB . Set
r := d(A,B) = inf
(x,y)∈A×B
d(x, y).
Let (x∗, y∗) ∈ SA,B and M, b > 0. Set u∗ := (1− λ)x∗ + λy∗.
Then, for any x ∈ X with d(x, u∗) ≤M and d2(PAx, PBx) ≤ b, we have that
∀ε > 0 ∀n ≥
(⌊
64M2b
ε4λ(1 − λ)
⌋
+ 2
)
d(PAT
nx, PBT
nx) ≤ r + ε.
Proof. It is clear that ∆X and A × B are two closed, convex, nonempty subsets of (X2, dλ). Set
q := d2(∆X , A×B). (Incidentally, by Lemma 2.6, we have that q = λ(1 − λ)r2.)
Define U as in Proposition 2.2 and Q as in Proposition 2.3 (for T1 := PA and T2 := PB).
Denote by (~xn) the Picard iteration of Q ◦ U starting from (x, x). By Proposition 2.3, we also
have that Q = P∆X and it is immediate that U = PA×B.
By Lemma 2.6, we have that ((u∗, u∗), (x∗, y∗)) ∈ S∆X ,A×B. By our hypothesis, we also have
that d((x, x), (u∗, u∗)) ≤M and that
d2λ((Tx, Tx), (PAx, PBx)) = λ(1 − λ)d2(PAx, PBx) ≤ λ(1− λ)b.
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Let ε > 0. We may now apply Corollary 1.7 to obtain that
∀n ≥
(⌊
64M2b
ε4λ(1 − λ)
⌋
+ 2
)
d2λ((QU)
n(x, x), U(QU)n(x, x)) ≤ q + ε
2
4
· λ(1− λ).
Let, therefore, n ≥
⌊
64M2b
ε4λ(1−λ)
⌋
+ 2. Then, for all x ∈ X , y ∈ A and z ∈ B,
d2λ((T
nx, T nx), (PAT
nx, PBT
nx)) ≤ d2λ((x, x), (y, z)) +
ε2
4
· λ(1− λ).
We apply Lemma 2.5 to get that for all y ∈ A and z ∈ B,
d(PAT
nx, PBT
nx) ≤ d(y, z) + ε,
i.e., that
d(PAT
nx, PBT
nx) ≤ r + ε.
Finally, we proceed to derive the corresponding analogues of the results on ∆-convergence.
Theorem 3.4. Let (X, d) be a complete CAT(0) space and let T1, T2 : X → X satisfy property
(P2). Let λ ∈ (0, 1) and put T := (1 − λ)T1 + λT2. Assuming that Fix(T ) 6= ∅, we have that for
any x ∈ X, the Picard iteration of T starting with x ∆-converges to a fixed point of T .
Proof. Define U as in Proposition 2.2 and Q as in Proposition 2.3. By Lemma 2.4.(i), Fix(Q◦U) 6=
∅. Denote by (~xn) the Picard iteration of Q◦U starting from (x, x). As in the proof of Theorem 3.1,
we know from Proposition 2.3 that Q satisfies property (P2).
We may now apply Theorem 1.4 to get that there is an u ∈ Fix(Q ◦ U) such that (~xn) ∆-
converges to u. By Lemma 2.4, (i) and (iii), we have that there is a p ∈ Fix(T ) such that
((T nx, T nx)) ∆-converges to (p, p). Our conclusion follows using Lemma 2.7.
Corollary 3.5. Let (X, d) be a complete CAT(0) space and let A and B be two convex, closed,
nonempty subsets of X. Let λ ∈ (0, 1) and put T := (1 − λ)PA + λPB . Assuming that SA,B 6= ∅,
we have that for any x ∈ X there is a pair (a, b) ∈ SA,B such that the Picard iteration of T starting
with x ∆-converges to p := (1 − λ)a+ λb.
Proof. As in the proof of Corollary 3.3, it is clear that ∆X and A × B are two closed, convex,
nonempty subsets of (X2, dλ). Define U as in Proposition 2.2 and Q as in Proposition 2.3 (for
T1 := PA and T2 := PB). Denote by (~xn) the Picard iteration of Q◦U starting from (x, x). Again,
as before, by Proposition 2.3, we also have that Q = P∆X and it is immediate that U = PA×B.
By Lemma 2.6, we know that S∆X ,A×B 6= ∅. We may apply Corollary 1.5 and Lemma 2.6
to get that there is a pair (a, b) ∈ SA,B such that (~xn) ∆-converges to (p, p), where we have set
p := (1−λ)a+λb. By Lemma 2.4.(iii), ((T nx, T nx)) ∆-converges to (p, p). Our conclusion follows
using Lemma 2.7.
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