We give a family of planar polynomial differential systems whose limit cycles can be explicitly described using polar coordinates. Moreover, we characterize the multiplicity of each one of the limit cycles whenever they exist. The given family of planar polynomial differential systems can have at most two limit cycles, counted with multiplicity.
Introduction and statement of the results
Our purpose in this work is to give a family of planar polynomial differential systems of the form:ẋ = P (x, y),ẏ = Q(x, y),
for which an explicit expression of its limit cycles can be given. A limit cycle of system (1) is an isolated periodic orbit and it is said to be algebraic if it is contained in the zero set of an algebraic curve. We give an example of a system of the form (1) with two limit cycles: one of them is algebraic and the other one is shown to be non-algebraic.
We assume that P (x, y) and Q(x, y) belong to the ring of real polynomials in two variables, denoted by R[x, y], and we will always assume that P (x, y) and Q(x, y) are coprime polynomials.
An important problem of the qualitative theory of differential equations is to determine the limit cycles of a system of the form (1) . We usually only ask for the number of such limit cycles, but their location as orbits of the system is also an interesting problem. And an even more difficult problem is to give an explicit expression of them. We are able to solve this last problem for a given family of systems of the form (1) . Until recently, the only limit cycles known in an explicit way were algebraic. In [1] , an example of an explicit limit cycle which is not algebraic is given. In this work we give complete families of systems of the form (1) with explicit limit cycles. There are systems of our family with algebraic limit cycles and other systems with non-algebraic ones. Moreover, we give an example of coexistence of an algebraic limit cycle with a non-algebraic one. Our interest in this work goes through determining the maximum number of limit cycles the family yields, giving their location by an explicit expression and determining their multiplicity. We provide examples so as to show that the given bounds are attained.
We give a family of planar polynomial differential systems of the form (1) with explicit limit cycles. This family, described in Theorem 1, may have at most two limit cycles, which can be algebraic or not and are explicitly given in polar coordinates. We recall that the change from cartesian coordinates (x, y) to polar coordinates (r, θ) is given by r = x 2 + y 2 and θ = arctan(y/x). The inverse change is x = r cos θ and y = r sin θ. Although we need polar coordinates to express the limit cycles, we remark that the expression of the system is in cartesian coordinates, so our family is realizable by a planar polynomial differential system.
We consider a polynomial system of the form:
x = P n (x, y) + P m (x, y) + P 2m−n (x, y), y = Q n (x, y) + Q m (x, y) + Q 2m−n (x, y),
where P j (x, y) and Q j (x, y) are homogeneous polynomials of degree j and m > n ≥ 1 are integer numbers. We note that since n < m, we deduce that m < 2m − n and, hence, we have system (2) written in increasing order of the degree of the homogeneous polynomials. The transformation to polar coordinates of system (2) gives: , where we have used the notation introduced in [4] . In [4] a family of systems similar, but more general, to (2) is studied and under additional conditions a bound for their maximum number of limit cycles is given. We remark that: f i (θ) = cos θ P i−1 (cos θ, sin θ) + sin θ Q i−1 (cos θ, sin θ), g i (θ) = cos θ Q i−1 (cos θ, sin θ) − sin θ P i−1 (cos θ, sin θ). and, therefore, f i (θ) and g i (θ) are homogeneous trigonometric polynomials in the variables cos θ and sin θ of degree i. We will consider systems of the form (2) such that its expression in polar coordinates has g n+1 (θ) ≡ 0 and g 2m−n+1 (θ) ≡ 0. Clearly, this assumption is equivalent to have P n (x, y) = xR n−1 (x, y) and Q n (x, y) = yR n−1 (x, y) (these identities give g n+1 (θ) ≡ 0) and P 2m−n (x, y) = xR 2m−n−1 (x, y) and Q 2m−n (x, y) = yR 2m−n−1 (x, y) (these identities give g 2m−n+1 (θ) ≡ 0), where R j (x, y) are homogeneous polynomials of degree j.
Therefore, we consider a family of planar polynomial differential systems of the form:ẋ = xR n−1 (x, y) + P m (x, y) + xR 2m−n−1 (x, y), y = yR n−1 (x, y) + Q m (x, y) + yR 2m−n−1 (x, y),
where m > n ≥ 1 are integer numbers and R j (x, y), P j (x, y) and Q j (x, y) are homogeneous polynomials of degree j. In polar coordinates this system reads foṙ r = f n+1 (θ)r 
Throughout the rest of the paper, when taking into account system (3), we always assume that the corresponding system (4) satisfies that the homogeneous trigonometric polynomial g m+1 (θ)f 2m−n+1 (θ) has no real root.
Theorem 1
We consider system (3) whose transformation to polar coordinates (4) satisfies that the product g m+1 (θ)f 2m−n+1 (θ) does not vanish for any value of θ ∈ R. Then, the system has at most two limit cycles, which in polar coordinates are of the form:
r(θ; ρ 0 ) = 1 σ(θ) w 1 (θ) + σ 0 ρ 0 w 2 (θ) w 1 (θ) + σ 0 ρ 0 w 2 (θ)
where {w 1 (θ), w 2 (θ)} is the set of fundamental solutions of the second order homogeneous linear differential equation:
satisfying w 1 (0) = 1, w 1 (0) = 0, w 2 (0) = 0 and w 2 (0) = 1, and where
and σ 0 := σ(0). If (5) represents a limit cycle, then ρ 0 must be a zero of the equation
We notice that r(0; ρ 0 ) = ρ 1/(m−n) 0
, and hence, the condition that ρ 0 is a zero of equation (8) is a necessary condition to have a limit cycle for equation (3) given in terms of the value of the radius of the limit cycle corresponding to the angle θ = 0.
We remark that the hypothesis that g m+1 (θ)f 2m−n+1 (θ) does not vanish for any value of θ ∈ R implies that each one of the trigonometric polynomials g m+1 (θ) and f 2m−n+1 (θ) has no real roots. It is clear that if there exists a value θ * such that g m+1 (θ * ) = 0, then the straight line which contains the origin and has slope tan(θ * ) is an invariant straight line for system (3) . In such a case, there is no limit cycle for system (3) . Since our purpose is to look for limit cycles, we assume that g m+1 (θ) does not vanish for any value of θ ∈ R throughout the rest of the paper. Since g m+1 (θ) is a homogeneous trigonometric polynomial of degree m + 1, this last assumption implies that m is odd. Furthermore, we have the hypothesis that f 2m−n+1 (θ) has no real roots and this fact gives that equation (6) has no real critical values, and thus any of its solutions is continuous in all R. In the same way as before, this last hypothesis implies that n is odd because f 2m−n+1 (θ) is a homogeneous trigonometric polynomial of degree 2m − n + 1.
System (4) is a generalization of the system considered in Theorem 2.1 of [1] . Their system corresponds to ours when taking f n+1 (θ) ≡ 0. We are going to associate a Riccati equation to system (4), by means of a change of variable r = ρ 1/(m−n)
, whose solutions will give the periodic orbits of system (3). In the work [1] , a linear equation is associated to system (4) with f n+1 (θ) ≡ 0, by means of the same change of variables. The solutions of the linear equation given in [1] allow the description of the periodic orbits of the corresponding planar system.
We explain how to relate a Riccati equation to system (4) in the forthcoming Section 2. The fact that a Riccati equation has at most two limit cycles is not new. There are several works showing this fact, see for instance [5, 6] and Theorem 4 in page 282 of [7] . The new result given in Theorem 1 is that the expression of these limit cycles, whenever they exist, is explicitly given. From this expression, we are able to study the multiplicity of these limit cycles in Proposition 3. Moreover, we give the realization of these limit cycles in planar polynomial differential systems. Therefore, we provide examples of families of planar polynomial differential systems, related with a Riccati equation, exhibiting at most two limit cycles.
The following corollary is a consequence of the proof of Theorem 1, given in Section 2, and it precises the structure of the periodic orbits associated to system (3) because it avoids the existence of a continuous band of periodic orbits except in the case that equation (8) is identically zero.
Corollary 2
We consider system (3) whose transformation to polar coordinates (4) satisfies that the product g m+1 (θ)f 2m−n+1 (θ) does not vanish for any value of θ ∈ R. We consider the functions w 1 (θ) and w 2 (θ) defined in Theorem 1.
-If system (3) has a continuous band of periodic orbits then w 1 (2π) = w 2 (2π) = 0 and w 1 (2π) = w 2 (2π).
-If w 1 (2π) = w 2 (2π) = 0 and w 1 (2π) = w 2 (2π) then system (3) has no limit cycles.
As a consequence of this corollary, unless w 1 (2π) = w 2 (2π) = 0 and w 1 (2π) = w 2 (2π), if system (3) exhibits a periodic orbit, then it is isolated, that is, it is a limit cycle.
Let us analyze a bit the conditions w 1 (2π) = w 2 (2π) = 0 and w 1 (2π) = w 2 (2π). It is easy to see that these conditions are equivalent to the fact that any solution w(θ) of equation (6) satisfies that w(θ + 2π) = w(2π)w(θ) for all θ ∈ R. Or, equivalently, that the quotient w (θ)/w(θ) is a periodic function of period 2π, for any non-null solution w(θ) of equation (6) .
Let γ be a limit cycle for system (1) . We say that γ is stable if there exists a neighborhood such that all the orbits starting in it have γ as ω-limit set. We say that γ is unstable if there is a neighborhood such that all the orbits starting in it have γ as α-limit set. There might be limit cycles which are neither stable nor unstable. These limit cycles have a neighborhood such that in the interior of the limit cycle all the orbits have γ as ω-limit set and in the exterior of γ all the orbits have γ as α-limit set. Or the other way round: the orbits of the interior have γ as α-limit set and the orbits in the exterior have γ as ω-limit set. In this case, we say that γ is semi-stable. Any limit cycle γ of a system (1) is either stable, unstable or semi-stable as it is stated in [8] .
In order to study the stability of a periodic orbit γ, we define the Poincaré map. We consider a point p 0 ∈ γ and a section Σ through it. A section through a point is an arc of a curve containing the point, such that the considered vector field is not tangent to any point of the arc of the curve. Since γ is a periodic orbit, for each point q of Σ, the solution of system (1) starting at q cuts Σ again in another point for some positive time. We denote by Π(q) the point corresponding to the first intersection of the solution of system (1) starting in q with Σ. We notice that since γ is a periodic orbit and p 0 ∈ γ, we have that Π(p 0 ) = p 0 . The function Π : Σ → Σ defined in this way is called the Poincaré map for γ at p 0 . It is clear that fixed points of the Poincaré map, Π(q) = q, give rise to periodic orbits for system (1) . Moreover, it can be shown that Π : Σ → Σ is a diffeomorphism with the same regularity than system (1). Clearly, from its definition, Π controls the stability of γ. Assume that Π is the identity, then γ belongs to a continuous band of periodic orbits. Assume that Π (p 0 ) = 1: if Π (p 0 ) > 1, γ is unstable and if Π (p 0 ) < 1, γ is stable. If Π (p 0 ) = 1, we say that γ is hyperbolic or of multiplicity 1. In case that Π (p 0 ) = 1, but Π is not the identity, there exists an integer k, with k > 1, (p 0 ) < 0 then γ is stable, and we say that γ is a limit cycle of multiplicity k.
We are also interested in knowing the multiplicity of the limit cycles associated to system (3) described in Theorem 1, in case they exist. This is the result summarized in the next proposition.
Proposition 3
We consider system (3) whose transformation to polar coordinates (4) satisfies that the product g m+1 (θ)f 2m−n+1 (θ) does not vanish for any value of θ ∈ R. We consider the values w 2 (2π) and ∆ := (w 1 (2π)+w 2 (2π)) 2 −4W (2π), where w 1 (θ) and w 2 (θ) are the ones defined in Theorem 1 and W (2π) = w 1 (2π)w 2 (2π) − w 1 (2π)w 2 (2π). We have that:
• if w 2 (2π) = 0, then there exists at most one limit cycle, and if it exists then it is hyperbolic,
• if w 2 (2π) = 0 and ∆ < 0, then there are no limit cycles,
• if w 2 (2π) = 0 and ∆ > 0, then there can be at most two limit cycles and if there exists a limit cycle, then it is hyperbolic.
• If w 2 (2π) = 0 and ∆ = 0, then there is at most one limit cycle and if it exists, then it is of multiplicity two.
We note that we can also write ∆ = (
. In this case, by Theorem 1 and Corollary 2, either there is at most one limit cycle if ∆ = 0 or w 1 (2π) = 0, or either there are no limit cycles if w 1 (2π) = ∆ = 0.
As we will see in the forthcoming Proposition 5, if there are two limit cycles one needs to be hyperbolic and stable whereas the other one needs to be hyperbolic and unstable.
The proofs of these results involve some facts related with Riccati equations and second order linear homogeneous differential equations which are stated and proved in [2] . These related facts are given in Section 2, because they are motivated by the reasonings which give rise to the proofs of the results. Section 3 is devoted to examples of concrete planar polynomial differential systems with explicit limit cycles. We first give examples of systems of the form (3) to ensure that the bounds given in Proposition 3 are attained. After that, we give an example of a family of systems of the form (3) such that the corresponding equation (6) can be directly solved. This family exhibits an explicit algebraic limit cycle. Finally, in Subsection 3.4, we give an example of a planar polynomial differential system with an algebraic limit cycle and a non-algebraic one.
Proof of the results
Since the proofs of these results are motivated one from the other, we give them in a continuous way, so that the reader can follow the reasoning without any gap.
Proof of Theorem 1. We consider system (3) whose transformation to polar coordinates (4) satisfies that the product g m+1 (θ)f 2m−n+1 (θ) does not vanish for any value of θ ∈ R.
Since dθ/dt = g m+1 (θ)r m by virtue of (4) and we are only considering values of r ≥ 0 (r = 0 reads for the origin of coordinates in system (3)), we have that any solution θ(t) of this equation is strictly monotone. Hence, it induces a change of variable t → θ given by the inverse function of θ(t), which we denote by τ (θ). We may consider an ordinary differential equation for the function r(θ) instead of the system (4) for the functions r(t) and θ(t). We have committed an abuse of notation using the same letter r(θ) for the function given by the composition r(τ (θ)). The ordinary differential equation is:
By means of performing the following change of variable r = ρ
, that is, ρ = r m−n , we deduce that ρ(θ) satisfies the following ordinary differential equation:
which is a Riccati equation. In the work [2] , the authors have treated the integrability of the Riccati equations as (10). A classical reasoning relates Riccati equations with second order homogeneous linear differential equations of the form (6) , that is,
and A i (θ) are functions of θ, which will be trigonometric polynomials in our case. The relation between the Riccati equation (10) and the second order homogeneous differential equation (6) is given by the functional change: w (θ) = σ(θ)ρ(θ)w(θ), where σ(θ) is a function to be suitably taken. Taking this relation into account, we de-
If we substitute these expressions in (6), we deduce that:
This ordinary differential equation coincides with (10) taking the values of σ(θ),
A 0 (θ), A 1 (θ) and A 2 (θ) described in (7). We recall that σ 0 := σ(0). In the work [2] , we give an expression of a first integral of a Riccati equation by means of the solutions of the corresponding second order homogenous linear differential equation. We notice that if θ * is such that A 2 (θ * ) = 0, then this is a critical value for the solutions of (6), and hence, for the solutions of (10). We do not consider such type of critical points in order to have a well-defined solution, and this is the reason why we have already assumed that g m+1 (θ) and f 2m−n+1 (θ) have no real zeroes.
We consider {w 1 (θ), w 2 (θ)} a set of fundamental solutions of (6) . Since equation (6) has no real critical values, that is A 2 (θ) has no real zeroes, both functions {w 1 (θ), w 2 (θ)} are well-defined for any value of θ ∈ R. As proved in Theorem 8 of [2] , a first integral of the equation (10) is H(ρ, θ) = c, with:
We cite [2] and the references therein for definitions and several results on first integrals, inverse integrating factors and Darboux functions. Using the results given in [2] , we also give the expression of an inverse integrating factor for system (4):
where w(θ) is any non-null solution of (6) . Given V (r, θ) inverse integrating factor of (4), we can give the expression of an inverse integrating factor for (3):
We note that, as it has been proved in [2] , if system (3) has at least one invariant algebraic curve (different from x 2 + y 2 = 0), then there is a Darboux inverse integrating factor. However, this Darboux inverse integrating factor needs not to be well-defined in the whole plane.
Let s * (θ) = w * (θ)/(σ(θ) w * (θ)) for any non-null w * (θ) solution of (6). We analogously define s * * (θ) for any other non-null solution w * * (θ). The following functioñ V (r, θ) is another inverse integrating factor of system (4):
The limit cycles of (3) correspond to non-null solutions w * (θ) of (6) such that s * (θ) is a 2π-periodic function. If system (3) has two limit cycles, then taking the corresponding 2π-periodic functions s * (θ) and s * * (θ), we have thatṼ (r, θ) gives rise to a 2π-periodic in θ function. In such a case, the transformed inverse integrating factor in cartesian coordinates is well-defined in the whole plane.
Using the displayed expression of the first integral H(ρ, θ) = c, the general solution ρ(θ; ρ 0 ) of the equation (10) such that ρ(0; ρ 0 ) = ρ 0 is:
We can undo the change of variables ρ = r m−n and we deduce that the general solution r(θ; r 0 ) of the equation (9) such that r(0; r 0 ) = r 0 is:
Remark 4 The periodic orbits of (3) are orbits r(θ; r 0 ) of equation (9) , it is clear that if r(θ; r 0 ) is a periodic orbit of (9), then it gives rise to an orbit ρ(θ; ρ 0 ), and only one, for equation (10) with ρ(2π; ρ 0 ) = ρ 0 and 0 < ρ(θ; ρ 0 ) < ∞ for all θ ∈ R. And the other way round, if we have an orbit ρ(θ; ρ 0 ) for equation (10) with ρ(2π; ρ 0 ) = ρ 0 and 0 < ρ(θ; ρ 0 ) < ∞ for all θ ∈ R, then we recover a periodic orbit, and only one, for (9). As before, an orbit ρ(θ; ρ 0 ) of equation (10) satisfying ρ(2π; ρ 0 ) = ρ 0 and 0 < ρ(θ; ρ 0 ) < ∞ for all θ ∈ R, is called a periodic orbit of equation (10). Our purpose is to give necessary conditions so that an orbit ρ(θ; ρ 0 ) of equation (10) to be periodic.
As we have already stated, the assumption g m+1 (θ)f 2m−n+1 (θ) = 0 for any θ ∈ R implies that m and n are odd. Therefore, the change of variables ρ = r m−n is such that r has an even exponent. In this way, we recover the typical symmetry associated to polar coordinates. If we consider a system (1) in cartesian coordinates (x, y) and we transform it to polar coordinates, the transformed system has the following symmetry (r, θ) → (−r, θ + π). Therefore, any dynamic behavior in the region with r > 0 has a symmetrical one in the region with r < 0. Since r = x 2 + y 2 , in polar coordinates we only consider the region in which r > 0, because it is the only one with a real sense in coordinates (x, y). Anyway, the region with r < 0 does not add any information on the dynamics of the system due to the symmetry. If we find an orbit ρ(θ; ρ 0 ) of equation (10) , where m − n is even. Since we have taken an even root, we get two real orbits of system (9), one of them completely contained in the region r > 0 and the other in the region r < 0. The symmetry (r, θ) → (−r, θ + π) is exhibited in this way.
We can choose any set {w 1 (θ), w 2 (θ)} of fundamental solutions of (6), and for simplicity, we choose the independent solutions of (6) satisfying w 1 (0) = 1, w 1 (0) = 0, w 2 (0) = 0 and w 2 (0) = 1. These initial conditions for w 1 (θ) and w 2 (θ) give that H(ρ 0 , 0) = −σ 0 ρ 0 , where we use the expression of σ(θ) described in (7) and that σ 0 := σ(0). We notice that by the made assumptions on the non-vanishing of g m+1 (θ) and f 2m−n+1 (θ), we have that σ(θ) is well defined, does not vanish for any value of θ ∈ R, and it is periodic of period 2π. Moreover, from (11), we have that the general solution ρ(θ; ρ 0 ) of (10), with initial condition ρ(0, ρ 0 ) = ρ 0 , is:
We recover equation (5) from equations (12) and (13). We have that σ(2π) = σ 0 because σ(θ) is a 2π-periodic function with σ 0 = σ(0). Therefore, the equation ρ(2π; ρ 0 ) = ρ 0 gives rise to the following equation for the initial condition ρ 0 :
A necessary condition for an orbit ρ(θ; ρ 0 ) of equation (10) to satisfy ρ(2π; ρ 0 ) = ρ 0 and 0 < ρ(θ; ρ 0 ) < ∞ is that its initial condition ρ 0 is a zero of equation (14), that is, LC(ρ 0 ) = 0. There are, at most, two different values of ρ 0 satisfying (14) and, therefore, there are at most two orbits of equation (10) satisfying ρ(2π; ρ 0 ) = ρ 0 and 0 < ρ(θ; ρ 0 ) < ∞. Hence, by Remark 4, there are at most two limit cycles for system (3).
Proof of Corollary 2. The proof of Corollary 2 comes easily from these last arguments. Assume that there is a continuous band of periodic orbits, then equation (14) must be identically zero, that is, w 2 (2π) = w 1 (2π) = 0 and w 1 (2π) = w 2 (2π). If equation (14) is not identically zero, there is at most, a finite number (which can be 2, 1 or 0) of periodic orbits for equation (10).
On the contrary, we assume that w 2 (2π) = w 1 (2π) = 0 and w 1 (2π) = w 2 (2π). Then, from (13), we have that the general solution ρ(θ; ρ 0 ) to equation (10) for all the values of r 0 . If there existed a limit cycle in (3) then the orbits in a neighborhood to it would spiral towards it in positive or negative time, but in any case, they cannot satisfy that r(2π; r 0 ) = r 0 . Therefore, there cannot exist any limit cycle. It may happen that there is a continuous band of periodic orbits for system (3), but we cannot ensure it. We only have that r(2π; r 0 ) = r 0 for all the values of r 0 but we cannot imply the existence of any value r 0 such that 0 < r(θ; r 0 ) < ∞ for all θ ∈ R.
In order to prove Proposition 3, we are concerned with the hyperbolicity (or multiplicity) of a limit cycle for a system (3). Since these properties are conserved under changes of variables, this problem is transformed into to study if a solution ρ(θ; ρ * 0 ) of equation (10) We need to consider the Wronskian of equation (6) . We recall that given any set {w 1 (θ), w 2 (θ)} of fundamental solutions of a second order linear homogeneous differential equation (6) , the Wronskian W (θ) is defined as the following determinant:
A classical result states that W (θ) = −A 1 (θ)W (θ)/A 2 (θ), which can be proved directly deriving W (θ) and taking into account that both w 1 (θ) and w 2 (θ) are solutions of equation (6). Since we have chosen w 1 (0) = 1, w 1 (0) = 0, w 2 (0) = 0 and w 2 (0) = 1, we have that W (0) = 1. Therefore, we deduce that:
which is well defined for all θ ∈ R because A 2 (θ) does not vanish. Moreover, we notice that W (θ) is different from zero for all values of θ ∈ R. A classical result about Wronskians states that its value W (θ) is different from zero if, and only if, the functions w 1 (θ) and w 2 (θ) are linearly independent. Since we are considering a set of fundamental solutions of an equation (6) without real critical points, they are linearly independent for any value of θ ∈ R.
We can simplify the expression of the Wronskian taking into consideration the values of A 1 (θ) and A 2 (θ) given in (7) . An easy computation shows that:
Hence, the Wronskian W (θ) reads for
where | · | means the absolute value.
We are going to characterize the hyperbolicity (or multiplicity) of a limit cycle depending on the two following values w 2 (2π) and ∆ := (w 1 (2π) + w 2 (2π)) 
(15) Moreover, if this value is equal to 1, we know that the limit cycle is of multiplicity at least two and it is of multiplicity exactly two if the value of the function (∂ We have the possibility of having two hyperbolic limit cycles for system (3). We are going to say a little more about their stability in the following result. *  (2π) . Analogously, w * * (2π) = w * * (0)w * * (2π). Since w * (θ) and w * * (θ) are two independent solutions of (6), because ρ * 0 and ρ * * 0 are two different values, we can compute the Wronskian using them, and we deduce that:
Therefore, if we compute the product Π (ρ * 0 )Π (ρ * * 0 ) using (15), we get that:
In this way, if we have two hyperbolic limit cycles, one needs to be stable whereas the other is unstable.
Proof of Proposition 3. We first assume that w 2 (2π) = 0. In this case W (2π) = w 1 (2π)w 2 (2π) which we know that it is different from zero. The equation (14) for an initial condition for a limit cycle is LC(ρ 0 ) = 0 with LC(ρ 0 ) = −σ 0 (w 1 (2π) − w 2 (2π)) ρ 0 + w 1 (2π). It may happen that equation (14) is identically zero. In this case, we have that the equation LC(ρ 0 ) = 0 has all the values ρ 0 as solution and none of them correspond to a limit cycle as stated in Corollary 2. There is no limit cycles because none of the periodic orbits can be isolated. We assume that LC(ρ 0 ) is not identically zero. This equation has, at most, one root ρ * 0 = w 1 (2π)/ [σ 0 (w 1 (2π) − w 2 (2π))]. In this case, from (15),
which is a finite value. It is equal to 1 if, and only if, w 2 (2π) − w 1 (2π) = 0, implying that there is no limit cycle because the value of ρ * 0 is not real in this case. So, we conclude that if w 2 (2π) = 0, there exists at most one limit cycle, and if it exists then it is hyperbolic.
We assume that w 2 (2π) = 0. Then, we have that the roots of the equation LC(ρ 0 ) = 0 defined in (14) are:
which are not real if ∆ < 0. Hence, if ∆ < 0 there are no limit cycles. We compute the resultant with respect to ρ 0 of the polynomials given by LC(ρ 0 ), described in (14) and the numerator of
as described in (15). This resultant gives −σ 4 0 w 2 (2π) 2 W (2π) ∆. We deduce that if w 2 (2π) = 0 and ∆ > 0, then there can be at most two limit cycles. Moreover, we have that if a limit cycle exists in this case, then it is hyperbolic. If we have one limit cycle, then it is hyperbolic and it can be either stable or unstable. If we have two limit cycles, then they are both hyperbolic and one of them is stable whereas the other is unstable by Proposition 5.
The only case that we have not yet considered is w 2 (2π) = 0 and ∆ = 0. In this case, there is one root for the equation (14) which is:
An easy computation shows that
which is equal to 1 because ∆ = 0. We recall that ∆ = (w 1 (2π)+w 2 (2π)) 2 −4W (2π). We compute the second partial derivative of ρ(θ; ρ 0 ) with respect to ρ 0 both times and we have that:
where we have used that ∆ = 0. This value is different from zero and, therefore, we deduce that if w 2 (2π) = 0 and ∆ = 0, then there is at most one limit cycle and if it exists, then it is of multiplicity two.
We note that there cannot exist any limit cycle of multiplicity three (or higher), because, as we have shown, if Π(ρ * 0 ) = ρ * 0 and Π (ρ * 0 ) = 1, then either Π (ρ * 0 ) = 0 or Π is the identity function. Therefore, there is no isolated periodic orbit of multiplicity higher than two.
Applications of the results

The bounds given in Proposition 3 are sharp.
We consider second-order linear homogeneous differential equations of the form (6) with constant coefficients and we will construct from them two examples of systems of the form (3) with the maximal number of limit cycles.
Given any two real values a and b, which can eventually be equal, we consider the following planar polynomial differential system: 
Sinceθ is strictly positive for all r = 0, we can consider the following ordinary differential equation equivalent to system (17): , is transformed to the following Riccati equation: By using the description given in Section 2, we can relate the following second order linear homogeneous differential equation to (18):
taking σ(θ) ≡ 1. The fundamental set {w 1 (θ), w 2 (θ)} of solutions of (19) satisfying w 1 (0) = w 2 (0) = 1 and w 1 (0) = w 2 (0) = 0 is:
The construction of the general solution of (18) Assume that a = b and that a > 0, then undoing the changes of variables to cartesian coordinates, we have that this periodic orbit is the circumference x 2 +y 2 = a, which is a periodic orbit for system (16). The fact of being hyperbolic is shown by deriving (16) with respect to ρ 0 and noticing that:
.
Since we are assuming b = a, this value is different from one. An analogous computation shows that:
. Therefore, in the case that a = b and both a > 0 and b > 0, we have one stable hyperbolic limit cycle and one unstable hyperbolic limit cycle. Assume now that a = b and that a > 0. We again have that the circumference x 2 + y 2 = a is a periodic orbit for system (16). The fact of being of multiplicity two is shown by deriving (16) twice with respect to ρ 0 and noticing that:
Since this last value is always different from zero, we get a double periodic orbit.
By taking a and b equal or different and with positive or negative sign, we are able to construct examples of planar polynomial differential systems of the form (16), which correspond to the systems studied in Proposition 3 with either none limit cycles, either only one hyperbolic limit cycle, either two hyperbolic limit cycles or either one double (i.e. multiplicity two) limit cycle.
We quote Proposition 6.1 in page 685 of [6] , using our notation, If a Riccati equation R has isolated periodic solutions, then, for sufficiently small ε, every Riccati equation R in the ball R − R < ε has at least isolated periodic orbits, which tend to the isolated periodic orbits of R.
We recall that an equation of the form (10) is a Riccati equation. This proposition states that any small perturbation of a Riccati equation inside the family of Riccati equations has at least as many isolated periodic orbits, that is orbits ρ(θ; ρ) with ρ(2π; ρ 0 ) = ρ 0 , as the original Riccati equation. We can consider the Riccati equation (18) with a > 0 and b > 0 and we are able to produce small perturbations of it with as many limit cycles as (18) and whose transformation to cartesian coordinates will give place to planar systems with two limit cycles. These limit cycles will not be algebraic in a general case. Therefore, we can construct planar polynomial differential systems like the ones studied in Theorem 1 with two non-algebraic limit cycles by perturbation of (16). We still have the open question of coexistence of an algebraic limit cycle and a non-algebraic one. The positive answer to this question can be found in the forthcoming Subsection 3.4.
A family with an algebraic limit cycle
In this section we give a family of planar polynomial differential systems of the form (3) with an algebraic limit cycle resulting from Theorem 1. That's why we start with the following second order linear homogeneous differential equation:
where u(θ) is an even trigonometric polynomial such that u(θ) > 0 for all θ ∈ R. In order to simplify some formulae, we introduce the following notation:
We remark that
is a strictly increasing function of θ, I 1 (θ) > 0 for all θ > 0 and I 1 (θ) < 0 for all θ < 0. We note that I 0 (θ) is an elementary function and I 1 (θ) is the integral of an elementary function, which can be elementary or not. We consider such an equation (20) because we can always solve it explicitly using elementary functions or integrals of them. The fundamental set of solutions of (20) {w 1 (θ), w 2 (θ)} such that w 1 (0) = w 2 (0) = 1 and w 1 (0) = w 2 (0) = 0 is:
Using the transformation ρ = −w (θ)/w(θ) (that is, σ(θ) ≡ −1), the equation (20) becomes the following Riccati equation:
whose general solution, considering (21); is:
We have that ρ(0; ρ 0 ) = ρ 0 and we want to determine those initial conditions ρ 0 for which ρ(2π; ρ 0 ) = ρ 0 . There are two different values with this property, which we denote by ρ 1 and ρ 2 :
We note that since I 0 (2π) > 1 and I 1 (2π) > 0, we always have that ρ 1 < ρ 2 . The solutions with these initial conditions are:
Since u(θ) is an even trigonometric polynomial such that u(θ) > 0 for all θ > 0 we have that ρ(θ; ρ 2 ) is strictly positive for all value of θ. We note that ρ(θ; ρ 1 ) < u(θ) for all θ in the interval [0, 2π]. Therefore, we cannot ensure that ρ(θ; ρ 1 ) is positive for all value of θ and, hence, we do not know if it gives rise to a limit cycle of the planar polynomial differential system which we associate to equation (22) by virtue of Theorem 1. In order to determine the hyperbolicity of these periodic orbits, we only need to compute the derivative with respect to ρ 0 of the general solution ρ(θ; ρ 0 ), written in (23), of equation (22) and evaluate it in θ = 2π and ρ 0 = ρ i for each value i = 1, 2. An easy computation shows that:
For each of the values ρ 1 = u(0) − (I 0 (2π) − 1)/I 1 (2π) and ρ 2 = u(0) we get:
Since I 0 (2π) > 1, we deduce that the limit cycle given by ρ(θ; ρ 2 ) is a hyperbolic and unstable. Let us denote by 2N , where N ∈ N, the maximum degree of u(θ). Let us consider the following change of variable ρ = r 2 and, by a reparameterization of the independent variable, we can consider the following system:
System (24) is the change to polar coordinates of the following planar polynomial differential system denoted by (25). In cartesian coordinates, we denote by
, which are two homogeneous trigonometric polynomials of degree 2N . It is clear that f 1 (x, y) = x (∂f 0 /∂y) − y(∂f 0 /∂x). By applying the change of variables r = x 2 + y 2 and θ = arctan(y/x) in system (24), we get the planar polynomial differential system:
System (25) takes the form (3) when n = 2N + 1,
. This system has the invariant algebraic curve (
− f 0 (x, y) = 0 which traces an oval around the origin. The oval of this curve is a limit cycle of system (25) and, as we have seen, it is hyperbolic and unstable.
A family with a non-algebraic limit cycle
In the previous section we have considered a second-order linear homogeneous differential equation of the form (6) whose solutions are explicitly known. Its interest is that we can ensure the existence of a limit cycle which is, in general, non-algebraic. Moreover, in this way, we recover the examples studied in [1] but from the point of view of a Riccati equation instead than from a linear one.
Let us consider the following second order linear homogeneous differential equation:
where v(θ) is an even trigonometric polynomial. In order to simplify some formulae, we introduce the following notation:
is a strictly increasing function of θ, J 1 (θ) > 0 for all θ > 0 and J 1 (θ) < 0 for all θ < 0. We note that J 0 (θ) is an elementary function and J 1 (θ) is the integral of an elementary function, which can be elementary or not. We need the following assumptions so as to ensure the existence of a limit cycle:
We note that such type of conditions is not given in [1] since only an example of limit cycle is given. We include their example in our analysis and we generalize it by giving necessary conditions so as to have a limit cycle. The fundamental set of solutions of (26) {w 1 (θ), w 2 (θ)} such that w 1 (0) = w 2 (0) = 1 and w 1 (0) = w 2 (0) = 0 is w 1 (θ) = 1 and w 2 (θ) = J 1 (θ). As before, using the transformation ρ = −w (θ)/w(θ) (that is, σ(θ) ≡ −1), equation (26) becomes the following Riccati equation:
whose general solution is:
We have that ρ(0; ρ 0 ) = ρ 0 and we want to determine those initial conditions ρ 0 for which ρ(2π; ρ 0 ) = ρ 0 . There are two different values with this property: one of them is equal to zero and we do not consider this case. We only take into consideration the following value ρ * 0 which satisfies ρ(2π; ρ * 0 ) = ρ * 0 :
We notice that we have that ρ * 0 > 0. The solution with this initial condition is:
By the assumptions that we have made, we deduce that ρ(θ; ρ * 0 ) is strictly positive for all values of θ ∈ R.
In order to determine the hyperbolicity of this periodic orbits, we only need to compute the derivative with respect to ρ 0 of the general solution ρ(θ; ρ 0 ), written in (28), of equation (27) and evaluate it in θ = 2π and ρ 0 = ρ * 0 . We get:
Since we are assuming that I 0 (2π) < 1, we deduce that the value 1/I 0 (2π) is strictly greater than 1. Therefore if ρ(θ; ρ * 0 ) gives rise to a limit cycle of the planar system (30), then it is a hyperbolic and unstable limit cycle.
Let us denote by 2N , where N ∈ N, the maximum degree of v(θ). Let us consider the following change of variable ρ = r 2 and, by a reparameterization of the independent variable, we can consider the following system:
This system is the change to polar coordinates of the following planar polynomial differential system denoted by (30). We denote by g 0 (x, y) :
, which is a homogeneous trigonometric polynomial of degree 2N . By applying the change of variables r = x 2 + y 2 and θ = arctan(y/x) in system (29), we get the planar polynomial differential system:ẋ
System (30) takes the form (3) when
. This system has a unique limit cycle which in polar coordinates reads for r 2 = ρ(θ; ρ * 0 ). This limit cycle is hyperbolic and unstable. The algebraic curve x 2 + y 2 = 0 is invariant for system (30). If there is another invariant algebraic curve then it needs to be the limit cycle since any other solution spirals around the origin. It can be seen that when J 1 (θ) is not an elementary function, we have that this limit cycle is not algebraic in cartesian coordinates. The proof of this assertion is analogous to the one given in Subsection 3.4. There are many even trigonometric polynomials v(θ) satisfying the assumptions (i) and (ii), such that the corresponding system has a unique limit cycle which is not algebraic. For instance, we can take v(θ) := −2 cos(θ) 2 and we get the following planar polynomial differential system:
This system has a unique and hyperbolic limit cycle which in polar coordinates reads for:
This limit cycle is unstable and it is not algebraic in cartesian coordinates because
is not an elementary function. By this last example, we reencounter a kind of systems with limit cycles which have already been studied in [1] . Our proof of the non-algebraicity of the limit cycle is direct because we only need to check that J 1 (θ) is not an elementary function, see Subsection 3.4. Their proof of the non-algebraicity goes through proving that the corresponding planar vector field has no invariant algebraic curves except the ones which only contain the origin as isolated singular point. The example given in [1] can also be studied by means of a linear homogeneous differential equation of second order as (6) 
Coexistence of an algebraic limit cycle with a nonalgebraic one
The following planar polynomial differential system depending on the real parameter α exhibits two hyperbolic limit cycles when α > 3. One of them is algebraic and the other is not algebraic. When α = 3, the family exhibits a unique limit cycle which is algebraic and of multiplicity two. The planar polynomial differential system taken into consideration in this section is:
where α ∈ R and α ≥ 3. The homogeneous polynomial of degree 4 and denoted by R 4 (x, y) is:
We denote by φ(θ; α) := −19 + 12α + 4(α − 3) cos(2θ) − 8 sin(2θ) − cos(4θ), and the transformation to polar coordinates of system (31) reads for:
which is an equation of the form (4) and, therefore, Theorem 1 can be applied.
Since the derivative of θ with respect to the independent variable is always positive, by a reparameterization of the independent variable, we can consider system (32) as the ordinary differential equation:
We consider the change of variable r = ρ
and we get the following Riccati equation:
By means of the usual change ρ(θ) = −w (θ)/w(θ), that is σ(θ) ≡ −1, we can associate to (33) the following second order homogeneous linear differential equation:
In order to shorten some formulae, we introduce the following notation:
This example has been encountered by the authors when studying equations (6) with a given solution of the form w 0 (θ) := exp u(θ) dθ where u(θ) is an even trigonometrical polynomial which is strictly positive for all values of θ. The objective of imposing such a solution w 0 (θ) is twofold: we are able to find the general solution of the second order linear homogeneous differential equation (6) once we know one of its solutions and we ensure the existence of one algebraic limit cycle which corresponds to the function u(θ). There may exist a family of equations of the form (6) exhibiting a fixed solution w 0 (θ) and we choose those ones which give rise to another limit cycle. This is the way in which we have constructed this example.
We note that the functions w 0 (θ) and w 0 (θ)I(θ) are two independent solutions of (34) which form a fundamental set. Hence, the fundamental set of solutions of (34) {w 1 (θ), w 2 (θ)} which satisfies w 1 (0) = w 2 (0) = 1 and w 1 (0) = w 2 (0) = 0 is w 1 (θ) := w 0 (θ) (1 + 2I(θ)) and w 2 (θ) := w 0 (θ)I(θ). From these expressions we can find the general solution ρ(θ; ρ 0 ) of the Riccati equation (33), which satisfies ρ(0; ρ 0 ) = ρ 0 :
There are two values of ρ 0 for which ρ(2π; ρ 0 ) = ρ 0 . It is clear that ρ 0 = 2 is one of this values. The solution ρ(θ; 2) = cos(θ) 2 + 1 of the equation (33) corresponds to the solution w 0 (θ) of (34). Since ρ(θ; 2) > 0 for all values of θ, it gives rise to a limit cycle of the system (31) which in polar coordinates reads for r 2 = ρ(θ; 2). By undoing the change to cartesian coordinates we get the following algebraic limit cycle f (x, y) = 0, where f (x, y) :
The other value of ρ 0 satisfying ρ(2π; ρ 0 ) = ρ 0 will be denoted by ρ * 0 and it is equal to:
Since I(θ) is a strictly increasing function of θ and I(0) = 0, we have I(2π) > 0. Moreover, since we are assuming that α ≥ 3, we have that ρ * 0 > 2 if α > 3 and ρ * 0 = 2 if α = 3. In fact, we note that when α = 3, we get that ρ(θ; 2) = ρ(θ; ρ * 0 ) and this is why we have a unique limit cycle in this case.
If α > 3, we have that ρ * 0 > 2 and since the two orbits ρ(θ; ρ * 0 ) and ρ(θ; 2) cannot intersect in any point (due to the uniqueness of the solution), we deduce that ρ(θ; ρ * 0 ) > ρ(θ; 2) > 0. Hence, the orbit ρ(θ; ρ * 0 ) gives rise to another limit cycle for the planar system (31) when α > 3. This limit cycle can be explicitly written in polar coordinates as r 2 = ρ(θ; ρ * 0 ). Moreover, when α > 3, the function I(θ) is not elementary and, then, the corresponding limit cycle r 2 = ρ(θ; ρ * 0 ) is not an algebraic function in cartesian coordinates.
In order to prove this last assertion, we define the following function:
, and we notice that ρ(θ; ρ * 0 ) = Ω * (θ) + (cos θ) 2 + 1. If we assume that the limit cycle r 2 = ρ(θ; ρ * 0 ) belongs to an algebraic curve in cartesian coordinates, we will deduce that I(θ) is an elementary function. If this limit cycle is algebraic, we call g(x, y) an irreducible polynomial such that g(x, y) = 0 contains the oval parameterized by r 2 = ρ(θ; ρ * 0 ). In the work [3] it is proved that g(x, y) = 0 needs to be an invariant algebraic curve of system (31). If we change the polynomial g(x, y) to polar coordinates we get a polynomial in r whose coefficients must be trigonometrical polynomials and we denote it byg(r, θ) = g (r cos θ, r sin θ). We note thatg(r, θ) must give an invariant curve for system (32) because g(x, y) = 0 is an invariant algebraic curve for (31). System (32) is invariant under the change r → −r, and this fact implies thatg(r, θ) is even in r. Therefore, by the change ρ = r 2 , we recover a polynomialg(ρ, θ) such that ρ = ρ(θ; ρ * 0 ) is one of its ρ-roots. Each one of the ρ-roots ofg(ρ, θ) is a solution of (33). Asg(ρ, θ) is 2π-periodic in θ, the value of each of the ρ-roots in θ = 2πj, where j is any integer number, must be a root of the polynomialg(ρ, 0), becauseg(ρ, 2πj) =g(ρ, 0) for any integer j. Therefore, they can only take a finite number of values (corresponding to the roots ofg(ρ, 0)). We have that if ρ 0 is different from 2 and ρ * 0 , the corresponding solution ρ = ρ(θ; ρ 0 ) takes an infinite number of different values when evaluated in θ = 2πj for j integer. Hence, ρ = ρ(θ; ρ * 0 ) is the unique ρ-root ofg(ρ, θ) because ρ = ρ(θ; 2) cannot be a ρ-root due to the irreducibility of g(x, y) (and thus ofg(ρ, θ)). We conclude thatg(ρ, θ) has one and only one ρ-root and, thus, it takes the formg(ρ, θ) = q 1 (θ)ρ + q 0 (θ) where q i (θ) are trigonometric polynomials. Since ρ = Ω * (θ) + (cos θ) 2 + 1 is the ρ-root ofg(ρ, θ), we deduce that Ω * (θ) = −q 0 (θ)/q 1 (θ) − (cos θ) 2 − 1, that is, Ω * (θ) needs to be a quotient of trigonometric polynomials.
On the other hand, we remark that:
Integrating both members of the previous identity we deduce that: We need to show that these two limit cycles are hyperbolic when α > 3 and that the unique limit cycle existing for α = 3 is double. To do so, we compute the derivative of the general solution of the Riccati equation ρ(θ; ρ 0 ) given in (35) with respect to ρ 0 and we evaluate it in θ = 2π and in ρ 0 = 2 and ρ 0 = ρ * 0 , respectively. We obtain: Therefore, when α > 3, we have that the algebraic limit cycle (which corresponds to ρ 0 = 2) is hyperbolic and stable and the non-algebraic limit cycle (which corresponds to ρ 0 = ρ * 0 > 2) is hyperbolic and unstable. When α = 3 we only have one limit cycle, which is algebraic and corresponds to ρ 0 = 2, and it is not hyperbolic because which is a strictly positive value. Therefore, this limit cycle has multiplicity equal to 2. Let us consider system (31) for any value of α ∈ R and we are now interested in its integrability. An easy computation shows that the following function V (x, y) is a Darboux inverse integrating factor:
V (x, y) = e . We note that this V (x, y) is not well-defined in the whole plane. As we have already stated, it is possible to construct an inverse integrating factor well defined in the whole plane but which will not be of Darboux type in this case. This inverse integrating factor, in polar coordinates, reads for:
We recall that givenṼ (r, θ) an inverse integrating factor for the system in polar coordinates, we can give the expression of an inverse integrating factor for the system in cartesian coordinates:Ṽ ( x 2 + y 2 , arctan(y/x)) x 2 + y 2 .
