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Abstract
Survival analysis of right censored data arises often in many areas of research including medi-
cal research. Effect of covariates (and their interactions) on survival distribution can be studied
through existing methods which requires to pre-specify the functional form of the covariates includ-
ing their interactions. Survival trees offer relatively flexible approach when the form of covariates’
effects is unknown. Most of the currently available survival tree construction techniques are not
based on a formal test of significance; however, recently proposed ctree algorithm ([2]) uses per-
mutation test for splitting decision that may be conservative at times. We consider parameter
instability test of statistical significance of heterogeneity to guard against spurious findings of
variation in covariates effect without being overly conservative. We have proposed SurvCART
algorithm to construct survival tree under conditional inference framework ([2]) that selects split-
ting variable via parameter instability test and subsequently finds the optimal split based on some
maximally chosen statistic. Notably, unlike the existing algorithms which focuses only on hetero-
geneity in event time distribution, the proposed SurvCART algorithm can take splitting decision
based in censoring distribution as well along with heterogeneity in event time distribution. The
operating characteristics of parameter instability test and comparative assessment of SurvCART
algorithm were carried out via simulation. Finally, SurvCART algorithm was applied to a real
data setting. The proposed method is fully implemented in R package LongCART available on
CRAN.
Keywords:Brownian Bridge; Parameter instability test; Right censored data; Score process; Survival
tree
1 Introduction
Application of survival times (or, time-to-event data in general) are numerous and arise in all areas
of research. In practice, survival times may be influenced by several covariates. For example, clinical
∗Corresponding author: Madan G Kundu, madan.kundu@abbvie.com. This article reflects the views of the author
and should not be construed to represent AbbVie’s views or policies.
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investigators exert a great deal of time and energy in attempts to identify and quantify the effects
of prognostic factors, namely, patient characteristics that relate to the course of disease ([1]). There
are parametric and semi-parametric methods (e.g., Cox proportional hazards model) which allows to
associate survival time with covariates. However, such models requires to pre-specify the functional
form of the covariates including their interactions. Survival trees offer relatively flexible approach
when the form of covariates’ effects is unknown and also have a greater ability to detect interactions
automatically based on observed data. Survival trees are the non-parametric alternative of (semi-)
parametric models and also have the advantage of easier interpretation. Most of the currently avail-
able survival tree construction techniques are not based on a formal test of significance and hence
may be prone to spurious findings of variation in covariates’ effect. In this article we have proposed
a recursive partitioning algorithm to construct survival tree that selects splitting variable via formal
statistical test. Unlike the existing algorithms ([2–5]) which focuses only on heterogeneity in event
time distribution, the proposed algorithm provides a framework to identify the subgroups based on
heterogeneity in event time and/or censoring time distributions.
Tree based method, first introduced by Morgan and Sonquist [6], is useful in identifying ‘homoge-
neous’ subgroups defined by some covariates in diverse population. Among the tree based methods,
classification and regression tree (CART) methods (7) are the most popular. Recently the concept
of CART methodology have been extended in the context of fitting cross-sectional regression models
(see, e.g., 8) and longitudinal setting (see, e.g., 9–13). Application of tree approach to survival data
can be traced back to Ciampi et al. [14] where attempt was made to identify prognostic factors
influencing survival of non-Hodgkin’s lymphoma patients. However, Gordon and Olshen [15] were
first to suggest CART paradigm for survival analysis. Since then a number approaches have been
proposed for tree construction with survival data (1, 4, 5, 16–20); For a structured review of these
methods, please refer to Bou-Hamad, Larocque and Ben-Ameur [21].
The goal of a survival tree (i.e., tree with survival data) is to identify ‘homogeneous’ subgroups,
characterized by prognosis variables (i.e. baseline covariates), in a heterogeneous population on the
basis of how long they survive, thus enabling classification by prognosis (1). The homogeneity in the
context survival tree refers to “absence of sufficient statistical evidence of variation in time-to-event
distribution”. Most of the currently available survival tree construction techniques are based on
maximally selected statistic such as log-rank test statistic (16, 19), Wilcoxon-Gehan statistic (5),
likelihood ratio statistic (17, 20), likelihood based deviance (4), exponential log-likelihood loss (1) or
Taron-Ware class of statistic (18) for selection of best split. Another approach to construct survival
tree is based on martingale residual where martingale residuals from a null Cox model are used as the
outcome to construct the tree (3). However, none of the above mentioned survival tree construction
techniques is based on formal statistical test. Lack of formal test of statistical significance in the
construction of survival tree may overfit the data (19) and thus may result in spurious findings (25).
To alleviate the issue of spurious findings, some authors have also discussed pruning and amalgama-
tion of trees as well (20). To avoid the problems associated with the exhaustive search strategies,
relatively more recently, Hothorn et al. [2] proposed a unified conditional inference framework for
construction of trees including survival tree. which identifies best split at any given tree node in two
steps. In step 1, a global null hypothesis of independence with response is tested for each covariate
using permutation based test; the covariate with minimum p− value is chosen as splitting variable,
if found statistically significant. In second step, the split point is chosen based on maximum value
of some test statistic. Very recently survival tree algorithms of Hothorn et al. [2] and LeBlanc and
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Crowley [19] has been extended to left truncated right censored data by Fu and Simonoff [26].
We have proposed survival tree construction algorithm to identify subgroups with heterogeneous
event time (and, censor time distribution). In our set-up, the homogeneity refers to absence of
sufficient statistical evidence of variation in survival curve (and, censoring time distribution). The
proposed algorithm is an adaption of LongCART algorithm for constructing tree with longitudi-
nal data (13) in survival set up. For the ease of discussion, we name our algorithm as SurvCART
algorithm. The proposed SurvCART algorithm works in two steps to identify the best split. In
step 1, we first identify whether any partitioning variable influence survival (and, censoring distri-
bution) via statistical testing. Such tests are often based on score process and commonly known as
“parameter instability test”. There are several score-based parameter instability test suggested in
literature (2, 8, 13, 27, 28). Particularly, Hothorn et al. [2] considered permutation based test to
tests for heterogeneity in construction of survival tree. Although permuation based test does not
need specification of underlying distribution, use of permuation based test has been very limited
and controversial particularly due to its conservatism (29). In SurvCART algorithm, we use likeli-
hood based parametric test to assess homogeneity in parameters of time-to-event distribution (and,
censoring distribution). Parameter instability tests are carried out for each partitioning variable
separately and most significant partitioning variable is chosen as splitting variable. If none of the
partitioning variables turns out significant in parameter instability testing, the process stops there
without further splitting. Once the splitting variable is chosen, in step 2, the cut-off point with the
maximum test statistic (e.g., Log-rank) for comparing two groups is chosen for binary splitting. The
key idea here is that we are combining the multiple testing procedures (step 1) with model selection
(step 2) in order to control the type I error while taking the decision on splitting at each node. Such
a step minimizes the selection bias in choosing the partitioning variable compared to the exhaustive
search-based procedures where the partitioning variables with many unique values tend to have an
advantage over the partitioning variables with fewer unique values ([10, 12]). The SurvCART al-
gorithm provides an improvement over the existing survival tree construction approaches in one or
more of the following aspects: (1) the test for the decision about further splitting at each node is type
I error controlled via formal parametric hypothesis testing and hence offers guard against variable
selection bias, over-fitting and spurious splitting, (2) subgroups are chosen considering heterogeneity
both in event time and censoring distribution, and (4) computational time is greatly reduced.
The remainder of this paper is organized as follows. In Section 2.1 the survival model of interest are
summarized. Tests for parameter instability for a single partitioning variable cases are discussed in
Section 2.2 and its extension to multiple partitioning variables are discussed in Section 2.3. Algorithm
for constructing survival trees is discussed in Section 3. Results from the simulation studies examining
the performance of the instability test and the performance of SurvCART algorithm are reported in
Section 4. An application example is presented in Section 5. Finally, in Section 6, we discuss the
implications of our findings. The SurvCART algorithm is implemented in SurvCART() through R
package LongCART (30).
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2 Methodology
2.1 Notation and preliminaries
We begin by describing the basic setup which leads to the development of survival trees. We denote
by T ∗ the true survival time and by C the true censoring time. The observed data is then composed
of T = min (T ∗, C), the time until either the event occurs or the subject is censored; δ = I(T ∗ ≤ C),
an indicator that takes a value of 1 if the true time-to-event is observed and 0 if the subject is
censored. We also assume T ∗ and C are independent. In addition, for each individual, we observe a
vector of S covariates X = (X1, . . . , XS) measured at baseline. We assume that X1, . . . , XS includes
all potential baseline attributes that can influence the either T ∗ or C or both. Data is available for
N independent subjects (Ti, δi, Xi), i = 1, ..., N . The basic setup assumes that the covariate values
are available at time 0 for each subject. Thus, only the baseline values of a timevarying covariate
are typically used. It is assumed that the underlying model, generating the data, is consists of K
distinct and mutually exclusive terminal subgroups and these subgroups can be characterized by
baseline covariates X1, . . . , XS . Further, we assume that, in the k
th subgroup, T ∗ ∼ f(t;θTk) and
C ∼ g(c;θCk). Also, θk = [θTk,θCk]>, and S(·) and H(·) are complementary cumulative distribution
functions associated with T ∗ and C, respectively. When homogeneity holds for entire population, we
have θTk ≡ θT and θCk ≡ θC implying θk ≡ θ where θ = [θT ,θC ]>. Then the contribution of ith
subject in the log-likelihood is
li(θ) = [f(ti;θ)H(ti;θ)]
δi [S(ti;θ)g(ti;θ)]
1−δi
The score function for estimating θ pertaining to ith subject ∂∂θ li(θ) = ui(θ) = [ui(θT ),ui(θC)]
>
with variance J(θ) = Var[ui(θ)] = −E[ ∂2∂2θ li(θ)]. Since T ∗ and C are independent, we have,
• C1: ui(θT ) does not involve θC
• C2: ui(θC) does not involve θT
• C3: J(θ) = diag{J(θT),J(θC)} since cov[ui(θT ),ui(θC)] = 0.
Further, the maximum likelihood (ML) estimate of θ using all the observation from N subjects is θˆ.
The total number of observed events is D and ST =
∑N
i=1 ti is sum of all the follow-up time. Now,
the likelihood estimate θˆ is valid only if the entire population under consideration is homogeneous
(i.e. θk = θ, ∀k). With respect to a given partitioning variable, homogeneity refers to that the true
value of θ remains the same across all the values of that partitioning variable.
2.2 Test for parameter instability for a single partitioning variable
The purpose of parameter instability test is to test whether the true value of θ remains the same
across all distinct values of baseline partitioning variable. Let X ∈ {X1, . . . , XS} be any partitioning
variable with G ordered cut-off points: c(1) < . . . < c(G) and θ(g) be the true value of θ when
X = c(g). Assume that there are mg subject with X = c(g). We denote the cumulative number of
subjects with X ≤ c(g) by Mg. That is, Mg =
∑g
j=1mj and MG =
∑G
j=1mj = N . We want to
conduct an omnibus test,
H0 : θ(g) = θ0 vs. H1 : θ(g) 6= θ0.
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Here, H0 indicates the scenario when parameter θ remains constant (that is, homogeneity) at some
common value θ0 = [θT0,θC0]
> and H1 corresponds to the situation of parameter instability (that
is, heterogeneity). In the two subsections to follow, we have summarized the parameter instability
test depending on whether the partitioning variable X is categorical or continuous. These tests are
formulated following Kundu and Harezlak [13] and details are given in Appendix.
2.2.1 Instability test with categorical partitioning variable
When the partitioning variable X is categorical with a small number of categories (that is, G N),
following test statistics
χ2T =
G∑
g=1
[
N∑
i=1
I(Xi = c(g))u(yi, θˆT )
]> [
mgJ(θˆT )
]−1 [ N∑
i=1
I(Xi = c(g))u(yi, θˆT )
]
(2.1)
χ2C =
G∑
g=1
[
N∑
i=1
I(Xi = c(g))u(yi, θˆC)
]> [
mgJ(θˆC)
]−1 [ N∑
i=1
I(Xi = c(g))u(yi, θˆC)
]
(2.2)
are asymptotically distributed as χ2 with dim(θT ) · (G−1) and dim(θC) · (G−1) degrees of freedom,
respectively. Here, I(·) is the indicator function. Details are provided in Appendix A.
2.2.2 Instability test with continuous partitioning variable
When X is continuous, consider the following standardized estimated score process
MN (t,θT ) = N
−1/2J−1/2(θˆT )
Mg∑
i=1
u(yi,θT ) t ∈ [tg, tg+1), (2.3)
MN (t,θC) = N
−1/2J−1/2(θˆC)
Mg∑
i=1
u(yi,θC) t ∈ [tg, tg+1) (2.4)
with tg =
Mg
N
. Then, as shown in Appendix B, the following test statistics corresponding to individual
components of θT = {θT,q; q = 1, · · · , dim (θT )} and θC = {θC,r; r = 1, · · · ,dim (θC)}
D(θT,q) ≡ max
0≤t≤1
|MN (t, θˆT,q)| = max
1≤j≤N−1
|MN (t, θˆT,q)|, (2.5)
D(θC,r) ≡ max
0≤t≤1
|MN (t, θˆC,r)| = max
1≤j≤N−1
|MN (t, θˆC,r)| (2.6)
are independent and, under H0, are asymptotically distributed with distribution function (31)
FD(x) = 1 + 2
∞∑
l=1
(−1)l exp (−2 l2x2). (2.7)
where, FD(·) represents cumulative distribution function of the supremum of standard Brownian
Bridge process. Clearly, If dim(θ) > 1, then the parameter instability test for a single partitioning
variable involves multiple testing simultaneously, one test for each parameter of θ). In this case,
these p-values need to be adjusted using Hochberg’s procedure (39) or other similar procedure and
minimum of these two adjusted p-values should be regarded as the overall p-value corresponding to
the partitioning variable X (? ).
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2.2.3 Special case under some know parametric distributions
The parameter instability test presented in Section 2.2.1 and 2.2.2 requires MLEs (θˆT and θˆC), score
functions (ui(θT ) and ui(θC)) and the variance of score functions (Var[ui(θT )] and Var(ui[θC)].
Here, we specifically present the the parameter instability test under exponential and weibull distri-
butions and have outlined the approach for other including complex distributions. Under exponential
distribution, test statistics for parameter instability tests discussed in Section 2.2.1 and 2.2.2 are sim-
plified in great extent as shown below. Please note that even though, for ease of discussion, we have
considered below T ∗ and C follows similar distributions, it is not mandatory to have similar distri-
bution for both T ∗ and C. For example, it is perfect to have T ∗ to follow weibull while C to follow
log-normal distribution.
Exponential distribution: f(t;θT ) = Exponential(λT ) and g(c;θC) = Exponential(λC)
f(t;θT ) = λT exp (−λT t) g(c;θC) = λC exp (−λCt)
The score functions are as follows:
ui(λT ) =
δi
λT
− ti ui(λC) = 1− δi
λC
− ti
Based on these score functions, λˆT = D/ST and λˆC = (N −D)/ST are ML estimators. Further,
J(λT ) =
D
N
· λ−2T J(λC) =
N −D
N
· λ−2C
With this, for parameter instability test corresponding to categorical partitioning variable, the test
statistics in Eq. (2.1) and (2.2) can be simplified as follows:
χ2T =
N
D
G∑
g=1
1
mg
(dg − λˆT · sg)2 χ2C =
N
N −D
G∑
g=1
1
mg
(mg − dg − λˆC · sg)2
where, dg =
∑N
i=1 I(Xi = c(g))δi is the number of events and sg =
∑N
i=1 I(Xi = c(g))Ti is the sum
of observed follow-up times among the subjects with X = c(g). Both of the above test statistics are
asymptotically distributed as χ2 with G− 1 degrees of freedom.
Further, for parameter instability test corresponding to categorical partitioning variable, the test
statistics in Eq. (2.5) and (2.6) can be simplified as follows:
D(λT ) = D
−1/2 max
1≤g≤G−1
|Dg − λT · Sg| (2.8)
D(λC) = (N −D)−1/2 max
1≤g≤G−1
|Mg −Dg − λC · Sg|
where, Dg =
∑N
i=1 I(Xi ≤ c(g))δi is the number of events and Sg =
∑N
i=1 I(Xi ≤ c(g))Ti is the sum
of observed follow-up times among the subjects with X ≤ c(g).
Weibull distribution: f(t;θT ) = Weibull(αT , λT ) and g(c;θC) = Weibull(αC , λC)
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f(t;θT ) = αTλT t
αT−1 exp (−λT tαT ) g(c;θC) = αCλCtαC−1 exp (−λCtαC )
The score functions are as follows:
ui(θT ) =
[
ui(αT )
ui(λT )
]
=
[
δi
αT
+ δi log ti − λT tαTi log ti
δi
λT
− tαTi
]
ui(θC) =
[
ui(αC)
ui(λC)
]
=
[
1−δi
αC
+ (1− δi) log ti − λCtαCi log ti
1−δi
λC
− tαCi
]
with corresponding variances as follows:
J(θT ) =

D
N λ
−2
T
1
N
N∑
i=1
tαTi log ti
1
N
N∑
i=1
tαTi log ti
D
Nα
−2
T + λT
1
N
N∑
i=1
tαTi (log ti)
2

J(θC) =
 (1−
D
N )λ
−2
C
1
N
N∑
i=1
tαCi log ti
1
N
N∑
i=1
tαCi log ti (1− DN )α−2C + λC 1N
N∑
i=1
tαCi (log ti)
2

Note that the ML estimators λˆT , αˆT , λˆC and αˆC have to be obtained iteratively. Now, the test
statistics in (2.1), (2.2), (2.5) and (2.6) can be obtained plugging these expressions.
For other survival distributions the expression for MLEs, score functions and variance of score func-
tion can be obtained similarly as presented above. Unfortunately, it is not straightforward to obtain
these expressions for some distributions (e.g., Log-normal). However, for many of these distributions,
MLEs θˆT and θˆC along with Var(ui(θT )) and Var(ui(θC)) can be obtained from standard softwares.
With this, J(θT ) and J(θC) can be easily obtained as follows: J(θT ) = Var[ui(θT )] =
1
NVar
−1[θˆT ]
and J(θC) = Var[ui(θC)] =
1
NVar
−1[θˆC ]. One still have to obtain the expressions for score functions;
however undubtedly that is a much simpler task and can be obtained relatively easily. Expressions
of score function under log-normal and normal distribution is presented in Appendix C.
2.3 Extending for parameter instability for a multiple partitioning variables
In practice, we have multiple candidate partitioning variables. Let there be S partitioning variables:
{X1, . . . , XS}. Here the parameter instability test needs to be repeated for each candidate parti-
tioning variables and the p-values corresponding to the individual partitioning variables should be
adjusted using Hochberg’s procedure (39) or other similar procedure to maintain the overall type-I
error at each split. The partitioning variable with minimum adjusted p-value should be selected for
the splitting provided it is smaller than the overall type I error α. The advantage of p-value approach
is that it offers unbiased partitioning variable selection when the partitioning variables are measured
at different scales (2).
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2.4 Selecting of cut-off point of splitting variable
Once the splitting variable is selected, the split point can be identified based on any maximally
chosen statistic such as log-rank, Wilcoxon-Gehan statistic, likelihood based deviance or exponential
log-likelihood loss. However, Log-rank statistic seems to be most popular choice by far. Gordon and
Olshen [15] suggested the possibility of using the logrank statistic for splitting and also has been used
in other survival tree algorithm (e.g., 19). Use of log-rank test leads to a split which assures the best
separation of the median survival times (16). Further, log-rank statistic can be represented as linear
function (and hence it is to update log-rank test statistic value at a given split point if it’s value is
known at previous splitting point); and, the log-rank statistic is stable (i.e. not highly variable) in
presence of censoring (19).
Remainder of this paragraph is described assuming log-rank statistic is used for identification of
split point. If the selected splitting variable has stronger evidence of heterogeneity in event time
distribution (i.e. p−value from testing φT is smaller than p−value from testing φC) then the standard
log-rank test is carried out at each splitting point. However, if the selected splitting variable has
stronger evidence of heterogeneity in censoring time (i.e. p−value from testing φC is smaller than
p−value from testing φT ) distribution then the log-rank test is carried out to compare censoring
distribution (i.e. considering censoring as event) at each splitting point. In either case, the best
splitting point, c∗, is the split such that
LR(c∗) = max
c∈Sc
LR(c)
where, LR(c) is the standardized two-sample log-rank test statistic at split point c and S(c) is the
set of all split point of the splitting variable.
3 Construction of tree: SurvCART Algorithm
The proposed SurvCART algorithm constructs survival tree in following steps:
Step 1. (Selection of splitting variable) Perform the parameter instability test for each can-
didate partitioning variables as explained in section 2.2. Stop if no partitioning variable is
significant at level α. Otherwise, choose the partitioning variable with the smallest p-value and
proceed to Step 2.
Step 2. (Selection of splitting point) Consider all cut-off points of the chosen covariate. At each
cut-off point, calculate the log-rank statistics value (or other maximally chosen statistic, if log-
rank statistic is not appropriate). If the censoring distribution was found more heterogeneous
compared to time to event distribution for the chosen partitioning variable selected in previous
step, compute the logrank test statistic assuming censoring as event; otherwise compute the
regular logrank test statistic. Choose the cut-off value that provides the maximum value (see
Section 2.4).
Step 3. Follow the Steps 1-2 until no covariate founds to be significant through instability test.
The algorithm is also displayed in Figure 1. Improvement in survival tree can be quantified using
the likelihood based criteria such as AIC and decision on pruning of tree can be driven by adding
8
Figure 1: SurvCART algorithm
some penalty for every branch added to the tree as discussed in (13).
An important question may arise when constructing survival tree using SurvCART algorithm about
the choice of the distributions for T ∗ and C. In absence of any prior knowledge of distribution
we recommend either using very flexible distribution such as Weibull distribution. Another recom-
mendation is to construct tree assuming several distributions for T ∗ and C and then compare the
log-likelihood or AIC of the final tree to select the distributions for T ∗ and C. We have compared
the AIC of survival tree from SurvCART algorithm with correctly specified model against the mis-
specified model (Section 4.2). The simulation results presented in Section 4.2 also suggests that
SurvCART algorithm performs relatively better than the other method, even with mis-specified time
to event distribution. The use of AIC is also illustrated in our example in Section 5.
4 Simulation
We have explored the performance of instability test for continuous partitioning variables and the
performance of proposed SurvCART algorithm as a whole through simulation studies. In each of the
following simulations both the survival times and censoring times were generated from exponential
distribution under independent censoring.
4.1 Performance of instability test with continuous partitioning variable
This section is targeted to explore the size and power of parameter instability test for continuous
variable as described in Section 2.2.
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Table 1: Size of proposed parameter instability test for continuous partitioning variable at 5% level
of significance via simulation as discussed in Section 4.1.1. The results are summarized based on
10, 000 simulations.
Size (%) of test
λT Censoring rate N = 50 N = 100 N = 200 N = 400 N = 1000 N = 2000
1/20 10% 2.23 3.09 3.67 3.98 4.93 4.85
25% 2.76 3.09 3.97 4.23 4.73 4.65
40% 2.74 3.25 4.04 4.13 4.56 4.45
60% 3.14 3.46 3.55 4.58 4.47 4.60
1/40 10% 2.19 3.06 3.66 3.94 4.94 4.83
25% 2.78 3.09 4.01 4.25 4.73 4.62
40% 2.67 3.31 4.04 4.18 4.51 4.47
60% 3.14 3.36 3.49 4.55 4.47 4.64
4.1.1 Size of the test
In order to examine the size of the test, survival times were generated from exponential distribu-
tion with hazard rate remain constant for entire population and independent of covariate value X.
Precisely, survival times (T ∗) and censoring times (C) for N subjects were generated independently
from exponential distributions with parameters λT and λC , respectively. Follow-up time (T ), were
calculated as min {T ∗, C}. The size of test was explored for each of the combinations of λT (1/20 or
1/40), censoring rate (10% to 60%) and N (50 to 2000). For each combination, λC were determined
from the following formula: E(δ) =
λT
λT + λC
, where E(δ) indicates the expected censoring rate. In
each simulation, the observations for covariate X were generated from uniform(0, 10) for half of the
patients and from uniform(10, 20) for half of the remaining patients. For each combination, 10, 000
replicates were generated, the test statistic D(λT ) (see Eq. (2.8)) were generated for each replicate
and size of the test was determined as proportion of D(λT ) exceeds the 95th percentile of its limiting
distribution.
The size of the test for parameter instability test assuming exponential distribution for both T ∗ and
C are summarized in Table 1. The size of the test approaches to the nominal significance level of
5% with the increase in the sample size N , and it becomes very close to nominal level. The test is
under-sized for smaller sample sizes; however, the reduced size has been also reported in other tests
[e.g., Kolmogorov Smirnov test for normality] based on the Brownian Bridge process (32–34). The
censoring rate or event time distribution does not seem to influence the size of the test.
4.1.2 Power
In this simulation, survival times were generated with hazard rate that varied with the covariate
value X. We considered the population consists of following two subgroups with differential sur-
vival rate. Survival times (T ∗) were generated from exponential distribution with hazard rate as
λT1 and λT2, in subgroup 1 and subgroup 2, respectively. Censoring distribution were assumed
same in both the subgroups; censoring times (C) were generated from exponential(λC). Covariates
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Table 2: Power (%) of parameter instability test with continuous partitioning variable at 5% level of
significance via simulation described in Section 4.1. N1 and N2 represent number of subjects come
from event time distribution with hazard rate λ1 and λ2, respectively.
Censoring
Event rates rates Power (%)
N1=25 N1=25 N1=50 N1=50 N1=100 N1=200 N1=400
λT1 λT2 λC N2=25 N2=25 N2=50 N2=75 N2=100 N2=200 N2=400
#1 1/20 1/30 1/30 11.1 12.7 21.9 24.9 44.2 76.1 97.1
#2 1/20 1/40 1/30 27.7 30.7 54.7 63.1 87.1 99.5 >99.9
#3 1/20 1/50 1/40 49.4 56.1 84.9 90.7 99.3 >99.9 >99.9
#4 1/20 1/60 1/50 69.7 76.8 96.3 98.7 >99.9 >99.9 >99.9
values were generated from Uniform(0, 10) in subgroup 1 and from Uniform(10, 20) in subgroup 2.
In each simulation replicate, N1 + N2 observations were generated of which N1 values belongs to
subpopulation 1 and remaining N2 values came from subpopulation 2. We set the value of λT1
at 1/20. The values of λT2 (1/20, 1/30, 1/40 or 1/60), λC (1/30, 1/40, or 1/50), N1 (25 to 400)
and N2 (25 to 400) were varied in the simulation. For each combination, 10, 000 replicates were
generated, the test statistic D(λT ) (see Eq. (2.8)) were generated for each replicate and power of
the test was determined as proportion of D(λT ) exceeds the 95th percentile of it limiting distribution .
The observed power based on 10,000 simulation are displayed in Table 2. Power of the test is improved
as the difference between λT1 and λT2 gets bigger and bigger. For example, even with sample size
of 50, the observed power is close to 70% when the median survival time is improved by 200% (see
scenario #4 in Table 2). There is also gradual increase observed power of the test with the increase
in sample size. However, the test is mildly conservative when sample size is small and λT2 is close to
λT1.
4.2 Performance of SurvCART algorithm for survival data
In this simulation, our goal is to assess the performance of SurvCART algorithm in comparison to
other survival tree algorithms in truly heterogeneous population. Survival tree according to Surv-
CART algorithm were constructed assuming correctly and mis-specified time to event distribution
and with or without considering heterogeneity in censoring distribution. Performance of SurvCART
algorithm was compared with the ctree algorithm (2) for construction of survival tree, martingale
residual based survival trees (3) and relative-risk tree (4). The survival tree according to ctree algo-
rithm was obtained using partykit package in R (36). Martingale residual based survival tree and
relative risk tree was obtained using rpart package in R (37). We did not consider other algorithm
such as the RECPAM algorithm (5) for comparison since no R function implementing these methods
were available at the time of writing this article.
Data for each individual consisted of survival time, an indicator of censoring and three relevant
covariates according to which event time and censor time distributions were assumed to vary: one di-
chotomous variable (X1) and two continuous variables (X2 ∼ uniform(0, 100), X3 ∼ uniform(0, 5)).
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Figure 2: True tree structure for the simulation described in section 4.2. There are only 3 subgroups
when heterogeneity in censoring distribution is ignored - subgroup 1, subgroup 2 and combined
subgroups of 3 and 4. When we have 4 subgroups when heterogeneity in both time to event and
censoring distribution are considered.
In addition, we also considered three nuisance covariates (i.e., related to neither event time nor cen-
soring time distributions): one continuous variable (X4 ∼ uniform(0, 100)), one dichotomous variable
(X5) with probability of 0.5 for success, and one categorical variable with 6 levels (X6) with equal
probabilities for each categories. Overall the simulation was designed to generate data from a hetero-
geneous population with four subgroups characterized by covariates X1, X2 and X3 as displayed in
Figure 4.2. Of these 4 subgroups, subgroups 3 and 4 are similar in terms of time to event distribution,
but are heterogeneous in terms of censoring distribution. That is, there are only 3 subgroups if we
ignore heterogeneity in censoring distribution. However, when consider heterogeneity in both time
to event and censoring distribution there are 4 subgroups in the true model. In each subgroup, both
the survival times and censoring times were generated from the respective exponential distribution
with specfied λT and λC (Figure 4.2).
We employed the following criteria for evaluating performance for each simulated dataset:
%Difference from perfect tree =
MADfitted tree −MADperfect tree
MADperfect tree
× 100
where MADperfect tree and MADfitted tree are the mean absolute deviation (MAD) estimated λ’s
under “perfect tree” and fitted tree, respectively. We have introduced the notion of “perfect tree” to
indicate a tree when all the subjects are classified perfectly according to the true tree structure (i.e.
the tree structure displayed in Figure 2). The mean absolute deviations (MAD) in λT and λC in kth
subgroups of the dataset after fitting survival tree were calculated as follows:
MAD(λˆT ) =
1
Nk
∑
j∈Sk |λT,k − λˆT,j |
λT,k
MAD(λˆC) =
1
Nk
∑
j∈Sk |λC,k − λˆC,j |
λC,k
where λT,k and λˆT,j are the estimated and true values of λ in the kth subgroup. λˆT,j ’s and λˆC,j ’s
are the maximum likelihood estimate of λT and λC , respectively, obtained from the subgroup it be-
longed to after fitting the survival tree. Sk is the set of indices for all individuals in the kth subgroup.
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Figure 3: Number of tree nodes estimated by SurvCART algorithm and other tree fitting algorithms
as described in Section 4.2. The dotted line indicates the true number of nodes equal to 4. SurvCART
algorithms were fitted with specified distributions for T ∗ and C. However, in SurvCART(Exp, NA)
heterogeneity only in distribution for T ∗ (but not in distribution of C) were considered.
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Table 3: Comparison of SurvCART algorithm with the other tree fitting algorithms as described in
Section 4.2
Proportion(%) of survival trees with Median Median
Median extracted subgroups MAD(λ) ∆MAD(λ)
nodes 1 2 3 4∗ 5 6− 7 ≥ 8 λT λC λT λC
Perfect tree1 1.08 0.97
SurvCART(Exp, NA) 3 < 1 13 78 7 < 1 < 1 1.33 3.74 15.78 286.71
SurvCART(Exp, Exp) 4 14 73 11 < 1 1.49 1.16 25.30 9.48
SurvCART(Wei, Exp) 4 < 1 17 71 10 < 1 1.53 1.17 28.05 10.56
SurvCART(LN, Exp) 4 < 1 31 58 9 2 1.87 1.23 53.74 19.76
ctree2 3 < 1 35 57 7 < 1 < 1 2.05 3.97 64.68 294.11
Martingle residuals3 1 98 < 1 < 1 < 1 < 1 < 1 < 1 4.08 4.50 285.22 363.01
Relative Risk tree4 3 3 21 64 8 2 2 < 1 1.57 3.84 35.26 294.05
Simulation results are based on 2,000 simulated datasets
*True number of node was 4.
MAD(λ): absolute deviation in estimation of λ; ∆MAD(λ): %Increase in MAD(λ) from perfect tree.
1When all the subjects are classified perfectly according to the the true tree structure.
SurvCART algorithms were fitted with specified distributions for T ∗ and C. However, in SurvCART(Exp, NA)
heterogeneity only in distribution for T ∗ (but not in distribution of C) were considered.
2fitted with ctree function in partykit package.
3fitted with rpart package; R-code: rpart(martingle-residual ∼X1+X2+X3+X4+X5+X6)
4fitted with rpart package; R-code: rpart(Surv(timevar, censorvar) ∼ X1+X2+X3+X4+X5+X6)
The simulation results comparing SurvCART with the other existing algorithms are summarized in
Table 3, Table 4 and Figure 3 based on 2,000 simulations. The SurvCART(Exp, NA) that consid-
ered only heterogeneity in time to event distribution (assuming exponential distribution), but not
in censoring distribution, identified 3 subgroups in 78% case (Table 3, Figure 3). This is consistent
with the fact that there were only 3 subgroups when heterogeneity in censoring is ignored - subgroup
1, subgroup 2 and combined subgroup 3 and 4 (see Figure 2). SurvCART(Exp, NA) also correctly
identified X1 as the first splitting variable in 94% cases and X2 as the second splitting variable in
86% cases, consistent with the true model ignoring heterogeneity (Table 4).
Survival tree considering heterogeneity in both time to event and censoring distributions according
to SurvCART algorithm were fitted assuming exponential (SurvCART(Exp, Exp)), weibull (Surv-
CART(Wei, Exp)) and log normal (SurvCART(LN, Exp)) time to event distribution. In all these
three cases exponential censoring distribution were considered. Note that time to event and cen-
soring distribution are correctly specified in SurvCART(Exp, Exp). SurvCART(Wei, Exp) is also
consistent with the true data generating mechanism given that exponential is a special case of weibull
distribution. However, time to event distribution was mis-specified in SurvCART(LN, Exp). Surv-
CART(Exp, Exp), SurvCART(Wei, Exp) and SurvCART(LN, Exp) extracted 4 subgroups in 73%,
71% and 58% cases (Table 3, Figure 3). When comparing to other survival tree methods, both the
ctree and relative risk tree algorithms extracts 3 subgroups on average. Unlike SurvCART algorithm,
these two methods are designed to extract subgroups based on heterogeneity of only time-to-event
distribution and probably due to this reason cannot distinguish the Subgroups 3 and Subgroups 4.
Therefore, it would be more appropriate to compare ctree and relative risk tree method with Surv-
CART(Exp, NA). These two methods extracts exactly 3 subgroups in 57% and 64% cases respectively
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Table 4: Evaluation of performance SurvCART algorithm under mis-specification of time to event
and censoring distribution as described in Section 4.2
Proportion (%) of survival trees with
Median X1 as first X2 as first or X3 as first or Selection of splitting
AIC splitting second splitting second splitting variable identical
(tree)1 variable variable variable to true tree
SurvCART(Exp, NA) -1705.34 94.40 85.65 1.15 0.65
SurvCART(Exp, Exp) -1620.94 97.20 82.55 98.65 81.10
SurvCART(Wei, Exp) -1626.88 96.95 79.75 98.10 77.85
SurvCART(LN, Exp) -1655.44 97.05 63.90 98.45 62.75
Simulation results are based on 2,000 simulated data sets
1AIC from Cox regression model for tree structure (i.e., stratified Cox model with subgroups as strata).
SurvCART algorithms were fitted with specified distributions for T ∗ and C. However, in SurvCART(Exp, NA)
heterogeneity only in distribution for T ∗ (but not in distribution of C) were considered.
based on heterogeneity of time-to-event distribution in comparison to 78% cases in SurvCART(Exp,
NA). Interestingly, use of permutation based test in ctree algorithm does not make any improvement
when compared to ctree algorithm, possibly due to the well known conservatism of permutation based
tests (29).
In terms of metric MAD(λ) and ∆MAD(λ), all four SurvCART algorithms seem to work better
than the other tree methods indicating that subgroup identification is relative more accurate with
SurvCART algorithm (Table 3). In terms of selection of splitting variable in SurvCART(Exp, Exp),
SurvCART(Wei, Exp) and SurvCART(LN, Exp): X1 was selected as first splitting variable in 97%
of cases; X2 was selected as second splitting variable in 83%, 80% and 64% cases, respectively; X3
was selected as second splitting variable in >98% of cases. Most importantly, these three algorithms
identified the correct tree (only accounting for splitting variable, but not cut-off point) in 81%, 78%
and 63% cases (Table 4). All these results suggests that SurvCART algorithm performs relatively
better than the other methods, even with mis-specified time to event distribution. However, correct
specification of underlying distribution indeed improves the performance of SurvCART algorithm. In
our simulation, we observed the AIC of constructed tree (obtained from Cox model with subgroups
as strata) is higher when underlying model is correctly specified (Table 4). This suggests AIC can be
appropriately used in choosing the underlying distribution to construct survival tree using SurvCART
algorithm.
5 Application
We have applied SurvCART algorithm on the recurrence free survival (RFS) time originated from
prospective randomized clinical trial conducted by German Breast Cancer Study Group (GBSG)
(38). The purpose was to evaluate the effect of prognostic factors on RFS time among node positive
breast cancer patients receiving chemotherapy in adjuvant setting. RFS was defined as time from
mastectomy to the first occurrence of either recurrence, contralateral or secondary tumor, or death.
The dataset was accessed from ipred package in R. The available dataset contains observation on
RFS follow up time (with censoring status) from 686 breast cancer patients along with information on
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several prognostic variables including hormonal therapy (yes/no), age, menopausal status (Pre/post),
tumor size, tumor grade (I/II/III), number of positive nodes, level of progesterone receptor (PR) and
level of estrogen receptor. For details about the conduct of the study, please refer to Schumacher
et al. (38). The median RFS time based on entire 686 patients was 60 months with total of 299
reported RFS events. Subgroup analysis (38) and survival tree analysis using ctree algorithm (2)
were carried out on the data from this study earlier.
For the construction of survival tree we used all the above mentioned prognostic variables as parti-
tioning variables. We have fitted SurvCART algorithm assuming weibull, exponential and log-normal
distributions for T ∗ and C. SurvCART algorithm was applied with the following specifications: (1)
the significance level for individual instability test was set to 10%, (2) the minimum node size for
further split was set to 50, and (3) the minimum terminal node size was set to 25.
The survival tree was fitted assuming exponential, weibull and log normal distribution; however, the
censoring distribution was kept fixed at exponential distribution. The SurvCART algorithm with
exponential time to event distribution identified 5 subgroups. SurvCART algorithm with weibull or
log normal as time to event distribution identified 6 subgroups - these subgroups are very consistent
with the subgroups identified with the exponential time-to-event distribution with only exception
that one of the subgroup was further split into two groups (see Figure 4, top panel). AIC from Cox
regression model for root node (i.e., Cox model without any covariate) was -3576.2. AIC from Cox
regression model for tree structure (i.e., stratified Cox model with subgroups as strata) were -2629.2
for 5 subgroups and -2488.0 for 6 subgroups. Therefore, we present here the survival tree with 6 sub-
groups. This survival tree suggests that number of positive nodes and PR level are key determinants
for RFS time. The patients with reduced number of positive nodes at baseline experienced improved
RFS time and the RFS time deteriorates with increase in number of positive nodes. Among the
patients with 4 or more positive nodes, those with higher PR level experienced better RFS time.
Based on these two prognostic factors, the tree identified 6 subgroups. These 6 subgroups are quite
different in terms of RFS probabilities (see, Figure 4, bottom left panel). Patients with 3 or fewer
positive nodes and PR level 90 fmol or more (i.e., subgroup 2) constitutes the best subgroup in terms
of RFS time whereas patients with 9 or more positive nodes and PR level less than 25 fmol (i.e.,
subgroup 5) are at higher risk of experiencing remission. In terms of censoring probabilities all the
6 subgroups looks very similar (see, Figure 4, bottom right panel).
Our findings are in consistent with the findings of schumacher et al. [38]. They found number of
positive nodes and PR level are the only significant prognostic factors that influence RFS. In terms
of number of positive nodes, they categorized patients into 3 subgroups (≤ 3, 4− 9 and > 9) which
is exactly similar to what we have obtained via SurvCART algorithm. For PR level, they chose 20
fmol as cut-off value for the prognosis of RFS whereas the our survival tree suggest a varying cut-off
for PR depending on number of positive nodes. Findings of ctree algorithm are slightly different -
it found hormonal therapy as important prognostic variables as well along with number of positive
nodes and PR level (2). Overall ctree algorithm identified 4 subgroups - (1) number of positive nodes
≤ 3 and without hormonal therapy, (2) number of positive nodes ≤ 3 and with hormonal therapy,
(3) number of positive nodes > 3 and PR level ≤ 20 fmol and (4) number of positive nodes > 3 and
PR level > 20 fmol.
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Figure 4: Top panel. Estimated Survival tree obtained via SurvCART algorithm for RFS time
as discussed in Section 5. The split within the dotted line was observed with Weibull (or, log
normal) time-to-event distribution but not with exponential time to event distribution. Exponential
censoring distribution was considered. N represents the number of patients and D indicates number
of events. Median RFS time and censoring times represent Kaplan-Meier estimates. Bottom panel.
RFS probabilities (on left) and censoring probabilities (on right) for each subgroups separately.
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6 Discussion
The survival time distribution (and, also censor time distribution) in a population may be influenced
by one or more baseline covariates. In the context of medical research, this amounts to patient’s
survival may be influenced by prognostic variables. Survival tree offers an efficient tool to explore
the influence of covariates on survival time and censor time distributions including the interaction
effects of covariates. In fact, we have seen a plethora of recent research to identify subgroups using
survival tree in many disease setting including coronary heart disease (40), kidney disease (41) and
infectious disease (42), to name a few. We have proposed SurvCART algorithm to construct survival
tree. Our proposed SurvCART algorithm has two major advantages: firstly, it identifies subgroups
on the basis of both event time and censor time distribution and secondly, it selects splitting variable
via formal statistical test. Because the splitting variables are selected via formal statistical test, it
offers guard against selection bias and spurious finding.
The framework presented for SurvCART falls under conditional inference framework. In summary,
the proposed SurvCART algorithms works as follows: (1) in step 1, carry out the parameter instability
test for each covariate to identify the best splitting variable, and (2) in step 2, choose the split point
based on appropriately chosen maximal statistic. The parameter instability in step 1 only requires
expression for score function and its variance. For the step 2, a dissimilarity measure is required
and split point with maximum value of dissimilarity measure is used for growing the tree. Since
the proposed survival tree algorithm is likelihood or score based, this framework can be extended
in constructing tree in other set-up as well as long expression for score function (with its variances)
and dissimilarity measure available for steps 1 and 2, respectively. Thus in future effort will be made
to extend this approach to construct survival tree for left truncated right censored data. Another
interesting area in clinical trial (or medical research in general) to identify subgroups with distinct
hazards ratio (HR), an indicator of treatment benefit. There is no known approach to-date to
construct tree to identify subgroups with varying HR. The present framework can be extended
towards that to construct tree based on varying HR.
7 Software
Software in the form of R package LongCART (30) together with a sample input data set and complete
documentation is available on CRAN. The parameter instability tests for categorical partitioning
variables described in Section 2.2.1 and continuous partitioning variable described in Section 2.2.2
are implemented in StabCat.surv() and StabCont.surv(), respectively. The SurvCART algorithm
to construct survival tree described in Section 3 is implemented in SurvCART() through R package
LongCART (30) (see Appendix D for illustration).
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Appendices
Appendix A: Test statistic for parameter instability test presented in Section 2.2.1
The score functions u(yi, θˆ) are independent. Further, underH0, EH0 [u(yi,θ0)] = 0 and u(yi, θˆ)|H0 →d
N [0, Jˆ] where Jˆ = J(θˆ). Therefore, for a categorical partitioning variable, X,
χ2cat =
G∑
g=1
[
N∑
i=1
I(Xi = c(g))u(yi, θˆ)
]> [
mgJˆ
]−1 [ N∑
i=1
I(Xi = c(g))u(yi, θˆ)
]
(7.1)
is asymptotically distributed as χ2 with (G−1)×dim (θ) degrees of freedom under H0. The reduction
in dim (θ) degrees of freedom is due to the estimation of θ from the data. Now using C1–C3
(Section 2.1), we can decompose χ2cat in Eq. 7.1 into independent components χ
2
T and χ
2
C specified
in Eq. 2.1 and Eq. 2.2, respectively.
Appendix B: Test statistic for parameter instability test presented in Section 2.2.2
Let’s define following standardized estimated score process
MN (t,θ) = N
−1/2J−1/2(θˆ)
Mg∑
i=1
u(yi,θ) (7.2)
21
As shown by Kundu and Harezlak [13], under H0, each component of above process is asymptotically
distributed as independent standard Brownian Bridge processes. Now using C1–C3 (Section 2.1),
MN (t, θˆ) =
[
MN (t, θˆT )
MN (t, θˆC)
]
and hence, each component of MN (t, θˆT ) and MN (t, θˆC) process is also asymptotically distributed
as independent standard Brownian Bridge processes under H0. That is,
MN (t, θˆT,q)→d W 0(t) qth (q = 1, · · · ,dim (θT )) (7.3)
MN (t, θˆC,r)→d W 0(t) rth (q = 1, · · · , dim (θC)) (7.4)
The above weak convergence continues to hold for any ‘reasonable’ functional (including supremum)
of MN (t, θˆk). Therefore, the quantities D(θT,q) in Eq. 2.5 and D(θT,q) in Eq. 2.6 are independently
distributed as supremum of standard Brownian Bridge process with known distribution function as
specified in (2.7)(31).
Appendix C: Score function under log-normal and normal distributions
First, consider the log-normal distribution with f(t;θT ) = LN(µT , σT ) and g(c;θC) = LN(µC , σC)
Let’s, define:
yi =
log ti − µT
σT
h(y) =
φ(y)
Φ(−y)
where, φ(y) and Φ(y) are the density function and cumulative distribution function from standard
normal distribution. Then, we have, the score function as follows (e.g., see ? ):
ui(θT ) =
[
ui(µT )
ui(σT )
]
=
1
σT
[
δiyi + (1− δi)h(yi)
δi(y
2
i − 1) + (1− δi)yih(yi)
]
Similarly, ui(θC) and J(θC) can be obtained redefining yi = (log ti − µC)/σC and replacing µT , σT
and δi by µC , σC and (1− δi), respectively.
For normal distributions with f(t;θT ) = N(µT , σT ) and g(c;θC) = N(µC , σC), the expression for
score function is almost same with only exception that log(ti) should be replaced by ti.
Appendix D: R code to construct survival tree
library(LongCART)
data(GBSG2)
#--- numeric coding of character variables
GBSG2$horTh1= as.numeric(GBSG2$horTh)
GBSG2$tgrade1= as.numeric(GBSG2$tgrade)
GBSG2$menostat1= as.numeric(GBSG2$menostat)
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#--- Add subject id
GBSG2$subjid= 1:nrow(GBSG2)
#--- Run SurvCART() with time-to-event distribution: weibull, censoring distribution: exponential
out= SurvCART(data=GBSG2, patid="subjid", censorvar="cens", timevar="time",
gvars=c(’horTh1’, ’age’, ’menostat1’, ’tsize’, ’tgrade1’, ’pnodes’, ’progrec’, ’estrec’),
tgvars=c(0,1,0,1,0,1, 1,1), time.dist="weibull", cens.dist="exponential",
event.ind=1, alpha=0.05, minsplit=80, minbucket=40, print=TRUE)
#--- Plot tree
par(xpd = TRUE)
plot(out, compress = TRUE)
text(out, use.n = TRUE)
#--- Plot KM plot of event times for subgroups identified by tree
KMPlot.SurvCART(out, scale.time=365.25, type=1)
23
