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Variational methods are used in a weighted Sobolev space to prove the existence 
of solutions with any prescribed number of zeros, for a class of singular, nonlinear, 
second order differential equations. 
1, I~TR00ucT10N 
We consider the singular nonlinear boundary value problem 
22 + (y/t)zi - u +f(u2)u = 0, t E (0, co), (1.1) 
‘,‘m, u(t) = 0, (1.2) 
where y > 0. It is shown that, for a wide class of functions f satisfying a 
polynomial growth condition, Eq. (1.1) has solutions u,(t), n = 0, 1, 2,..., 
satisfying (1.2), with u,(t) having precisely n zeros in (0, 00). 
Nehari [8] has shown that the equation 
zi+(2/t)ti-u+~u~q-‘u=o 
has a positive solution satisfying (1.2) whenever 0 < q < 5. Ryder [9] and 
Macki [6] have considered the equation 
2 - x + xF(x2, t) = 0, 
which under the substitutions 
F(x2, t) = f(x2/t2), u(t) = t-‘x(t), 
becomes our Eq. (1.1) with y = 2. They have shown the existence of the 
solutions u,(t) in this case. Equation (1.1) with 1 < y < 2 was also treated in 
[5], but the conditions imposed on the nonlinearity are unnecessarily severe 
and will be relaxed in the present work. 
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Other authors (Berger [ 11, Strauss [lo], Chow and Kurtz [3]) have used 
the critical point theory of Lyusternik and Schnirelman to obtain multiple 
radial solutions u(r), r = 1x1, of the equation 
Au - 24 + F(u) = 0, xER”. (1.3) 
For radial functions (1.3) becomes 
n-l 
ii+- r zi-u+F(u)=O. (1.4) 
Strauss [lo] has shown the existence of infinitely many solutions z+(r) of 
(1.4) when F(u)= ]u]~-’ u, 1 < q < (n + 2)/(n - 2). This method, however, 
does not give precise information on the zeros of the solutions z+(r), and of 
course applies only to integer values of n. 
In Section 2 we show the existence of a positive solution of (1.1). In 
Section 3 we use a technique first introduced by Nehari [7] to construct 
solutions having any prescribed number of zeros. Section 4 contains a result 
on the exponential decay of solutions, and a theorem of Pohozaev type. The 
proofs of some technical lemmas appear in Section 5. 
2. EXISTENCE OF A POSITIVE SOLUTION 
We write Eq. (1.1) in self-adjoint form 
t-y(w)’ - u +f(u2)u = 0. (2.1) 
We shall seek solutions of (2.1) in the weighted Sobolev space E of all 
absolutely continuous functions u(t) on (0, co) for which * 
JIul( = (,” (u’ + i2)r’dr)v2 < co. 
0 
In all that follows we will assume that the function f satisfies 
(I) SE C(0, co). 
(II) f(s) > 0 if s > 0. 
(III) I”mI G c Is I07 where O<a<2/(y-1) if y>l; o>O if 
O<y<l. 
(IV) 3 6 > 0 such that s-y(s) is strictly increasing on (0, co). 
We define 
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and consider the variation problem 
.L 
n$nJ(u)=m$J, (u’+ti’-g(u’)}t’dt, 
U 
A4 = (u E E ) u(t) > 0, u(t) f 0, I(u) = O}, c=) 
Z(u)=j”‘ (d t li* -f(d) u2} t;'dr. 
0 
In order to solve (2,2), and hence (l.l), it is convenient to consider the 
operator S: E -+ E generated by solving 
t-)‘(Pu’)’ - u +f(u2)u = 0 (2.3) 
with the Green’s function, i.e., u = S(u), where 
v(r) = J -a; g(t, z)f(u’)u dr 0 (2.4) 
and 
g(t, 7) = t-“K,(t) 7-“Z”(7) 77; O<r<t, 
= t-“Z,(f) 7-“K,(7) 7”; t < 7. 
Here and in all that follows, I,, K, denote the modified 3essel functions of 
order v, where v = (y - 1)/2. It is clear that a fixad point of S will then yield 
a solution of (1.1). 
THEOREM 2.1. If f satisftes conditions (I)-{IV) and y > 0, then there 
exists a so&ion of (1. l), (1.2) for which u E C*(O, a), u(t) > 0 for 
te(O,oo). IfOcy<l, or if Icy<5 andO<a<(5-y)/Z(y-l), then 
also 0 < lim,+ u(t) < 00 und lim,,, i(f) = 0. 
It follows from Theorem 2. I that the problem 
t-y(tyU’)r-Uf)l(~q-lU=O, 
finJ U(f) = 0 I 
(2.5) 
has a positive solution for all q > 1 if 0 < y < 1, cutd for 
I<q<(y+3)/(y-l)ify>l. 
The proof of Theorem 2.1 depends on the following sequence of lemma. 
LEMMA 2.1. Zf u E E, then supoCrCoo tYu’(t)<]\ull*. 
NONLINEARBOUNDARYVALUE PROBLEMS 29 
LEMMA 2.2. The collection { tyu2(t) 1 u E E, )I u 1) < C} is equicontinuous on 
any compact subinterval of (0, ao). 
LEMMA 2.3. If u E E, then the following estimates hold for 0 < t < 1: 
u2(c) < cl-? II 412 
’ y-l if Y>L (2.6) 
IWl G (1 + Ilog tl”*) IIUII if y= 1, (2.7) 
W-V 
If we let L! denote the space of all measurable functions u(t) on (0, XI) for 
which 
I( ul(p,y = (,,” I u(t)lP t’dt) 1/P < a, 
we have 
LEMMA 2.4. The embedding i: E + L; is continuous (i) for all q > 2 if 
0 < yQ 1, and (ii) for 2<q < 2(y+ l)/(y- 1) $ y> 1. The embedding is 
also compact if q > 2. 
LEMMA 2.5. The functional 
G(u) = ,(= g(u’) tY dt 
0 
has a completely continuous derivative, i.e., G’ maps weakly convergent 
sequences to strongly convergent sequences. Furthermore, if u(t) > 0, 
u(t) & 0, then 3a > 0 such that au E M. 
LEMMA 2.6. If (u,} c E is any minimizing sequence for (2.2), then 
L = lim n.+aoJ(u,J >/ 0 and llu,j(* < S-‘(1 + 6) J(u,) < C. 
Consider now the mapping S defined in (2.4). We rewrite (2.4) in the form 
v(t) = t--“&(t) p(t) + t-z,(c) v(t), 
where 
q(t) = I,’ r-“Z,(r) f(u’) uzydz (2.9) 
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and 
VW = i” 1: -- “K,(r) f(d) my dz. 
‘I 
(2.10) 
LEMMA 2.7. The following estimates hold for p(t) and v(t): 
(i) As t-+0+ 
p(t) = o(P- “2); y> l,O<a<2/(y-l), 
= o(t”“+@); y = 1, u > 0, 
= O(9); O<y< l,a>O. 
(ii) As t --) 0~) 
e(t) = o++); y> l,O<a<2/(y--1), 
= o(e’); O<y<l,u>O. 
(iii) As t-+0+ 
y(t) = o(t”2-y; Y> Lo<u<2/(y-1), 
= O( 1); O<y<l,u>O. 
(iv) As t-+co 
y(t) = o(e-‘); y > 0, u > 0. 
As a consequence of the preceding lemma it follows that for v(t) = S(u(f)), 
u E E, 
lim tyv(t) t?(t) = fiz t%(t) G(t) = 0, 
t-o+ 
(2.11) 
-4 
whereO<u<2/(Y-l)ify>l;u>OifO<ySl. 
LEMMA 2.8. The mapping S: E + E given by (2.4) is compact. 
LEMMA 2.9. Ifli EM Md V = aS@), WW the constant a is chosen so 
that v E h4, then J(v) Q J(u), with eq&ity if ati only if v(t)= u(t) in 
to, a). 
Proof of Theorem 2.1. We first ChQose {u,} c M such that J(u,) -+ A= 
inf{J(u) ) u E M). {u,} is bounded by Lemma 2.6, so taking a subsequence 
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we may assume u,, -+ ZJ weakly. Next we set v, = a,S(u,), where the constant 
an is chosen so that v, E M. It follows from the proof of Lemma 2.9 that 
and since u, E M, we have 
by Lemma 2.4, so that 
By virtue of the compactness of S (Lemma 2.8) we may assume, taking 
subsequences, that a,, --t a and v, -P u = as(u). It follows from Lemmas 2.5 
and 2.9 that J(v,) +J(v) = I and I(v,) --f I(u) = 0, so that {v,} is a 
minimizing sequence and v E M. Setting w = a,S(v), where a, is chosen so 
that w E M, we have J(W) =J(v) = A and w(t) = u(t) on (0, co) by 
Lemma 2.9. It follows from the proof of Lemma 2.8 that 
IJu((* = a0 joaS v2Cydf = a0 l/v()*, 
so that a, = 1 and S(v) = v. By direct computation, u E C*(O, co) and is a 
solution of (1.1). The boundary condition (1.2) is satisfied by virtue of 
Lemma 2.1, and the fact that v(t) > 0, for t E (0, co)? follows from the 
representation 
v(t) =1 co g(t, W(v% df 0 
and condition (II). The remaining assertions of Theorem 2.1 follow from the 
estimates of Lemma 2.7 and the formulas 
v(t) = t-“K”(l) p(t) + t-“I”(f) y(t) 
and 
t’(t)= -t-“K”+l(f)P(f) + t-“I,+,@) w(t), 
where ZJ = v in (2.9), (2.10). 
409/83/l-3 
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3. EXISTENCE OF SOLUTIONS WITH ZEROS 
In this section it will be shown that Eq. (, 1.1) has, in addition to the 
positive solution guaranteed by Theorem 2.1, an infinite number of other 
solutions which may be obtained by solving the minimum problem (2.2) 
under increasingly restrictive constraints. The associated minimal values of 
(2.2) will be denoted by A,, A? ,..., where A, = A is the number defined in 
Lemma 2.6, and 0 < 1, < 2, < . .. j 
We first consider the problem 
t-“(w)’ - u +f(u2)u = 0, 
u(a) = u(b) = 0, O<a<b<co, 
u(b) = 0, O=a<b<co. 
(3.1) 
The variational techniques of Section 2 may be used on (3.1) simply by 
choosing the appropriate Green’s function g(t, t) for the corresponding 
interval and boundary conditions. We denote by ,??(a, b) the space of 
functions u(t), absolutely continuous on (a, b) with ~(a+) = tr(b-) = 0 (only 
u(b-) = 0 if a = 0), and 
//ul/“=jli(u2+li*)r).dt< OQ. 
‘a 
Let 
J(u) =I” (2 + ti* - g(u’)} t’dt 
a 
and 
where 
M = {u E E(a, b) / u(t) 2 0, u(t) f 0, I(u) = O), 
I(u) = J-b {u2 + Ii2 --f(d) 22) tY dt. 
0 
THEOREM 3.1. Suppose y > 0 and f satisfies (I)-(IV). Then the 
minimum problem 
min(J(u) 1 zt E M} = A@, b) 
is solved by a solution of (3.1). Moreover, u(t) > 0 in (a, b) and k(a, 6) > 0. 
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The existence of solutions of (1.1) having any prescribed number of zeros 
depends on 
LEMMA 3.1. If A(a, 6) denotes the minimum of J(u) for the interval 
[a, b], then 
(a) if a < a’ < b’ 4 b, then l(a, b) ( l(a’, 6’); 
(b) A(a,b)-+aoasb-a+O(asa-+a ifb=~,asb-+Oifa=O); 
(c) A(a, b) is a continuous function of a and b (of b lya = 0, of a if 
b=oo). 
ProoJ Parts (a) and (c) follow precisely as in [7], so we consider only 
(b). If 0 < a < b < 00 we have 
/~u~~2=~bf(u2)u2tYdt<C[~u~2+2utydt 
a 
< Ca-?” 
c bluI 
2+20 tY+” dt; 
c7 
hence by Lemma 2.1 
JIu(12 < Ca-“(b - a) J(u~/~+~~, 
which implies that I( uI( -+ co as b -a + 0. If 0 < a < b = co a similar 
argument gives 
sothatllull~Coasa-t~.ForthecaseO=a<b<coweusetheestimates 
of Lemma 2.3 to obtain 
IIu(I~<CI(UII~+~~~~, 6 > 0, 
JIu(J’< C(l~l(‘+~~l~ (1 +/log t11’2)2+20tydt, 
0 
andforO<y<l,a>Oweget 
I( u (I2 < C I( u (I’+ 2o by+ ‘. 
In each case, I( u 1) -+ 00 as b + O+. Since A(a, b) > I( u iI2 part (b) is proved. 
To formulate the minimum problem for L, we choose (n + 2) points I, 
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such that 0 = to ( t, < ... < I,, i = co. In the interval (t,- , , tk j we consider 
the minimum problem 
{ uz + zi* - g(u*)} t;‘dt, 
where 
Mk = {u E E(t,-, 1 t!J / u(t) > 0, u(t) f 0, Z,(u) =0) 
and 
Zk(U) = jt* { 2.2 + t.i2 -f(u’) u2} t’dt 
Ik.. , 
for 1 < k < n + 1. Theorem 3.1 shows that this minimum problem is solved 
by a solution z+(t) of (3.1). 
It now follows by Lemma 3.1, as in [7], that the function 
IIt1 
A@ 1 )...( In) = c Wk- 1) h) 
k=l 
attains its minimum for certain values 0 = to ( t, < . . . ( t, + , = co, and we 
set 
An = min A(tl ,..., t,). 
We define U(C) on (0, co) by setting u(t) = z+(t) in [tkwl, tkj, where, if 
necessary, uk(t) is replaced by -uk(t) to assure that u(t) changes sign at each 
t, (1 Q k < n). Then u(t) has precisely n zeros~ in (0, co), and as in [7], it can 
easily be shown that lim,+ u(r) = lirn,,$ u(t) (1 6 k < n). Hence u(c) is a 
solution of (1.1) on (0, co). The results of this section may be summarized 
in 
THEOREM 3.2. Ld r,, denote the class of functions u E E such that 
u(t,)=O (l<k<q n>l), where O=t,,<t,<~~~<t,,,=oo; fir 
l<k<n+l 
jtk 
t-1 
(u” + zi”) Pdt = jt;-,f(u2) u*t’dr; 
y > 0 and f satisfies (I)-(IV). The variational problem 
minJ(u)=min 
I 
O” (uZ+ti2-g(u*)}Pdt=&, uEJ-,, 
0 
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has a solution u, E C*(O, co). The function u,(t) has precisely n zeros in 
(0, 00) and satisfies (l.l), (1.2). 
4. DECAY AND NON-EXISTENCE 
Concerning the behavior of solutions of (1.1) for large t we have 
THEOREM 4.1. Zf u E E is a solution of (l.l), then u(t) = O(t-‘*e-‘*) as 
t-, co. 
ProoJ Setting v = tY12u in (1.1) gives 
(4.1) 
Setting w = u* and noting that 
($)*y = vii + lj*, 
(4.1) becomes 
As t+a, t-Yw=u2+0, so 3T such that t>T implies $2~. If we let 
Q(t) = e-‘(w + ti) it follows that Q(t) is increasing for t > T. If Q(t) < 0 for 
t > T, then (e’w)’ = e*‘Q(t) < 0 and w(t) = 0(e-‘). If on the other hand 
Q(t) 2 6 > 0 for t > T, then (w t G) @ L’(T, co), which contradicts u E E. 
It is well known (see, for example, [ 10, p. 1511) that the equation 
has no nontrivial solution u E Hi@“) if n > 3 and q > (n + 2)/(n - 2). In 
particular, our Eq. (2.5), with y = n - 1, n > 3, has no nontrivial solution 
u E E for q > (n t 2)/(n - 2). More generally we have 
THEOREM 4.2. Zf u E E is a C* solution of (2.5), then y > 1 and 
q > (y + 3)/(y - 1) imply u(f) = 0. 
ProoJ: Let u E E be a solution of (2.1). Then 
jm(u2+a’)tydt= jmf(u2)u2tYdt 
0 0 
(4.2) 
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since u E M. Multiplying (2.1) by ti and integrating gives 
g - g + F(U’) -- 2y fV f & = 0, 
of . 
(4.3) 
where F’ = f, F(0) = 0. Integrating (4.3) gives the identity 
s mF(~2)t7dt=jOa 0 lu’+ (&- 1) $1 tYdt. 
With (4.2) this becomes 
-j-(u)” u*] tvdt = (y + 1) j‘” {u2 - F(u*)} tYdt. (4.4) 
-0 
If f(s) = 1s (O, (4.4) reduces to 
2 lx 7.v c 0 ldt dt+ (q+l)(y-1) 2 (q-~)j~~u~‘i2V’dt=0, 
and the conclusion follows. 
5. PROOFS OF THE LEMMAS 
For the proof of Lemma 2.1 the reader is referred to (5, Lemma 11. 
Proof of Lemma 2.2. If 0 ( t, ( t, < oo we have 
(2ulitY i- yu2tY- ‘) dt / 
< 2 (jt; u*t?dt )I’* (1;; d’t’dt)“2 + y j;; u2t7-’ dt 
< c, (t2 - rp + y jtt; t12tY-’ dt, (4.5) 
making use of Lemma 2.1. For the second term in (4.5) we hgve the estimate 
u’t’-ldt<2y[;lGl jt;C’-‘dldr 
+ 2y *,[; 1 ud ) jtf; tv- ’ dt dt 
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~C21t2-fl(~2+C~Ily2-fZYl j ( $ U’rYdr) y2 
< C21f2- t,(V2 t C3t;y(t:- $1. 
The lemma follows from (4.5) and (4.6). 
Proof of Lemma 2.3. For any u E E we have 
(4.6) 
(4.7) 
Ify> 1 welet T-,co toget 
l@>l 4 Ilull (gy’9 
which proves (2.6). For y = 1 we set T = 1 in (4.7) to get 
lu(t)l < lu(l)l + Ilull lb3 v2 < (1 + llog V2) II~II, 
which is (2.7). If 0 < y < 1 we have, from (4.7), 
and 
IWI G t-Y/2 Ilull < II~IL t> 1, 
by Lemma 2.1; hence (2.8) follows. 
Proof of Lemma 2.4. We consider first the case y > 1, 2 <q < 
2(y + l)/(y - 1). Using Lemma 2.1 we get 
~,mlulqtyd~4j-,mlu~ 2+67-2+Y11+(9/2-11)1 dt 
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while (2.6) yields the estimate 
which gives the embedding. Since by Lemma 2.1, 2.2 any bounded sequence 
in E contains a subsequence converging uniformly on any compact subset of 
(0, co), the compactness for 9 > 2 follows from the estimates 
I ’ ’ .’ u 4 t’dt < C (Iu)(~ rf, 6 > 0, -0 
and 
The proof in the case 0 < y < 1 is similar and will be omitted. 
Proof of Lemma 2.5. Again, we give the details only for y > 1. If u, -+ u 
weakly then 
By Lemma 2.1 we have 
while Lemmas 2.3, 2.4 give the estimate 
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<c 
(1 
1 ,U"(2t20tydt (1+20K(2+20) ((v,, 
1 
(4.9) 
0 
Q C tY+"-Y)('f") dt = O($), 6 > 0. 
As before, since {u,} is bounded, a subsequence {u”,J converges uniformly to 
u on [v, T]. It follows from (4.8), (4.9) that G’(zQ -+ G’(u). Hence, by the 
same argument, every subsequence of (G(u,)} has a subsequence converging 
to G’(u), so G’(u,) + G’(u). The final assertion of the lemma is a conse- 
quence of the weak continuity of the functional 
$(G’(u), u) = jomf(u2)u2tydt. 
For the proof of Lemma 2.6 the reader is referred to [5, Lemma 1.51. 
Proof of Lemma 2.7. We make use of the asymptotic relations I,(t) = 
O(t”), K,(t) = O(t-‘) (O(log t) if v =0) as t + O+, and I,(t) = O(t-“‘e’), 
K,(t) = O(t-“‘e-l) as t -+ co, where v > -#. 
We begin with the case y > 1, 0 < c < 2/(y - 1). Using (2.6) we have the 
estimates 
and 
p(t)<’ f~u~1t2D~yd~~Cj’ry+(1+2”“1-‘1/2dr 
I 0 0 
= O(tY/2-3/2-o(Y-l)) = O(tY/2-l/2) 
w(t)<C, ‘t(u11+2”dz+C2 
i t 
6 c, ’ T3/2--112--o(~--1) dz + c, 
= O(1); O<a< 5-Y 2(Y 1)’ Y < 5, - 
= O(log t); 5-Y 
O= 2(y- 1)’ Y < 5, 
= qt5/2--112--o(Y-1)), Y259 
l/Z-V2 =o(t ) 
as t-+0+. As t-+ co we have 
e%(t) < 
Cl,00 ~Y2e--T[u(‘+2ud~ 
e --I = o(l) 
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by Lemma 2.1 and L’Hopital’s rule, and 
e..f~(t)<o(l)~+~:e'iul"'"7~"dr 
___.-.- 
\ 
e' - e7 
= o(1) + ju(t,)/’ -zO ty2, 7-c t, <t, 
<o(l) + CT-‘“. 
It follows that q(t) = o(e’). The proof for the case 0 < y < 1 follows along 
similar lines and will be omitted. 
Proof of Lemma 2.8. If a E E and u = S(u), then u satisfies (2.3). Next 
we observe that by Lemma 2.4 and (III) 
.I 
1 S( u2 u&‘dt< ) 
-0 
)“’ (I:f(u2) u’tydtjv2 
It follows from Lemma 2.7 that u(t) = O(1) as t -+ 0’ for 0 < y< I, so it 
follows from Lemma 2.3 that the integral in (4.10) converges. If y > 1 we 
observe that, by Lemma 2.7, v2(t) = O(tlwY) so that 
by Lemma 2.4 and since 0 < cr < 2/(y - 1). Thus we may multiply (2.3) by u 
and integrate by parts, making use of (2.1 l), to get 
jr (u* + ti’) P dt = j’f(u’) uuty dt + T%(T) it(T). 
0 40 
(4.11) 
Using Holder’s inequality we get 
I ‘f(uz)uvPdt~C~r/u~1+2”~~~tydt 0 0 
.? 
(I+ Zo)/(Z + 20) 
6 c Il4t2+2o,)~ 
(1 
IV1 
0 
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Choosing a so that (v(t)] < 1 for t > a gives 
Setting 
I r)U~2+20tydt<C,+C2~Tv2tydt. 0 (I 
/Iv/l:=~o~(u2+ti’)t’dt 
we combine (4.1 l)-(4.13) to get 
41 
(4.13)
It follows by (2.11) that (] u]]; remains bounded as T -+ co, so ZJ E E, and 
(4.11) yields the formula 
i 
m 
0 
(u’ + 2;‘) tYdt = jmf(u2) wtYdt, 
0 
in other words, 
II TV iI2 = (G’(u), 0). (4.14) 
Now let {uII} be a bounded sequence in E. We may assume, by taking a 
subsequence, that a, + u weakly. It follows exactly as in the proof of 
Lemma 2.5 that S is weakly continuous, so V, = S(u,) -+ ZJ weakly, and 
u = S(u). Using (4.14) we have 
I II d12 - II 4121 ,< I(G’hJ - G’(u), v,>l + KG’(u), v, - u>l 
G II G’bJ - G’(u)ll II u, II + KG’(u), 0, - v>L 
so that ]]v,]]’ -+ ]]u]( by Lemma 2.5, and hence v, -+ u. 
Finally, for the proof of Lemma 2.9, the reader is referred to [5, Lem- 
ma 1.71. 
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