In this paper, the compression of visual information in the framework of multimedia applications is discussed. To this end, major approaches to compress still as well as moving pictures are reviewed. The most important objective in any compression algorithm is that of compression efficiency. High-compression coding of still pictures can be split into three categories: waveform, second-generation, and fractal coding techniques. Each coding approach introduces a different artifact at the target bit rates. The primary objective of most ongoing research in this field is to mask these artifacts as much as possible to the human visual system. Video-compression techniques have to deal with data enriched by one more component, namely, the temporal coordinate. Either compression techniques developed for still images can be generalized for three-dimensional signals (space and time) or a hybrid approach can be defined based on motion compensation. The video-compression techniques can then be classified into the following four classes: waveform, object-based, model-based, and fractal coding techniques. The aim of this paper is to provide the reader with a tutorial on major visual data-compression techniques and a list of references for further information on the details of each method.
I. INTRODUCTION
The importance of visual communications has increased tremendously in the last few decades. The progress in microelectronics and computer technology, together with the creation of networks operating with various channel capacities, is the basis of an infrastructure for a new era of telecommunications. New applications are preparing a revolution in the everyday life of our modern society. Emerging applications such as desktop video conferencing, mobile terminals, and Internet-based audio-visual communications will (if they do not already) have a great impact on modern professional life, education, and enter-Manuscript received August 4, 1997; revised January 2, 1998. The Guest Editor coordinating the review of this paper and approving it for publication was T. Chen.
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Publisher Item Identifier S 0018-9219(98)03628- 7. tainment. Visual information is one of the richest but also most bandwidth-consuming modes of communication. To meet the requirements of new applications, powerful datacompression techniques are needed to reduce the global bit rate drastically, even in the presence of growing communications channels offering increased bandwidth.
The issue of quality is of prime importance in most applications requiring compression. In fact, although most applications require high compression ratios, this requirement is in general in conjunction with the desire for high quality in the resulting pictures. In this paper, the terms "high compression" or "very-low-bit-rate coding" are used as synonyms and with always the underlying assumption that the resulting pictures bear the highest possible quality (ideally without visible distortions). It is the belief of the authors that the requirement of high quality in the resulting pictures is the most important factor in the success of an application in the marketplace. Without this condition, the widespread acceptance of such systems in consumer or professional sectors cannot be achieved. This paper gives an overview of major techniques already used or under investigation for compression of visual information. The outline of the paper is as follows. Section II gives a review of still-image coding techniques. Section III discusses video coding. Pre-and postprocessing of the visual information are discussed in Section IV. Section V overviews the existing standards for the compression of still and moving pictures. Dynamic coding of visual information is presented in Section VI. Last, conclusions are drawn in Section VII.
II. STILL-IMAGE CODING
High-compression still-image coding has triggered strong interest in recent years thanks to the progress of Internet imaging and digital photography. In this type of coding, perceptually invisible distortions of the original image are accepted in order to attain very high compression ratios. In its most general case, the compression of a signal (including visual information) can be seen as described by the block diagram in Fig. 1 . According to this diagram, such a system is composed of a message extractor followed by a message encoder. Message extraction is intimately related to the representation model of the information and/or the transformations to the initial representation and aims at extracting most relevant features from the original data. The message encoder is in general a source coder or an entropy coder assigning bit words to every extracted message, either by a systematic method or by making use of statistical behavior of extracted messages (entropy coding).
Still-image coding techniques can be split into three distinct groups. The first group is called waveform coding and consists of transform and subband coding (including wavelets). The second group, called second-generation techniques, consists of techniques attempting to describe an image in terms of visually meaningful primitives (contour and texture, for example). The third group is based on the fractal theory, in which an image is reconstructed by means of affine transformation of its self-similar regions. Fractalbased coding methods can be seen as a subclass of either waveform or second-generation techniques (depending on their implementations). However, we propose to consider them as a separate class, as they are based on the principle of representing an image by the set of transformations that will create it from any initial starting point rather than from a coded representation of the results of transformations on the initial image.
A. Waveform-Based Techniques
These techniques refer to methods that assume a certain model on the statistics of pixels in an image. The primitives of these techniques are either individual pixels or a block of pixels (or a transformed version from their values) and constitute the message to be encoded. These techniques can be roughly divided into two major classes, namely, predictive coding and transform-based coding. In predictive coding, the spatial correlation between pixels in an image is reduced by predicting the value of every pixel and by encoding the error of this prediction only. Fig. 2 gives the general block diagram of this class of coding techniques. A transform-based coding system can be divided into the following steps: decomposition/transform (also referred to as energy compaction) of the image, quantization of the resulting coefficients, ordering of quantized coefficients, and bit assignment. Fig. 3 depicts these steps in a general block diagram. The first step transforms the image into another representation, where most of the energy of the signal is compacted in a few coefficients. The most popular transforms are linear, which generally speaking belong to the family of pyramidal [23] or subband decomposition schemes. As a general approach, the subband analysis/synthesis system was first introduced for onedimensional (1-D) data such as audio signals by Croisier et al. [24] in 1976. Smith et al. [25] proposed solutions having the perfect-reconstruction property. The extension to two-dimensional (2-D) signals was reported by Vetterli [26] . Later, it was applied to image compression [27] . In subband coding, a signal is split into its subbands by using a group of band-pass filters [28] followed by critical subsampling, as depicted in Fig. 4 . A special case of subband decomposition is block-based linear transform coding, among which the most popular is discrete cosine transform (DCT) [22] coding. This technique is used in the Joint Photographic Experts Group (JPEG) still-image compression standard. At compression factors of about 30-40, the DCT approach produces strong blocking artifacts (see Fig. 7 ). All block transform coders suffer from this distortion. Unfortunately, the human eye is very sensitive to such distortions, and therefore, block coders are not appropriate for high-compression image coding. However, they provide images of reasonably good quality at lower compression factors. Subband coding of images has been the subject of intensive research in the last few years [29] - [32] . Fig. 5 depicts an example of subband decomposition of a natural image. A particularly well-investigated approach is that of wavelet decomposition, which is a subset of subband decomposition in which the transformed representation provides an intrinsic multiresolution data structure useful for a number of applications [33] , [34] . The main artifact at high-compression factors (around 50) in such approaches is due to the Gibbs phenomenon of linear filters and is called the ringing effect.
Quantization is one of the most important steps in any compression scheme [144] . The aim of such a process is to project the continuous values of resulting transformed coefficients into a finite set of symbols, each representing a good approximation of the coefficients' values. The most popular quantization scheme is that of uniform quantization, which is widely used due to its simplicity and efficiency. For a higher compression efficiency, uniform quantization can be combined with a dead-zone thresholding in order to augment the number of zero-valued quantized coefficients. Other variants of quantization have been studied, such as nonuniform quantization and perceptual quantization. In the latter, larger quantization step sizes are used to quantize higher frequency transformed coefficients by taking into account the sensitivity of the human visual system to frequency content of an image. In contrast to scalar quantization discussed above, vector quantization (VQ) is the process of mapping sets of values in the form of vectors into a predefined set of patterns. Although VQ can be seen as a generalization of scalar quantization, it can be shown that from a rate-distortion point of view, it results in an optimum performance even when the data to be quantized is made of independent samples [145] . In principle, the design of a vector quantizer requires a common definition-of-patterns codebook used in both the encoder and decoder. The choice of the codebook depends on the statistical properties of the source data to be quantized and as a consequence plays an essential role in the performance of VQ. Several strategies have been developed in order to design appropriate codebooks in an efficient way requiring minimal computational load. The most well-known approach for the design of a codebook is that of a generalized Lloyd algorithm, also known as LBG algorithm [141] . Other variants of vector quantization may update the initial codebook as the process of quantization is in progress. Such quantizers are known as adaptive vector quantizers [140] , [143] . Another class of vector quantizers makes use of no explicit codebook in order to avoid storage requirements. Lattice vector quantization (LVQ) is one such approach. It is motivated by the fact that early investigations in information theory have shown that the optimal high resolution entropy-constrained scalar quantization in that of a uniform quantization [146] . Based on similar results, for large vector sizes, the optimal vector quantizer for a constrained entropy is also obtained using a codebook with uniform cells [147] . Formation of vectors is another important issue in the design of VQ. In the earlier realizations of vector quantizers, vectors were formed by the values of pixels in an image on square blocks [142] . In more recent techniques, vectors are created from the coefficients of a transformed image [140] . The coefficients can be either formed from those of a given subband around the same spatial position or from the coefficients of different subbands in the same spatial position. Although from the theoretical point of view, it is possible to show that VQ remains superior to scalar quantization, from the complexity point of view, the additional overhead due to implementation of VQ does not seem to favor such approaches for most applications.
Reordering of nonzero coefficients is performed to better exploit the statistical occurrence of zero-valued coefficients in an energy-compacting transform. The most popular coefficient reordering is that of incremental zigzag scanning of DCT coefficients from its zero-frequency (DC) value up to its highest frequency components. This process will reduce the number of code words needed to code nonzero coefficients. For high-compression subband coding [35] (compression ratios higher than 50), it is of major importance to exploit the existing zero correlation across the subbands as proposed in [36] - [38] in order to maintain a good quality. Fig. 6 gives an example of such a coefficient reordering. A scheme combining VQ and the prediction of insignificance across the bands has been proposed in [39] and [40] . Although it is possible to reduce the ringing effect by an appropriate design of the subband filters [41] - [44] , it is not possible to find linear subband filters that do not have any ringing effect. To avoid this artifact, morphological subband decompositions have been proposed [45] - [47] that lead to decoded pictures of good quality at compression ratios as high as 70-80. Fig. 7 shows a comparison between a DCT-based image-compression scheme (JPEG) and a wavelet-based method for compression ratios of 40 : 1 in both cases. 
B. Second-Generation Techniques
The second group of methods is based on secondgeneration techniques. They attempt to decompose the data into visual primitives such as contours and textures [48] , [49] . One approach is to divide the image into directional primitives as proposed in [50] . Segmentation-based coding techniques [51] extract regions from the image data, which are represented by their shape and textural content. Following similar ideas, sketch-based image coding [52] is based on extracting the contours of an image, namely, their geometric and intensity information, resulting in the so-called sketch picture. The texture is then defined by the difference between the original and the sketch image and is coded using waveform-coding techniques. An extension of this technique has been proposed by Ran et al. [53] , [54] and is based on a three-component image model. This technique divides the image into strongedge, texture, and smooth components. The strong-edge component is encoded separately, whereas the texture and smooth components are encoded using waveformcoding techniques. A solution to find the most important image features has been proposed by Mallat et al. [55] using multiscale edges. A double-layer technique based on multiscale edges and textures has been proposed in [56] . In general, second-generation techniques become efficient at higher compression ratios (about 50) when compared to other methods [49] , [55] , [56] .
C. Fractal-Based Techniques
Iterated functions systems (IFS) theory, closely related to fractal geometry, has recently found an interesting application in image compression. Barnsley [57] and Jacquin [58] pioneered the field, followed by numerous contributions [59] , [60] . The approach consists of expressing an image as the attractor of a contractive functions system, which can be retrieved simply by iterating the set of functions starting from any initial arbitrary image. The form of redundancy exploited is named piece-wise self-transformability. This term refers to a property that each segment of an image can be properly expressed as a simple transformation of another part of higher resolution. IFS-based still-image compression techniques can pretend to have very good performance at high compression ratios (about [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] , as shown in [62] , [63] . The major problem with fractal-based coding techniques is that of complexity at the encoding stage. However, the complexity of the decoder remains reasonable when compared to the encoding. Fractal-based techniques produce outstanding results in terms of compression in images, retaining a high degree of self-similarity. Another interesting feature of fractal-based techniques is their ability to produce a good-quality rendered image for an arbitrary scaling factor.
III. VIDEO CODING
In addition to still-image coding, the compression of video signals has to process one more dimension: the temporal coordinate. The existing compression techniques for still images can serve as the basis for the development of video-coding techniques. Either compression algorithms for still images can be generalized to three-dimensional (3-D) signals or a hybrid approach based on motion compensation can be defined. The input video data for very-low-bit-rate applications is typically composed of small-size images [approximately 144 176 pixels in luminance and a quarter of this resolution in chrominances, known as quartercommon intermediate format (QCIF)] with a frame rate of about 5-15 frames/s. The target bit rates vary from 4.8 to 64 Kb/s depending on the application. Medium-bit-rate video deals with images of average size [approximately 288 352 pixels in luminance and a quarter of this resolution in CIF, or interlaced 576 (480) 720 pixels in luminance and half-horizontal resolution in chrominances, called ITU-R 601] at a frame rate of 25 or 30 Hz. The bit rates delivered by most conventional medium-bit-rate schemes vary between a few hundred Kb/s up to 1.5 Mb/s. In professional and high-end applications, image sizes and frame rates are at least that of ITU-R 601 or larger (highdefinition television). The expected compressed bit rates are in the range of 1.5-35 Mb/s. Although at high end, digital television delivers excellent quality, it cannot compete with the quality of existing 35-mm film as far as the spatial resolution is concerned. Recent developments in superhighdefinition (SHD) imaging technology allow a real-time display of images as large as 2000
2000 pixels with frame rates as high as 60 Hz. Compression of SHD digital video is a new axis of research. In the following, the video-compression techniques have been classified into four classes: waveform, object based, model based, and fractal coding.
A. Waveform-Based Techniques
Viewing the temporal axis as a third dimension, all the waveform-coding techniques developed for image compression can be generalized to the compression of video signals. Only limited work has been published in the use of 3-D transforms for 3-D visual data compression [64] . The blocking artifacts at low bit rates, however, make it improper to code image sequences. Three-dimensional subband coding of video was first introduced by Karlsson et al. [65] . In this work, standard subband filters are used for the spatial directions while a DCT-derived filter bank is applied to the temporal dimension. Variations of this scheme have been reported in literature [66] , [67] . The drawback of 3-D subband coding is that the temporal filtering is not performed along the direction of motion. The most popular as well as efficient approach to reduce the temporal correlation between consecutive frames of a video signal is that of motion compensation (MC). MC makes use of the motion field of a video signal at a given instance to predict its following instance. This process is known as motion estimation (ME) and is similar in principle to that of predictive coding, discussed earlier. Several ME techniques have been investigated in the past in order to reduce its computational complexity while keeping a good performance in prediction [69] . Similarly, several methods have been investigated in order to reduce the energy (and therefore the bit rate required to code) of prediction error. The most popular MC techniques are those making use of prediction from the past frames (predictive) or past and future frames (bidirectional) [68] and those using overlapping motion compensation [11] , [15] . Other variants, such as a combination of the temporal subbandcoding component with MC, have been proposed in [70] and [71] . This scheme has then been extended by the use of LVQ and MC with subpixel accuracy [72] . The problem of coding the resulting prediction error images, also called displaced frame differences (DFD's), has been addressed by using linear transforms such as the DCT [73] , [74] and by using the wavelet transform [76] . Most video-coding standards, such as Moving Picture Experts Group (MPEG)-1, MPEG-2, MPEG-4 [5] , [7] , [11] , and recommendations H.261, H.263, and H.263 [14] - [16] , suggest the use of DCT-based algorithms for coding the DFD's. A preprocessing of the DFD using a morphological segmentation has been proposed by Li et al. [77] , [78] . Applications of waveform-coding algorithms to very-low-bit-rate video coding have been proposed based on 3-D subband coding [79] , [80] , motion-compensated subband coding, and motion-compensated transform coding [75] , [81] - [86] . 
B. Object-Based Techniques
The promising results obtained with second-generation techniques for still images motivated its extension to image sequence compression. A straightforward solution is to extend the 2-D techniques used previously in a 3-D context. One approach is to perform a 3-D segmentation of a sequence viewed as a 3-D volume. On this topic, Willemin et al. [87] , [88] proposed an octree split-andmerge segmentation as a generalization of the quad-tree segmentation previously used in still-image coding [48] . Similarly, another technique has been introduced by Salembier et al. [89] , [90] based on mathematical morphology allowing coding of arbitrary region shapes.
Along the same lines, an object-oriented scheme in which objects are defined as regions with three associated parameters-shape, textural content, and motion-was proposed in [92] . The parameters are obtained by image analysis based on source models of either moving 2-D or 3-D objects [93] .
All these approaches require the transmission of the objects created at the encoder side. The textural content of the objects can be coded efficiently using transform-based techniques similar to those used in block-based methods [110] - [113] . Typically, the shape information is represented by bitmap coding [11] , [16] , [91] , chain coding of the contour information [95] , quad-tree shape representation [96] , [97] , or the medial axis transform [94] , [98] , [99] . Simulation results show that shape coding requires an important portion of the global bit rate. One solution to reduce this cost is to use more efficient techniques for shape representation, such as the geodesic morphological skeleton as proposed by Brigger et al. [99] , and/or to perform a simplification of the contours by appropriate preprocessing operations prior to their encoding [100] . Another solution is to avoid frequent transmission of contour information by object tracking [101] - [105] . A third solution is to define objects with simple shapes that need less bits to be transmitted for their shape representation [106] - [109] , [114] , [115] .
Two imminent standards use the principle behind objectbased coding in their design, namely, MPEG-4 and H.263 . The major reason for the use of object-based coding in both standards is to allow some sort of interactivity with objects rather than to achieve high compression ratios. The methods used for motion estimation as well as texture coding in both techniques are extensions of their block-based counterparts. The main difference between the two techniques resides in the method used for the coding of the shape information. MPEG-4 shape coding relies on a bitmap-based context arithmetic coding with motion compensation [11] , whereas H.263 makes use of a chroma-keying method and DCTbased coding [16] , [116] .
C. Model-Based Techniques
It is obvious that all techniques developed for compression rely on a certain model. The term model-based coding, however, refers to an approach seeking to represent the projected 2-D image of a 3-D scene by a 2-D or 3-D predefined model. The goal consists of finding an appropriate model with its corresponding parameters in order to make it as similar as possible to the desired objects in the scene to be coded.
This technique can be divided into two main steps, namely, analysis and synthesis. The analysis block is the most difficult task due to the complexity of the natural scenes. So far, the main effort has been concentrated on simple scenes such as head-and-shoulder sequences [117] - [119] . The synthesis block, however, is easier be- cause the techniques developed for image synthesis in the field of computer graphics have already addressed this problem. We will not enter into any further details of modelbased techniques in this paper. An excellent tutorial exists on this subject by Pearson [120] . It is important to mention that the MPEG-4 standard will include technology for face (version 1) and body (version 2) animation, developed in the context of the MPEG-4 Synthetic Natural Hybrid Coding subgroup. This technology is described in "MPEG-4 Part 2: Visual," devoted to the coding of visual data.
D. Fractal-Based Techniques
The promising performance provided by fractal-based still-image compression techniques led to its applica- tion to video compression. Different approaches have been proposed. Beaumont suggested a straightforward extension of the 2-D approach to 3-D data volumes [122] . To reduce the computational burden, Li et al. proposed a 3-D approach without domain block search but increasing contractive transformation complexity [123] . Reusens worked on a scheme where sequence volume is adaptively segmented along an octree structure and 3-D blocks coded either by contractive transformation or 3-D temporal block matching [114] . Independently, Lazar et al. followed the same approach but allowing only contractive transformations [125] . Hürtgen et al. introduced a 2-D approach where regions classified as foreground are coded by intraframe fractal approximation [124] .
IV. PRE-AND POSTPROCESSING
In a majority of multimedia applications, the materials used for the capture of the data (such as the camera) should be cheap, making it affordable for a large number of users. In addition, compact solutions (miniaturized terminals) are desired. However, the quality of such equipment drops when compared to their more expensive and professional counterparts. It is mandatory to use a preprocessing stage prior to coding in order to enhance the quality of the final pictures and to remove the various noise that will affect the performance of compression algorithms. Solutions have been proposed in the field of image processing to enhance the quality of images for various applications [126] - [128] . A more appropriate approach would be to take into account the characteristics of the coding scheme when designing such operators.
In addition to the above, pre-and postprocessing operators are extensively used in order to render the input or output images in a more appropriate format for the purpose of coding or display.
Mobile communications is an important class of applications in multimedia. Terminals in such applications are usually subject to different motions such as tilting and jitter, translating into a global motion in the scene due to the motion of the camera. This component of the motion can be extracted by appropriate methods' detecting the global motion in the scene and can be seen as a preprocessing stage. Results reported in the literature show an important improvement of the coding performance when a global motion estimation is used [128] - [131] .
It is normal to expect a certain degree of distortion of the decoded images for very-low-bit-rate applications. An appropriate coding scheme, however, will introduce these distortions in areas that are less annoying for the users. An additional stage could be added to further reduce the distortions due to compression as postprocessing operators. Shortly after the introduction of the first coding schemes based on block transforms, solutions were proposed in order to reduce the blocking artifacts appearing at high compression ratios [132] - [137] . Fig. 8 gives an example of blocking-effect removal after decoding a compressed bitstream at very high compression ratios. The same types of approaches have been used in order to improve the quality of decoded signals in other coding schemes, reducing different kinds of artifacts such as ringing, blurring, mosquito noise, and so on [138] , [139] . More recently, advanced postprocessing mechanisms have been studied to improve lip synchronization of head-and-shoulder video coding at a very low bit rate by using the knowledge of decoded audio in order to correct the positions of the lips of the speaker [148] . Fig. 9 gives an example of the block diagram of such a postprocessing operation.
V. STANDARDS
A number of standards have been defined for the compression of visual information. Table 1 summarizes the major ones. The JPEG still-image compressor was proposed by the Joint Photographic Experts Group [1] , [2] and is a general-purpose still-image compression tool [3] . JPEG allows both lossless and lossy compression of pictures. In its lossless mode, the values of pixels in the image are coded by means of a predictive scheme. The prediction is based on a linear combination of causal neighbors of already coded pixels. The JPEG algorithm in its lossless mode provides modest compression ratios of about 2 : 1. The block diagram of the baseline algorithm used in the lossy mode of JPEG is given in Fig. 10 . It mainly consists of a block DCT, followed by scalar quantization and Huffman or arithmetic coding of zigzag scanned coefficients. The JPEG algorithm in lossy mode provides good-quality results for a large class of natural images at compression ratios of 5-20. Its main drawbacks are the strong distortions (mainly blockiness and mosquito noise) at higher compression factors and its lack of bit-rate control, as well as weak error-resilience capabilities. The JPEG algorithm also provides a number of extended modes such as progressive mode and hierarchical mode, where it is possible to partially decode a compressed picture at lower quality (only a subset of DCT coefficients are decoded) or lower spatial resolution (pyramidal coding) [3] .
The MPEG standards address the compression of video signals. MPEG-1 operates at bit rates of up to about 1.5 Mb/s and targets storage on media such as CD-ROM, as well as transmission over narrow communication channels such as the integrated services digital network (ISDN) or local-and wide-area networks [6] . The basic principle of its compression algorithm is depicted in Fig. 11 . Macroblocks of size 16 16 can be coded using up to three different modes for a given frame in the image sequence. All macroblocks in a so-called intraframe are coded using a scheme similar to that of JPEG, in which special care has been devoted to allow rate-control and error-resilience mechanisms. The macroblocks in consecutive frames are coded by motion compensation from a past frame (predictive mode) or past and future frames (bidirectional mode). All macroblocks in a frame are regularly forced to be coded in intramode (intracoded frames) to prevent error propagation and to provide rapid access to any decoded frame in a sequence of pictures. The MPEG community proposed yet another class of coding algorithms denoted as MPEG-2 for generic compression of high-quality video of various types and bit rates. The basic principle behind MPEG-2 algorithms is similar to that of MPEG-1 to which special features have been added to allow an intrinsic coding of frames as well as fields in interlaced sequences. It also allows a scalable coding of video signals by which it is possible to decode a signal with lower temporal or spatial resolutions or qualities from a same compressed bitstream. Fig. 12 gives the block diagram of scalable coding of the MPEG-2 compression algorithm. MPEG-2 mainly operates at bit rates around 1.5-35 Mb/s and provides higher quality video signals at the expense of more complex processing when compared to MPEG-1. MPEG-2 defines several profiles and levels allowing its efficient use in various applications from consumer up to professional categories. Standards such as the Digital Audio Visual Council [8] , digital video disc [9] , and digital video broadcast [10] make use of MPEG-2 video algorithms in their respective applications. Currently, MPEG is finalizing the first version of a new standard known as MPEG-4 [11] , scheduled to become an international standard by 1998 [12] . The latter aims at providing an integrated solution for a multitude of multimedia applications, ranging from mobile video telephony up to professional video editing as well as Internet-like interactive communications.
To allow interactivity with visual objects, the MPEG-4 algorithm is based on an object-based representation similar to those used in second-generation coding techniques (see Fig. 14) . This is the most basic and major difference between MPEG-4 and all other existing standards. In an object-based representation, pixels of an object are considered as inseparable entities the same way molecules of objects in the real world are kept together by a force field. The function of the force field in an MPEG-4 objectbased representation is fulfilled by object shape coding. Fig. 15 depicts the general block diagram of the MPEG-4 coding algorithm. In MPEG-4, video signals are composed of distinct objects, each with its respective shape, motion, and texture information. These entities are coded per object independently in order to allow direct access and manipulation (cut, paste, deformation, etc.). Fig. 16 gives an example Recommendation H.261 (also known as p 64) was proposed by the International Telegraph and Telephone Consultative Committee (CCITT, now the ITU-T) [14] . Based on this standard, video conferencing at bit rates down to 64 Kb/s has become feasible. This requires the capacity of one channel of the ISDN. The basic principle of the H.261 algorithm is similar to that of MPEG-1, in which spatial redundancies are reduced by DCT and temporal correlation by motion-compensated predictive coding. Due to computational complexity and delay issues, no bidirectional coding mode is used in H.261, and the motion estimation is performed with an integer pixel accuracy only. Fig. 13 gives the block diagram of the H.261 compression algorithm.
In the near future, modern visual communication applications will be possible for the general public. For that objective, the transmission media must switch to widely available public switched telephone networks or mobile channels. The transmission of the video sequences at bit rates as low as 9.6 Kb/s will be strongly needed. A series of standards are being developed for this purpose. Recommendation H.263 is the first one for very-low-bit-rate video compression, allowing transmission of audio-visual information on narrow channels down to 9.6 Kb/s. The compression scheme used in H.263 is similar to that of H.261, to which a few enhancements have been added. The major enhancements are:
• a new type of coded frame called PB, in which both predicted and bidirectional macroblocks can reside; • an advanced motion estimation with a motion field resolution down to 8 8 pixels; • half-sample motion estimation; • overlapping motion compensation. H.263 will be followed by H.263 , [16] which is currently under development by Study Group XVI of the ITU-T. As mentioned earlier, MPEG-4, as an integrated standard covering a large number of applications, will also offer a solution for this class of applications in one or several of its profiles [17] . Fig. 17 shows some results in terms of compression efficiency using MPEG-4 and H.263 standards for coding of a video signal at various bit rates.
An uncompressed video sequence for very-low-bit-rate applications typically requires a bit rate of up to 10 Mb/s. To achieve very low data rates, compression ratios on the order 1000 : 1 are required to meet the needs of a large public, which has access only to very narrow communication channels for the few coming years. Intensive research has been carried out in the last decade to attain this objective [20] , [21] . As mentioned above, variations of H.261 and MPEG for very-low-bit-rate applications have been defined as simulation models and have given birth to new techniques such as H.263, H.263 , and MPEG-4. For these simulation models, severe blocking artifacts may still occur at very low data rates. Much ongoing research is devoted to developing methods based on philosophies differing drastically from the existing standards for higher bit rates. Work in this direction has already begun, as one can witness an increasing effort in bringing to standardization activities techniques such as sprite coding and matching pursuits in MPEG-4 [150] - [152] and wavelet-based compression in MPEG-4 and JPEG2000 [18] , [19] .
The problem of search for visual information is of prime importance in a number of future multimedia applications. The MPEG community has started to seek a standardized solution to this problem in a new work item called MPEG-7. At the time of this writing, only preliminary work has been achieved to clarify issues related to the problem of search, such as identification of its context, objectives, requirements, and applications. Very likely, the solution would reside in another fundamental change of the representation to a so-called semantic representation (see Fig. 14) , which will be built on top of those used in other standards (pixel based and object based) [149] .
VI. DYNAMIC CODING OF VISUAL INFORMATION
It is well known that visual information is of a highly nonstationary nature. In multimedia applications, all sort of visual data could be transmitted between terminals. Among all the techniques already investigated in literature, some perform better in particular regions of an image than others. Typically, subband/wavelet schemes are known to perform well in areas with texture, whereas techniques based on object representation or morphological operators perform well in areas with sharp edges and contours. Similarly, methods using linear transforms produce poor results in areas with text or graphics. Dynamic coding is a solution to solve the drawbacks existing in a given scheme while still maintaining its strong performance where appropriate. The basic idea behind dynamic coding is simple yet powerful [153] . The visual information is divided into several regions with similar compression characteristics. Every region is encoded using a multitude of compression techniques. Among all these techniques, the one that is the most efficient is chosen, and the compressed bitstream of the region using the best coding technique is sent to the decoder along with information specifying which technique was chosen for its coding. As an example, in areas with texture, a subband/wavelet technique would be used, while areas with strong edges and contours will be coded using morphological-based or other more appropriate techniques. Similarly, text areas will use an encoding technique more appropriate for an efficient compression of such data.
The concept of dynamic coding defines implicitly a general coding syntax. Visual data are segmented into regions, each represented by its respective representation model. The syntax therefore relies on two degrees of freedom, namely, the partition and the associated representation models.
As depicted in Fig. 18 , the resulting syntax is both open and flexible. Indeed, different classes of partitioning can be considered, ranging from the whole image as a single object to arbitrary shape segmentation through predefined and adaptive partitioning. Additionally, each region resulting from a particular segmentation can be coded with respect to a model chosen from a multitude of representation methods. Fig. 19 gives an example of dynamic coding of a still image by putting in competition a linear and a nonlinear subband decomposition scheme.
VII. CONCLUSIONS
The goal of this paper has been to provide interested readers with a road map for navigating through coding techniques targeting visual data compression. The compression of still pictures as well as the compression of video sequences were overviewed. It is delicate to point out the most promising approach, since this would strongly depend on the application requirements. Although the compression efficiency is the most important feature in any compression scheme, depending on the situation, other functionalities and parameters, such as scalability, error resilience, complexity, and delay, to mention a few, should be taken into account when choosing a best compression scheme. The hope of the authors is that the discussions in this paper can provide enough insights and information so as to allow readers to be able to make the appropriate choice after identifying the needs of their applications.
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