A bout 15 years ago, I had the pleasure of working with three outstanding college educators to develop and teach a two-semester introductory course called "Sciences, Humanities and Social Sciences." This was an unprecedented opportunity for us to think about the relationships between thinking, teaching, and learning. We bragged in the flyer for the course, "Science, Humanities and Social Sciences will be approached in a socially-relevant and interdisciplinary manner, so that students will see the relationships between different ways of thinking and viewing the World." Because the four of us were, to varying degrees, metacognitively challenged, we elected to read William Perry's famous treatise, Forms of Intellectual and Ethical Development in the College Years (Perry 1970) . We became so intrigued with Perry's approach that we decided to teach his model of development in our megacourse. We hoped that the students would be able to chart their own process of intellectual maturation from dualism through multiplism, and emerge from our course as committed relativists-thinkers who appreciate that knowledge is contextual, but who are able to use this understanding to make decisions as an act of personal commitment.
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As Baxter Magolda (1999) has observed, scientists have a better understanding of the earlier stages of intellectual development than of the later stages. But my experience with teaching introductory courses, including "Sciences, Humanities and Social Sciences," is that some students do not get beyond dualistic perspectives, even when we as educators do everything in our power to help them progress. Part of the problem may be that different stages of intellectual development are constrained by chronological age or by the diversity of individual experience (King and Kitchener 1994, Fosnot and Perry 2005) . Here I argue that as educators, we can hamper our students' intellectual development by misrepresenting the way people do science. Our misbehavior is motivated by our noble goal of reducing science to a simple process that can be easily understood.
How do scientists and science educators describe how progress is made in the sciences? As scientists, we formulate ideas and hypotheses and test their predictions. In an ideal case, we consider alternative hypotheses that generate contrasting predictions. If observation or experimentation shows our predictions to be correct, then we have support for our hypothesis. If observation or experimentation shows our predictions to be incorrect, then our hypothesis is false. The generation of hypotheses with predictions that can be falsified was the essence of Karl Popper's philosophy of how scientific research should be done (Popper 1968 ). Popper's approach, which was actually developed much earlier, evolved into the hypothetico-deductive method that many mainstream science textbooks incorrectly call "the scientific method." Educators usually present this approach in such a convoluted manner that only our brightest students can follow the logical thread.
Most predictions test phenomena that occur among individuals in a population. The population may consist of mosquitoes, molecules of water, or iron rods. In these cases, it is impossible to test every individual, so we content ourselves with taking samples. Scientists have developed wonderful methods for ensuring that our samples are unbiased: We test the individuals within the samples, and then make inferences about the population (Kugler et al. 2003) . These inferences are supported with certain probabilities. This approach is consistent with our articulated goal of guiding our students along the path to committed relativism.
A serious problem arises, however, when we teach students about the magical critical value. If the p value is less than the critical value, we can reject the null hypothesis. If not, we can either collect more data or revise our research hypothesis. Suddenly we move from a probabilistic world with inherent uncertainty to a dualistic world in which 0.05 is the cutoff between right and wrong.
Two questions need to be answered. First, why are our efforts to teach the hypothetico-deductive method unsuccessful with many students? Second, why can't we, as educators, convey the concept of hypothesis testing without reverting to dualistic arguments?
There are at least four weaknesses in current approaches to teaching science that underlie these two questions. I have no magical solutions, but I do suggest a few approaches that might be helpful starting points. Unfortunately, each of these approaches has its own set of problems.
Weakness 1: Ignoring the early, interesting, and often time-consuming stages of scientific methodology Most instructors, myself included, have told students that one important creative aspect of science is erecting hypotheses to explain particular phenomena. We describe scientists making observations and then hypothesizing what underlies these observations (in my field, either in a mechanistic or an evolutionary sense). Scientists then test these research hypotheses indirectly, by designing observational studies or experiments that test their predictions. Predictions are logical outcomes of hypotheses that must be true if the hypothesis is true. The word "must" is an important piece of the logic, because if any prediction of the hypothesis is false, then the hypothesis, as stated, is false. But if the prediction is true, the hypothesis might or might not be true.
This discussion of how science is conducted is simultaneously deficient and misleading. Perhaps the most egregious deficiency is our failure to consider where ideas come from. Do successful scientists just happen to stumble on the right organisms or cosmic events? How do scientists know what to observe, where to look, or whether what they observe is interesting? In other words, how do scientists generate their research questions? Usually the story behind scientific discovery is inherently fascinating, and it introduces students to a portion of the scientific method that they just don't get from the much more limited discussion of the hypothetico-deductive method. Students need to know that science is a social and political process, that researchers with different personalities use different approaches, and that scientific truth changes over time (Bauer 1992) . Armed with a deeper appreciation of the earlier stages of scientific discovery, students may be more willing to devote their energies to the somewhat arcane realities of the hypothetico-deductive method.
Partial solution: Present fascinating case studies that highlight different approaches to discovery One classic case that clearly demonstrates the early stages of scientific methodology was the race to determine the structure of DNA. Watson and Crick did not simply form a hypothesis, generate predictions, and use the logic of the hypothetico-deductive method. First, they had to decide that the structure of DNA was worth investigating, a decision based on the work of many other researchers. Then they needed to learn everything that was already known about its structure, which involved discussions, reading, and perhaps some unauthorized data gathering. They also needed to decide that constructing physical models of the DNA molecule was the best approach to answer their research question. Only then, two years later, were they ready to create serious hypotheses that generated specific predictions. Watson described this process in his own popular book (1968) , and it is also documented in a critical response by Sayre (1975) .
A very different approach to the early (and generally untaught) steps of scientific methodology is described by Bernd Heinrich (1989) . One day, Heinrich was strolling through the Maine woods when he heard ravens yelling. He followed the sounds to a moose carcass and 15 feasting ravens. Heinrich was intrigued by this apparently maladaptive evolutionary puzzle: Because they yelled, the first ravens to find the moose had to share their bonanza with more than a dozen other birds. Why did they share the news of their discovery? A proper naturally selected bird would presumably just shut up and eat. Complicating the picture, some did just that-the yelling and the consequent recruitment were sporadic. At some carcasses, a bird or two would fly in, feed, return to feed some more, and repeat this process for several days or weeks. This behavior more closely matched Darwinian expectations.
Over the course of several Maine winters, Heinrich tested and discarded a number of hypotheses for explaining why these ravens were showing this seemingly non-Darwinian behavior. Perhaps they were calling in other birds to help them open up the carcass. Perhaps they were helping relatives, thereby enhancing their reproductive success via kin selection. Or perhaps they needed more eyes to scan for predators. As it turned out, evidence supported the hypothesis that the recruiters were juveniles that recruited other juveniles to gain control of the carcass from residential territorial adult birds.
Using this example, I can make several points that are often glossed over when we teach scientific methodology. First, Heinrich's observation would not have been interesting if he did not understand natural selection and adaptation. Most untrained observers would simply exclaim, "Cool! Raven party!" and move on. Heinrich knew enough to realize that big aggregations of ravens are uncommon, and recognized the evolutionary puzzle presented by the group's yelling. Second, Heinrich devised his list of hypotheses as a result of making observations and reading the literature to see what related species were doing. Hypothesis generation is creative, but it is not creation ex nihilo. Finally, the initial stage of Heinrich's research was distinctly nonlinear, with significant time spent mucking about, trying to design observational and experimental methodology that would work with ravens. Intuition and error played an important role in his experimental approach.
A comparison of the two research programs reveals some major differences early in their evolution. Watson and Crick deliberately pursued what they perceived to be the most im-portant question in biology, whereas Heinrich simply sought to solve a puzzle, trusting that its resolution would have wide implications promoting our understanding of behavioral evolution. Both research programs used scientific literature to help generate hypotheses, but Heinrich waited a while before reading about ravens, because he wanted to be unbiased in his approach to his problem. Watson and Crick's methods were very different from Heinrich's. They built models and observed whether these models fit the existing data gathered by other researchers. Heinrich also used ideas generated by others, most notably Darwin, but carefully designed his own data collection to test his hypotheses. Perhaps the greatest commonality between the two programs is that both encountered major roadblocks while trying different approaches.
This kind of presentation uses valuable class time, so it obviously can't be used in association with every scientific discovery. Instructors will need to choose cases wisely, and ideally will choose examples that highlight both differences and similarities among the early stages of developing research programs (Gallucci 2006, Lundeberg and Yadav 2006) . As Bauer (1992) states,"The common view of science as a unitary monolithic enterprise fails to recognize how varied are the people who do it.... The myth of the scientific method hinders recognition of the wonderful diversity of the sciences. It makes it impossible to understand the history of science and contemporary scientific activity" (p. 33). Instructors can remind students that scientists didn't come up with these ideas by chance alone, and that generating hypotheses is a creative practice that can be approached in many different ways.
Weakness 2: The hypothetico-deductive method uses counterintuitive logic about the relationship between hypotheses and predictions Distinctions between hypotheses, predictions, and assumptions are often muddled. There are several issues associated with this particular weakness. First, the distinction between a hypothesis and a prediction is often not clear. Let's reconsider Heinrich's hypothesis that yelling ravens were calling in other birds to help them open up the carcass. One prediction of this hypothesis is that if researchers observed a carcass, they would see that incoming ravens helped to open it up. This is a case where the difference between the hypothesis and the prediction is very subtle, with the prediction loosely articulating the methods used (observation). Students have a difficult time understanding that this distinction is actually meaningful.
In some ways, it is easier for students to understand hypothesis testing when the distinction between the hypothesis and the prediction is clearer. The same hypothesis can generate other predictions as well: for example, ravens should yell for an unopened or thick-skinned carcass, and not for an already opened or thin-skinned carcass; and ravens should stop yelling once the carcass has been successfully opened. Both of these predictions are logical extensions of the hypothesis, and should be correct if the hypothesis is true, and incorrect if it is false.
Of course, these predictions are based on assumptions: we assume that the ravens are clever enough to evaluate when the carcass is suitably open, and that they have a sufficiently flexible behavioral repertoire to stop yelling at appropriate times. Researchers can devise methods to test these assumptions, which I won't go into here.
We are beginning to get mired in the logic of the hypothetico-deductive method. Researchers generate hypotheses, which generate predictions, which are endowed with underlying assumptions. We must test the assumptions, which must be valid in order for the predictions to be valid tests of the hypothesis. Small wonder that students begin to reel at the complexity of what should be a simple and intuitive process.
The hypothetico-deductive method uses counterintuitive logic. Most instructors teach the logic of testing hypotheses. We begin our discussion by explaining that scientists test a hypothesis by attempting to falsify its predictions. A prediction is a logical extension of a hypothesis. If the hypothesis is true, then the predictions must be true. If the hypothesis is false, the predictions may be true or may be false. Working in the other direction, if the predictions are true, the hypothesis may be true or may be false, but if the prediction is false, the hypothesis must be false. Although we hope this logic will be intuitively clear to our students, there is nothing intuitive about it (and I haven't even discussed testing assumptions). Some students will try to memorize the "rules" without understanding the distinction between a hypothesis and a prediction.
In our efforts to improve the situation for our students, we introduce new words into the logical construct. A true prediction "supports" a hypothesis, and a false prediction "fails to support" (some instructors) or "refutes" (other instructors, including Popper [1968] ) the hypothesis. This raises the excellent question of how much support a hypothesis actually needs before it is elevated to the status of truth. I don't think there is a clear answer to this question. This brings us full circle to my original argument about the difficulty of teaching students about uncertainties in science. Instructors use the dualistic framework of the hypotheticodeductive method to teach students to understand nondualistic outcomes. We present a world in which hypotheses originate with two alternatives (true or false), and after substantial research, we conclude with a message of inherent uncertainty ("may be true or false" or "is supported").
Partial solutions: Improve teaching strategies, modify vocabulary I described three skills above: (1) understanding the distinction between a hypothesis and prediction; (2) learning to generate predictions from hypotheses; and (3) understanding the logic of the relationship between hypotheses, predictions, and scientific knowledge. These skills must be practiced before they are mastered. I see no easy way to avoid taking the necessary time to do so. We must choose interesting examples, and show students the logic in the steps they take, so that their scientific intuition (which they develop from everyday activities) resonates with scientific formalism. Active learning approaches can help students develop these three skills. My students at every level write their own research proposals and conduct peer review of research proposed by their colleagues in the class. I require the proposals and reviews to clearly identify the research hypothesis, the predictions, and the logic of the relationship between hypothesis and predictions.
A second, more radical approach is for instructors to modify the vocabulary to reflect the goal of teaching students about uncertainty in science. Rather than test whether a hypothesis is true or false, perhaps we should test whether it is likely or probable. The hypothesis that ravens yell to get help in opening carcasses generates the prediction that they won't yell when given an already opened carcass. If we set up the appropriate experiment with an already opened carcass and discover that the ravens still yell, then the hypothesis is improbable. This slight modification of language, which would help establish the central role of uncertainty in science, runs counter to the Popperian approach of rejecting a hypothesis upon falsifying one of its predictions.
Weakness 3: The counterintuitive nature of null hypotheses
As instructors, we hope to teach students that scientists try to understand both the qualitative and the quantitative relationship between two variables. Does a change in one variable cause a subsequent change in a second variable? I believe that convoluted language, originating in dualistic simplifications, perpetuates student confusion in understanding the relationship between two variables.
Early in the process of teaching hypothesis testing, instructors introduce students to the null hypothesis (H 0 ). We teach them that if H 0 is true, a change in one variable causes no change in a second variable. Scientists test hypotheses by showing that H 0 is unlikely to be correct, a finding that provides some support for the research hypothesis (the latter often designated H A to indicate the alternative to H 0 ).
We can identify problems with this formal construct by using Heinrich's hypothesis (H A ) that yelling ravens were calling in other birds to help them open the carcass. To test the prediction that ravens should yell more for an unopened than for an already opened carcass, researchers can go into the field (numerous times at numerous carcasses). Suppose that these observations yield an average of 39 yells per hour at unopened carcasses and 4 yells per hour at opened carcasses. The p value is very low, and intuitively the researchers like this hypothesis very much. If we asked our students to present these data in a scientific way, the following is an example of what one of them might write: "The t value of 5.83 and the p value of 0.001 allow us to reject H 0 , that there is no relationship between the amount of yelling and whether the carcass is open or not. This supports H A , that there is a relationship between the amount of yelling and whether the carcass is open or not."
The misleading formalism of the null hypothesis has taken our student away from the science. The student has forgotten the actual hypothesis that yelling ravens were calling in other birds to help them open the carcass. In his or her enthusiasm for presenting formal conclusions, the student has focused entirely on H 0 and its alternative. But the alternative to no effect is, as correctly stated, that there is a relationship between the two variables. The audience needs to learn what this relationship is, either quantitatively, from a presentation of the means, or qualitatively, from a statement that there is more yelling associated with an unopened carcass. But the emphasis on disproving H 0 has distracted the student from the intended, relevant, and biologically interesting question.
Partial solution: Use research hypotheses
I suggest that we rid ourselves of the baggage of null hypotheses and restrict ourselves to considering research hypotheses (H R ). In this case, H R is that yelling ravens were calling in other birds to help them open up the carcass. The prediction (P R ) of this H R is that ravens should yell more for an unopened carcass than for an already opened carcass. The null prediction (P 0 ) is that ravens should yell equivalently for unopened and already opened carcasses. Using this construct, and the same student, I might expect the following conclusion: "The t value of 5.83 and the p value of 0.001 allow us to reject P 0 , that ravens should yell equivalently for unopened and already opened carcasses. This supports H R , that yelling ravens were calling in other birds to help them open up the carcass." While this is not an ideal way to state the conclusions, it is much better than the previous effort described above, because it correctly comes back to the underlying science.
In addition to helping students to think about their science, this approach is also more accurate. Scientists don't test hypotheses; they test predictions. Our analytical tools are designed to test null predictions, not null hypotheses.
Even this solution is not ideal, because occasionally H R is a null hypothesis or model. The classic case in genetics is the Hardy-Weinberg model, which, under certain assumptions, hypothesizes there will be no change in the frequency of alleles in relation to time or in relation to whether an allele is dominant or recessive (Hardy 1908 , Weinberg 1908 . In this and other cases of null hypotheses or models (e.g., Kimura 1983 , Bell 2001 , Hubbell 2001 , it may be best to retain H R to indicate the research hypothesis (which in this case is a null hypothesis) and P R to indicate the prediction of the research hypothesis. We can then use P A as the alternative to P R . As an example, P R might be that a body color mutation in Drosophila melanogaster would show no change in allele frequency when measured over several generations, while P A would be that allele frequencies would show significant change when measured over several generations. It may be possible to get rid of P 0 entirely, and use P A as the alternative in all cases, but that creates its own series of problems that I am not prepared to discuss here.
Weakness 4: Inconsistent message between science as probabilistic and hypothesis testing as dualistic
In reality, scientists cannot falsify predictions. But we can certainly show P 0 to be very unlikely, as I did with the imaginary findings on ravens discussed above. Thus, testing hypotheses is inherently probabilistic at every step, yet we insist on presenting it in a dualistic framework.
Partial solution: Teach the probabilistic nature of hypothesis testing
If we taught students that scientific truth is probabilistic, and that the technology for testing ideas is also probabilistic, they would have internal consistency to assimilate into their intellectual structure. They would also be surprised at this revised version of knowledge, as it contrasts with the absolutism that is popularly associated with scientific methods and conclusions.
I believe it is time to reject the central position that the dualistic critical value occupies in the world of hypothesis testing. It would make much more sense for researchers to report p values and to interpret them in the probabilistic manner consistent with the principles of science. Lower p values will imply less uncertainty in a prediction of our research hypothesis. But we should not make the mistake of rejecting P 0 outright because the p value is 0.04 (possibly committing type I error), nor of failing to reject P 0 because the p value is 0.06 (possibly committing type II error).
Analytical results should be evaluated in the context of the scientific issue being considered. If an error will lead to human or environmental disaster, we should always err on the side of caution. If students understand science as a probabilistic venture, they will be more likely to make intelligent decisions when they can interpret the level of uncertainty in the context of their knowledge of risk factors.
Conclusions
When teaching science, we should present the hypotheticodeductive method as part of a larger framework that includes a discussion of where ideas originate and which ideas are important. Instructors need to emphasize the tentative nature of conclusions by framing our discussion in the context of probability. This emphasis should begin early in the educational process, while students are developing an intuitive understanding of probability, because incorrect intuitions about probability are difficult to unteach (Konold 1995) . We can simplify our discussion of the hypothetico-deductive method by eliminating the null hypothesis, which is untestable, and discussing the null prediction, which we do test. This will effectively remove one level of abstraction, and also help students to understand the linkages among their research hypotheses, predictions, and conclusions. But the process is still counterintuitive, and I hope that a discussion of how we teach scientific methods will generate some ideas to simplify and streamline the process.
One of the problems underlying the current teaching of experimental methodology is that instructors use a dualistic framework for hypothesis testing, because we think it will be easier to explain and understand. Popper's promotion of falsification as the hallmark of scientific testing is unfortunate, because the false/true dichotomy reinforces popular misunderstandings about science and the role of uncertainty. One simple procedure for reducing this misunderstanding is eliminating the critical value from the throne of adjudication, allowing researchers to draw conclusions based on the confidence levels associated with empirically derived probability values.
