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Abstract
We use the local maxima of a redescending M-estimator to identify cluster, a method
proposed already by Morgenthaler (in: H.D. Lawrence, S. Arthur (Eds.), Robust Regression,
Dekker, New York, 1990, pp. 105–128) for ﬁnding regression clusters. We work out the
method not only for classical regression but also for orthogonal regression and multivariate
location and show that all three approaches are special cases of a general approach which
includes also other cluster problems. For the general case we show consistency for an
asymptotic objective function which generalizes the density in the multivariate case. The
approach of orthogonal regression is applied to the identiﬁcation of edges in noisy images.
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1. Introduction
Consider a data set with a possibility of different clusters (or subgroups or
substructures). One of the important problems of statistical analysis is to identify all
these clusters. For example, in image analysis, each cluster may correspond to a
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different geometric primitive and ﬁnding each geometric primitive is therefore an
important step towards identifying and locating an object in the environment. For
identifying different regression lines, Spa¨th [25] was one of the ﬁrst who proposed an
algorithm. This cluster method is based on the least-squares method. Morgenthaler
[18] and Meer and Tyler [17] proposed to use M-estimators with redescending score
functions to detect different regression clusters. Usually, the redescending M-
estimators have the disadvantage that the objective function has several local
maxima (or minima, respectively). But for identifying substructures in the data this is
an advantage since each local maximum may correspond to a substructure. This
advantage of redescending M-estimators was also used by Hennig [9–11] but in a
different approach. He used instead of the usual equation for deﬁning M-estimators
a ﬁx point version and estimates simultaneously the regression and scale parameter
with an indicator function as score function. The M-estimator with indicator
function and ﬁxed scale provides the well-known method of Hough transform in
computer vision (e.g. [26]). In this paper we follow more the original approach of
Morgenthaler and use in particular redescending score functions which satisfy some
smoothness conditions. It is known that M-estimators with a smooth score function
have many convenient statistical properties like Fre´chet differentiability (see e.g. [14,
p. 37] or [2]).
In the original approach of Morgenthaler, there is the problem that some of the
local maxima have no relation to a useful substructure. For example, a local
maximum in clusterwise regression can correspond to a line which is orthogonal to
the line of a regression cluster. Therefore, Chen et al. [4] and Arslan [1] proposed
rather complicated additional measures for identifying the local maxima which
correspond to real regression cluster. In this paper we show that the problem of
identifying the right local maxima is a problem of too few data and a too large scale
parameter. Using a too large scale parameter means usually that the redescending
M-estimators behave more like the least-squares estimators so that the largest (or
only) local maximum correspond to a ﬁt over all data and not to a ﬁt of a subgroup.
This also happens if the scale is simultaneously estimated (see [1]). This can be
avoided by using a scale parameter which converges to zero with growing sample
size. For this situation, we derive here an asymptotic objective function which is
independent of the score function. We demonstrate that the largest local maxima of
this asymptotic objective function correspond to the largest regression clusters while
small local maxima of this objective function correspond to small clusters or provide
features which have no relation to clusters. Moreover, we show consistency to the
local maxima of the asymptotic objective function so that the asymptotic behavior
should hold also approximately for the ﬁnite sample case.
While there exists a huge number of different cluster methods, consistency results
for them are rather rare. This is caused by the fact that cluster methods belong more
to data mining methods so that it is of less interest what are the true cluster and
cluster center points. But once true cluster and cluster center points are given, the
question about consistency is important. For cluster methods for multivariate data,
consistency results are proved as that of Pollard [20] for the K-means methods and of
Davies [6] for mixtures of elliptical distributions. Also for clusterwise regression,
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consistency results exists as those of Kiefer [15], Desarbo and Cron [7] and Hennig
[9–11]. Here we show the consistency for a rather general class of cluster methods
which are not restricted to the regression case and may be used for identifying other
geometric primitives.
We apply the cluster method based on redescending M-estimators to the problem
of identifying edges in noisy images. Cluster methods and redescending M-estimators
are widely used in computer vision (e.g. [16,19,22,26]). All these approaches work
with the pixel values themselves. Here we apply the cluster method to points which
are calculated from the pixel values by a method proposed by Qiu [21]. The method
of Qiu provides points which are distributed around the true edges so that ﬁnding the
regression clusters with redescending M-estimators leads to very accurate edge
estimates. Moreover, the method of Qiu provides a value for the scale parameter and
good starting points for ﬁnding the local maxima of the objective function.
We start in Section 2 with the problem of clustering multivariate data coming from
a mixture of densities. A main feature of our consistency result is that redescending
M-estimators can be regarded as kernel density estimators where the scale parameter
is the bandwidth, a connection which recently was used also by Chen and Meer [3] in
computer vision. For multivariate data, it is well known that, letting the scale
parameter (bandwidth) go to zero, the objective function converges to the density
(see e.g. [23]). Hence Section 2 repeats more or less known results. However, this
section is important for motivating the approaches for classical (vertical) regression
in Section 3, orthogonal regression in Section 4 and the general case in Section 5. In
particular our asymptotic objective function is a generalization of the density in the
multivariate case.
It turns out in Section 3, that in the case of two regression clusters the asymptotic
objective function for classical (vertical) regression has largest local maxima at
parameters corresponding to the regression clusters. Other local maxima are
signiﬁcantly smaller if they exist. For orthogonal regression the same result is shown
in Section 4. We also show in Section 3 that the classical regression, besides its
dependence on the choice of the axis and the special error structure, has the
disadvantage that the consistency result does not hold for discrete distributions of
the regressors. All these disadvantages disappear for orthogonal regression. This is
the reason why we use orthogonal regression for identifying edges in noisy images in
Section 6. But before presenting the application in image analysis, we show in
Section 5 that the cluster approaches for multivariate location, classical regression
and orthogonal regression are special cases of a general approach which includes
also other cluster problems as those in multivariate regression. For this general
approach, we present in Section 5 the consistency result in detail. All proofs are given
in the appendix.
2. Clustering of multivariate data
Let y1N ;y; yNNARk be the realization of independent and identically distributed
k-dimensional random vectors Y1N ;y; YNN ; h the density function of the
ARTICLE IN PRESS
C.H. Mu¨ller, T. Garlipp / Journal of Multivariate Analysis 92 (2005) 359–385 361
distribution of YnN for n ¼ 1;y; N; and yN ¼ ðy1N ;y; yNNÞ: The aim is to ﬁnd the
positions of the local maxima of h: These positions of the local maxima are
considered as the true center points of the true clusters and the set of these center
points is denoted by M; i.e.
M :¼ fmARk; hðÞ has local maximum at mg:
Via the center points the true clusters are deﬁned as the sets of those points which are
closest to the center point. I.e. the true cluster with respect to a center point m0AM
are those points yARk so that m0Aarg minfjjy 	 mjj; mAMg:
In particular, if the distribution of YnN is a mixture of distributions with unimodal
densities, then the density of the distribution h of YnN has several local maxima. For
example, if YnN ¼ ml þ EnN with probability gl and EnN has density fl with maximum
at 0; then h is the mixture of densities fl given by
hðmÞ ¼
XL
l¼1
gl flðm	 mlÞ
with gl40 and
PL
l¼1 gl ¼ 1: If the functions flð 	 mlÞ have supports which are not
overlapping then the local maxima of h are attained at the ml : However, if the
supports are overlapping as it is the case for multivariate normal distributions, then
the local maxima of h do not coincide with the modes of the flð 	 mlÞ but they are
closely related if the overlap is not too large. Since in practise the densities fl of the
mixture distribution are not known it is better to deﬁne center points and clusters not
via the modes of the distributions flð 	 mlÞ: The above deﬁnition of center points and
clusters is more appropriate for situations with a general density h: Hence the main
aim is to estimate the positions of the local maxima of h:
Having the result that kernel density estimates are consistent estimates of the
density h (see e.g. [24]), consistent estimates for the local maxima of h and thus the
center points can be deﬁned as the local maxima of the estimated density given by
the kernel estimator. This provides automatically also consistent estimates of the
clusters. However, for the consistency of the local maxima, technical problems must
be solved.
A kernel density estimator for hðmÞ is given by
HNðm; yNÞ :¼ 1
N
XN
n¼1
1
skN
r
1
sN
ðynN 	 mÞ
 
;
where mARk; r :Rk-Rþ is the kernel function and sNARþ\f0g is the bandwidth. If
sN converges to zero when N tends to inﬁnity, then HNðm; yNÞ converges to hðmÞ in
probability under some regularity conditions. Let
MNðyNÞ :¼ fmARk; HNð; yNÞ has local maximum at mg;
where the local maxima of HNð; yNÞ can be found by Newton Raphson method
starting at any ynN with n ¼ 1;y; N:
Then MNðyNÞ is the estimate of the set M of the positions of the true local
maxima. The setMNðyNÞ can be also considered as M-estimates with respect to the
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objective function HNð; yNÞ: Then r is the score function of the M-estimator and sN
is a scale parameter.
Usually r will be an unimodal density like that of the standard normal
distribution, where rðyÞ ¼ 1ﬃﬃﬃﬃ
2p
pð Þk e
	1
2
y?y: Hence each ynN is a candidate for a local
maximum of HNðm; yNÞ: If the bandwidth (scale parameter) sN is small enough and
the distance between the ynN are large enough then these candidates can be really
local maxima. But usually there is so much overlap of the r 1
sN
ðynN 	 mÞ
 
that no
one of the ynN is a local maxima. However, searching the local maxima in increasing
direction starting at any ynN should provide the relevant maxima. This is an
approach used also by Chu et al. [5] for constructing corner preserving M-smoothers
for image reconstruction. The consistency of these M-smoothers even at jumps was
shown by Hillebrand and Mu¨ller [12]. A similar proof can be used here to prove the
consistency of the set MNðyNÞ:
In Section 5 it is shown that the set MNðyNÞ is a consistent estimator for the set
M: For that we need not only pointwise convergence of HNðm; yNÞ to hðmÞ but also
uniform convergence which can be achieved by intersectingMNðyNÞ with a compact
subset of Rk: Appropriate compact subsets are given by
YZ :¼ mARk; hðmÞX1Z
 	
with ZAN:
3. Clustering of regression data
In the classical regression model with one cluster, we have independent and
identically distributed observations Z1N :¼ ðX?1N ; Y1NÞ?;y; ZNN :¼ ðX?NN ; YNNÞ?
with
YnN ¼ ð1; X?nNÞb0 þ EnN
for n ¼ 1;y; N; where XnN and EnN are independent, b0ARp; pX2; is an
unknown parameter vector and YnN and XnN are observed. Let f denote the
density function of the distribution of EnN and G0 the distribution of XnN : Moreover,
let zN ¼ ðz1N ;y; zNNÞ ¼ ððx?1N ; y1NÞ?;y; ðx?NN ; yNNÞ?Þ a realization of ZN ¼
ðZ1N ;y; ZNNÞ:
The M-estimator for b is deﬁned as a maximum point of the objective function
HNðb; zNÞ :¼ 1
N
XN
n¼1
1
sN
r
1
sN
ðynN 	 ð1; x?nNÞbÞ
 
;
where r :R-Rþ is the score function and sNARþ\f0g is a scale parameter (see e.g.
[8,13,14]). If r is not convex, that is the derivative of r is redescending, then
HNð; zNÞ has several local maxima so that we deﬁne
MNðzNÞ :¼ fbARp; HNð; zNÞ has local maximum at bg: ð1Þ
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The local maxima of HNð; zNÞ can be found by Newton Raphson method
starting at any hyperplane through ðx?n1N ; yn1NÞ?;y; ðx?npN ; ynpNÞ? with fn1;y;
npgCf1;y; Ng:
It is shown in Section 5 that under some regularity conditions for sN-0; we have
HNðb; ZNÞ 

!N-N hðbÞ :¼ Z f ðð1; x?Þðb	 b0ÞÞG0ðdxÞ
in probability for all bARp: The function h plays now the same role as the density h
in multivariate density estimation. In particular, it is independent of the score
function r: It would depend on r if the scale parameter would not converge to zero,
which is in particular the case if the scale is simultaneously estimated as in [1].
Moreover, we have the following Fisher consistency result.
Lemma 1. If f is a unimodal density with maximum at 0, then h has only one maximum
at b0:
Now regard the situation of L regression clusters with different parameter vectors
bl ; l ¼ 1;y; L: Then the nth observation is given by
YnN ¼ ð1; X?nNÞbl þ EnN
if it is coming from the lth cluster. Since the distribution of the regressors XnN may
also depend on the cluster, we use Gl for the distribution of XnN coming from the lth
cluster. In Section 5 it is shown that for sN-0 we now have
HNðb; ZNÞ 

!N-N hðbÞ :¼XL
l¼1
gl
Z
f ðð1; x?Þðb	 blÞÞGlðdxÞ
in probability for all bARp: Again gl40 denotes the probability that the nth
observation is coming from the lth cluster and it holds
PL
l¼1 gl ¼ 1:
Under enough separation the local maxima of h are attained at b1;y; bL: This is
analogous to the multivariate case. Enough separation means here that the density f
has a compact support and that the parameter vectors bl and the supports of the
distributions Gl are enough separated. If the separation is not enough then at least
the local maxima are attained close to b1;y; bL: This can be seen also from the left
contour plot of h in Fig. 1 in the case of two regression clusters given by two
nonparallel lines, where the regressors and the errors have normal distributions,
namely G1BNð1; 3Þ; G2BNð10; 3Þ; f ¼ fNð0;1Þ: However, in the case of two
parallel lines as given in the right plot in Fig. 1, there appears a third local maximum
which corresponds to a line more or less orthogonal to the parallel lines depending
on the distribution of the regressors. But the height of this third local maximum is
much smaller than the height of the other local maxima so that it can be easily
separated from the other local maxima. See also Section 6.
Hence as in the multivariate case we will regard the positions of the local maxima
of h as the true parameter vectors which shall be estimated. LetM be the set of the
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positions of these local maxima, i.e.
M :¼ bARp; hðÞ has local maximum at bf g:
The regression hyperplanes lðbÞ :¼ fðx?; yÞ?ARp; y ¼ ð1; x?Þbg given by max-
imum points bAM are the true center points (center planes) of the regression
clusters. The cluster belonging to a center plane given by bl are all ðx?; yÞ?ARp for
which lðblÞ is the closest plane, i.e. all ðx?; yÞ? such that blAarg minfjy 	
ð1; x?Þbj; bAMg: Hence, if we can estimateM consistently, then also the regression
clusters are consistently estimated. If some of the local maxima ofM are not related
to real clusters as the third local maxima in the example of two parallel lines they can
be excluded afterwards by the height of the maximum or, another possibility, by the
size of the corresponding cluster. But the ﬁrst step is to estimate consistently all local
maxima of h:
The estimate forM is the setMNðzNÞ deﬁned by (1). As for the multivariate case,
the consistency ofMNðzNÞ can be shown in Section 5 only ifMNðzNÞ is intersected
with a compact set which is here
YZ :¼ bARp; hðbÞX1Z
 	
with ZAN:
However, here is the compactness of YZ not always satisﬁed. In particular, as the
following lemma shows, it is not satisﬁed if one of the distributions Gl is discrete so
that regression experiments with repetitions at ﬁnite design points are excluded.
Lemma 2. If f is continuous then YZ is compact for all ZAN if and only if none of the
distributions Gl has positive mass on a subspace of R
p	1:
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Fig. 1. Contour plots of the limit function h in the case of two nonparallel lines (left, b1 ¼ ð2;	2Þ;
b2 ¼ ð20; 0:5Þ; g1 ¼ g2 ¼ 0:5; G1BNð1; 3Þ; G2BNð10; 3Þ; f ¼ fNð0;1Þ) and the case of two parallel lines
(right, b1 ¼ ð2;	2Þ; b2 ¼ ð28;	2Þ; g1 ¼ g2 ¼ 0:5; G1BNð1; 3Þ; G2BNð10; 3Þ; f ¼ fNð0;1Þ).
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4. Clustering of regression data by orthogonal regression
For orthogonal regression usually an error-in-variable model is assumed. This
means that, in the case of one cluster, we have independent and identically
distributed observations Z1N :¼ ðV?1N ; W1NÞ?;y; ZNN :¼ ðV?NN ; WNNÞ? with
ðV?nN ; WnNÞ ¼ ðX?nN ; YnNÞ þ ðE?1nN ; E2nNÞ
for n ¼ 1;y; N; where ðX?nN ; YnNÞ; E1nN ; E2nN are independent, XnN ; VnN ; E1nN are
ðp 	 1Þ-dimensional random vectors, YnN ; WnN ; E2nN are one-dimensional random
variables, and ðX?nN ; YnNÞa0 ¼ b0 almost surely for some unknown, but ﬁxed
ða?0 ; b0Þ?AS1  R where S1 ¼ faARp; a?a ¼ 1g: Usually, it is assumed that
ðE?1nN ; E2nNÞ? has a symmetrical, elliptical distribution with density f0 such that
a?ðE?1nN ; E2nNÞ? has a distribution with density f for all aAS1: Let a ¼ ða?1 ; apÞ?
and a0 ¼ ða?01; a0pÞ?: W.l.o.g. we can assume that a0pa0 so that YnN ¼ b0a0p 	
1
a0p
a?01XnN ; and G0 denotes the distribution of the regressor XnN : Let again zN ¼
ðz1N ;y; zNNÞ ¼ ððv?1N ; w1NÞ?;y; ðv?NN ; wNNÞ?Þ denote the realization of ZN ¼
ðZ1N ;y; ZNNÞ:
To avoid working with S1; we can use a one-to-one mapping a :Cp	1-S1; where
Cp	1 is a compact subset of Rp	1: In the two-dimensional case, i.e. p ¼ 2; the
function a can be given for example by aðaÞ ¼ ðcosðaÞ; sinðaÞÞ? with aA½	p; p ¼ C1:
An M-estimator for ða0; b0Þ was proposed by Zamar [27] and extends the
orthogonal least squares regression estimator. It is deﬁned as a maximum point of
the objective function
HNða; b; zNÞ :¼ 1
N
XN
n¼1
1
sN
r
1
sN
ða?1 vnN þ apwnN 	 bÞ
 
;
where r : R-Rþ is the score function and sNARþ\f0g is a scale parameter. As for
classical vertical regression, if the derivative of r is redescending, then HNða; b; zNÞ
has several local maxima so that we deﬁne
MNðzNÞ :¼ fða?; bÞ?AS1  R; HNð; ; zNÞ has local maximum at ða; bÞg:ð2Þ
The local maxima of HNð; ; zNÞ can be found as for vertical regression, i.e. by
Newton Raphson method starting at any hyperplane through
ðv?n1N ; wn1NÞ
?;y; ðv?npN ; wnpNÞ
? with fn1;y; npgCf1;y; Ng:
It is shown in Section 5 that under some regularity conditions for sN-0; we have
HNða; b; ZNÞ 

!N-N hða; bÞ :¼ Z f b 	 ap
a0p
b0 	 a?1 	
ap
a0p
a?01
 
x
 
G0ðdxÞ
in probability for all ða?; bÞ?AS1  R: Again, as in Section 3, h is independent of r:
Moreover, in opposite to classical vertical regression, the function hða; bÞ can be
interpreted as a density and shows therefore more relations to the function h in the
multivariate case of Section 2. We have namely the following lemma.
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Lemma 3. For every aAS1; the distribution of a?1 VnN þ apWnN has the density
fa?
1
VnNþapWnN ðbÞ ¼
Z
f b 	 ap
a0p
b0 	 a?1 	
ap
a0p
a?01
 
x
 
G0ðdxÞ:
If f is unimodal with maximum at 0; then fa?
1
XnNþapYnN ðbÞ attains its maximum
value at a ¼ a0 and b ¼ b0 so that we have again Fisher consistency in the case of one
cluster. This can be seen as in Lemma 1.
Now, we consider a mixture of error-in-variable models. That is ðV?nN ; WnNÞ?
follows with probability gl an error-in-variable model with parameter ða?l ; blÞ? ¼
ða?l1 ; alp; blÞ?AS1  R and regressor distribution Gl for l ¼ 1;y; L; where
PL
l¼1 gl ¼
1: Then the distribution of a?1 VnN þ apWnN has the density
hða; bÞ :¼ fa?
1
VnNþapWnN ðbÞ
¼
XL
l¼1
gl
Z
f b 	 ap
alp
bl 	 a?1 	
ap
alp
a?l1
 
x
 
GlðdxÞ
and HNða; b; ZNÞ converges to hða; bÞ in probability for every ða?; bÞ?AS1  R: If
the regression hyperplanes given by ðal ; blÞ are enough separated then hða; bÞ will
have local maxima at ða; bÞ ¼ ðal ; blÞ:
See for example Fig. 2 for the two-dimensional case with al ¼ ðcosðalÞ; sinðalÞÞ?:
The parameters of the two lines giving the regression clusters are chosen so that the
lines are similar to the lines given by the parameters in Fig. 1. Therefore also the
same distributions for the regressors and the error are chosen although this provides
a larger variability of the data since the regressors are also inﬂuenced by the error.
Nevertheless Fig. 2 is rather similar to the Fig. 1 taking into account the different
parametrization of the lines. Note that the symmetry in Fig. 2 is caused by the region
½	p; p for the parameter a where for example the region ½	p; 0 would be enough.
But from the region ½	p; p we see better the circular behavior. Hence it turns out for
orthogonal regression that, for clusters around nonparallel lines, only two local
maxima appear where, for clusters around two parallel lines, a third local maximum
with a rather small height appears. This behavior coincides with the behavior of
classical regression treated in Section 3.
The aim is now to estimate the local maxima of hða; bÞ; or more precisely, the set
M :¼ fða?; bÞ?AS1  R; hð; Þ has local maximum at ða; bÞg:
Again, the regression hyperplanes lða; bÞ :¼ fðv?; wÞ?ARpþ1; a?1 v þ apw ¼ bg given
by maximum points ða?; bÞ?AM are the center points (center planes) of the
regression clusters. The cluster belonging to a center plane given by ðal ; blÞ are all
ðv?; wÞ?ARpþ1 for which lðal ; blÞ is the closest plane, i.e. all ðv?; wÞ? such that
ða?l ; blÞ?Aarg minfja?1 v þ apw 	 bj; ða?; bÞ?AMg: If we can estimate M consis-
tently, then also the regression clusters are consistently estimated.
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The estimate forM is the setMNðzNÞ deﬁned by (2). As before, the consistency of
MNðzNÞ can be shown in Section 5 only if MNðzNÞ is intersected with the set
YZ :¼ ða?; bÞ?AS1  R; hða; bÞX1Z
 	
:
Since a is lying in the compact set S1 and hða; Þ is a density function the
compactness of YZ holds here for all distributions Gl : Hence, orthogonal regression
is also in this sense superior to classical vertical regression where a restriction on the
Gl is necessary to ensure the compactness of YZ (see Section 3).
5. Consistency of the center points of multivariate and regression clusters
The approaches for multivariate data and regression data of Sections 2–4 can be
combined by regarding
HNðy; EN ; XNÞ :¼ 1
N
XN
n¼1
1
skN
r
1
sN
ðEnN 	 cnðy; XnNÞÞ
 
;
where y ¼ ðy1;y; yqÞ?ARq; EN ¼ ðE1N ;y; ENNÞ? is the error matrix (vector),
XN ¼ ðX1N ;y; XNNÞ? is the matrix of regressors, r : Rk-Rþ; and cnð; xÞ ¼
ðcn1ð; xÞ;y; cnkð; xÞÞ? : Rq-Rk for all xAX: E1N ;y; ENN ; X1N ;y; XNN are inde-
pendent with density f : Rk-Rþ for EnN and distribution Gn for XnN on X for
n ¼ 1;y; N: We have Gn ¼ Gl and cn ¼ cl if the nth observation is coming from the
lth cluster.
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Fig. 2. Contour plots of the limit function h in the case of two nonparallel lines (left, ða1; b1Þ ¼ ð0:46; 0:9Þ;
ða2; b2Þ ¼ ð	1:11;	18Þ; g1 ¼ g2 ¼ 0:5; G1BNð1; 3Þ; G2BNð10; 3Þ; f ¼ fNð0;1Þ) and two parallel lines
(right, ða1; b1Þ ¼ ð0:46; 0:9Þ; ða2; b2Þ ¼ ð0:46; 12:4Þ; g1 ¼ g2 ¼ 0:5; G1BNð1; 3Þ; G2BNð10; 3Þ;
f ¼ fNð0;1Þ).
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For i; jAf1;y; qg; let be
H 0Niðy; EN ; XNÞ :¼
1
N
XN
n¼1
1
skN
@
@yi
r
1
sN
ðEnN 	 cnðy; XnNÞÞ
 
;
H 00Nijðy; EN ; XNÞ :¼
1
N
XN
n¼1
1
skN
@2
@yi@yj
r
1
sN
ðEnN 	 cnðy; XnNÞÞ
 
;
hðyÞ :¼
XL
l¼1
gl
Z
f ðclðy; xÞÞGlðdxÞ;
h0iðyÞ :¼
XL
l¼1
gl
Z
@
@yi
f ðclðy; xÞÞGlðdxÞ;
h00ijðyÞ :¼
XL
l¼1
gl
Z
@2
@yi@yj
f ðclðy; xÞÞGlðdxÞ;
where gl40 and
PL
l¼1 gl ¼ 1:
The multivariate case treated in Section 2 is given with q ¼ k; y ¼ m; X ¼ f1g; and
cnðy; xÞ ¼ cnðm; xÞ ¼ m	 mn; so that HNðm; YNÞ of Section 2 is now HNðy; EN ; XNÞ
where XnN ¼ 1 for n ¼ 1;y; N: The vertical regression is given with q ¼ p; k ¼ 1;
y ¼ b; XCRp	1; and cnðy; xÞ ¼ cnðb; xÞ ¼ ð1; x?Þðb	 bnÞ; and HNðb; ZNÞ of Section
3 is here HNðy; EN ; XNÞ: For the orthogonal regression, we have q ¼ p; k ¼ 1; y ¼
ða?; bÞ?; XCRp	1; and cnðy; xÞ ¼ cnða; b; xÞ ¼ b 	 apðaÞ
anp
bn 	 a1ðaÞ? 	 apðaÞanp a?n1
 
x;
where ða?1 ; apÞ? :Cp	1-S1 is a one-to-one mapping from the compact set
Cp	1CRp	1 onto S1: The objective function HNða; b; ZNÞ of Section 4 coincides
with HNðy; EN ; XNÞ of this section because of the relations ðV?nN ; WnNÞ ¼
ðX?nN ; YnNÞ þ ðE?1nN ; E2nNÞ and YnN ¼ bnanp 	 1anp a?n1XnN and the fact that
a?ðE?1nN ; E2nNÞ? behaves like a EnN with density f : Note that only by using the
error matrix EN we can treat all three cases together. Hence the sets MNðYnÞ and
MNðZNÞ of local maximum points of HNðy; EN ; XNÞ of Sections 2–4 are here
denoted by MNðEN ; XNÞ:
We are going to show that the setMNðEN ; XNÞ is a consistent estimate of the set
M of local maximum points of h: To show this we have to restrict MNðEN ; XNÞ to
the intersection
M
Z
NðEN ; XNÞ :¼MNðEN ; XNÞ-YZ;
where for ZAN
YZ :¼ yARq; hðyÞX1Z
 	
: ð3Þ
We will show thatM
Z
NðEN ; XNÞ is a consistent estimate ofM for all Z greater a value
Z0 so that the intersection provides indeed no restriction.
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Under consistency we understand here that M
Z
NðEN ; XNÞ is lying in a d
neighborhood of M and vice versa with probability converging to one if N tends
to inﬁnity. Hence let
UdðMZNðEN ; XNÞÞ :¼ fyARq; there exists y0AMZNðEN ; XNÞ with jjy	 y0jjodg
the d neighborhood of MZNðEN ; XNÞ and deﬁne UdðMÞ analogously. For the
consistency we need some assumptions.
For e ¼ ðe1;y; ekÞ? and r : Rk-Rþ let be r0ðeÞ :¼ ðr01ðeÞ;y; r0kðeÞÞ? and r00ðeÞ :
¼ ðr00rsðeÞÞr;s¼1;y;k; where r0rðeÞ :¼ @@er rðeÞ and r00rsðeÞ :¼ @@er r0sðeÞ for r; s ¼ 1;y; k:
Deﬁne f 0ðeÞ and f 00ðeÞ analogously. Also set h0ðyÞ ¼ ðh01ðyÞ;y; h0qðyÞÞ? and h00ðyÞ ¼
ðh00ijðyÞÞi;j¼1;y;q and use H 0N and H 00N analogously. Moreover, let lmaxh00ðyÞ be the
maximum eigenvalue of h00ðyÞ and jjAjj a norm of the matrix A ¼ ðAijÞi;j¼1;y;q; for
example jjAjj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPq
i¼1
Pq
j¼1A
2
ij
q
: Then we make the following assumptions:
(1) sN-0; Ns
qðkþ3Þþkþ4
N -N for N-N;
(2) The support of Gl is included in X for all l ¼ 1;y; L;
(3) @2
@er@es
f ðeÞ and @2@er@es rðeÞ are Lipschitz continuous for r; s ¼ 1;y; k;
(4) @2
@yi@yj
clðy; xÞ is Lipschitz continuous with respect to y uniformly in xAX for
i; j ¼ 1;y; q and l ¼ 1;y; L;
(5)
R
rðvÞ dv ¼ 1 and R rðvÞjjvjj dvoN;
(6)
R
r00rsðvÞ2 dvoN and
R
r0rðvÞ2 dvoN for r; s ¼ 1;y; k;
(7) supyAY;xAX j @@yi clrðy; xÞjoN and supyAY;xAX j @
2
@yi@yj
clrðy; xÞjoN for r; s ¼
1;y; k; i; j ¼ 1;y; q; l ¼ 1;y; L and all compact sets YCRq:
(8) YZ is compact for all ZAN;
(9) M is ﬁnite and h00ðyÞ is negative deﬁnite for all yAM;
(10) minfjlmaxðh00ðyÞÞj; yAM0-YZg40 for all ZAN; whereM0 :¼ fyARq; h0ðyÞ ¼
0 and hðyÞ40g:
Condition (10) is essential but often overlooked in similar approaches (see [12]).
Contrary to the other conditions, it is in general not easy to verify. However, if Gl
has a unimodal density and also the density f is unimodal, it is satisﬁed under
enough separation of the clusters. Then we have in particularM ¼M0: The order of
the convergence of sN in condition (1) can be weakened by using a proof based on
Fourier transforms. Since such a proof is more complicated and longer we give here
an elementary proof using the stronger assumption.
Under the assumptions we have now the main theorem.
Theorem 1. Under conditions (1)–(10), there exists a Z0AN so that for all e40; d40;
ZXZ0 we have: there exists NZ;e;dAN with
PðMZNðEN ; XNÞCUdðMÞ and MCUdðMZNðEN ; XNÞÞÞX1	 e
for all NXNZ;e;d:
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The proof of the theorem bases on the following three lemmata.
Lemma 4. Under conditions (2)–(7), there exists a constant C such that for all NAN;
yARq and i; jAf1;y; qg; we have
jEðHNðy; EN ; XNÞÞ 	 hðyÞjpCsN ;
jEðH 0Niðy; EN ; XNÞÞ 	 h0iðyÞjpCsN ;
jEðH 00Nijðy; EN ; XNÞÞ 	 h00ijðyÞjpCsN :
Lemma 5. Under conditions (2)–(7) for all compact sets YCRq; there exists a constant
C such that for all NAN; yAY and i; jAf1;y; qg; we have
varðHNðy; EN ; XNÞÞp C
NskN
;
varðH 0Niðy; EN ; XNÞÞp
C
Nskþ2N
;
varðH 00Nijðy; EN ; XNÞÞp
C
Nskþ4N
:
These lemmata provide at once pointwise convergence of HNðy; ENÞ to hðyÞ in
probability for all y: But pointwise convergence is not enough. We need uniform
convergence at least on compact subsets of Rq:
Lemma 6. Under conditions (1)–(7) for all compact sets YCRq and all e40; d40;
there exists an integer NY;e;dAN with
ðaÞ P sup
yAY
jHNðy; EN ; XNÞ 	 hðyÞj4d
 
oe;
ðbÞ P sup
yAY
jH 0Niðy; EN ; XNÞ 	 h0iðyÞj4d
 
oe;
ðcÞ P sup
yAY
jH 00Nijðy; EN ; XNÞ 	 h00ijðyÞj4d
 
oe;
ðdÞ P sup
yAY
jlmaxðH 00Nðy; EN ; XNÞÞ 	 lmaxðh00ðyÞÞj4d
 
oe
for all NXNY;e;d and i; j ¼ 1;y; q:
Since we have uniform convergence according to Lemma 6 the heights of the local
maxima of HNð; EN ; XNÞ converges to the heights of the local maxima of h so that
the largest local maxima of HNð; EN ; XNÞ converges to the largest local maxima of h
and thus to the local maxima related to real clusters.
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6. Application on edge identiﬁcation in noisy images
As an application of the cluster method, we use it to detect edges in noisy images.
We ﬁrst use a generalized version of the rotational density kernel estimator (RDKE)
introduced by Qiu [21] to estimate those pixels, which may belong to one of the
edges, which correspond to the regression lines (hyperplanes) in our model. Then,
these points are used as observations znN :
We choose the RDKE-method because it does not only estimate the points lying
on the edges like other methods do, but also the direction of the jump curve in these
points. This provides canonical start values for the Newton Raphson method,
namely the lines given by the estimated points and directions, which we used instead
of those given by any two observations (see the remark after (2) in Section 4).
Figs. 3 and 4 show the original image with 100 100 pixels with values 0 or 1 and
the noisy image with Nð0; 0:32Þ-distributed errors.
For using the RDKE-method, we have to choose the window size hN : In cases like
this, where the size of the object which should be detected is known, the window size
can be chosen relatively to this size, e.g. 10% of it. The triangle in our example has a
diameter of 68 pixels, so we set hN ¼ 6:8:
For every pixel of the image, we used a multiple test ða ¼ 0:05Þ by using the
RDKE-method with a uniform kernel for four different angles. Fig. 5 shows the
2199 points, for which the hypothesis that the point does not lie on a jump curve
could be rejected. We see that there is a large dispersion around the true edges. To
avoid boundary problems we only used the points with a sufﬁciently large distance to
the border.
On these points, we applicate our estimator with the density of the standard
normal distribution as score function r: Again, we have to choose a bandwidth—the
scale parameter sN—what could be done with respect to the window size hN of the
RDKE-method. The smaller sN the more different lines are found. But since it is
relatively easy to reduce the number of lines afterwards, better results are achieved if
sN is not too big. Otherwise we would get less lines but each with a bigger deviation.
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Fig. 3. Original image with 100 100 f0; 1g-pixels.
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Therefore we choose the scale parameter that way that those points, which lie in the
corresponding window of the RDKE-method, have 95% ¼ 1	 a of the weight, that
is sN ¼ hNu1	a=2 ¼ 6:8u1	a=2E3:47: Since in general the window size hN is not known we also
used scale parameters sN ¼ 1:5 and sN ¼ 5 to show the dependence of the choice of
the scale parameter. Fig. 6 shows the estimated center lines for these three scale
parameters.
The number of true clusters is unknown in many applications. Our method
provides an easy way to obtain this number, since in general the maxima of the true
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Fig. 4. Image with normal distributed noise ðs ¼ 0:3Þ:
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Fig. 5. Estimated jump points, respectively observations zn;2199:
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clusters are considerably larger than the others (see Fig. 8). This is contrary to the
results of Arslan [1] where simultaneously the scale parameter is estimated. In this
approach the global maximum is attained at a regression line approximating all data
as good as possible and not at lines of clusters. This shows that the simultaneous
estimation of regression and scale parameter provides problems in choosing the right
lines, a reason why Arslan deals with special tests for identifying the true clusters.
The problems are caused by the fact that the simultaneous scale estimation provides
too large scale estimates which are not converging to zero with growing sample size.
If the number of clusters is known there are several methods to choose the true
clusters out of the set MNðzNÞ: Beside the usual methods like choosing those clusters
to which most of the points belong to, our method suggests also in this case to
choose the clusters with the largest local maxima of HNða; b; zNÞ: In this simulation
the three clusters with the most points and those with the largest maximum are the
same for all three scale parameters we used (see Figs. 7–9). Therefore, the choice of
the scale parameter seems not to be very critical especially if the number of clusters is
known.
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Fig. 6. Observations z2199 with the estimated cluster lines M2199ðz2199Þ for sN ¼ 1:5 (left), sN ¼ 3:47
(middle) and sN ¼ 5 (right).
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Fig. 7. Observations with the three center lines with the largest maxima for sN ¼ 1:5 (left) and sN ¼ 3:47
(right).
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The estimator provided in this paper has advantages over other methods especially
if the clusters are not at all separated like in this example. For example the regression
ﬁxed point cluster (FPC) method introduced by Hennig [10,11] cannot ﬁnd all three
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Fig. 10. Two cluster center lines found by the FPC method with automatically chosen tuning constant
c ¼ 5:54:
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clusters if the ‘‘tuning constant’’, which describes the separation of the clusters, is
chosen automatically (see Fig. 10). If the method is manually tuned then it ﬁnds a
fourth cluster containing all points (see Fig. 11) but without providing a canonical
method to choose the right clusters. Beside that, this method is not independent with
respect to rotation (see Fig. 12).
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Appendix. Proofs
For simplicity we dropped in the lemmata some assumptions. From the proofs it is
clear which of the assumptions in Section 5 are needed for the particular lemmata.
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and rotated observations.
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Proof of Lemma 1. Let bab0: Then we obtain for the derivative of h
@
@b
hðbÞðb	 b0Þ ¼
Z
f 0ðð1; x?Þðb	 b0ÞÞð1; x?ÞGoðdxÞðb	 b0Þ
¼
Z
ð1;x?Þðb	b0Þ40
f 0ðð1; x?Þðb	 b0ÞÞð1; x?Þðb	 b0ÞGoðdxÞ
þ
Z
ð1;x?Þðb	b0Þo0
f 0ðð1; x?Þðb	 b0ÞÞð1; x?Þðb	 b0ÞGoðdxÞ
o 0:
Hence h has only a maximum at b ¼ b0: &
Proof of Lemma 2. Assume that Gj has positive mass on a subspace S of R
p	1: Then
there exists *b with ð1; x?Þ *b ¼ 0 for all xAS: This means
hðv *bÞ ¼
XL
l¼1
gl
Z
f ðð1; x?Þðv *b	 blÞÞGlðdxÞ
X gj
Z
S
f ð	ð1; x?ÞbjÞGjðdxÞ ¼: w
for all vAR: If ZAN is such that wX1Z then fv *b; vARg is a subset of YZ so that YZ is
not compact. Conversely, assume that none of distributions Gl has positive mass on
a subspace of Rp	1: Let ZAN arbitrary and regard any sequence bðnÞAYZ: First
assume that bðnÞ is unbounded. The only possibility to obtain
lim supn-N f ðð1; x?ÞðbðnÞ 	 blÞÞ40 is that ð1; x?ÞbðnÞ is bounded and this can be
only satisﬁed by x from a subspace of Rp	1: Since Gl has no positive mass on a
subspace we have limn-N f ðð1; x?ÞðbðnÞ 	 blÞÞ ¼ 0 Gl-almost surely for all l ¼
1;y; L: This implies
lim
n-N
hðbðnÞÞ ¼ lim
n-N
XL
l¼1
gl
Z
f ðð1; x?ÞðbðnÞ 	 blÞÞGlðdxÞ ¼ 0
and therefore a contradiction to bðnÞAYZ: Hence bðnÞ is bounded. A subsequence of
bðnÞ converges also to a member bð0Þ of YZ since, with f ; also h is continuous. Hence
YZ is compact. &
Proof of Lemma 3. Let F be the distribution function belonging to the density f :
Since a?ðE?1nN ; E2nNÞ? has the density f and YnN ¼ b0a0p 	 1a0p a?01XnN we have
Pða?1 VnN þ apWnNpbÞ
¼ Pða?1 XnN þ apYnN þ a?ðE?1nN ; E2nNÞ?pbÞ
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¼ P a?1 XnN þ ap
b0
a0p
	 ap
a0p
a?01XnN þ a?ðE?1nN ; E2nNÞ?pb
 
¼
Z
P ap
b0
a0p
þ a?1 	
ap
a0p
a?01
 
x þ a?ðE?1nN ; E2nNÞ?pb
XnN ¼ x
 
G0ðdxÞ
¼
Z
P a?ðE?1nN ; E2nNÞ?pb 	
ap
a0p
b0 	 a?1 	
ap
a0p
a?01
 
x
XnN ¼ x
 
G0ðdxÞ
¼
Z
F b 	 ap
a0p
b0 	 a?1 	
ap
a0p
a?01
 
x
 
G0ðdxÞ:
Differentiation with respect to b provides the assertion. &
Proof of Lemma 4. We prove the assertion for the most difﬁcult case, that is for
EðH 00Nijðy; EN ; XNÞÞ: The other cases follow similarly.
Since rðeÞ-0 for er-7N we have in particular r e	c
lðy;xÞ
sN
 
f 0ðeÞ-0
and r0s
e	clðy;xÞ
sN
 
f ðeÞ-0 for er-7N; r; s ¼ 1;y; k: Hence partial integration
provides
EðH 00Nijðy; EN ; XNÞÞ
¼
XL
l¼1
gl
Z
1
skN
@2
@yi@yj
r
e 	 clðy; xÞ
sN
 
f ðeÞ de GlðdxÞ
¼
XL
l¼1
gl
Z
1
skN
@
@yi
r0
e 	 clðy; xÞ
sN
 ?
@
@yj
	clðy; xÞ
sN
 !
f ðeÞ de GlðdxÞ
¼
XL
l¼1
gl
Z
1
skN
@
@yi
clðy; xÞ?
sN
r00
e 	 clðy; xÞ
sN
 
@
@yj
clðy; xÞ
sN

	 r0 e 	 c
lðy; xÞ
sN
 ?
@2
@yi@yj
clðy; xÞ
sN
#
f ðeÞ de GlðdxÞ
¼
XL
l¼1
gl
Z
1
skN
@
@yi
clðy; xÞ? @
2
@2e
r
e 	 clðy; xÞ
sN
 
@
@yj
clðy; xÞ

	 @
@e
r
e 	 clðy; xÞ
sN
 ?
@2
@yi@yj
clðy; xÞ
#
f ðeÞ de GlðdxÞ
¼
XL
l¼1
gl
Z
1
skN
Z
r
e 	 clðy; xÞ
sN
 
@
@yi
clðy; xÞ? @
2
@2e
f ðeÞ @
@yj
clðy; xÞ de

þ
Z
r
e 	 clðy; xÞ
sN
 
@
@e
f ðeÞ
 ?
@2
@yi@yj
clðy; xÞ de
#
GlðdxÞ:
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Substituting v ¼ e	clðy;xÞ
sN
we get
EðH 00Nijðy; EN ; XNÞÞ
¼
XL
l¼1
gl
Z Z
rðvÞ @
@yi
clðy; xÞ?f 00ðsNv þ clðy; xÞÞ @
@yj
clðy; xÞ dv

þ
Z
rðvÞ f 0ðsNv þ clðy; xÞÞ? @
2
@yi@yj
clðy; xÞ dv

GlðdxÞ
¼
XL
l¼1
gl
Z Z
rðvÞ @
2
@yi@yj
f ðsNv þ clðy; xÞÞ dv GlðdxÞ:
This implies because of
R
rðvÞ dv ¼ 1; R rðvÞjjvjj dvoN and the Lipschitz continuity
of f 00 and @
2
@yiyj
clðy; xÞ
jEðH 00Nijðy; EN ; XNÞÞ 	 h00ijðyÞj
p
XL
l¼1
gl
Z Z
rðvÞ @
2
@yi@yj
f ðsNv þ clðy; xÞÞ 	 @
2
@yi@yj
f ðclðy; xÞÞ

 dv GlðdxÞ
p
XL
l¼1
gl
Z Z
rðvÞC0sN jvj dv GlðdxÞ ¼ CsN ;
where the constants C0 and C are independent of y and N: &
Proof of Lemma 5. Again, we prove the assertion for the most difﬁcult case, that is
for varðH 00Nijðy; EN ; XNÞÞ: The other cases follow similarly. With Lemma 4,
substitution of v ¼ e	cl ðy;xÞ
sN
; and supy f ðyÞoN because of condition (3), we obtain
varðH 00Nijðy; EN ; XNÞÞ
¼ 1
N
XL
l¼1
gl
Z
1
s2kN
@2
@yi@yj
r
e 	 clðy; xÞ
sN
  2
f ðeÞ de GlðdxÞ
"
	 ðEðH 00Nijðy; EN ; XNÞÞÞ2
i
¼ 1
N
XL
l¼1
gl
Z
1
s2kN
@
@yi
r0
e 	 clðy; xÞ
sN
 ?
@
@yj
	clðy; xÞ
sN
 ! !2
f ðeÞ de GlðdxÞ
	 1
N
ðh00ijðyÞ þ OðsNÞÞ2
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¼ 1
N
XL
l¼1
gl
Z
1
s2kN
@
@yi
clðy; xÞ?
sN
r00
e 	 clðy; xÞ
sN
 
@
@yj
clðy; xÞ
sN

	 r0 e 	 c
lðy; xÞ
sN
 ?
@2
@yi@yj
clðy; xÞ
sN
#2
f ðeÞ de GlðdxÞ þ O 1
N
 
¼ 1
N
XL
l¼1
gl
Z
1
skN
@
@yi
clðy; xÞ?
sN
r00ðvÞ @
@yj
clðy; xÞ
sN

	 r0ðvÞ? @
2
@yi@yj
clðy; xÞ
sN
2
f ðsNv þ clðy; xÞÞ dv GlðdxÞ þ O 1
N
 
p 1
Nskþ4N
XL
l¼1
gl
Z
@
@yi
clðy; xÞ?r00ðvÞ @
@yj
clðy; xÞ

	 sNr0ðvÞ? @
2
@yi@yj
clðy; xÞ
2
C1 dv GlðdxÞ þ O 1
N
 
with constant C1 independent of y: The conditions
R
r00rsðvÞ2 dvoN;
R
r0rðvÞ2 dvoN;
supyAY;xAX j @@yi clrðy; xÞjoN; supyAY;xAX @
2
@yi@yj
clrðy; xÞ
 oN for r; s ¼ 1;y; k; for
r; s ¼ 1;y; k and l ¼ 1;y; L; provide
varðH 00Nijðy; EN ; XNÞÞp
C
Nskþ4N
where the constant C is independent of y and N: &
Proof of Lemma 6. The representation of the largest eigenvalue of a matrix AARqq
as lmaxðAÞ ¼ supjjajj¼1 a?Aa provides that the largest eigenvalue is a uniform
continuous mapping from Rqq to R: Hence assertion (d) follows from (c). Since the
proofs for (a) and (b) are similar to (c), we prove again the assertion only for H 00Nij :
Fix an arbitrary d40; e40; and a compact set YCRq: Since f is a density and r can
be interpreted as a density, the Lipschitz continuity of the derivatives of f and r
implies that the derivatives are bounded. Choose c41 such that c is Lipschitz
constant for f 00; r00; @@yi c
l
rð; xÞ; @
2
@yi@yj
clrð; xÞ and such that supyARk jj f 0ðyÞjjoc;
supyARk jj f 00ðyÞjjoc; supyARk jjr0ðyÞjjoc; supyARk jjr00ðyÞjjoc; supyAY;xAX j @@yi clr
ðy; xÞjoc; and supyAY;xAX j @2@yi@yj clrðy; xÞjoc for r; s ¼ 1;y; k; i; j ¼ 1;y; q; l ¼
1;y; L: Since YCRq is compact, there exists DAR and MN :¼ D
s
qðkþ3Þ
N
 
disjoint
subsets J1N ;y; JMN N of Y such that
Y ¼
[MN
m¼1
JmN ;
sup
y;y0AJmN
jjy	 y0jjp d
18c4
skþ3N
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for all m ¼ 1;y; MN ; NAN: Let ymNAJmN for m ¼ 1;y; MN : According to
Lemmas 4 and 5, there exists c1 and N0AN such that
P jH 00NijðymN ; EN ; XNÞ 	 h00ijðymNÞj4
d
3
 
pP jH 00NijðymN ; EN ; XNÞ 	 EðH 00NijðymN ; EN ; XNÞÞj4
d
6

or jEðH 00NijðymN ; EN ; XNÞÞ 	 h00ijðymNÞj4
d
6

p36
d2
varðH 00NijðymN ; EN ; XNÞÞ
p36
d2
c1
1
Nskþ4N
p 36c12D
d2eNsqðkþ3Þþkþ4N
e
2D
s
qðkþ3Þ
N
p e
2D
s
qðkþ3Þ
N
for all NXN0 and m ¼ 1;y; MN ; since sN-0 and Nsqðkþ3Þþkþ4N -N: Then for
NXN0; we have
sup
m¼1;y;MN
PðjH 00NijðymN ; EN ; XNÞ 	 h00ijðymNÞj4
d
3
 
p
XMN
m¼1
PðjH 00NijðymN ; EN ; XNÞ 	 h00ijðymNÞj4
d
3
 
pMN
e
2D
s
qðkþ3Þ
N
p D
s
qðkþ3Þ
N
& ’
e
2D
s
qðkþ3Þ
N oe:
The Lipschitz continuity and bounds of f 0; f 00; r0; r00; @@yi c
l
r;
@2
@yi@yj
clr provide for all
yAJmN ; m ¼ 1;y; MN ; eN ¼ ðe1N ;y; eNNÞ?ARNk; xN ¼ ðx1N ;y; xNNÞ?AXN
jH 00NijðymN ; eN ; xNÞ 	 H 00Nijðy; eN ; xNÞj
p 1
N
XN
n¼1
1
skþ2N
@
@yi
cnðymN ; xnNÞ?r00 enN 	 c
nðymN ; xnNÞ
sN
 
@
@yj
cnðymN ; xnNÞ

	 @
@yi
cnðy; xnNÞ?r00 enN 	 c
nðy; xnNÞ
sN
 
@
@yj
cnðy; xnNÞ

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þ 1
N
XN
n¼1
1
skþ1N
r0
enN 	 cnðymN ; xnNÞ
sN
 ? @2
@yi@yj
cnðymN ; xnNÞ

	r0 enN 	 c
nðy; xnNÞ
sN
 ?
@2
@yi@yj
cnðy; xnNÞ

p 1
N
XN
n¼1
1
skþ2N
2c3 þ 1
sN
c4
 
þ 1
skþ1N
c2 þ 1
sN
c3
  !
jjymN 	 yjj
p 1
N
XN
n¼1
1
skþ3N
6c4jjymN 	 yjjod
3
;
and similarly
jh00ijðymNÞ 	 h00ijðyÞjo
d
3
:
Therefore, for all ðeN ; xNÞ with
sup
m¼1;y;MN
jH 00NijðymN ; eN ; xNÞ 	 h00ijðymNÞjp
d
3
;
we have
sup
yAY
jH 00Nijðy; eN ; xNÞ 	 h00ijðyÞj
¼ sup
m¼1;y;MN
sup
yAJmN
jH 00Nijðy; eN ; xNÞ 	 h00ijðyÞj
¼ sup
m¼1;y;MN
sup
yAJmN
H 00Nijðy; eN ; xNÞ 	 H 00NijðymN ; eN ; xNÞ

þ H 00NijðymN ; eN ; xNÞ 	 h00ijðymNÞ þ h00ijðymNÞ 	 h00ijðyÞ

pd:
This implies
P sup
yAY
jH 00Nijðy; EN ; XNÞ 	 h00ijðyÞjpd
 
XP sup
m¼1;y;MN
jH 00NijðymN ; EN ; XNÞ 	 h00ijðymNÞjp
d
3
 !
X1	 e;
and thus the assertion. &
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Proof of the Theorem 1. Let d; e40 arbitrary. At ﬁrst we show
PðMZNðEN ; XNÞCUdðMÞÞX1	 e2 for all ZAN; and then PðMCUd
ðMZNðEN ; XNÞÞÞX1	 e2 for ZXZ0:
1. Condition (10) ensures that there exists e140 such that jlmaxðh00ðyÞÞj4e1 for all
yAM0-YZ; where YZ is deﬁned by (3) andM0 by condition (10). Since, with f 00 and
@2
@yi@yj
clðy; xÞ; h00 is continuous and thus uniformly continuous on the compact set YZ;
there exists e240; d140 such that d1pd and jlmaxðh00ðyÞÞj4e2 for all
yAUd1ðM0Þ-YZ:
Since h0ðyÞa0 for all yAYZ\M0 and YZ\Ud1ðM0Þ is compact, the continuity of h0
implies the existence of e340 with jjh0ðyÞjj4e3 for all yAYZ\Ud1ðM0Þ: This can be
shown by contradiction: Assume for all kAN there exists ykAYZ\Ud1ðM0Þ with
jjh0ðykÞjjp1k: The compactness of YZ\Ud1ðM0Þ implies limk-N yk ¼
y0AYZ\Ud1ðM0Þ: However, since h and h0 are continuous, we have
1
Zplimk-N hðykÞ ¼ hðy0Þ and 0 ¼ limk-N h0ðykÞ ¼ h0ðy0Þ: This means that
y0AUd1ðM0Þ which is a contradiction.
Now let AN denote the set of all eNARNk and xNAXN with
supyAYZ jjH 0Nðy; eN ; xNÞ 	 h0ðyÞjjoe3=2 and supyAYZ jlmaxðH 00Nðy; eN ; xNÞÞ 	
lmaxðh00ðyÞÞjoe2=2: Then for all ðeN ; xNÞAAN ; we have:
jjH 0Nðy; eN ; xNÞjj4e3=2 for all yAYZ\Ud1ðM0Þ;
lmaxðH 00Nðy; eN ; xNÞÞo	 e2=2 for all yAUd1ðM0Þ-YZ with lmaxðh00ðyÞÞo0;
lmaxðH 00Nðy; eN ; xNÞÞ4e2=2 for all yAUd1ðM0Þ-YZ with lmaxðh00ðyÞÞ40:
Hence, the local extrema of HNð; eN ; xNÞ within YZ are all lying in Ud1ðM0Þ:
Moreover, the local maxima are lying in sets Ud1ðfygÞ where y is a maximum point
of h: This implies MNðeN ; xNÞ-YZCUd1ðMÞCUdðMÞ and thus
ANCfðeN ; xNÞ; MNðeN ; xNÞ-YZCUdðMÞg:
Since Lemma 6 implies the existence of N0 such that PðANÞX1	 e2 for all NXN0 the
ﬁrst assertion is proved.
2. SinceM is ﬁnite because of condition (9), there exists Z0 such thatM is included
in an open subset of YZ0 : Moreover, condition (9) provides the existence of
0od1od2od and e140 with hðyÞohðy0Þ 	 e1 for all yAUd2ðMÞ\Ud1ðMÞ and all
y0AM: Additionally, d2 can be chosen such that Ud2ðMÞCYZ0 :
For any Z4Z0; let AN denote the set of all eNAR
Nk and xNAXN with
supyAYZ jjHNðy; eN ; xNÞ 	 hðyÞjjoe1=3: Then we have for all ðeN ; xNÞAAN
HNðy; eN ; xNÞohðyÞ þ e1
3
ohðy0Þ 	 2e1
3
oHNðy0; eN ; xNÞ 	 e1
3
for all yAUd2ðMÞ\Ud1ðMÞ and all y0AM: This means that HNðy; eN ; xNÞ has a local
maximum within Ud1ðfy0gÞ for each y0AM: Hence MCUdðMZNðeN ; xNÞÞ: Again
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Lemma 6 provides the existence of N0 such that PðANÞX1	 e2 for all NXN0 so that
the second assertion is proved. &
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