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We consider the stability of nodal surfaces in fermionic band systems with respect to the Coulomb
repulsion. It is shown that nodal surfaces at the Fermi level are gapped out at low temperatures due
to emergent particle-hole orders. Energy dispersion of the nodal surface suppresses the instability
through an inhomogenous phase. We argue that around criticality the order parameter fluctuations
can induce superconductivity. We show that by tuning doping and disorder one could access vari-
ous phases, establishing fermionic nodal surface systems as a versatile platform to study emergent
quantum orders.
Introduction: The last decade saw a surge of re-
search activity aimed at a better understanding of the
physics of nodal objects in three-dimensional fermionic
band structures1–3. Most studied is the case of
Weyl semimetals with nodal points, recently discovered
experimentally4,5. They generically appear in any band
structure provided time-reversal or inversion symmetry
is broken. Remarkably, nodal points do not exhaust all
possible nodal objects in a three-dimensional band struc-
ture. In 2011 Weyl nodal loops, where two bands inter-
sect each other on closed two-dimensional curves, were
predicted6–8. A generic nodal loop has to be protected
by symmetries. It is distinguished by a pi Berry phase
on a contour that links with it and exhibits nearly flat
drumhead states in the boundary spectrum8,9.
More recently another type of nodal object was pro-
posed - a nodal surface10,11. The nodal surface is a
two-dimensional degeneracy of energy bands that forms
a closed surface in the Brillouin zone. While less generic
then the nodal points, they can nevertheless appear
in systems that possess certain additional symmetries,
such as sublattice or mirror symmetries. Nodal sur-
faces protected by different symmetries were theoreti-
cally predicted12–17 and their topological stability against
small perturbations of the non-interacting Bloch Hamil-
tonian was investigated14–16. Material realizations of
nodal surfaces were also proposed17,18.
However, to understand the robustness of nodal ob-
jects in real solids it is imperative to study their stabil-
ity with respect to interactions. In Weyl point19–21 and
loop22 semimetals it has been shown that short-range in-
teractions need to be stronger then a certain threshold to
destroy the nodal structures. The long-range part of the
Coulomb interaction is marginally irrelevant23,24 in the
case of Weyl points. In nodal line systems the Coulomb
interaction is partially screened, but turns out to be irrel-
evant as well25. On the other hand, introducing a finite
density of states by breaking inversion symmetry26 or
doping27,28 results in instabilities already at weak cou-
pling.
In this paper we study the fate of nodal surfaces in
the presence of the Coulomb interaction. First we show
that the long-range part of the Coulomb interaction ren-
ders nodal surfaces at the Fermi level unstable to forma-
tion of an ’excitonic insulator’, first proposed by Keldysh
and Kopaev in the seminal paper29. Subsequently, we
demonstrate that the energy dispersion of the nodal sur-
face suppresses the instability. We specify our discus-
sion to the case where the band structure has two-fold
degeneracy in the Brillouin zone supplemented by spin
rotational invariance, giving rise to the so-called Dirac
nodal surface. We analyze the emerging orders in mean-
field approximation for different combinations of short-
and long-range repulsion and in the presence of sublattice
symmetry. Additionally, we show that doping and disor-
der can serve as experimental ’knobs’ that grant access to
various phases including the particle-hole counterpart of
the elusive FFLO state30,31 of superconductors. Finally,
we argue that fluctuations of the particle-hole order pa-
rameter might lead to unconventional superconductivity
in the vicinity of the doping-induced quantum critical
point.
Particle-hole instability of the nodal surface: We start
by showing that long-range Coulomb repulsion can ren-
der nodal surfaces unstable. First we consider the case
of a particle-hole symmetric Weyl nodal surface at the
Fermi energy described by the two-band Hamiltonian
Hˆ0 =
∑
p
cˆ†pε(p)σz cˆp, (1)
where the energy ε(p) is measured with respect to the
Fermi level. In what follows, we will use the linearized
form of the dispersion near the Fermi level ε(p) ≈
vF (θ, ϕ) · (p − pF (θ, ϕ)), where θ and ϕ are the angles
in spherical coordinates, assuming |vF (θ, ϕ)| 6= 0. With-
out interaction, the system described by (1) contains an
electron- and a hole-like Fermi surface that coincide in
the momentum space (see Fig. 1a). For the following
discussion we will consider the generalization of (1) to
the case with N0 identical nodal surfaces, which results
in N0 pairs of coinciding electron and a hole-like Fermi
surfaces.
Importantly, the system has a finite density of itinerant
charge carriers and the Coulomb potential is screened.
In the random phase approximation (that can be jus-
tified in the regime N0  132,33) one has 4pie2/q2 →
ar
X
iv
:1
80
7.
09
17
0v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
14
 D
ec
 20
18
2a) b)
FIG. 1. Two-dimensional projection of the electron (dashed
red) and hole (solid blue) Fermi surfaces for a system with a
nodal surface (1) a) at zero energy; arrows show the direction
of Fermi velocities b) with energy dispersion (see text); cross-
ings of the two surfaces are projections of a single zero-energy
nodal line.
(q2/4pie2−Π(iωn,q))−1. To study the low-energy effects
we approximate the interaction by its static (ωn = 0)
value at low momenta34 such that Π(iωn,q) reduces to
−ν (ν being the total density of states) resulting in
HˆCoul ≈ U0
2V
∑
p,p′,q
cˆ†p+q,σ cˆ
†
p′−q,σ′ cˆp′,σ′ cˆp,σ, (2)
where V is the volume of the system and U0 = ν−1. Note
that ν = 2N0ν0, where ν0 is the density of states of a
single Fermi surface (electron- or hole-like).
Let us now consider the possible instabilities of (1)
with interaction (2). Decoupling the repulsive interac-
tion (2) with the Hubbard-Stratonovich procedure one
immediately finds that the particle-hole channels with
order parameters Wi(Q) = U0
∑
p〈cˆ†pσicˆp+Q〉 are all at-
tractive with the same coupling constant. Moreover, the
Wx and Wy orders for Q = 0 can be shown to develop a
weak-coupling instability. The self-consistency equation
for these orders has the form:
1
U0
=
ν0
2
∫
dε
tanh
√
ε2+W 2
2T√
ε2 +W 2
, (3)
where the density of states is approximated by a constant
ν(ε) ≈ ν0 and W =
√
W 2x +W
2
y . Due to the logarithmic
divergence of the r.h.s. at low temperatures we see that
a transition occurs for an arbitrary weak coupling with
the critical temperature being
Tc =
2eγ
pi
Λe−2N0 , (4)
and the value of the order parameter at zero tempera-
ture W0 = 2Λe
−2N0 , where Λ is the upper cutoff for the
energy integral in (3). Physically, Λ is determined by the
structure of the dispersion in (1) away from the Fermi
surface. In particular, it is fixed by the bandwidth and
the Fermi energy with respect to the band bottom. The
eigenenergies in the presence of the order parameter are
E(p) = ±√ε(p)2 +W 2 clearly showing that a gap has
opened and the nodal surface is destroyed.
For a single Weyl nodal surface (N0 = 1), the transi-
tion corresponds to breaking of a global U(1)z symmetry
generated by
∑
p cˆ
†
pσz cˆp. We note that the degeneracy
between Wx and Wy orders is due to the highly symmet-
ric form of the interaction (2); additional interactions can
break this degeneracy such that only a particular linear
combination of them will develop a non-zero expectation
value. However, if these additional interactions are much
smaller then U0 the equations for Tc and W0 will ap-
proximately hold. We discuss in detail the influence of
additional interactions below for the case of a Dirac nodal
surface.
Nodal surfaces with energy dispersion: While presence
of nodal surfaces in the band structure can be guaranteed
by symmetry and the ensuing topological invariants14,
they do not have to be pinned to the Fermi energy. In-
deed, a term of the form f(p)σ0 can be always added
to the Hamiltonian (1) without breaking any symme-
tries generated by σi. This term shifts the nodal surface
ε(p) = 0 to an energy f(p) and breaks the particle-hole
symmetry. As a result, a generic nodal surface coincides
with Fermi surfaces on a set of loops in momentum space.
Physically, a constant f(p) = f0 is equivalent to a shift
of the chemical potential. Consequently, a constant f0
can be experimentally realized by doping electrons/holes
into the system. Momentum-dependence of f(p), on the
other hand, is determined by the specific material. For
the particular case of a Dirac nodal surface protected
by sublattice symmetry (see below), f(p) corresponds to
intra-sublattice hopping.
We can now expand the function f(p) near the Fermi
surface f(p) ≈ γ(θ, ϕ) + δ(θ, ϕ)ε(p) + O(ε2). The re-
sulting eigenenergies of the free Hamiltonian are then
E± = (δ(θ, ϕ) ± 1)ε(p) + γ(θ, ϕ). γ(θ, ϕ) leads to the
electron and hole Fermi surfaces not being coincident
anymore(see Fig. 1b), while δ(θ, ϕ) gives rise to a dif-
ference between the Fermi velocities of the electron and
hole bands. The latter can be shown35 not to destroy the
weak-coupling instability.
Let us now analyze the physical consequences of a con-
stant γ(θ, ϕ) = γ0. We assume γ0  EF such that the
density of states remains unchanged. In this case the
mean-field Hamiltonian can be written as
HMF =
[
cˆp,1
cˆp,2
]† [
ε(p) + γ0 Wx − iWy
Wx + iWy −ε(p) + γ0
] [
cˆp,1
cˆp,2
]
.
One can note the similarity to the Hamiltonian of a su-
perconductor in a Zeeman field. As is well known31,
at low temperature the order parameter vanishes via a
first-order transition at the Clogston-Chandrasekar limit
γcr0 = W0/
√
2, where W0 is the order parameter in the
absence of the Zeeman field. This implies that γ0 stabi-
lizes the nodal surface against weak enough interactions.
Importantly, the first order phase transition is pre-
empted by an instability to the formation of a period-
ically modulated state30,31,36. In our case this corre-
sponds to a particle-hole order parameter of the form
3cˆ†α,p+Qcˆα′,p, i.e. a charge-, spin-, or bond current den-
sity wave. A formal analogy extends also to itinerant
antiferromagnets37–39. A qualitative phase diagram is
presented in Fig. 2. As the details of the modulated (in-
commensurate) phase such as the direction and magni-
tude of the modulation wavevector are quite sensitive to
the Fermi surface details, we do not consider them here.
Generally, one would expect Q to connect the points
with opposite Fermi velocities with the lowest curvature.
Hence, low-dimensionality and presence of flat portions
of the Fermi surface promote such phases36.
Let us move on to the effect of a non-constant γ(θ, ϕ).
For the homogenous order, given the critical temperature
Tc for γ = 0 (4), one can extract the new critical tempera-
ture T ′c from the equation
35 log
T ′c
Tc
= − 12 〈ψ
(
1
2 +
i|γ|
2piT ′c
)
+
ψ
(
1
2 − i|γ|2piT ′c
)
− 2ψ ( 12)〉FS , where ψ(z) is the digamma
function and 〈...〉FS =
∫
...ν0(ε=0,θ,ϕ)dΩ4piν0 . We observe that
the physical effect of Tc suppression is present even if
〈γ〉FS = 0. At low temperatures, unlike for γ =const,
the order parameter may change its value before disap-
pearing, since electron/hole pockets can start to appear
in regions where |γ(θ, ϕ)| > W0. We note that for the
incommensurate phases the results will depend on the
particular realization of γ(p) and thus we shall not con-
sider them here.
doping
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FIG. 2. Tentative temperature-doping phase diagram for a
nodal surface system with repulsive interaction. Doping scale
is given by the value of γ0 (see text) normalized to γ
cr
0 =
W0/
√
2. ’C’ is the commensurate (homogenous) particle-hole
order, while ’I’ is the modulated phase. A superconducting
(’SC’) phase around the particle-hole QCP (shaded grey area)
could emerge for the Dirac nodal surfaces.
Dirac nodal surface: Up to now, we have not discussed
the physical meaning of the emergent orders Wi. To
do so, we need to know how the fermionic operators
cˆp change under symmetry operations, which, in gen-
eral, depends on the system. Here we analyze the par-
ticular case of a single Dirac nodal surface (N0 = 2)
protected by inversion enriched time-reversal symmetry
(TRS+I) and sublattice symmetry on a bipartite lattice
(BDI class in14). In this case the system has full spin ro-
tational invariance and the Hamiltonian retains the form
(1), being trivial (unity matrix) in spin space. On the
other hand, in the sublattice basis the Hamiltonian has
to be off-diagonal due to the sublattice symmetry. More-
over, the inversion-enriched TRS acts as complex con-
jugation (but does not flip the momentum) leading to
H(p) = H∗(p). Consequently, the tight-binding Hamil-
tonian respecting the symmetry can contain only the real
intersublattice hopping ∼ σx. Thus the unitary transfor-
mation U = (σx + σz)/
√
2, which acts as U−1σzU = σx,
transforms the operators from the ’band basis’ of (1) to
the sublattice basis.
The instability analysis performed above can be di-
rectly applied to the Dirac nodal surface problem. How-
ever, apart from Wx and Wy, spinful orders Wi,j =
U0
∑
p〈cˆ†pσisj cˆp〉, where i = x, y and sj denotes the set
of spin Pauli matrices, also develop weak coupling insta-
bilities.
Now let us identify the physical meaning of the respec-
tive orders. Since σx
U→ σz, the Wx order parameter has
the meaning of an energy offset between the two sub-
lattices. This leads in turn to a charge offset resulting
in a charge density wave (CDW). Note that the CDW in
this case breaks only the sublattice, but not translational
symmetry. σy
U→ −σy and thus in the sublattice basis the
Wy order introduces a nonzero average i〈cˆ†AcˆB − cˆ†B cˆA〉
that implies a current flowing between different sublat-
tice sites A and B. Since in the ground state the total
current between the sublattices should be zero, compen-
sating inter-unit cell currents should be also present with
their structure being determined by the form of ε(p).
The CDW/bond current orders, discussed above, pre-
serve/break TRS, respectively. Turning now to spin or-
ders, one observes that Wx,i break both sublattice and
time-reversal symmetry and essentially represent intra-
unit cell antiferromagnetism (AFM). On the other hand,
the orders Wy,i do not break TRS and correspond to spin
current order.
The interaction (2) results in the orders Wx,i and Wy,i
forming a degenerate manifold. However, as the repre-
sented orders break different symmetries, one would ex-
pect this degeneracy to be accidental. Indeed, we show
now that the inclusion of simplest on-site interactions al-
lowed by symmetry lifts this degeneracy. Namely, let us
add the on-site Hubbard repulsion U [nˆA↑ nˆ
A
↓ + nˆ
B
↑ nˆ
B
↓ ] and
the repulsion between the two sublattices V nˆAnˆB , where
we introduced the densities nˆA(B) = cˆ†(1 ± σx)cˆ/2. De-
coupling these interactions35 with respect to the same
channels as before we get corrections to the transition
temperatures (4) resulting from 2N0 → (1/(2N0) −
V0ν0λi,j)−1, where V0 is the unit cell volume. The cou-
pling constants for the orders Wi,j are λx,0 = U − 2V ,
λx,{x,y,z} = −U and λy,{0,x,y,z} = −V . Consequently,
for U > V the intra-unit cell antiferromagnetic order is
the leading one, while for U < V the CDW order wins
4(see Fig. 3). Note that the influence of the short-range
interactions can be controlled by the density of states ν0,
i.e. for dilute systems the screened Coulomb interaction
(2) is still the dominant one. On the other hand, we con-
sider λi,j to be not too small, such that the fluctuations
of competing orders could be neglected.
U>V: AFM U<V: CDW Disorder: Bond 
(spin-)currents
FIG. 3. An illustration of the emergent states possible for a
single Dirac nodal surface. Above the illustrations the neces-
sary conditions for their realization are given.
Effects of disorder: As nodal surface systems are 3D
metals with finite density of states, weak disorder that
preserves all symmetries is not expected to disrupt nodal
surfaces40,41. On the other hand, interaction-induced
particle-hole orders can be suppressed even for low impu-
rity concentration. We show below that this effect allows
one to promote the (otherwise subleading) staggered cur-
rent phase discussed above (see Fig. 3).
We perform the calculation in the framework of
Abrikosov-Gor’kov theory42. Namely, let us consider im-
purity potential affecting atoms of one of the sublattices
only, corresponding to a single-site substitution or va-
cancy, with the Hamiltonian Hˆimp = u/
√
2cˆ†(r0)(1 ±
σx)⊗s0cˆ(r0) (for other types of impurities see35). Assum-
ing randomly distributed impurity positions one obtains
the equation for the critical temperature T dc in the pres-
ence of disorder for the case of weak dilute impurities
(up3F  EF , pF l 1, where l is the mean free path) for
the orders Wx,i and Wy,i
log
Tc
T dc
= ψ
(
1
2
+
Γx,y
2piT dc
)
− ψ
(
1
2
)
, (5)
where Γx = 4Γ, Γy = 2Γ with Γ = piu
2nν0, where n
is the impurity concentration. One can see the suppres-
sion rates are smaller for the Wy,i orders, that have been
identified above as subleading (T yc < T
x
c ). The transi-
tions will be completely suppressed for Γxcr =
pi
8eγ T
x
c and
Γycr =
pi
4eγ T
y
c , for the Wx,i and Wy,i orders, respectively.
Thus, if T yc /T
x
c > 1/2, there exists a range of impurity
concentrations such that the (spin-) current order can
overcome the competing CDW or AFM order.
Quantum critical point and unconventional supercon-
ductivity: Above we pointed out the possibility of sup-
pressing the particle-hole orders by doping (see also
Fig.1). With the situation being similar to the high-
Tc superconductors
43,44, it is natural to ask whether the
fluctuations of the suppressed order around the critical
doping can induce superconductivity. The interfermion
interaction due to the critical fluctuations of a particle-
hole order can be described by an effective action
SQCP = −gTV
∑
p,p′,q
χ(q)c†p+qWˆ cpc
†
p′−qWˆ cp′ , (6)
where Wˆ is a matrix in the band and spin space corre-
sponding to the particle-hole order parameter and q ≡
(q, ωn). χ(q) has the Ornstein-Zernike form (ω
2
n/c
2 +
(q−Q)2 + ξ−2)−1, ξ being the correlation length of the
fluctuations. Assuming Q  pF and not too small ξ we
can restrict our consideration to momentum-independent
order parameters ∆α,α′ =
∑
p cˆp,αcˆ−p,α′ . The condition
for the interaction to be attractive is Tr[∆†Wˆ∆WˆT ] > 0.
Moreover, only intraband ∼ σ0,z pairing results in log-
arithmic enhancement at low temperatures. For CDW
QCP Wˆ ∼ σx and conventional singlet superconductiv-
ity ∆ ∼ σ0⊗ isy is promoted. For AF QCP, on the other
hand, Wˆ ∼ σx⊗~s and the singlet channel ∆ ∼ σz⊗isy is
attractive. This type of pairing corresponds to a full-gap
superconductivity with a sign change between the elec-
tron and hole Fermi surfaces similar to the s± state in
the iron-based superconductors43.
Outlook and conclusion: Our results can be readily
applied to a number of proposed physical realizations of
nodal surfaces11,17,18. For systems with few small nodal
surfaces, such as Y H3 proposed in
17, one can expect that
the long-range part of the Coulomb repulsion is likely
to be the dominant interaction. On the other hand, in
the case of graphene networks11 one has two Dirac nodal
surfaces (N0 = 4) and thus the instability is likely to
be driven by short-range repulsion or electron-phonon
interactions not considered here. Finally, we note that
the layered material ZrSiS is a promising candidate for
hosting weakly dispersive nodal surfaces, with dispersion
provided by the interlayer hopping. Recently it has been
studied in45 using a 2D square lattice model with a nodal
line.
Overall, our results show that systems with nodal sur-
faces could serve as a potential platform for realizing a
multitude of quantum orders (Fig.2, Fig.3) with many
experimentally accessible ’knobs’, such as doping or dis-
order, to probe the phase diagram.
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1I. SUPPLEMENTAL MATERIAL: COULOMB-INDUCED INSTABILITIES OF NODAL SURFACES
II. CRITICAL TEMPERATURE IN PRESENCE OF NON-CONSTANT γ(θ, ϕ)
In the presence of γ(θ, ϕ) the self-consistent gap equation is
1
U0
= T
∑
εn
∫
dε
1
(εn + iγ(θ, ϕ))2 +W 2 + ε2
. (S1)
The new critical temperature T ′c can be computed as follows
log
T ′c
Tc
=
∫
dΩ
4pi
T ′c
∑
εn
∫
dε
1
(εn + iγ(θ, ϕ))2 + ε2
−
Λ/(2piT ′c)∑
n=−Λ/(2piT ′c)
1
|2n+ 1|
≈
∫
dΩ
4pi
piT ′c
∑
εn
sgnεn
εn + iγ(θ, ϕ)
− 1|εn| =
∫
dΩ
4pi
piT ′c
∑
εn>0
−2γ2(θ, ϕ)
|εn|(ε2n + γ2(θ, ϕ))
=
−1
2
〈ψ
(
1
2
+
i|γ|
2piT ′c
)
+ ψ
(
1
2
− i|γ|
2piT ′c
)
− 2ψ
(
1
2
)
〉FS ,
where we assumed the cutoff energy to be much larger then T ′c. Assuming γ  T ′c we get
T ′c = Tc
(
1 +
ψ′′(1/2)
8pi2
〈γ2〉FS
T 2c
)
.
III. GAP EQUATION MODIFICATION DUE TO δ(θ, ϕ)
Near the critical temperature the right-hand-side of the gap equation (3) should be replaced with
ν0
∫
dε
tanh ε2Tc
2ε
→ ν0
∫
dε
〈
tanh (1+δ)ε2Tc + tanh
(1−δ)ε
2Tc
〉
FS
4ε
.
Splitting the integral into two and introducing the variables (1±δ)ε2Tc in the respective integrals, we find that the only
effect of δ is to renormalize the cutoff. For small δ one gets, e.g., Λ → Λ(1 − 〈δ2〉FS). Thus one can see that δ does
not destroy the weak-coupling instability.
IV. HUBBARD-STRATONOVICH PROCEDURE FOR GENERIC INTERACTIONS
Let us consider a general short-range interaction term with a certain structure in the space of internal degrees of
freedom
gij
∑
p,p′,q
cˆ†p+qΓicˆpcˆ
†
p′−qΓj cˆp′ .
For the mean-field analysis we need to perform the Hubbard-Stratonovich decoupling with respect to particular
combinations of the fields cˆ†p,αcˆp,β . Let us denote
∑
p cˆ
†
p,αcˆp,β ≡ bαβ . Out of the total interaction we can extract two
terms (by fixing one of the momenta) that can be decoupled
HH =
∑
p,p′
cˆ†pΓicˆpcˆ
†
p′Γj cˆp′ , and HF =
∑
p,p′
cˆ†p′Γicˆpcˆ
†
pΓj cˆp′ ,
where the first term corresponds to the Hartree-like energy and the second one to the Fock-like exchange. Now let us
rewrite these expressions using bαβ
HH = gijTr{bΓti}Tr{bΓtj}, HF = −gijTr{ΓtjbΓtib},
2where the superscript t denotes transposition. Decomposing b into different channels b = 12N0
∑
l blΓl, where bl =
Tr{bΓl} we can rewrite the total interaction term as
Hint =
1
4N0
∑
lm
blbmλlm,
λlm =
1
N0
∑
ij
gij [Tr{ΓlΓti}Tr{ΓmΓtj} − Tr{ΓtjΓlΓtiΓm}].
(S2)
The eigenvalues of the matrix λlm give the interaction constants for the channels represented by the eigenvectors.
The Hubbard-Stratonovich decoupling is then performed for each channel separately. In the case of the Dirac nodal
surface, it is convenient to use the matrices σa⊗ sb as the basis Γ. In this representation the matrix λ in (S2) has four
indices, i.e., λab,cd. In the main text we discuss particular examples. The on-site Hubbard repulsion has the form
U [nA↑ n
A
↓ + n
B
↑ n
B
↓ ] =
U
4
[c†↑(1 + σx)c↑c
†
↓(1 + σx)c↓ + c
†
↑(1− σx)c↑c†↓(1− σx)c↓] =
U
2
[c†↑c↑c
†
↓c↓ + c
†
↑σxc↑c
†
↓σxc↓] =
U
8
[c†(1 + sz)cc†(1− sz)c+ c†σx(1 + sz)c↑c†σx(1− sz)c] =
U
8
[(c†c)2 − (c†szc)2 + (c†σxc)2 − (c†σxszc)2].
The inter-sublattice repulsion is
V nAnB =
V
4
[c†(1 + σx)cc†(1− σx)c] = V
4
[(c†c)2 − (c†σxc)2].
In the momentum space U, V → (U, V )/N , where N is the number of unit cells that can be expressed as V/V0. A
direct calculation using (S2) leads then to the results in the main text. The screened long-range part of the Coulomb
repulsion yield λll = −U0. As λl 6=m = 0 the channels do not mix and considering one particular channel one gets the
following effective Lagrangian:
Leff =
N0VW 2l
U0 − λlV0 +
∑
p
c†(p, τ)(∂τ + ε(p)σz +WlΓl)c(p, τ).
Integrating the fermions out one can derive a self-consistency equation for Wl:
2Wl
U0 − λlV0 =
1
N0V T
∑
εn,k
∂
∂Wl
Tr log[iεn − ε(p)σz −WlΓl].
For the case of N0 Weyl nodal surfaces with intrasurface Wx/y order this results in
1
U0−λlV0 = ν0
∫
dεT
∑
εn
1
ε2n+ε
2+W 2 .
V. EFFECT OF WEAK DISORDER ON PARTICLE-HOLE INSTABILITIES
We introduce a matrix Green’s functions −〈Tτψ(p, τ)αψ(p, 0)β〉 with the anomalous part due to a particle-hole
order parameter. As the order parameters considered have the off-diagonal structure with σx or σy we get
G0(iεn,p) = (iεn − ε(p)σ3 − Wˆ ) = − iεn + ε(p)σ3 + Wˆ
ε2n + ε(p)
2 +W 2
,
where Wˆ corresponds to a particular order: Wˆ = Wσx,y ⊗ s0,x,y,z. The effect of impurities of a certain type at
position are described by the potential∫
drVimp(r)c
†(r)Tˆ c(r), Vimp(r) = uT
∑
i
δ(r− ri)
where the hermitian matrix Tˆ describes the intra-unit cell structure of the impurity. Subsequently, an averaging over
the impurities positions is carried out such that
〈Vimp(r)〉ri = nTuT , 〈Vimp(r)Vimp(r′)〉ri = nTu2T δ(r− r′),
3where nT is the impurity concentration. We assume that the impurities do not break the symmetries of the system on
the average. First, we consider spinless impurities with Tˆ0 = σ0⊗s0 and Tˆ± = 1√2 (1±σx)⊗s0, the latter corresponding
to a single-site substitution or vacancy (note that u+ = u− and the concentrations of ′+′ and ′−′ impurities are equal
to preserve the sublattice symmetry). For paramagnetic impurities we write the impurity matrix as ~STˆ ⊗~s (where Tˆ
stands for Tˆ0 or Tˆ± defined above) and subsequently average over the direction of ~S: 〈~S〉 = 0, 〈SiSj〉 = S(S+1)3 δij . The
impurities introduced above act on a given lattice site. On the other hand, impurities that contain σz or σy correspond
physically to a change of the hopping integrals. This effect should be considerably weaker than the potential directly
induced by the charge or spin of an impurity at lattice sites and thus we do not consider them in detail.
Self-energy in the lowest order is simply equal to u0n0 +
√
2u±n± that should be compensated by an appropriate
change of the chemical potential as we assume that impurities do not change the doping. In the second-order
perturbation theory the effect of a particular type of impurity leads to the self-energy
Σ(iεn) = −Γi
pi
∫
dεTˆ
iεn + εσ3 + Wˆ
ε2n + ε
2 +W 2
Tˆ , (S3)
where Γi = piu
2
iniν0 for nonmagnetic and Γ
M
i = pi(u
M
i )
2nν0S(S + 1) for magnetic impurities, where i = 0,+,−. The
effect of this self-energy is to renormalize the εn and Wˆ terms in the bare propagator: εn → ε˜n and Wˆ → W˜ (εn).
Consequently one can actually evaluate the sum of all non-crossing diagrams by evaluating (S3) with the renormalized
εn and Wˆ . The resulting self-consistency equation (Dyson equation) is:
G−1 + Σ = G−10 ,
ε˜n
1− ΓΣ 1√
ε˜2n + W˜
2
 = εn,
W˜ +
∑
i
Γi
TˆiW˜ Tˆi√
ε˜2n + W˜
2
= Wˆ ,
(S4)
where ΓΣ =
∑
i Γi = Γ0 + 2Γ± + Γ
M
0 + 2Γ
M
± , the sum being over the considered types of impurities. Assuming
W˜ ∼ Wˆ ∼ σx,y ⊗ si, one can rewrite the second one as
W˜ = Wˆ
1 + Γ′W√
ε˜2n + W˜
2
−1 ,
where Γ′W stands for
Γ′x,0 = Γ0 + 2Γ± + Γ
M
0 + 2Γ
M
± , Γ
′
y,0 = Γ0 + Γ
M
0 ,
Γ′x,{x,y,z} = Γ0 + 2Γ± −
ΓM0 + 2Γ
M
±
3
, Γ′y,{x,y,z} = Γ0 −
ΓM0
3
.
We now introduce the renormalized Green’s function in the self-consistency equation for the order parameter
Wˆ
ν0λ
= T
∑
εn
piW˜√
ε˜2n + W˜
2
.
Near Tc we can expand this equation along with (S4) to obtain
1 = 2piν0λT
∑
εn>0
1
εn + (ΓΣ + Γ′W )
≈ ν0λ
(
log
Λ
2piT dc
− ψ
(
1
2
+
ΓΣ + Γ
′
W
2piT
))
.
It follows then that
log
Tc
T dc
= ψ
(
1
2
+
ΓW
2piT dc
)
− ψ
(
1
2
)
,
where ΓW = ΓΣ + Γ
′
W .
