The connection between the commutativity of a family of n × n matrices and the generalized joint numerical ranges is studied. For instance, it is shown that F is a family of mutually commuting normal matrices if and only if the joint numerical range W k (A1, . . . , Am) is a polyhedral set for some k satisfying |n/2 − k| ≤ 1, where {A1, . . . , Am} is a basis for the linear span of the family; equivalently, W k (X, Y ) is polyhedral for any two X, Y ∈ F. More generally, characterization is given for the c-numerical range Wc(A1, . . . , Am) to be polyhedral for any n × n matrices A1, . . . , Am. Other results connecting the geometrical properties of the joint numerical ranges and the algebraic properties of the matrices are obtained. Implications of the results to representation theory, and quantum information science are discussed.
Introduction
Denote by M n the set of n × n complex matrices. Let c ∈ R n be a real vector with entries c 1 ≥ · · · ≥ c n . The joint c-numerical range of A = (A 1 , . . . , A m ) ∈ M m n is defined by
If c 1 = c n , then W c (A) = {c 1 (trA 1 , . . . , trA m )}. We will always assume that c 1 > c n to avoid this trivial case. When c 1 = · · · = c k = 1 and c k+1 = · · · = c n = 0, W c (A) reduces to the joint k-numerical range of A, denoted by W k (A). In particular, if k = 1, we get the classical joint numerical range W (A). The joint c-numerical range is useful in studying the behavior of the family of matrices {A 1 , . . . , A m }. One may see [2, 6, 10, 12] for some background. Even for a singular matrix A ∈ M n , there is interesting interplay between the geometrical properties of W c (A) and the algebraic and analytic properties of A ∈ M n ; see [8, 11, 12] . Here we list a few such properties pertinent to our study. (1.5) The following conditions are equivalent.
(a) A is normal.
(b) There is a positive integer k with |n/2 − k| ≤ 1 such that W k (A) is polyhedral.
(c) There is c = (c 1 , . . . , c n ) t ∈ R n with c 1 ≥ · · · ≥ c n satisfying c k > c k+1 for some k with |n/2 − k| ≤ 1 such that W c (A) is polyhedral. (d) For any c ∈ R n , W c (A) is polyhedral.
More generally, we have the following characterization of A ∈ M n such that W k (A) or W c (A) is polyhedral for general k and c. For c ∈ R n with entries arranged in descending order c 1 ≥ · · · ≥ c n , let γ(c) = max({j ≤ n/2 : c j > c j+1 } ∪ {n − j ≤ n/2 : c j > c j+1 }).
(1) It is known that (1.1) may fail, i.e., W c (A 1 , . . . , A m ) may not be convex, if m > 1; see [2, 10] . In this paper, we will extend Properties (1.2) -(1.6) to the joint c-numerical range. Some other results concerning the geometrical properties of W c (A 1 , . . . , A m ) and the algebraic properties of A 1 , . . . , A m will also be obtained. In particular, we show that the joint c-numerical range is useful for studying the commutativity of a (finite or infinite) family of matrices. For instance, we show in Section 3 that a family F ⊆ M n consists of mutually commuting normal matrices if and only if the joint numerical range W k (A 1 , . . . , A m ) is polyhedral for some k satisfying |n/2 − k| ≤ 1, where {A 1 , . . . , A m } is a basis for span (F), the linear span of F; equivalently, W k (X, Y ) is polyhedral for any two X, Y ∈ F. The same conclusion holds if we replace W k (·) by W c (·) for any c with |n/2 − γ(c)| ≤ 1, where γ(c) is defined as in (1) . Furthermore, we characterize A = (A 1 , . . . , A m ) such that W c (A) is a singleton, or a line segment in C m , i.e., the convex hull of two points.
Our paper is organized as follows. In Section 2, we present some preliminary results. In Section 3, we characterize a (finite or infinite) subset of (mutually) commuting normal matrices in terms of the geometrical properties of the c-numerical ranges. Some implications of the result to representation theory and quantum information science are discussed. In Section 4, we obtain some other results connecting the geometric properties of W c (A 1 , . . . , A m ) and algebraic properties of A 1 , . . . , A m . In Section 5, we characterize A = (A 1 , . . . , A m ) ∈ M m n such that W c (A) is polyhedral for a general real vector c = (c 1 , . . . , c n ).
Preliminaries
Suppose A = (A 1 , . . . , A m ) ∈ M m n , and c = (c 1 , . . . , c n ) t ∈ R n . Let C be the diagonal matrix diag (c 1 , . . . , c n ). Then it is easy to check that
The set W C (A) is referred to as the C-numerical range of A. We will use the formulation W C (A) in our discussion. The following result is easy to verify, and can be viewed as an extension of the results corresponding to W k (A) and W C (A) in [8, 9] . In particular, condition (c) below is an extension of Property (1.3).
(b) For any real vector (a 1 , . . . , a m ),
and Note that I k ⊕ 0 n−k = I − (0 k ⊕ I n−k ). By conditions (a) and (b), we have W k (A) = (trA 1 , . . . , trA m ) − W n−k (A).
By conditions (d) and (e) above, one can focus on the study of W C (A 1 , . . . , A m ) for Hermitian matrices A 1 , . . . , A m . Furthermore, one may focus on (A 1 , . . . , A m ) such that {A 1 , . . . , A m } is a linear independent set in the real linear space of trace zero Hermitian matrices if desired. Nevertheless, we will state most of our results in terms of general complex matrices so that one does not need to impose the additional assumption when the result is applied.
It is easy to check that if {A 1 , . . . , A m } is a family of mutually commuting normal matrices, then for all real diagonal matrix C, W C (A 1 , . . . , A m ) is polyhedral and therefore is convex. In the next section, we will show that the converse is also valid. In fact, one only needs to check that W C (A 1 , . . . , A m ) is polyhedral for some special C, it will follow that {A 1 , . . . , A m } is a commuting family of normal matrices.
Commuting normal matrices
If F is a family of (mutually) commuting normal matrices, then W (A 1 , . . . , A m ) is polyhedral for any subset {A 1 , . . . , A m } of F. But the converse may not hold as shown in the following example; for example see [12] .
Even if we assume that the family of matrices have nice property, say, it consists of unitary matrices, we still cannot get nice conclusion.
It turns out that one can detect the commutativity of a family of matrices using the Cnumerical range or k-numerical range for some special C and k. The following is an extension of property (1.5).
The following conditions are equivalent.
Proof. Suppose (a) holds. Then there is a unitary U ∈ M n such that U * A j U is a diagonal matrix for j = 1, . . . , m. By Proposition 2.1 (a) and (c), we see that W C (A 1 , . . . , A m ) is polyhedral for any Hermitian C ∈ M n . Thus (d) holds.
If (d) holds, then clearly (c) and (b) hold. Suppose (c) holds. We can let A j = H 2j−1 + iH 2j such that H 2j−1 , H 2j are Hermitian for Note that Theorem 3.3 can also be deduced from Theorem 5.1, whose proof is more involved. The short proof above actually gives rise to other useful consequences. For instance, from the proof of Theorem 3.3, we see that one only needs to check any two matrices in {H 1 , . . . , H 2m } commute, then we can conclude that {A 1 , . . . , A m } is a commuting family of normal matrices.
In fact, it is difficult to visualize
Even for an infinite family F ⊆ M n , if we take the Hermitian and skew-Hermitian parts of the matrices in F and show that any two of them commute, then F will be a family of commuting normal matrices. Also, if we take a basis B = {B 1 , . . . , B m } for the linear span of S and show that B is a family of commuting normal matrices, then so is the family S. By these observations, we can extend Theorem 3.3 to the following. 
We include many equivalent conditions in the statement of Theorem 3.4 so that it can be applied to different situations. For instance, Theorem 3.4 can be used to check whether F = Φ(G) consists of commutative matrices if Φ is a finite dimensional unitary representation of a group G. Therefore, it can be used to check whether a finite group G is Abelian if Φ is the left regular representation of G.
More generally, every bounded group G of matrices in M n , there is an invertible matrix S ∈ M n such that S −1 GS = {S −1 AS : A ∈ G} is a group of unitary matrices; see [1] and also [4] . Then the above results can be used to check whether the group S −1 GS consists of commutative unitary matrices. Of course, G is Abelian if and only if S −1 GS is Abelian.
In quantum information science, if A 1 , . . . , A m ∈ M n are Hermitian matrices corresponding to m observable on a quantum system with quantum state represented as density matrices in M n , i.e., positive semidefinite matrices of trace one, then conv W (A 1 , . . . , A m ) = {(trA 1 P, . . . , trA m P ) : P is a density matrix} is the set of joint measurements of different quantum states P . As mentioned before, even if conv W (A 1 , . . . , A m ) is polyhdral, we may not be able to conclude that {A 1 , . . . , A m } is a commuting family. By Theorem 3.3, suppose we consider the subset S k of states consisting of 1 k A, where A is a convex combination of rank k-orthogonal projections. Then
Hence, {A 1 , . . . , A m } is a commutative family of Hermitian matrices if and only if the joint measurements of the states in S k form a polyhedral set for some k satisfying |n/2 − k| ≤ 1.
Recall that an operator system S in M n is a subspace containing I n and satisfies A * ∈ S whenever A ∈ S. Operator systems are useful structure in the study of operator algebras and functional analysis; see [14] . Recently, it is shown that operator systems are useful in studying the properties of quantum channels; see [7] . Every operator system in S ⊆ M n has a basis {I, B 1 , . . . , B m } consisting of Hermitian matrices. So, one can use Theorem 3.3 to check whether an operator system is commutative. This turns out to be equivalent to the condition that the associated quantum channel is a Schur channel; see [5] .
We can use the C-numerical range to see that a family of matrices are commuting normal matrices with special structure. The following result extends Properties (1.2) and (1.3) to the following Proof. (a) If W C (A) is a singleton, then so is W C (A j ) for each j. By (1.2), A j is a scalar matrix. The converse is clear.
(b) Let A j = H 2j−1 + iH 2j for j = 1, . . . , m. Then W C (H u + iH v ) is a line segment for any 1 ≤ u < v ≤ 2m. If all the line segments are degenerate (with length zero), then H u + iH v is a scalar matrix by (1.2) for all u, v. Else, we may assume that W C (H 1 + iH 2 ) is a non-degenerate line segment and H 1 = (trH 1 )I/n + H for a nonzero Hermitian matrix H with trace 0 by (1.3). Now, W C (H 1 + iH v ) is a line segment for each v > 1. By (1.3) again, we see that for each v > 1,
The converse is clear.
Other properties
We establish some other properties connecting the geometric properties of W C (A 1 , . . . , A m ) and the algebraic properties of A 1 , . . . , A m . These results have their own interest, and will be useful in studying the polyhedral property of W C (A 1 , . . . , A m ) in the next section. By the comments in Section 2, we will focus on Hermitian matrices C, A 1 , . . . , A m ∈ M n .
First we give a description of the convex hull of W C (A 1 , . . . , A m ). The result is an extension of [11, Theorem 2.1]. Denote by λ 1 (A) ≥ · · · ≥ λ n (A) the eigenvalues of a Hermitian matrix A ∈ M n . Theorem 4.1. Let C, A 1 , . . . , A m ∈ M n be Hermitian such that C = diag (c 1 , . . . , c n ) with c 1 ≥ · · · ≥ c n . Then for A = (A 1 , . . . , A m ),
Proof. To prove "⊆", let v = (v 1 , . . . , v m ) t be a unit vector in R m , and let U ∈ M n be unitary such that (a 1 , . . . , a m ) = (trCU * A 1 U, . . . , trCU * A m U ) ∈ W C (A).
Then by [11, Theorem 2.1] and also [8] ,
For the reverse inclusion, suppose (b 1 , . . . , b n ) / In the following, we also use R m to denote the set of row vectors. It is known that if p = (p 1 , . . . , p m ) is conical point of W (A 1 , . . . , A m ), where A 1 , . . . , A m ∈ M n are Hermitian, then there is a unit vector v ∈ C n such that A j v = p j v; see [3] . In other words, A 1 , . . . , A m has a common eigenvector v. We will extend this result to the C-numerical range.
Theorem 4.2. Let A 1 , . . . , A m ∈ M n be Hermitian matrices. Suppose C = diag (c 1 , . . . , c n ) = ξ 1 I n 1 ⊕ · · · ⊕ ξ r I nr such that ξ 1 > · · · > ξ r and n 1 + · · · + n r = n. If U ∈ M n is unitary such that (trCU * A 1 U, . . . , trCU * A m U ) is a conical point of W C (A 1 , . . . , A m ), then each U * A j U = A j1 ⊕ · · · ⊕ A jr ∈ M n 1 ⊕ · · · ⊕ M nr has the same direct sum structure as C. A = (A 1 , . . . , A m ). We may assume that U = I n . By an affine transform, we may assume that W C (A) lies in the set {(a 1 , . . . , a m ) : a 1 , . . . , a m ∈ (−∞, 0]} and trCA j = 0 for all 1 ≤ j ≤ m. Then for each A j = (a Note that sum of the first v diagonal entries of A j is always smaller than or equal to the sum of the v largest eigenvalues of A j . So,
Proof. Let
As a result, the equality holds implies that ℓ u=1 a (j) uu = ℓ u=1 λ u (A j ) for ℓ = n 1 , n 1 +n 2 , . . . , n 1 + · · · + n r−1 . It follows [8] that A j = A j1 ⊕ · · · ⊕ A jr . By Theorem 4.2, we have the following result on general matrices A 1 , . . . , A m ∈ M n . The next result shows that if A 1 , . . . , A m ∈ M n 1 ⊕· · ·⊕M nr has common direct sum structure, then we can find a containment regions for W k (A 1 , . . . , A m ) using the joint ℓ-numerical ranges of the smaller matrices in the component of the direct sum. The result will be useful in the study of polyhedral property of W C (A 1 , . . . , A m ).
where W = ∪{W k 1 (A 11 , . . . , A m1 ) + · · · + W kr (A 1r , . . . , A mr ) : k 1 , . . . , k r ≥ 0, Proof. First, we prove W k (A 1 , . . . , A m ) ⊆ conv W. Suppose r = 2. Let (trA 1 P, . . . , trA m P ) ∈ W k (A 1 , . . . , A m ), where P is a rank k orthogonal projection. Suppose P = P 11 P 12 P * 12 P 22 with P 11 ∈ M n 1 . We claim that P 11 ⊕P 22 is a convex combination of rank k orthogonal projections of the form Q 1 ⊕Q 2 with Q 2 1 = Q 1 and Q 2 2 = Q 2 , i.e., Q 1 , Q 2 are orthogonal projections. Then (trA j P ) m j=1 = (trA j (P 11 ⊕ P 22 )) m j=1 will be a convex combination of the form (trA j1 Q 1 + trA j2 Q 2 ) m j=1 . So, W k (A 1 , . . . , A m ) is a subset of the convex hull of
To prove our claim, let V 1 ∈ M n 1 be unitary such that R 11 = V * 1 P 11 V 1 = diag (d 1 , . . . , d n 1 ) with d 1 ≥ · · · ≥ d n 1 . Let d i = 1 for i ≤ p and d i = 0 for q < i, where p = max(0, k − n 2 ) and q = min(k, n 1 ). Note that P 22 has eigenvalues 1 − d k ≥ · · · ≥ 1 − d k+1−n 2 . So we can choose a unitary matrix
Since d ℓ = 1 for ℓ ≤ p and d ℓ = 0 for ℓ > q, we have
The general case follows from induction on r .
It is clear that W k 1 (A 11 , . . . , A m1 ) + · · · + W kr (A 1r , . . . , A mr ) ⊆ W k (A 1 , . . . , A m ) whenever k 1 , . . . , k r ≥ 0 satisfy r j=1 k j = k. Thus, conv W ⊆ conv W k (A 1 , . . . , A m ). By the result in the precding paragraph, we have the reverse inclusion.
Polyhedral property
The following theorem characterizes (A 1 , . . . , A m ) ∈ M m n such that W C (A 1 , . . . , A m ) is polyhedral. The result extends Property (1.6). We will focus on Hermitian matrices A 1 , . . . , A m ∈ M n by the comment in Section 2.
Supppose C ∈ M n is Hermitian with eigenvalues c 1 ≥ · · · ≥ c n . Let
Theorem 5.1. Let A 1 , . . . , A m ∈ M n be Hermitian matrices, and let k ∈ {1, 2, . . . , ⌊n/2⌋}. The following are equivalent.
(a) There is a Hermitian matrix C ∈ M n with γ(C) = k such that conv W C (A 1 , . . . , A m ) or W C (A 1 , . . . , A m ) is polyhedral. (b) There exist ℓ ≥ 2k and a unitary U ∈ M n such that for each j = 1, . . . , m, U * A j U = D j ⊕ Q j , where D j ∈ M ℓ is a diagonal matrix, and W k (A 1 , . . . , A m ) = W k (D 1 , . . . , D m ). (c) There exist ℓ ≥ 2k and a unitary matrix U ∈ M n such that for each j = 1, . . . , m, U * A j U = D j ⊕Q j , where D j ∈ M ℓ is a diagonal matrix, and for any Hermitian C ∈ M n with eigenvalues c 1 ≥ · · · ≥ c n and γ(C) = k, we have
Proof. (a) ⇒ (b). Suppose C ∈ M n is Hermitian with γ(C) = k, and conv W C (A 1 , . . . , A m ) is polyhedral. Let p = (p 1 , . . . , p m ) be a conical point of conv W C (A 1 , . . . , A m ). We may assume that C = diag (c 1 , . . . , c n ) with c 1 ≥ · · · ≥ c n and c k > c k+1 . We may further assume that C = ξ 1 I n 1 ⊕ · · · ⊕ ξ r I nr with ξ 1 > · · · > ξ r and n 1 + · · · + n r = n. Applying an affine transform, we may assume that (p 1 , . . . , p m ) = (0, . . . , 0) and
Let q be such that n 1 + · · · + n q = k. From the proof of Theorem 4.2, if B j = A j1 ⊕ · · · ⊕ A jq , x, y ∈ (−∞, 0]} is polyhedral with a vertex 0. By the results in [11] , we see that
Since this is true for all u, v, we see that {B 1 , . . . , B m } is a commuting family and hence we may assume that B 1 , . . . , B m are in diagonal form. Now, let ℓ ∈ {k, . . . , n} be the maximum integer for the existence of a unitary V ∈ M n such that V * A j V = D j ⊕ Q j , where D j ∈ M ℓ is a diagonal matrix and Q j ∈ M n−ℓ for j = 1, . . . , m. Without loss of generality, we may assume that . . . , D m ). We may apply an affine transform to the matrices A 1 , . . . , A m , and assume that (a 1 , . . . , a m ) = (0, . . . , 0) and W k (A 1 , . . . , A m ) ⊆ {(x 1 , . . . , x m ) : x 1 , . . . , x m ∈ (−∞, 0]}. So, 0 = k u=1 λ u (A j ) for j = 1, . . . , m. By Theorem 4.4, (a 1 , . . . , a m ) = (trA 1 P, . . . , trA m P ) for some rank k orthogonal projection P so that (a 1 , . . . , a m ) is a convex combination of elements of the form (trA 1 R, . . . , trA m R), Since (a 1 , . . . , a m ) is an extreme point, P must equal to
Hence, for each j the first q diagonal entries and the last k − q diagonal entries of V * A j V summing up to 0 = a j = k u=1 λ u (A j ); as a result,
Since this is true for all 1 ≤ u < v ≤ m, up to unitarily similarity, we may assume that T 1 , . . . , T m are diagonal matrices, and so areD 1 , . . . ,D m . So, there isV ∈ M n−ℓ such thatV * Q jV =D j ⊕Q j for each j. Consequently,
contradicting the choice of ℓ. Now, we show that ℓ ≥ 2k. Suppose the contrary that ℓ < 2k ≤ n. Note that for every j, W k (D j ) = W k (A j ). Then we have
It follows that
because ℓ − k + 1 ≤ k. So we have λ ℓ−k+1 (D j ) = λ k (D j ) and Q j = λ k (A j )I n−ℓ . Hence, we have V * A j V = D j for each j and ℓ = n ≥ 2k, a contradiction.
(b) ⇒ (c). Suppose (b) holds. Without loss of generality, assume that A j = D j ⊕ Q j for j = 1, . . . , m and
Now, if C ∈ M n is Hermitian with eigenvalues c 1 ≥ · · · ≥ c n and γ(C) = k, then C − c k+1 I has at most k positive eigenvalues and at most k negative eigenvalues. Moreover, all the nonzero eigenvalues of C − c k+1 I will also be those ofĈ. As a result, for any unit vector Clearly, if we assume that A j = D j ⊕ Q j for j = 1, . . . , m, and D =Ĉ ⊕ 0 n−ℓ which is unitarily similar to C − c k+1 I, then for any unitary V ∈ M ℓ , we can letV = V ⊕ I n−ℓ so that (trĈV * D 1 V, . . . , trĈV * D m V ) = (trDV * A 1V , . . . , trDV * A mV ) ∈ W C−c k+1 I (A 1 , . . . , A m ).
Hence, we have conv W C−c k+1 I (A 1 , . . . , A m ) ⊆ WĈ(D 1 , . . . , D m ) ⊆ W C−c k+1 I (A 1 , . . . , A m ).
Thus, condition (c) holds.
Suppose (c) holds. Then for any Hermitian C with γ(C) ≤ k, W C−c k+1 I (A 1 , . . . , A m ) is polyhedral and so is W C (A 1 , . . . , A m ). Thus, (d) holds.
The implication (d) ⇒ (a) is clear.
By Theorem 5.1, we see that if conv W C (A 1 , . . . , A m ) is polyhedral, then WĈ(A 1 , . . . , A m )
is polyhedral for any HermitianĈ ∈ M n with γ(Ĉ) ≤ γ(C). In particular, we can choose C =Ĉ so that W C (A 1 , . . . , A m ) is polyhedral. Similarly, if conv W k (A 1 , . . . , A m ) is polyhedral for some k ≤ n/2, then W r (A 1 , . . . , A m ) is polyhedral for any r ≤ k.
Note that checking F ⊆ M n is a set of commuting normal matrices can be reduced to checking whether XY = Y X for any two matrices X, Y ∈ F. That is why we can focus on the polyhedral property of W C (X, Y ) is normal for any two matrices in X, Y ∈ F for a suitable C in Theorem 3.3. We cannot use the same strategy for Theorem 5.1 because W C (X, Y ) is polyhedral for all X, Y ∈ B. is not polyhedral as it has only two conical points (1, 1, 1) and (−1, −1, 1) associated with the two common reducing eigenvectors e 1 and e 4 of the matrices A 1 , A 2 , A 3 .
