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Abstract—Global buildings consumed 30% of total energy
and generated 28% of total carbon emission in 2018, which
leads to economic and environmental concerns. Therefore, it
is of great significance to reduce energy consumption, energy
cost and carbon emission of buildings while maintaining user
comfort. To this end, several challenges have to be addressed.
Firstly, it is very challenging to develop a building thermal
dynamics model that is both accurate and efficient enough for
building control. Secondly, there are many kinds of uncertainties.
Thirdly, there are many spatially and temporally operational
constraints. Fourthly, building energy optimization problems may
have extremely large solution spaces, which can not be solved
in real-time by traditional methods. Fifthly, traditional building
energy management methods have respective applicable premises,
which means that they have low versatility when confronted
with varying building environments. Since Deep Reinforcement
Learning (DRL) is a promising tool to address the above
challenges, this paper presents a comprehensive literature review
on DRL for Smart Building Energy Management (SBEM). To
be specific, we first introduce the fundamentals of DRL and
provide the classification of DRL methods used in existing works
related to SBEM. Then, we review the applications of DRL in a
single building energy subsystem, multiple energy subsystems of
buildings, and building microgrids, respectively. Furthermore, we
identify the unsolved issues and point out the possible research
directions of applying DRL. Finally, we summarize the lessons
learned from this survey.
Index Terms—Deep reinforcement learning (DRL), smart
buildings, energy management, smart home, building microgrids,
uncertainty, energy cost, carbon emission
I. INTRODUCTION
Buildings account for a large portion of total energy con-
sumption and total carbon emission in the world [1] [2]. For
example, global buildings consumed 30% of total energy and
generated 28% of total carbon emission in 2018 [3]. Moreover,
the energy demand of buildings is expected to increase by
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50% in the next 30 years [4]. Under the above background,
smart buildings have received more and more attention in
recent years, which can provide sustainable, economical and
comfortable operation environments for occupants using many
advanced technologies, e.g., Internet of Things (IoT), cloud
computing, machine learning and big data analytics [5]–[7].
To support the above features, Smart Building Energy Man-
agement (SBEM) is of great importance [8]. To be specific,
by intelligently scheduling building energy systems, the opti-
mal tradeoff between energy consumption, carbon emission,
energy cost and user comfort can be achieved [9]–[14].
Although SBEM has many advantages, the following chal-
lenges have to be addressed. Firstly, it is often intractable to
develop a building thermal dynamics model that is accurate
and efficient enough for building control [15]. Secondly, there
are many sources of uncertainties related to SBEM [16], e.g.,
renewable generation output, electricity price, indoor temper-
ature, outdoor temperature, CO2 concentration, number of
occupants and power demand of appliances. Thirdly, there are
many temporally and spatially coupled operational constraints
related to energy subsystems [17] [18], e.g., Heating, Ventila-
tion, and Air Conditioning (HVAC) systems, Energy Storage
Systems (ESSs), Electric Vehicles (EVs), which means that the
current system decision will affect the future decisions and the
decisions among different subsystems should be coordinated.
Fourthly, it is difficult to solve large-scale building energy
optimization problems in real-time when traditional optimiza-
tion methods are adopted [19]. Finally, it is hard to develop a
generalized building energy management method that can be
directly applied in all building environments [14]. In existing
SBEM methods, their applicable premises are strong and
may not be satisfied by some building environments [20].
For example, stochastic programming and model predictive
control need the prior or forecasting information of uncertain
parameters [21] [22], and Lyapunov optimization techniques
require some strict usage conditions [12] [23].
As a universal artificial intelligence technology, Deep Rein-
forcement Learning (DRL) [24] is a promising tool to address
the above challenges. In general, DRL methods can provide
the following advantages in the field of SBEM.
• Model-free DRL methods can learn an optimal control
policy merely based on the interactive information with
building environments. In other words, they can operate
without knowing building thermal dynamics models [15].
• DRL methods can operate in an online way without
knowing any forecast information or statistics information
of building environments, which can effectively over-
2TABLE I
THE COMPARISON BETWEEN OUR WORK AND RELATED SURVEYS
Literature System type(s) Main focus
Involved
Methods/Algorithms
DRL advantages
for SBEM
summarized
Future directions
in DRL-based
SBEM provided
Han et al. [33] HVAC
Occupant comfort
control
RL No No
Leita˜o et al. [34] Smart home Energy optimization
LP, NLP, CP, DP, GA,
PSO, MPC, RL
No No
Mason et al. [35]
HVAC, water heater,
home management
systems, smart home
Building energy
optimization
RL No No
Wang et al. [36]
HVAC, batteries,
home appliances,
water heater,
windows, lighting
Building control RL No No
Rajasekhar et al.
[37]
HVAC
Building energy
optimization
ANN, RNN, WNN,
RT, SVM, PSO, MPC,
SMPC, FL, RL, DQN
No No
Zhang et al. [38] Smart grid
Load forecasting,
microgrid, demand
response, cyber
security
RL, DQN, DDPG,
NAF, A3C
No No
Yang et al. [39]
Microgrid, ESS,
HVAC, home
appliances, PV
Operation
optimization, system
control, energy
markets, cyber
security
RL, DQN, DDPG,
A3C, DDQN, TRPO
No No
Our work
HVAC, multiple
energy subsystems,
building microgrids
Building energy
optimization
DQN, DDQN, BDQ,
DDPG, PDDPG,
MADDPG, FH-DDPG,
A2C, A3C, TRPO,
PPO, MAPPO,
MuZero, MAAC,
EB-C-A2C,
EB-C-DQN
Yes Yes
come the challenges brought by system uncertainties and
temporally-coupled constraints related to HVAC systems,
ESSs, EVs and so on [16] [25].
• Multi-agent DRL methods support the flexible coordina-
tion among different building energy subsystems, which
can deal with spatially-coupled operational constraints
very well [17].
• DRL methods can support “end-to-end” control for large-
scale building energy optimization problems. To be spe-
cific, the DRL agent can determine the optimal control
actions instantly (e.g., few milliseconds) given the high-
dimensional raw state data [19] [26] [27].
• DRL methods have wide applicable premises in building
energy optimization. Note that the training of the DRL
agent is conducted by the trial-and-error process with-
out requiring rigorous mathematical models and premise
conditions. Thus, the trained DRL agent can still work or
even be improved persistently by online learning when
confronted with varying building environments [19] [28].
There are many surveys related to DRL in the literature.
However, they do not focus on SBEM. For example, the
applications of DRL in power systems, communications and
networking, autonomous IoT, cyber security, and multi-agent
systems can be found in [20], [29]–[32]. In addition, there
are several surveys on building energy systems, but the in-
volved methods are RL [33]–[36] or other artificial intelligence
methods (e.g., Model Predictive Control (MPC), Fuzzy Logic
(FL)) [37]. Although some DRL algorithms are mentioned
in [38] and [39], they mainly focus on different applications
(ranging from load forecasting to cyber security) of RL/DRL
in sustainable energy and electric systems. To the best of
our knowledge, there is no survey that completely focuses
on DRL for SBEM. Based on the above observation, we
are motivated to conduct a comprehensive survey on DRL
for SBEM and identify the unsolved issues as well as the
possible research directions in this field. For convenience,
we provide the comparison between our work and related
surveys in Table I. It can be observed that our work completely
focuses on DRL for SBEM from the perspective of system
complexities (i.e., a single building energy subsystem, multiple
energy subsystems in buildings, and building microgrids),
while works in [33]–[37] mainly focus on RL and other
artificial intelligence methods for occupant comfort control
and building energy optimization. Compared with [39], we
provide a deeper analysis of DRL-based building energy
optimization. For example, we summarize DRL advantages
for building energy optimization comprehensively. Moreover,
more DRL algorithms used in existing works are reviewed.
Furthermore, we point out challenges and the future research
directions of DRL-based building energy management.
The rest of this paper is organized as follows. In Section II,
we introduce the fundamentals of DRL and its classification. In
Section III, we discuss DRL applications in a single building
energy subsystem. In Section IV, we discuss DRL applications
in multiple energy subsystems of buildings. In Section V, we
discuss DRL applications in building microgrids. In Section
3VI, we identify some unsolved issues and point out the future
research directions. Finally, conclusions and lessons learned
are provided in Section VII. For easy understanding, the list
of abbreviations commonly appeared in this paper is given in
Table II.
TABLE II
THE LIST OF ABBREVIATIONS
Abbreviation Description
IoT Internet of Things
SBEM Smart Building Energy Management
HVAC Heating, Ventilation and Air Conditioning
DRL/RL Deep Reinforcement Learning/Reinforcement Learning
MPC Model Predictive Control
FL Fuzzy Logic
LP Linear Programming
NLP Non-Linear Programming
CP Convex Programming
DP Dynamic Programming
GA Genetic Algorithm
PSO Particle Swarm Optimization
ANN Artificial Neural Network
RNN Recurrent Neural Network
WNN Wavelet Neural Network
RT Regression Tree
SVM Support Vector Machine
SMPC Stochastic Model Predictive Control
DQN Deep Q-Network
A3C Asynchronous Advantage Actor-Critic
D-DNFQI Double Deep Neural Fitted Q Iteration
DDQN Double Deep Q-Network
BDQ Branching Dueling Q-Network
DDPG Deep Deterministic Policy Gradient
NAF Normalized Advantage Functions
PDDPG Prioritized Deep Deterministic Policy Gradient
MADDPG Multi-Agent Deep Deterministic Policy Gradient
FH-DDPG Finite-Horizon Deep Deterministic Policy Gradient
A2C Advantage Actor-Critic
TRPO Trust Region Policy Optimization
PPO Proximal Policy Optimization
MAPPO Multi-Agent Proximal Policy Optimization
MAAC Multi-Actor Attention-Critic
EB-C-A2C Entropy-Based Collective Advantage Actor-Critic
EB-C-DQN Entropy-Based Collective Deep Q-Network
MDP Markov Decision Process
LSTM Long Short-Term Memory
AHU Air Handling Unit
BEM Building Energy Model
BAS Building Automation System
ESS Energy Storage System
PV Photovoltaic
EV Electric Vehicle
EWH Electric Water Heater
DW Dishwasher
WM Washing Machine
TES Thermal Energy Storage
EHP Electric Heat Pump
GB Gas Boiler
DG Diesel Generator
WT Wind Turbine
CD Clothes Dryer
MCTS Monte-Carlo Tree Search
FH-RDPG Finite-Horizon Recurrent Deterministic Policy Gradient
VAV Variable Air Volume
II. AN OVERVIEW OF DEEP REINFORCEMENT LEARNING
DRL can be regarded as the combination of deep learn-
ing and Reinforcement Learning (RL). To be specific, deep
neural networks are adopted to approximate the action-value
functions (or value functions) in RL. In the following parts,
we will introduce the fundamentals of DRL as well as its
classification.
A. MDP
Since DRL problems are mainly based on Markov Decision
Process (MDP) framework or its variants (e.g., Partially ob-
servable MDP [30], Markov games [17]), we first introduce the
background of MDP. Typically, an MDP is defined by a five-
tuple (S, A, P , R, γ), where S and A denote the sets of state
and action, respectively. P : S × A× S → [0, 1] is the state
transition probability function, which models the uncertainty
in the evolution of system states based on the action taken by
the agent.R : S×A → R is the reward function and γ ∈ [0, 1]
is a discount factor. Note that MDP provides a mathematical
framework for sequential optimal decision-making problems
under uncertainty. In other words, the decision maker (or the
agent) observes a state St and takes an action At (i.e., deciding
the values of variables) at each time slot t. Next, the state
of the system (or the environment) evolves into another one.
Then, the agent finds itself in a new state St+1 and receives a
reward Rt+1. In addition, the aim of the agent at time slot t
is to maximize the expected return it receives over the future
[40], where is given by
∑
∞
k=0 γ
kRt+k+1.
B. RL
As shown in the literature, RL has been widely used in
solving MDPs [33], [40]–[42]. In a RL process, the agent
learns its optimal policy pi by interacting with the environment,
where a policy pi is a mapping from states to probabilities of
selecting every possible action [40]. In particular, the agent
observes a state and takes an action at slot t. Then, it receives
a reward and a new state, which are used to update the policy.
The above process repeats until the policy converges. Since Q-
learning is the most effective algorithm of learning an optimal
policy in RL, we will introduce its details.
Let the value of taking action a in state s under a policy pi
be Qpi(s, a), which is defined as follows,
Qpi(s, a)
.
= Epi [
∑∞
k=0
γkRt+k+1(St = s, At = a)], (1)
where Epi [·] denotes the expected value of a random variable
given that the agent follows policy pi. Then, the optimal
action-value function Q∗(s, a) is maxpi Qpi(s, a) and can be
calculated by the following Bellman optimality equation in a
recursive manner [16], i.e.,
Q∗(s, a) = E[Rt+1 + γmaxa′Q
∗(St+1, a
′)|St = s, At = a].
=
∑
s′,r P (s
′, r|s, a)[r + γmaxa′Q
∗(s′, a′)],
where s′ ∈ S, r ∈ R, a′ ∈ A, and P (s′, r|s, a) denotes a con-
ditional probability function. To obtain the value of Q∗(s, a),
the information of P (s′, r|s, a) must be known, which may
be unavailable in practice. To address this challenge, Q-
learning algorithm is proposed to approximate Q∗(s, a) using
the following way,
Q(St, At) = Q(St, At) + ∆t, (2)
4where ∆t = α
[
Rt+1 + maxaQ(St+1, a) − Q(St, At)
]
and
α is the step size. It is obvious that Q(St, At) = Rt+1 +
maxaQ(St+1, a) when ∆t = 0. At this time, Q(St, At) will
not be updated and the learned action-value functionQ directly
approximates the optimal action-value function Q∗(s, a).
Algorithm 1: Q-learning algorithm
Input: Initialize Q(s, a), α, γ, ε > 0
Output: pi∗(s) = maxaQ(s, a)
1 for episode=1, 2, · · · , M do
2 Initialize s
3 for t=1, 2, · · · , T do
4 Choose a from s based on the policy derived
from Q (e.g., ε-greedy);
5 Take Action a and observe next sate s′ and
reward r;
6 Q(s, a) =
Q(s, a) + α
[
r′ +maxaQ(s
′, a)−Q(s, a)
]
;
7 s← s′;
8 end
9 end
Algorithm 2: DQN algorithm
Input: Memory capacity Nm
Output: The weights of Q-network θ
1 Initialize replay memory D to capacity Nm ;
2 Initialize action-value function Q with random weights θ;
3 Initialize target action-value function Q with random
weights θ′ = θ;
4 for episode=1,2,· · · ,M do
5 Initialize environment state S1;
6 for t=1,2,· · · ,T do
7 Select action At according to ε-greedy ;
8 Execute action At in environment and observe
next state St+1 and reward Rt+1;
9 Store (St, At, St+1, Rt+1) in D;
10 Sample a random mini-batch of transitions
(Si, Ai, Si+1, Ri+1) from D;
11 Set yi = Ri+1 + γmaxa′ Q
′(Si+1, a
′; θ′) if
episode terminates at step i+ 1. For other cases,
yi = Ri+1;
12 Perform a gradient descent step on
(yi −Q(Si+1, Ai; θ)
2 with respect to θ;
13 Every C steps, reset Q′ = Q;
14 end
15 end
The details of Q-learning algorithm are shown in Algo-
rithm 1, where the learned action-value function Q(s, a) is
independent of the policy being followed (e.g., ε-greedy). M
and T denote the number of episodes and the number of steps
in each episode, respectively. Finally, the obtained optimal
policy is pi∗(s) = maxaQ(s, a).
C. From RL to DRL
Q-learning algorithm is effective when state and action
spaces are small. However, the spaces of some parameters
may be large and continuous in practice, e.g., temperature
and CO2 concentration. To deal with large state and action
spaces, a nonlinear function approximator such as a neural
network can be used to represent the action-value function.
Under this situation, RL is known to be unstable or even
divergent. To overcome this challenge, Mnih et al. proposed
a novel method named Deep Q-Network (DQN), which can
learn successful policies directly from high-dimensional sen-
sory inputs [24]. Since DQN is the first DRL algorithm,
we mainly focus on it in this subsection and its algorithmic
details are shown in Algorithm 2. In Algorithm 2, DQN uses
a deep convolutional neural network to approximate action-
value function Q(St, At; θ) and adopts several techniques of
stabilizing learning process, e.g., experience replay and target
network [24]. To be specific, replay memory D in Line 9
stores the agent’s experiences at each time step in many
episodes, i.e., (St, At, St+1, Rt+1). In Line 10, samples of
experiences in replay memory D are drawn and used to update
the weights of Q-network, which brings greater data efficiency
when compared with standard online Q-learning algorithm.
Moreover, randomizing the samples contributes to decrease
their correlations and reduce the variance of weight updates.
In addition, a separate network for generating the target yi is
adopted when updating the weights θ, which can improve the
stability of training process. Furthermore, the weights of the
target network θ′ are updated every C steps in Line 13, which
makes the DQN algorithm more stable.
D. DRL classification
In this subsection, we provide the classification of DRL
methods in Fig. 1. Since there are many DRL methods in
the literature, we mainly focus on the methods used for
SBEM. DRL methods can be generally divided into principal
categories, i.e., model-free methods and model-based methods.
Typically, model-based methods need to know or learn the
environment model (i.e., state transition model and reward
model). However, a recent work proposed a quite different
model-based DRL (i.e., MuZero), which intends to learn a
network model with accurate planning performance [43]. Dif-
ferent from model-based methods, model-free methods learn
an optimal policy based on the information of interaction
with the environment. It is worth noting that these two kinds
of methods have respective advantages and disadvantages.
Compared with model-free methods, model-based methods
have higher data efficiency but may suffer from the issue of
model identification [44]. Although model-free methods do not
require any model information, they require a large number of
samples, which may be costly or prohibitive to obtain for real
physical systems [44].
In model-based methods, DRL agents need to learn building
environment models based on historical data, e.g., MuZero
[45], Long Short-Term Memory-Deep Deterministic Policy
Gradients (LSTM-DDPG) [46], differentiable MPC policy-
Proximal Policy Optimization (differentiable MPC policy-
5Algorithm 2: DQN algorithm
Input Memory capacity
Output The weights of Q-network
Initialize replay memory to capacity
Initialize action-value function with random weights
Initialize target action-value function with random weights
for episode=1,2,· · · do
Initialize environment state
for =1,2,· · · do
Select action according to -greedy ;
Execute action in environment and observe next state +1 and reward +1
Store , A , S +1, R +1 in
10 Sample a random mini-batch of transitions , A , S +1, R +1 from
11 Set +1 max +1, a if episode terminates at step + 1. For other cases, +1
12 Perform a gradient descent step on +1, A with respect to
13 Every steps, reset
14 end
15 end
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Fig. 1. Classification of DRL methods used in SBEM
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PPO) [47]. For most of existing works on DRL for building en-
ergy systems, model-free methods have been used and can be
further classified into several types as in [48], i.e., Q-learning
methods (e.g., DQN [15] [19] [49]–[54], Double Deep Neural
Fitted Q Iteration (D-DNFQI) [28], Double DQN (DDQN)
[26] [55] [56], Branching Dueling Q-network (BDQ) [57]),
policy optimization methods (e.g., PPO [18], Multi-Agent
Proximal Policy Optimization (MAPPO) [58], Trust Region
Policy Optimization (TRPO) [59]), actor-critic methods (e.g.,
DDPG [14] [16] [60], Finite-Horizon Recurrent Deterministic
Policy Gradient (FH-DDPG) [61], Prioritized Deep Deter-
ministic Policy Gradient (PDDPG) [62], Multi-Agent Deep
Deterministic Policy Gradient (MADDPG) [63], Advantage
Actor-Critic (A2C) [64], Asynchronous Advantage Actor-
Critic (A3C) [65]), and maximum entropy methods (e.g.,
Multi-Actor Attention-Critic (MAAC) [17], Entropy-Based
Collective Advantage Actor-Critic (EB-C-A2C) [27], Entropy-
Based Collective Deep Q-Network (EB-C-DQN) [27]). In
above-mentioned methods, Q-learning methods do not support
continuous actions. Moreover, gradient estimation in policy
optimization methods has often suffered from a large fluctua-
tion. Fortunately, actor-critic methods can support continuous
actions and obtain gradient estimation with a small variance
simultaneously. To further encourage the exploration and avoid
converging to non-optimal deterministic policies, maximum
entropy methods can be used to improve the performance of
actor-critic methods [66].
In the next three sections, we will introduce DRL ap-
plications in SBEM considering different building system
complexities as shown in Fig. 2, i.e., a single building en-
ergy subsystem, multiple energy subsystems in buildings, and
building energy systems in microgrid environment.
III. APPLICATIONS OF DRL IN A SINGLE BUILDING
ENERGY SUBSYSTEM
Due to the large power consumption of HVAC systems, we
mainly focus on them in this section. Since the operations of
HVAC systems place an economic burden on building opera-
tors, it is very necessary to minimize energy cost/consumption
while maintaining thermal comfort for occupants. In existing
works, many DRL-based HVAC control methods have been
literature, we mainly focus on the methods used for SBEM. DRL methods can be generally divided into principal categories,
i.e., model-free methods and model-based methods. Typically, model-based methods need to know or learn the environment
model (i.e., state transition model and reward model). However, a recent work proposed a quite different model-based DRL
(i.e., MuZero), which intends to learn a network model with accurate planning performance [43]. Different from model-based
methods, model-free methods learn an optimal policy based on the information of interaction with the environment. It is worth
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model-based methods have higher d ta efficie cy but may suffer from the issue of mo el identification [44]. Although model-
free methods do n t require any model information, they require a larg number of s mples, which may be costly or prohibitive
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Long Short-Term Memory-Deep Deterministic Policy Gradients (LSTM-DDPG) [46], differentiable model predictive control
policy-Proximal Policy Optimization (differentiable MPC policy-PPO) [47]. For most of existing works on DRL for building
energy systems, model-free methods have been used and can be further classified into several types as in [48], i.e., Q-learning
methods (e.g., DQN [15] [19] [49]–[54], double deep neural fitted iteration (D-DNFQI) [28], Double DQN (DDQN) [26]
[55] [56], Branching Dueling Q-network (BDQ) [57]), policy optimization methods (e.g., PPO [18], Multi-Agent Proximal
Policy Optimization (MAPPO) [58], Trust Region Policy Optimization (TRPO) [59]), actor-critic methods (e.g., DDPG [14]
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(MAAC) [17], Entropy-Based Collective Advantage Actor-Critic (EB-C-A2C) [27], Entropy-Based Collective Deep Q-Network
(EB-C-DQN) [27]). In above-mentioned methods, Q-learning methods do not support continuous actions. Moreover, gradient
estimation in policy optimization methods has often suffered from a large fluctuation. Fortunately, actor-critic methods can
support continuous actions and obtain gradient estimation with a small variance simultaneously. To further encourage the
exploration and avoid converging to non-optimal deterministic policies, maximum entropy methods can be used to improve
the performance of actor-critic methods [66].
In the next three sections, we will introduce DRL applications in SBEM considering different building system complexities
as show in Fig. 2, i.e., a single building energy subsystem, multiple energy subsystems in buildings, and building energy
systems in microgrid environment.
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III. APPLICATIONS OF DRL IN A INGLE UILDING NERGY UBSYSTEM
Due to the large ower consumption of HVAC systems, we mainly focus on them in this section. Since the operations of
HVAC systems place an economic burden on building operators, it is very necessary to minimize energy cost/consumption
while maintaining thermal comfort for occupants. In existing works, many DRL-based HVAC control methods have been
proposed. For example, Wei et al. [15] proposed a DQN-based HVAC control method to save energy cost in office buildings
while maintaining the ro m temperature requirements. In [28], Nagy et al. proposed a model-free DRL-based HVAC control
method in a residential building to save energy cost and reduce the loss of occupant comfort based on D-DNFQI. In [14], Gao
et al. presented a DDPG-based HVAC control method to optimize energy consumption and thermal comfort in a laboratory. In
[49], Yoon et al. developed a DQN-based HVAC control method to optimize energy consumption and thermal comfort in an
office building. In [55], Valladares et al. proposed a DDQN-based control algorithm to optimize the energy consumption from
air-conditioning units and ventilation fans while maintaining thermal comfort and indoor air quality comfort for occupants
in a classroom and a laboratory. In [64], Morinibu et al. proposed a A2C-based HVAC control method to decrease the non-
uniformity of radiation temperature in the room. In [26], Nagarathinam et al. proposed a multi-agent DRL based algorithm
to minimize HVAC energy consumption without sacrificing user comfort by adjusting both the building and chiller set-points.
To be sp cific, each DDQN-based agent coordinate with each other to learn an optimal HVAC control policy. Note that the
Fig. 2. Taxonomy of DRL Applications in SBEM
proposed. For example, Wei et al. [15] proposed a DQN-based
HVAC c ntrol method to save energy c st in office buildings
while mai taining the ro m temperature requirements. In [28],
Nagy et al. proposed a model-free DRL-based HVAC control
method in a resi ential building to save energy cost an reduce
the loss of occupant comfort based on D-DNFQI. In [14],
Gao et al. presented a DDPG-based HVAC control ethod
to optimize energy consumption and thermal comfort in a
laboratory. In [49], Yoon et al. developed a DQN-based HVAC
control meth d to optimize energy consumption and thermal
comfort in an office buildi . In [55], Valladares et al. pro-
posed a DDQN-based control algorithm to optimize the energy
consumption from air-conditioning units and ventilation fans
while maintaining thermal comf rt and indoor air quality
comfort for ccupants in a classroom and a laboratory. In [64],
Morinibu et al. proposed a A2C-based HVAC control method
to decrease the non-uniformity of radiation temperature in the
room. In [26], Nagarathinam et al. proposed a multi-agent
DRL based algorithm to minimize HVAC energy consumption
without sacrificing user comfort by adjusting both the building
and chiller set-points. To be specific, each DDQN-based agent
coordinate with each other to learn an optimal HVAC control
policy. Note that the coordination is achieved by allocating the
same reward for each agent. Since a large building may have
few hundreds of Air Handling Units (AHUs) and few tens
of chillers, it is time-consuming to train all agents centrally.
To speedup the training process, transfer learning is adopted,
6i.e., training a multi-agent on a sub-set of HVAC systems
(including one AHU and one chiller) and the learned network
weights are used to initialize the multiple agents related to
other HVAC subsystems, which can be depicted by Fig. 3.
 
Fig. 3. The proposed transfer learning framework for multi-agent training
Although the above-mentioned works are effective, there
are two major drawbacks in training a DRL agent. Firstly, it
is impractical to let the DRL agent to explore the state space
fully in a real building environment since unacceptably high
cost may be incurred [35] [46] [47]. Secondly, it may take
a long time for the DRL agent to learn an optimal policy
if trained in a real-world environment [46] [47]. To reduce
the dependency on a real building environment, many model-
based DRL control methods have been developed [46] [65].
For example, Zhang et al. [65] proposed and implemented a
Building Energy Model (BEM)-based DRL control framework
for a novel radiant heating system in an existing office
building. The proposed control framework consists of four
steps as shown in Fig. 4, i.e., building energy modeling, model
calibration, DRL training and real deployment. To be specific,
EnergyPlus is used to develop a building energy model for
the office building. Next, based on the observed data, the
building energy model can be calibrated. Then, the calibrated
building energy model is used as the simulator of environment
to train the DRL agent off-line based on A3C algorithm.
Finally, the learned optimal control policy will be deployed in
the Building Automation System (BAS) for generating HVAC
control signals in real-time. Experimental results show that
the obtained DRL-based control strategy can reduce 16.7%
heating demand with more than 95% probability compared
with the rule-based control strategy.
 
Fig. 4. BEM-based DRL control framework
Since building energy models are calibrated based on the
observed data in a short period of time (e.g., three months), the
DRL agent’s exposure to real-world HVAC operational data
is limited [65]. To overcome this drawback, Zou et al. [46]
proposed a DRL-based HVAC control framework to minimize
energy consumption while maintaining thermal comfort levels
for occupants based on operational data within two years.
The proposed control framework is composed of two parts
as shown in Fig. 5, i.e, creating DRL training environment
and training DRL agent with the created environment. To be
specific, LSTM models are built based on BAS historical data,
which can approximate HVAC operations. Note that the inputs
of LSTM models are current state and action, while their
outputs are next state and reward. After LSTM networks are
trained, they can be used to create DRL training environment.
Next, DRL agent interacts with the training environment until
it converges to an optimal HVAC control policy, which can be
deployed for controlling AHUs in real-time. Moreover, DRL
agent contains an actor network and a critic network, which
are trained using DDPG algorithm. Algorithmic testing results
show that DRL agents can save energy by 27% to 30% while
maintaining the predicted percentage of discomfort at 10%.
 
Fig. 5. LSTM-based DRL control framework
To reduce the reliance on real building environment, Chen
et al. [47] proposed a novel approach to enable the practical
deployment of DRL for HVAC control and the framework
of the approach is shown in Fig. 6. Specifically, historical
data from existing HVAC controllers are used to pre-train a
differentiable MPC policy based on imitation learning. Note
that the pre-trained policy can encode domain knowledge
into planning and system dynamics, making it both sample-
efficient and interpretable. Next, the pre-trained control policy
is improved continually in the process of interacting with
the real building environment using online learning algorithm.
Since PPO is robust to hyper-parameters and network architec-
tures, it is adopted to improve the pre-trained policy. Practical
experimental results show that the proposed approach can
save 16.7% of cooling demand compared with the existing
7TABLE III
SUMMARY OF EXISTINGWORKS ON DRL FOR OPTIMAL HVAC CONTROL
Research work Object(s) Primary objective
Secondary
objective(s)
DRL algo-
rithm(s)
Performance
improvement
Practical im-
plementation
Gao et al. [14] Laboratory Energy cost Thermal comfort DDPG 4.31%∼9.15% No
Wei et al. [15] Office Energy cost Thermal comfort DQN 19.1%∼ 71.2% No
Nagarathinam et al.
[26]
A campus
building
Energy consumption Thermal comfort DDQN 17% No
Nagy et al. [28]
Residential
buildings
Energy cost Thermal comfort D-DNFQI 5.5%∼10% No
Zou et al. [46] Office Energy consumption Thermal comfort DDPG 27%∼31.27% No
Yoon et al. [49] Office Energy consumption Thermal comfort DQN 12.4%∼32.2% No
Valladares et al. [55]
Laboratory and
Classroom
Energy cost
Thermal comfort,
Air quality
DDQN 4%∼5% No
Morinibu et al. [64] Smart home
Non-uniformity of
radiant temperature
Thermal comfort A2C — No
Chen et al. [47] Office Energy cost Thermal comfort PPO 16.7% Yes
Zhang et al. [65] Office Energy cost Thermal comfort A3C 7.06%∼16.7% Yes
controller and track temperature set-point better.
In this section, we review existing works on DRL for
optimal HVAC control. For easy reading, the specific details
including objectives, DRL algorithms and implementation
methods are summarized in Table III. It can be found that most
of objectives are related to energy cost and thermal comfort.
In addition, a few of DRL-based methods are evaluated by
practical implementation. In next section, we will introduce
DRL applications in multiple energy subsystems of buildings.
Step 1: Offline Pre-training
BAS Historical Data
Step 2: Online Learning
Real Building Environment
Differentiable
MPC Policy
Existing Control
Policy Imitation 
Policy Improvement
Using PPO
 
Fig. 6. Differentiable MPC policy based HVAC control framework
IV. APPLICATIONS OF DRL IN MULTIPLE ENERGY
SUBSYSTEMS OF BUILDINGS
In this section, we will introduce the applications of DRL in
multiple energy subsystems of residential buildings and com-
mercial buildings, respectively. To be specific, section IV-A
focuses on the coordination of home energy management sys-
tem, HVAC systems, ESSs, EVs, washing machines (WMs),
solar panels, and electric water heaters (EWHs) in residential
buildings, while section IV-B focuses on the coordination
of HVAC systems, lighting systems, blind systems, window
systems and personal electric devices in commercial buildings.
A. Multiple Energy Subsystems in Residential Buildings
There are many existing works on residential building
energy optimization with the consideration of multiple energy
subsystems. For example, Mocanu et al. proposed a DQN-
based algorithm to minimize energy cost and peak load of
residential buildings with HVAC systems, EVs and dishwash-
ers (DWs) [19]. Since ESS can be used to save energy cost
by exploiting temporal diversity of dynamic prices [67] [68],
Yu et al. proposed a DDPG-based home energy management
algorithm to minimize energy cost for the joint scheduling
of HVAC systems and ESSs in [16]. Similarly, Liu et al.
proposed a DDQN-based home energy management algorithm
to minimize energy cost with the consideration of PV systems,
ESSs, HVAC systems, EVs, EWHs, and DWs in [56]. To
improve the training performance, Ye et al. [62] proposed
an autonomous control method for a residential multi-energy
system based on DDPG with prioritized experience replay (i.e.,
PDDPG) to reduce energy cost.
Although some advances have been made in above works,
their methods can only deal with discrete or continuous action
spaces. However, both discrete and continuous actions appear
in practical residential energy management. To support dis-
crete and continuous actions simultaneously, Li et al. proposed
a TRPO-based approach to jointly optimize the schedules of
different types of appliances in a smart home, e.g., HVAC
systems, EWHs, EVs, DWs, WMs, clothes dryers (CDs), a
refrigerator, and a hairdryer [59]. When the number of smart
homes is increasing, the scheduling of all energy subsystems
would be more difficult since more coupling constraints and
control decisions should be considered. To deal with this
challenge, Zhang et al. proposed a multi-household energy
management method for residential units connected to the
same transformer with the consideration of PVs, ESSs and
controllable loads based on cooperative multi-agent DRL [18],
which can reduce total energy cost and violate the transformer
capacity at a low probability.
B. Multiple Energy Subsystems in Commercial Buildings
In existing works, some DRL-based approaches have been
proposed to reduce commercial building energy consumption
[46] [55] [65]. Although some advances have been made, these
works only consider a single subsystem in buildings (e.g.,
an HVAC system) without noticing that other subsystems can
also affect energy consumption and user comfort in terms of
thermal, air quality and illumination conditions. In fact, some
research results show that jointly controlling HVAC systems
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Fig. 7. The architecture of the proposed control framework
and other building energy subsystems (e.g., blind, lighting,
and window systems) has great potential of saving energy [70]
[71]. For example, HVAC energy consumption can be reduced
by 17%-47% if window-based natural ventilation is adopted
[71]. Based on the above observation, Ding et al. proposed a
DRL-based framework in Fig. 7 for efficiently controlling four
building energy subsystems (including HVAC, lighting, blind
and window systems [57]) so that the total energy consumed
by all subsystems can be minimized while still maintaining
user comfort. To solve the high-dimensional action problem,
a BDQ algorithm is used. Moreover, a calibrated EnergyPlus
simulation model is adopted to generate enough data for the
training of the DRL agent. Simulation results show that the
proposed framework can save energy by 14.26% compared
with the rule-based method while maintaining human comfort
within a desired range.
Fig. 8. The system architecture of the designed recommender
The above-mentioned works mainly focus on building en-
ergy system itself and treat occupants as immovable objects,
which may decrease the potential of reducing energy con-
sumption. Therefore, it is very necessary to investigate the
potential of saving energy by shaping occupant behavior. To
this end, Wei et al. [50] designed a DRL-based recommender
system in commercial buildings, which can learn actions with
high energy saving potential and distribute recommendations
to occupants. Based on the feedback from occupants, better
recommendations can be learned. The system architecture of
the designed recommender is shown in Fig. 8, which consists
of four layers, i.e., environment layer, system state layer,
recommender system, and client layer. To be specific, envi-
ronment layer measures building environment (e.g., occupant
locations, energy consumption information) and sends such
information to system state layer. System state layer contains
two components, i.e., an empirical state, which maintains the
current building state, and simulated states, which are used
to represent the next state after the potential energy saving
actions are taken. The recommender system layer learns the
potential of different recommendation actions (including move
recommendation, schedule change, reduce personal resources,
and reduce service in spaces). The client layer receives recom-
mendations and allows clients to provide feedback (e.g., accept
or reject the recommendation). A four week user study shows
that the designed recommender system can reduce building
energy consumption by 19% to 26% when compared with a
passive-only strategy.
In this section, we review existing works on DRL ap-
plications in multiple energy subsystems of buildings. For
easy understanding, the research objects, considered energy
subsystems, research objectives, DRL algorithms, performance
improvement and implementation methods in existing works
are summarized in Table IV. It can be observed that there
is a great potential in reducing energy cost of buildings
by scheduling multiple energy subsystems coordinately, e.g.,
relative energy cost reduction is up to 59% while maintaining
satisfaction degree of occupants. Compared with the optimal
HVAC control in Table III, more advanced DRL algorithms are
adopted to deal with more complex problems, e.g., PDDPG,
BDQ, and TRPO. In addition, most of DRL methods are
evaluated by simulations. In next section, we will introduce
the DRL applications in building microgrids.
V. APPLICATIONS OF DRL IN BUILDING MICROGRIDS
In existing works, many DRL-based methods have been
proposed for residential microgrids [45], [51]–[54], where a
microgrid is a low voltage distribution network comprising
various distributed generation, storage devices, and responsive
loads [72]. For example, Francois-Lavet et al. proposed a
DQN-based energy management algorithm for a residential
microgrid with the consideration of battery and hydrogen
storage device to minimize the levelized energy cost, which is
an economic assessment of the cost that covers all the expenses
over the lifetime of the microgrid [51]. In [52], Dominguez-
Barbero et al. proposed a DQN-based energy management
algorithm for an isolated residential microgrid to minimize
the operating cost, which is the sum of DG generation cost
and the penalty of non-served power demand. In [53], Chen
et al. proposed a DQN-based energy trading strategy for a
microgrid to maximize the utility function, which is related to
trading profit, retail profit, battery wear cost, demand penalty
and virtual penalty. In [54], Ji et al. proposed a DQN-based
energy management algorithm for a microgrid to minimize
daily operating cost.
In the above research efforts, the proposed DQN-based
methods can not deal with DRL problems with continuous
9TABLE IV
SUMMARY OF EXISTINGWORKS ON DRL FOR MULTI-ENERGY SUBSYSTEMS IN BUILDINGS
Research work Object(s)
Energy
subsystems
Primary
objective
Secondary
objective(s)
DRL
algorithm(s)
Performance
improvement
Practical im-
plementation
Yu et al. [16] Smart home PV, ESS, HVAC Energy cost Thermal comfort DDPG 8.10%∼15.21% No
Zhang et al. [18]
Residential
buildings
PV, ESS, EV Energy cost
Transformer
capacity
violation
PPO 59.77% No
Mocanu et al.
[19]
Residential
buildings
PV, HVAC, EV,
DW
Energy cost
Peak demand,
load operational
time or condition
DQN 14.1%∼27.4% No
Liu et al. [56] Smart home
PV, ESS,
HVAC, EV,
Heater, DW
Energy cost
Consumers’
satisfaction
degree
DDQN 41.8%∼59% No
Ding et al. [57]
Commercial
buildings
HVAC, lighting,
blind and
window
Energy
consumption
Thermal
comfort, IAQ,
lighting comfort
BDQ 14.26% No
Li et al. [59] Smart home
HVAC, EV,
EWH, DW,
WM
Energy cost
Thermal comfort
and range
anxiety
TRPO 31.6% No
Ye et al. [62]
Residential
buildings
PV, ESS, TES,
EHP, GB
Energy cost
Excess energy
sale revenue
PDDPG 6.28%∼10.21% No
Wei et al. [50]
Commercial
buildings
HVAC, lighting,
plug load
Energy
consumption
Safety, comfort,
productivity
DQN 19%∼26% Yes
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Dynamics network
Representation network
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ķ Get the latest network
weights
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Fig. 9. The training process of the network model
actions, e.g., the generation output of Diesel Generators (DG)
[30]. To support continuous actions, DDPG-based methods
could be adopted. For example, Lei et al. proposed a FH-
DDPG based energy management algorithm for an isolated mi-
crogrid to minimize the sum of power generation cost and the
power unbalance penalty [30]. Since model-free based DRL
algorithms in existing works have low data efficiency, Shuai
et al. proposed a model-based DRL algorithm (i.e., MuZero)
for the online scheduling of a residential microgrid under
uncertainties [45] based on Monte-Carlo tree search (MCTS)
strategy with a learned network model. Note that the off-line
learning process of the network model can be depicted by
Fig. 9, where four components can be identified, i.e., network
training, replay buffer, storage, planning and acting. First, the
latest network weights are obtained from a storage and used for
planning implemented by MCTS. Next, an action is sampled
from the search policy, which is proportional to the visit count
for each action from the root node. Then, the environment
returns a new state and reward. At the end of the episode, the
trajectory data is stored into a replay buffer. When conducting
network training, a trajectory data will be randomly sampled
from the replay buffer and the updated network weights will
be saved in a storage device. It is obvious that network training
and trajectory data generation are independent process, which
can be implemented in parallel. Once the training process of
the network model with three components for representation,
dynamics and prediction is completed, MCTS with the learned
network model can be used to obtain the optimal online
decision at each time step. Note that the proposed algorithm
can operate without relying on any forecast information and
statistic distribution information of the system.
Although some advances have been made in above-
mentioned works, they take building loads as uncontrollable
resources. In fact, the energy cost of a microgrid could be
reduced by scheduling loads flexibly. For example, Yang et
al. proposed a DDPG-based scheduling algorithm for a data
center microgrid with renewable sources to reduce energy cost
by choosing the execution time and the quantity of served
workloads flexibly [60]. In [27], Yang et al. investigated a
large-scale smart home energy management problem in a
residential microgrid and proposed an entropy-based collective
multiagent reinforcement learning framework to learn home
control strategies for scheduling EVs and ESSs. Simulation
results based on real-world traces show the effectiveness of
the proposed framework in reducing the operating cost and
the peak load. In [58], Lee et al. proposed a MAPPO-
based algorithm to solve the demand response problem in a
residential building. The proposed algorithm intends to train
multiple household agents centrally. Once an optimal policy
is learned by each household agent, it can schedule household
appliances under real-time pricing environment for reducing
energy cost without knowing specific information about other
households.
In this section, we review existing works on DRL appli-
cations in building microgrids. For easy understanding, we
summarize the details of existing works in Table V. It can
10
TABLE V
SUMMARY OF EXISTINGWORKS ON DRL FOR MICROGRIDS
Research work
Microgrid
type
Energy systems
Controllable
building
load
considered
Optimization
objective(s)
DRL
algorithm(s)
Cost
reduction
Practical im-
plementation
Lei et al. [30]
An isolated
microgrid
PV, DG, ESS No
Power generation
cost, power
unbalance
FH-DDPG,
FH-RDPG
80% No
Shuai et al. [45]
A residential
microgrid
PV, WT, ESS No Operating cost MuZero 9.28%∼28.93% No
Francois-Lavet et
al. [51]
A residential
microgrid
PV, Battery,
hydrogen storage
device
No
The overall
levelized energy
cost
DQN 5%∼12% No
Dominguez-
Barbero et al.
[52]
An isolated
residential
microgrid
PV, DG, Battery,
hydrogen storage
device
No Operating cost DQN 58.5%∼67.20% No
Chen et al. [53]
A residential
microgrid
PV, ESS No Profit minus cost DQN >30% No
Ji et al. [54]
A residential
microgrid
PV, WT, DG,
ESS
No
Daily operating
cost
DQN 20.75% No
Yang et al. [27]
A residential
microgrid
PV, ESS, EV Yes, EV
Energy cost and
peak load
EB-C-A2C,
EB-C-DQN
24.69% No
Lee et al. [58]
A residential
microgrid
WM, CD, WH,
DW and
refrigerator.
Yes,
household
appliances
Energy cost and
peak load
MAPPO — No
Yang et al. [60]
A data center
microgrid
PV, ESS, servers Yes, servers Energy cost DDPG 6.24% No
be observed that the proposed DRL-based methods can bring
economic benefits for microgrid operators, However, most of
them neglect the control of building loads and all of them are
not implemented in practice.
VI. FUTURE RESEARCH DIRECTIONS
In this section, we describe some unsolved issues related to
DRL for SBEM and present the possible directions for future
research.
A. Multi-time scale building energy optimization
Most existing DRL-based methods focus on single-time
scale energy optimization problems. In fact, there are many
multi-time scale decision-making problems in the field of
building energy optimization. For example, supply air tem-
perature and the ratio of re-use air in a commercial building
HVAC system can be adjusted once every hour since the
frequent adjustment can cause damage to HVAC components
[73]–[75]. By contrast, supply air rate in each zone can be
changed every 10-15 minutes [75]. When confronted with
multi-time scale decision-making problems, existing DRL-
based methods are not applicable. A possible way is to design
energy optimization algorithms based on the framework of
hierarchical DRL [76] [77], which can support multi-time
scale DRL problems with delayed rewards. In hierarchical
DRL, actions can be divided into two types with different
time scales. To be specific, actions with slow time scale are
first taken in the upper level based on system state. Then,
actions with fast time scale are taken in the lower level based
on system state and the chosen actions in the upper level.
By coordinating the actions of upper level and lower level,
hierarchical DRL-based methods can explore the environments
efficiently.
B. Multi-objective building energy optimization
As shown in Section IV, multiple objectives are pursued by
SBEM, e.g., energy cost/consumption minimization, carbon
emission minimization, and comfort maximization. Moreover,
such objectives are often conflicting with each other [17]. A
typical way of dealing with conflicting objectives in existing
DRL-based methods is to design a synthetic reward function
as a weighted sum of different objectives [16] [17]. Since
the weight parameters related to different objectives typically
have different units and/or scales, it is very challenging to
decide their proper values beforehand. Moreover, learned
policies based on the above-mentioned way can not support
flexible operation of building energy systems, e.g., switching
flexibly between low energy cost mode and high comfort
mode. To avoid deciding weighted parameters for multiple
objectives and support flexible operation, a possible way is to
design building energy optimization algorithms based on the
framework of multi-objective DRL [78] [79] or multi-objective
meta-DRL [80].
C. Multi-zone building energy optimization
In existing works on building HVAC systems, the proposed
DRL-based control methods mainly focus on a single-zone
building. In [15], Wei et al. proposed a heuristic algorithm
for Variable Air Volume (VAV) HVAC control in a multi-
zone office building and DRL agent for each zone is trained
separately. Although the proposed algorithm is effective when
5 zones are considered, it is not scalable due to the lack
of multi-zone coordination. In other words, the proposed
algorithm may diverge or show degraded performance when
the number of zones is very large. In [63], Hu et al. proposed a
MADDPG-based method to decide temperature and humidity
setpoints in a four-zone building. Since the input of each
critic in MADDPG is the concatenation of state and action
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information from all agents, the scalability of the MADDPG-
based method is not very high. To overcome the drawback
of MADDPG, Iqbal et al. proposed a MAAC method in [66]
by adopting attention mechanism. To be specific, MAAC can
learn the critic for each agent by selectively paying attention to
the information from other agents. Therefore, MAAC is more
scalable than MADDPG. In [17], Yu et al. proposed a MAAC-
based VAV HVAC control method for a multi-zone commercial
building with the consideration of thermal comfort, indoor air
quality comfort and random occupancy. Extensive simulation
results show that the proposed method is still effective when 30
zones are considered. As mentioned in [17], a larger capacity
of a memory replay buffer is required with the increase of zone
number. Therefore, it is very challenging to effectively learn
an optimal policy given a large buffer capacity. A possible
way is to adopt prioritized experience replay [81], which
can learn experience more efficiently by replaying important
transitions more frequently. In addition, more scalable DRL-
based algorithms should be designed since the number of
zones in a practical commercial building may exceed one
hundred or even one thousand.
D. Efficient training of DRL agents in multi-building energy
optimization
As introduced in Section III, model-based DRL methods for
building energy optimization are data efficient. For example,
authors in [46] and [47] developed state transition prediction
model and reward prediction model based on historical data
within several years, which can provide enough training data
for the DRL agent. However, a large amount of historical
data may be unavailable for some buildings (e.g., brand-new
buildings). At this time, a building energy model has to be
developed by collecting and exploiting a limited amount of
actual operational data [65], which will affect the training
performance of the DRL agent. To improve this situation,
a possible way is to combine DRL with transfer learning.
To be specific, the key idea of transfer learning is to apply
the knowledge from one task to a related but different task,
which contributes to the reduction of training time [82]. In
[83], Zhang et al. proposed a transfer learning based scheme
for thermal dynamics modeling in smart buildings, which can
solve the problem of generalizing an established model from
one building with a large amount of historical data to another
building with a limited amount of data. Therefore, combining
DRL with transfer learning is beneficial to the fast training of
DRL agents in multiple buildings.
E. DRL-based energy optimization for building microgrids
Most existing works focus on the case that building loads
are uncontrollable, which means that the advantage of demand
side management can not be fully utilized, e.g., reducing peak
load or energy cost [84]. In building loads, HVAC systems
have high and flexible power consumption. Under some oper-
ational constraints (e.g., comfortable indoor temperature range
and comfortable indoor air quality), HVAC systems can be
scheduled flexibly to save energy cost as a response to dynamic
prices [85], [86], which can also offer many benefits for
microgrids. For example, incorporating building HVAC control
in microgrid scheduling [72] and planning [87] are beneficial
to reduce operation cost and total annualized cost (including
investment cost and operation cost), respectively. Therefore, it
is worthwhile to design DRL-based energy management algo-
rithms for building microgrids with the consideration of load
flexibility. Since there are both discrete and continuous vari-
ables in energy optimization problem of building microgrids
with HVAC loads, the designed DRL-based algorithms should
support different kinds of actions as in [59]. In addition, the
designed DRL-based algorithm should be scalable since the
number of HVAC systems in residential building microgrids or
the number of zones served by an HVAC system in commercial
building microgrids is large. Last but not least, the designed
algorithms should deal with multi-time scale optimization
problem since hydrogen storage devices and battery operate
in microgrids have different time scales [4].
VII. CONCLUSIONS AND LESSONS LEARNED
This paper reviewed the applications of deep reinforce-
ment learning in smart building energy management with
the consideration of different system complexities comprehen-
sively. First, we provided an overview of deep reinforcement
learning, including its fundamentals and classification. Then,
we introduced the existing works in the aspect of a single
energy subsystem, multiple energy subsystems in buildings,
and building microgrids. Finally, we identified unsolved issues
and pointed out the future research directions.
Few major lessons that we learned from this review are
summarized as follows. Firstly, most of DRL-based building
energy optimization methods are still not implemented in
practice. The main reason is that model-free DRL approaches
for building energy optimization require a large number of
interactions between DRL agents and environments, which
is time-consuming and costly. Secondly, model-based DRL
approaches for building energy optimization are more prac-
tical than model-free DRL approaches since the former can
provide enough training data for DRL agents and reduce the
dependence on real environment. Above all, the state transition
prediction model and reward prediction model can be devel-
oped using a large amount of historical data. When the amount
of historical data is not enough in the current environment,
the above-mentioned models can be pre-trained using the
historical data in a related, but different environment. Thirdly,
DRL-based building optimization methods have great potential
of reducing energy cost and peak load. However, there are
still many challenges caused by multiple time scales, multiple
optimization objectives, multiple zones, multiple buildings,
and multiple building microgrids. Therefore, research on DRL
for smart building energy management is still in its infancy
and remains to develop.
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