We study a multi-armed bandit problem in a setting with covariates available. We take a nonparametric approach to estimate the functional relationship between the response (reward) and the covariates. The estimated relationships and an appropriate randomization are used to select a good arm to play for a greater expected reward. The randomization helps to balance the tendency to trust the currently most promising arm with further exploration of other arms. It is shown that with some familiar nonparametric methods (e.g., histogram), the proposed strategy is strongly consistent in the sense that the accumulated reward is asymptotically equivalent to that based on the best arm (which depends on the covariates) almost surely.
Introduction
Multi-armed bandit problems have been extensively studied in probability and statistics in the past few decades and still receive considerable interest in these and related elds. Readers are referred to Berry and Fristedt (1985) , Gittins (1989) and references cited therein for the history, many elegant results and applications in clinical trial, scheduling and other industrial problems. Some recent developments are in e.g., Berry, et al. (1997) considering in nitely many arms, and Auer, et al. (1995) considering worst-case performance.
In classic bandit problems, each arm sequentially generates rewards based on a distribution with some unknown parameters, and one needs to sequentially select one arm to play for the maximum expected reward. In the majority of earlier work, no auxiliary information beyond the observed rewards is considered when selecting an arm to play. Exceptions include Woodroofe (1979) , Sarkar (1991) and Clayton (1989) who considered one-armed bandit problems with covariates. The rst two papers study Bayesian sequential allocation in non-Bernoulli bandit models with parametric frameworks and show that the myopic rule is asymptotically optimal. The latter studies Bernoulli bandit with covariate using a link function to relate the success probability with the covariate. Because covariates are often available in many potential applications, incorporating such information in decision making is desirable for a better performance. In this work, we consider continuous rewards with covariates available and propose a method for arm selection (allocation) with a proven asymptotic property. Our approach employs nonparametric regression procedures for estimating the dependence of the rewards on the covariates for the arms and use a randomized allocation scheme to control the trade-o between the tendency to use the currently most promising arm and that of further exploration to nd the arm that is truly the best (which depends on the covariates in general). The use of nonparametric approaches has the advantage of more exibility with a wider range of applications.
Problem setup
We formulate the bandit problem with covariates in a problem-solving context (e.g., Gratch et al. (1994) ). Assume that a nite collection of methods is proposed to solve a certain type of problem. The interest is to solve the problems as quickly as possible. Let x 2 R d be a d-dimensional observable characteristic of each problem. We here assume that the characteristics are continuous variables and take values in a hypercube and then taken as 0; 1] d without loss of generality. By applying the i-th method, the mean time used to solve problems with the given characteristic x is denoted f i (x); 1 i I, where I is the total number of methods considered. The actual amount of time for solving a problem with characteristic x by the i-th method is modeled as f i (x) + ";
where " denotes the random error with mean zero and a nite variance.
The functions f i ; 1 i I are assumed to be unknown and not necessarily of a known parametric form. Ideally, if f i 's (but not the errors) were known, when a problem comes with characteristic x; one should use the method with the smallest mean time at x, i.e., choose method i with f i (x) f i (x)
for any other i 6 = i : Note that in general, for di erent x; the best method is di erent. For solving the problems e ciently, nding the method with the best overall performance is not su cient and the information in the covariates should be incorporated when choosing a method. Let i (x) denote this optimal choice of method. (The optimal choice may not be unique and one may break ties, if any, with any reasonable rule.) The corresponding mean time, f (x) = min 1 i I f i (x); is the ideal mean time for solving problems with characteristic x. Let X 1 , ..., X n ; ... be a sequence of (characteristics of) problems independently generated from a population with characteristic in 0; 1] d . Let P X denote the underlying probability distribution, which is also assumed unknown in this work. At each time j 1; when a new problem X j is presented, we need to select a method for solving the problem based on X j and the previous data. We assume that, as is typically the case in bandit problems, only one method can be applied to solve the problem and therefore we will not observe the times used by other methods on the same problem. In addition to e ciency consideration, this is also a realistic setting for many applications where it is impossible or impractical to apply multiple methods on the same problem (subject) in e.g., applying medical procedures or testing quality of a product in a destructive way. Let Y i;j denote the time used by the i-th method on the problem X j : As just mentioned, for each j; there is only one Y i;j that will be observed. Let " ij denote the error that occurs when method i is used to solve problem j: In this work, we assume that the errors associated with di erent problems and/or di erent methods are independent of each other, and are all independent of X i 's.
Let be a sequential allocation rule. Let I 1 ; I 2 ; :::; I n ; ::: be the chosen method at time 1; 2; ::: based only on X 1 ; on X 2 = (X 1 ; X 2 ); I 1 and Y I1;1 ; ...; X n = (X 1 ; :::; X n ); I 1 ; ::::; I n?1 and (Y I1;1 ; :::; Y In?1;n?1 ); ... respectively. With the allocation rule, given the previous observations and X j , the mean time (averaging out the present error) used to solve the problem X j is f Ij (X j ) for j 1: The total of this mean time up to time n is P n j=1 f Ij (X j ): Clearly, without knowing the random errors, the ideal performance occurs when the choices I 1 ; :::; I n match i (X 1 ); :::; i (X n ); yielding the optimal total (conditional) mean time P n j=1 f (X j ): It is thus of interest to study the quantity R n ( ) = P n j=1 f Ij (X j ) P n j=1 f (X j ) :
Obviously R n is a random variable no smaller than 1. It measures the performance of the allocation rule relative to the ideal one with the optimal method known for each x:
De nition: An allocation rule is said to be strongly consistent if R n ( ) ! 1 with probability one. Remarks:
1. It is also reasonable to study the ratio P n j=1 Y Ij;j P n j=1 Y i (Xj);j as a measure of performance for allocation (with estimation). As can be easily seen (see Appendix 8.1), the two measures are basically the same.
2. If 1 n P n j=1 f (X j ) is eventually bounded above and away from zero with probability one, then
Clearly the consistency is a desirable property. Allocation rules will be constructed and shown to be strongly consistent.
Not surprisingly, for e cient allocation, the individual functions f i need to be estimated to some extent. We will apply nonparametric techniques to estimate the mean functions and then base the selection of a method on a consideration that involves the comparison of the estimated mean function f i 's. To achieve e ciency, one needs to appropriately balance the tendency to use the seemingly most promising method at the time being with the desire to give other methods more chance to shine if they can. We use a randomization technique to automatically balance the two competing directions.
Our work is very di erent from the previous results on bandit problems with covariates by Woodroofe (1979) , Clayton (1989) , and Sarkar (1991) . The main di erences include: 1). multi-arm (in our work) versus one-arm (two-arm); 2). the modeling of the dependence of Y on the covariates are di erent: we use a nonparametric regression framework and the previous work assumes parametric relationships; 3). unlike the previous work, our result is not in a Bayesian framework and we study a strong consistency property of allocation; and 4). we use a randomized allocation rule and the previous work used deterministic ones. Our approach seems quite realistic for many applications.
Proposed strategy
There are mainly two ingredients in our approach to selecting a problem-solving method (arm): nonparametric estimation of the individual function f i 's and a proper allocation scheme to control the trade-o between the two competing directions as mentioned earlier.
For estimating f i 's, consider a nonparametric regression procedure, e.g., histogram, nearest neighbor, kernel or local polynomial regression. At each time n 1; let Z n;i denote the set of observations (X j ; Y Ij;j ); 1 j n; that the i-th method is applied to solve the problems (i.e., I j = i). Letf i;n denote the regression estimator of f i based on the data Z n;i :
The following is our proposed strategy of allocation. Let f j ; j 1g be a sequence of positive numbers decreasing to zero.
Step 1. Initialize. Give each method a small number of applications. We here take I 1 = 1; I 2 = 2; ::::; I I = I (i.e., give each method a try).
Step 2. Estimate the individual functions f i . For n = I +1; based on the current data Z n;i , estimate f i byf i;n for 1 i I using the chosen regression procedure.
Step 3. Estimate the best method. For the next problem with characteristic X n+1 ; let{ n+1 (X n+1 ) be the minimizer off i;n (X n+1 ) over 1 i I (if there is a tie, any tie-breaking rule can be used).
Step 4. Select and apply. Randomly select a method, with probability 1 ? (I ? 1) n+1 for i ={ n+1
(the seemingly best at the time being) and with probability n+1 for each of the remaining method.
(Here it is assumed that (I ? 1) n+1 < 1:) Let I n+1 denote the selected method. Apply the method I n+1 to solve the new problem X n+1 :
Step 5. Update the estimates. After the new observation X n+1 ; I n+1 ; Y In+1;n+1 ; update the function estimate of f i for i = I n+1 :
Step 6. Repeat Steps 3-5 when the next problem X n+2 surfaces and so on. Note that in Step 4, a randomized selection is used. With high probability we select the currently projectedly \best" procedure (based on the estimates of f i 's), but still give other procedures some chance. Since n decreases to 0, with more and more data, the chance gets smaller and smaller. When the variances of the errors are large, with n being small or moderate, the estimates of f i 's are not very accurate, and therefore{ n+1 is not very reliable. In such a case, it is better to choose n not too small so as to reach a sound comparison among the methods more rapidly. The same argument applies when the individual functions are not very smooth and can change rapidly. In some sense, the speed at which n ! 0 re ects our con dence in the accuracy of the estimates of the function f i 's. Like the band width in kernel regression, the choice of n a ects the nal performance of our proposed strategy. In this work, we will not pursue the direction of automated choice of n .
The proposed allocation rule above will be denoted :
Examples of regression procedures
Various regression procedures can be used to estimate the individual mean time function f i 's. We mention a few below. We do not address design issues here and assume that the covariate values are given. Consider the regression model As is well-known, roughly speaking, when N is large, the variance off is small but the bias off can be large; conversely, when N is small, the variance off is large, but the bias off is small. An appropriate choice of N is needed to reach an overall good performance. In general, N = N n should be chosen to increase in n for the estimation risk to converge to zero. See, e.g., Devroye et al. (1994) and references cited therein for convergence results on nearest neighbor methods.
Kernel method
When the underlying regression function f is very smooth, estimates that are smoother than the histogram or nearest neighbor estimate may improve performance. Kernel and local polynomial regression techniques have been widely studied (see, e.g., Fan and Gijbels (1996) ).
One can also consider other estimation methods such as polynomial or trigonometric expansion, splines methods, and neural nets for high dimensional settings. Proof: Since the ratio R n ( ) is always lower bounded below by one, we only need to work on the upper bound direction. Corresponding to Step 1, de neÎ j = I j = j for 1 j I: Note that R n ( ) = P n j=1 f{ j (X j ) P n j=1 f (X j ) + P n j=1 ? f Ij (X j ) ? f{ j (X j ) P n j=1 f (X j ) P n j=1 f{ j (X j ) P n j=1 f (X j ) + 1 n P n j=1 AI fIj6 ={jg 1 n P n j=1 f (X j ) ; where the inequality follows from Assumption B. (Note that since E(f (X 1 )) > 0; the denominator P n j=1 f (X j ) above is eventually positive with probability one.) Let U j = I fIj6 ={jg : Since 1 n P n j=1 f (X j ) converges a.s. to Ef (X) > 0; the second term in the above inequality converges to zero almost surely if 1 n P n j=1 U j ! 0 a.s.. Note that for j I + 1; U j 's are independent Bernoulli random variables with success probability (I ? 1) j . Since P 1 j=I+1 V ar Uj j = P 1 j=I+1 This completes the proof of Theorem 1. The Assumption A for Theorem 1 seems quite natural but is somewhat heavy since it puts a condition in terms of both the estimation procedure and the allocation scheme. It may be involved for checking in general. In the next two sections, we verify it for two cases, namely histogram and nearest neighbor procedures.
Allocation with histogram estimates
In this section, we show that the histogram regression procedure described in Section 4 together with the allocation scheme in Section 3 lead to strong consistency under some reasonable conditions on the random errors, design distribution and the individual mean function f i 's.
Assumptions: Remark: If there are no available covariates or the available covariates are irrelevant, then f i (x) c i for some positive constants c i for 1 i I: In this case, the best method i (X) does not depend on X: By Theorem 2, the allocation rule asymptotically does as well as the method i . Consistency (in expectation instead of a.s.) for a two-armed bandit problem without covariates was rst obtained by Robbins (1952) . Lai and Robbins (1985) moved a step forward by constructing asymptotically e cient allocation rules.
Note that for estimating the individual function f i 's, the observations so far are divided into I sub-samples according to the methods applied to the problems. Intuitively, if the covariate values in each sub-sample are eventually dense in 0; 1] d ; the histogram estimators should become more and more accurate. Technically speaking, however, it is quite nontrivial to verify Assumption A. Strong consistency of histogram estimators (under L 1 norm) in a regular regression setting does not readily imply the satisfaction of Assumption A. A major di culty in the analysis arises from the fact that the Y 's in each sub-sample are no longer independent of each other since the allocation rule ties them together.
Proof: By Theorem 1, since Assumption B is clearly satis ed, we only need to verify Assumption A, i.e., show that the histogram method is strongly consistent in L 1 norm for estimating f i 's under the allocation scheme given in Section 3.
The histogram technique partitions the unit cube into M = (1=h) n small cubes. Under Assumption 2, from Appendix 8.5, for each small cube C l (1 l M) in the partition, the number of observations X j (1 j n) that fall in the cube, denoted by N l ; is unlikely to be very small relative to nh d 
Now condition on a realization of the design variables X 1 = x 1 ; :::; X n = x n : Consider the estimation of f i (x) for a xed i in f1; :::; Ig: Let W 1 ; :::; W n be the Bernoulli random variables indicating whether the i-th method is selected (when W j = 1) for solving the problems X j ; 1 j n or not (when W j = 0). Note that conditioned on the previous observations and X j , the probability of W j = 1 is almost surely lower bounded by j n for 1 j n (since j is nonincreasing). Let !(h; f i ) be the modulus of continuity, as de ned in (5) 
Here for applying Lemma 1, we used the observation that for each j 1; W j is independent of i;l 's for all l j since W j depends only on the previous observations and X j : From (3), we have P x n kf i;n ? f i k 1 ; min 7 Allocation with nearest neighbor estimates
Like the histogram approach, nearest neighbor estimators can be used to achieve the strong consistency. Proof: Again by Theorem 1, since Assumption B is satis ed, we only need to show that the nearest neighbor method is strongly consistent in L 1 norm for estimating f i 's under the allocation scheme given in Section 3. Thus the set f(X 1 ; :::; X n ) : sup x r(x) "=4 g is contained in the set that there exist at least one small cube of side length h < "=4 with the number of observations corresponding to the i-th method less than N n : It follows P sup
where p is the probability that there are less than N n observations in a given small cube. From all above, with h < "=4 and N n Under the continuity assumption, we have !(h; f i ) ! 0 as h ! 0: Thus for any > 0; " > 0: Then if we take h n ! 0; eventually we have h n "=4 : For N n such that N n 2 n = logn ! 1 and N n = o(n); we can choose h n ! 0 satisfying h n 2Nn cn 1=d (as needed for (4)). As a consequence, for each > 0; the above upper bound in (4) is summable in n and thus 1 X n=1 P kf i;n ? f i k 1 < 1:
By the Borel-Cantelli lemma, since is arbitrary, kf i;n ?f i k 1 ! 0 with probability one. This completes the proof of Theorem 3.
Appendix
8.1 A slightly di erent measure of performance
The de nition of consistency given in Section 2 involves the mean times averaged over the random errors.
It is essentially the same as the following one in terms of the observed times.
De nition: An allocation rule is said to be strongly consistent if P n j=1 Y Ij;j P n j=1 Y i (Xj);j ! 1 with probability 1.
Note that P n j=1 Y Ij;j P n j=1 Y i (Xj);j = 1 n P n j=1 f Ij (X j ) + 1 n P n j=1 " Ij;j 1 n P n j=1 f i (Xj) (X j ) + 1 n P n j=1 " i (Xj);j :
By the strong law of large numbers, 1 n P n j=1 " Ij;j ! 0 and 1 n P n j=1 " i (Xj);j ! 0 almost surely. Thus, the two measures are essentially the same. One may consider a more ambitious goal to asymptotically achieve the performance obtainable only when one knew the realization of times in advance. That it, one wants to have an allocation rule such that P n j=1 Y Ij;j P n j=1 Y j ! 1 a.s., where Y j = minfY i;j : 1 i Ig: It is not hard to show that this is too much to ask for and is not generally possible to achieve. Here the probability (denoted by P x n ) is conditioned on the design points.
Proof: Note that the above inequality trivially holds if min 1 l M N l = 0: Thus we assume that min 1 l M N l > 0: Let N(x) denote the number of x i 's that fall in the same cube as x and let J(x) denote the set of index 1 j n of such design points. Let J(x) denote the subset of J(x) that W j takes value 1 and let N(x) denote the size of the set. Notê The conclusion follows. This completes the proof of Lemma 1.
8.3 A probability inequality for sum of certain random variables Let " 1 ; " 2 ; ... be independent random variables satisfying the re ned Bernstein condition (1) in Assump- 
Remark: The second inequality (6) Minimizing the exponent of the upper bound over t (as in Birg e and Massart (1998, Lemma 8)) gives the claimed inequality.
An inequality for Bernoulli trials
For 1 j n; let W j be independent Bernoulli random variables with success probability i : Then applying the Bernstein's inequality (see, e.g., Pollard (1984, p. 193 
Somewhat more complicatedly, for 1 j n; let f W j be Bernoulli random variables. They are not necessarily independent. Assume that the conditional probability of success for f W j given the previous observations is lower bounded by j ; i.e., 8.6 A probability bound on the performance of the nearest neighbor method
Consider the nearest neighbor estimators of the functions f i 's as de ned in Section 7. Now x i in f1; :::; Ig: Let W 1 ; :::; W n be the Bernoulli random variables that decide if the i-th method is applied to X j (when W j = 1) or not (when W j = 0) for 1 j n: From the description of the allocation scheme in Section 3, it is clear that for each 1 j n, W j is independent of f" i;k : k jg: Note also that conditioned on the previous observations and X j , the probability of W j = 1 is almost surely lower bounded by j n for 1 j n. where for the second inequality, we used the fact that !( ; f i ) is nondecreasing (since if r(x) < "=4 then !(r(x); f i ) "=4). We handle below the second term in the second inequality above. Now condition on the design points. Note that for di erent x; J(x) may be the same. Let L be the total number of choices that J(x) can take for x 2 0; 1] d and let t 1 ; :::; t L be any chosen representatives for these distinct values. Observing that L depends only on the design points, we have that conditioned on X 1 = x 1 ; :::; X n = x n ; Since the upper bound does not depend on x n ; it also upper bounds the unconditional probability The conclusion of Lemma 3 follows. This completes the proof of Lemma 3.
