From the notion of stochastic Hamiltonians and the flows that they generate, we present an account of the theory of stochastic derivations over both classical and quantum algebras and demonstrate the natural way to add stochastic derivations. Our discussion on quantum stochastic processes emphasizes the origin of the Itô correction to the Leibniz rule in terms of normal ordering of white noise operators.
Stochastic Derivations
Derivations play a fundamental role in the study of algebras, whether they be algebras of functions on a manifold or algebras of operators. Given the suitability of C*-algebras for modelling quantum mechanical variables it is natural to consider algebras of functions on Poisson manifolds as an intermediary between classical and quantum cases. This view is strengthened considerably by the deep analogies known to exist between Poisson and operator algebras [1] [2]. It is natural to return to these analogies when considering stochastic flows describing irreversible dynamical evolutions.
We begin by extending the notion of a stochastic derivation.
Notation
Let A be an associative unital topological algebra with involution †. We denote the set of linear maps L : A × A → A satisfying L A † = L (A) † , ∀A ∈ A, by L (A).
Suppose that β : A × A → A is bilinear, then the β-distension of an element L ∈ L (A) is defined to be D β L : A × A → A where
If D β L is zero then L is called a β-derivation. A map Φ ∈ L (A) is said to be a β-automorphism if Φ(β (f, g)) = β (Φf, Φg). Evidently, the infinitesimal generator of a one-parameter family of β-automorphisms of A must be a β-derivation. (When β is just the algebraic product we naturally talk of just derivations and automorphisms.)
Examples
Classical mechanics Let A be the Schwartz functions on phase space Γ.
Here A is a commutative algebra with respect to pointwise multiplication and derivations correspond to tangent vector fields. However, Γ is endowed with a Poisson brackets which is of course a bilinear mapping. The Poisson-distension is physically a measure of dissipation; the extent to which a vector field on phase space generates an acanonical flow. Given a real function h ∈ A, the Hamiltonian vector field generated by h is X h ∈ L (A) defined by X h (f ) := {f, h}. By the Jacobi property of Poisson brackets X h will be a Poisson-derivation; by the Leibniz property of Poisson brackets it is tangent vector field. The Poisson manifold Γ is said to be Poissonsimple if the only maps having Poisson-distension zero are the Hamiltonian vector fields [1] .
Quantum Mechanics Let A be an algebra of operators acting on a Hilbert space H. The operator product is non-commutative, of course, and to a certain extent carries out the role played by both pointwise multiplication and Poisson brackets in classical mechanics. Elements of L (A) are sometimes referred to as super-operators.
For a self-adjoint operator h ∈ A, we define
* -algebra or a unital simple C * -algebra, then it is well-known that all derivations take this Hamiltonian form [18] . The distension of a superoperator with respect to the operator product has been termed its dissipation by Lindblad [20] . M (t j , t j+1 − t j ) = 0 where P (s, t) is a partition of [s, t] into sub-intervals of maximum length |P (s, t) | and convergence is in the topology of A, respectively L (A). We then say that M (t, dt) = 0 (dt).
Definition 1 Let (Θ t ) t be a one-parameter group of automorphisms of A. A family of maps (J t ) t≥0 is called a Θ t -cocycle if
whenever t, s ≥ 0. The family of expectations E t] t≥0 is said to be Θ t -covariant if, likewise,
Definition 2 A cocycle (J t ) t is said to be adapted to a filtration
The cocycle is said to admit a forward derivative L t if the following limits exist
for each t ≥ 0, f ∈ A.
Suppose that an adapted Θ t -cocycle J t admits a forward derivative L t then a difference martingale M (s, t) ∈ L (A) is defined by
If the expectation is Θ t -covariant, then forward derivative can be rewritten as
where
. Similarly, the martingale may be written as
It then follows that
The next definition follows Accardi and Hudson [22] .
The relation (5) means equivalently that
Note that the mutual quadratic variation is related to the dissipation according to
Fluctuation-Dissipation Relations
The dynamical fluctuations are described by the bilinear form Σ defined by
The forward derivative will generally not be Hamiltonian (indeed a derivation!).
As we have that
In order to better understand the fluctuation-dissipation principle (FDP) as we have formulated it, consider the following key examples:
• A is a topological algebra of smooth functions (on some manifold, say) and β is pointwise multiplication of functions. The forward derivative is generally non-vectorial (instead, it is formally a second-order differential operator for diffusions) however the FDP ensures that the pointwise evaluation of products of functions is preserved under the stochastic dynamics.
• A is a topological algebra of smooth functions (on some manifold, say) and β is Poisson bracket of functions. The forward derivative is generally non-Hamiltonian however the FDP ensures that the Poisson bracket of functions is preserved under the stochastic dynamics.
• A is a topological algebra of observables (on some Hilbert space) and β is operator product. The forward derivative is generally not an algebraic derivation (instead, it is formally a Lindblad operator [20] ) however the FDP ensures that the product of observables -and hence the commutation relations -are preserved under the stochastic dynamics.
We discuss the classical case in the next section and the quantum one in the section after that. A crucial remark is that the FDP is a consequence of the definition of a stochastic derivation -in fact, it is the deterministic component of the defining property -but the martingale component of the stochastic derivation property implies more than just the FDP.
Classical Evolutions
Let Γ be a manifold with local coordinates ξ 1 , . . . , ξ 2n . A stochastic process, j t , on Γ is constructed by assuming the following local form: let B α t be m independent Wiener processes having common probability space (Ω, F, P). One takes Ω to be the canonical space C 0 (R m ) with sample path (ω α (t)) and B α t (ω) = ω α (t); let ω ∈ Ω and let ξ ∈ Γ; then take j t (ξ) = j t (ξ, ω) to be the solution of the Itô SDE
where v and the σ α are smooth vector fields. (A precise account of stochastic processes on differential manifolds can be found in [17] , however, we exploit the formal presentation as outlined in [16] .) The evolution depends, formally, on the differentials of the Wiener process and from the discussion on inputs in the previous section one sees that j t is a stochastic flow satisfying the relations
where θ t is appropriately defined as (θ t ω) (u) = ω (u + t) − ω (t).
The evolution of functions in A = C ∞ (Γ) is then described by the introduction of the stochastic propagators
Effectively J t f is a random function taking values in A. The Itô calculus yields the differential formula
or more compactly
where L is the second-order differential operator
The operator L can be put into the following Hörmander form:
where w is the Stratonovich vector having components
In terms of the Stratonovich calculus, the propagator differential equation takes the form
Remarkably this is a vector equation where the formal generator is the w + m α=1 σ αḂ α t . This is a special case of the Schwarz principle [16] . The operator L leads to a "heat" equation with Cauchy data
As is well known, this possesses a solution u (t, ξ) = E [J t f ] provided that f is bounded and twice continuously differentiable. Moreover, under certain circumstances, smooth transition kernel densities exist and are given by
Such a condition is that L is elliptic, that is, the matrix m α=1 σ i α σ j α is positive definite. However, a weaker condition is that the Lie algebra generated by the vectors σ α and [w, σ α ] has the maximal dimension dim Γ at every point ξ ∈ Γ: this is the Hörmander conditions and this larger class of operators is known as the hypo-elliptic operators.
Canonical Stochastic Flows
A stochastic flow is canonical if it preserves the Poisson bracket structure in the sense that
At the infinitesimal level, in terms of the Itô calculus, one then has
where the final term is an Itô correction. In terms of the Stratonovich calculus, where standard rules of calculus apply, the infinitesimal form is, however,
and this means that w and the σ α are canonical vector fields.
If the Poisson manifold is Poisson simple, then there exist functions H and F α such that w = X H and σ α = X Fα . The Hörmander condition then requires that the Lie algebra generated by the functions F α , {H, F α } (with Poisson bracket as Lie bracket) will generate a maximal linearly independent set of Hamiltonian vector fields at each point ξ ∈ Γ.
Returning to the Itô calculus yields
Quantum White Noises
It is possible to develop a formal theory of quantum white noises which nevertheless provides a powerful insight into quantum stochastic processes [3] . We present the "bare bones" of the theory in the hope that the structure will be more apparent without the mathematical gore and viscera. Essentially, we need a Hilbert space H 0 to describe a system of interest. We postulate a family of pseudo-operators a The first structural relations we need is
which implies that the annihilator noises annihilate the vacuum. The second relations are given by the commutation relations
Otherwise the creation noises all commute amongst themselves, as do the annihilation noises. Here κ = 1 2 γ + iσ is a complex number with γ > 0. We have introduced the functional kernels δ ± having the action
for any Riemann integrable function f .
If the right-hand side of (1) was just γδ (t − s) , then we would have sufficient instructions to deal with integrals of the noises wrt. Schwartz functions; however introducing the δ ± -functions we can formally consider integrals wrt. piecewise Schwartz functions as we now have a rule for what to do at discontinuities. In particular, we can consider integrals over simplices {t > t 1 > · · · > t n > 0} . The objective is to use the commutation rule (QWN2) to convert integral expressions involving the postulated noises a ± t to equivalent normal ordered expressions, so that we only encounter the integrals of the δ ± -functions against Riemann integrable functions.
We remark that the commutation relations (QWN2) arose from considerations of Markovian limits of field operators a ± t (λ) in the Heisenberg picture satisfying relations of the type a
where θ is the Heaviside function and the right-hand side is a Feynman propagator.
Quantum Stochastic Calculus

Fundamental Stochastic Processes
For real square-integrable functions f = f (t), we define the following four fields
where on the right-hand side the superscript denotes a power, that is [a] 0 = 1, It is easy to compute from the noise relations (QWN2) that the fields satisfy the commutation relations
where (f |g) is the inner product
Using the convention t ∧ s for the minimum value of t and s, we find the following relations 
Testing Vectors
The annihilators destroy the vacuum: therefore we apply the creators to the vacuum to produce new vectors. For functions f 1 , f 2 , . . . , f n ∈ L 2 (R + ) we define the vector
since the A 10 (f j ) commute, the vector is symmetric under interchange of the f j 's. The inner product of such vectors is
where S n is the group of permutations over the set {1, . . . , n}. The Hilbert space spanned by the such vectors is denoted as F (n) . The Hilbert spaces F (n) are then naturally orthogonal for different n . The direct sum is the (Bose) Fock space
, the subset of Fock space generated by the elements of T is E (T ) = {ε (f ) : f ∈ T }.
Quantum Stochastic Processes
Let H be a fixed Hilbert space, we wish to consider operators on the tensor product H ⊗ F. A family of operators (X t ) t≥0 defined on a common domain D ⊗ E (T ) can be understood as a mapping from :
Adapted Processes
We say that an (pseudo-) operator X is t-measurable if [X, a ± s ] = 0 whenever s > t. We then say that a family of operators (X t ) t≥0 is adapted if each X t is t-measurable. The white noises and the fundamental processes are adapted.
Time Shift
A family of maps Θ t is defined by requiring that
More generally, Θ t acts on any expression involving the noises by shifting all the noises forward by time t. The effect of Θ t on processes is as follows:
In particular, we have
Conditional Expectation
A conditional expectation E t] is defined as follows
More generally, given any operator expression involving the noises, its conditional expectation E t] results from putting all noises in advance of t equal to zero. In particular, we have
The family E t] : t ≥ 0 is termed a filtration and we note the property that
, for all t, s ≥ 0.
Quantum Stochastic Integrals
Let X ij t t≥0
be four adapted processes. The quantum stochastic integral having these processes as integrands is
where we use the Einstein convention that repeated indices are summed (over 0,1). We shall use the differential notation dX t = a
The key feature is that the noises appear in normal ordered form in the differentials. Suppose that the X ij t t≥0
are defined on domain D ⊗ E (R), then it follows that
for all φ, ψ ∈ D and f, g ∈ R.
(The equivalence can be understood here as being almost everywhere.)
Quantum Itô's Formula
Let X t and Y t be quantum stochastic integrals, then
where we use the commutation relations (QWN2) to normal order the pair [a
k can be moved to the rightmost position when v > u because the X ij are assumed to be adapted. From such observations we find
In differential terms we may write this as
where Itô differentials are defined as
The quantum Itô "table" corresponds to following relation for the fundamental processes:
Quantum Stochastic Differential Equations
The differential equation
and in general one can show the existence and uniqueness of solution as a family of operators on H 0 ⊗ F. The solution can be written as
In Hudson-Parthasarathy notation this is written as
, where the tensor product sign indicates the continuous tensor
Quantum Stochastic Evolutions
A quantum stochastic evolution is a family (J t ) t≥0 mapping from the bounded observables on H 0 to the bounded observables on H 0 ⊗ F. We are particularly interested in those taking the form
t XU t where U t is a unitary, adapted process satisfying some linear qsde (a stochastic Schrödinger equation). In the rest of this section we establish a Wick's theorem for working with such processes.
Normal-Ordered QSDE
Let V t be the solution to the qsde
where the L ij are bounded operators in H 0 . The associated integral equation is
which can be iterated to give the formal series
whereÑ is the normal ordering operation for the noise symbols a ± t . Necessary and sufficient conditions for unitary of V t are that
(Necessity is immediate from the isometry condition d U †
where W is unitary, H is self-adjoint and L is arbitrary.
Time-Ordered QSDE
Let U t be the solution to the qsde
where the E ij are bounded operators in H 0 . Here we naturally interpret Υ t = E ij a + t i a − t j as a stochastic Hamiltonian. (For Υ t to be Hermitian we would need E 11 and E 00 to be self-adjoint while E † 10 = E 01 .) Iterating the associated integral equation leads to
whereT is the time ordering operation for the noise symbols a ± t .
Conversion From Time-Ordered to Normal-Ordered Forms
Using the commutation relations (QWN2) we can put the time-ordered expressions in (30) to normal order. The most efficient way of doing this is as follows:
This implies the rewriting rule a
Thus iE ij a
From this we deduce the following result:
Theorem 4 Time-ordered and normal-ordered forms are related as
In terms of W, L and H, this becomes
The conversion relations (34) were obtained in [12] and in a different context by [15] .
It is interesting to note that, in special cases, classical stochastic processes can be generated using this form of Heisenberg dynamics and in such cases the normal and time ordered forms leads precisely to the Itô and Stratonovich versions respectively [23] . The following result is a quantum version of the Wong-Zakai theorem in classical stochastic analysis. It is proved in [24] where one must compute the limit of (35) and interpret it as an Itô expression.. The naturalness of the result is the ultimate justification for introducing the formal algebraic manipulations culminating in the above theorem.
Theorem 5 Let E ij be bounded operators on H 0 with κE 11 < 1 and let a ± t (λ) be approximations to quantum white noises. Then the unitary operator
converges in weak matrix elements to the unitaryT exp −i
Holevo Ordering
We include here an account of an ordering suggested by Holevo [14] , mainly to distinguish it from the orderings above. A process, denoted as
is to be understood as the solution to the Itô qsde
From the quantum Itô table we have that
and so we obtain the equivalent Itô qsde dW t = L ijd A ij t where
γM11 , L 00 = M 00 + M 01
This ordering is useful for path-integral representations of quantum stochastic phenomena.
Quantum Evolutions
be a unitary quantum stochastic process and consider the stochastic Heisenberg evolution J t (X) = U † t XU t . We see that the normal ordered form of the Heisenberg equations of motion are
) Specifically, with the notation (34), the coefficients are the maps
The stochastic derivation property is then stated in the form
. These are the well-known structure equations for non-commutative flows [19] .
Addition Rules for Stochastic Derivations
Let G (α) α be a finite collection of stochastic derivations: their sum is not typically another stochastic derivation. In general, α G (α) +F defines a stochastic derivation only for some suitable choice of "Itô" correction F . For the quantum problem, we realize each stochastic derivation G as a function of the operators E ij , i.e. G = G (E ij ). The natural procedure is then to consider the total stochastic Hamiltonian Υ t = α Υ ii) (For simplicity, take κ = 
Conclusions
In where • denotes composition in L (A). We have developed a generalization to arbitrary many summands. The definition (34) leads to explicit rules for connecting the individual G (α) to the total generator G. The expression is symmetric formally with respect to the G (α) . Note that the rule involved the constant κ = 1 2 γ +iσ : while the constant γ > 0 is easily interpreted as a scale for the damping, the constant σ appears as a "gauge ambiguity" of a type familiar to Radon-Nikodym theorems on von Neumann algebras and Tomita-Takesaki theory (see [?] ).
