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EXTENSION OF WHITNEY JETS OF CONTROLLED GROWTH
ARMIN RAINER AND GERHARD SCHINDL
Abstract. We revisit Whitney’s extension theorem in the ultradifferentiable
Roumieu setting. Based on the description of ultradifferentiable classes by
weight matrices, we extend results on how growth constraints on Whitney jets
on arbitrary compact subsets in Rn are preserved by their extensions to Rn.
More precisely, for any admissible class C of ultradifferentiable functions on
R
n we determine a class C′ such that all ultradifferentiable Whitney jets of
class C′ on arbitrary compact subsets admit extensions in C. The class C′ can
be explicitly computed from C.
1. Introduction
Whitney’s classical extension theorem [27] provides conditions for the extension
of jets defined in a closed subset of Rn to infinitely differentiable functions on Rn.
The present paper focuses on the question how growth constraints on the jets are
preserved by their extension: Let E ⊆ Rn be any compact subset and letM = (Mk)
be a positive sequence. A jet F = (Fα)α ∈ C
0(E,R)N
n
is said to be a Whitney jet
of class B{M} if there exist C, ρ > 0 such that
|Fα(a)| ≤ Cρ|α|M|α|, α ∈ N
n, a ∈ E,(1.1)
|(RpaF )
α(b)| ≤ Cρp+1Mp+1
|b− a|p+1−|α|
(p+ 1− |α|)!
, p ∈ N, |α| ≤ p, a, b ∈ E,(1.2)
where (RpaF )
α(x) := Fα(x) −
∑
|β|≤p−|α| β!
−1(x − a)βFα+β(a). Characterize the
sequences N = (Nk) with the property that every Whitney jet F = (F
α)α of class
B{M} on E admits an extension f ∈ C∞(Rn) such that there exist ρ > 0 and C ≥ 1
with
(1.3) |f (α)(x)| ≤ Cρ|α|N|α|, α ∈ N
n, x ∈ Rn.
We denote the space of all such functions by B{N}(Rn).
There is a vast literature on this problem and its variations. The problem as
formulated was solved by Chaumat and Chollet [9]: under the assumptions
(1) Mk/k! is logarithmically convex,
(2) M has moderate growth, i.e., Mj+k ≤ C
j+kMjMk for all j, k and some
constant C,
(3) Nk/k! is logarithmically convex,
(4) N is non-quasianalytic, i.e.,
∑
kNk−1/Nk <∞,
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all Whitney jets of class B{M} on any compact E ⊆ Rn have extensions in B{N}(Rn)
if and only if
(1.4)
∑
ℓ≥k
Nℓ−1
Nℓ
.
kMk−1
Mk
.
(For real valued functions f and g we write f . g if and only if f ≤ Cg for some
positive constant C. We write f ∼ g if and only if f . g and g . f .)
Our main goal was to prove an analogous extension theorem without the rather
restrictive assumptions of log-convexity and moderate growth. We were motivated
by the fact that the related ultradifferentiable classes introduced by Beurling [1]
and Bjo¨rck [2] (see also Braun, Meise, and Taylor [7]) which are described by
weight functions ω can be equivalently represented by one parameter families W =
{W x}x>0 of weight sequences (so-called weight matrices) associated with ω; see
[21]. The sequences W x typically do not have moderate growth and W xk /k! is not
log-convex.
We managed to completely dispense from the log-convexity condition and to
replace the moderate growth assumption by some weaker conditions which are sat-
isfied by weight matrices W = {W x}x>0 associated with suitable weight functions
ω. In fact, we replace the single sequence N in the above problem by an admis-
sible weight matrix N which incorporates these weaker conditions and define the
descendant M of N ∈ N (see 4.1) which turns out to satisfy (1) and to be max-
imal with property (1.4). Our main result, Theorem 5.3, states that, for every
descendant M of N, all Whitney jets of class B{M} on any compact E ⊆ Rn have
extensions in
⋃
N∈N B
{N}(Rn). By a standard partition of unity argument, this can
be generalized to arbitrary closed subsets of Rn; therefore we restrict to compact
sets. Combining our theorem with a result of Schmets and Valdivia [25], we obtain
a characterization of the extension property in the special case that the class is
preserved by the extension: all Whitney jets of class
⋃
N∈N B
{N} on any compact
E ⊆ Rn have extensions in
⋃
N∈N B
{N}(Rn) if and only if for each M ∈ N there is
N ∈ N such that (1.4) holds; see Theorem 5.12.
Our main theorem generalizes the result of Chaumat and Chollet [9]. More-
over, we reprove the extension theorem of Bonet, Braun, Meise, and Taylor [3] for
admissible weight functions ω by different methods. Beyond that, we deduce an
extension result in the mixed weight function setting, see Corollary 5.9, which to
our knowledge was so far only considered in the special cases that either E = {0}
(by Bonet, Meise, and Taylor [6]) or that E is convex with non-empty interior (by
Langenbruch [15]). Our method builds on the approach of Chaumat and Chollet
[9] who in turn combined the construction of optimal partitions of unity of Bruna
[8] with an extension procedure due to Dynkin [12]. This approach is quite direct
and reproves the result for the special case E = {0}. By contrast, [3] follows more
closely Bruna’s observation that the extension theorem for arbitrary compact sets
E is essentially a consequence of the result for E = {0} and the existence of special
cut-off functions which, in [3], are constructed using Ho¨rmanders ∂-method; the
case E = {0} for weight functions was treated by Bonet, Meise, and Taylor [5] and
[6]. We do not know whether the approach of [3] can be adapted to the mixed
weight function setting.
In this paper we exclusively consider Roumieu type spaces.
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2. Weights
2.1. Weight sequences. Let µ = (µk) be a positive increasing sequence, 1 = µ0 ≤
µ1 ≤ µ2 ≤ · · · . We associate the sequence M = (Mk) given by
(2.1) Mk := µ0µ1µ2 · · ·µk,
and the sequence m = (mk) defined by
(2.2) Mk =: k!mk.
We call M a weight sequence if M
1/k
k →∞.
Remark 2.1. We wish to warn the reader that some authors (e.g. [9], [21]) prefer to
work with “sequences without factorials”, that is mk instead of Mk. Consequently,
conditions on weight sequences sometimes look slightly different depending on the
used convention.
Note that µ uniquely determines M and m, and vice versa. In analogy we shall
use ν ↔ N ↔ n, σ ↔ S ↔ s, etc. That µ is increasing means precisely that M
is logarithmically convex (log-convex for short). Log-convexity of m is a stronger
condition.
Since µ is increasing, (2.1) entails
(2.3) ∀k ∈ N>0 :M
1/k
k ≤ µk,
or equivalently, M
1/k
k is increasing. Another consequence is MjMk ≤ Mj+k for all
k, j.
A weight sequence M is called non-quasianalytic if
∑
k 1/µk < ∞; by the
Denjoy–Carleman theorem (e.g. [13, Theorem 1.3.8]) this is the case if and only
if the associated class of ultradifferentiable functions contains non-trivial elements
with compact support.
Two weight sequences M and N are said to be equivalent if M
1/k
k ∼ N
1/k
k ; a
sufficient condition for this is µ ∼ ν. This means that the associated classes of
ultradifferentiable functions coincide; see Section 3.1.
2.2. Associated functions. The following facts are well-known; we refer to [17]
and [9]. With a weight sequence M we associate the function
(2.4) hM (t) := inf
k∈N
Mkt
k, t > 0, hM (0) := 0.
Then hM is increasing, continuous, and positive for t > 0. For t ≥ 1/µ1 we have
hM (t) = 1. From hM we may recover the sequence M by Mk = supt>0 t
−khM (t).
We associate the counting function ΓM by setting
(2.5) ΓM (t) := min{k : hM (t) =Mkt
k} = min{k : µk+1 ≥ t
−1};
for this identity we need that µ is increasing. Then:
k 7→Mkt
k is decreasing for k ≤ ΓM (t),(2.6)
hM (t) =MΓM (t)t
ΓM (t) ≤Mkt
k for all k.(2.7)
We shall also use
ΣM (t) := |{k ≥ 1 : µk ≤ t}| = max{k : µk ≤ t}.(2.8)
Note that
ΓM (t
−1) ≤ ΣM (t) for all t > 0, and ΓM (t
−1) = ΣM (t) if t 6∈ {µk}k.
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It is well-known (cf. [17] and [14]) that ωM defined by hM (t) = exp(−ωM (1/t))
satisfies
(2.9) ωM (t) =
∫ t
0
ΣM (u)
u
du.
2.3. Moderate growth. A weight sequence M is said to have moderate growth if
the equivalent conditions of the following lemma are satisfied; some authors call it
stability under ultradifferentiable operators, e.g. [14, (M.2)].
Lemma 2.2. Let M be a weight sequence. The following are equivalent:
(0) ∃C ≥ 1 ∀j, k ∈ N : mj+k ≤ C
j+kmjmk.
(1) ∃C ≥ 1 ∀j, k ∈ N :Mj+k ≤ C
j+kMjMk.
(2) µk .M
1/k
k .
(3) µ2k . µk.
(4) ∃C ≥ 1 ∀t > 0 : 2ΣM (t) ≤ ΣM (Ct).
(5) ∃C ≥ 1 ∀t ≥ 0 : 2ωM (t) ≤ ωM (Ct) + C.
Proof. Most of this is well-known. (0)⇔ (1) since 1 ≤
(
k+j
j
)
≤ 2k+j . For (1)⇔ (3)
see [19, Appendix B] and for (1)⇔ (5) see [14, Proposition 3.6].
(1)⇒ (2) We have µkk ≤ µ
k
k+1 ≤ µk+1 · · ·µ2k =M2k/Mk ≤ C
2kMk.
(2)⇒ (1) Note that µk ≤ CM
1/k
k if and only if M
1/k
k ≤ C
1/(k−1)M
1/(k−1)
k−1 . By
iteration, M
1/(2k)
2k ≤ CM
1/k
k and thus M2k ≤ C
2kM2k . By [18, Theorem 1], this
implies (1).
(3)⇒ (4) follows from the definition of ΣM .
(4)⇒ (5) By (2.9),
2ωM (t) =
∫ t
0
2ΣM (s)
s
ds ≤
∫ t
0
ΣM (Cs)
s
ds =
∫ Ct
0
ΣM (σ)
σ
dσ = ωM (Ct). 
Remark 2.3. In [9] and [10] a weight sequence is said to have moderate growth
if it satisfies (1) and Mkk+1 ≤ C
kMk+1k for all k. It is easy to see that the latter
condition is equivalent to (2); so it is superfluous by the lemma.
The proof of the lemma shows thatM having moderate growth is also equivalent
to µk+1 .M
1/k
k , and with (2.3) we obtain,
(2.10) µk+1 . µk.
This condition means that the sequence logMk is almost concave in the sense that
there is a constant C > 0 such that
logMk−1 + logMk+1 ≤ 2 logMk + C
for all k. There are weight sequences of non-moderate growth that satisfy (2.10),
for instance, Mk = A
kp , where A > 1 and 0 < p ≤ 2; cf. Section 5.5.
The weight sequences associated with a weight function ω (see Section 2.5) do in
general not have moderate growth (nor is the weaker condition (2.10) guaranteed);
cf. Section 5.5. However, we shall see in Lemma 2.6 below that all associated
sequences together fulfill a moderate growth condition. In the next lemma we show
how this condition translates to the functions hM and ΓM .
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Lemma 2.4. Let M = (Mk) and 9M = ( 9Mk) be weight sequences such that
(2.11) µ2k . 9µk.
Then
∃C ≥ 1 ∀t > 0 : hM (t) ≤ h 9M (Ct)
2,(2.12)
∃λ < 1 ∀t > 0 : 2Γ 9M (t) ≤ ΓM (λt).(2.13)
Proof. Condition (2.11) implies 2Σ 9M (t) ≤ ΣM (Ct) for all t > 0 and some C ≥ 1,
by (2.8). Using (2.9), we obtain 2ω 9M (t) ≤ ωM (Ct) for all t > 0, which is clearly
equivalent to (2.12). Similarly, (2.11) implies 2Γ 9M (Ct) ≤ ΓM (t) for all t > 0, i.e.,
(2.13). 
Remark 2.5. Note that (2.12) is equivalent to
(2.14) ∃C ≥ 1 ∀k, j ∈ N :Mk+j ≤ C
k+j 9Mj 9Mk.
In fact, that (2.12) implies (2.14) was shown in [23, Proposition 3.6]. For the oppo-
site direction, note thatNk := min0≤j≤k 9Mj 9Mk−j is log-convex, by [14, Lemma 3.5].
By (2.14), Mk ≤ C
kNk for all k, and thus hM (t) = infkMkt
k ≤ infkNk(Ct)
k =
hN(Ct). Now (2.12) follows from the fact that hN = (h 9M )
2, see [14, Lemma 3.5].
2.4. Weight functions. A weight function is a continuous increasing function
ω : [0,∞)→ [0,∞) with ω|[0,1] = 0 and limt→∞ ω(t) =∞ that satisfies
ω(2t) = O(ω(t)) as t→∞,(2.15)
ω(t) = O(t) as t→∞,(2.16)
log t = o(ω(t)) as t→∞,(2.17)
ϕ(t) := ω(et) is convex.(2.18)
For a weight function ω we consider the Young conjugate ϕ∗ of ϕ,
ϕ∗(x) := sup
y≥0
xy − ϕ(y), x ≥ 0,
which is a convex increasing function satisfying ϕ∗(0) = 0, ϕ∗∗ = ϕ, and x/ϕ∗(x)→
0 as x→∞; cf. [7].
2.5. The weight matrix associated with a weight function. With a weight
function ω we associate a weight matrix W = {W x}x>0 by setting
W xk := exp(
1
xϕ
∗(xk)), k ∈ N;
cf. [21, 5.5]. By the properties of ϕ∗, each W x is a weight sequence (in the sense of
Section 2.1). Moreover, setting ϑxk := W
x
k /W
x
k−1 we have ϑ
x ≤ ϑy if x ≤ y, which
entails W x ≤W y.
Lemma 2.6. For all x > 0 and all k ∈ N≥2, ϑ
x
2k ≤ ϑ
4x
k .
Proof. The inequality ϑx2k ≤ ϑ
4x
k is equivalent to
1
x
(ϕ∗(2kx)− ϕ∗((2k − 1)x)) ≤
1
4x
(ϕ∗(4kx)− ϕ∗(4(k − 1)x)),
which follows from the convexity of ϕ∗. 
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3. Spaces of functions and jets
3.1. Ultradifferentiable functions. Let M = (Mk) be a weight sequence and
ρ > 0. We consider the Banach space BMρ (R
n) := {f ∈ C∞(Rn) : ‖f‖Mρ < ∞},
where
‖f‖Mρ := sup
x∈Rn, α∈Nn
|∂αf(x)|
ρ|α|M|α|
,
and the inductive limit
(3.1) B{M}(Rn) := indρ∈N B
M
ρ (R
n).
For weight sequences M and N we have B{M} ⊆ B{N} if and only if M
1/k
k . N
1/k
k ;
one implication is obvious, the other follows from the existence of characteristic
B{M}-functions, cf. [21, Lemma 2.9 and Proposition 2.12].
Let ω be a weight function and ρ > 0. We consider the Banach space Bωρ (R
n) :=
{f ∈ C∞(Rn) : ‖f‖ωρ <∞}, where
‖f‖ωρ := sup
x∈Rn, α∈Nn
|∂αf(x)| exp(− 1ρϕ
∗(ρ|α|)),
and the inductive limit
(3.2) B{ω}(Rn) := indρ∈N B
ω
ρ (R
n).
For weight functions ω and σ we have B{ω} ⊆ B{σ} if and only if σ(t) = O(ω(t)) as
t→∞; cf. [21, Corollary 5.17].
The associated weight matrix W allows us to describe any class B{ω}(Rn) as a
union of spaces of type (3.1):
Theorem 3.1 ([21, Corollaries 5.8 and 5.15]). Let ω be a weight function and let
W = {W x}x>0 be the associated weight matrix. Then, as locally convex spaces,
B{ω}(Rn) = indx>0 B
{Wx}(Rn) = indx>0 indρ>0 B
Wx
ρ (R
n).
We have B{ω}(Rn) = B{W
x}(Rn) for all x > 0 if and only if
∃H ≥ 1 ∀t ≥ 0 : 2ω(t) ≤ ω(Ht) +H.(3.3)
Moreover, (3.3) holds if and only if some (equivalently each) W x has moderate
growth.
Remark 3.2. Let us emphasize that the fact that B{ω} = B{M} for some weight
sequence M if and only if ω satisfies (3.3) is due to [4].
Motivated by this result we define a weight matrix to be a family M of weight
sequences which is totally ordered with respect to the pointwise order relation on
sequences, i.e.,
(1) M ⊆ RN,
(2) each M ∈M is a weight sequence in the sense of Section 2.1,
(3) for all M, 9M ∈M we have M ≤ 9M or M ≥ 9M .
For a weight matrix M we consider
B{M}(Rn) := indM∈M B
{M}(Rn) = indM∈M indρ>0 B
M
ρ (R
n).
For weight matrices M and N we have B{M} ⊆ B{N} if and only if ∀M ∈M ∃N ∈
N :M
1/k
k . N
1/k
k ; cf. [21, Proposition 4.6].
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3.2. Whitney jets of controlled growth. Let E be a compact subset of Rn. We
denote by J∞(E) the vector space of all jets F = (Fα)α∈Nn ∈ C
0(E,R)N
n
on E.
For a ∈ E and p ∈ N we associate the Taylor polynomial
T pa : J
∞(E)→ C∞(Rn,R), F 7→ T paF (x) :=
∑
|α|≤p
(x− a)α
α!
Fα(a),
and the remainder RpaF = ((R
p
aF )
α)|α|≤p with
(RpaF )
α(x) := Fα(x) −
∑
|β|≤p−|α|
(x − a)β
β!
Fα+β(a), a, x ∈ E.
Let us denote by j∞E the mapping which assigns to a C
∞-function f on Rn the jet
j∞E (f) := (∂
αf |E)α. By Taylor’s formula, F = j
∞
E (f) satisfies
(RpaF )
α(x) = o(|x− a|p−|α|) for a, x ∈ E, p ∈ N, |α| ≤ p as |x− y| → 0.
Conversely, if a jet F ∈ J∞(E) has this property, then it admits a C∞-extension to
R
n, by Whitney’s extension theorem [27] (for modern accounts see e.g. [16, Ch. 1],
[26, IV.3], or [13, Theorem 2.3.6]).
Definition 3.3 (Ultradifferentiable Whitney jets). Let E ⊆ Rn be compact. Let
M = (Mk) be a weight sequence. For fixed ρ > 0 we denote by B
M
ρ (E) the set
of all jets F satisfying (1.1) and (1.2); the smallest constant C defines a complete
norm on BMρ (E). We define
B{M}(E) := indρ∈N B
M
ρ (E).
An element of B{M}(E) is called a Whitney jet of class B{M} on E.
Let M be a weight matrix. A jet F is said to be a Whitney jet of class B{M} on
E if F ∈ B{M}(E) for some M ∈M; we set
B{M}(E) = indM∈M B
{M}(E) = indM∈M indρ>0 B
M
ρ (E).
Let ω be a weight function and W the associated weight matrix. A jet F is said
to be a Whitney jet of class B{ω} on E if F ∈ B{W}(E); the topology on B{ω}(E)
is given by the identification B{ω}(E) = B{W}(E).
Remark 3.4. This definition of Whitney jet of class B{ω} on E coincides with the
one given in [3]. This follows from the fact that any weight matrix W associated
with a weight function has the following property:
(3.4) ∀ρ > 0 ∃H ≥ 1 ∀x > 0 ∃C ≥ 1 ∀k ∈ N : ρkW xk ≤ CW
Hx
k ;
cf. [21, Lemma 5.9].
4. A special partition of unity
4.1. The descendant of a non-quasianalytic weight sequence. Following an
idea in the proof of [20, Proposition 1.1] we associate with any non-quasianalytic
weight sequence N a weight sequence S with many good properties.
Definition 4.1 (Descendant). Let ν = (νk) be an increasing positive sequence
with ν0 = 1 and
∑
k 1/νk < ∞. Let us associate a positive sequence σ = σ(ν) in
the following way. We define
(4.1) τk :=
k
νk
+
∑
j≥k
1
νj
, k ≥ 1,
8 A. RAINER AND G. SCHINDL
and set
(4.2) σk :=
τ1k
τk
, k ≥ 1, σ0 := 1.
We say that σ is the descendant of ν; we shall also say that Sk = σ0σ1 · · ·σk is the
descendant of Nk = ν0ν1 · · · νk.
We shall also use the abbreviations σ∗k := σk/k and ν
∗
k := νk/k.
Lemma 4.2. Let σ be the descendant of ν. Then:
(1) σ . ν.
(2)
∑
j≥k 1/νj . k/σk.
(3) 1 ≤ σ∗k is increasing to ∞.
(4) σk+1 . σk if and only if
(4.3) ∃C > 0 ∀k ∈ N :
νk+1
νk
≤ (C + 1) + Cν∗k+1
∑
j≥k+1
1
νj
,
in particular, if νk+1 . νk.
(5) If µ is an increasing positive sequence satisfying µ . ν and
∑
j≥k 1/νj .
k/µk, then µ . σ, i.e., σ is the largest sequence satisfying (1) and (2).
(6) Let 9ν be another increasing positive sequence with
∑
k 1/ 9νk <∞ and 9σ its
descendant. Then ν2k . 9νk implies σ2k . 9σk.
Proof. (1), (2), and (3) are immediate.
(4) This follows by a straightforward computation using that σk+1 . σk is equiv-
alent to τk . τk+1 and
τk − τk+1 = (k + 1)
( 1
νk
−
1
νk+1
)
.
(5) The assumptions on µ imply
τk .
k
νk
+
k
µk
.
k
µk
.
(6) If ν2k . 9νk, then
9τk =
k
9νk
+
∑
j≥k
1
9νj
.
k
ν2k
+
∑
j≥k
1
ν2j
≤
2k
ν2k
+
∑
j≥2k
1
νj
= τ2k
which implies σ2k . 9σk. 
Remark 4.3. Notice that the descendant S of N has the property that even
sk = Sk/k! is a weight sequence (not only S). Hence we can work with the functions
hs, Γs, and Σs introduced in Section 2.2.
The descendent σ is equivalent to ν, i.e., σ ∼ ν, if and only if
∑
j≥k 1/νj . k/νk;
this follows from (1), (2), and (5) in Lemma 4.2. The latter is the so-called strong
non-quasianalyticity condition (cf. [14], [8], [9], and [20], where it is condition (γ1)).
It is well-known that, if ν∗ is increasing andN has moderate growth, then the strong
non-quasianalyticity condition is equivalent to j∞E : B
{N}(Rn) → B{N}(E) being
surjective for every compact E ⊆ Rn; see e.g. [9, Theorem 30] and Section 5.4
below.
Moreover, we want to remark that one can recover a predecessor ν from its
descendant σ. Provided that a positive sequence σ satisfying 4.2(3) is given one
can choose τ1 := 2 and ν1 := 1 and then solve the equations (4.1) and (4.2)
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recursively for νk. The resulting sequence ν is increasing, satisfies
∑
k≥1 1/νk = 1,
and its descendant is σ.
4.2. A special partition of unity. We construct a partition of unity which will
be crucial for the proof of the extension theorem. The idea goes back to Bruna [8]
who considered a single weight sequenceM satisfying
∑
ℓ≥k 1/µℓ . k/µk. Chaumat
and Chollet [9] extended the construction to the case of two weight sequences M
and N satisfying
∑
ℓ≥k 1/νℓ . k/µk. We make adjustments to this construction in
order to compensate for the moderate growth condition which was heavily used in
[9] and [8].
Recall that σ∗k = σk/k and sk = σ
∗
1 · · ·σ
∗
k.
Lemma 4.4. Let ν be an increasing positive sequence satisfying ν0 = 1,
∑
k 1/νk <
∞, and (4.3). Let 9ν be another increasing positive sequence such that νk . 9N
1/k
k .
Let σ be the descendant of ν. There is a constant A ≥ 1 such that for all integers
p ≥ 1 there exists a sequence (αpk)k∈N satisfying∑
k≥0
αpk
αpk+1
≤ 1, αp0 = 1,(4.4)
0 < αpk ≤
(
hs
( 1
3σ∗p
))−1( A
σ∗p+1
)k
9Nk.(4.5)
Proof. Let A ≥ 1 be a constant which shall be specified later. Define
αpk :=
{
(A/σ∗p+1)
k 9Nk if k > p,
(2p)k if k ≤ p.
By Lemma 4.2, σk+1 . σk . νk . 9N
1/k
k and thus, for some constant C ≥ 1,
αpp = 2
ppp ≤
( 2C
σ∗p+1
)p
9Np.
So, for k ≥ p,
αpk
αpk+1
≤
σ∗p+1
A 9νk+1
,
provided that A ≥ 2C. Hence, since
∑
j≥k 1/ 9νj .
∑
j≥k 1/νj . k/σk by (2.3) and
Lemma 4.2, ∑
k≥0
αpk
αpk+1
≤
∑
k<p
1
2p
+
σ∗p+1
A
∑
k≥p
1
9νk+1
≤ 1,
if A is chosen large enough. Since always hs ≤ 1, (4.5) is obvious for k > p. If
k ≤ p, then, using σk+1 . σk and σ . 9ν,
αpk
(A/σ∗p+1)
k 9Nk
=
2kpk
(A/σ∗p+1)
k 9Nk
≤
σkp+1
(A/2)k 9Nk
≤
σkp
Sk
,
provided that A is large enough. Since σkp/Sk ≤ σ
p
p/Sp if k ≤ p, we obtain
αpk
(A/σ∗p+1)
k 9Nk
≤
σpp
Sp
=
σpp
p! sp
≤
(3σ∗p)
p
sp
≤
(
hs
( 1
3σ∗p
))−1
,
by (2.4). The proof is complete. 
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Proposition 4.5. In the setup of Lemma 4.4 there is a constant B ≥ 1 such that
for all ǫ > 0 and all t > 1 there exists a C∞-function φǫ,t satisfying
(1) 0 ≤ φǫ,t(x) ≤ 1 for all x ∈ R
n,
(2) φǫ,t(x) = 1 for all x ∈ R
n with |x| ≤ 1,
(3) φǫ,t(x)) = 0 for all x ∈ R
n with |x| ≥ t,
(4) for all β ∈ Nn and all x ∈ Rn,
|φ
(β)
ǫ,t (x)| ≤
ǫ|β| 9N|β|
hs(Bǫ(t− 1))
.
Proof. It suffices to consider the case n = 1 and t = 2; the general case follows by
composition with suitable functions, e.g., φǫ,t(x) := φ(t−1)ǫ,2(θ(x)) where θ is an
odd diffeomorphism of R satisfying θ(x) = (x+ t− 2)/(t− 1) for x ≥ 1.
Let A be the constant from Lemma 4.4. Fix 0 < η ≤ 2A/σ∗1 = 2A. Since σ
∗ is
increasing and tends to ∞, by Lemma 4.2, there is an integer p ≥ 1 such that
(4.6)
2A
σ∗p+1
≤ η ≤
2A
σ∗p
.
By Lemma 4.4 and [13, Theorem 1.3.5] (cf. [9, p.14-15]), there exists a smooth
function ψη with support contained in [−2, 2] satisfying 0 ≤ ψη ≤ 1, ψη(t) = 1 if
t ∈ [−1, 1], and
|ψ(k)η (t)| ≤ 2
k−1αpk ≤
(
hs
( 1
3σ∗p
))−1( 2A
σ∗p+1
)k
9Nk ≤
ηk 9Nk
hs(η/(6A))
,
by (4.6). For η > 2A we put ψη := ψ2A; then since hs ≤ 1,
|ψ(k)η (t)| ≤
(2A)k 9Nk
hs(2A/(6A))
≤
1
hs(1/3))
ηk 9Nk
hs(η/(6A))
.
If δ := 1/hs(1/3) then for every η > 0,
|ψ(k)η (t)| ≤
(δη)k 9Nk
hs(η/(6A))
.
The statement follows with B := 1/(6δA) if we set ǫ = δη and φǫ,2 := ψǫ/δ. 
Before we continue the construction of the partition of unity let us specify suit-
able weight matrices.
Definition 4.6 (Admissible weight matrix). A weight matrixN is called admissible
if the following conditions hold.
(1) For all N, 9N ∈ N we have ν . 9ν or 9ν . ν.
(2)
∑
k 1/νk <∞ for each N ∈ N.
(3) (4.3) holds for each N ∈ N.
(4) For each N ∈ N there is 9N ∈ N such that νk . 9N
1/k
k .
(5) For each N ∈ N there is 9N ∈ N such that ν2k . 9νk.
We remark that (4) and (5) imply that for each N ∈ N there is :N ∈ N such that
νk . :N
1/k
k and ν2k . :νk which we shall frequently use; indeed, νk ≤ ν2k . 9νk .
:N
1/k
k ≤ :νk, by (2.3).
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Remark 4.7. The relatively strong condition (3) is needed for technical reasons
(in Lemma 4.4 and Proposition 4.5). There are situations in which the extension
result holds although (3) is violated; see the end of Section 5.5.
Example 4.8. A weight matrixN = {N} which consists of a single weight sequence
N is admissible if and only ifN is non-quasianalytic and has moderate growth. This
follows from Lemma 2.2.
Definition 4.9 (Admissible weight function). We say that a weight function ω is
admissible if and only if the associated weight matrix W is admissible. That means
that ω is non-quasianalytic (i.e.
∫∞
1 t
−2ω(t) dt < ∞) and W satisfies 4.6(3)&(4);
the other conditions in Definition 4.6 hold automatically, see Lemma 2.6 and [21,
Corollary 5.8]. Note that a non-quasianalytic weight function ω is admissible if it
satisfies (3.3) (see Lemma 2.2 and [21, Lemma 5.7]).
Lemma 4.10. Let N be an admissible weight matrix, and let n0 ∈ N. For every
N ∈ N there exists 9N ∈ N such that the descendants S of N and 9S of 9N satisfy
(4.7) hs(t) ≤ h 9s(At)
n0 , t > 0,
for some constant A = A(n0, N).
Proof. Let N ∈ N be fixed. There exist 9N, :N, . . . ∈ N such that
ν2k . 9νk ≤ 9ν2k . :νk ≤ :ν2k . · · ·
and the same relations hold for the respective descendants, by Lemma 4.2, and so
σ∗2k . 9σ
∗
k ≤ 9σ
∗
2k . :σ
∗
k ≤ :σ
∗
2k . · · ·
By Lemma 2.4, there are constants A, 9A, . . . ≥ 1 such that
hs(t) ≤ h 9s(At)
2 ≤ h:s(A 9At)
4 ≤ h;s(A 9A :At)
8 ≤ · · ·
After finitely many iterations we obtain (4.7). 
Now we are ready to finish the construction. We will use the following lemma.
We denote by B(x, r) = {y ∈ Rn : |x − y| < r} the open ball centered at x ∈ Rn
with radius r > 0 and by d(x,E) = inf{|x− y| : y ∈ E} the Euclidean distance of
x to some set E ⊆ Rn.
Lemma 4.11 ([9, Proposition 5],[11]). There exist constants 0 < a < 1, b > 1,
c > 1, n0 ∈ N>1, such that for all compact E ⊆ R
n there is a family of open balls
{B(xi, ri)}i∈N with the following properties:
(1) Rn \ E =
⋃
iB(xi, ri) =
⋃
iB(xi, cri),
(2) for x ∈ B(xi, cri) we have ari ≤ d(x,E) ≤ bri and a d(x,E) ≤ d(xi, E) ≤
b d(x,E),
(3) for each j the ball B(xj , crj) intersects at most n0 balls of the collection
{B(xi, cri)}i∈N.
Proposition 4.12 (Partition of unity). Let E ⊆ Rn be a compact set and let
{B(xi, ri)}i∈N be the family of balls provided by Lemma 4.11. Let N be an admissible
weight matrix, N ∈ N, and S the descendant of N . Then there exists :N ∈ N and
B1 ≥ 1 such that for all ǫ > 0 there is a family of C
∞-functions {ϕi,ǫ}i∈N satisfying
(1) 0 ≤ ϕi,ǫ ≤ 1 for all i ∈ N,
(2) suppϕi,ǫ ⊆ B(xi, cri) for all i ∈ N,
(3)
∑
i∈N ϕi,ǫ(x) = 1 for all x ∈ R
n \ E,
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(4) for all β ∈ Nn and x ∈ Rn \ E,
|ϕ
(β)
i,ǫ (x)| ≤
ǫ|β| :N|β|
hs(B1ǫ d(x,E))
.
Proof. By Lemma 4.10, there is 9N ∈ N such that its descendant 9S satisfies (4.7).
There is :N ∈ N such that 9νk . :N
1/k
k and 9ν2k . :νk. Let φǫ,t be the functions from
Proposition 4.5 applied to 9ν and :ν, in particular,
|φ
(β)
ǫ,t (x)| ≤
ǫ|β| :N|β|
h 9s(Bǫ(t− 1))
.
Set
ψi,ǫ(x) := φǫri/n0,c
(x− xi
ri
)
,
where n0 and c are the constants from Lemma 4.11, and define
ϕ1,ǫ := ψ1,ǫ, ϕj,ǫ := ψj,ǫ
j−1∏
k=1
(1− ψk,ǫ), j ≥ 2.
It is easy to check that (1)–(3) are satisfied (cf. [9] for details). To see (4) observe
that, by Lemma 4.11,
|ψ
(β)
i,ǫ (x)| ≤
(ǫ/n0)
|β| :N|β|
h 9s(Bǫri(c− 1)/n0)
≤
(ǫ/n0)
|β| :N|β|
h 9s(Bǫ(c− 1)(n0b)−1d(x,E))
.
Since in the product defining ϕj,ǫ at most n0 factors are different from 1, we get
|ϕ
(β)
i,ǫ (x)| ≤
ǫ|β| :N|β|
h 9s(Bǫ(c− 1)(n0b)−1d(x,E))n0
.
By (4.7), we obtain (4) with B1 = B(c− 1)/(An0b). 
5. The extension theorem
5.1. Preliminaries. Let E ⊆ Rn be a compact set. Let S = (Sk) be a weight
sequence such that σ∗k = σk/k is increasing and let F = (F
α)α be a Whitney jet of
class B{S} on E, i.e., there exist C > 0 and ρ ≥ 1 such that
|Fα(a)| ≤ Cρ|α| S|α|, α ∈ N
n, a ∈ E,(5.1)
|(RpaF )
α(b)| ≤ Cρp+1 |α|! sp+1 |b− a|
p+1−|α|, p ∈ N, |α| ≤ p, a, b ∈ E,(5.2)
where sk = σ
∗
1 · · ·σ
∗
k. The next lemma is straightforward; for details see [9, Propo-
sition 10].
Lemma 5.1. For a1, a2 ∈ E, x ∈ R
n and |α| ≤ p,
(5.3) |(T pa1F − T
p
a2F )
(α)(x)| ≤ C(2n2ρ)p+1|α|! sp+1(|a1 − x|+ |a1 − a2|)
p+1−|α|.
For every x ∈ Rn we denote by xˆ some point in E with |x − xˆ| = d(x,E). For
simplicity of notation we shall use the abbreviation d(x) := d(x,E). We need a
variant of [9, Proposition 9].
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Lemma 5.2. Let S and 9S be weight sequences such that σ∗k and 9σ
∗
k are increasing
and satisfying σ2k . 9σk. There is a constant D1 = D1(S, 9S) > 1 such that, for all
Whitney jets F = (Fα)α of class B
{S} that satisfy (5.1) and (5.2), all L ≥ D1ρ,
all x ∈ Rn, and α ∈ Nn,
|(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x)| ≤ C(2L)|α|+1S|α|,(5.4)
and, if |α| < 2Γ 9s(Ld(x)),
|(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x) − Fα(xˆ)| ≤ C(2L)|α|+1|α|! s|α|+1d(x).(5.5)
Proof. For (5.4) we may restrict to the case |α| ≤ 2Γ 9s(Ld(x)). By (5.1),
|(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x)| ≤
∑
α≤β
|β|≤2Γ 9s(Ld(x))
|x− xˆ||β|−|α|
(β − α)!
Cρ|β|S|β|
≤ C|α|!
∑
α≤β
|β|≤2Γ 9s(Ld(x))
|β|! (nd(x))|β|−|α|
|α|! (|β| − |α|)!
ρ|β|s|β|
≤
C|α|!
(nd(x))|α|
∑
α≤β
|β|≤2Γ 9s(Ld(x))
(2nρd(x))|β|s|β|
≤
C|α|!
(nd(x))|α|
2Γ 9s(Ld(x))∑
j=|α|
(2n2ρd(x))jsj ,(5.6)
since the number of β ∈ Nn with |β| = j is bounded by nj .
The assumption σ2k . 9σk is equivalent to σ
∗
2k . 9σ
∗
k. So, by Lemma 2.4, there is
some λ < 1 such that 2Γ 9s(t) ≤ Γs(λt) for all t > 0, and thus
|(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x)| ≤
C|α|!
(nd(x))|α|
Γs(Lλd(x))∑
j=|α|
(2n2ρd(x))jsj .
By (2.6), (Lλd(x))jsj ≤ (Lλd(x))
|α|s|α| for |α| ≤ j ≤ Γs(Lλd(x)), and hence
|(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x)| ≤ CS|α|
(Lλ
n
)|α| Γs(Lλd(x))∑
j=|α|
(2n2ρ
Lλ
)j
.
We obtain (5.4) if L is chosen such that 2n2ρ/(Lλ) ≤ 1/2; then D1 = 4n
2/λ.
For (5.5) note that, if |α| < 2Γ 9s(Ld(x)),
(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x) − Fα(xˆ) =
∑
α≤β
|α|<|β|≤2Γ 9s(Ld(x))
(x− xˆ)β−α
(β − α)!
F β(xˆ).
Thus the same arguments yield (5.5). 
5.2. The extension theorem.
Theorem 5.3 (Extension theorem). Let N be an admissible weight matrix, N ∈ N,
and S the descendant of N . Let E be a compact subset of Rn. Then the jet mapping
j∞E : B
{N}(Rn)→ B{S}(E) is surjective.
14 A. RAINER AND G. SCHINDL
Proof. Let ǫ, L > 0 be given. Since N is admissible, there exist
• 9N ∈ N such that νk . 9N
1/k
k and ν2k . 9νk,
• :N ∈ N such that 9νk . :N
1/k
k and 9ν2k . :νk,
and, by Lemma 4.2, we have σ∗2k+1 . σ
∗
2k . 9σ
∗
k and 9σ
∗
2k . :σ
∗
k, for the respective
descendants. Then, by Lemma 2.4 and Remark 2.5, there are constants B,D ≥ 1
and λ < 1 such that
s2k+1 ≤ B
2k+1
9s2k, for all k,(5.7)
2Γ 9s(t) ≤ Γs(λt), for t > 0,(5.8)
h 9s(t) ≤ h:s(Dt)
2, for t > 0.(5.9)
Note that 9N, :N,S, 9S, :S and thus also the constants B,D and λ only depend on N .
Let {B(xi, ri)}i∈N be the family of balls provided by Lemma 4.11. By Proposition
4.12, there is
• ;N ∈ N and a collection of C∞-functions {ϕi,ǫ}i∈N satisfying 4.12(1)–(3)
and
(5.10) |ϕ
(β)
i,ǫ (x)| ≤
ǫ|β| ;N|β|
h:s(B1ǫ d(x))
, β ∈ Nn, x ∈ Rn \ E,
for some constant B1 = B1(N).
Let F = (Fα)α be a Whitney jet of class B
{S} on E satisfying (5.1) and (5.2).
We define
f(x) :=
{∑
i∈N ϕi,ǫ(x)T
2Γ 9s(Ld(xi))
xˆi
F (x), if x ∈ Rn \ E,
F 0(x), if x ∈ E.
Clearly, f is C∞ in Rn \ E. The theorem will follow from the following claim.
Claim. There are constants Ki = Ki(N), i = 1, . . . , 4, such that the following
holds. If ǫ = K1L and L > K2ρ, then for all x ∈ R
n \ E with d(x) < 1 and all
α ∈ Nn,
(5.11) |∂α(f − T
2Γ 9s(Ld(x))
xˆ F )(x)| ≤ C(LK3)
|α|+1 ;N|α|h:s(LK4d(x));
C and ρ are the constants from (5.1) and (5.2).
In fact, let us assume that the claim holds. We may additionally assume that
L ≥ D1ρ for the constant D1 in Lemma 5.2. So, by (5.4) and (5.11), for x ∈ R
n \E
with d(x) < 1 and α ∈ Nn,
|f (α)(x)| ≤ |(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x)| + |∂α(f − T
2Γ 9s(Ld(x))
xˆ F )(x)|
≤ C(LK)|α|+1 ;N|α|(5.12)
for a suitable constant K = K(n,N), because h:s ≤ 1 and σ . ;ν.
Let us fix a point a ∈ E and α ∈ Nn. Since Γ 9s(t) → ∞ as t → 0, we have
|α| < 2Γ 9s(Ld(x)) if x ∈ R
n \ E is sufficiently close to a. Thus, as x→ a,
|f (α)(x) − Fα(a)|
≤ |∂α(f − T
2Γ 9s(Ld(x))
xˆ F )(x)| + |(T
2Γ 9s(Ld(x))
xˆ F )
(α)(x)− Fα(xˆ)|+ |Fα(xˆ)− Fα(a)|
= O(h:s(LK4d(x))) +O(d(x)) +O(|xˆ − a|),
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by (5.2), (5.5), and (5.11). Hence f (α)(x) → Fα(a) as x → a. We may conclude
that f ∈ C∞(Rn). After multiplication with a suitable cut-off function of class
B{
;N} with support in {x : d(x) < 1}, we find that f ∈ B{
;N}(Rn) thanks to (5.1)
and (5.12). The result follows.
Proof of the claim. By the Leibniz rule,
∂α(f − T
2Γ 9s(Ld(x))
xˆ F )(x)
=
∑
β≤α
(
α
β
)∑
i
ϕ
(α−β)
i,ǫ (x) ∂
β(T
2Γ 9s(Ld(xi))
xˆi
F − T
2Γ 9s(Ld(x))
xˆ F )(x).(5.13)
Let us estimate ∂β(T
2Γ 9s(Ld(xi))
xˆi
F − T
2Γ 9s(Ld(x))
xˆ F )(x) = H1 +H2 for x ∈ B(xi, cri),
where
H1 := ∂
β(T
2Γ 9s(Ld(xi))
xˆi
F − T
2Γ 9s(Ld(xi))
xˆ F )(x),
H2 := ∂
β(T
2Γ 9s(Ld(xi))
xˆ F − T
2Γ 9s(Ld(x))
xˆ F )(x).
Estimation of H1. It suffices to consider |β| ≤ 2Γ 9s(Ld(xi)) =: 2p. By Lemma 5.1,
|H1| ≤ C(2n
2ρ)2p+1|β|! s2p+1(|xˆi − x|+ |xˆi − xˆ|)
2p+1−|β|.
By Lemma 4.11(2), for x ∈ B(xi, cri),
|xˆi − x| ≤ |xˆi − xi|+ |xi − x| ≤ d(xi) + cri ≤ (1 + c/a)d(xi),
|xˆi − xˆ| ≤ |xˆi − x|+ |x− xˆ| ≤ (1 + (c+ 1)/a)d(xi).
If we set K := 2(1 + (c+ 1)/a) and use (5.7), we obtain
|H1| ≤ C(2n
2Bρ)2p+1|β|! 9s2p(Kd(xi))
2p+1−|β|.
Since h 9s(Ld(xi)) = 9sp(Ld(xi))
p ≤ 9s|β|(Ld(xi))
|β|, by (2.7), and d(xi) ≤ b d(x), by
Lemma 4.11(2),
|H1| ≤ C2n
2BKρ
(2n2BKρ
L
)2p
b d(x) |β|! 9s|β|L
|β| h 9s(Ld(xi)).
If L > 2n2BKb ρ and d(x) < 1, then
|H1| ≤ CL
|β|+1 9S|β| h 9s(Ld(xi)).(5.14)
Estimation of H2. Here we differentiate a polynomial T
2Γ 9s(Ld(xi))
xˆ F−T
2Γ 9s(Ld(x))
xˆ F of
degree at most 2Γ 9s(Lad(x)) ≤ Γs(Lλad(x)), by Lemma 4.11(2) (as Γ 9s is decreasing)
and (5.8). Again by Lemma 4.11(2), the valuation of the polynomial is at least
2Γ 9s(Lbd(x)) =: 2q. Thus, by the calculation in (5.6),
|H2| ≤
C|β|!
(nd(x))|β|
Γs(Lλad(x))∑
j=2q
(2n2ρd(x))jsj .
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By (2.6), sj(Lλad(x))
j ≤ s2q(Lλad(x))
2q , for j in the above sum, and by (2.7),
h 9s(Lbd(x)) = 9sq(Lbd(x))
q ≤ 9s|β|(Lbd(x))
|β|. Hence, using (5.7), we find
|H2| ≤
C|β|!
(nd(x))|β|
Γs(Lλad(x))∑
j=2q
(2n2ρ
Lλa
)j
s2q(Lλad(x))
2q
≤
CB|β|!
(nd(x))|β|
Γs(Lλad(x))∑
j=2q
(2n2ρ
Lλa
)j
9s2q(BLλad(x))
2q
≤ CB
(Lb
n
)|β|
|β|! 9s|β|h 9s(Lbd(x))
(λa
b
)2q Γs(Lλad(x))∑
j=2q
(2n2Bρ
Lλa
)j
.
If we choose L ≥ 4n
2Bρ
λa then the sum is bounded by 2. Let us furthermore assume
that L > 2nB/b. Then, as λ < 1, a < 1, b > 1,
|H2| ≤ C
(Lb
n
)|β|+1
9S|β|h 9s(Lbd(x)).(5.15)
Let us finish the proof of the claim. By (5.14) and (5.15), for x ∈ B(xi, cri) with
d(x) < 1, using Lemma 4.11(2) and the fact that h 9s is increasing,
|∂β(T
2Γ 9s(Ld(xi))
xˆi
F − T
2Γ 9s(Ld(x))
xˆ F )(x)| ≤ C(2bL)
|β|+1 9S|β| h 9s(Lbd(x)).
Thus, by (5.10), (5.13), and Lemma 4.11(3),
|∂α(f − T
2Γ 9s(Ld(x))
xˆ F )(x)|
≤
∑
β≤α
α!
β!(α − β)!
· n0 ·
ǫ|α|−|β| ;N|α|−|β|
h:s(B1ǫ d(x))
· C(2bL)|β|+1 9S|β| h 9s(Lbd(x))
≤ Cn0
|α|∑
j=0
|α|!n|α|+j
j!(|α| − j)!
ǫ|α|−j(2bL)j+1 ;N|α|−j 9Sj
h 9s(Lbd(x))
h:s(B1ǫ d(x))
≤ 2bLCn0n
|α| ;N|α|
h 9s(Lbd(x))
h:s(B1ǫ d(x))
|α|∑
j=0
|α|!
j!(|α| − j)!
ǫ|α|−j(2bLnA)j
= 2bLCn0(n(ǫ+ 2bLnA))
|α| ;N|α|
h 9s(Lbd(x))
h:s(B1ǫ d(x))
,
since 9σ . 9ν . ;ν, whence 9Sj ≤ A
j ;Nj, and since ;N|α|−j ;Nj ≤ ;N|α|. Let us fix L,
according to the restrictions above, and set ǫ := LbD/B1, where D is the constant
from (5.9). Then, by (5.9),
h 9s(Lbd(x))
h:s(B1ǫ d(x))
=
h 9s(Lbd(x))
h:s(DLbd(x))
≤ h:s(DLbd(x)),
and we obtain (5.11). The claim is proved. 
Remark 5.4. The proof of Theorem 5.3 shows that for each ρ > 0 there is a
continuous linear extension operator BSρ (E)→ B
;N
Kρ(R
n) for a suitable constant K.
This extension operator depends on ρ (through L and ǫ) and in general there is no
continuous extension operator B{S}(E)→ B{N}(Rn), cf. [20] and [24, p. 223].
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5.3. Applications.
Corollary 5.5. Let N be an admissible weight matrix. Let M be a weight matrix
such that for all M ∈ M there is N ∈ N with
∑
ℓ≥k 1/νℓ . k/µk and µ . ν. Let
E be a compact subset of Rn. Then the jet mapping j∞E : B
{N}(Rn)→ B{M}(E) is
surjective.
Proof. Let M ∈ M be fixed. Lemma 4.2 implies µ . σ . ν, where σ is the
descendant of ν. By Theorem 5.3, j∞E : B
{N}(Rn) → B{S}(E) is surjective and
B{M}(E) ⊆ B{S}(E). 
Corollary 5.6 (Extension preserving the class). Let N be an admissible weight
matrix such that for all N ∈ N there is 9N ∈ N with
∑
ℓ≥k 1/ 9νℓ . k/νk. Let E
be a compact subset of Rn. Then the jet mapping j∞E : B
{N}(Rn) → B{N}(E) is
surjective.
Proof. This is a special case of Corollary 5.5. 
If N consists just of a single weight sequence we recover a slightly sharper version
of the result of Chaumat and Chollet [9, Theorem 30].
Corollary 5.7. Let N be a non-quasianalytic weight sequence of moderate growth.
Then the descendant S of N has moderate growth. The mapping j∞E : B
{N}(Rn)→
B{S}(E) is surjective for every compact E ⊆ Rn.
Proof. That S has moderate growth follows from Lemma 2.2 and Lemma 4.2(6)
(applied to ν = 9ν). 
Chaumat and Chollet show that if M is a weight sequence of moderate growth
such that µ∗ is increasing and N is a non-quasianalytic weight sequence with µ . ν
then the following are equivalent:
• j∞E : B
{N}(Rn)→ B{M}(E) is surjective for every compact E ⊆ Rn.
• j∞{0} : B
{N}(Rn)→ B{M}({0}) is surjective.
•
∑
ℓ≥k 1/νℓ . k/µk.
In the situation of the corollary we see, by Lemma 4.2(5), that, for arbitrary E,
B{S}(E) is the largest space of Whitney jets among the B{M}(E) which is contained
in j∞E B
{N}(Rn).
Let us collect the immediate consequences for classes defined by weight functions.
Corollary 5.8. Let τ be an admissible weight function with associated weight
matrix T. Assume that ω is a weight function with associated weight matrix W
such that for all W ∈ W there is T ∈ T with
∑
ℓ≥k Tℓ−1/Tℓ . kWk−1/Wk and
Wk/Wk−1 . Tk/Tk−1. Let E be a compact subset of R
n. Then the jet mapping
j∞E : B
{τ}(Rn)→ B{ω}(E) is surjective.
Corollary 5.9. Let ω be an admissible weight function with associated weight ma-
trix W such that for all W ∈ W there is 9W ∈ W with
∑
ℓ≥k 1/
9ϑℓ . k/ϑk. Let E
be a compact subset of Rn. Then the jet mapping j∞E : B
{ω}(Rn) → B{ω}(E) is
surjective.
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5.4. Characterization of the extension property. In this section we prove a
converse to Corollary 5.6, using a result of Schmets and Valdivia [25].
For weight sequencesM = (Mk) and N = (Nk) and positive integers p and k set
ϕM,Np,k := sup
0≤j<k
( Mk
pkNj
)1/(k−j)
.
and consider the condition
(5.16)
∑
j≥k
1
νj
.
k
ϕM,Np,k
.
Provided that M ≤ N we have ϕM,Np,k ≤ µk for every positive integer p, indeed,( Mk
pkNj
)1/(k−j)
≤
(Mk
Nj
)1/(k−j)
≤ (µj+1 · · ·µk)
1/(k−j) ≤ µk.
Thus
∑
ℓ≥k 1/νℓ . k/µk implies (5.16) for every p ∈ N>0. A partial converse holds
for suitable weight matrices.
Lemma 5.10. Let N be a weight matrix satisfying
(5.17) ∀N ∈ N ∃ 9N ∈ N : νk . 9N
1/k
k .
Then the following are equivalent:
∀N ∈ N ∃ 9N ∈ N ∃p ∈ N>0 :
∑
ℓ≥k
1
9νℓ
.
k
ϕN,
9N
p,k
.(5.18)
∀N ∈ N ∃ 9N ∈ N :
∑
ℓ≥k
1
9νℓ
.
k
νk
.(5.19)
Proof. That (5.19) implies (5.18) is clear by the arguments above. Suppose that
(5.18) holds and let N ∈ N be fixed. Then, by (5.17) and (5.18), there exist
9N, :N ∈ N such that νk . 9N
1/k
k ≤ pϕ
9N, :N
p,k and
∑
j≥k 1/:νj . k/ϕ
9N, :N
p,k which entails
(5.19). 
Proposition 5.11. Let N be an admissible weight matrix. The inclusion
B{N}({0}) ⊆ j∞{0}B
{N}({R}) implies (5.19).
Proof. By Lemma 5.10, it suffices to show (5.18).
Claim. B{N}({0}) ⊆ j∞{0}B
{N}({R}) if and only if (5.18).
We use the following result of Schmets and Valdivia [25, Theorem 1.1]: Let M
and N be weight sequences such that M
1/k
k . N
1/k
k and N is non-quasianalytic.
Then B{M}({0}) ⊆ j∞{0}B
{N}(R) if and only if (5.16) holds for some p. In [25] the
assumptions on M and N are slightly more restrictive, but the same proof yields
the result.
This result implies the claim, since B{N}({0}) ⊆ j∞{0}B
{N}({R}) entails that for
all N ∈ N there is 9N ∈ N such that B{N}({0}) ⊆ j∞{0}B
{ 9N}({R}) which follows
from a simple modification of the proof of [25, Proposition 3.3]. 
Theorem 5.12 (Characterization of the extension property). Let N be an admis-
sible weight matrix. The jet mapping j∞E : B
{N}(Rn) → B{N}(E) is surjective for
every compact set E ⊆ Rn if and only if (5.19).
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Proof. Corollary 5.6 and Proposition 5.11. 
For weight functions this implies the following.
Corollary 5.13. Let ω be an admissible weight function. Then the following are
equivalent:
(1) j∞E : B
{ω}(Rn)→ B{ω}(E) is surjective for every compact set E ⊆ Rn.
(2) For all x > 0 there is y > 0 such that
∑
ℓ≥k 1/ϑ
y
ℓ . k/ϑ
x
k.
We want to emphasize that [3] proved the equivalence of (1) with
(3)
∫∞
1
y−2ω(ty) dy ≤ Aω(t) +B for positive constants A,B,
for arbitrary weight functions by different methods.
5.5. A class of admissible weight functions. For s > 1 consider the weight
function (cf. [22, Section 3.10])
ωs(t) := max{0, (log t)
s}.
Then ϕs(t) = t
s for t > 0 and ϕs(t) = 0 for t ≤ 0. Let us set r = s/(s− 1); then
r > 1 and r − 1 = 1/(s − 1). The Young conjugate of ϕs is ϕ
∗
s(t) = Cs t
r where
Cs = (s− 1)s
−r. The associated weight sequences (W s,ρk )k, ρ > 0, are given by
W s,ρk = exp(Cs ρ
r−1 kr).
Proposition 5.14. Let s > 1. The weight function ωs has the following properties.
(1) For all ρ > 0 we have
∑
ℓ≥k 1/ϑ
s,ρ
ℓ . k/ϑ
s,ρ
k (thus σ
s,ρ ∼ ϑs,ρ if σs,ρ denotes
the descendant of ϑs,ρ).
(2) Condition (4.3) holds for W s,ρ if s ≥ 2 (condition (3.3) holds for no s > 1),
(3) For all ρ > 0 and k ∈ N>0 we have ϑ
s,ρ
k+1 ≤ (W
s,6ρ
k )
1/k.
(4)
∫∞
1 y
−2ωs(ty) dy ≤ Aωs(t) +B for positive constants A,B,
In particular, ωs is admissible if s ≥ 2.
Proof. The function f(x) = xr is increasing on (0,∞) with increasing derivative
f ′(x) = rxr−1. Thus f ′(k) ≤ f(k + 1)− f(k) ≤ f ′(k + 1), i.e.,
(5.20) rkr−1 ≤ (k + 1)r − kr ≤ r(k + 1)r−1.
(1) By (5.20),
ϑs,ρ2k
ϑs,ρk
= exp
(
Csρ
r−1(2r − 1)(kr − (k − 1)r)
)
→∞ as k →∞,
which implies (1) by [20, Proposition 1.1].
(2) By (1), (4.3) forW s,ρ is equivalent to ϑs,ρk+1 . ϑ
s,ρ
k . We have s ≥ 2 if and only
if 1 < r ≤ 2. Then the function f ′ is concave on (0,∞) since f ′′′(x) = r(r − 1)(r −
2)xr−3 ≤ 0. Thus (by a look at its derivative) the function (x+1)r+(x− 1)r− 2xr
is decreasing, which implies ϑs,ρk+1 . ϑ
s,ρ
k .
(3) By (5.20),
ϑs,ρk+1 = exp
(
Csρ
r−1((k + 1)r − kr)
)
≤ exp
(
Csrρ
r−1(k + 1)r−1
)
≤ exp
(
Cs(2eρ)
r−1kr−1
)
≤ (W s,6ρk )
1/k.
(4) This follows from (1) in view of [14, Proposition 4.4] and [21, Lemma 5.7].
Alternatively, it can easily be seen by checking some equivalent condition from
[3, Theorem 1.7], or directly by using the asymptotic behavior of the incomplete
Gamma function. 
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Since each ωs violates (3.3), and thus the corresponding class cannot be described
by a single weight sequence, the extension property does not follow from the result of
Chaumat and Chollet. Our results imply that the jet mapping j∞E : B
{ωs}(Rn) →
B{ωs}(E) is surjective for every compact subset E ⊆ Rn provided that s ≥ 2.
However, by [3] it is so also for 1 < s < 2.
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