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Scientific abstract
Localised structures such as fronts or pulses appear as equilibrium solutions in a variety 
of Partial Differential Equations (PDEs) that have been used to study a wide range of 
applied problems, from pulse propagation of impulses in nerve fibers in mathematical 
biology to pattern formation in nonlinear optics. This thesis is concerned with developing 
a numerical scheme for the computation of multiple co-existing localised structures (known 
as multi-localised structures).
Studying multi-localised structures is numerically challenging since well-separated states 
interact via their exponentially decaying tails and numerical schemes struggle to capture 
these small interactions. This weak interaction leads to a slow movement of the states 
and so to study the movement one has to evolve the corresponding PDE for a large time. 
Standard time-stepping schemes are therefore expensive since one has to implement small 
tolerances to capture the correct dynamics.
We develop an efficient and robust numerical scheme to compute multi-localised solutions 
in general PDEs that range from well-separated to strongly interacting and colliding. The 
scheme is based on the global centre-manifold reduction where one considers an initial sum 
of fronts/pulses plus a remainder function (not necessarily small) and applying a suitable 
projection based on the neutral Eigenmodes of each localised solution. Such a scheme 
efficiently captures the weakly interacting tails of the solutions allowing us to develop 
a fast time-stepping method. Furthermore, as the localised solutions become strongly 
interacting, we show how they may be added to the remainder function to accurately 
compute through collisions.
We then apply our numerical scheme to various real Ginzburg Landau equations where we 
observe a variety of behaviours, from colliding kinks to kinks converging to bound states. 
The comparison of our projection scheme (PS) with a standard time stepper scheme (SS) 
yields some interesting results that showcase the accuracy and robustness of PS. Moreover 
we provide a computational time comparison for several cases.
We also apply the scheme to the quintic complex Ginzburg-Landau equation (QCGLE) in 
order to investigate the dynamics for several multi-pulse solutions. Using PS we are able, 
for first time, to capture dynamics for well-separated pulses and draw the full picture of 
the projected plane for two-pulse interaction in QCGLE. By using PS we observe limit 
circles on the QCGLE projected plane for two-pulse interaction. Furthermore, we study
interaction between three pulses for different initial conditions.
Finally, we discuss the importance of the results in the thesis and how the PS can be 
extended to general PDE systems and other multi-localised structures. Moreover, we go 
through some future work that can be done to improve the PS.
Keywords and AMS Classification Codes: multi-pulse interactions, numerical method, 
Real Ginzburg Landau, Complex Ginzburg Landau
Lay summ ary
After years of research we have been able to produce several equations that are applicable 
to physical phenomena. From the ability to predict how the weather would be in the 
short future to how bird flocks are formed, a rich variety of equations are important in 
our attempt to simulate/ model these phenomena.
Often, these equations possess solutions that connect to the same or two different qui­
escent states in space, with a sharp transition. These type of solutions are known as 
localised structures. The localised states we study throughout this thesis are pulses and 
kinks/fronts. Localised states can have very interesting dynamics when you have multiple 
copies together, for example a 3 pulse or a kink-antikink structure. These interesting 
dynamics are due to interaction of the states with each other which causes the states to
move.
However, most of the numerical methods used for the modelling of these multi-localised 
states (multi-pulses or multi-fronts) are unable to compute efficiently the interaction 
between the states when they are well-separated. This is mainly due to very small inter­
action terms that existing methods are unable to capture and/or very long computational 
times that require super-computers to complete the computations.
We develop a scheme, we refer to as the projection scheme (PS), that we apply to four 
equations in our attem pt to compute multi-localised structure interactions. Throughout 
this thesis we showcase results of how the PS excels over a standard method. We then 
investigate several cases of well-separated states that has not been possible before, to yield 
some interesting results regarding both multi-pulse and multi-front solutions.
Finally, based on our results, we comment on why the PS is preferred in regard to standard 
methods and in what cases it is recommended to use. Moreover, we list the negatives of 
the PS and discuss areas for further research to improve and extend the scheme.
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1. Introduction 1
1. Introduction
One of the biggest discoveries in nonlinear physics in the last 50 years has been the 
discovery of solitons by Zabusky and Kruskal in 1965 [81]. A soliton is a self-reinforcing 
solitary wave that maintains its shape while it travels at constant speed even after collision 
with other solitons. They were first found in integrable PDEs but later similar types of 
solutions (known as dissipative solitons or pulses) were found in non-integrable PDEs. 
Solitons have been one of the most studied structures in mathematical physics. The 
reason behind this is that solitons (or similar structures like waves, pulses or kinks, see 
Figure 1.2) are solutions to many equations describing several physical phenomena (see 
Figure 1.1). For example earthquakes, which are caused by movement of earth’s tectonic 
plates, producing seismic waves and some times mega-waves or Tsunami as the Japanese 
call them [18]. A Tsunami occurs when a tectonic plate shifts or drops (significantly) 
which results in a huge mass of water increasing/decreasing it’s level and triggers wave 
propagation which creates wave trains (Figure 1.2(c)) with large velocity and large wave 
lengths. Another example is tidal bores, which can be observed in several rivers all over 
the world with most famous being the Qiantang river in China and the Severn river in 
England. This phenomena is caused when a tide comes in at a narrow channel, but 
because of the channel’s narrowness, the tide is forced to increase its’ height level. As a 
result of this the water that flows into the channel has different height and velocity from 
the water already there. Tidal bores in our case can be considered as a traveling front 
(kink) solution.
Figure 1.1: (a) A Morning Glory cloud formation between Burketown and Normanton, 
Australia [2] (b) Turnagain Arm Tidal Bore, Gulf of Alaska [3] (c) Soliton on the Scott 
Russell Aqueduct on the Union Canal near Heriot-Watt University, 12 July 1995 [1].
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Such localised structures arise in a wide range of applied problems such as pulse propaga­
tion of impulses in nerve fibers in mathematical biology [50]. Various kind of waves can 
also be observed in propagation of dominant genes [38,27], in combustion theory [83,82] 
and on cold flames [77,67]. Another field where pulse formations arise is in nonlinear op­
tics where they describe phenomena related to pulse formation, including mode-locking in 
lasers [47,17], light propagation in nonlinear fibers [7] and transverse pattern formation 
in nonlinear optical systems [43].
Figure 1.2: (a) A front, also called as kink (b) A pulse (c) Wave tram
Often these localised structures appear together forming a multi-localised structure see 
Figure 1.3, with internal dynamics depending on the interaction between the fronts/pulses. 
With multi-localised structures being involved in such a wide range of equations, the 
ability to understand their dynamics is very important.
Figure 1.3: Multi-localised structures (a) Multi-front with locations n  W '3 (b) A pair 
of pulses can also be expressed in respect to their locations / %, r2
Travelling kink/pulse solutions can be observed in partial differential equations (PDEs)
(C)(a) (b)
(a) (b)
of the form
=  Lu +  / (it, x), x e K. , u e A", (1 .1)
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where L is a linear differential operator (e.g the Laplacian) and X is an appropriate 
function space. The last term on the right hand side, f  (u, x) denotes a non-linearity of u 
and possibly derivatives of u. Often these equations admit traveling kink/pulse solutions
with the form
u(x,t) = F(x -  ct),
where c is the constant speed of the wave that can be observed. We refer to (63] for a 
more detailed analysis regarding stability etc and [57] for background information.
Well studied examples of (1.1), admitting traveling pulse solutions are the PDEs, the 
Korteweg-de Vries equation (KdV) (14] and the non-linear Schrodinger equation (NLS) (6 6 ].
—  C =  1
F(x)
-10-15
X
Figure 1.4: Solitons for KdV equation depending on the velocity value c where 7  -  1 . 2
The generalized Korteweg-de Vries (KdV) equation which describes weakly nonlinear 
shallow water waves, is given by
Uf + Waxca +  =  0 ,
where 7  > 0  and 7 , x e R. The KdV equation is Hamiltonian for all 7  > 0 and known to 
be completely integrable for 7  = 1,2. This equation has a soliton solution depending on
7  and c given by
F(x  -  et) = ( C ( 7  + + 2)- )  ’ sech ( X Ê È p É )  _
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f o r  a n y  positive c and 7  which is a soliton solution. The form of the solution shows 
that the size of soliton is dependent on the velocity; see Figure 1.4. This is because the 
constant in front of the soliton term, sech defines the size of the soliton, and
depends on the velocity constant c.
Figure 1.5 demonstrates how the two soliton solutions behave in the KdV equation. We 
see that the left soliton moves with larger velocity than the one on the right hand side 
and therefore the amplitude of the left soliton is bigger in comparison with the slower 
soliton. Soliton solutions can pass through each other with their size and shape remaining 
unchanged after the collision. Aside from the particle-like one soliton solutions, these 
equations have also been found to admit multi-soliton solutions which have been studied
in [51].
Figure 1.5: KdV equation two soliton solution where solitons collide and regain their 
shape for 7  = 1 [72]
Another model equation that admits pulse-like solutions is the non-linear Schrodinger 
equation
i$t + §xx + 4|<F|24> = 0,
where *  e C, « is defined as ?  = -1 . This equation can be applied to hydrodynamics, 
nonlinear optics, nonlinear acoustics, quantum condensates, heat pulses in solids and 
various other nonlinear instability phenomena [32,26]. Since this equation describes wave 
phenomena, solutions can be found of the form
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where [ / e JR, which we substitute to solve for the planar stationary solution
[ / z z - ^  + 4 ^  = 0 . (1-2)
It has been shown in [78] that (1.2) is Hamiltonian and supports stable pulse solutions, 
see Figure 1.6, given by
U(x) =
1.6
1.4 
1.2 
1
U(X) 0.8
0.6 
0 /
O . i  
I
X
Figure 1.6: Family of pulse solutions for NLS equation depending on variable a.
Another important equation that is similar to NLS is the quintic complex Ginzburg 
Landau equation (QCGLE)
ut = auxx + /3u + 7 M2it + ô\u\4u, (1-3)
where a, £ , 7  and 5 g  C. Although the two equations look similar, the transition from 
NLS equation to the QCGLE is interesting since adding a complex perturbation to all 
terms destroys the Hamiltonian structure of the equation. As a result of this, instead of 
having solitons which can regain their shape we have dissipative soliton solutions. The 
QCGLE is known to admit multi-pulse solutions that consist a sum of solitons of the form
y(%,r,.9) =  e ^ y ( z - r ) ,
(see Figure 1.7), where g is the phase of the pulse and r the translation where both 
variables are symmetries [7,42]. Breaking either the translation (r) or phase symmetry
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(e~i9) of the soliton solution, by adding a constant or U in (1.3), can result in chaotic 
behavior as seen in [73,20].
Figure 1.7: (a) Converged pulse solution V  = \Vr + iVi\ as computed in MATLAB (b) 
Localised stable pulse over time
Despite a big current interest in the interaction of pulses in complex Ginzburg Landau 
(CGL) equations many important and interesting features of this interaction remain un­
clear. Analytically, using the global center manifold method [84] one can use the neutral 
eigenmodes of multiple stable localised pulses to yield an ODE projected system for the 
translations and complex phases of the pulses. In [73], a reduced projected system is 
derived considering only first order terms for the QCGLE and compared numerically with 
QCGLE for strong pulse interaction. More specifically the derived reduced projected sys­
tem describes the separation distance r = \r2 -  n \  and the phase difference g = \g2 -  gi\ 
for a two-pulse solution of the form
u = Vi + V2,
where Vk = ei9kV{x -  rk) and rk,gk are the location and phase of corresponding pulse. 
Neglecting the higher order terms results in an integrable system of ODEs that one can 
investigate for an in-depth bifurcation analysis of the reduced QCGLE. The dynamics of 
the PDE are highly dependent on the stable pulse solution V  (z) that solves
o =  ^  + 7 | y r y  +
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In Figure 1.7 we show a similar pulse as the one considered in [73]. Considering this pulse 
the analysis of the reduced projected system (including only first order terms) indicates 
that the equilibrium points with (rsin(g),0 ) are centres while the equilibrium points with 
(0 ,rcos(y)) are saddles.
However, in the full QCGLE, higher order terms introduce dissipation in the projected 
system which changes the dynamics qualitatively. Numerical investigations of the full 
QCGLE in [73], have been able to determine the stability of the first equilibrium that is a 
centre which after the addition of higher order terms becomes a stable spiral, see Figure 
1.8. However, the complete picture of the phase portrait for the two-pulse interaction 
is far from known since there are still several areas on the phase portrait that need to 
be investigated. This remains the case up to date due to the inability of the current 
numerical solvers to maintain high accuracy while being able to consider large time steps 
especially in the cases where one has to study large time dynamics.
rsin(g)
Figure 1.8: Phase portrait for interaction of two pulses as computed in [73] for the 
QCGLE. For pulses with small separation distance r collision is observed, where outside 
of the collision region pulses converge to bound states. Note that white arrows indicate 
stable spiral equilibria, where all equilibria located on horizontal axis are identified as 
saddles.
Computing interacting well-separated pulses in the QCGLE can be quite complex since 
there is no explicit expression for stable pulses. Therefore, we will start by developing
- 3 - 2 - 1 0 1 2 3
rcos(q)
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numerical methods in a simpler case where we have explicit front solutions.
Hence, we will investigate multi-front solutions in the real Ginzburg Landau equation
for p =  /3 =  7  =  1 where r describes the translation of the front. Proof of such solutions 
can be found in Appendix A.
Physical systems that undergo an instability described by the RGL equation include 
Rayleigh-Benard convection, Taylor-Couette flow and flames stabilized on a burner [33, 
58]. Multi-kink solutions of the form
for i =  1 , . . . ,  n as seen in Figure 1.10 (a) have been studied in [24] where eventually kinks 
collide and “annihilate”. Well separated from each other, the kinks interact via decaying 
tails (Figure 1.10 (b)) which results in an attraction towards each other.
The development of fast, efficient and robust numerical algorithms for a one-dimensional 
pulse/front has been largely resolved. A common approach (as implemented in the soft­
ware package AUTO and HOMCONT [22]) is to find approximations of a pulse/front on a 
large but bounded domain and solve a two-point boundary value problem with projection 
boundary conditions [62]. Various standard methods for solving the two-point boundary 
value problem such as shooting, or orthogonal collocation can then be used to yield highly 
accurate solutions [10]. This approach has been used on a variety of different problems in 
order to use path-following routines to explore the bifurcation structure of pulses/fronts; 
see for example [22] and references therein.
The simulation of well-separated multiple pulses or fronts in PDEs remains a very chal­
lenging numerical problem due to the interaction of the tails of the pulses/fronts being 
exponentially small depending on the separation distance, see Figure 1.9 . In particular,
(RGL)
Ut — pUxx (3u 7 u , Pi f t ^  
which admits a one-parameter family of stationary front solutions of the form
(1.4)
n
and
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it is known that standard numerical schemes for ODEs/PDEs often fail to capture the 
essential dynamics of weakly interacting pulses and fronts, see for example [64,7]. Several 
advances in the numerical computation of stationary one-dimensional multi-pulses have 
been made in ODEs. One approach to address this problem has been to use Lin’s method 
to set-up a boundary value problem where one looks for zeros of an algebraic function 
using path-following routines and has been implemented in HOMCONT; see [56].
■4
x 10
d = 9
2
R(x)
0
-10 -8 -6 -4 -2 0 2 4 6 8 10
X
Figure 1.9: Order of interaction terms between two fronts depending on the separation 
distance d for the RGLE (1.4) where p = (3 = ^  = 1.
For time-dependent, well separated multi-pulses/fronts in PDEs, a common approach is 
to consider the linear combination of several single translated pulses/fronts and apply 
a projection based on the neutral modes of each translated pulse/front [24,65]. This 
projection typically leads to a set of ODEs describing the location of each pulse/front 
allowing for very accurate computation of the interaction terms and high order ODE 
algorithms to be used. One may also look at the steady states of the resulting ODE 
system via the projection to understand the dependence of the multi-pulses/fronts with 
respect to parameters.
Several authors have looked at strongly interacting localised structures in ODEs/PDEs 
to understand the effect of collisions; see [55,11,46]. Typical strong-interaction dynamics 
observed from collisions range from repulsion, annihilation, scattering of pulses and the
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generation of new pulses; see [54,53]. Moreover some chaotic behaviour was observed in 
specific PDEs [73,20] where one considers asymmetric pulse solitons. For strongly inter­
acting localised structures the interaction between the states becomes 0(1) and standard 
numerical algorithms (such as Crank-Nicholson, exponential time-stepping with spectral 
collocation etc.) can be used to efficiently compute such collisions. However, these al­
gorithms become inefficient when the localised structures become well-separated.
0.4
0.2
r(x)V(x) o
-5
- 0.2
- 0.4
- 0.6
- 0.1
100
X
(a) (b)
Figure 1.10: (a) Multi-localised structure consists of four fronts located at z =
20,40,60,80 (b) Kinks interacting via exponentially decaying tails. A closer look 
at the interaction of the two kinks located at x = 45,55 by considering r(x) = 
log (—tanh(x — 45) + tanh(x — 55) + 1).
It is important to have a notion of errors and their order as it does not make sense to use 
methods which introduce errors with magnitudes larger than the interaction terms. This 
is the problem we face with computing interactions of multi-localised solutions. Multi­
localised solutions consisting of two or more solitons/fronts with large distance between 
them interact via exponentially decaying tails. The terms produced by this interaction are 
difficult to capture (because of their order) by numerics and sometimes they are of smaller 
order than the numerical errors. As a result the small interaction terms have no impact 
on the dynamics of the two localised structures. One should then consider a tighter time 
mesh to minimize errors and see the convergence of the approximation, see Figure 1.11. 
In Figure 1.11, we show the results of a common fixed time-step solver, in regard to the 
size of time-step At  when computing approximation P(t). By considering a denser time
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mesh, i.e At ^  0 approximation P(t) converges closer to the true solution (more details 
in §3.). In this case approximation P{t) indicates the separation distance over time for a 
two front solution in RGLE (1.4), where p = /3 = 7  = 1 and initial separation distance 
P(0) = 7.
- A t  = 0.5 
- A t  = 0.1 
- A t  = 0.005 
- A t  = 0.0016.5
P(t)
5.5
4.5 400350300250200
t
15010050
Figure 1.11: Approximation of two kinks with initial distance P(0) = 7. In order to 
improve the estimate of the solution one has to decrease the time step to minimize error 
and observe the convergence. However, this results in a computational time increase.
When using numerical methods or algorithms and computing with finite precision, errors 
of rounding and truncation are introduced. More specifically, there are two major sources 
of error associated with a numerical integration scheme for ODEs; namely, truncation 
error and round-off error. With round-off error, for every type of computer there is a 
characteristic number, p, which is defined as the smallest number which when added to a 
number of order unity gives rise to a new number, i.e. a number which when taken away 
from the original number yields a non-zero result. Every floating-point operation incurs 
a round-off error of O(p) which arises from the finite accuracy to which floating-point 
numbers are stored by the computer.
Truncation error consists of local truncation and the global truncation error. The local 
truncation error of a numerical method is an estimate of the error introduced in a single 
iteration of the method, where the error is the difference between the exact value of the
12 1. Introduction
function and method’s approximation. The global truncation error is the cumulative effect 
of the local truncation errors committed in each time step.
Our aim is to develop an efficient and robust numerical scheme for computing multi­
localised structures that allows us to simulate and track multi-front or multi-pulse states 
where the structures may range from well-separated to strongly-interacting and colliding. 
Our scheme is based on the global centre-manifold reduction of Zelik et al. [84] and is in 
the same spirit of Lin’s method where they consider the linear combination of several well- 
separated fronts/pulses plus a remainder function and they apply a suitable projection 
based on the neutral eigenmodes of each front/pulse. This leads to a fast-slow ODE/PDE 
system to simulate where the ODEs describe the location of each well-separated front. 
Such a system is found to have several nice numerical properties that allow us to quickly 
evolve large numbers of multi-localised structures. As the fronts/pulses become strongly- 
interacting the ODE/PDE system becomes ill-posed since the original assumption of well- 
separated fronts/pulses breaks down. However, one can detect when the ODE/PDE 
system becomes ill-posed, stop the simulation and remove the locations of the strongly 
interacting fronts/pulses from the ODE/PDE system while adding the colliding fronts to 
the remainder function and solving a new ODE/PDE system. Hence, we maintain the 
numerical advantages of the ODE/PDE system throughout the simulation including the 
capture of dynamics during collisions.
In order to demonstrate how the numerical scheme works in practice, we apply it to several 
real Ginzburg-Landau equations (RGL) where we study several variations of multi-front 
solutions and quintic complex Ginzburg-Landau equation (QCGLE) where we investigate 
the interaction between multi-pulse localised structures.
More specifically, we explore the numerical advantages of the scheme based on the global 
centre-manifold reduction over a method of lines scheme. Making a comparison with other 
schemes is always tricky since most of these schemes, in our case solvers in MATLAB, are 
used for general PDEs and not optimised for a specific kind. Therefore, we investigate 
several solvers on which ones can perform better for our scheme and then use the same 
solver for comparison.
Crucial to the numerical scheme working is the accurate computation of a single front/pulse 
and its neutral eigenfunction such that the projected ODE/PDE system may correctly 
capture the weakly interacting tails of the fronts. We show how to overcome this problem 
and control all the errors of the simulation to an absolute error of approximately stand-
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ard machine precision. Moreover, we come across situations of strong interacting localised 
states where the projected system we study becomes ill-posed. We introduce a method 
such that our scheme can still compute through strong interactions while maintaining 
the high accuracy for weak interaction. Finally, we describe how this numerical scheme 
may be applied to other multi-localised states and PDE systems and we propose several 
suggestions of how one can improve and extend our scheme.
The thesis is outlined as follows. In §2. we go through different numerical methods that 
will be used later for the computation of our results of both multi-front and multi-pulse 
structures. In §3. we investigate dynamics of several real Ginzburg Landau equations 
considering multi-front solutions. In §4. we study multi-pulse interaction for the quintic 
complex Ginzburg Landau equations. In both result chapters we have comparisons of our 
projection scheme (PS) with a standard time-stepping scheme (SS) and extensive analysis 
on how the projection method can be applied. Finally, in §5. we draw conclusions based 
on our results and we look into options of how we can improve and extend the projection 
scheme. In Appendices A-E we include some analytical work that we refer to throughout 
this thesis.
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2. C om putational m ethods
In this section we will describe some of the basic numerical methods we use in our simu­
lations of multi-pulse/front solutions.
2.1. Solving Nonlinear system s
Consider a nonlinear algebraic system of the form
/ W  = 0, z  E R", /  : R" -» R", (2.1)
where /  is a nonlinear function of x  and 0 is vector of n  zeros. We are interested in
methods to calculate a solution x  such that (2 .1) holds.
The best-known and most popular method for solving nonlinear equations/systems is 
N ew ton’s m ethod [9]. Having chosen an initial guess Zq, Newton’s method describes 
the iteration
£fc+i =  -  J r \ x k) f{xk), fc =  0 , 1 , . . . ,  (2.2)
assuming that the Jacobian matrix J_{xk) is invertible. It can also be expressed as a two
step method
1- l ( x k)/^xk = - /(z * .) ,
2- Æfc+i — 32k T  A z fc,
where in step 1 we solve the linear system for A zfc and J  is the Jacobian matrix defined 
as follows
Z iA  !£l\
d x i  " '  " d x r
d f n  d f n  I
\  d x i  ■ ■ ■ d x n  /
The iteration is terminated when either a maximum number of iterations is reached or 
||/ ( z fc)|| is less than some specified tolerance. Provided the initial guess z 0 is sufficiently 
close to the required z*, where /(z*) = 0 , and /  is sufficiently smooth at x* it can be 
shown that z& —> z* as & —> oo [37].
However, it is often hard to find a good initial guess such that (2.2) converges to the 
required z*. Globalised Newton methods [16,49] attem pt to over come this issue by
2. Computational methods 15
choosing a different update A x k. One type of globalised Newton method is the damped 
least squares method known as the L ev en b erg -M arq u ard t method [48], that finds the 
minimum value of a function F{x) where F  is defined a sum of squares of nonlinear 
functions i.e
r o w  =  g i i /w n : -
The Levenberg-Marquardt method computes the updated A x k,
(Jj^Jk + Xkl )  A x k = - J l f { x k),
where I  is the identity matrix and J T is the transpose of Jacobian matrix J . The non­
negative scalars Xk are adaptively chosen, so as to take as large an update as possible 
while minimizing F.  This algorithm has been implemented in MATLAB [45] in the routine 
fso lv e .
2.2. Solving nonlinear Boundary Value Problem s
Consider the boundary value Problem (BYP)
%%% =  / H ,  0 ^  L, (2.3)
where we impose Neumann BCs itæ(0) = ux{L) = 0, the constant L  is given, u is the
unknown function of 3 , /  is a given function that specifies the differential equation and
u — —U x x   8 x 2 -
To find a numerical approximation to (2.3) one has to approximate the spatial derivative 
uxx in order to derive a nonlinear algebraic system as (2.1). We show how one can 
approximate the spatial derivatives that appear in PDEs such as (2.3) for Neumann BCs 
using the finite differences m ethod [40]. We discretise space x l = iAx ,  i =  0 , 1, . . . ,  M, 
where A3 =  L /N x is the spatial step size and N x + l i s  the number of spatial mesh points 
equispaced in the space interval x = [0 L]. We approximate u(x,t)  with ul (t) and the 
second order spatial derivative is approximated on the spatial mesh with 4th order finite- 
differences i.e.
The boundary conditions are imposed using ghost points; see [70] and setting u~2 = 
1 =  y}iUNx+i = and uNx+2 = uNx~2. This discretisation yields a largeu2,u
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system of algebraic equations of the form
v lOJy  = / ( “ ')> i =  o,i,...,jvx.
One can then re-write (2.4) in matrix form as
/  -3 0  32 - 2  0 . . .  \  /  U!
16 -3 1  16 - 1  0
- 1  16 -3 0  16 - 1
(2.5)
Un Du  =
u2
Us
1
12Ax2 ’
(2.6)
y 0 0 —2 32 —30 J  y unx J
where D  is the Laplacian matrix with Neumann boundary conditions applied to solution
u. Using (2.6) we can then re-write (2.5) in the form of a nonlinear algebraic system
%  -  /(%) =  0. (2.7)
One can then use Newton’s method (or any of the generalised methods described in §2.1.) 
to compute an approximation of the solution u of the BVP (2.3).
Throughout the thesis we make use of the software MATLAB [45] and AUTO [22] to solve 
(2.7). In order to compute an approximation of solution of the BVP (2.3) in AUTO, one 
has to re-write (2.3) as a first order ODE system i.e
ux — v ,
Ux — f(u).
AUTO then solves the system using an orthogonal collocation scheme to discretise (2.3) 
as described in [22].
2.3. P ro b lem s w ith  num erically  solving B V P s
To solve a boundary value problem, one has to provide an in itia l guess for the solution. 
The quality of the initial guess can be critical to the solver performance, and to being 
able to solve the problem at all. However, coming up with a sufficiently good guess can 
be the most challenging part of solving a boundary value problem. In our case we make 
use of the Levenberg-Marquardt method on (2.7) in MATLAB, in order to converge to a 
good initial guess for the BVP.
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Another common problem in solving BVPs occurs when the BVP is invariant under some 
continuous transform ation . In this situation, the linearisation of the BVP is singular. 
In order to demonstrate this problem and how to overcome it, we consider a periodic orbit 
u(x) that is a solution of the BVP,
ux = f(u) ,  x  g  [0, T], u(0) =  w(T), u g W 1. (2.8)
It helps to rescale the domain to a; G [0, 1] to yield
Ux = Tf{u) ,  X g  [0, 1], u(0) =  u(l).  (2.9)
Due to the periodic boundary conditions, if u{x) is a 1-periodic solution, then so is u(x+'y), 
for any 7  g  R. Furthermore, if one considers the linearisation of (2.9), about a periodic
orbit u{x), we have
w£ -  T f ( u ) w  = \w ,  (2.10)
where u = u + w, ||w|| «  1. If one now differentiates (2.9) we find
Uxx — T f u x  = 0.
Therefore, w =  A = 0, is a solution of (2.10) and the linearisation is singular. Hence, 
any good discretisation of (2.9) will lead to a Jacobian that is also singular, making it 
problematic in the Newton step that solves the linear system for the update Aæfc in (2.2).
In order to overcome this problem, a common solution is to impose a phase condition [13]. 
To do this, one tries to select just one 7  solution by minimizing
f  \\u(x -  7) -  u{x)\\ldx, (2.11)
Jo
where û is a “template function”, e.g initial guess. Differentiating (2.11) with respect to 
variable 7  and setting the derivative to be zero yields the phase condition
f  (u(x -  7) -  û(x))T ûx{x)dx =  0 ,
Jo
where T  denotes the transpose of this vector. Therefore, one solves
Ux =  Tf(u ) ,  x g  [0 , 1 ] ,  i t ( 0 )  =  l t ( l ) ,
f  {u(x -  7 ) -  û(x))T Ux{x)dx = 0 ,
Jo
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for (u,T).
Example: Computing travelling fronts for parabolic PDEs
A similar problem occurs when computing travelling fronts in parabolic PDEs. Consider 
the PDE of the form
ut = uxx + f(u),  æ e R, u e R  (2.12)
where we seek a traveling front solution of the form u = V{x -  ct) = VX£)> that satisfies 
y(£) -» as (  +oo where u+,u~ are two steady states such that /(w -) = 0 , and c is 
the velocity of the front. Substituting the ansatz u = V(x  -  ct), into (2.12) yields
%  + / ( y )  +  c% =  0, f  E R.
As with the periodic orbit case (2.8), given a front solution V , each translated version of 
the solution, i.e V(x  - 7 ), 7  e R is also a solution of (2.12). Therefore, we solve the 
following BVP
V#  +  f ( V )  +  cVjt = 0, Vç(—L) = Vç(L) = 0, C 6 ^]>
with the phase condition
f  (no - v’K)) Mew = 0,
for (V,c) where V(() is the previous Newton’s step iteration and f  e [ -L , L] for L  »  1.
Example: Computing eigenvalues and eigenfunctions
Consider
uXx u = Xu, x  e [a, 6], À e R.
If function u is a solution then pu, p e R, is also a solution. It is then natural to impose 
conditions about the normalisation of eigenfunctions u. Therefore, one could solve the 
BVP
uXx +  u =  Xu, x  e [a, 6], 
u2dx = 1,
Ja
for the eigenvalue A with corresponding u eigenfunction.
Such integrals can be computed on a finite difference mesh and using Sim pson’s rule [4]. 
In particular we can approximate integral of function f (x )  in domain x = [0, L] as follows
/ ( æ) % [/(zo) +  4/ ( z i )  +  2/(12) +  4/(æ 3) +  ••• +  2/ ( z n- 2) +  4/(æ n_i) +  f ( x n) ] ,
Jo ^
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where A x  = L / N x, N x + 1 is the number of spatial mesh points and Xi = i  x Ax,  i = 
0 ,1 , . . . ,  N x.
2.4. In te rp o la tio n
After having computed an approximate solution of a BVP, we will use interpolation 
methods so that we can arbitrarily translate these functions. Given a set of n points 
x i , x 2, . . .  , x n, and the corresponding function values f ( x i ) , f ( x 2) , . . . , f ( x n), the po ly ­
nom ial in te rp o la tio n  problem is that of finding a polynomial p(x) which satisfies
p(xi )  =  f ( x i ) ,  i =  1 , . . .  ,n.
C ubic spline in te rp o la tio n  [19] is a piece-wise continuous curve, passing each of the val­
ues (xi, f ( x i ) ) , . . .  , (xn, f ( x n)). There is a separate polynomial for each interval between 
points Xi,xi+i with its own coefficients given by
Pi(x) =  Oi +  j3i(x -  x ^  +  j i (x  -  Xi)2 +  S{(x -  Xi)3, i =  1 , . . .  , n  — 1,. x  g [xi, x i+1].
Using the following four conditions for each interval
Pi(xi) = Pi(xi+i) = f ( x i+i), (2.13)
Pi(x i) = Pi+i(x i), PÏ(x i) = X + iW , i =  1 . . .  77. 1, (2.14)
we solve for variables (o%,/%,'%,&). In particular using conditions (2.13) & (2.14) we find
Pi(xi) =  ai, (2.15a)
Pi(xi+1) = ai + (3ih + j ih 2 + 5ih3, (2.15b)
Pi(x i) = Pi, (2.15c)
pK^i+i) =  A + ^lih  + 3^Zi2, (2.15d)
Piix i) = (2.15e)
p"(xi+1) = 2 ^  + 65ih, (2.15f)
where h = x — x^  Variables on and ^  are given by (2.15) (a) k  (c). Using then (2.15) 
one can yield expressions for and <5*
7* = [ 3 ^ -  -  2pK ^) -  p'i{x i+\)]/h, (2.16a)
Si = [—2 - ^ -  +Pi(xi) + p'iixi+i^/h2, (2.16b)
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where Api = #(%*) —pi(xi+i). Both 7* and Si are expressed in terms of the first derivative 
terms p-, therefore by re-arranging all the above equations we can derive a tri-diagonal 
system [12]
0^ / Po\ Z 3(%i -  xo)/h \Z2
P ' i
K p J
S(x2 -  x0)/h
S(xn -  x n- 2)/h  
\3 (xn Xn—i^/hJ
to solve for p-. Note that both end points of the interval should also satisfy Pi{xi) =
P n - l ( X n )  — 0 .
E x trap o la tio n  is the process of taking a set of known data values f ( x 0) , . . . ,  f ( x n) at 
points a = Xq,<  ... < xn = b and approximating a value outside the domain range [a, b] 
of the given points. The formula for the approximation of the value /(%*), using linear 
extrapolation, is given by
f ( x *) = /(zfc-i) +
•^ k—l ( f ( x k) ~  f ( x k- i ) ) , z* £ [a, 6], 1 fc <  n,
Xk 1
where points (xk,f(xk))  and (æfc- i ,  /(xfc-i)) are the closest to 2 *.
2.5. Solving In itia l V alue P rob lem s
Given an in itia l value p rob lem  (IVP) of the form
ut = u(tQ) =  Uo, (2.17)
where f  is a known function and u0, t0 are known, we seek a solution u(t). This is 
considered as an initial value problem (IVP) since the condition u(to) = u0 provided is in 
regard to the independent variable t for some initial time t0-
R u n g e -K u tta  m ethods [15,23] are well-known methods for solving IVPs such as (2.17). 
In particular, the “4-th order Runge-Kutta” is one of the most popular out of the family, 
where given an IVP (2.17) where one iterates
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where h = ti+i — U is as small time step and functions &i, k2, fc3, fc4, are defined as follows
h  =
^2 = f ( t i + 2 , u i + - k i ), 
fa = f(U + 2 ^ 1 + 2 ^2) ’
A/4 =  f  (ti h) Uî .
Another method for solving IVPs, that is used in MATLAB by solvers such as odelBs is 
the im plicit scheme; for more details see [68,35].
Given an ODE system of the form ut = f(u , t ) ,  odelBs computes a time-step approxima­
tion un+i by solving the algebraic system defined by the Implicit Scheme Formula [68,69]
k
^  +  (1 -  K)7 fc(un+i -  un°+1) -  h f ( u n+i , t n+1) = 0,
m=l
for un+i using a simplified Newton (chord) method with the given initial value = 
2m=o V mun, where k  is the order of the scheme i.e. k =  1 ,2 ,3 ,4 or 5, 7 m = ^  *s
the m-th order finite-difference operator, k is chosen optimally to maintain stability while 
maximising the time-step and h is the time-step size. In order to speed up the computation 
of the time-steps, we can supply the analytical Jacobian for the right hand-side of the 
ODE system.
When solving any initial value problem, there may be periods when the solution hardly 
changes over time and periods when the solution is rapidly varying. Hence, it is com­
putationally advantageous to be able to  adapt the time step, depending on how rapidly 
varying the solution is. The adaptive tim e step m ethod (ATM ) [29] varies the size 
of time step depending on the derivative of the solution. More specifically, when solution 
u is moving slowly i.e \ut \ «  1 the size of time step increases where in cases where |ut | »  1 
time step A t  decreases. Adaptive time stepping has been implemented in several MATLAB 
ODE initial value solvers such as odelBs and ode 13s.
Finally, one of the most accurate fixed time-step solvers is exponential tim e differen­
cing (E T M ). Consider PDE of the form
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where L  and N  are linear and nonlinear operators respectively. By discritising the spatial 
part of the PDE we yield
ut = Lu + N_(u,t).
Similarly to integrating factor method (IF) for PDEs [41] by applying integrating factor 
e~Lu and then integrating over a time step h, one can yield
Chun+1 = eLhun +  eLh e~-TN_ (u(tn + r ) , t n + r) dr.
Jo
Since this equation is exact, one can then use a range of different methods to approximate 
integral e~-TN_(u(tn + r ) , t n + r) dr. As seen in [36], exponential time differencing 
methods are one of the most accurate and reliable methods one can use. However, as 
noted in [36], it is not clear how one can modify the method for cases of non-fixed h, i.e 
adaptive time stepping.
We choose to make use of adaptive time stepping method since we believe that this is a 
much more suitable method for our projection scheme. More specifically, we believe that 
the ability to take large time step due to adaptive time stepping, in combination with the 
explicit computation of small interaction terms (due to nature of the projected system we 
are using) is ideal for a fast and efficient numerical scheme computing the interaction of 
multi-localised structures. In later chapters we will showcase the advantages of ATM for 
specific equations.
The m e th o d  o f lines (MOL) is a general procedure for the solution of partial differential 
equations (PDEs). Considering a PDE of the form
Ut =  Uxx +  f(u),  u(x,to) =  u0, X  6  [0, L] (2.18)
with Newmann BCs ux(0) — ux(L) — 0.
The basic idea of this method is to replace the spatial derivatives (in this case uxx) 
in the PDE with algebraic approximations, e.g finite differences. Then, with only one 
independent variable remaining t, we have a system of ODEs that approximate the original 
PDE.
Therefore, we discretise domain x = [0, L] into spatial steps of size A x  = L /N x, where 
7Væ + 1 is the number of spatial mesh points and Xi =  i x Ax ,  i = 0 , 1 , . . . ,  N x. We 
approximate term uxx as shown in (2.6) and re-write (2.18) as an IVP
ut = Q u  + f(u) ,  u(t0) = u0.
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One can then use an ODE IVP solver, such as the ones described above (e.g Runge-Kutta, 
NDFs, ETM) to approximate solution u(x,t).
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3. R esults- Real Ginzburg Landau equations
The following Chapter is based on the published paper "Computing interacting multi­
kinks in one dimensional real Ginzburg Landau Equations" with Authors: Tasos Rossides, 
David J. B. Lloyd and Sergey Zelik in the Journal of Scientific Computing in 14 September 
2014 [60].
3.1. Introduction
Localised structures, such as fronts or pulses, appear in a range of physical situations 
from pulse propagation of impulses in nerve fibers in mathematical biology, to modelling 
pulse propagations in optical fibers, and weather fronts [50,7]; see Figure 3.1 (a) and 
(b) for examples of fronts and backs where the “marker quantity" u(x) connects two 
different quiescent states in space x. Frequently, such localised structures appear together 
(called multi-pulses or multi-fronts1) where one expects the fronts to interact with each 
other via their exponentially decaying tails inducing and influencing the movement of the 
fronts; see Figure 3.1 (c) for an example of a multi-front/back solution. The development 
of fast, efficient and robust numerical algorithms for a one-dimensional pulse/front has 
been largely resolved. A common approach (as implemented in the software package 
AUTO and HOMCONT [22]) is to find approximations of a pulse/front on a large but 
bounded domain and solve a two-point boundary value problem with projection boundary 
conditions [62]. Various standard methods for solving the two-point boundary value 
problem such as shooting, or orthogonal collocation can then be used to yield highly 
accurate solutions [10]. This approach has been used on a variety of different problems in 
order to use path-following routines to explore the bifurcation structure of pulses/fronts; 
see for example [22] and references therein.
The computation of well-separated multiple pulses or fronts remains a very challenging 
numerical problem due to the interaction of the tails of the pulses/fronts being exponen­
tially small in the separation distance. In particular, the dynamics of weakly interacting 
pulses/fronts are known to have highly intricate structures that require very accurate 
numerics in order to capture them; see for example [7,80,64]. Several advances in the nu­
merical computation of stationary one-dimensional multi-pulses have been made in ODEs.
1 Throughout this chapter we will use the terms front and kink interchangeably and similarly for back 
and anti-kink.
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u(x) tails
x x
(c)
tail interaction
x
Figure 3.1: (a) Localised structures anti-kink (back), (b) a kink (front) and (c) a multi- 
kink solution showing the interaction of the fronts via their tails.
One approach to address this problem has been to use Lin’s method to set-up a boundary 
value problem where one looks for zeros of an algebraic function using path-following 
routines and has been implemented in HOMCONT; see [56].
For time-dependent well separated multi-pulses/fronts in PDEs, a standard scheme is 
to consider the linear combination of several single translated pulses/fronts and apply a 
projection based on the neutral modes of each translated pulse/front [30,24,65]. This 
projection typically leads to a set of ODEs describing the location of each pulse/front 
allowing for very accurate computation of the interaction terms and high order ODE 
algorithms to be used. One may also look at the steady states of the resulting ODE 
system via the projection to understand the dependence of the multi-pulses/fronts with 
respect to parameters.
Several authors have looked at strongly interacting localised structures in ODEs/PDEs 
to understand the effect of collisions; see [55,11,46]. Typical strong-interaction dynamics 
observed from collisions range from repulsion, annihilation, scattering of pulses and the 
generation of new pulses; see [54,53]. For strongly interacting localised structures the 
interaction between the states becomes 0 (1 ) and standard numerical algorithms (such 
as Crank-Nicholson, exponential time-stepping with spectral collocation, method of lines 
etc.) can be used to efficiently compute such collisions. However, these algorithms become 
inefficient when the localised structures become well-separated.
Our aim is to develop an efficient and robust numerical scheme for computing multi-fronts 
that allows us to simulate and track multi-front states where the fronts may range from 
well-separated to strongly-interacting and colliding. Our scheme is based on the Global 
centre-manifold reduction of Zelik et al. [84] (see also [63,25,61]) where they consider 
a linear combination of several well-separated fronts/pulses plus a remainder function
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and apply a suitable projection based on the neutral Eigenmodes of each front/pulse. 
This reduction is in the same spirit of Lin’s method. The reduction leads to a fast-slow 
ODE/PDE system where the ODEs describe the evolution of the location of each well- 
separated front and the PDE describes the evolution of the remainder function. Such a 
system is found to have several nice numerical properties that allow us to quickly evolve 
large numbers of multi-fronts. As the fronts become strongly-interacting the ODE/PDE 
system becomes ill-posed since the original assumption of well-separated fronts breaks 
down. However, one can detect when the ODE/PDE system becomes ill-posed, stop the 
simulation and remove the locations of the strongly-interacting fronts from the ODE/PDE
system while adding the colliding fronts to the remainder function and solving a new
ODE/PDE system. Hence, we maintain the numerical advantages of the ODE/PDE 
system throughout the simulation.
In order to demonstrate how the numerical scheme works in practice, we apply it to several 
real Ginzburg-Landau (RGL) equations where we investigate the numerical advantages of 
the scheme over a standard method of lines scheme. In particular, we consider a PDE of 
the form
Ut = uxx + /(u ), æ e R, (3.1)
where u = u(x,t)  and /  e C2(R) is a non-linear function that satisfies
/ ( I )  =  / ( - I )  =  0, / z(± l)  < 0) (3.2a)
3! 77 G ( - 1 , 1 )  s.t. f(rj) = 0, and, (3.2b)
/'(%) > 0. (3.2c)
The kink profile u(x,t)  := V(£), where Ç = c t -  x, when substituted in (3.1) solves
%  + cVç + f {V )  = 0, y '( ( )  > 0, ^lim^V’K) = +1, (3.3)
and both the velocity c and the profile V  are uniquely determined by (3.3); see [76] for
more details. In particular, this profile satisfies the identity
rco
c V ' ( 0 2di = F ( - l ) - F ( + l ) ,
J—00
where F(z) := J* f(u)  du is the antiderivative of /  and this determines the direction of 
motion of the kink. The equation (3.1) also possesses an anti-kink (or back) solution that 
moves with the same velocity c, but in the opposite direction. We denote the kink/front
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solution as u+(x,t) = V ( x - c t )  and the anti-kink/back solution as u - (x , t )  =  V ( - x - c t ) ;  
see Figure 3.1 (a) & (b). Moreover, it also follows from the monotonicity of the kink 
( V  > 0) and Perron-Frobenius theory that the kink is locally stable; see [76] and references 
therein. In particular, the linearized operator
considered as an unbounded operator in L2 (R) with the domain D = i72(R) (see for 
example [34]), has a simple zero eigenvalue with the corresponding eigenvector </?(£) := 
y '(^) and the rest of the spectrum is negative and separated from zero. The nonlinear 
stability of the kink u+(x,t) implies that, for any initial data u0{x) satisfying
\\uq — ^
for sufficiently small 5 > 0 , there exists x0 = xo(u0) such that the corresponding solution 
u(x,t)  satisfies
| | i t ( - ,  t )  — V(- — et — T o ) | | f , G c ( g )  <  Ce a t ,
for some positive constants C  and a  [84]. In other words, the local dynamics of (3.1) 
near the kink u+ (x,t)  is normally hyperbolic [79]. The kink possesses a one-dimensional 
neutral direction generated by (f{x -  ct) (corresponding to the spatial shifts of the kink) 
and is exponentially stable in the transversal directions, w, that satisfy ( w , ^ )  = 0 where 
-0 =  0 ( 0  is the adjoint eigenfunction of Lc and solves the following problem
rCO
1^0 = (^ -  + /'(y^)))^ = o, (y),V') := <pKM() (3-4)
J—00
see [76], [84] and references therein for more details.
Analogously to the kink u+ (x7t),  the anti-kink U-(x, t )  is also locally stable.
We will apply our methods to the following RGL type equations where /  in (3.1) is defined 
as follows
RG L1: f (u ) = u - u 3,
RG L2: f(u)  = u - u 3 + e{u2 -  1), 
RG L3: f (u) = u - u 3 + ecos(%/2).
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The first case, RGL1, is the standard real Ginzburg-Landau equation that possesses an 
explicit single stationary front solution where multi-fronts attract one another leading to 
collisions and annihilation; see [61]. RGL2 has an explicit travelling front solution where 
the fronts either attract or repel one another with collisions leading to annihilation for 
e < 1. For e > 1, the spatially homogeneous state u = +1 becomes unstable where it 
is not known how multi-fronts evolve and we will investigate this region of parameter 
space. The third equation, RGL3, possesses bound state fronts where it is possible that 
annihilation of fronts do not occur, depending on the initial conditions.
We study the weak interaction in multi-kink structures governed by equation (3.1) starting 
from the initial data
1 + ( - l ) n
u0(x) = V e 0 + Wo : = + wo(%), h(n) :=
(3.5)
where n e N  and di(0) < d2(0) < • ■ ■ < dn(0) are the initial positions of the kinks/anti­
kinks (assumed be well-separated, i.e., d;+i(0) — d;(0) »  1) and Wq is a small remainder, 
say, in the Lœ(R) norm. The corrector h(n) is necessary here in order to guarantee that 
multi-front structure Ve0 from (3.5) satisfies the assumption
lim VSo(x) =  ±1.X—»+co
We seek the solution of (3.1) started from (3.5) in the following natural form:
n
u(x,t)  := Vn(xjt) + w(x,t)  =  ^  y  ((—1)X% ~~ di(t)) — ct) +  h(n) +  w(x,t) ,  (3.6)
i=l
where the functions Di(t) := di(t) -  ( - l)V t describe the evolution of the kink/anti-kink 
positions at time t, the remainder w(x,t)  remains small (again, say, in the L°°(R) norm) 
and the time derivatives d'^t) are also small due to the assumption that fronts are well- 
separated. Thus, (3.6) describes the so-called weak interaction of kink/antikinks and the 
limit case w = 0 formally corresponds to the non-interacting kinks.
It is well-known, see [63,25,61,84], that the solution u(x,t)  in the form (3.6) exists indeed 
for all times t ^ O  such that well-separation condition
min {|A+i(-s) — A (s)|}  > F »  1, 0 ^  s <  t, F e R. (3.7)
Moreover, there exists an ^-dimensional invariant center manifold over the base
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which consist of such solutions and any other solution starting from the small neighbor­
hood of the manifold approaches the manifold exponentially fast. Thus, the dynamics of 
interacting well-separated kinks is finite-dimensional and can be described by the evol­
ution of the kink positions D(t) := ( A (*),•■• ,D n(t)). Following the general centre 
manifold reduction scheme, we derive the system of ODEs describing the evolution of the 
kink positions A  coupled to a PDE that describes the fast evolution of the remainder 
w(x,t)-, see §3.2.2.. The coupled ODE/PDE system described will be used for the high 
precision numerical simulations.
If fronts become too close together, the multi-kink structure (3.6) breaks down and the 
corresponding fronts collide, see e.g., [61]. We show how to monitor the break down and 
stop at an appropriate point where a new multi-kink structure (3.6) can be computed with 
w now including the colliding kinks. A major difficulty is that w needs to be orthogonal 
to the adjoint eigenfunctions of the remaining well-separated kinks and we show how one 
can overcome this difficulty to yield a new reduced ODE/PDE system to evolve.
Crucial to the numerical scheme working is the accurate computation of a single front/back 
and its neutral Eigenfunction such that the projected ODE/PDE system may correctly 
capture the weakly interacting tails of the fronts. We show how to overcome this problem 
and control all the errors of the simulation to an absolute error of approximately standard 
machine precision. Finally, we describe how this numerical scheme may be applied to other 
multi-localised states and PDE systems.
The chapter is outlined as follows. In §3.2. we give an overview of the standard time 
stepping scheme (SS) and projected system scheme (PS) that will use and compare for 
evolving multi-kinks in three RGL-type equations. In §3.3. we present our numerical 
results and comparison of the two schemes. Finally, in §3.4. we draw conclusions and 
outline extensions of the projected system to other PDE systems.
3.2. Num erical M ethod
In this section we describe the numerical schemes we will use to evolve multi-fronts solu­
tions of (3.1) and carry out a comparison and validation of our projection scheme. The 
first scheme describes how we evolve (3.1) with a standard method-of-lines scheme which 
we call a standard time stepping scheme (SS). The second scheme we present is the pro­
jection scheme (PS) based on the Global centre-manifold reduction of Zelik & Mielke [84].
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To this end, we first introduce some notations and define the following
Vi = Vi(x,t) : = V ( ( - l ) l(x -  di(t)) — ct), (3.8)
ipi = (pi(x,t) '.=dxVi = ( - i y y '( ( —iy(% -  d»(£)) -  (3-9)
ÿi = := (- iy ? /) ( ( - iy (z  — _  ct)' (3.10)
3.2.1. Standard time stepping (SS) Scheme and retrieving the kink positions
In this section we explain how we employ a method-of-lines approach to simulating (3.1) 
with initial condition (3.5). First, we truncate the spatial domain from the real line
to æ e [0, Lx] where Lx is some large number and we apply homogeneous Neumann
boundary conditions
%z(0) =  ux(Lx) = 0.
Since the multi-front solution exists on the real line an error occurs due to this finite 
domain and boundary conditions. However, it can be shown that the error will decay 
exponentially in the truncation parameter Lx, see [62].
We discretise space x l = iAx,  z =  0 , 1 , . . . ,  Nx where A x  =  1/NX is the spatial step size 
and 7Væ + 1 is the number of spatial mesh points. We approximate u(x,t)  with ul(t) 
and the second spatial derivative is approximated on the spatial mesh with 4th order 
finite-differences i.e.
^  (3 .» )
The boundary conditions are imposed using ghost points; see [70] and setting u~2 = 
u2,?/"! =  u1,ztiVæ+1 =  and uNx+2 =  uNx~2. This discretisation yields a large
system of stiff ODEs to evolve of the form u\ =  +  /(%*), z = 0 , 1, . . . , ^  with
initial condition evaluated at the spatial mesh points. In order to time evolve the stiff 
ODE system we employ a variable order, adaptive time stepping method as implemented 
in MATLAB’s odelSs ODE solver; see [68,69]. We choose to use MATLAB’s odelBs ODE 
solver for several reasons. Firstly, the solver allows for stringent error tolerances to be 
maintained throughout the simulation. Secondly, due to the multi-time-scale nature of 
the multi-kink interaction (slow movement of well-separated kinks verses fast movement 
of strongly interacting kinks), we believe that an adaptive time-stepping method will be 
significantly more efficient than a fixed time-stepping scheme. Thirdly, odelBs allows for 
event detection e.g., front collision that we will exploit in our simulations.
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We will now briefly describe the algorithm that is implemented in MATLAB’s ODE solver 
ode 15s. Given an ODE system of the form u' = f (u ,  t), ode 15s computes a time-step un+i 
by solving the algebraic system defined by the Numerical Differentiation Formula [68,69]
7mVmltn + (1 — Av)7fc(un+1 — — h f  (ltn+i, tn+i) — 0 ,
m = l
for un+i using a simplified Newton (chord) method with the initial value given by = 
YL=o Vmun, where k is the order of the scheme i.e. k =  1, 2 ,3,4 or 5, 7m = Yïjl i  
is the m-th order finite-difference operator, k is chosen optimally to maintain stability 
while maximising the time-step and h is the time-step size. In order to speed up the 
computation of the time-steps, we supply the analytical Jacobian for the righthand-side 
of the ODE system. More details about the MATLAB solver and methods used for both 
schemes can be found in [68,35].
Once the profile u(x,t)  is obtained, we still need to retrieve the kink/antikink positions 
Di(t) from it; see formula (3.6). Note however that there are in general many ways to 
present the solution u(x,t) in the form (3.6) and we need to put extra conditions on 
the remainder w in order define the positions D* in a unique way. Following the general 
scheme suggested in [84], we fix these extra assumptions in the form of the orthogonality 
conditions to the co-kernel elements of the corresponding kinks i.e.,
( u ; , =  ^ u (- , t )  — ^  — h ( n ) , =  0 ,  j  =  1, • • • , n,  ( 3 .1 2 )
where h(n) is defined in (3.5), u is the numerical approximation of (3.1). Equations (3.12) 
give a system of n  equations for the unknown kink positions A  = A  (4  to be determined 
at every time t. The Jacobian matrix G of this system has the following entries.
n
Gij(D,w) = (ipi,<pj ) + 5ij(w,dXj^ j ), w : = u - ' £ V i - h ( n ) ,  (3.13)
. » = !
where is a Kronecker delta, and we can see that this matrix is close to the identity if 
Dj are well separated (see (3.7)) and w is small enough. Here we have implicitly used due 
to the non-degeneracy assumption / '( + ! )  ^  0 , and
|<P W I + I # )  I , z E R (3.14)
for some positive C  and a  and by this reason, if the distances Dj are large enough, the 
integrals A )  are close to zero for i ^  j  (exponentially with respect to the distance
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between kinks); for more details see [84]. Thus, system (3.12) is indeed uniquely solvable 
if the profile u(x,t)  is close to the multi-kink profile (3.6) and the kink positions Dj are 
uniquely defined by the profile u. We use the Newton’s algorithm to solve this system 
numerically at each time-step and use the kink positions Dj found on the previous discrete 
time step as initial approximations for the next time step. We note that one can also just 
compute the kink positions Dj at a single time-step by making a sensible guess of the 
kink positions.
This method of tracking the fronts positions is simple, fast and is done “post-process" 
so as to not slow down the SS (we do not include the additional computational time for 
computing the kink positions in our wall-time comparisons in §3.3.2.). Thus, after fixing 
the extra orthogonality conditions on the remainder ic, the kink positions Di(t) indeed 
can be retrieved in a unique way from the solution profile u(x, t) if the kinks are well- 
separated. We note that in the case of strongly interacting (colliding) kinks the above 
retrieving procedure may fail since the determinant of the Jacobian matrix G may become 
zero.
3.2.2. Projection system (PS)
In this section we will describe the projection scheme for computing multi-fronts in (3.1). 
The relevant stability conditions of the front in order to derive the projection system are 
stated in (3.2). Due to the normalization condition on kernel element <p and co-kernel 
element we find for ipi and ipi
( < P i ,  'ipi) = J ipi'ipi dx = 1 for all t e R, (3.15)
jr
and since the adjoint function ip solves equation (3.4), the functions ^ ( z , t )  solve
-  dtipi = +  f'Ofyipi -  (3.16)
We seek a solution of (3.1) of the form
n
u(x,t)  = Vz{x,t)  +  w(x,t),  Ve : = ^ V i  +h(n).  (3.17)
i = l
and assume that the remainder w is transversal to the neutral modes of all kinks, i.e. that
(w, ipi) = 0 for all t and all z =  1, 2 , • • • , n, (3.18)
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which are exactly the orthogonality conditions (3.12) used in the standard scheme. In­
serting (3.17) into (3.1) and using that
dtVi = dxxVi + f(Vi) -  <¥>;, for all i =  1,2, • • • ,n, (3.19)
we obtain
Wt - « ^  = 2  d'tfi + f(V s  +  w ) - j ]  (3.20)
%—1 i=l
We now carry out a projection onto the neutral Eigenspace which is achieved by mul­
tiplying (3.20) with the co-kernel elements To derive equations for di(t), we note that 
due to (3.16) and (3.18),
<X -  Was, w) =  (f(I4 )w , (3.21)
Thus, taking a scalar product of (3.20) with we get the desired system of ODEs
f;d '< V i,i>k) + d'k(w,dxf k) = - ( f ( V s  + w ) ~  f ( V k)w - j ] f ( V i) , i )k\ .  (3.22)
i = l  \  i = l  /
Note that this system is not resolved with respect to d'(t) := (^ ( t) ,  • • • , <j^(t)) and a 
priori may be ill posed. However, that is not the case when the kinks are well-separated 
and w is small enough. Indeed, the matrix
G(d, w) := [(<#, , (3-23)
in the left-hand side of (3.22) coincides with the Jacobi matrix (3.13) and similarly the 
matrix is close to the identity if the kinks are well-separated. On the other hand, the 
matrix G(d,w) may become very small or even singular if some distances between kinks 
become small which indicates that the projection method is no longer applicable. However, 
this does yield a sensible condition to stop the simulation i.e., when the condition number 
of the G(d, w) matrix is large or the distance between any two fronts is less than a certain 
tolerance. In our simulations we choose to stop the simulation when the distance between 
any two kinks is d^m  =  2. We will investigate this condition further in §3.3..
To initialise (3.21)-(3.22), we start with a given number n  of fronts and set w =  0. Evolving 
(3 .21)-(3 .22), we find that the fronts either move away from each other, or approach one 
another. In order to compute through collisions, we monitor the distance between each 
front and stop evolving (3 .21)-(3 .22) when any two fronts reach a separation distance of 
dlim.
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Namely, without loss of generality, we may assume that the separation distance is achieved 
at time moment t =  Tiim between nth and n -  1th front and the rest of the fronts 
remain well-separated (the non-generic case when more than two kinks achieve the collision 
distance simultaneously is treated analogously) :
\Dn(Tum) — Dn_i(Tiim)\ % dum, \Di+i(Tiim) — Di(Thm)| »  dum, z =  1, • ■ ■ , n — 1. 
Then, we replace the “old” n-component multi-kink structure
n
uold =  æ) =  ^  V((-l)*(a; -  D°ld)) +  h(n) +  wold := V£ld + wold,
i= l
by the “new" (n — 2)-component structure
n —2
u n e w  =  ^  _  ] j n e w ^  +  ^  _  2 ) +  ■ -  y ™ w  +
where the new kink locations D?ew and the new remainder function wnew is found from 
the natural compatibility conditions
V°ld = u™m, = i  = l, • • • , « - 2.
These are natural conditions to compose since they guarantee that the new update system 
maintains the orthogonality conditions as stated in (3 .12). Therefore one can then define 
wnew =  V£ld — Vgew +  wold and re-write these equations in the form
Ç ^ v a - m x - D f ) )  ~ v( ( - i ) \x  -  -  o r ) ) +
+ ( w oli, i>(x -  D f w) -  -  £)”“ ))> =  - ^  2  V ( ( - l ) i ( x - D ? ld)),' il>(x-DJew) ^ ,
for j  =  1, • • • ,n  -  2. Here we have implicitly used that h(n) = h(n -  2) and the ortho­
gonality conditions for wold. We solve this system of (n -  2) equations for the unknowns 
D i ew via the Newton’s method using the “old" kink positions D f d as the initial ap­
proximation. Indeed, the RHS of this equation is a small perturbation since the term 
2 i= n-i ^ ( ( — ~~ D°ld) is localized near the collision point which is assumed to be 
well-separated from the positions of other kinks and the Jacobi matrix of this system in 
a small neighborhood of the initial approximation D f d is close to identity (analogously 
to (3.12) and (3.13)). Thus, the new kink positions D few are uniquely defined and will
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be close to the old ones D°ld, i =  1, ■ • • , n — 2. When the new kink positions D f ew are 
derived, the new remainder function wnew is computed via
n —2
t=l
We then evolve the updated projected system (2.14)-(2.15) for the remaining (n —2)-kinks 
with new values D^ew and wnew starting from t = Tiirn.
By doing this update to our system, we are able to capture the strong interaction between 
the colliding fronts while efficiently computing the weak interactions of the remaining well- 
separated fronts. In the case where we have two fronts left we cannot approximate the 
collision using PS so we switch to SS. The case of triple or more collisions can be treated 
analogously.
In order to evolve (3.21)-(3.22), we employ a fourth-order central differences discretisation 
in space and compute the inner products via Simpson’s rule. This yields a large ODE 
system to evolve and we use the same time stepper as the one used for SS.
As we can see, the above described projection scheme uses in a crucial way the shape 
of the initial kink (V) as well as its the kernel (y>) and co-kernel (■0) elements. These
functions are known analytically only in some exceptional model cases and usually can
be found only numerically. Translates of these functions are needed continuously for the
PS and hence one needs to compute these functions in an efficient manner. In order
to compute these functions we need to solve to high precision the nonlinear ODE (3.3) 
(determining V  and c) as well as the subsequent linear ODE (3.4) (determining -0). The 
kernel element (p can be the found by the numeric differentiation of V.
To this end, we re-write (3.3) and (3.4) as a first order ODE system given by
uç =  v, (3.24a)
vç = — f(u) -  cv, (3.24b)
ÿç =P, (3.24c)
Pç = — f l{u)il) + op + À'î/j, (3.24d)
where À is an Eigenvalue to be solved for and the last two equations solve the adjoint 
Eigenvalue problem on £ e [—L/2, L/2], with projection boundary conditions at £ =  —L/2
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and £ = L/2 and phase conditions
f L/2 t,old(i1 - u old)dC =0, (3.25a)
J-L/2
fL/2 v'ijjdt; =1, (3.25b)
J -L /2
where is a previously computed front and the last phase condition implements (3.15); 
see [28]. The first phase condition (3.25) (a) is required so that the computed front solution 
is unique and centred at the origin (otherwise the front could be arbitrarily translated 
creating difficultly for any Newton solver since the Jacobian would be singular) while the 
second phase condition (3.25) (b) is required to fix the arbitrary scaling of the adjoint
eigenfunction cf. (3.4). Since we have six equations (3.24)-(3.25), we need six unknowns
to solve for. So while we wish to find the A = 0 adjoint Eigenfunction, we add A as an 
unknown to be solved for and the term Xîjj to the last equation of (3.24) to regularise 
the system; see [28] for details. Since the A = 0 adjoint Eigenfunction is isolated and 
localised, we expect that the solution of (3.24)-(3.25) for (u,u,^ ,p,c ,  A) is unique and 
well-posed.
We solve the system (3.24)-(3.25) using an orthogonal collocation scheme to discretise
(3.24) as described in [22]. The kernel element is v and the co-kernel element is We 
initialise the boundary-value problem starting from the case where f {u ,x )  = u - u 3 where 
there is an explicit solution of the form (it,^) =  (tanh (x/ V2), 3sech2 (x /V2)/4) and use 
pseudo-arclength continuation to smoothly change e from zero to yield solutions for the 
RGL2 and RGL3; see [22] for details on the pseudo-arclength continuation and orthogonal 
collocation algorithms. The projection boundary conditions yield an error estimate for the 
domain truncation error of 0(e~2L) and are the best possible linear boundary conditions; 
see [62]. For any simulation of stationary multi-fronts, the computation of a single front 
need only be done once before the simulation. In the case where we have travelling 
fronts with different velocities then we should calculate each front and its eigenfunctions 
separately. For the projection scheme we need to compute the translations of the single 
front and its eigenfunctions since all the functions are initially computed at the centre of 
the domain. Therefore, we carry out a piece-wise cubic spline interpolation in MATLAB 
whose error determined by the error of the discretisation of the boundary value problem
(3.24). By using this method we can efficiently compute, at each time step, all the required 
functions at the locations di, of each i-th front.
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3.3. R esults
3.3.1. Implementation
In order to solve (3.24) and compute a single front, we use the software package AUTO07P 
[22] with the relative error of the solution set to 5 x 10 12 and NTST=5000, L =  100. For 
the cubic spline interpolation of the single front to translated fronts, we use the MATLAB 
routine in te rp l .  We choose a spatial discretisation of (3.21)-(3.22) to be A& 1 x 10 
such that the absolute error of the inner products and spatial differentiation is (9(10-16). 
To time step SS and PS, we use MATLAB’s odelBs routine that implements the variable 
order ODE solver with adaptive time stepping while controlling the relative error to 
1 x 10-14. In order to speed up the time stepping, we provide analytically the Jacobian 
of the rhs of the ODEs. The routine odelBs [69] allows for event detection that allows us 
to detect when two fronts become close together which we make use of in PS.
In order to carry out the detection of the location of the fronts in the SS, we use MATLAB’s 
f  solve routine to solve the nonlinear system (3 .12).
All of the results presented in this section have been computed on a machine with the 
following specifications: Intel (R) Core(TM) Duo CPU E8400 @3 .00GHz, 8GB RAM, 
using Ubuntu 10.04.
3.3.2. Multi-front solutions of the RGL1 equation
In order to carry out a comparison of the two schemes and investigate their accuracy 
we start by considering the interaction of two fronts in the RGL1 equation. We first 
analytically derive the projection scheme and carry out a detailed analysis. We will then 
use the analysis to compare against the two numerical schemes. To this end, by setting 
number of fronts n = 2 we can derive from the generalised equations (3.20) and (3.22)
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the corresponding projected system for two kinks given by
J R ( V )  -  4 'W i >  _  q ( w 2  ^to3) Vit y j '  (3.26a)
<io, V>i> -  1
4  = ~ < y  -  +  ^(ÎO2, 103, Vi, va), (3.26b)
<io, -  1
^  —Lio +  f -  J2(io2,io3, K , V2) j  (3.26c)
+ ( <fi(^  + ^(io2, io3,% , v2j) <h
di —d2
where
+ 3  (.Vl ~  NV2)e - ,  v  -  3^1O2 +  3V.102 +  3io2 -  10=
cosh ( ^ )  cosh ( ^ )
V =  tanh , L ^ ^  + I  + f ' M  + Vz),
dl-d2
n{w\ io3, u , v2) = E(y) -  cosh3^ j 2 s h  ( L )  ’
and ipi = 3sech2((x -  di/y/2)/A. A detailed derivation of the system can be found in 
Appendix D.
A leading order approximation for how the two fronts interact can be found by assuming 
that the remainder function w is zero i.e., the solution is just the two fronts. Setting 
w = 0 , the equations for the translations of the two fronts simplify to
„  < a (y W i>  -  <^2, V i X W W 2>  „
dl =  i  +  < * i,fc X fe .fc >  ’ { }
„ - ( R m ^ y + ih ^ x R in ^ i )
dï =  i + i M i X M Ù  ’ (  ]
where
 ^6V2 4- (9 -  66V2)e2^ ) ^  -  (9 +  6 6 \ / 2 ) e ^ ^  -  l )
( R ( V ) i ' ÿ i )  =  (“ 1) _ e A d ( t ) V 2  +  4g3d(t)V2 _  Q e 2 d ( t ) V 2  +  _  1 ’
6 V 2 e ^ )^  ( e ^ ) ^ ( 2  -  d(t)V 2) -  d (() \/2 )
<01, ^2> =  < 0 2 ,0 l) =  3 e d(t)V2 _  3e2d(t)^ +  e 3d(t)V2 _  I  ‘
Taking the leading order terms on the right hand side of (3.27) one can find the approx­
imation for d ( t )  = \ d i ( t )  — d 2 { t ) \  given by
d(t) «  log (e t +  e72^ )  , (3.28)
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where d(0) is the initial separation of the fronts. The error of this approximation decays 
exponentially as the separation distance d(t) increases. Crucially, this estimate tells us 
that two kinks are attracted to each other and should eventually come together for some 
finite T. Furthermore, in cases of multiple kinks, if a pair of fronts is well separated 
from the other kinks, then we still have similar behaviour due to the fact that these weak 
interactions do not affect leading order terms.
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Figure 3.2: (a) Comparison of analytic estimate (3.28) with numerical results of the 
distance between two well separated kinks with d(0) = 7. The numerical results are split 
into two segments, the projected system (PS) and the standard time stepping scheme 
(SS) data, (b) The condition number of the matrix G(d, w) i.e., ||G(d, rc)^||^||G(d, rc)||^, 
as the distance between the two kinks decreases. We see that for d{t) < 1, the condition 
number of G rapidly increases.
In Figure 3.2 (a), we show how the distance between the two kinks evolves leading to 
a collision and annihilation. The PS (3.26) is evolved till the kinks have a separation 
distance of 2  and then we switch to SS in order to compute the strong interaction and 
collision. We also plot the analytical approximation (3.28) alongside for comparison. We 
see that initially the two fronts slowly become attracted to each other and as they become 
closer together the two fronts move quicker. Eventually, the two fronts collide at t % 415 
and annihilate each other. We note that when two fronts collide, we always have an 
exponentially decaying ghost that takes infinite time for it to dissipate. Therefore, we 
define collision time as the the time point where the decaying ghost has machine accuracy 
order, i.e C>(lCr16). In Figure 3.2 (b) we plot the condition number of the matrix G(d,w), 
\\G(d, w)~1\\2 \\G(d, w)\\2 where || • ||^  is the matrix 2 -norm, as the distance between the two
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kinks decreases. We see that as the separation distance decreases below 1, the condition 
number rapidly increases suggesting that the PS breaks-down in this region. Hence, 
stopping the PS at a distance = 2  yields a sensible criteria for transitioning to the
SS and propagating the fronts till collision and annihilation.
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Figure 3.3: (a) Comparison of the two schemes with different solvers for d(0) = 10 with 
Ax  = 0.005 (b) Convergence of SS and comparison of schemes regarding space step Ax  
for initial conditions d(0) = 7.
In order to test the accuracy of the schemes, we solve (3.27) using MATLAB’s high accuracy 
solver ode 113 and define the error to be the absolute value of the difference between d(t) 
and the SS/PS (where one carries out numerical integration for the inner products) and 
the odelBs scheme. In Figure 3.3 (a), we show how the error evolves over time starting 
for d(0) = 10 with Ax  = 0.005, Lx = 50. We see that although the error increases over 
time for both numerical schemes, SS appears to have a significantly larger error whereas 
the PS remains more accurate over time. We note that the solver ode 113 is feasible only 
for special cases where the system does not involve a stiff PDE. We see that the the PS 
scheme remains accurate even for very large spatial steps where as for similar spatial step 
sizes the SS performs very poorly; see Figure 3.3 (b). This highlights the robustness of 
the PS compared to the SS and also that for long simulations one might expect the SS to 
be slower than the PS.
In Table 1, we show the computational wall time taken and the error at t = 200 with 
respect to evolving (3.27) with MATLAB’s odelBs solver. We find for the SS, one needs to 
stipulate a maximum time step in order to avoid large errors. Since the SS and PS compute 
different things we show the computational time taken to compute the full solution u(x,t)
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d(0) Scheme A x A t Error Comp. Time
7 SS 0.01 < 0.1 8.41e-4 3.54
7 PS 0.5 Adapt. 9.17e-5 3.21
10 SS 0.01 < 0.1 5.33e-8 3.53
10 PS 0.01 Adapt. 3.56e-9 2.79
15 SS 0.01 < 0.1 8.7e-8 3.57
15 SS 0.01 < 0.01 8 .68e-8 50.53
15 PS 0.01 Adapt. 1.53-11 1.93
Table 1: Computational time and error comparison of the SS and PS both evaluated at 
t = 200 for three different initial conditions where d(0) = 7,d(0) =  10 and d(0) =  15.
of the PDE. We find that for these short simulations, the PS outperforms SS in all cases 
by providing a more accurate estimate and taking less computational time. In fact the 
computational times are only close in the case where we have the strongest interaction 
between the two fronts. Considering weak interacting fronts (e.g. d(0) = 10, d(0) = 15), 
the PS excels by making full use of the adaptive time stepping. For very long simulations 
requiring very tight error tolerances we expect the PS to out perform the SS significantly 
due to the later requiring to solve a larger set of ODEs and the small time step.
We find that the adaptive time stepper, ode 15s, for the PS can take large time steps 
due to the fact that remainder function w(x,t)  remains small and evolves slowly for weak 
interacting fronts. The evolution of w(x,t)  is slaved to the location variables d*(t) which 
evolve slowly for well separated fronts. However, in cases where fronts become strong 
interacting remainder function w(x,t)  grows in time since location variables di(t) evolve 
much faster and the time-stepper has to take smaller time steps.
We will now investigate various multi-front solutions of the RGL using the PS. In almost 
all cases we observe that fronts annihilate each other in pairs. However, it is possible to 
create a degenerate case where three fronts collide at the same point with one left after 
the collision provided the fronts are initial equi-spaced. Setting the initial front locations 
to be di (0) = M 2(0) = 0 and d3(0) = - a  for some positive constant o, we can yield the 
projection system from the generalised equations (3.20) and (3.22). By setting w = 0, and
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considering leading order terms we then use Maple to derive the asymptotic estimates
di =  12V2e" ld2~dl|V5 + 0 (e ”2|d2” dl|V5), (3.29)
d'2 = 0, (3.30)
4  = -12V 2e"|d3™d2|v^  +  0 (e " 2|ci3" d2lx^ ). (3.31)
System (3.29)-(3.31) possesses the symmetry d^ t)  -» - d 3(t) and that 4 ( t )  =  0 for 
all time. Equation (3.29) is identical to the 2-front case since the the third front has
distance 2d% (from the first front) and produces only second order corrections to the
leading interactions term. The approximations (3.29)-(3.31) provide a good estimate as 
to how the locations of fronts evolve over time for weak interactions and we see that since 
the righthand-side of (3.29) is positive to leading order and (3.31) is negative, the variable 
di(t) , increases while ds(t) decreases. Hence, we expect all three fronts to collide at the 
same point.
In Figure 3.4 (a), we show the evolution of three fronts equally spaced. For such solu­
tions, one expects the simulations to remain symmetric with the middle front remaining 
unaffected by the two fronts attracting to it until all three fronts collide together. One 
has to be careful with setting the point to stop the PS when the fronts become close 
together as numerical round-off errors become amplified as the scheme becomes ill-posed. 
In Figure 3.4 (b) we plot the condition number of G(d, w) as the distance between the 
three kinks goes to zero; here d(t) =  \d3(t) — d^(t)| = \d2(t) — di(t) |. We see that for sep­
aration distances below 2 the condition number rapidly increases and in fact the matrix 
G becomes singular at d(t) % 1.2 . Hence, we find that stopping the PS when the distance 
between the three fronts is 2 works well in this case.
Next, we consider six equi-spaced fronts with initial locations di(0) =  15, d^(O) = 
20, d3{0) = 25, d4(0) =  30, d5(0) = 35, d6(0) = 40. In Figure 3.5 (a) we observe 
how the six fronts evolve together by using the PS. We see that the four outer fronts 
have two collisions at t % 33 before the two remaining fronts annihilate each other at 
t % 55. Near the first set of collisions (when the separation distance between the two 
fronts is two), we see in Figure 3.5 (b) how the PS process strong interacting fronts us­
ing remainder function w(x,t)  which is vital for computing strong interactions. When 
the separation distance of the kinks reaches 2 , the PS is stopped and the corresponding 
equations of strongly interacting fronts {d1,d2,d5 and d6) are removed with new initial 
conditions for d3,d4 and w computed. The new initial conditions have a jump that is
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Figure 3.4: (a) Evolution of three equidistant kink solution with initial conditions di(0) = 
15, dgfO) = 20, dsfO) = 25 and spatial step Az = 0.001. At t % 52 all three kinks 
collide and one kink survives at the end. (b) The condition number of G{d,w) i.e, 
\\G(d, w y 1\\2 \\G(d,w)\\2, versus the separation distance d(t) = \d3(t) -  d2(t)\ = \d2(t) -  
di(t)\.
small in d3 and d4 but large in w since it now includes the colliding front pairs (centred 
at x = 37.5 and x = 17.5); see Figure 3.5 (b) showing the jump in the re-function around 
the first collision at t % 33. From there we track the colliding fronts from the PDE cor­
responding to the updated remainder function w plotted in Figure 3.5 (a) as a dashed red 
line denoted as WPDE. More specifically, the location of the colliding fronts is computed 
using orthogonality condition (3.12). We now simulate the reduced PS system until the 
next collision. With this approach we are able to accurately capture the weak interactions 
of the multi-fronts and the colliding fronts.
In Figure 3.6 (a) we show the simulation of five equi-spaced fronts where we observe 
the middle front survives after the other two pairs collide and annihilate. Figure 3.6 (b) 
presents the evolution of nine fronts with not equi-spaced. In this case we find the front 
closest to each other attract and annihilate each other due to them having the largest 
interaction forces.
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Figure 3.5: (a) Evolution of translation variables for 6 equidistant kinks with initial 
conditions di(0) = 15, ^(O) = 20, dg(0) = 25, ^(O) = 30, dg(0) = 35, ^ (0 ) = 40. 
We see that the two outer pairs (including first, second, fifth and sixth fronts) collide 
at the same time (t % 33). The middle two kinks survive and collide at a later time. 
Near where the first collisions occur at t % 33, the PS stops and updates the system by 
removing the corresponding ODEs for the colliding fronts (c^, d2, d5 and d6) and by using 
new initial conditions for d3,d4 and w, we continue the numerics using a new well-posed 
system. We then track the colliding fronts from the updated PDE for remainder function 
w using (3.12), plotted in dash red denoted at WPDE. For the final collision, we switch 
from the PS to the SS and track the fronts in the same manner, shown as dashed black. 
Panel (b) shows the jump observed as a result of the new initial conditions for remainder 
function w(x,t) near the first collision at t % 33 where we stop PS. We see that before the 
collision w is approximately zero until the distance between the fronts reaches 2. When 
the separation distance between the first & second, and fifth & sixth fronts reaches 2, PS 
is stopped and and new PS system is computed with new initial conditions. At this point 
we see a sudden jump in the ic-function centred at the locations of the colliding kinks. 
Re-starting the new PS system, we see that w quickly decays to zero.
3.3.3. Multi-front solutions of B.GL2 equation
We will now look at how the projection scheme can apply to the case where a single front 
is travelling in the RGL2 equation. The RGL2 equation possesses explicit travelling front
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Figure 3.6: Evolution of multi-kinks (a) We consider 5 kink equidistant solution with 
initial conditions di(0) = 15, d2 (0) = 20, d3 (0) = 25, d4 (0) = 30, d5 (0) = 35, and 
Ax = 0.001. The collision of the two pairs leaves only one kink surviving at the end. 
(b) We consider 9 kink equidistant solution with initial conditions di(0) = 15, d2 (0) = 
20, d3 (0) = 24, d4 (0) = 30, d5 (0) = 35, d6 (0) = 40, d7 (0) = 47, d8 (0) = 52, d9 (0) = 59, 
and Ax = 0.001. Kinks detect which kink is closer to them and move towards it.
solutions of the form
x — ct — ^
v i  T
where c = +eV2. Depending on the initial direction of the travelling fronts, we observe 
either collision of repulsion. In Figure 3.7 (a) we present the simulation of two travelling 
fronts of the RGL2 equation with the fronts initially located at di(0) = 15, d2 (0) = 25 and 
£ = 0.5. Choosing travelling fronts that move towards each other, we expect a collision 
at £ = 1 0 V2  and we observe a collision at approximately this value since the interaction 
terms are significantly weaker than the travelling speed of the fronts.
The effect of the perturbation term, e(u2- l ) ,  on the front interaction can be approximated 
when e «  1 . Setting w = 0, we find the leading order system to be,
— (^2^2 ) Vd) = + /i + sPi, (3.32)
^2  — ^ 2) == —I2 + (3.33)
where f{u) = u — it3, U = (/(Ifi — V2 — 1) — /(W ) + / (W ) ,^ )  are the terms due to the 
front interacting via their tails and Pi =  ((Ifi -  V2 -  I ) 2 -  1 ,^ )  are the terms due the 
perturbation term e(u2 -  1). Setting £ = 0, we find that the fronts interact exactly as
V(x — ct — d(t)) = tanh
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Figure 3.7: (a) Two traveling fronts, with initial conditions di(0) = 15, d2(0) = 25, 
£ = 0.5 and Ax  = 0.001. Since we are considering a kink-antikink solution kinks move 
towards each other and collide with velocity |c| % 0.5^2 (b) Six high velocity travelling 
fronts with initial conditions di(0) = 10, d2(0) = 50, d3(0) = 70, d4 (0) = 90, d5 (0) = 
110, 4(0) = 140, c = 5 and Az = 0.001 .
before for the RGL1 . Since li = 0 ( e ~ ^ dl~d2^ ) and Pi — 0(1), then the size of e will
determine whether the dynamics are mostly governed by the front interaction terms or 
the perturbation terms. In particular, if |c| < 0 ( e ~ ^ dl~d2^ ), then the fronts will behave 
qualitatively similar to when 6  = 0  i.e., the fronts will collide and annihilate each other 
with only difference being that collision point of the fronts may be slightly shifted. When 
M > 0 ( e ~ ^ dl~d2\), the perturbation terms Pi dominate and depending on the sign of s 
one can observe fronts moving away from each other 6  < 0  or colliding 6  > 0 .
For |6 | > 1 , one of two u = + 1  (depending on e sign) equilibrium becomes unstable and
analysis on the dynamics becomes challenging. In Figure 3.7 (b), we show what happens 
to six fronts for 6 = 5 with initial locations of 4(0) = 10, d2(0) = 50, 4(0) = 70, 4(0) = 
90, 4(0) = 110, 4(0) = 140 and wave speeds 4=5^2. In this case, we observe that the 
fronts behave in a very similar fashion as for g < 1 .
3.3.4. Multi-fronts solutions of the RGLS equation
We will now look at the case where we have spatial in homogeneities in the PDE e.g. the 
RGL3 equation. For the RGL3 equation we expect to see bound states occurring due to 
the small periodic in-homogeneity if e and the initial separation distances of the fronts
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are chosen correctly. Setting tu = 0, we find the leading order ODE system describing 
location of the two fronts for perturbation function r(x) = ECOs(z — a) to be
d'-L — (^202) — +A + s f i ,
d'2 — = —I2 — SP2
(3.34)
(3.35)
where
/i = - % - ! ) -  /( l^ )  + / ( ^ ) , ^ ) ,  ^ d ,  = <cos(a; -  a ) ,^ ) ,
f(u) = u -  u3 and a  is a real constant. Here the terms /; are due to the fronts inter­
acting via their tails and the Pi terms are due to the fronts interacting with the spatial 
inhomogeneity. As in the RGL2 case, depending on the sign and size of e one will observe 
different dynamics since A = 0(e'~y/^ 'ldl~d^ ) and Pi = 0(1). When c < 
perturbation terms Pi are not large enough to impact the dynamics of the two fronts and 
they will collide and annihilate each other similar to the dynamics of RGL 1 equation. The 
small terms introduced will shift slightly the collision point for the fronts but annihilation 
is inevitable once again. If e > 0 ( e ~ ^ dl~d2\), then the perturbation terms dominate the 
dvnamics and one will observe the fronts converging to bound states.
(a) 1.0
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Figure 3.8: (a) A plot of the perturbation r(x) = 0.05 cos (^Ap) and the final bound 
state with Ax  = 0.001. (b) Evolution of two kinks over time; after some initial transient 
the kinks converge to bound states.
In Figure 3.8 (b) we show the evolution of two fronts located at d%(0) = 25 and d2 (0) = 30. 
We have chosen s = 0.05 and r(x) = cos((% -  25)/2) in order for the perturbation term 
er(x) to have slightly higher order than interaction terms K (0) -  d'2(0)| % 0.02. More
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specifically, in Figure 3.8 (a) we can see how the inhomogeneity r{x) acts differently on 
the two fronts such that for the front centred at x = 25, r(25) % 1 and for front located 
at x = 30 where r(30) % —1, preventing the two fronts from colliding and annihilating 
one another. Moreover in Figure 3.8 (b) one can see that the fronts initially translate 
but very quickly converge to a single pulse at t % 100. Depending on the location of the 
fronts we can observe a variety of behaviors such as annihilation; see Figure 3.9 where we 
simulate six fronts located at cR(0) = 25, ^(0) = 30, d3 (0) = 36, ^(O) = 40, <4(0) = 
45, 4(0) = 50. We can see in Figure 3.9 the two outer pairs with separation distance 
equal 5 converge to bound states whereas the middle pair of fronts ( 4 ,4 )  with separation 
distance 4 collide and annihilate. The behavior seen in 3.9 occurs due to strong interaction 
of the fronts producing higher order terms that cannot be canceled by the perturbation 
function.
70
%
°0 500
Figure 3.9: Evolution of six kinks over time with initial conditions r(x) = c o s (^ p ) ,  
4(0) = 25, 4(0) = 30, 4(0) = 36, 4(0) = 40, 4(0) = 45, 4(0) = 50, s = 0.05 
and Ax = 0.001. We can see two pairs of kinks converging, however the pair that has 
interaction terms 4(0) = 4(0) — 4(0) > O (sr(x)) stays unaffected by the perturbation 
and the two kinks collide.
3.4. C onclusion
In this chapter, we have presented a novel numerical method for simulating multi-fronts 
in RGL equations based on the global centre-manifold reduction for multi-localised struc­
tures. The addition of a remainder function in the ansatz allows us to accurately compute 
through collisions of fronts via a careful detection of the separation distances of the fronts,
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halting the computation and initialising a new PS system with specially chosen initial con­
ditions. This scheme is found to be significantly more robust and efficient than evolving 
a standard finite-difference discretisation of the RGL equation. In particular, for coarse 
meshes the PS significantly out performs SS by explicitly capturing the interaction terms. 
The main reason for the robustness of the scheme is that a single front and its neutral 
Eigenfunction is accurately computed once and the accuracy of the time-stepping is gov­
erned by the accuracy of this single front computation. Since the expensive computation 
of a single front is done only once and the computation of the interaction terms being fast 
(due to the inner products having significantly better error terms than derivative terms), 
the time-stepping scheme becomes a very efficient method for evolving multi-fronts.
We have tested the PS on three different RGL type equations in order to explore a variety 
of different multi-front states. We started by presenting simulations of two-, three- and 
many multi-fronts interact with each other in the RGL1 equation. We found in all cases for 
the RGL1 equation, fronts attract one another resulting in collision and annihilation of the 
fronts. In particular, we showed that the PS is sufficiently robust to capture the collision 
of three equi-spaced fronts that collide together simultaneously. The PS can be easily 
extended to cope with the case where an individual front is travelling and inhomogeneous 
terms are added to the RGL equation.
Let us now discuss the generality and extensions of the PS. The centre-manifold theory of 
Zelik & Mielke [84] has been proved for a general parabolic PDE system with a strongly 
elliptic differential operator involving general weakly interacting localised structures in 
several space dimensions. Hence, the numerical PS presented in this chapter extends to a 
large class of problems. In particular, one can study the interacting of localised pulses on 
the plane that are elliptical, or hexagon patches. An open problem is the development of a 
centre-manifold theory for weakly interacting localised structures with internal dynamics 
such as oscillons. Another interesting direction for research is to investigate the interaction 
of multi-localised structures in Hamiltonian systems where the linearisation of a single 
localised structure is not normally-hyperbolic.
An interesting extension is the computation of pulses/fronts after collision that do not 
lead to annihilation. We anticipate that any collision of localised states should at most 
generate finitely many new localised states and our numerical scheme should be able to 
capture the nucléation of these new states. One then needs a good detection mechanism 
to halt the simulation when the localised states become sufficiently well separated in order
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to re-compute the projected system and efficiently capture the weak interaction terms. 
We leave the investigation of this process and development of the numerical algorithm 
for further work. In conclusion, we have presented a numerical approach for evolving 
multi-pulses/ fronts that has the potential to simulate extremely well separated fronts or 
pulses to collision and beyond efficiently and accurately.
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4. R esults - Quintic Com plex Ginzburg Landau equations
The complex Ginzburg-Landau equation (CGLE) serves as a universal model for a wide 
range of physical phenomena, including hydrodynamics, superconductivity and optics; 
see [8,39,52]. The quintic complex Ginzburg-Landau equation (QCGLE), includes an 
additional quintic term, and has been used in nonlinear optics to describe phenomena 
related to pulse formation such as mode locking in lasers [5,21,47], light propagation in 
nonlinear fibers [5] and transverse pattern formation in nonlinear optic systems [43].
The quintic complex Ginzburg-Landau equation is given by
ut = auxx + /3it +  7 u |it |2 + 5u\u\A := ctuxx + /(u ) , a , {3,^,0 e C (4.1)
where a = a R + ia I: (similarly for (3, 7 , 5) and admits pulse-like solutions as studied 
in [20,73]. Frequently, such pulse-like states appear together (called multi-pulses) and may 
range from well-separated to strongly interacting. Interaction of well-separated pulses can 
produce spatial intensity oscillations responsible for the formation of bound states of the 
dissipative solitons; as seen in experimental studies [71,73,31]. While weakly interacting, 
the pulses preserve their shape, whereas their locations and complex phases evolve slowly 
in time.
Unlike the cubic CGLE, one can compute stable pulse-like solutions in QCGLE. The pulse 
profile
u(x, t) = V{x,  r, g) = ewV (x -  r ) , (4.2)
is invariant to translations r and complex phase shifts g. Substituting (4.2) in (4.1) yields 
the equation that a localised pulse must satisfy
+ 7 ^  r  + M "  == ^  + /  ( n  =  o. (4 .3)
Due to translation and phase symmetries of the QCGLE, the linearised operator about
each localised pulse solution has two kernel and co-kernel elements. In particular, the
linearised operator near a stationary pulse solution V  is given by
L = m g +  / '( y ) ,
and has a double zero eigenvalue that corresponds to the two kernel elements
=  2,.y(%) = - y ' w ,  4%, =  =  ^yM -
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Typically for stable pulses, the rest of the spectrum has negative real part and separated 
from zero and we will assume that this is true. The nonlinear stability of the pulse V(x,  t) 
implies that, for any initial data u0(x) satisfying
for sufficiently small 5 > 0 , we assume that there exists xq — xq(uq) such that the 
corresponding solution u{x,t)  satisfies
for some positive constants C  and a. In other words, the local dynamics of (4.1) near 
the pulse V(x, t)  are normally hyperbolic [79]. The co-kernel is made up of two neutral 
eigenmodes ^ , ^ 9  are the adjoint eigenfunctions of L  solving the following problem
see [76], [84] and references therein for more details.
Exact pulse-like solutions have been investigated in several studies; see [74,75,44]. Stabil­
ity of the pulses has been extensively studied in [6] where a rich variety of behaviours was 
observed ranging from oscillating pulses to chaotic multi-pulses. Furthermore, multi-pulse 
chaotic behaviour has been observed in [73].
In [73], a reduced projected system for the QCGLE based on the global center manifold 
method [84] was introduced. In particular, the ODE system derived, describes the loca­
tions n ,  r2, and the phases gug2, of a two pulse solution for the QCGLE. The system can 
be further reduced to a two-dimensional ODE system describing the separation distance 
r = \r2 — T\\ and phase difference g = \g2 — gi\ between the two pulses. In order to derive 
this system they used the ansatz
where Vk = ei9kV(x  -  r fc), & = 1, 2 , is a localised pulse solution that satisfies (4.3) and 
w(x,t)  is a remainder function orthogonal to co-kernel elements 'ÿn'ÿg
|%o — V'|l=c(R) <
u (.,f) _  _  r(%o))k=(R) ^
r v r  =  ( 4  +  [ / ' ( n n v ' r  =  0, r * ,  =  +  [ f =  o, (4.4)
(4.6)
u = Vi + V2 + w(x, t) (4.7)
(4.8)
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By substituting the ansatz (4.7) into (4.1), they then projected the resulting equation 
onto the neutral eigenspace, using the corresponding kernel and co-kernel elements of the 
pulses. Then, by setting the remainder function w(x,t)  = 0 and consider only leading 
order terms, a 4 dimensional reduced ODE system was derived describing the evolution 
of the variables ru r2,gi ,g 2 - The system is further reduced to a two-dimensional ODE 
system describing the evolution the separation distance r  =  \r2 -  n l  and the phase 
difference g = \g2 -  9i\ of the two pulses given by
rt = je -crsin(u;r + 0i)cos(g), (4.9)
gt = -fce-crcos(wr + 02)sm(y), (4.10)
where variables 0i,d2,j ,  k can be derived using
- i eiei = - e i62 =  4p[(c -  2/)w) -  i(uj +  2/3c)], 
q s
(ctR +  ia i) (—c +  icu)2 + ((3r  + ifij) = 0, 
given that pulse solution V  and co-kernel elements Vv, ÿg have the form
y  -  , Vr -  ^  W,
for large x. The phase plane of the reduced 2D ODE system is shown partially in Figure
(4.1) (a) & (b); see also Appendix D.3.1. for detailed analysis of the equilibria of (4.9)-
(4.10). The projected system (4.9)-(4.10) for r and g is found to have equilibria with 
rcos(g) =  0 that are centres and with rsin(g) =  0 that are saddles for the parameters 
considered in [73]. We show schematically in Figure 4.1 (b) how heteroclinic orbits connect 
2 saddles forming closed cells such as 1st cell, 2nd cell etc. The two heteroclinic orbits 
HOI and H02 form the first cell and defines what we consider as strong interactions 
and heteroclinic orbits H02 and H03 form the second cell defining the regions tha t we 
consider as weakly interacting pulses. We will refer to these heteroclinic orbits as “cell 
boundaries”.
It was found in [73], that the 2D ODE system is integrable (and hence conservative) despite 
the QCGLE being dissipative. Therefore, one expects the closed periodic trajectories and 
heteroclinic orbits shown in Figure 4.1 (a) & (b) to deform/break when higher order terms 
are considered and remainder function w(x,t)  ^  0. Despite the cell no longer remaining 
closed in QCGLE we will call the dynamics “first” and “second cell”.
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Figure 4.1: (a) Phase portrait for first cell dynamics in the reduced projected system (4.9)-
(4 .10) describing the evolution of separation distance r  =  | r 2 -  n l ,  and phase difference 
g  =  \ g2 -  ^1, variables for a two pulse solution in QCGLE; see [73]. Note that all 
trajectories are closed and the equilibrium points (T) & (2) with rcos(g) — 0 are identified 
as centres whereas (3)-(6) with rsin(^) =  0 are saddles, (b) Schematic Phase portrait 
of the half plane for reduced projected system, splitted in cells based on the heteroclinic 
orbits (HOI, H02, H03, H04) which connect the equilibrium saddle points ® -@  on axis 
rsin(g) =  0 .
Using standard time stepping methods in [73] for the QCGLE, the first equilibria points 
0  and @  as seen in Figure 4.1 (a) have been identified as stable spirals while equilibria 
remain saddles; see Figure 4.2. This numerical approach was computationally very 
expensive and so [73] were unable to fully investigate the interaction of well-separated 
pulses, leaving several questions unanswered.
In particular, looking at the "first cell" dynamics, it is still unknown as to how the 
“boundary" of the cell splits. Moreover, it is unclear if all the dynamics in the first cell 
converge to the stable equilibrium point 0 , especially for initial data close to the first cell 
boundary. The dynamics of well-separated pulses (“second cell dynamics”) in QCGLE are 
yet to be investigated numerically, in particular the stability of the second equilibrium 
point ©  as shown in Figure 4.1 has yet to be clarified (analytically or numerically). 
Some of the main reasons schemes such as standard time steppers struggle to cope with 
QCGLE, is the inability of these schemes to capture weak interaction terms and calculate
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Figure 4.2: Phase portrait for two pulse interaction in full QCGLE as computed in (73]. 
Equilibrium points 0  & ©  are stable focus, whereas equilibrium points ©  - ®  with 
rsin(g) =  0 are saddles. When higher order terms are considered and remainder function 
w(x , t ) #  0 , the heteroclinic trajectories as seen in Figure 4.1 are deformed.
large separations between the two pulses.
Our aim is to numerically investigate the dynamics of two and three-pulse solutions in 
QCGLE from well-separated to strongly interacting, in order to see how the boundaries 
in Figure 4.1 (b) deform. In order to achieve this, we shall develop a robust fast time-
stepping method.
We study the weak interaction of multi-pulse structures governed by equation (4.1) start- 
ing from the initial data
u o(x)  = VSo + w(x,0)VSo =  | ] e « <0V ( : r - r t ( 0 ) ) ,  ( 4 .1 1 )
k = l
where rq  (0 )  < r 2 (0 )  < ••• < r„(0), ffi(O), ...,ff„(0) are the initial positions and phases of the
pulses (assumed to be well-separated, i.e., r i+1(0) - r f(0) »  1) and w0 is a small reminder. 
It is known that the multi-pulse structure (4.11) is preserved under the evolution of (4.1) 
provided the pulses remain well-separated so the corresponding solution has a form
u(x,f) =  Vs +  w(x, t) = Ê ei9l(1)V t), (4.12)
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where the functions rk(t), gk{t) describe the evolution of each pulse’s position/phase and 
the remainder w{x,t)  remains small for weak interaction of the pulses. Following the 
general centre manifold reduction scheme [84], we derive the system with finite number 
ODEs and one fast PDE. More specifically we have 2n number of ODEs describing the 
slow evolution of location rk and phase gk for the corresponding k = 1, . . .  , n  number 
of pulses. The one PDE describes the fast evolution of the remainder function w{x,t).  
The coupled ODE/PDE system described will be used for the high precision numerical
simulations.
Similarly to §3., crucial to the numerical scheme working is the accurate computation of a 
single pulse and its neutral Eigenfunctions such that the projected ODE/PDE system may 
correctly capture the weakly interacting tails of the pulses. We show how to overcome this 
problem and control all the errors of the simulation to an absolute error of approximately 
standard machine precision. Finally, we describe how this numerical scheme may be 
applied to other multi-localised states and PDE systems.
4.1. Num erical M ethods
In this section, we describe the numerical schemes we will use to evolve multi-pulse solu­
tions of (4.1) and carry out a comparison and validation of our projection scheme. The 
first scheme describes how we evolve a standard finite-difference discretisation of (4.1) 
and we call this our standard time stepping scheme (SS). The second scheme we present 
is the projection scheme (PS) based on the Global centre-manifold reduction of Zelik &
Mielke [84].
To this end, we first introduce some notations. Let
14 := ei9fc(t)y ( a : - r fc(t)),
ÿrk := & I4 = - ^ k % ( % — Dc C0 )>
^gk II II | TT - r t M ) ,
:= ei9fc(<V r(z  “  ntM),
'tpgk := e ^ t y g i x  -  rk(t)).
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4.1.1. Standard time stepping (SS) Scheme
In order to evolve (4.1) with initial conditions (4.11) we employ the method of lines as 
described in §2 .. We truncate the spatial domain from the real line to £ e [0, L x] where 
Lx is some large number and we apply homogeneous Neumann boundary conditions
Ux(0) = ux(Lx) 0.
Since the multi-pulse solution exists on the real line an error occurs due to this finite 
domain and boundary conditions. However, it can be shown that the domain truncation 
error will decay exponentially in the truncation parameter Lx\ see [62].
Similarly to the RGL case in §3., we discretise space and let x l = iAx,  i =  0 ,1 , . . .  ,7VX 
where A x  = Lx/ N x is the spatial step size and Nx + 1 is the number of spatial mesh 
points and Lx is the spatial domain we consider. We carry out a central fourth-order 
finite-differences discretisation in space to approximate the second spatial derivative on 
the interior mesh points as follows
.„ (.■ .< ) «  V i . . . ( , )  -  + 16"', ' (<) -  “- a , (4, „
where Ui(t) is an approximation of function u(x,t).  This approximation of the 2nd order 
spatial derivative has a truncation error of 0 ( A x A). The boundary conditions are imposed 
using ghost points and setting vT2 =  it2, u~l = it1,itJV*+1 =  uNx~x, and uNx+2 =  uNx 2. 
This discretisation yields a large system of stiff ODEs to evolve of the form u\ = +
/(%*), z =  0 , 1, . . . ,  iW with initial condition evaluated at the spatial mesh points.
We then employ a variable order ODE solver, namely odelBs in MATLAB [45], which is 
based on the numerical differentiation formulas (NDFs); for more details see §2.. Adaptive 
time-stepping is then employed to speed up computations for slowly evolving solutions.
The output of this solver provides a profile solution u(x,t)  for several values of t. In order 
to track and compute the locations and phases (r&, gk) of the stationary pulses, we use 
Newton’s method to solve the orthogonality conditions
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where u(-,-) is the numerical approximation of profile solution in (4.1), n  is the number 
of pulses, y  is a single pulse and <•, •) as defined in (4.8). The location and phase of the 
k-th. pulse is given by solving (4.14) and (4.15) respectively. This method of tracking the 
pulses is simple, fast and is done "post-process" so as to not slow down the SS. However, 
similar to the whole structure of the projected system, this method becomes ill-posed for 
strong interacting pulses.
4-1.2. Projection scheme (PS)
In this section, we will describe the projection scheme for computing multi-pulses in (4.1). 
Due to the normalization condition (4.5) on </>r , 4>g and i>g, we scale accordingly the 
corresponding functions while making sure that the adjoint functions satisfy (4.4).
Hence, we seek a solution of (4.1) of the form
n
u(x,t)  = Vv{x,t) + w(x,t) ,  Vz := ^ e l9kV(x  -  rk), (4.16)
k=i
and assume that the remainder function w(x,t)  is transversal to the neutral modes of all 
pulses, i.e. that
(w, =  0, (w, =  0, (4.17)
for all t and all k =  1,2, . . .  ,n, where n  is the number of pulses considered. Inserting 
(4.16) into (4.1) and using that
%  = +  / % )  -  (4-18)
we obtain
n  n  n
wt - w xx = J ]  r'k(f)rk + 2  g'k (f)gk + f (V z  + w ) ~ Y l f ( v k)- (4-19)
k=l k—1 k=l
We now carry out a projection onto the neutral eigenspace which is achieved by multiply­
ing (4.19) with the co-kernel elements 'iprk and ^ gk. To derive equations for r'k(t), g'k(t),
we note that due to (4.17) and (4.5),
(wt — Wxx,'0 rfc) =  VVfc) + ( —Wr& “  dXX^ rk 5 w),
=  (f(T4)w , W r J ,  (4.20)
(wt -  Wxx, 'ijj gk )  =  — ( w ,  ll)gk )  +  ( - d t 'lpgk -  d x x 4)gk , w ) ,
= +  (4-21)
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Thus, taking a scalar product of (4.19) with fc =  1, . . .  ,n,  we get the desired
system of ODEs
/VW  +  =
k = l  k = l
+
n  n
k = l  k—1
Note that this system is not resolved with respect to r'(t) := (ri(£), • ■ • ,r^(t)), g'(t)
’ • ' ,< (*)) and a priori may be ill posed. However, that is not the case when the 
pulses are well-separated and w(x,t)  is small enough. Indeed, due to the non-degeneracy 
assumption /'(O) #  0,
I ^ W I  +
for some positive Ci, C2 and 771, % [84] and by this reason, if the distance between pulses 
Vq and Vj is large enough, the integrals (<&.,, and < ^ , ^ >  are close to zero for q ^ j  
(exponentially with respect to the distance between pulses), so the matrix
. _  f  [ { 4 >r n ' lP rj ') — 5 i j ( w ,  d x i t p r j ) ] ^ ^  \  g 4 )
in the left-hand side of (4.22)-(4.23) is close to the identity if the pulses are well-separated 
and the remainder w is small and hence the matrix is invertible. Moreover, using also the 
stability of the initial pulse, one can show that w will remain small if the pulses remain 
well-separated.
In order to evolve (4.19),(4.22)-(4.23), we employ a fourth-order central differences dis­
cretisation in space and compute the inner products via Simpson s rule (see §2.). This 
yields a large ODE system to evolve and we use the same time stepper as that used for
SS.
(4-22)
</(Vk)w -  f (V s  +
(4-23)
i = l
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Eaompfe; D enW W  o/projecW /or g pw/sea
In this subsection, we will derive the projected system for QCGLE, considering a two 
pulse solution following the outline presented in §4.1.2.. Thus, we consider ansatz of the
form
u = V i+  + =  V(ri ,gi)  +  V(r 2 ,g2 ) +  w(x, £),
where Vk =  V(rk,gk) = ei9kV{x  -  r fc), and w(x,t)  is a small remainder. Both solitons 
V{rk,gk) satisfy
^  + a y |y I ' := A y  +  / ( y )  =  0,
where f{u) = (3u + ju\u\2 +  5u\u\4. The linearised operator near a pulse has the form
i  =  A + / '( y ) ,
and it has a 2 dimensional kernel. Therefore, we have the kernel elements ({>gkA r k, cor­
responding to Jfe-th soliton where (j)gk is the element with respect to phase gk and (f)rk the 
element with respect to location rk. Similarly, we have the co-kernel elements 
that can be calculated from (4.4). Thus, the projection we use is of the form
Pu  =  (u,'lprk)(f)rk + (w,
where <•, •) is defined in (4.8). Substituting ansatz u = V1 + V2 + w(x, t), into the QCGLE 
yields
+ w* = + ^ y  + + /(y  + y  + w),
and can be simplified when we consider that the pulses y , y  are solutions of (4.1) to 
yield
dM. +  dtV2 + wt = dxxW + f ( V i +  V2 + w) ~  f  ( y ) “  / ( y ) ; (4.25)
where dtVk = r ^ rfc + g'k^gk- We add the term + V2)w on both sides and re-write
the equation as follows
dty + dtv2 + wt -  /'(y  + v2)w = dxxw + /(y + y ) -  /  (y) -  /  (y) (4-26)
+ [ / ( y  +  v 2 +  w) — / ' ( y  + v 2)w -  /  ( y  + y)],
where we let R(V) = / ( y  + V2) -  /  ( y ) - f ( V 2) be the function including all the first order 
interaction terms and some higher order terms as well. In order to derive the projected
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system one has to multiply the PDE (4.26), describing remainder function with
co-kernel elements of each pulse, namely ^ , V'gk- Thus, we derive the system
(dtVi +  dtV2 , VVfc) =  ^rfc) -  (wt -  f (V l  +  Vi)w ™" dxxW, ^ r fc)j
+  <[/(V i +  V2 +  w) — f'{Vl +  V2)u; — /(V i +  V2)]) ^rfc))
(5 tVi +  d t V 2 , l l > g k )  =  ~  ( W t  ~  / Z(^l +  ^2 )^  -  ' I p g k ) ,
+  ( [/(V i +  V2 +  re) — / ' ( ^ i  T  — / (T i  +  ^2)]) ^gfe)’
for A: = 1,2. We can then simplify the system by using
<X - / ' ( %  +  p2)w -  =  - 4 ( w ,  ( / % )  "
and
dtVk = rk(l)i'k T  Qk&gk ’
to yield
< r^ n  +  ^ « ,1  +
{r[(f)ri +  g '^ g !  +  r'2(f)r2 +  ^ 92 , ^ g k )  ~~ r 'k(w ’ d xi>gk)  =  ( R ( V )  +  w) » ^9fc)’
where S(V,w) = /(14 + V2 + w ) -  f'{Vi + V2)^  -  / W  + ^ 2) -  ( f  % )  -  /'(V i +  V2)) w 
is the function including higher order term interactions. Regarding the projected system, 
using (4.6) we can re-write the final four ODEs describing the location and phase of pulses
as follows
r \( \  -  (w A A -,)) +  r'2{<t>r2,4>n ) + =  (R(V) + S(V,w),tpn ), (4.27)
g[ (1 — <io, dxf giy) +  r'2(<pr2, V’si) + . V’si) =  <-R(y ) +  w'> > ^ ’
^ (1  -  (to, 4 ^ 2 »  +  l"'l<V>r,, * 2 )  +  - V'rz) =  <f l (l / ) +  S ( V , W ) , l l J r2) ,  (4.29)
5 '(1  -  <i«, 3 * 2 »  +  r ' l^ n , ^ 2 }  +  V-m) =  < B (y ) +  S (y ,tu ) ,ÿ g2>. (4.30)
Projected system (4.25), (4.27)-(4.30) describes the dynamics of QCGLE for a two pulse 
solution by calculating location and phase of each pulse at every time step.
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4.2. Com puting stable pulse solutions and their neutral eigenfunctions
We choose the following parameters a R = 0.5, aj = 0.5, (3R =  0.02, /3/ =  -37.97, =
1.8, 7J = 1, = -0.05, Ô! = 0.05, such that the QCGLE possesses a stable stationary
pulse.
To compute the localised pulse solution and the corresponding kernel and co-kernel ele­
ments in the QCGLE, we set up a two-point boundary value problem given by
F(u) = uxx + f(u)  + cux = 0, ux(—Lx) = ux(Lx) = 0, x e [— Lx]: (4.31)
where c is the velocity of the pulse solution. Furthermore, we impose the conditions
3ft |  u ° ld ( u  — u 0l d ) d x |  =  0, (4-32)
Of {u(0)} =  0, (4.33)
where uold is a template pulse-like function such as uold = sech(x). Condition (4.32) fixes
the translation invariance of the pulse and correspondingly the value of velocity c whereas
condition (4 .33) fixes the complex phase invariance of the pulse (and the corresponding 
value for variable /37). We then solve for the complex function u(x) (as shown in Figure
Figure 4.3: (a) Converged pulse solution u = \uR + m /| for the QCGLE as computed in 
MATLAB using parameters aR = 0.5, aj = 0.5, (3R = 0.02, (3i = —37.97, ryR = 1.8, 7/ — 
1 , SR = -0.05, Ô! = 0.05 (b) Localised stable pulse over time using PS
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4 .3) and the variables c and f t .  To solve the BVP (4.31), we employ a 4th order finite 
difference approximation and solve the resulting large ODE system of nonlinear algebraic 
equations with Newton’s method; see §2..
Using the converged pulse solution u (see Figure 4.3) we construct the Jacobian matrix, 
from the finite difference discretisation, from which we can compute the linear stability 
near the pulse solution and all the corresponding neutral eigenfunctions.
In this case, the pulse solution u will have the kernel elements
where r ,  g are the location and phase of the pulse. In order to find the kernel elements we 
compute the Null space of the Jacobian of the finite-difference approximation of (4.31); 
see Figure 4.4. The co-kernel elements (see Figure 4.5) can be derived in a similar manner 
by computing the null space of the transpose of the same Jacobian matrix J. Once we
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Figure 4.4: Kernel elements: (a) eigenfunction </>r corresponding to translation symmetry 
(b) eigenfunction (j)g corresponding to phase symmetry
have the approximations of kernel and co-kernel elements of linearised operator L, we 
need to scale the approximations for the PS. To do this we note that kernel elements 
should satisfy (4 .34), therefore we impose the corresponding conditions
% j J L'  4 , ^ }  = k { } J vvdx (4.35)
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% </>g0gch j = —3ft jj , (4.36)
where v = ux. Once the kernel elements are scaled appropriately we can then scale 
co-kernel elements using the following conditions
f (/)gïp~gdx\ = f (j)rAd x \  = l -
%II
—L
Lx
(prlfjgdx > =  %
— Ln
— La
'Lx
— La
^ rd x > = 0
(4.37)
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Figure 4.5: Co-kernel elements: (a) adjoint eigenfunction t/v corresponding to translation 
symmetry (b) adjoint eigenfunction corresponding to phase symmetry
The PS requires translations and rotations of the pulse and the neutral eigenfunctions. 
In order to do this we construct piece-wise cubic-spline interpolants of the corresponding 
pulse and eigenfunctions approximations. We can then quickly find approximations to 
the functions ^ d  ^  for any given translation r t , and rotation
4.2.1. Implem.entation
We choose a spatial discretisation step to be Ax = 1 x 10 that yields an absolute 
error of the inner products and spatial differentiation of order 0 (10“ 1()) which is the 
maximum accuracy in MATLAB. In order to time step SS and PS, we use MATLAB s o d e  1 5 s
4. Results - Quintic Complex Ginzburg Landau equations 67
routine that implements the variable order ODE solver with adaptive time stepping while 
controlling the relative error to 1 x 10-16. The routine odelSs allows for event detection 
which enable us to detect when two pulses become close together and they are strongly 
interacting. Moreover, we use the event detection routines in MATLAB’s ode 15s for the 
investigation of the two pulse interaction in QCGLE.
All of the results presented in this section have been computed on a machine with the 
following specifications: Intel(R) Core(TM) Duo CPU E8400 @3.00GHz, 8GB RAM, 
using Ubuntu 10.04.
4.3. Investigation of two pulse interaction in QCGLE
In this section we will study the case of two pulse interaction for the QCGLE. Analytically, 
the projected system has been derived for the two pulse solution of the form
u(x, t) =  Vi + V2 +  w{x, t),
in [73], considering only first order terms. Depending on the parameters of the equation 
several pulses can be derived, which correspond to different dynamics, see §D.3. for more 
details on how the dynamics differ depending on the pulse solution.
We aim to look into several cases of the two pulse interaction where it is not yet known 
what kind of dynamics appear. By studying these cases we look to combining them in 
order to provide a full schematic phase portrait for the two pulse interaction in QCGLE.
4-3.1. Computational time comparison
We will first look into the main reason the PS enables us to investigate well-separated 
pulse dynamics. The splitting of the solution u = V'z + w, allows PS to take large time 
steps and still maintain maximum accuracy for weakly interacting pulses. In Table 2 we 
see how the two schemes PS and SS compare in regard to computational time for well- 
separated pulses. For all cases, we evolve the solution for the interval T  = [0,1000] and 
we consider initial phase difference between two pulses to be <y(0) = 0.01. In both schemes 
we use adaptive mesh for time stepping and A z = 0.001 for spatial mesh.
As we can see from the Table 2 , PS is significantly faster than SS, and in some cases 
PS is more than 200 times faster than SS. Varying the initial distance between the two
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Scheme r(0) T Comp. Time(s)
SS 1.94 0.01 1000 773.207
PS 6.332
SS 2 0.01 1000 653.935
PS 4.931
SS 2.1 0.01 1000 708.310
PS 3.835
SS 2.4 0.01 1000 754.867
PS 3.777
Table 2 : Computational time comparison between PS and SS for two pulse interaction 
in the QCGLE. Space step Aæ = 0.001 and a R = 0.5, a j  = 0.5, j3R =  0.02, /?/ = 
—37.97, 7# =  1.8, 7/ = 1, SR =  —0.05, ôj = 0.05.
pulses r(0), we observe that the PS excels in cases where r(0) is large. This is due to the 
ability of the time stepper to take larger steps in PS than SS. As a result of this we have 
been able to compute dynamics between two well-separated pulses for large times while 
keeping errors small.
In all subsequent sections the results are computed using PS taking advantage of this 
speed-up.
4-3.2. Two pulse interaction dynamics
We will now investigate numerically the dynamics of the two-pulse solutions in QCGLE. 
So far the phase portrait for two pulse solutions in QCGLE have been investigated only 
for the qualitative dynamics of the equilibria ®  as seen in Figure 4.1. Using PS we 
have been able to explore further the “first cell” dynamics, including the dynamics near 
the boundary of “first cell” and main “second cell” dynamics, including equilibria (7); see 
Figure 4.6. In Figure 4.6 we showcase some of the trajectories PS can calculate. The 
profile of trajectories for Strongly Interacting (SI1) and Weakly Interacting (WI1) pulses 
are shown in Figure 4.7 (a) & (b). Note that although the trajectories appear to be closed 
this is not true since there is dissipation in the QCGLE.
One can see in Figure 4.7 the differences in behaviour between strongly (Figure 4.7 (a)) 
and weakly interacting pulses (in Figure 4.7 (b)). In both cases the pulses have an
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Figure 4.6: Phase portrait for 2 pulse interaction in QCGLE, including second cell dynam­
ics, where the two pulses have large separation distance. The profile of the trajectories 
for Strongly Interacting (Sll) and Weakly Interacting (W ll) pulses are shown in Figure 
4.7
almost periodic movement which will result into convergence to one of the equilibrium 
points on the phase plane. In comparison to the first cell dynamics (Sll), interaction 
in second cell (W ll) is weaker and results into larger periods for well-separated pulses. 
Moreover, in Figure 4.7 we see that depending on the initial distance between pulses 
r(0) = |ri(0) -  r2(0)|, the pulses travel in space in different directions. In particular, for 
well-separated pulses, that belong in the second cell, pulses travel to the left, whereas for 
strongly interacting pulses, that belong in the first cell, pulses travel to the right. This 
is due to the different direction of dynamics between the two cells, as seen in Figure 4.6. 
Therefore, we expect that the pulses in 1st, 3 rd ,. . . ,  (2n— l)-th  cells to propagate through 
space in the opposite directions to the pairs located in 2nd, 4 t h , 2n-th cells.
First cell stability
In order to investigate the dynamics further, we will introduce a stroboscopic section. 
More specifically, by fixing initial separation distance between pulses, r(0), and varying 
the initial phase difference, .g(0), we create a plane where we can study the stability of each
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Figure 4.7: Interaction of strongly and weakly interacting pulses. Profile of trajectories 
Sll and W ll as seen in Figure 4.6 (a) Strongly interacting pulses located in first cell with 
initial conditions ^(O) — rq(0) = 1.8, [^(O) — ^i(0)| = ^ (b) Second cell weak interaction 
dynamics with initial distance r 2(0) -  r i ( 0 )  = 2.6, |p2(0) -  # i (0 ) |  = f
trajectory ( r ( 0 ) , p ( 0 ) )  depending on the value of phase difference g at each intersection of 
the stroboscopic section. Therefore, we consider an initial separation distance r(0) and 
seek periodic orbits with respect to r, i.e 3 T s.t r{T) = r(0). By using the event detection 
in MATLAB’s ode 15s routine we implement our scheme for several p(0) = |#i(0) - p 2 (0)| < 
f  values. The solver’s event detection will stop the solver when for some T  it holds that
r(T) -  r(0) = 0.
Notice that the value T  is not unique since there exist 2 values for which the condition 
r (0) — 0 is satisfied. Therefore, one has to impose one extra condition regarding the 
derivative r'(T). Due to different directions in each cell we have conditions r'{T) > 0 and 
7 (^ n) < 0 alternating for each cell. In particular, when considering clockwise trajectories 
(second cell dynamics in our case, see Figure 4.6) with #(0) = |pi (0)-p 2 (0)| < f , derivative 
condition is r (T) > 0. On the other hand when considering anti-clockwise tra jectories 
(first cell dynamics) with initial phase difference g(0) = |#i(0 ) -  ç2 (0 )| < | ,  derivative 
condition changes to r (T) > 0. In both cases, when one considers the initial point in the 
left half side of the plane ( |  < c/(0 ) < tt) derivative conditions are switched over.
By using this method we can deduce information about the dynamics by looking at
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(r(0),p(0)) in regard to the next iteration (r(0),g(T)) on the stroboscopic section. At 
this point we introduce the function 11(g) = g(T) -  g(0), which we will use to classify the 
dynamics of the two pulse interaction. The three possible cases are
1. n(g) : =  g(T) -  g(0) < 0 : unstable dynamics, trajectory is repelled from the 
equilibrium point (req,geq),
2. 11(g) := g(T) -  g(0) = 0 : neutral dynamics, existence of a periodic orbit,
3. n(g) := g(T) -  g(0) > 0 : stable dynamics, trajectory is attracted towards the 
equilibrium point (req:geq),
where 0  < g(0 ) < geq and (req,geq) are the coordinates of the equilibrium point ® , see 
Figure 4.1. When considering geq < g(0) < tt, case 11(g) := g(T) -  g(0) < 0 is describing 
stable dynamics, whereas 11(g) := g(T) -  g(0) > 0 indicates unstable dynamics.
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Figure 4.8: Stroboscopic section used with initial distance between pulses set as r( 0 ) = 
1.5. We consider several initial points (r(0),g(0)) and we investigate stability using the 
next iteration of each point, namely (r(0),g(T)) (a) All the trajectories considered are 
computed for one period only (b) A closer look at the starting and ending points of each 
trajectory.
Applying this method for strong interacting pulses we start by considering an initial 
separation distance r(0) = 1.5 and produce the results shown in Figures 4.8 & 4.9 for the 
first cell dynamics.
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In Figure 4.8 we plot several trajectories to give a clear picture of how this method works. 
Keeping the initial distance between pulses r(0 ) = |r2(0)-ri(0)| = 1.5 we consider several 
values of initial phase difference p(0) = ^(O ) -# i(0 ) |. The initial points (r(0),p(0)) can 
be seen in Figure 4.8 as the green squares, whereas the final points (r(0),y(T)) of each 
trajectory are plotted as red squares.
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Figure 4.9: The function II(#) := g(T) - g(fi) with respect to initial phase difference g(fi).
For small .9 (0 ) we have unstable dynamics, at n(p) := ^(T) -  9 (0 ) = 0 there exists a
limit cycle, and as 9 (0 ) —> |  function 11(9 ) 0  that indicates the existence of a stable
equilibrium point.
Plotting in Figure 4.9 the function 11(9 ) := g(T) -  g(0) for several 9 (0 ) values we can
deduce the qualitative of the dynamics in the first cell for strong interacting dynamics.
For an initial phase difference 9 (0 ) less than 0.04, i.e near boundary of first cell, we find
that function 11(9 ) is less than zero indicating unstable dynamics. Therefore, pulses near
the boundary of the first cell (as seen in Figure 4.1) (b), after some unstable oscillations, 
collide.
As we increase 9 (0 ), we observe a root of 11(9 ) implying neutral dynamics for the interac-
tion of the two pulses and the existence of a periodic orbit. When considering pulses on
this unstable limit cycle, it follows that the pulses will periodically oscillate for infinite 
time.
As 9 (0 ) tends to f  the function II (9 ) tends to zero since there is a stable equilibrium
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point at p % f .  These stable dynamics of the first cell have already been discovered 
in [73] and result an almost periodic oscillation of the two pulses before they converge to 
bound states.
R obustness o f the lim it cycle for stable pulse solutions
Here we investigate if the limit cycle as seen in Figure 4.9 persists for slight variations of 
the variable ôj. As shown m Figure 4.10 (a) when varying parameter ôj the amplitude 
ofthe single stationary pulse V(x)  changes. In particular, decreasing parameter ôh  results 
in an increase of the amplitude of the localised pulse solution V(pc).
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Figure 4.10: (a) The modulus of the pulse \V(x)\ for various parameters <5/ (b) A plot of
function H := g(T) -  p(0) as <?(0) is varied for several values of Sj. In each of the cases 
we see a root of H.
We show in Figure (4.10) (b) that for all the localised pulse solutions shown in Figure 
(4.10) (a), limit cycle persist in the projected plane. Note that the same stroboscopic 
section is used in all cases, where we set r(0) =  1.5. Moreover, the function II := 
9(T) -  5 (0) increases, as 5, decreases, implying stronger interaction of the pulses.
First cell boundary splitting
We will now investigate how the first cell boundary (H02 as shown in Figure 4.1 (b))
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deforms. The first cell boundary, as seen in Figure 4.1 (b) in the reduced projected 
system for the two pulse interaction of the QCGLE is made up of two heteroclinic orbits 
connecting two saddles and forming the boundary between 1st and 2nd cell. However, 
higher order terms are expected to destroy the heteroclinic orbits.
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Figure 4.11: (a) Trajectories considered, starting from the edge of first and second cell 
(b) Closer look on the splitting of the cell boundary near the saddle equilibria, trajectories 
from second cell end up in 1st cell
In order to see how the boundary deforms, we consider several trajectories with starting 
points near the boundary of the first cell as seen in Figure 4.1 (b). In Figure 4.11 (a) we 
plot the trajectories with starting points in the first cell plotted with a black solid line 
and trajectories with starting point in the second cell plotted with a red dashed line. We 
have found at least one trajectory starting from the second cell converging to the first 
cell. Since the trajectory (see Figure 4.11 (b)) is outside of the limit cycle observed in 
the first cell, the two pulses are expected to collide. Note that the trajectory displayed in 
Figures 4.11 (a) & (b) are robust in regard to space step A:r; changing the accuracy will 
not change the picture qualitatively.
From this result we can deduce, that for some initial conditions, well-separated pairs of 
pulses with initial conditions considered in “second cell” can converge to a “collision area” 
after some large time. The collision area” has been studied in [73] and can be seen in
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Figure 4.2.
Second cell equilibrium  stability
We will now investigate the second equilibrium point (7) (see Figure 4.1 (b)) on the 
horizontal axis (0 ,rsin(p)) using a similar stroboscopic section we used to investigate the 
stability of the first cell dynamics.
More specifically, we set the phase difference g(0) = |^ (0 ) -  p2(0)| =  f  and consider 
several initial distances r(0). By doing this we can study the stability of each trajectory 
depending on the iteration of the value r on the plane g = ^. In order to do this we set 
up an event detection in such way that the initial value solver stops when there exists a 
T  such that
Once again, since the trajectories we study are almost periodic, the value T is not unique, 
therefore we have to impose a condition regarding g'(T). Depending on the direction of 
the trajectories one studies we impose the condition g'(T) > 0 or g'(T) < 0 accordingly.
Considering an initial point on the phase plane (r(0),p(0)) we can study the stability of 
the trajectory once next iteration (r(T'), <7(0)) is given as explained above. We introduce 
the function II(r) =  r(T) -  r(0), which is an indicator about the stability of a trajectory, 
and we define
1. II(r) := r(T) — r(0) < 0 : unstable dynamics, trajectory moves away from the 
considered equilibrium point (req,geq),
2 . II(r) := r(T) -  r(0) = 0 : neutral dynamics, implying the existence of a periodic 
orbit
3. II(r) := r (T ) - r (0 )  > 0 : stable dynamics, trajectory is attracted to the equilibrium 
point (req,geq),
for initial points r (0) < req where we define (req,geq) as the coordinates of the equilibrium 
point (7) in Figure 4.1 (b). In the case where r(0) > req, II(r) := r ( T ) - r ( 0 )  < 0 indicates 
stable dynamics and II(r) := r(T) — r (0) > 0 shows that the trajectory is unstable.
Using the stroboscopic section method as described, we investigate the second cell dynam­
ics including the second equilibrium point, see Figures 4.12 (a)-(b) regarding the stability
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of second equilibrium point with coordinates (req, geq)- In Figure 4.12 (a) we can see the 
chosen trajectories, and as described all of them have initial conditions p (0 )  = f  and 
varying values for r(0). Due to the large separation distance between the two pulses, 
periods of the second cell are significantly larger than those for the first cell. Hence, we 
concentrate on trajectories that are near the equilibrium point (reqigeq).
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Figure 4.12: (a) We show several trajectories, close to the equilibrium point (b) Stability
of the equilibrium point ©  as seen in Figure 4.1 (b) can be deduced by plotting the values
of function H(r). Since H(r) := r(T) — r(0) > 0 we find that the equilibrium point (7) is 
stable.
In Figure 4.12 (b) we plot the function H(r) as the initial conditions for r(0) are varied. 
As we can see from the 4.12 (b), increasing r (0) -> req yields a decay of function H(r) 
indicating that there is an equilibrium point. Regarding the stability, since H(r) > 0 
for all r (0) considered we can deduce that the second equilibrium point ©  is a stable 
focus, similar to the equilibrium point ©  (see Figure 4.1 (b)) when considering strong 
interacting pulses. Note that Figures 4.12 (a) & (b) display converged solutions, therefore 
changing the accuracy does not change the figures qualitatively.
4.4. Full schem atic  p ro jec ted  p lane  for 2 pu lse in te rac tio n
Having investigated several cases of the two pulse interaction in QCGLE we now draw a 
schematic projected plane based on our results. In Figure 4.13 we present a schematic 
diagram for the qualitative dynamics for two-pulse interaction in the QCGLE.
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collision
Figure 4.13: Schematic projected plane for two pulse interaction in QCGLE, from strongly 
to weakly interacting pulses.
Starting with the first cell dynamics in Figure 4.13, we have the “collision” zone where 
two strongly interacting pulses have very small separation distance i.e r = |r2 - r i |  «  1. In 
these cases pulses that enter the collision zone end up merging into one pulse, as studied 
in [73]. By considering pulses with larger separation distance we still observe unstable 
dynamics where all trajectories end up in the collision zone. We find an unstable limit 
cycle between the unstable and stable dynamics of the cell. All pulses placed on this 
trajectory oscillate periodically for infinite time. As the separation distance increases, we 
enter inside the limit cycle where we spiral into equilibrium Q . It follows, that all pairs 
of pulses inside the limit cycle will converge to bound states after some finite time.
For the second cell dynamics, we believe there is a similar structure to the first cell. In 
particular, we see in Figure 4.11, that we have trajectories starting from second cell (as 
defined in Figure 4.1 (b)) ending up in the collision zone of the first cell (see trajectory 
plotted in dark green), indicating to unstable dynamics. Moreover we have studied the 
stability of equilibrium point (7) and we have shown that is a stable focus. Due to this 
evidence, i.e unstable dynamics near the boundary of the second cell and stable dynamics 
near (7), we believe that there exists an unstable limit cycle in the second cell, similarly 
to what we have seen in first cell.
78 4. Results - Quintic Complex Ginzburg Landau equations
By assuming that all cells of the projected plane have a similar structure to the first two 
cells we can comment on how what dynamics we have for the rest of the projected plane. 
Limit cycles are vital since all trajectories that do not have a starting point inside or on 
the limit cycle, will converge to the collision zone. On the other hand, trajectories placed 
on any of the limit cycles will imply infinite periodic oscillation for the pulses. Finally, 
pulses inside limit cycles will converge to bound states after some initial oscillations.
4.5. Investigation o f 3 pulse interaction
We investigate the interaction between three pulses in QCGLE under a variety of initial 
conditions. We start with the simplest case being three equidistant in-phase pulses where 
we consider symmetric separation distance and identical phases of the pulses. We then 
study the cases where we first break the separation distance symmetry and later the phase 
symmetry of the pulses.
4-5.1. Interaction for 3 equidistant in-phase pulses
Here we look at the case where we have three in-phase pulses with the two outer pulses 
being distance symmetric in regard to the middle pulse. Therefore we keep the pulses 
located at r i = — r 2 = 0, r 3 = (, phase g1 = g2 = g3 = w  and vary variables (, zu. We 
refer to this as the symmetric case.
Case l i  rq = 5, Tq = 7.5, r3 = 10, Qi — 9 2  ~  9z = Q
In Figure 4.14 (a) we see that both outer pulses are initially attracted to the centre pulse, 
however after some transition stage, the interaction between the three pulses appear to 
cancel each other out resulting in a three-pulse bound state. In Figure 4.14 (b) we observe 
how the remainder function w(x,t)  evolves over time. Although w(x,t)  is initially small, 
we see that the function increases in magnitude and peaks at the point when the two 
outer pulses are closest to the middle pulse. Once the pulses converge to bound states, 
the interaction terms between them remain constant and results in the remainder function 
converging to a bound state.
By computing the differences \r3- r 2\, |r2- r i |  and |y3- p 2|, |p2- p i |  we study the movement 
and rotation of two outer pulses in comparison to the middle pulse as shown in Figure 4.15.
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Figure 4.14: Three equidistant in-phase pulse interaction with initial conditions n  =
5, r2 = 7.5 , r 3 = 10, g-^  = g 2 =  g 3 = 0. (a)  Profile of pulses V(x)  = V\(x)+V2(x)+Vz(x)
over time, (b) Remainder function u>(x, t). Note that w(x,t)  peaks when the pulses have 
the smallest distance between them
The outer pulses translate and change their phase identically to the centre pulse before
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Figure 4.15: Interaction of three pulses with initial conditions rq = 5, r 2 =  7.5 , r 3 =  
10, g\ =  .92 = .93 = 0 (a)  How the distance between the two pairs | r3 -  r 2|, \r2 -  ri\ 
evolves over time (b) Phase differences between pairs \g3 — g2\, \g2 — gi\
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they both converge to bound states. In particular, in Figure 4.15 (a) we see that when 
the pulses converge to bound states the distance between them is increased in comparison 
to the initial condition. Similarly, the phase difference, converges to % 1.8 for both pairs.
We observe identical results when we change the initial phase variables to hj =  tt, and f . 
In particular, we converge to the same bound state as the one shown in Figure 4.14 for 
w  = 0. Finally, we investigate a third case of strongly interacting pulses with distance 
between them less than % 1.94. We observe the same behaviour, with the only difference 
being that the outer pulses initially move away from the middle pulse (exactly opposite 
as seen in Figure 4.14) before converging to the same bound state.
4-5.2. Interaction for 3 equidistant pulses with varying initial phases
We next investigate the case where we consider pulses that are initially equispaced and
each pulse has a different initial phase. In particular, we will consider solutions of the 
form
u(x) = Vi(x) + V2{x) + Vz{x) + w(x,t) ,  
where initial locations of pulses are r i (0) =  r2(0) =  0 , r3(0) =  (.
Case 1 : ri =  7.5, r2 =  10, r 3 = 12.5, gi =  0 , g2 = | ,  <73 =  tt
Here we consider the case where we initially have three equidistant pulses satisfying a 
phase symmetry with respect to the centered pulse. In Figure 4.16 we compute pulse 
solution V  and remainder function w.
Looking at how the profile of the multi-pulse structure evolves over time in Figure 4.16
(a) we see that the three pulses translate together through space while oscillating. The 
perturbation function w(x,t);  see Figure 4.16 (b), has a very similar behaviour to that of 
the multi-pulse structure (seen in 4.16 (a)) with the function reaching its highest value 
when the two outer pulses approach the middle one.
In order to deduce if the pulses oscillate periodically, we plot in Figure 4.17 the separation 
distance and phase difference of the two outer pulses with respect to the centre pulse. As 
we can see from all four Figures 4.17 (a)-(d), initially the movement of the pulses appear to 
be periodic but after a while, the maximum value and behaviour of solutions changes for 
each fundamental period. More specifically, both pairs of pulses V i,y2, and V2,V3, start
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Figure 4.16: Three pulse interaction with initial conditions rq =  7 .5 ,  r 2 =  10 ,  r 3 =  
1 2 .5 ,  gi = 0 ,  g2 = f , g 3 =  tt. (a) Profile of pulses C ( x )  = 7 7 (x) + L 7 ( x )  + C3 ( x )  over 
time, (b) Remainder function w(x,t)\  Note that reamainder function w (x}t) peaks when 
the pulses have the smallest distance between them
with a symmetric separation distance of 2.5 and we see that there separation distance 
varies over time ranging from approximately 2.45 to 2.74. Similarly, the phase difference 
of both pulse pairs have an identical absolute initial phase difference of | ,  that varies over 
time between values 0.8 and 2.4.
Considering the same initial separation distance between the pulses we swap the initial 
phase values between the two outer pulses, i.e. rq = 7 .5 ,  r 2 =  10 ,  r 3 =  1 2 .5 ,  gi = 
tt, g2 =  | ,  #3 = 0. This system is reflection symmetric to the one considered for Figures 
4 .1 6  & 4 . 1 7  and results in similar behaviour with the only difference being that pulses 
travel through space in the opposite direction, as showed in Figure 4 .1 8 .
Case 2: n  = 4, r 2 =  5 .5 ,  r 3 =  7, #i = tt, # 2  = f , #3 = 0
We will now consider three strongly interacting pulses. For the initial conditions rq = 
4 , r2 = 5 .5 ,  r 3 = 7, #1 = tt, # 2 = | ,  # 3 = 0 we plot the interaction of the pulses as seen
in Figure 4.19. We show how the distance and phase difference evolves over time for the 
two pairs Vi, V2 and V2, C3 in Figures 4.19 (a) & (b). As we can see in Figure 4.19 (c) the
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Figure 4.17: Three pulse interaction with initial conditions ri = 5 , r 2 = 7.5, r3 = 
10, gi = 0, g2 = f ,  9s = tt. Evolution of distance and phase difference over time for 
the two pairs Vi,V2 and V2, V3
dynamics of this three-pulse structure appears to be chaotic.
C ase 3: n  = 7.5, r2 = 10, r3 = 12.5, gi = 0, = f , ^3 = 0
Here we consider another case where \g3 — p2| = \g2 — gi\, where we initially set the phase 
for the centre pulse to be g2 = ^ and the phase for the remaining two outer pulses to be
9i = 9s = 0.
Evolving the multi-pulse structure over time, we observe in Figure 4.20 a very similar 
behaviour with the one seen in Figure 4.14 for the case where we consider three equidistant 
in-phase pulses with initial phase gi = g2 = g3 = 0. The multi-pulse structure, similar 
to remainder function w(x,t),  converges to bound state after some initial transient; see 
Figures 4.20 (a) & (b).
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Figure 4.18: Three pulse interaction with initial conditions rq = 7.5, r 2 = 10, r 3 =  
12.5, gi = tt, 52 = 53 = 0 (a) Profile of pulses y(z) = Id(^) + + ^ (z )
over time (b) Remainder function w(z,t) behaves very similarly as in Figure 4.16, only
difference being that it propagates through space in the opposite direction
We see from Figure 4.21, the three-pulse structure converges to bound states with the 
distance and phase difference of the two pairs converging to the same value. The bound 
state has separation distance between the pulses rbs % 2.62 and phase difference gbs % 1.85, 
larger than both the initial separation distance | r3 -  r 2| =  | r2 -  r i |  =  2.5 and phase 
difference |5 3 -  5 2| = |5 2 -  g^ = f .
Case 5: n  = 7.5, r2 = 10, r3 = 12.5, g1 = f , 52 = | ,  5s = |
We now consider three equidistant pulses with the following initial phase differences 5 2 (0 ) -  
5i(0) = f  and 5 3 (0) -  5 2 (0 ) = — The results are shown in Figure 4.22 (a) and depict 
another type of dynamics that has not been observed yet in the other cases. As we can see 
from Figure 4.22, the pulses after some initial transition stage, start oscillating in both 
space and time without propagating in space. When considering strongly interacting 
pulses with initial conditions rq = 4, r2 = 5.5, r3 = 7, gi = g2 = | ,  g3 = -  
we observe similar behaviour to the "first cell" dynamics as shown in Figure 4.22 (b), 
although the interaction of the pulses is much stronger and results in shorter periods.
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Figure 4.19: Three pulse interaction with initial conditions n  = 4 , r 2 =  5 .5 , r 3 =  
7, gi = 7r, <72 =  f ,  9 3  = 0. Evolution of distance and phase difference over time for 
the two pairs Vi, V2 and V2, V3. Corresponding trajectories for each pair when plotted in 
polar coordinates.
In Figures 4.23 (a) & (b) we plot the separation distance and phase difference for the two 
strongly interacting pair of pulses namely, V3, V2, and V2,Vi, with initial conditions | r3(0) — 
r 2(0)| =  | r2(0) -  r i ( 0)| =  1.5. Furthermore, we provide the corresponding trajectory of 
each pair as it appears on the projected plane; shown in Figure 4.23 (c).
In Figures 4.23 (a) and (b) we plot the evolution of the distance and the phase difference 
for the two pulse pairs. As we can see, the pairs have identical movement with the 
same maximum distance and phase difference at each period while converging to what we 
speculate to be a stable equilibrium point. When plotting the corresponding trajectories 
on the phase plane as seen in Figures 4.23 (c) we see that trajectories converge to an off 
center equilibrium point.
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Figure 4.20: Three pulse interaction with initial conditions n  = 7.5, r 2 = 10, r 3 =  
12.5, gi = 0, = f ,  pa = 0. (a)  Profile of pulses V(x) = Vi(x) +  l/2(æ) + V3(x) over
time, (b)  Remainder function w(x, t). Note that w{x,t)  peaks when the pulses have the 
smallest distance between them
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Figure 4.21: Convergence to bound states for three pulse solution with initial conditions
n  = 7.5, r 2 = 10, r3 = 12.5, gi = 0 ,  g2 = f ,  ,g3 =  0 ( a)  How the distance between 
the two pairs | r3 -  r 2|, | r2 -  n |  evolves over time (b )  Phase differences between pairs
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Figure 4.22: Three equidistant pulse interaction with initial phase conditions g\ = j ,  g2 = 
f , #3 = § (a) Profile of well-separated pulses V(x) = Vi(x) + V2{x) + Vz(x) over time. 
Initial locations of pulses are r i (0) =  7 .5 ,  r 2(0) =  1 0 ,  7-3(0) = 1 2 .5  (b) Similar behaviour 
for "first cell" dynamics where we observe stronger interaction and faster oscillations 
between pulses. Pulses have a decreased initial separation distance in this case, in partic­
ular | r3(0) -  r 2(0)| =  | r2(0) -  n ( 0 ) |  =  1.5
4-5.3. Interaction for 3 in-phase pulses, with varying initial separation distance
Case 1 : rx = 4, r 2 = 5.5, r 3 = 6 .8 , #1 = # 2 = #3 =  0
We consider a three pulse structure where the pulses are almost equidistant apart. In 
Figure 4.24 (a) we show how the profile of the multi-pulse structure evolves over time 
whereas in 4.24 (b) we show the corresponding results for the remainder function w{x,t).
The dynamics we see in Figure 4.24 are similar to the ones seen in Figure 4.22. Note that 
in both cases, the initial condition symmetries (separation distance or phase) are almost 
satisfied, which results after some initial transition stage, in the three pulse structure to 
oscillate in time until it reaches equilibrium as seen in Figure 4.23.
Case 2 : i \ — 4, rg — 5.4, r 3 — 7.3, g\ — ç2 — ç3 — 0
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Figure 4.23: Periodic oscillations of the two outer pulses Fi, V3 with respect to the centred 
pulse V2 using initial conditions ffi = g2 = g 3 =  f  • (a)-(b ) Evolution of separation 
distance and phase difference of the two pairs considered Vi,V2, and V2, F3 (c) Corres­
ponding trajectories of each pair plotted on the projected plane
In this case we move away from an almost symmetric structure and we consider larger 
separation distances for the two pairs, |r3 — r2\ and \r2 — r\\. Therefore by considering 
three in phase pulses with initial conditions n  = 4, r 2 =  5 .4 , r3 = 7.3, as shown in Figure 
4.25 (a) we have the three pulse structure evolving over time. As we can see, the pair 
with the stronger interactions oscillate through time while moving away from the third 
pulse of the structure which is converging to a bound state. The strongly interacting pair 
is oscillating with phase difference around the region g2 — g\ = therefore the direction 
of propagation is same to the one seen in Figure 4.7 (a).
Case 3: r\ — 4, r2 — 5.8, r 3 — 7.3 , g\ g2 = ç3 =  0
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Figure 4.24: Three in-phase pulse interaction with initial conditions n  = 4 , r 2 =  6.8, r 3 =  
7, 9i = 92 = 93 = 0 (a)  Profile of well-separated pulses V{x) = Vi(x) + V2{x) + P3(x) 
over time. Pulses start oscillating after some initial interactions (b) Remainder function 
w{x,t) over time behaves similar to the multi-pulse structure
Figure 4.25. Three in-phase pulse interaction with one pair significantly closer than the 
other one (a)  Three pulse structure with initial conditions rq = 4, r 2 =  5.4, r 3 =  
7-3, 9i = 9 2  = 93 = 0 (b) Multi-pulse interaction where the three pulses are located at
r i = 4 , r2 = 5.8 , r 3 — 7.3, with initial phase gi = g2 = g3 = 0
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We consider a similar structure where the stronger interacting pair is As seen in
Figure 4.25 (b) once again the strongly interacting pair moves away from the third pulse. 
However, in this case the propagation in space in the opposite direction and the phase 
difference converges to oscillations around g s -  g2 ^  - f .
Summary
In this section we have investigated the dynamics for a variety of multi-pulse solutions 
in the QCGLE. Starting with the two pulse solution interactions, we have studied the 
stability of dynamics for pulses ranging from well-separated to strongly interacting. Dur­
ing this investigation we discovered numerically that the projected plane for two pulse 
solution includes a limit cycle and how the first cell boundary deforms for the QCGLE. 
Furthermore, we studied the interaction of three pulse solutions for several initial condi­
tions. We have shown a rich variety of dynamics for the three pulse solution in QCGLE, 
including chaotic behaviour, convergence to bound states, and oscillating pulses.
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5. Conclusion
5.1. S um m ary
We have presented a new, robust and efficient numerical method based on the global 
centre-manifold method [84]. Such a method can give rise to a fast-slow projected system 
that has some nice properties when computing of multi-localised structures.
We described in §3. how the method works for a wide family of parabolic PDEs and go 
through what conditions and assumptions should be satisfied in order for the projection 
method to be applicable. We showcased the projection method for several examples of 
PDEs. We looked into how one can compute accurately the required functions for the PS, 
namely the localised solution of the PDE and the corresponding kernel, co-kernel elements. 
Moreover we described how one can calculate efficiently the rotation and location of each 
localised structure.
The main novelty of this scheme is that we show how one can use the projection method 
to compute numerically interaction of localised structures from well-separated to colliding 
structures while maintaining almost machine accuracy throughout the calculations. We 
explain how one can compute through strong interactions of structures, while being able 
to maintain high accuracy through the calculations.
Using projection scheme (PS) we have investigated multi-localised structures for three 
variations of the real Ginzburg Landau (RGL) equation, namely
R G L 1 : Ut = uxx u — it**,
R G L 2 : Ut — uxx +  u — + e(u^ — 1),
RG L3: ut = uxx +  it — it3 + ecos((x — iq(£))/2), it e M,
and the quintic complex Ginzburg Landau (QCGL) equation
Q C G LE: ut = uxx + /3u +  7 it|it|2 + 5it|it|4, it, a , /?, 7 , £ e C.
In §3. we considered the real Ginzburg Landau equation. Starting with the RGL1 equation 
we computed results for several solutions including a degenerate case of 3 front interaction. 
We found in all cases for the RGL1 equation (except the three equidistant fronts case),
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that fronts attract one another resulting in collision and annihilation of the fronts. In 
particular, we showed that the projection scheme (PS) is sufficiently robust to capture 
the weak interaction. Moreover, in comparison to the standard time-stepper scheme (SS) 
our results strongly indicate that PS outperforms SS both in accuracy and computational 
time.
Moreover we investigated two other variations of the RGL equation, namely RGL2 and 
RGL3 that are perturbations of the RGL1. In RGL2 we studied traveling fronts where 
we considered them as a localised stationary front in a traveling frame. Depending on the 
sign of the perturbation term, we observed the fronts colliding or moving away from each 
other. Since the velocity of the fronts can be computed explicitly we checked that the 
velocity observed numerically is indeed consistent with the analysis. We also considered 
the degenerate case where fronts with large velocity collide.
We then investigated the RGL3 equation in §3. that involves a spatial periodic perturb­
ation of the RGL1 equation. Under specific conditions, one can consider a multi-front 
structure paired with an appropriately chosen perturbation function in order to observe 
the multi-fronts converging to bound states. We also investigated cases of a multi-front 
structure where some of the front pairs converged to bound states with the remaining 
pairs colliding and annihilating.
In §4., we investigated multi-pulse structures in the QCGLE equations. Due to the com­
putational speed up with the PS, we were able to investigate more thoroughly the two 
pulse interaction case in QCGLE than before. In particular, for weakly interacting pulses 
we showed that the PS can be more than 200 times faster than the SS. As a result we 
have been able to compute more complete trajectories on the projected plane for two 
pulse solutions in QCGLE, ranging from strongly to weakly interacting pairs.
Being able to compute interactions between weakly and strongly interacting pulses allowed 
us to observe some new dynamics for two pulse solutions in QCGLE. We have numeric­
ally confirmed that limit cycles exist in QCGLE. In particular, while studying two-pulse 
interaction we have found that strong interaction for two pulses or "1st cell dynamics" do 
not include only stable dynamics but near the edge of the cell we have unstable dynamics 
caused by the unstable limit cycle that exists in the cell. Moreover, on the phase portrait 
it appears that trajectories outside first cell i.e weak interacting pulses can enter the first 
cell at some point when chosen appropriately. This kind of trajectory suggests that there 
exist pairs of well-separated pulses that move from weak to stronger interactions before
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eventually colliding.
Furthermore, in §4. we investigated the dynamics for three pulse structures in the 
QCGLE. By choosing different initial separations and complex phases of the pulses we 
observed a variety of interesting dynamics, ranging from chaotic behavior to oscillations.
Based on the results we have produced throughout this thesis we have been able to build 
a picture of where PS excels over SS and in what cases it is preferable to be used.
Starting with the advantages of the scheme the PS is able to compute dynamics from 
well-separated to colliding while maintaining maximum accuracy. The ability to use event 
detection allows us to update the projected system and therefore unlike other projection 
based schemes our PS can carry out computations of multi-localised structures including 
weakly and strongly interacting simultaneously.
For well-separated localised states the PS outperforms computational the SS. More spe­
cifically, considering computational time for simulations of the RGL we showed that PS 
is faster and that the gap between the two schemes gets even bigger when considering 
well-separated fronts. Similar results were found in the QCGLE. In a computational 
time comparison for the QCGLE we have found that the PS has major advantage for 
weakly interacting pulses. The reason for this advantage of the PS is that the adaptive 
time-stepping method can take large time steps when evolving the PS for slowly varying 
weakly interacting pulses. A finite set of "slow" ODEs is ideal for such computations 
since they allow the solver to take large time steps as long as the RHS is small, which is 
the case in PS where one considers well-separated localised structures. One then has to 
make sure that the "fast" PDE regarding remainder function satisfies the corresponding 
orthogonality conditions in order to prevent the w function from increasing.
Another strong advantage of the PS is the robustness of the scheme and the ability to 
capture weak interaction terms. In the RGL results, in §3. we showed how the PS can 
provide a better estimate than SS with different solvers. Furthermore, in comparisons 
with an analytical estimate for the RGL1 equation, the PS is more accurate than SS in 
all cases. This kind of accuracy is vital to our numerical computations since the accuracy 
of the scheme will set a separation distance limit of the localised structures that the PS 
can deal with. For example if a scheme has an accuracy of O(10-8) there is no point 
considering localised structures with interaction terms smaller than O(10™8). As a result 
there exists a maximum distance between the localised structures one can consider for
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the corresponding scheme.
However, the PS is not perfect for all cases of multi-localised structures in parabolic PDEs. 
As described, the PS is a robust efficient scheme optimized for computing interactions 
between well-separated localised states. Although we have a method for how the PS can 
be adapted when computing strongly interacting localised states there are no advantages 
of using the PS over the SS (both computational time and accuracy are comparable). 
However, in cases of multi-localised structures where some of the structures are strongly 
interacting, the PS is recommended. In the case when we have two strongly interacting 
pulses the SS is recommended, whereas when having a multi-pulse structure including 
pairs of strongly and weakly interacting pulses the PS is the ideal scheme since it has the 
property to combine the computation of strong interaction through the remainder function 
PDE and weak interaction calculations through the finite ODEs while maintaining high 
accuracy throughout the computations.
5.2. Future work
We will now discuss some possible directions for further study. We will separate the 
discussion into two parts, the first part will look at improving the PS and the second part 
will look at potential applications of PS.
5.2.1. Improving PS
One of the main advantages of our scheme is the explicit computation of the small in­
teraction terms where we are able to keep control on all the numerical error tolerances. 
However, we are still limited by machine precision arithmetic. In particular, the numer­
ical scheme we have implemented is limited to double precision arithmetic i.e., separation 
distances of order less than log(a[l x HT16]) where a  is the linear decay rate to the 
base state. Another problem with evolving localised states with large separation is that 
they will move on exponentially large time-scales requiring very fast time-steppers. The 
problem with machine precision can be easily overcome by using extended or arbitrary 
precision arithmetic. However, then the development of fast time-steppers becomes ex­
tremely important due to the computational cost of computing with such high precision. 
In order to overcome the exponentially slow time evolution, we suggest that a rescaling in 
time with the leading order interaction terms e.g. t = e~ad^ r  where d is the separation
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distance between two localised structures. This rescaling will lead to a system with order 
one terms for the ODEs describing the location of the localised structures with a PDE 
system describing the slow evolution of the perturbation function w. One then needs to 
develop fast and efficient time-steppers to take advantage of this new fast-slow ODE/PDE 
system and we leave this for further work. The major advantage of this approach would 
be that the expensive computation of the single localised state and its neutral eigenfunc­
tion has to only be done once and the inner product terms having better error terms 
than numerical differentiation. Another advantage is that one should be able to break the 
computation of interacting localised states into three different schemes based on large, 
middle and short separation distances. For large separation of localised states, one can 
use the rescaling of time and treat w as slaved to the location of the localised states and 
solve a nonlinear BVP (with say Newton’s method) for w every few time steps. For the 
middle and short separations, one can use the numerical scheme described in this paper. 
Hence, one should be able to deal effectively with multi-localised states from extremely 
well-separated to colliding.
Another possible extension of the PS is to re-write the remainder function w dependant 
solely on the localised structures Vb and another function that depends on the symmetry 
variables, i.e phase and location. Since the splitting of our solution has the form
u = Vs + w(x,t) ,
one can express the remainder function, w (z,f), in terms of the solution u and localised 
structures Vs. Hence, for the case of the two front solution V  =  Vi(x — — V2 (x — ^ )  — 1
in the RGL equation, the remainder function could be written in the form
w = T ( r i ,7*2) (Vi(x — r 1 ) — V2 (x — r^) — 1),
where T ( r i ,r 2) is the function responsible for scaling the remainder function. In the case 
where we consider a two pulse solution of QCGLE with localised structure of the form 
Fs = el91Vi(x — ri) + e%92V2(x -  r 2) remainder function will have the form
w = T i ( r i , r 2) (T 2(gi,g2 )em Vi{x -  n )  + T 3(gu g2)ei92V2(x -  r 2)) ,
where functions T fc, /c = 1,2,3 are in control of scaling and rotating remainder function 
w(x,t) .  Multi-pulse solutions can be approached in the same manner where one has to
96 5. Conclusion
consider interactions of more than one pulse in each case. More specifically, for a multi­
pulse structure of n pulses, the only pulses that interact with only one other pulse are 
pulses Vi and Vn. Therefore, the remainder function will have the form
+ r&+i)Y&,2((%:-i, -  rk).
By calculating the functions T ^ ,z  = 1 ,. . .  ,n  j  =  1,2, one would be able to explicitly 
express the remainder function w at any time step for given values of variables rk or rk,gk 
(depending on the type of solutions). This would result into a projected system consisted 
only of ODEs,  that would have significant computation time advantages.
5.2.2. Generality of PS
Let us now discuss the generality and extensions of the PS. The global centre-manifold 
theory of Zelik & Mielke [84] has been proved for a general parabolic PDE system with a 
strongly elliptic differential operator involving general weakly interacting localised struc­
tures in several space dimensions. Hence, the numerical PS presented in this thesis extends 
to a large class of problems.
In §4. we discovered a limit cycle in QCGLE for the two-pulse solution and some other 
new dynamics. We would like to investigate this case in depth, in order to clarify if the 
limit cycle remains robust under parameter variations. Moreover, due to the ability to 
capture new trajectories we are keen on revisiting QCGLE with “physical parameters”, 
where the QCGLE is applicable in physical phenomena.
Furthermore, it would be interesting to look at several variations of the QCGLE. Although 
we have investigated the case where the phase portrait consists of stable spirals equilibria 
with rcos(g) =  0 as seen in Figure 4.13, there do exist cases where equilibrium points are 
saddles with rcos(g) = 0 and this case has yet to be studied for the QCGLE considering 
well-separated pulses. Moreover, QCGLE has a variety of interesting variations that 
include small perturbation terms that can create new dynamics such as
ut = au + ((3 + iesm((t))uxx + ju\u\2 +  6u\u\4, a ,/? ,7 ,<5 e C
where frequency (  is an extra parameter. For example, from such equations one can derive 
a reduced ODE system for two pulse solutions (describing the separation distance r and
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Figure 5.1: Dynamics in perturbed QCGLE given by reduced ODE system (5.1)-(5.2) (a) 
For small separation distance r we have saddle equilibrium points, see ®  , whereas for 
larger separation distance centre equilibria ©  appear (b) By varying the parameters of 
the reduced ODE system we can move the equilibrium points ®  & ©  and change their 
stability. In particular for small r we have centre in this case, and as separation distance 
increases we have saddle equilibria.
complex phase difference g) of the form
r'  =  e— +  (5.1)
y  = e -* ^ i( r ,p )  + e -^ # 2 (r ,p ) , (5.2)
where = ^sin(c^r + ^)cos(p) and Ki = —^ cos(cv^r + O^)sin(g). Depending on the 
separation distance r, dynamics vary; see Figure 5.1. For more details regarding the ODE 
system (5.l)-(5.2) and the parameters chosen, see §D.3.
Furthermore, one can study the interaction of localised pulses on the plane that are
elliptical, or hexagon patches. An open problem is the development of a centre-manifold
theory for weakly interacting localised structures with internal dynamics such as oscillons. 
Another interesting direction for research is to investigate the interaction of multi-localised 
structures in Hamiltonian systems where the linearisation of a single localised structure
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is not normally-hyperbolic.
Another interesting extension is the computation of localised structures after collision that 
do not lead to annihilation. We anticipate that any collision of localised states should at 
most generate finitely many new localised states and our numerical scheme should be able 
to capture the nucléation of these new states. One then needs a good detection mechanism 
to halt the simulation when the localised states become sufficiently well-separated in order 
to re-compute the projected system and efficiently capture the weak interaction terms. 
We leave the investigation of this process and development of the numerical algorithm for 
further work.
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Appendices
A. Family o f solutions for the real Ginzburg-Landau equation (RGL1)
Consider the RGL1
Ut = Uxx + u -  u3 := Au  +  f(u ) , (A.l)
where Au = uxx, f(u )  = u — u 3 and /(0 ) = 0.
L em m a A .I . A one-parameter family of solutions of (A .l)  connecting states u = ± 1  is
given by V (x  — a) = tank )  where a e R describes the translation of the front.
Proof. Since we are looking for equilibrium solutions we set u* =  0 to yield the 2nd order 
ODE
^xx u u = 0 . (A.2)
We multiply equation (A.2) by ux
'U'xx'U'x "t" UUX U Ux — 0
1 , x2 u 2  U4
2 (Ux) + y ™ T  = °- (A.3)
Hence, once we integrate (A.3) we get
/ \ o ^ U*
2(“z) + T “ T  = C’
where c is a constant depending on boundary values. In order to compute c we consider 
the boundary values 4=1 which gives c = \ .  Solving for ux, we then integrate to yield the 
solution of (A.l)
. ;u 4 i
ux = ± \ I y ~ u + 2 ’
which we can simplify to
We then integrate
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to yield
— a = V2arctanh(u),
, 1 i x  —  Üu = tanh
V2
where - a  is an integration constant and represents the shift of the front solution. □
B. Functional analysis results
Throughout this section we state several definitions which will be used in the process of
projecting several PDEs to describe the corresponding system. At the end of this section
we go through the outline of how one can derive the projected system, with several 
examples shown in Appendix §D..
B .l .  Function spaces
D efinition B .l .  (Banach space) Banach space is a normed vector space where every 
Cauchy sequence converges, i.e is a complete normed space [5 9 ].
Exam ple
If E is equipped with the norm ||A|| = |A|, A e R, then it becomes a real normed space. 
More generally, for x  =  (x1 ,x 2, ...,xn) e R" define
n  \  2
W 2
, i = l  /
INI -  f
\i=
Then Rn becomes a real Banach space.
D efinition B .2. (Hilbert space) Hilbert space is a complete inner product space where
an inner product (over M.) on a general vector space X  is a map : X  x X  R, such 
that
(Az + "yy, z) = A(z, z) + /y(2/, z), A, E R,
4  <%/, 4  =  (%, %/) /o r oM %, %/ E X,
m ) (2 , z ) ^  0 /or 0// z  E X , ( ^ 2  =  0.
Note that there is a natural norm associated with inner product,
Ml =  (æ,x)2. (B.l)
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By defining norm via (B .l) any Hilbert space is also a Banach space [5 9 ].
D efinition  B.3. (Cauchy-Schwarz inequality) For any vectors u and v of an inner 
product vector space it holds that
l<w,u)| <  |M | - |M |,
where (, ) is the inner product.
D efin ition  B.4. (The IF spaces) We consider IF a space consisting of functions whose 
MA powera are We^raMe /o r 1 p < oo. 7%e Zf norm w pmen 6% ^Ae m^epra/
WIWlp  =  I f i x ^ d x ' j  , 
an(f 1^(0) conMafg o/a^ynnc^ona m^A y%n e^ norm.
D efin ition  B.5. (Weighted space) For a given function q(x) > 0 called the weight, we 
^ n e  ^Ae w e # W  Z^ spaces, Z^(R^) norm me /oWowmp
I l/l II? =  ( ^ W l / W l ^ y  -
TAe w e # W  o^Ao/ei; spaces are de/med ana/opons/p.
E xam ple
For instance, the space Cx(0 , 1) with the norm
l l / I k  = sup \x f(x)\,
0< x < l
contains certain unbounded functions, and includes the space <7(0,1) of functions bounded 
on the interval (0,1) as a proper subspace. Conversely, the space <7i (0,1) with the norm
l l / I k  =  sup
% 0<X<1
is a proper subspace of the space <7(0,1).
D efinition B .6. (W eak/Generalised derivative) A function f  e Z/oc(Q) is weakly 
dgerenüafde Wm respect m ^  mere &ns(s a /nncfmn ^  E Z,^(0) sncA ZAaf
fdi(j)dx = — gi<pdx,
Jn Jn
for all <f> s  G f(Q ). The function % is called the weak i-th partial derivative of f .
I m ,
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D efin ition  B .7. (Sobolev space) A Sobolev space is a vector space of functions equipped 
w #  o norm ZW M a com6ma%on 0/  I f  norma 0/  fAe )nnc^on #ae/f oa oa zfa (fen!;- 
ahves up to a given order. The derivatives are understood in a weak sense to make sure 
ZAe apace za com pte , Z/ma a BanacA 5"pace. 7%e no(aÏ2on %aed/or a ^o6oZe?; apace &
derivatives in U 3 is W k,p.
T h eo rem  B .l .  (Sobolev embedding theorem) Let ^ ( R " )  denote the Sobolev space 
consisting of all real valued functions on Rn whose first k derivatives are functions in
IS . Here k is a non-negative integer and 1 ^  p ^  co. Then ^ '- « ( R " )  is embedded in
W/fc'J’P2(P-n) iff the following inequality holds
f h _L > -*■
n pi ^  n P2 '
E xam ple
Sobolev space W ^2(R3) is embedded in 1V°'2(R3). We substitute the corresponding values 
on Sobolev’s inequality to yield
3 2 2 ’
where the inequality holds.
D efin ition  B .8. ( Compactly embedded) Let X  and Y  be two Banach spaces such that 
X  c Y .  We say that X  is compactly embedded in Y , and write X  c c  Y  if the unit ball 
of X  is pre-compact in Y .
E xam ple  1
Sobolev space 1 ^ , 2 ^  is compactly embedded in , where 0  is bounded. Once
again substitute the corresponding values on Sobolev’s inequality to deduce
2 1 1
n 2 2 '
which holds as long as n < oo.
E xam ple  2
Space H 2 = J^2’2(Mn) is not compactly embedded in L 2 = jy°>2( i r )  in an unbounded 
domain. Consider a moving pulse solution in an unbounded domain. Although the 
solution belongs in H 2, is not converging, therefore it is not compactly embedded.
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B.2. Linear operators and spectral theory
Definition B .9. (L inear Operator) An operator A  on a vector space V  is linear if
A (x  +  \y )  =  A x  + \A y ,
for all x , y e V  and A e C.
Definition B .10. (N o rm  o f  linear operator) We say that a linear operator A  from a 
normed space (X , || • \\x ) into another normed space (Y, || • ||y ), has norm
l|A|| =  suP i 4 ÿ : .
If IIx
When \\A\\ < co we say the operator is bounded, otherwise the operator is unbounded.
Definition B . l l .  (Range, kernel and co-kernel o f  an operator) Consider operator 
T  : X  Y . The range, or also known as image of operator T  is defined
R(T) = {y e Y  :T x  = y, x  e X }.
The kernel of operator T  is consisted of all elements in X  which are mapped into 0, i. e
Ker{T) = {% E X  : T z = 0).
Similarly the co-kernel of operator T  is consisted of all elements in Y  which are mapped 
into 0 by T ~ x, i.e
CoKer(T) = { y e Y  : T _1y =  0}.
Definition B.12. (Fredholm operator) Fredholm operator is an operator between two 
Banach spaces whose kernel and co-kernel are finite dimensional and whose range is closed. 
The difference between dimensions of kernel and co-kernel of operator L is called the 
Fredholm index [63].
Example
Left shift operator T  is a Fredholm operator. Let
X =  {x\ ,  # 2 , •••) x m •••) G I2 ,
then,
T x  (^2) ^3) •••) ^n+l? •••)•
Vector 6i (1 ,0 ,0— , 0,...) is an eigenvector of operator T  with corresponding eigenvalue 
0. Since Ker(T) = eu and range of operator T, R(T) = l2 are both finite dimensional 
then shift operator T  is a Fredholm operator with index 1.
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T heorem  B.2. I f  you add a compact perturbation K  to an invertible operator A then
operator L = Â  K  is a Fredholm operator .
D efin ition  B .13. (Point/D is crete spectrum) We say that X e spectrum a{L] of
not bounded. We consider X to belong in the point spectrum, also known as the set of 
eigenvalues, if  {L — XI) is a Fredholm operator with index zero [63]. Let
which satisfies A x  = Xx for  A = - 4  and 8 for any z  e R. I f  we calculate the determinant 
of matrix A  — XI for X = —4 or 8  we deduce that the matrix is not invertible.
D efin ition  B .14. (Essential spectrum) Consider equation (L -  X)x = h. We say that 
X e aess(L) if  operator (L — X) is not Fredholm operator.
Example
Let H  = L 2 (—1,1) and A x  = x f  be a bounded operator. Then
Since x  e (-1 ,1 ) => (jess(A) = [-1 ,1 ].
D efin ition  B .15. (Fredholm alternative) Let L be a Fredholm operator. Equation 
Lw = h is solvable iff (h , 'if)) = 0 where e ker{L*} and h a bounded function.
Proof.
operator L if (L — XI) is not invertible, i.e if  the inverse operator does not exist or is
x f(x )  -  X f(x) = h(x) e L2,
Lw = h
We multiply equation (B.2) by co-kernel element and integrate
(B.2)
= ( W ) ,
=> (h, ?/>) = 0.
□
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B.3. Unbounded operators
Definition B .16. (Unbounded operator) We say that operator A :  X  Y  is unboun­
ded if  for x  e D{A) (linear subspace of X ),
s u p ^  =  00.
xeD(A) M l
Exam ple
Consider the linear operator
Au{x) = u'{x),
for u 6 D(A) = # i [ 0 ,1] =  H. Then D(A) is dense in H but it is not all of H. Note 
that u{x) = sin(mnc) is a sequence in D{A) that is bounded in H  but the sequence
Au(x) = ncosÇnnx) is an unbounded sequence in H. Hence A is densely defined and
unbounded in H.
Definition B.17. (Closed operator) L e tX ,Y  be two Banach spaces. A linear operator
A : D(A) c  x  -» y,
za doW  zf/or g%er%/ E N, m D(A) conugygm# (o a; e % gwcA A ^  -» ?/
<25 n > go one has x  e D(A) and A x  = y. Equivalently, A  is closed if its graph is closed 
in the direct sum X  ® Y .
Definition B.18. (Closable operator) Given a linear operator A, not necessarily closed, 
if the closure of its graph in X  © y  happens to be the graph of some operator, that operator 
is called the closure of A, and we say that A  is closable.
Definition B .19. (Compact operator) An operator K  : X  Y  is compact if  the
image of any set W , which is bounded in X , has compact closure in Y
K (W ) is compact in  Y  fo r  all bounded W  œ X .
Theorem  B.3. Let A  be a Fredholm operator and K  be a compact operator. Then A  + K  
is a Fredholm operator with index(A + K ) =index(A).
Definition B .20. (Adjoint operator for a bounded linear operator) For every 
y e H , let Lx  =  (T x,y) be a linear continuous functional on H  with T  : H  H . Then 
by Riesz-Fisher theorem
Lx = (%,(),
for some ( e  H . We define the adjoint operator T* by the following equality T*y =  £.
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D efin ition  B .21. (Adjoin t operator fo r  an unbounded linear Operator) Suppose 
T  is an unbounded but densely defined linear operator in H . Then we say y e D(T*) <z H  
iff the linear functional x  —> (T x,y ) is linear continuous on D(T) in the norm of H. 
Then by Riesz-Fisher theorem there exists a f i e  H  such that
T h eo rem  B.4. Let D(A) be dense in H. Then D(A*) is dense if  and only if  A  is closable.
D efin ition  B .22. (Sym m etric  operator) We say that linear operator A  is symmetric, 
i f  the domain of the operator D(A) c= D(A*) and A  = A* on D(A), where A* is the 
adjoint operator.
D efin ition  B .23. (Self-adjoint Operator) Operator A  is self-adjoint i f  it is symmetric 
plus D(A) = D(A*), i.e A  = A*.
E xam ple
Laplace operator A in Rn with D(A) = H 2 (Rn) is self-adjoint in L2(Rn).
Proof. Consider
where u ,v  e H 2 and dt = dxi...dxn. By using integration by parts twice we get
D efinition B .24. (Relatively compact) Let A  : D(À) H  be closed operator. Then 
if we consider L = A  + K , we say that K  is A-relatively compact if  for any sequence 
xn g D(A), norm H^nll^A) = ll^^nll2 + ||a:n||2 is bounded and K x n is pre-compact in H.
D efinition B .25. (Sectorial operator) Let A : D(A) -> H  where A  is closed and D(A) 
is dense in H . Then A is a sectorial operator if C \C  belongs to the resolvent set and
= ^ (u ,v xx)dt,
□
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where C is a cone containing the essential spectrum of A  and satisfying
À e C, À ^  0 —► \arg\\ < 6  where 6  e (0, tt].
T heo rem  B .5. Let A  : D{A) -» H  be sectorial operator. Then if operator T  is A  compact 
then operator G = A  + T  is a sectorial operator with essential spectrum aess(G) = (7 ess{A) 
and with finitely many eigenvalues with finite multiplicity outside of any neighborhood the 
cone.
E xam ple
Calculate spectrum of Laplace (dxx and CGL ((a + if$)dxx) operator. We will calculate 
both of these operators analytically using Fourier transform and then check our results 
numerically using Matlab.
Laplace o p e ra to r
We consider H  = L 2 (Rn),D (A ) = H 2 (Rn). Resolvent set p(dxx) of dxx operator is con­
sisted of A for which (dxx -  X)x = h is uniquely solvable for all h e L 2. Using Fourier 
transform we derive
~ _  1  t
x - ^ r r x h ’
where k ^  0. By Plancherel theorem
M il2 = ll^lli2 =
This shows that A g p(ôxx) iff g L00(R). Hence a(dxx) = (-oo, 0]. Using Matlab we 
produce Figure B .l where we calculate numerically the spectrum for Laplace operator. 
From the Figure we can confirm that the spectrum is placed on the negative line, including 
eigenvalue placed at 0.
C om plex G inzburg-L andau  o p e ra to r
We now look into
((a + i/3)dxx -  X)x = h.
Similarly we use Fourier transform to yield
1 t
{a + z/?)/c2 — A
So once again we have a line starting from 0 with gradient of the line depending on (3. 
To calculate the spectrum in Matlab we consider o  = 6, /? = 8 with the results shown in 
Figure B.2.
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Figure B.l: Spectrum of Laplace operator.
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Figure B.2 : Spectrum of complex Ginzburg-Landau equation for a = 6, ft = 8.
Definition B.26. (U n ifo rm ly  elliptic operator) Let A be the second order differential 
operator w m  comgZfmZ gup ZW v4 z'g ?mz/orWp e/ZzpZm
— (All, u) ^  ClMliyi’2(Rn)>
/o r gome (  > 0.
Theorem  B .6 . Any uniformly elliptic operator A is sectorial and (j(A) c  R e \ < (.
Theorem  B.7. Let A be a uniformly elliptic second order operator where A : H ‘2(Wl) 
uW T /  = + A W /  ?^ere ooe^me^g
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for some bounded f  e H 2 (Rn). Then T  is A-relatively compact.
Proof. Let U be the unit ball in H 2 (Rn). We need to prove that TU  is precompact in 
H  = L2(Rn).
To this end, we split the operator T  as follows
T f  = T f + T f = 7 i /  +  7V ,
where Bff is a ball of radius R  in Rn. Then since a ^x )  and fc{x) tend to zero as rr oo
\T2 U \v  <  6, (B.3)
if R  > R(s) is large enough. Since Ti is a 1st order operator in a bounded domain B q , 
then
II^W|Il2(b^ ) ^  cII/IIbi(b^ )-
Since the embedding from iL2(Rn) to is compact, by Hausdorff criterion, there
is an e-net in TiU. Finally, estimate (B.3) shows that this net will be simultaneously the
2e-net in TU, so TU  is pre-compact. □
C. Dynam ics near the 1 front manifold: A ssum ptions and prelim ­
inaries
In this subsection we go through an outline of how one can derive the projected system 
when having front solutions. We consider a partial differential equation of the form
ut = Au + f(u ) ,  (C.l)
where A is a second order differential operator and f(u )  a smooth non-linearity. 
Assum ption 1. (Uniform ellipticity  of A)
We assume that operator A  has constant coefficients and satisfies
-  (A%, %) ^  C||w||^i,2(R), (  > 0, (C.2)
which provides a smooth decaying solution similar to heat equation.
A ssum ption 2 .(Existence o f a kink solution)
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Here we assume there exists S i,2 e R s.t
/(^i) = / N  = o,
and two heteroclinic connections V- = V (x  -  c-t),V+ = V { x -  c+t) where
51 = lim V (x — c+t) fo r  x  —>• —oo,
5 2 = lim V (x  — c+t) fo r  T —> 0 0 ,
and similarly for V ( x -  c-t) where c+ is the corresponding velocity for each front/kink. 
Since V{x — c+t) is an equilibrium solution it satisfies
+  / ( y )  =  _ c ± y .
Moreover for simplicity we assume that
/ ' N  = / ( S , )  ^ 0. (C.3)
At this point we introduce the 1-kink manifold which is consisted of the family of shifted 
kink solutions, i.e
V (x — c+t — r) r  e R, 
where variable r  the translation for each front.
A ssum ption 3. (Spectral stability)
Here we consider the linearization of equation (C.l) near one front solution, let V(x) = 
V + (x-c+ t),
Zt = Lz,
where
L = A + m  + c±±x  
If we add and subtract f '(S i)  we have,
L = A  +  / '(S i)  + c+—  +  ( f (V (x ) )  -
According to Theorem B.7 the operator L is A-relatively compact perturbation of the 
operator L0 = A + f ( S i )  with constant coefficients. Indeed, due to assumption (C.3)
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as % —» +00 and conditions of the theorem are satisfied. Since L0 has constant coefficients 
this implies that uniform ellipticity (C.2) holds for the operator L0 as well. As a result, 
the essential spectrum of operator L satisfies
PessiL) — cress(-^o) e {R e \  ^  —C}j
and in the strip {ReX ^  you have only finitely many eigenvalues of finite multiplicity. 
In particular L  is Fredholm of index 0. In addition, we assume that there is only one 
simple eigenvalue on the imaginary axis and that is À = 0. Moreover, we are interested in 
stable dynamics, therefore we assume that there are no eigenvalues with ReX > 0. The 
corresponding eigenfunctions of A =  0 are equal to the number of symmetries solution 
V(x) satisfies. For example in the case where V(x) is a localised front, kernel element (j) 
is the derivative of solution V(x) with respect to the translation symmetry x. This yields 
from the linearised equation as function 0 satisfies
a<h / '0/)</> + c++  = o.ax
Since L  is Fredholm of index 0, the adjoint operator L* has 1 dimensional kernel which 
satisfies
=  0 , 
1,
where L* = A + f '(V )  — c+Jk  By Fredholm alternative,
Lw  =  h ,
is solvable iff (Zi, -0) =  0. However our operator still involves neutral dynamics as we have 
eigenvalue at A =  0. We split our space H  as follows
H  = H -  +  Hq,
where and H 0 are the stable and neutral subspaces respectively. The projections we 
use are of the form
Pu = (u, '0)0, Q = I  -  P,
and
H 0  = PH,
FL = QH.
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Notice that both P  and Q are invariant projections with respect to the operator L. 
Corollary
The projected space is stable in the following sense; the problem
ft 7
Zt =  A z  +  f '(V )z  +  C+ — ,
ax
z(0) = z0 e (zojTp) = 0,
has a unique solution and this solution satisfies
\\z(t) \ \ L 2 ^  ce™7t ||z0||,
for some 7  > 0. Indeed, the corollary follows from our assumptions on the spectrum of L  
and the spectral mapping theorem.
Derivation o f projected system
We now move on to the derivation of the projected system. Firstly, what we want to do 
is to split the solution u, near the 1-kink manifold, into two components
such that u = V (x — r) + w and (w,ïp') = 0 , where ^ (x  — r) is a co-kernel element of the 
operator L.
Theorem  C .l. Let the function Uo(x) be e-close to the 1-kink/pulse manifold which means 
that there exist r  e R such that
||ri0 - V ( x -  r ) \ \ L 2 <  £.
Then for sufficiently small e, there exists a unique a0  close to a and a w0  e L2(R) such 
that
Uq = V{x — tio) +  Wq,
and (w, ïf(x  — a0)) =  0.
Proof. Let
uo = V ( x - r )  + w, (C.4)
where \\w\\L 2 ^  e. We want to find a0  and w0  such that
Uq = V  (x — Oo) +  Wq: (C.5)
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and (wq, 'ijjix — a0)) =  0. We then multiply (C.5) by ^{x  -  a0) to get 
(u0, — o0)) =  (y {x  — a0) , — Oq)) +  (u; , — a0)) =  (V (x — clq) ^ ( x — clq)) . (C.6)
We claim that this equation has a unique solution a0 close to a if e is small enough. To 
this end we introduce a function F  : R x L2 —> M,
. ^ (( ,w )  =  ( y ( z - r W ( % - ( ) )  -  ( y ( a ; - r ) , ^ ( a ; - r ) )  +  ( w ,^ ( z - ( ) ) .
We see that F (r, 0) =  0 and
f( (r ,0 )  =  ( y ( æ - r ) , ^ ( æ - r ) ' )  =  - ( y ( 3 - r ) ' , ^ ( z - r ) )  =  ( ^ ( æ - r ) ,^ ( a ; - r ) )  =  1.
Thus, by implicit function theorem there is a unique solution of the equation F (a 0, iü) =  0 
for w small enough. So, equation (C.6) is solved and theorem is proved. □
Once we are able to split u, in the neighborhood of 1-kink manifold
u = V (x  - r )  + w, (C.7)
with {w,^>{x — r) )  = 0, we substitute this ansatz in equation (C.l) to get
dtV  +  dtw =  A V  +  Aw  + f { y  +  w).
We know that V  is an equilibrium solution, hence it satisfies A V  = - f ( V ) .  We use this 
to get
dtw - A w  = -r'cj) +  f ( V  + w )~  f(V ) .  (C.8)
We multiply this equation by ip and then we use the fact that (w, )^> =  0 to derive the 
following equation for r'(t)
+ (Aw, +  ( / ( y  +  w) -  / ( y ) ,
which we can simplify to yield
r'(t) =  +  + ..
i - ( w , d xi>) ' ( j
After that we can substitute (C.9) into (C.8) to obtain the final equation for the w-
component
w' v  = Aw + —  ^  +  H V  +  4 -  H V ). (C.10)
Finally, the projected system consists of equations (C.9) and (C.10).
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D. Projected system  for several PD Es
We study a family of Ginzburg-Landau equations namely
RGL1: ut = uxx + u — u3,
RGL2: ut = uxx + u — u3 + e(u2 — 1),
RGL3: ut = uxx + u — u 3 + ecos((x — 25)/2),
where w is a real front solution, and
CGL1: ut = otuxx + + ^u \u \2 + 5u\u\A, a, (3, ô e C.
where u is a complex localised pulse solution. In order to apply global center manifold
reduction we go through detailed analysis of linearized operator. By using spectral prop­
erties of linearized operator we project the above equations following the scheme described 
in §C., to yield a finite system of ODEs describing location(and phase in some cases) of 
fronts/pulses and a PDE about remainder function w (x,t). Finally we apply the scheme 
to these equations, considering 1-kink/pulse, 2-kink/pulse and multi-kink/pulse solutions.
D .l.  Spectral analysis for RGL1
In this subsection, we consider the linearized operator of the real Ginzburg-Landau equa­
tion (1.4)
L =  d ^  + 1 ~ 3 V 2  A  + L  G 1/2 >
about a front solution V ( x - r )  with translation r. In particular we calculate the kernel 
elements, eigenvalues and eigenfunctions of operator L  which will be used for the projec­
tion. In the following calculations, we consider a family of solutions which is consisted by 
translations of solution V(x)
V ( x - r )  = tanh » (D.l)
where r is the translation variable (see Appendix A. for derivation of the solution). Since 
we are looking into kernel and co-kernel elements we are also interested in the adjoint 
operator L* of the linearized operator L.
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Lem m a D .l .  Operator L with D(L) =  U 2(R) is self-adjoint in H  = L 2 (R), i.e L* = L  
for < Lu, v >=< u, L*v >
Proof. Let u ,v  e I f 2(R).They by using integration by parts 
< Lu, v > = j ( u xx + f(V )u )vdx ,
J {uxx)vdx + J (f{V )u)vdx,
-  J(ux, vx)dx +  J f(V )u vd x, 
J(^ , vxx)dx + J u f(V )vd x ,
J  u{vxx +  f(V ))vd x ,
— u, Lv  .
□
To study the spectrum of operator L  we split the operator as follows
L = ( d L - 2 )  +  ( 3 - 3 y 2) =  A +  T.
The operator A is a uniformly elliptic operator, see Definition B.26, therefore cr(A) = 
cress(A) =  (—00, —2], Since V{x) — * 1  as \x\ —> oo, operator T  is a zero order operator with 
decaying coefficients. Then T  is A-relatively compact according to Theorem B.7. Then 
due to Theorem B.5 L  is sectorial and
®ess{.L') =  cress(A) = (—00, —2].
In particular, this implies that L  is Fredholm of index 0.
Kernel of operator L  contains eigenfunction (j), which is the derivative of the kink solu­
tion (D.l) with respect to the generators of the symmetry group. In this case the only 
symmetry we have is with respect to x  (shift symmetry-translation) so the kernel element
d V { x - r )  1 f x - r
= dx = v!
L em m a D .2. Function (j) e K er{L}.
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Proof. We can check this by substituting V (x - r )  on the non-linear operator A +  /() :
A V (x  -  r) + f (V (x  -  r)) = 0.
We then differentiate with respect to the only symmetry we have x  (translation sym­
metry), to get:
A^ + f ( y M  = o,
Lcj) = 0 —> (j) e Ker{L}.
□
Therefore, cf) c  Ker{L}; in fact K er{L] = span(^). Indeed, we know that c/)(x) > 0 for 
all x £ M and 0 ^ cress(L). Then by Perron-Frobenious theory, À = 0 is the maximal 
eigenvalue of L and its multiplicity is one.
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Figure D.l: Spectrum of linear operator L produced using m a t l a b .
The spectrum of operator L has been calculated on m a t l a b  and presented in Figure D.l. 
We see in the Figure D.l that we have the biggest eigenvalue at 0 and the continuous 
spectrum starting at -2 . Moreover, one more eigenvalue where \ 2 = — §.
L em m a D .3. A2 = — |  is an eigenvalue of operator L.
Proof. Assume that A2 = - f  is an eigenvalue of operator L. Then it holds that
Lu = A2u,
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where L = dxx + 1 — 3V2 for V = tanh . Thus if we solve
3Tea+ 7 - 3 y  1/ =  ---y ,
(using Maple) we get the corresponding eigenfunction
tanh (
7(^) =
cosh ( zap
To confirm that À2 = — |  is an eigenvalue and not a numerical error we have to check that 
for |z| —> oo, 7 (2 ) —> 0. Figure D .2  shows that the eigenfunction does indeed converges 
to 0 for |x| —> 0 0 , therefore À2 = — |  is another eigenvalue of linearised operator L. □
Thus, all of the assumptions in §C. are satisfied and we may use equations (C.9),(C.10) 
derived there.
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Figure D.2 : Eigenfunction 7 (2;) = corresponding to eigenvalue A2 = — | .
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D.2. Derivation of projected system  for RGL1, RGL2, RGL3
D.2.1. R G L 1  : Analytic derivation of projected system considering 1  kink perturbed 
solutionu = V  + w
In this subsection we use all the information collected in §B. and §C. to derive the projected 
system describing the behavior of solution
u = V  + w, V  = tanh ,
where r  is a translation variable defining the family of solutions for RGL1 equation
du d2u
~dt = îh?  + “ — “ 3 := + f ( u)> (D.2)
where A = ^  and f{ v )  = u — u3. Substitute u into (D.2) to yield
-  =  A u + /(« ) ,
dV dw d2V  d2w
~ d t+ ~dt = - w  + w + f i y  + w)'
dw 8V d2V d2w /T .  ,
~dt -  5 ^  + y  + to ” (y  + w  + W w  + 3wV  )■
We use the fact that V  is an equilibrium solution of RGL1 equation, therefore it satisfies
d2V  
dx2
which results
+ V - V 6 = 0 ,
dw dV
dt dt
dw a y
dt dt
dw dV
dt dt
dw a y---- — Lw —dt dt
+  “r — +  W — W 3 — 3Vw 2 — 3wV2,
where L = A + f ( V )  is the linearised operator.
We then substitute solution V  = tanh and similarly for the eigenfunctions to yield
ï ~ Lu, = 7 r sech2 ifff) ~ 3"'2tanh (f-jf) - u'3- (D-3)
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Following the scheme outlined in §B. we use the projection
Pw (w,7p)(f):
where functions ^  and </> can be calculated explicitly. Therefore we utilise the fact that 
linear operator L  is self-adjoint which implies that kernel and co-kernel function are equal 
up to a constant. The constant can then be calculated using normalisation condition
((/),ip) = I (f){x)i){x)dx =  1 - » ^ =  7- J 2- .
J MIl2
We then calculate ||0 |||2
where V
2V2
3 *
Since co-kernel element , -0 =  ^ ^ 0 , where 0 = ^ s e c h 2 we can now express it
explicitly as 0  = |sech2 ■ By calculating 0  we now have all the required functions 
for the neutral projection. The orthogonality condition w lK e r L  i.e (w ,0 ) =  0 V0 is 
imposed such that remainder function has no eigenvalues at zero. We then apply the 
projection on equation (D.l.)
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Calculating </>(^ , 4^)
and using the condition that w L K er{L a} we are left with:
P 5 i  =
Substitute then back into (D.4)
r'(^ sech2( ^ )  (-1 +<l-to>) = ^ sech2 ( ^ )
( - S ^ ta n h  -  u?, Isech2 ( ^ ) ) ,
= <-3t»2tanh ( ^ )  -  a;3, fsech2 ( ^ ) >
- 1 + < # .« ')
where
d4> , 3  , 2 f x ~ r \  , f  x  — r= r — ^sech ' 1 x~“ 1- '( w ) tanh ("^  2\/2 \  7 \  \/2
The equation for location r of the localised front solution V  is given by
/ « I = ^  t e )  -  ( g ) >  (D s)
1 +  i ^ ( sech2 ( t f )  tanh ( t # )  >w)
Finally we substitute (D.5) into (D.4) to derive the equation for the perturbation of kink 
w(f)
(D.6)
where Lw = + w — 3tanh2 w. By excluding all terms of order of 0 (w 2) we have
a linear ODE for remainder function w (x,i),
w'(t) = Lw.
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According to the analysis (see §C. and §D.l.), spectrum of operator L  has the property, 
<t{L} <  — 1. Using this property we can deduce a first approximation for function w(t)
w(t) <  coe- t + ci,
where c0 is constant, depending on initial condition w(0 ) and ci is an integration con­
stant. It is easy to see that perturbation function w(t) converges to 0 exponentially fast. 
Consequently, function r'(t) = 0 once w(t) = 0, which implies that for
t > co, w(t) -> 0, r(t) -> c,
where c is constant depending on initial location r(0) of front.
D.2.2. R G L 1 : General outline for derivation of projected system considering 2 kink per­
turbed solution u = Vi — V2 — l  + w
In this case we consider a 2-kink perturbed solution u = Vz + w, where
= Ui — U2 -  1 = tanh — tanh — 1. (D.7)
In this case of multi-front structure we artificially add constant - 1  in order to satisfy 
Vs -> +1 for |x| —> ±oo. We now redefine operator L =  A ±  /'(V i — V2 — 1) which we 
will approximate as a sum of two single-kink operators. In particular, operator L  is close 
to Li = A ± /'(V i) when % ~  n  and close to L2 = A ±  /'(V 2) when x  ~  r 2. As a result
of this assumption, functions fa and fa  are almost eigenfunctions of of L  (terms like Lfa
are small if the distance between two kinks is large). Therefore, Ker{L} % {fa, fa] where
1 f x — ri \  ± 1 __ _,.2 f x  ~  r2
* =  V 5sech { - v r )  ’ h  =  V 5sech
are the shifted eigenfunctions of operator L = A  + f ( V i  — V2 — 1 ).
We then use the Fredholm alternative (see §B.), for the kernel elements of the adjoint 
operator L* which are {fa, fa}. We then use the renormalization conditions
<^i,^ 1) =  ^  fa{x)fa(x)dx = I 01 =  j j^ p ,
<02 , 02) =  J  fa{x)fa(x)dx  =  1 -» 02 = 02
ii02ir
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As a result projection P  is the sum of the projections Pi and P2 for each kink Vi and V2  
respectively
P u  =  P \ U  +  P 2u ,
P% =  , u)^i +  (^ 2, ^)(^2 -
The solution we use for the two-kink perturbed case is
u = V i - V 2 + w(x, t) -  1. (D.8)
We then substitute (D.8) into RGL1 equation
du d2u q
~di=zd ^  + u ~ u  ’
to get
—  — Aw  = — ^  + —l  + f(y1 - v 2 + w(x, t )  -  1) -  f (Vi)  4- f(V2), (D.9)
which is the PDE describing the remainder function w(x, t) .  We can expand and rewrite 
(D.9) as
— - A w - f ' ( V 1 - V 2 - l ) w  + P w  = + f (Vi )  + f(V 2)]
+ [f(Vi - V 2 + w{x,  i) -  1) -  /'(V i - V 2 -  l)tti 
— f(V i — V2 — 1)], (D.10)
where we define
a m  =  m  ^  - 1) -  / m ) + /(% )] ,
as the function that includes all first order terms and
S (V ,w2) =  [f(Vi — V2 + w(x, t) — 1) — /'(V i — V2 — l)w — f(V i  — V2 — 1)],
as the function that includes majority of the second order terms and all the higher order 
terms. We then apply the projection on our equation to derive the two ODEs describing 
ri(t) and r2 (t)
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where j  =  1,2 and
A simpler way of applying the projection is multiplying the right hand side (RES) of 
(D.10) by co-kernel elements {^1, ^ 2}- Therefore we expand the equation on right hand 
side
=  V W  -  - 1 )  -  /(Ri) + /(y 2)] + s '^ w 2),
r l ~  r2 (1 ) fa  +  = [ /(H  -  "V2 -  1) -  f{V i) +  /(V^)] +  S(V ,w 2), (D.12)
and then multiply (D.12) by our co-kernel elements ( x ÿ j  for j  =  1,2) to obtain 2 similar 
equations
A> -  1) -  r'2(t){^ 2, = <[/(y1 -  y2 - 1) -  f ( y i )  + f(V2)] + S(v, w2),^},
- r 2(<)((“'>’0 2 )-  1) + r ' i , t i )  =  d m  -  14 -  1) -  f(Vt)  + f(V-2 )] +  S(V, tu2), lis).
One can then express the ODES of the projected system in the matrix form
r' = G -'Z iV ,™ ), (D.13)
where r' =  ( A , coefficient matrix G = f ^  1 ~ ^ 2’^  )  and the RHg matrix
z w  «,)= f  <[/(y i -  ^  - 1) -  /(U) + f W ) ]  + S(V, w2),^)]
V<[/(U - v 2 - i )~ W )  + /(y2)] + S(v,w2),t2)j
Therefore, the projected system for a two front perturbed solution can be given by equa­
tions (D.9) and (D.13).
D.2.3. R G L 1 : Analytic derivation for 2 fronts solution
Throughout this subsection we go over all the analysis needed to derive the fast slow 
system describing the dynamics of real Ginzburg-Landau equation considering a two kink 
perturbed solution. Starting with real Ginzburg-Landau equation (D.2)
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we consider the ansatz
u = V\ — V2 — l + W) (D.14)
where Vi = tanh is equilibrium solution of (D.2). Therefore a family of front
solutions Vi satisfy
§  +  ^  -  I f  = 0. (D.15)
Since we are considering a two front solution in this case, our linear operator changes
accordingly to
^  = ^ 2  + / 'W  “  ^2 -  f),
and as it is expected it has two kernel elements K er{L) =  {^1,^ 2} where
1 , 2 /  z  -  r,:
* ~ V 2 sech w r j '  i = 1 -2’
each one corresponding for i-th front. Kernel and co-kernel elements satisfy normalisation 
conditions
=  1, (V'i, =  0 , /o r  j  ^  i
One can then calculate the two co-kernel elements Ker{L*} = {^1, ^ 2} where
V>i = ^sech2 ( ^ J i )  , * =  1, 2.
Since we know both kernel and co-kernel elements we can express the neutral projection 
we will be applying on RGL1
= ( ^ 1, +  ( ^ 2,
We then substitute ansatz (D.14) into real Ginzburg-Landau equation (D.2)
%  %  , ^  _
- K - ~ d t + - d i = - d ^ - - d ^ + w + v ' - v* - l + w - {y ' - v* - i + w ?-
We expand our equation and also use (D.15), that both Vi and V2 are equilibrium solutions 
of RGL1
dw d2w dVi dV2 N „
Ik ~ = ~ lir  + ~m + v - f W  + f W  + V i - V i - i - M - ^ V t
+  3V?w -  SV? +  SViW2 -  6 Viw +  3Vi -  K23 +  3V?w 
— 3V2 — 3 V2W2 +  3ViV2 +  6 V2W — 3V2 +  to3 — 3w2 
+  3w — 6 Vi^2 o^ +  6 V1 V2 — 1).
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If we consider all the terms of order w we will notice that they form the linear term
/'(V i - V 2 -  l)w  = SVfw  +  3V22w -  6 Viw + 6 V2w ~ 2 w -  6hil/2ui. 
Return then back to our equation and substitute to get
+ f  -  H V ^ - 3 ^  +  3 ^
+ 6141/2 + 3I4to2 + 314 -  31/22
2 , a— SV2 — 3 V2 W +  W — 3w2),
which we can re-write as
dw _
= -  ( - 3 ^ - 3 ^ +  3 ^ 1 ^ +  6 ^ 1^ 4 - 3 ^ "
+3Vi -  3F22 -  3V2 w 2 -  3V2 + wz -  3 w2). (D.16)
The next step is to apply the projection on equation (D.16) so we multiply by and -02 
to get two equations, describing the location of each kink. We start with -0 i to yield
r; <W, 0 ; )  =  r; -  ^ ( 0 2 , 0 1 )  _  ( - 3 ^ 2^  -  3Tf +  3 ^ 1 ^  +  61^^ +  3 ^ w 2
+3Vi -  3 tÿ  -  3V2w2 -  3V2 + wz -  3 w2, 'ip1).
Solving for translation variables rq, 7-2 we derive
r[ + _Z2<02 , 0 i)  = _  (-3V ?V 2 -  3V? +  3V1 V* +  6l^W + 3V1 -  3V?  -  3%,, 0 i)
(w, 0 ^) -  1 (w, _  1
where
Q(w 2 ,w 3 , 14, 14) =  ( 3 V l w 2  ~  3 V 2 w 2  ~  3 v j 2  +  ^ 3>* )
(u/,0^) — 1
We can then factorize and get a simpler form of the equation
+ w v . w . w  ,D , r ,
Similarly, we multiply equation (D.16) by 0 2 to derive
Tn - Z X 0 1 , 0 2 >  _  - 3 < ( ^ - l ) ( V 2  +  l ) ( ^ - ^ ) , 0 2 )  ^ , 2 3 , ,
( ^ , 02) - !  ( ^ 0 / ) _ i  (D.18)
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Both ODEs (D.17) and (D.18) describing the location of the kinks are expected to be 
slow, so we go calculate the order of the ODEs using mainly first order terms. In order 
to do this, we expand term (Vi — 1 )(F2 + 1 )
( t a n h C t t )  - 1 ) ( t i f f l h +  1) =  —
e V2
(D.19)
where n  -  r2 »  0 since we are assuming that two fronts are well-separated. The fast 
decaying term can be observed not only in analysis but also in some numeric simulations 
as shown in Figure D.3, using MATLAB. By substituting (D.19) in the n  ODE we yield
R(x)
Figure D.3. Interaction between two well-separated fronts: Numerical results for calcula­
tion R(x) = (—3V{ V2 — 3E]2 + 3ViE>2 + 6Vi V2 + 3V7 — 3I/ 22 — 3kg, considering several 
initial distance where we defined — r2 — r\ .
_3 | (Vi-V2) , \
r ‘ + (î«,V'î>- 1 =  m F T   + ^
which we can re-write as
r / | ^ ( ^ 2, ^ 1) _  3^e V2 (1/! - 1/2 ),-01 )
1 ( (w ,^ )  -  l)(cosh cosh , ^ 1)
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Since the PDE for w(i) includes r[{f) and r'2 {t) we substitute into (D.16) to get
dw
dt =  r ^ i - r ^ 2 - ( - 3 h f ^ - 3 h f  +  3 ^ ^  +  6 ^ ^  +  3 ^
+3Vi — W 2 — SV^w^ — 3V2 "P — 3iu^), 
dw ^ ( e ^  (^1 — Vz) — r2 (f)2 ,'ipi)
* ~ L" =  ‘ « « . « I  -  .k ™ -. f e )  . . . k ( - p )  .*,> -  v' ) M
—3 (e V2 (Vi — V2 ) —
( - — --------7— X----------7— x —  + w \ VU y2), * )
( ( ^ ,^ 2) -  l)(cosh cosh f y f )  , ^ 2)
+3 (hi — 1) (V2 +  l)(Vi — V2) — SViw2 + SV2 W2 +  3w2 — w^.
To sum up the final three equations for the two kink perturbed ansatz are
(D.20) 
(D.21)
dw 3 fe v7 (Vi — V2) — r202,V,i)
« - 1 ”  ‘  ( ( ( » ,« )  -  « ( « h  ( g . )  i f t )  -
—3 fe V2 (Vi — V2) —
( - ----- — ^ ^ 1, ^2), <h)
( ( w ^ 2) -  l)(cosh cosh ( ^ L )  > 2)
+ 3------ ( ^ l -  ^ ) e  ^ ------- _  3y iUJ2 +  3y2W2 + Zw2 _  w3 (D .22)
cosh ( ^ )  cosh ( fc ? )
The first order approximation for perturbation function w(t) includes only linear operator 
L, and it has been shown in SD.2.1. that
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Thus, for the approximation of n (t)  we consider w(t) = 0 and disregard second or higher 
order terms, which leaves us with
ri(t) = ~
(cosh ( ^ l) cosh >1) ’
where z = 1,2. For the calculation of these integrals we use Maple software. In the 
calculations shown below variables a and b are considered to be n  and r 2 respectively.
r ( æ ,  a ,  b )  =  ( x ,  n ,  6 )  I—> 8  ^e1/2æV2e- l /2 aV2 e - l / 2 x y / 2 e l / 2 a y / 2 ^
e l/2xv^e-l/2aV2 _  e-l/2xV2e l/2aV2
- 2
gl/2 x\/2g—1/2 av^ q — 1 / 2  x y / 2 Q \ / 2  a y / 2
gl/2 x y / 2 g - l / 2 b y / 2  _  e - l / 2 x y / 2 e l / 2 b y / 2  
e l / 2 x y / 2 e - l / 2 b y / 2  _j_ e ~ l / 2 x V 2 e l / 2 b y / 2
,1/2 a v ^ e - 1/2 6V5 ^e l /2  x v ^ e - 1/2 6 +  g - 1/2 x ^ l / 2  6V5 j -1
f 0 °  1 2 V 2 e  4 6 v ^  f — 7T +  7Te 3 6 v ^  —  5 t t e 6 v ^  +  5 t t e 2 6 v ^ )
r  (x, 0 , 6) ch = --------------- --7=----------------------------     L mJ-00 1 — 4 e~b^  + 6 e-2 +  e-4  6V2 _  4 e-3
We now use Maple’s output to look for leading terms to approximate r[(t) in this case. 
On the denominator we have all terms decaying to 0 exponentially fast since b> 0 except 
constant 1, hence the leading term is 1. Moving on to the numerator, all terms are 
decaying exponentially fast so we consider as leading term the one which decays slower, 
which in this case is 12V27re-z,v^. Since a = 0 in the calculations we can conclude that
r;(Z) % 12V 2e - ^ ,
where r  =  r 2 -  n  is the distance between the two kinks. Similarly for second kink
% - 1 2 V 2 e - ^ .
To obtain the distance function between the two kinks we take the difference r'(t) = 
r>2 (t) — r[(t) to obtain
r'(f) =  - 2 4 V 2 e -^ ,
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which we can integrate to yield
r(t) = -ÿWo# V 2 (c3 +  24V27rt)^ , 
where c3 is a constant depending on initial difference of the two kinks r (0).
D.2.4- R G L 1 : Analytic derivation for multi-fronts solution
In this subsection we consider a multi-kink solution for the classic real Ginzburg-Landau 
equation
du d2u o
6i  =  6^  + t t ™U '
The perturbed multi-kink solution we consider has the form u = V^ + w where 
Te =  —V\ + L2 — L3 + ... +  {—l)nVn — h(n),
n
Vs  = ^ ] ( - l ) V i  -  (D.23)
i = l
, . I 0 if n is odd,
% ) = 1 ,  .I I  11 n is even,
and
. x  — r,Vi = tanh
V2
is a front localised solution solving 4^- +  Vi — I^3 =  0 , z =  1 , . . . ,  n. Once again we have
the linear operator near multi-front structure Vs defined as
L = h + f ( -Vs)-
We approximate the kernel of the linear operator L by a sum of single kink operators 
which are already known. Therefore, we consider operator
L % Li + I /2  +  ... + Ln,
where Li = - ^  + /'(Vi). This is possible since if we consider x  near Vi, then Vg % V
when æ ~  ri because of the well-separated fronts we consider for Vg.
Num erical Exam ple
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Let
Pe = tanh (x -  I) — tanh (x -  50) + tanh (x -  100) -  tanh (x -  150) -  1.
For x = 0.9, where we are located near the first front, Vs (x) = -0.0996. We then consider 
only one kink solution defined as l/(x -  1 ) = tanh (x -  1 ) where for x = 0.9 V(x  -  1) = 
—0.0997. We can also check this by plotting Vs for x = [0 150] and l/(x —50) = tan(x—50) 
for x = [45 55]. We can confirm from Figure D.4 (a) that both functions appear to be lying 
on top each other and if we look closer in Figure D.4 (b) where we take the difference of the 
two functions, we can see that they are identical for the domain x = [45 55]. Therefore, 
we see that numerically the approximation Vs % V% for x ~ r* produces positive results 
when one considers well-separated fronts.
0.8
0.6
0.4
0.2
0
- 0.2
-0.4
- 0.6
-0.8
45 50 5!
(a) (b)
Figure D.4: ( a )  Comparison of multi-front solution V s  =  tanh (x  -  1) -  tanh (x  -  5 0 )  +  
tanh (x -  1 0 0 ) -  tanh (x -  1 5 0 ) -  1 with 1 front V (x -  5 0 )  = -tan h  (x  -  5 0 )  located at 
x  =  5 0  (b) Difference between two functions Vs and V{x — 5 0 ) .
As a result of this we consider L ^  Li for x  ~ ?y and similarly we approximate the operator 
L for the whole line. Hence the kernel of operator L consists of n number of elements so 
ker{L] % • • •, </>n} where fa = ^ sech 2 • Since our operator is self-adjoint we
can easily calculate the co-kernel elements ker{L*} % { V , i >  ..., ^ n) using normalisation
condition (fa, fa) = 1. Having calculated both kernel and co-kernel elements we are now
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able to write down the projection we will be using which has the form
n
P u  =
t=l
We now continue with our ansatz u — Vy, w and substitute in real Ginzburg-Landau 
equation (A.l)
dV-z dw d2Vx d2w
~ 8 t + l i  =  ^ + d ^  +  / ( y B  +  t o ) -
Structure consists of n equilibrium front solutions that satisfy
hence
We can then re-write the PDE as
= - ^ r  ™ E (" 1)i/(v/<) +  m )  + f ( 'Vi:)w’
-  - f - Ê n ) 7 W ) + /(v i:),
2=1
ôw dV>———  Lw =
n
E
dt dt . 1
2 = 1
_  + / ( v y .
We then apply the projection by multiplying our equation by co-kernel element ipi to end 
up with n-equations of the form
( l i p * )  ~  ( ^ L - L f i V i )  -  f ( V s ) , i p S .
By simplifying our equation we reach the final stage of our slow(distance) equation which
is
r 'i{w A 'i) -  ^ L i ( - i ) % ( ^ , ^ 2) = -  .
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Each of these equations describe the location of each kink depending on the interactions. 
One can express this system of ODEs in matrix form which is a recommended form for 
numerical implementation. Finally we present the slow-fast system consisting of one fast 
PDE regarding w'(t) and n  slow ODEs regarding rj(t)
—  -  Lw = +  /0 's ) ,  (D.24)
2 = 1
l)V (^i) — / ( V s ) , ^  , i = 1-w, (D.25)
where Vs = 2 (-l)*Vf -  h(n).
i = l
D.3. Spectral analysis for CGL
D.3.1. Bifurcation analysis of reduced projected system for two-pulse solution in QCGLE
In this subsection we will look into the bifurcation analysis or reduced projected system 
for two pulse solution for QCGLE as derived in [73]. The analysis will help us confirm 
the quality of results we will produce using both PS and SS for CGL. We are mainly 
interested in confirming the quality of dynamics for well-separated pulses or "second cell" 
dynamics.
Consider the QCGLE
ut = auxx +  /3u + 7 u |it |2 + 5 u \u \a := Au  +  f{u ), x e R 1, (D.26)
where / ( 0) =  0 , a , /?, 7 , £ e C and u = ur + m*.
The two soliton solution of CGL equation has the form:
V(x, t) =  ei9l(iV  (x -  n (t)) + e ^ V  (x -  r2 (t)) ,
where rk(t), gk(t), k = 1 , 2  are the location and phase of the corresponding ith soliton/pulse. 
The localised equilibrium V  = V(x) has the form
V(x) = pe*Xx + 0(e+Mx), |æ| oo,
where A = —7  + iu  e C satisfies
(1 +  ia)X 2 -  (1 +  i/3) = 0 ,
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and pulse V  solves
o =
Similarly, we define the kernel and co-kernel elements to satisfy the condition (D.32) as 
follows
(f>r % ke^ , (f)g % ZeX|x|,
ÿr  % ge*|æ|, i{jg % se^xK
Kernel elements 4>r and (j)g satisfy the linearised CGL
Lÿr^g = A(f)r)g + f(V )(j)ryg = 0,
whereas the co-kernel elements -0 r and satisfy the adjoint equation
L*i)r,g = A*%l)rtg +  [f(V )]*  ijj^g =  0,
where 0r,g =  {(pr^g) and similarly defined for Vv.g- By carrying out the projection on 
(D.26) as described in §D.4. we derive the first approximation of ODE system
r' = je~ arsm{<jjr + <9i)cos(#), (D.27)
g' = — A:e-arcos(u;r +  02)sin(y), (D.23)
where r = \r\ — is defined as the distance between the two pulses and # =  |<?i — P2I as 
their phase difference. Variables 0i, 6 2 and j, k are defined in
- - e 101 =  - e 102 — 4p [(7 -  2 ^lj) —i(uj + 2^ 7 )]
g s
and can be derived by solving
01 = Of {log (4pç(—7  -  2/3uj +  i(uj +  2^ 7 )))},
02 =  9  {log (4p s (7 + 2(3cü -  i(uj +  2 ^ ) ) ) } ,
j  = 9î{(4pç(-7 -  2/3u +  Z(w + 2/?7)))},
A: = {(4p s (7 + 2f3uj — i(uj +  2^ 7 )))}.
Solving (D.27)-(D.28) for equilibrium points we yield three sets, namely
.  („ „ \ -  ( (2n+l)7r-202 (2n+l)^\\rv,gv) -   ^ gw ’ 2 J ’
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• |#2 — 01 7T
Using the two first sets of equilibrium points we can calculate where the points will be 
located both on the horizontal rsm(g) = 0 and vertical axis rcos(g) = 0 respectively. 
Therefore, one can locate the coordinates (r, g) of all equilibrium points on the phase 
plane with polar coordinates (rsin(p),rcos(p)).
The third case is a degenerate case which rises when sin(cvr +  = cos(wr + 92). This
results into circles of equilibria where if a trajectory reaches the circle it remains there.
One can then derive the Jacobian of (D.27)-(D.28) to look into what parameters can 
change the dynamics for this system
The stability of the equilibrium points depends on parameter 6  = |02 - 0 i | .  More specific­
ally we have the following cases
where
= —ae arsin(o;r + 91 ) cos g +  cue arcos(o;r +  #i)cosp,
dr1
—  = —e arsin(ivr +  0i)sinp,
= —ake~arcos(ojr +  02)sinp — Luake~arsm(ujr +  02)sinp, 
= ke~arcos(ujr + 02)cosp.
1. 0 < 2^ ’
Case 1 : 0 < |
Considering the equilibrium points on the horizontal axis
(rh,9h) = >
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we can derive the corresponding Jacobian
eve arcos(n7r) 0
&e_arcos(ft7r +  6 )0
Since we have 0 < | ,  assuming all parameters are positive, then both entries of Jac­
obian will have the same sign which will result to an attractor/repeller equilibrium point. 
Depending on n  we have alternating attractors and repellers on the horizontal axis.
Regarding the equilibrium points for the vertical axis we consider
Considering 0 < f , both terms of Jacobian will have the same sign which results into 
eigenvalues =  -À 2. Therefore we can conclude that all equilibrium points on vertical
more specifically function PPLANE? to calculate the corresponding phase portraits.
Evolving system (D.27)-(D.28) with parameters a =  0.001, 0i = 0.1, 02 =  1.1, k = 
2 ,cv =  2, j  = 1 we produce the corresponding phase portrait as seen in Figure D.5. As 
expected the phase portrait corresponds to the analysis which indicates to saddle equi­
librium points on the vertical axis and attractors/ repellers alternating on the horizontal 
axis.
Case 2  : |  < 0 < ÿ
We will now look into the second case |  < 0 < ^ ,  to see how the dynamics of the 
phase portrait change under this change of parameters. Similarly to the first case, the 
equilibrium points on the horizontal axis
to yield the corresponding Jacobian
—ujake arsin ((2n + 1) | )
- e - ars in ((2n + l ) f  +  0) 
0
axis will indeed be saddles. For verification of these results we will be using MATLAB and
produce the Jacobian
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4.5
3.5
rsin(g) 2.5
0.5
-5 0 5
rcos(g)
Figure D.5: Phase portrait for reduced projected system for a = 0.001, 0i = 0.1, 92 —
1.1, & = 2 ,w = 2, j  =  1. The equilibria with rsin(g) =  0 are alternating between 
attractors and repellers, where the equilibria with rcos(g) — 0 are saddles.
However in this case since we have f  < # < assuming all parameters are positive, 
then both entries of Jacobian will always have different sign which implies saddle point. 
Therefore, for all n we have only saddle equilibrium points on the horizontal axis.
Regarding the equilibrium points for the vertical axis we consider
( 2 z i  +  1)7T  — 2 #2 (2 7 1  +  I)?!"
( r Vl 9 v )  —
to yield the corresponding Jacobian
2<u
0
—ujake arsin ( (2 n  +  1 ) | )
-e-orsin  ((2/1 + !)§ + #)'
Considering f  < # < "y, both terms of Jacobian will have different sign which results 
into eigenvalues = 3R{A2} = 0. Therefore we can conclude that all equilibrium
points on vertical axis will be centers. Since we are studying only first order terms for 
this bifurcation analysis, centers are expected to turn into spirals when considering all 
the higher order terms of the projected system.
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Using function PPLANE? we evolve system (D.27)-(D.28) with parameters a = 0.001, 0i = 
0.1, 6 2 =  3.1, k = 2 = 2, j  = 1 to produce the corresponding phase portrait as seen
in Figure D.6 . Once again our numerics verify our analysis since we can observe center 
equilibrium points on the vertical axis and saddles placed on the horizontal axis.
5
4.5
4
3.5
3
rsin(g) 2.5
2
1.5
1
0 .5
0
— 1------------------------------------------------------------1-------------------------------------------------------- i_
- 5  0  5
rcos(g)
Figure D.6 : Phase portrait for reduced projected system for a = 0.001, ^  =  0.1, 02 =
3.1, & = 2 =  2, j  =  1. The equilibria with rsm(g) = 0 are saddles, where the equilibria
with rcos(p) = 0 are centres.
D .4. Derivation of projected system  for CGL
We consider complex Ginzburg-Landau equation
Ut =  OiUxx + /3u + ^u \u \2 + 8 u \u \a := Au  +  f{u )  (D.29)
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where a,/3,'y, 6 g C and f(u )  = (3u 7 'it|it|2 +  is a smooth non-linear function.
Throughout this section we will be using the following notations; let
Vk := é ^ V i x  -  rk(t)),
<f>rk := d M ^ - e ^ V ^ x - n i t ) )
II II £ 3 1
V'r;, := _  r^,(t)),
:= _  r^(t)).
where 14 is a pulse solution of (D.29) for all k.
D.4 .I. CGL: Projected system for perturbed multi-pulse solution 
The pulse profile 14 solves
A14 + /0 4 )  =  0, lim 14 =  uei Vk (D.30)
X — >±00 V /
where ue is the equilibrium point of the homoclinic orbit. Single pulse Vk{x), has the 2 
parametric family of pulse-equilibria, due to shift and phase symmetries
14 =  eWkV (x  -  rk).
As a result of these two symmetries linearised operator of (D.29) near pulse solution 14
L = A  + /'(14), 
consist of only two eigenvectors, namely
ker{L} = {(f)rk,(f)gk}, <j)rk -  = - V k(x), <t>gk = = iV, (D.31)
which satisfy A(f)rk +  /'(14)^r& = Acf)gk + f'(Vk)(f)gk = 0. In addition, the kernel of the 
adjoint operator L  =  A* + [ /z(14)]* is also two dimensional with kernel function being 
ÿrk, i>gk, which can be calculated by the following normalisation
( fa iÿ j)  = àij, <M ) = Re{| k(x)l(x)dx}, i = rk,gk, (D.32)
Jr
and satisfies A*^rfc + [/'(R fc)]*^ = A*iprk + [ / /(I4)]*'0rA. = O.We can now construct the 
projection which is of the form
((%, + (w, ^9 )^9 ) , (D.33)
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where n  is the number of considered pulses. We are interested in studying the weak 
interaction of multi-pulse structures governed by (D.29) starting from the initial data
n
u0(x) = Vz (x, r(0),g(0)) + w0(x), Vs = J ]  ei9k(0)V  (x -  rk(0 )), (D.34)
k=l
where we have n-pulses with r fc(0) and ^ ( 0) being the initial location, phase of the 
corresponding k-th  pulse and w0(x) is a small remainder satisfying the conditions
= 0,
To obtain weak interaction dynamics between the pulses we state the condition r fc+i(0) -  
r fc(0) »  0, where n (0 ) < r 2(0) < ... < rn(0). One can then substitute ansatz (D.34), 
u = + w in equation (D.29) to yield
V^ + wt = AVs +  Aw  + /(V s + w).
Then by using (D.30) we can expand equation
n  n
wt - A w  = - ' £ l (r'k4>rk +  g'k<t>gt) + f (Vs ) -  J ]  f(Vk), (D.35)
k=l k—1
where Vk = e%9kV (x  -  rk). We then add term - f ( V z )w  on both sides and rewrite the 
equation
n  n
W t - A w - f Ç V ^ w + J ]  {r'kK  + g'k<t>9k) = /(Fb)-  £  f (Vk) +  [f(Vs + w ) - f { V I:) w - f ( V s )]
k=l fc=l
We can then apply projection (D.33) to derive the system
n  n  n
dk^Qk) i 'tprk) ~  ^  rk(w i dx'4)rk') =  (/(V s) ~  ^  f  (Vk),'l/jrk')
k=l k=l k=i
+ < ^ (y ,w ) ,^ > , (D.36)
n  n  n
' ^ ( ( Tk&rk + 9k(t>gk) gk(w ,dx'lpgk) = (/(V s) — ^  / (Vfc)j 'ÿgk)
k=\ /c=l k=l
+ ( ^ w ) , ^ ) ,  (D.37)
where S(V ,w) = /(V s +  w) — /%Vs)w — /(V s) — (f(V k) — /(V s)) w and (D.36) describes
the location of each pulse, (D.37) the corresponding phase and (D.35) the evolution of
remainder function w(x,t)- The two sets ODEs can be written in the matrix form
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where Z (U, w) =
(< jm  -  2 Li i{Vu) + s(v, w),i,rS\ 
( m ) - I 2 =if(vk) + s(v,w),^)
</(^) -  52.1 f(Vk) + S(V, w), i,rn) 
< /( ’^ ) - 5 2 . i / W )  +  W t o ) , ^ >
( / ( % )  -  52-1 /  W ) +  s(y,w),1>n)
V t t V z )  -  2L, /04) + sçy.w),^))
and M  =
R r Gr 
Rg G g
, where
^9 ’ ÿgj) àij(w, 5Xi'Ipgj)]^j=i, Gr — , 'Ipr-)]A-=1.
E. Calculating CGLE solution and eigenfunctions using AUTO
In this section we describe the method we use to calculate solutions and eigenfunctions 
of CGLE which are used later in our MATLAB scheme. More specifically, using AUTO 
we want to calculate the solution of QCGLE, in this case a stationary pulse, the two 
kernel elements of the linearised equation and the two co-kernel elements, under some 
normalisation conditions. We consider QCGLE equation of the form
ut = auxx +  /3it +  7 it|it|2 +  ôu\u\4, (E.l)
where a , /3,7 , £ e C. Let a = a R + 07 , similarly for /3,7 , ô and u = uR + u j to yield the
matrix form of equation (E.l)
Ut = Auxx + Bu + C u (u2r + u2j) + D u (u2r + u])2, (E.2)
where A = I R 1 J , similarly for B,C,D and u = | ^  | . We define 
\ a /  a R J \ U j  J
P  = - A -1 \B u  + C u (u2r + Uj) + D u (u 2r + u2)2] ,
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and transform (E.2) into ODE system
ur — vr)
%: m ,
u'i =Vi,
^  =P(2).
The Jacobian of the corresponding system is a 4 x 4 matrix consists of
2) = J  (3,4) = 1,
J ( 2 , l )  =  T i(l),
J(2.3) = ^(1),
J ( 4 ,1) =  T i(2),
3) =  -^2(2),
and zeros everywhere else, where 
I / i =  — A™1 Ur
f l U + c U (" « + “ î ) + 2C “ * u ,
-  A -1 U r
Lo = — A -1
D  I I  (uR + Uj) + 4:DuR(u2R + U2j)
Br) +c r )  K  + u?) + 2Cuj r*
-  A - 1
0 U r
Ur
and
A-1 = 1 I  c l r  a j  
+  a/ a / ür
We can then consider the linearised operator of QCGLE
L = dxx + F,
where
F  = J (2 ,l)  J(2 ,3) 
7(4,1) 7(4,3).
(E.3a)
(E.3b)
(E.3c)
(E.3d)
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Operator L  has a 2-dimension kernel consists of {</>r , (f)g} = Ker{L}  which correspond to 
the derivative of the solution with respect to its’ symmetries, i.e translation and phase.
Systems (E.3)-(E.5) are used in AUTO for the calculation of all the functions we need. 
Initial conditions for systems (E.3)-(E.5) are numerical functions computed in MATLAB 
as shown in §2.. The parameters used for the specific stationary pulse we consider are
an  =  0.5, a i  =  0.5, (3r = 0.02, /?/ =  —39.9764, 7# = 1.8, 7/  =  1, 6r = —0.05, ôj =  0.05.
Starting with (E.3) we solve for a stationary pulse solution using Neumann boundary 
conditions 74.(0) =  u-(0) = 74, (L) = u-(L) = 0. Solving this system should provide us 
with the solution of the equation and the derivative of the solution which can be considered 
as a kernel element.
We can now write the ODE system which solves for eigenfunction of linearised operator 
L
(E.4a)
(E.4b)
(E.4c)
(E.4d)
where S  = A  1Fu  +  Au, for A 
write down the adjoint problem
, being an eigenvalue vector. Similarly, one can
ur —vr, (E.5a)
(E.5b)
(E.5c)
(E.5d)
where S* = A 1F*u +  Ay,, for
J (2 ,l)  J (4,1) 
J(2,3) J (4,3)
The next system we consider is the linearised equation where we solve for eigenfunctions. 
Due to the number of eigenfunctions being two, we consider system (E.4) twice but
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with different initial/boundary conditions. Since the eigenfunctions correspond to the 
derivative of the solution with respect to its’ symmetries we look for {0r >^} = K er{L]  
where
(f)r = Vr = - V 1, (j)g = Vg = gV,
where r,g  is the location and phase of pulse V  solving (E.3). When solving for (f)r we 
consider system (E.4) with boundary conditions itr (0) = ^ (0 ) = u'r(L) = u'^L) =  0. 
Similarly when solving for 4>g we consider the same system (E.4) with different boundary 
conditions, namely uj.(0) = u-(0) =  u'r(L) = u'^L) = 0.
We normalise the eigenfunctions computed using phase conditions
J* R & ^rŸ dx  +  Im{(f)r}2dx =
J  Re{(f)g}2dx + J  Im{(f)g}2dx =
where x  =  [0 ,L] is the interval where the functions are computed, V  is the localised pulse 
of QCGLE and (u ,v )  = Re{\L u(x)v(x) dx}.
After the calculation of pulse solution and corresponding kernel elements using (E.3),(E.4) 
respectively we look into the last system (E.5) where we calculate the co-kernel elements. 
Solving for >^r we use initial conditions as calculated in MATLAB with boundary conditions 
ur(0) =  iti(0) =  u'r(L) = u'^L) =  0. Similarly for ÿg we consider the same system (E.5) 
with different initial conditions and boundary conditions wj.(0) =  uj(0) =  u'r(L) = u'^L) = 
0 .
To normalise the co-kernel elements we use the phase condition
= 1, (^ g ^ g )  = 1 (u ,v )  = R e {^  u(x)v(x) dx}.
Therefore, these are the systems that we use in AUTO in order to derive all required 
functions for QCGLE, namely pulse solution V : kernel elements 4>r,<j)g and co-kernel 
elements 'ipn'ÿg-
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