Effective and feasible procedures for validating microscopic, stochastic traffic simulation models are in short supply. Exercising such micro-simulators many times on specific (real) networks may lead to the occurrence of traffic gridlock (or simulation failures) on some or all replications. While the lack of failures may not assure validity of the simulator for predicting performance, the occurrence of failures can provide clues for identifying deficiencies of the simulation model and invite strategies for model improvement.
INTRODUCTION
The reliable use of traffic simulations, a key tool in transportation engineering analyses, is often limited by a lack of methods for the assessment of their validity (1). While strategies now exist (2) to treat comparatively simple deterministic models, as those found in the Highway Capacity Manual (3), adequately implemented methodology is lacking for treatment of micro-simulators in current practice.
A sign of possible simulator difficulty is the appearance of unrealistic traffic congestion (even gridlock) in runs set to represent traffic conditions on a real network (e.g., 4, 5). The occurrence of such situations, called simulation failures, can compromise the validity of the simulation. The issue addressed is how to effectively determine whether, when, where and why failures occur and thereby provide a tool for assessing the validity of simulators and mitigating their shortcomings.
Discovering simulator flaws that lead to failures requires exercising the simulator many times especially if failures occur with small probability. Finding outlier values in a performance measure defined on the simulator runs is a traditional method for discovery but may be inadequate: failure may occur toward the end of a simulation run with only a minor impact on a performance measure and additional methods are still necessary to identify locations and causes of the failures. Visual observation of animations is a powerful discovery tool but is far too laborious (even if feasible) in dealing with many runs for a complex network. A more automatic process is needed.
• From 5.0 to 5.1 the logic for joining spillback was changed and default values were changed. These changes lead to differently performing simulators as will be seen below.
DETECTION OF FAILURES
To develop our method we select as a key indicator the number of link-trips per unit time. Other commonly available simulator outputs could have been used but link-trips are simple, appropriate and effective for our purposes. By definition, link-trips in a unit time interval is the number of vehicles discharged from the link during the time interval. Denote this by LTO (linktrips-out). The number of link-trips-in (LTI) is the number of vehicles entering the subject link during the same time interval. For time interval r and link (i,j) we use 
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If there are minor fluctuations in traffic demand, the stochastic simulation model should be in statistical equilibrium and the number of vehicles entering a link should approximate the number of vehicles exiting from it. If, however, a simulation failure occurs, causing LTO to drop, the link will fill up and LTI will fall to 0 as well. Spillback will then form and traffic on upstream links will be affected. Until the initial vehicle blockage dissipates, vehicles entering the bottleneck areas will exacerbate the situation. These considerations lead to the formal definition: a link (i, j) is blocked starting at time interval r if 0; all
In Eqn (1) (a) implies that recovery does not take place subsequent to time r while (b) is necessary to avoid treating empty links as being blocked.
A simulation failure will typically result in spillback over a large portion of the network with blockages at several locations. The most critical links are usually those that fail earliest. Links having the earliest failure time are named first-failing links, and the associated nodes (downstream end of first-failing links) are referred to as first-failing nodes. There may be multiple first-failing links and nodes in a given replication, especially if the unit time intervals are lengthy. If the simulator is run n times (replicating the same inputs) we record the firstfailing frequencies for each link (i, j) and node k: Also interesting is that some runs had no failures but very large SQT, indicating that complete blockage had yet to occur on some links by the end of the simulation period. A refinement of Eqn (1) in which failures are found if there are major declines in output, perhaps not reaching 0, can be implemented but we forego doing so.
Recording and plotting the frequencies of first-failing links and first-failing nodes (Eqn (2)) provide valuable spatial information. TABLE 1 records those links and nodes which appear a large number of times and FIGURE 3(a) translates this information into a plot that clearly shows the location of problematic behavior. To exhibit the utility of the procedure for comparing different simulators we utilized the same network and information with other, earlier, versions of CORSIM. Example 3. CORSIM 4.3.2; Evening Peak; Defaults Here the number of failures among the 100 runs was 13 and a spatial analysis similar to that leading to FIGURE 3 is exhibited in Figure 4 (a) we see that with CORSIM 5.1 there is some considerable shift away from the Franklin corridor. These differences reflect changes in default values from simulator to simulator and in the behavioral algorithms. In any case the depicted results show the varying behavior across simulators, indicate where difficulties arise and carry us to the next step of determining the causes and potential changes.
CAUSES OF FAILURE
Examining the animations connected with failure runs (which should be viewed starting at least one time interval before the first failure interval) can be instructive for identifying simulator behavior (or misbehavior) leading to failure. In Examples 3 and 4 northbound left-turn vehicles on Franklin Street joined downstream queues on Grand at the end of green time thereby blocking the intersection and creating spillback that propagated throughout the area. In Example 1 left turn southbound vehicles on Orleans at Illinois were obstructed by heavy opposing through traffic, causing the left turn bay to fill up and blockages to form. The link between Grand and Illinois on Orleans is focused upon below; we label it as L1 ( ).
FIGURE 1
The animations thus cast suspicion on how left-turn laggers and spillback are treated by the simulator. Changes that were made to get to version 5.1 had been directed towards these issues and while difficulties along Franklin Street were cured, problems on Orleans were not.
Questions raised by this set of circumstances are whether the default values for inputs accurately represent real conditions, can be tuned to reasonable values leading to removal of failures, or whether the simulator has intrinsic flaws that require algorithmic changes. Responding to the first two questions we select inputs that seem to be of concern, determine ranges of plausible values for them and then choose values for the inputs that reduce, possibly to 0, the frequency of failures.
Choosing a final, good set of inputs requires evaluating the simulator output over the ranges of the inputs. Doing so directly, or by trial and error, is problematic (even if feasible) because many input combinations must be evaluated and it may take many replications to evaluate each such combination. Instead we proceed by performing a computer (simulator) experiment as follows:
• Choose a set of combinations of selected inputs (design the simulator experiment) • For each combination obtain 100 simulator replicate runs (100 is selected somewhat arbitrarily; see comment in Section 6) • Fit a response surface model to the output (= proportion of failure runs) as a function of the inputs • Optimize the response surface model over the feasible region of inputs to produce a small value for the output • Run the simulator 100 times at the optimized setting to confirm the predicted value obtained by optimizing the response surface approximation In fact, we proceeded in stages by first singling out the key local variables QDH and SLT to examine their effect and then followed up by considering the other behavioral inputs (Spillback, Left-turn Lagging, Left-turn Jumping). Both QDH and SLT are local (can be specified for each link) while the others are global (same for all links). Experiment 1: CORSIM 5.1; Evening; Defaults except for QDH and SLT on the link L1 (Orleans between Grand and Illinois). The default value for QDH is 1.8 sec with allowable range [0, 3.5] but, in the network studied, the possible values are realistically covered in {1.6, 1.8, 2.0}. The SLT default is 2.0 sec with allowable range [0, 4.0] but with realistic values in {1.7, 1.8, 1.9, 2.0, 2.1}.
Rather than carry through the process described above it is simpler here and more direct to exercise the simulator at each of the 15 possible combinations of QDH and SLT. The results obtained are in Table 2 . Except for statistical fluctuations it is clear (and unsurprising) that failures decline as QDH and SLT are reduced. Drastic reduction from the default values is unlikely to hold in reality (and indeed doesn't as shown in Lin, 14) but we nonetheless make some reduction to assess whether such tuning has an effect. Accordingly we chose QDH = 1.7 and SLT = 1.8. The predicted value for failure probability can be obtained by linear interpolation of the values 0.36 and 0.25 at (QDH, SLT) = (1.6, 1.8) and (1.8, 1.8) (or by more sophisticated methods). An additional 100 runs at these new values (1.7, 1.8) of (QDH, SLT) and the default values of the other 5 inputs produced a failure rate of 0.32, a value consistent with that predicted. The failure rate of ~0.30 is still quite large and we then move on to the next experiment. Experiment 2: CORSIM 5.1; Evening; Defaults for QDH and SLT except on the link L1 where QDH=1.7, SLT=1.8, defaults for all other parameters except SbPr1, SbPr2, LLPr1, LLPr2, LJPr, the spillback and left-turn parameters.
Design
The range of values for the five parameters to be varied is in Table 3 . Knowledge of the particular network suggested that the default for LLPr1 may be too low and that for LJPr too high for the conditions during the peak period. Since covering all combinations of the values in Table 3 
Response Surface Fit
There are many possible methods for fitting a function of the five variables to the observed data in Table 3 . We opt for a simple approach here and use a backward stepwise regression allowing quadratic terms. The result is the linear regression equation Neither quadratics nor interactions carry much weight; an R² of .85 for Eqn (3) assures a good quality of fit. Used on the 30 inputs in Table 3 , Eqn (3) produces the column labeled "regression predictions" in Table 3 . Again 100 runs of CORSIM were made for this tuned network producing 8 failure runs, slightly higher but within statistical variation of the 0.03 failure rate predicted by the regression fit of Eqn (3). The histogram plot corresponding to Figure 3 is given in Figure 5 . The region of difficulty (Orleans, Grand, Illinois) remains the same; the tuning cannot eliminate the difficulty that CORSIM has in clearing obstacles to left-turns against heavy oncoming traffic. Interestingly, a histogram SQT for these 100 simulations exhibits no extreme values even though failures do occur on important links of the network.
Optimization
Because the tuned values are at the extreme end of the realistic intervals for the parameters we might expect even worse behavior if these parameters were more accurately imputed. For example, LJPr is likely to be far less than 0.38 in which case the failure rates would increase significantly. Recall that LJPr represents the probability that a lead left turn will actually enter the intersection prior to the opposing through traffic in a permissive phase. Our observations of the Chicago network indicate that such behavior is rare (limited sampling at two key intersections on the Chicago network indicate values closer to 0.10). The behavior also is unlikely to be "global", but should be highly dependent on the particular geometry of the intersection which may encourage/discourage this behavior. What is clear however, is that without having a large fraction of such "jumpers", the CORSIM simulation model is likely to yield failures, as evident from the surface response model It is worth noting that using default values for QDH, SLT everywhere or using the values QDH=1.7 and SLT=1.8 everywhere lead to similar numbers of failures (eight) in the same region. Even the use of a 25% drop in the size of acceptable gaps (amply justified by the observed aggressive driver behavior on this network) does not eliminate failures altogether. Many of these parameters clearly have only a small effect on failures of the type we find though they do affect performance such as SQT.
"STRESSING" THE SIMULATOR
By increasing the demand a simulator can be forced to collapse. As one approaches critical values for demand the stress on the simulator can reveal flaws that may not have been apparent under less than capacity conditions. Example 5. CORSIM 5.1; Morning; Parameters of tuned network of Experiment 3. No failures were found in 100 runs of CORSIM. This is not surprising since only 3 failures were found using all parameters set at defaults (Example 2). Though the 3 failures found exhibited some flaws the tuning would appear to have removed the problem. We proceeded to then experiment by increasing demand and retaining the same turning percentages as measured in the field. Demand increases (uniformly at each entry node of the network) of 5% and 10% produced no failure runs but an increase of 15% produced a failure rate of 0.40 with a spatial distribution of first-failing intersections given in Figure 6 . Viewing animations of the failed runs revealed the problem:
• Traffic congestion on the link L2 (in Figure 1) of Erie from LaSalle to Clark (oneway traffic) caused spillback to the upstream intersection of Erie at LaSalle.
•
The problem link L2 was controlled by a stop sign at Erie and Clark that gave priority to the one-way southbound traffic on Clark • Under higher demand on Clark long queues formed on L2 and led to spillback and blockage upstream. Further analyses were not pursued but the conclusion here is that, by stressing the simulator, potential difficulties (for example, caused by anticipated growth in demand over time) may be revealed. [Note: Recognition of the problem at Erie and Clark led the Chicago Department of Transportation to replace the stop control by signal control.]
COMMENTS AND CONCLUSIONS

False Alarms
The notion of "false alarm" where a failure is found but the simulator is "innocent" and the failure is a result of an unusual juxtaposition of unfavorable random occurrences would seem to be relevant in our analyses. When there are small flows on a link it may be that LTO is 0 purely by chance. To ward off uninformative analyses in such situations we exclude from consideration those links with small hourly flows, say less than 96. 
Number of Replications
Our choice of 100 as the number of replications in all the analyses is somewhat arbitrary. One consideration is that with 100 replications the estimate of failure rate is a binomial proportion with a 95% confidence interval of less than ± 0.10. Thus, in Example 1, we have 95% confidence that the actual failure rate is between 0.28 and 0.48 and that failure is not due to chance alone. Moreover, with 100 replications we would be almost (95%) certain to detect the presence of failures if their actual rate of occurrence is as small as 0.06. We could have used fewer replicates with smaller confidence or more replications to gain sharper estimates. Eventually what matters is the discovery (or lack) of flaws; formal methods for selecting the number of replications to accomplish the task are not yet developed. The use of 100 replications in the analyses leading to Eqn (3) (the fitting of the response surface) is again arbitrary but driven by the need to acquire some precision about the output response to the given inputs. Plausibly, one can arrange the 3000 runs in a different way by covering more (than 30) input combinations with fewer replications. Again this is an issue without clear guidance for resolution and our selection of 100 is intuitively based.
Response Surface
We used a least squares stepwise regression to obtain the surface of Eqn (3). More complex methods may be needed in other applications and there are a slew of available techniques. One approach could be to utilize the methods deployed in Bayarri et al (16) to provide a sophisticated approximation of the mean response (failure rate) to the set of inputs. The examples in this paper are amenable to the simpler approach taken in Section 4.
Other Inputs
We also considered the addition of gap acceptance parameters to those used in the examples above. These are global parameters (cannot be changed only on local links) and while they may mitigate the problem they would, at the same time, produce inaccurate inputs for the network as a whole. For example, when an opposing link exhibits severe congestion left-turn gap acceptance may become more skewed to very low values, but such values are inappropriate for less congested conditions elsewhere in the network or even at other time intervals on the same link. We probed this issue for the situation described in Example 1 and Experiment 2 and reduced the gap acceptance values by factors of 0.9 and 0.75 for the setting of Experiment 2. The results were a reduction in failures to 7 and 3 respectively but the failures persisted in the same region: the flaw is not easy to overcome.
Validity
It is tempting to conclude that the presence of failures after optimum tuning establishes the invalidity of the simulator. But that may be premature since it is quite possible, despite the appearance of failures, that the simulator predicts specific relevant performance with accuracy. On the other hand if, after tuning, the failure rate is 0 we cannot assert validity of the simulator.
One reason: the simulator may predict specific performance inaccurately even if failures are absent. This occurs in Example 5 where failures are reduced to 0 but average stopped time per vehicles stopped (STVS) on eastbound (one-way) Ohio at LaSalle is 3.3 sec compared to 15.4 observed in the field (13) and on southbound LaSalle at Ohio the CORSIM STVS is 6.8 sec compared to 27.8 observed in the field. These discrepancies are extreme and point out that tuning can produce unrealistic parameter inputs and unrealistic predictions of performance.
Our methods are aimed to uncover flaws and while they assist a process for validation, they cannot substitute for the more encompassing approach described in Bayarri et al. (16) , where computer model discrepancies and calibration are analyzed together to produce effective assessments of validity. As noted earlier, this encompassing approach has yet to be implemented for complex stochastic simulators, and is an open area for study.
SUMMARY
In this paper we have demonstrated a failure detection method to identify the occurrence of simulation failures and their causes. This capability can guide the process of micro-simulation model calibration and validation and have significant value to model developers and users alike though there remains the need for implementation of a comprehensive approach to calibration/tuning and validation. 
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FIGURE 1
Test-bed Network in Chicago. 
