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Two third order methods for finding multiple zeros of nonlinear functions are developed. One method is based on
Chebyshev’s third order scheme (for simple roots) and the other is a family based on a variant of Chebyshev’s which does
not require the second derivative. Two other more efficient methods of lower order are also given. These last two methods
are variants of Chebyshev’s and Osada’s schemes. The informational efficiency of the methods is discussed. All these meth-
ods require the knowledge of the multiplicity.
Published by Elsevier Inc.
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There is a vast literature on the solution of nonlinear equations and nonlinear systems, see for example
Ostrowski [1], Traub [2], Neta [3] and references there. Here we develop several high order fixed point type
methods to approximate a multiple root. There are several methods for computing a zero n of multiplicity
m of a nonlinear equation f ðxÞ ¼ 0, see Neta [3]. Newton’s method is only of first order unless it is modified
to gain the second order of convergence, see Rall [4] or Schröder [5]. This modification requires a knowledge of
the multiplicity. Traub [2] has suggested to use any method for f ðmÞðxÞ or gðxÞ ¼ f ðxÞf 0ðxÞ. Any such method will
require higher derivatives than the corresponding one for simple zeros. Also the first one of those methods
require the knowledge of the multiplicity m. In such a case, there are several other methods developed by Han-
sen and Patrick [6], Victory and Neta [7], Dong [8,9], Neta and Johnson [10], Neta [11] and Werner [12]. Since
in general one does not know the multiplicity, Traub [2] suggested a way to approximate it during the
iteration.
For example, the quadratically convergent modified Newton’s method is (see [5])0096-3
doi:10
E-mxnþ1 ¼ xn  m
fn
f 0n
ð1Þand the cubically convergent Halley’s method [13] is a special case of the Hansen and Patrick’s method [6]003/$ - see front matter Published by Elsevier Inc.
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; ð2Þwhere f ðiÞn is short for f
ðiÞðxnÞ. Another third order method was developed by Victory and Neta [7] and based
on King’s fifth order method (for simple roots) [14]yn ¼ xn  un;
xnþ1 ¼ yn 
f ðynÞ
f 0n
fn þ Af ðynÞ
fn þ Bf ðynÞ
;
ð3ÞwhereA ¼ l2m  lmþ1;
B ¼  l




m 1 ; ð5Þandun ¼
fn
f 0n





xnþ1 ¼ yn  m 1 1ffiffimp 1m f ðynÞf 0n ;
8<
: ð7Þ
yn ¼ xn  un;
xnþ1 ¼ yn þ
unf ðynÞ
f ðynÞ 11mð Þm1fn
;
8<
: ð8Þwhere un is given by (6).
Yet two other third order methods developed by Dong [9], both require the same information and both
based on a family of fourth order methods (for simple roots) due to Jarratt [15]:yn ¼ xn  un;










yn ¼ xn  mmþ1 un;
xnþ1 ¼ yn 
m
mþ1fn
1þ1mð Þmf 0ðynÞf 0n
;
8<
: ð10Þwhere un is given by (6).










; ð11Þwhere un is given by (6).
Neta and Johnson [10] have developed a fourth order method requiring one function- and three derivative-
evaluation per step. The method is based on Jarratt’s method [17] given by the iterationxnþ1 ¼ xn 
fn
a1f 0n þ a2f 0ðynÞ þ a3f 0ðgnÞ
; ð12Þ





gn ¼ xn  bun  cvn:
ð13ÞNeta and Johnson [10] give a table of values for the parameters a; b; c; a1; a2; a3 for several values of m. In
the case m ¼ 2 they found a method that will require only two derivative-evaluations (a3 ¼ 0). This was not
possible for higher m.
Neta [11] has developed a fourth order method requiring one function- and three derivative-evaluation per
step. The method is based on Murakami’s method [18] given by the iterationxnþ1 ¼ xn  a1un  a2vn  a3w3ðxnÞ  wðxnÞ; ð14Þ






b1f 0n þ b2f 0ðynÞ
:
ð15ÞNeta [11] gives a table of values for the parameters a; b; c; a1; a2; a3; b1; b2 for several values of m.
A method of order 1.5 requiring two function- and one derivative-evaluation is given by Werner [12]. It is
only for double rootsyn ¼ xn  un;











Later we give a table comparing the efficiency of these methods and of our new ones we develop here.
2. A new third order scheme
We would like to develop a new method for multiple roots based on Chebyshev’s method (see [19–21]).











: ð18ÞWe now show how to choose the parameters a; b so that the method is of third order for the case of multiple
roots.
Expand f ðxnÞ, and f 0ðxnÞ in Taylor series (truncated after the Nth power, N > m) about the root n, we have



















i!f ðmÞðnÞ ; i > m;
Bim ¼ Ai;



















ðmþ 1ÞB21  2mB2
m3
e3n ð24ÞNow expand the second derivative and get un
f 00n

























ðmþ 1ÞB21  2mB2
m3
e2n
þ ðmþ 3Þðmþ 1Þ
2B31  ð3mþ 4Þðmþ 3ÞmB1B2 þ 3m2ðmþ 3ÞB3
m4
e3n: ð26ÞNow substitute (24) and (26) in (18)enþ1 ¼






þ 2aðmþ bðm 4ÞÞ
m3
B2 




e3n: ð27ÞIf we choose (m 6¼ 3)a ¼ mðm 3Þ
2
;
b ¼  m
m 3 ;











































e3n: ð33ÞWe can annihilate one of the terms in the coefficient of e3n by choosing a ¼ 1 or a ¼ 97, but the method is only
second order.
3. New methods not requiring second derivative
Here we develop 3 new methods not requiring second derivative. First is a third order method based on a
modification of Chebyshev’s method. The one-parameter family of modified Chebyshev methods (see Kou
and Li [23]) is given byxnþ1 ¼ xn  un





; ð34Þwhereyn ¼ xn  hun: ð35Þ
Two special cases were discussed in [23]. The choice h ¼ 1 yields the methodxnþ1 ¼ xn  un 1þ
f ðxn  unÞ
fn
 











p f ðxn  hunÞ
f 0n




; ð39Þwhereyn ¼ xn  aun: ð40Þ






ðm aÞðcqþ bÞ  cqa2
m2ðm aÞ ;
ð42Þ
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m
 m
: ð43ÞBefore we list c3, we choose b and c to annihilate the coefficients c1 and c2b ¼ m mðm aÞ
a2
;
c ¼ mðm aÞ
qa2
:






mðmþ 3Þ  2aðmþ 1Þ
m2ðm aÞ B
2
1: ð45ÞWe can choose the last parameter, a, to annihilate the coefficient of B21, i.e.a ¼ 1
2
mðmþ 3Þ
mþ 1 : ð46ÞThe choice a ¼ m is not possible. Using the value of a from (46) in (44), we have the following:b ¼ m














ð47ÞThe one parameter family (39), (40), and (44) is third order requiring two function- and one derivative-eval-
uation per step.


















6ðfn1  fnÞ þ 2hf 0n1 þ 4hf 0n
h2f 0n
: ð50ÞThis modified method is of order 2.732 for m 6¼ 3 and it requires one function- and one derivative-evaluation
per step. It also requires an additional starting value which we can be obtained using Newton’s method (first
derivative is required anyway).






; ð51Þwhere wðxnÞ is given by (50). This modified method is also of order 2.732 and it requires one function- and one
derivative-evaluation per step. It also requires an additional starting value which we can be obtained using
Newton’s method (first derivative is required anyway).
Table 1
Comparison of methods for multiple roots
Algorithm p d E I f 0 f 00 f 000
Werner [12] (16) m ¼ 2 1.5 3 0.5 1.145 1
Schröder [5] (1) 2 2 1 1.414 1
Hansen and Patrick [6] 3 3 1 1.442 1 1
Halley (2) 3 3 1 1.442 1 1
Laguerre 3 3 1 1.442 1 1
Hansen and Patrick [6] 3 4 0.75 1.316 1 1 1
Victory and Neta [7] (3) 3 3 1 1.442 1
Dong [8] (7), (8) 3 3 1 1.442 1
Dong [9] (9), (10) 3 3 1 1.442 2
Osada [16] 3 3 1 1.442 1 1
Neta and Johnson [10] (12) m 6¼ 2 4 4 1 1.414 3
Neta and Johnson [10] (12) m ¼ 2 4 3 1.333 1.587 2
Neta [11] 4 4 1 1.414 1 3
Neta (29) m 6¼ 3 3 3 1 1.442 1 1
Neta (32) m ¼ 3 2 3 0.667 1.259 1 1
Neta (39) 3 3 1 1.442 1
Neta (49) 2.732 2 1.366 1.653 1
Neta (51) 2.732 2 1.366 1.653 1
168 B. Neta / Applied Mathematics and Computation 202 (2008) 162–170We now give the definitions of informational efficiency (see Traub [2])E ¼ p=d ð52Þand efficiency indexI ¼ p1=d : ð53Þwhere p is the order of the method and d is the number of function (and derivatives) evaluations per step.
Clearly it is assumed that the cost of evaluating a function or any of the derivatives required is identical.
In Table 1 we list all methods known (to the author) for finding roots with multiplicity m. It can be seen that
the informational efficiency is almost always unity. The efficiency index for our methods here is the highest for
a general m. Of the two third order methods developed here, we prefer the second which has the same effi-
ciency independent of the multiplicity. These two schemes are still preferable over the fourth order methods
given by Neta and Johnson [10] and Neta [11] because we have a closed form formula for the parameters. The
last two methods are of order lower than three but of higher efficiency.
4. Numerical experiments
In this section we report on numerical experiments using Halley’s method (2), Chebyshev’s method (29), the
modified Chebyshev method (39) (with a ¼ m=2) all for multiple roots, the modified method (49) and the mod-
ified Osada scheme (51). In our first example we took a quadratic polynomial having a double roots at n ¼ 1f ðxÞ ¼ x2  2xþ 1: ð54Þ
Here we started with x0 ¼ 0 and the convergence achieved in 1 iteration for the first 3 methods and 2 iterations
for the last two schemes. In the second example we took a polynomial having two double roots at n ¼ 1f ðxÞ ¼ x4  2x2 þ 1: ð55Þ
Starting at x0 ¼ 0:8 Halley’s and Chebyshev’s methods converged in 4 iterations but the modified Chebyshev
required 3 iterations. The last two modified schemes required 5 iterations. When we start at x0 ¼ 0:6 all the
methods required the same number of iterations as before. The results are given in Table 2, where we used
aðbÞ to denote a 10b. Note that the modified Chebyshev was consistently better than the first two
schemes. The last two schemes are slower since their order is less than three.
Table 2
Comparison of 5 methods for 4 different initial guesses for Example 2
x0 Method
(2) (29) (39) (49) (51)
n jf ðxnÞj n jf ðxnÞj n jf ðxnÞj n jf ðxnÞj n jf ðxnÞj
0.8 4 0 4 0 3 0 5 0 5 0
0.6 4 6(15) 4 5.8(15) 3 2(20) 5 0 5 0
Note that aðbÞ means a 10b.
Table 3
Results for Example 3






Note that aðbÞ means a 10b.
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Note tf ðxÞ ¼ x5  8x4 þ 24x3  34x2 þ 23x 6: ð56Þ
The iteration starts with x0 ¼ 0 and the results are summarized in Table 3.
Another example with double root at n ¼ 0 is
f ðxÞ ¼ x2ex: ð57ÞStarting at x0 ¼ 0:1 or at x0 ¼ 0:2 the first three methods converged in 2 iterations and the last two required 4–
5 iterations. The results are given in Table 4.4
s for Example 4
d x0 ¼ 0:1 x0 ¼ 0:2
n jf ðxnÞj n jf ðxnÞj
2 4(26) 2 8(21)
2 2(22) 2 3(17)
2 2(22) 2 3(17)
4 3(15) 5 5(26)
4 1(14) 5 1(24)
hat aðbÞ means a 10b.
5
s for Example 5
d x0 ¼ 0 x0 ¼ 0:5
n jf ðxnÞj n jf ðxnÞj
3 1(18) 3 0
5 0 3 0
4 1(18) 3 0
5 0 5 1(18)
5 2(18) 5 1(18)
hat aðbÞ means a 10b.
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f ðxÞ ¼ 3x4 þ 8x3  6x2  24xþ 19: ð58ÞNow we started with x0 ¼ 0 and x0 ¼ 0:5 and the results are summarized in Table 5. Again the last two
schemes are slower to converge.
5. Conclusions
We have developed four new methods to obtain multiple roots. The first scheme is third order and it
requires a special care in the case that the root is triple. The second family does not require the use of the sec-
ond derivative. Instead we have another function evaluation at an off-step. The other two methods of order
2.732 are more efficient. The numerical experiments show the rapid convergence of the third order methods
with a slight edge to (39). The last two methods require slightly more iterations but less function evaluations
per step.
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