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Abstract
This thesis addresses the problem of information transmission over noisy channels. In 1993,
Berrou, Glavieux and Thitimajshima discovered Turbo-codes. These codes made it possible to
achieve a very good performance at low decoding complexity. In hindsight, it was recognized
that the underlying principle of using sparse graph codes in conjunction with message-passing
decoding was the same as the one proposed in Gallager’s remarkable thesis of 1963, although
Gallager’s work had all but been forgotten in the intervening 30 years. In 1997, there occurred a
breakthrough in the analysis of this type of codes. Luby, Mitzenmacher, Shokrollahi, Spielman
and Stemann were able to give a complete characterization of the behavior of Low-Density Parity-
Check code ensembles in the inﬁnite blocklength case when used over the binary erasure channel.
Soon thereafter, Richardson and Urbanke extended their results to binary-input memoryless
symmetric channels.
In this thesis we present tools to analyze the performance of these types of codes and ways
to optimize their parameters. The optimization for the inﬁnite blocklength case is relatively
straightforward and we give a simple and eﬃcient method of doing so. However, this does not
really solve the problem in practice, since the asymptotic analysis has only limited relevance for
the short or moderate blocklengths that are typically used in practice. This brings us to the
main objective of this thesis, which is to bridge the gap between the asymptotic case and the
practical ﬁnite-length case. We follow the lead of Luby et al. by considering the binary erasure
channel. We show that the performance of LDPC codes obeys a well-deﬁned scaling law as the
blocklength increases. This scaling law reﬁnes the asymptotic analysis and provides a good way
to understand and approximate the behavior of LDPC codes of short to moderate length. We
show how to compute the scaling parameters involved and demonstrate how to use the resulting
approximation as a design and optimization tool.
Keywords: LDPC codes, low-density parity-check codes, factor graphs, error ﬂoor, den-
sity evolution, ﬁnite-length analysis, ﬁnite-length scaling, scaling law, analysis of LDPC codes,
optimization of LDPC codes
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Re´sume´
Cette the`se traite l’analyse des transmissions sur des canaux bruite´s. En 1993, Berrou, Glavieux
et Thitimajshima de´couvrirent les Turbo-codes qui rendirent possible d’atteindre de tre`s bonnes
performances au prix d’une comple´xite´ de de´codage re´duite. A posteriori, il fut reconnu que les
principes sous-jacents au fonctionnement des Turbo-codes e´taient identiques a` ceux introduits
par Gallager dans sa the`se en 1963. Ces principes, oublie´s entre temps reposent sur l’utilisation
de codes aux matrices de parite´ a` faible densite´ en combinaison avec un de´codage ite´ratif se
basant sur un e´change de messages. En 1997, une perce´e dans l’analyse de ce type de codes
permit a` Luby, Mitzenmacher, Shokrollahi, Spielman et Stemann de caracte´riser de fac¸on tre`s
pre´cise le comportement des ensembles de codes “Low-Density Parity-Check” de longueur inﬁnie
et ce, lors de leur utilisation sur des canaux a` eﬀacement. Richardson et Urbanke e´tendirent ces
re´sultats aux canaux a` entre´e binaire, sans me´moire et syme´triques.
Dans cette the`se, nous pre´sentons une analyse de la performance des codes LDPC. Nous com-
menc¸ons par e´tudier le cas des codes de longueur inﬁnie, pour lequel nous exposons une me´thode
d’optimisation simple et eﬃcace. Ne´anmoins, cela ne re´sout pas comple`tement le proble`me,
puisqu’en pratique sont utilise´s des codes courts ou de longueur moyenne. L’intereˆt des re´sultats
obtenus au moyen de l’analyse asymptotique s’en retrouve re´duit, ce qui nous ame`ne a` l’objectif
principal de cette the`se qui est de faire le lien entre le cas asymptotique et le cas pratique de
longueur ﬁnie. Nous suivons l’approche de Luby et al. en utilisant des canaux a` eﬀacement et
nous montrons que la performance des codes LDPC suit une loi d’echelle bien de´ﬁnie lorsque la
longueur augmente. Ceci nous permet d’aﬃner l’analyse asymptotique et de mieux comprendre
le comportement des codes LDPC courts et de longueur moyenne. Nous expliquons comment
calculer les parame`tres re´gissant cette loi d’echelle et montrons comment l’approximation qui en
de´coule peut eˆtre utilise´e pour optimiser les performance des codes LDPC.
Mots Cle´s: Codes LDPC, codes a` matrice de parite´ de faible densite´, graphes de facteurs,
palier d’erreur, e´volution de densite´, analyse en longueur ﬁnie, loi d’echelle, analyse des codes
LDPC, optimisation des codes LDPC.
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Chapter 1
Introduction
The subject of this thesis is the analysis of Low-Density Parity-Check (LDPC) codes when
decoded using Belief Propagation (BP). Our aim is to contribute to the understanding of how
these decoding schemes function and to provide analysis tools that can be used in their design
and optimization. The approach we follow is to study how the performance of LDPC codes scales
with increasing blocklengths. We show empirically that the scaling law which we prove for the
binary erasure channel (BEC) gives us an accurate assessment of the performance already for
moderate and short blocklengths. This enables us to perform a ﬁnite-length optimization.
Although this does not completely solve the question of how to optimally choose ﬁnite-length
codes (since the standard irregular ensembles which we consider are simply not powerful enough
and better classes of ensembles exist), this approach is in principle applicable to a wide range of
cases.
LDPC codes were originally deﬁned and analyzed by Gallager in his 1963 Ph.D. thesis [1].
They were then long forgotten except for a few interesting contributions by Pinsker and Zyablov
[2], Tanner [3], and later Wiberg [4] and MacKay [5]. The discovery of Turbo-Codes in 1993 by
Berrou, Glavieux and Thitimajshima [6] showed the potential of iterative decoding. It was not
immediately clear, however, how to explain the record-breaking performance that was observed
in practice.
The ﬁrst breakthrough in the analysis of iterative codes came in a series of papers by Luby,
Mitzenmacher, Shokrollahi, Spielman and Stemann [7, 8, 9, 10]. In these papers, several new
key concepts were introduced. The ﬁrst idea was to concentrate on the BEC. The nature of
1
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this channel enabled Luby et al. in [7] to use tools from discrete stochastic processes and
graph theory in their analysis. The second concept was to consider ensembles of codes rather
than speciﬁc instances. In this respect, Luby et al. showed that the performance of speciﬁc
instances concentrates around the ensemble average, so that this average constitutes a relevant
quantity. The main result of their analysis is that they were able to predict the asymptotic (in
the blocklength) performance of LDPC codes and to ﬁnd capacity achieving sequences of degree
distributions for the BEC.
Richardson and Urbanke [11] extended several of these concepts to a more general class of
channels, showing that the main conclusions drawn while studying the BEC have counterparts
for all binary-input memoryless symmetric channels. The generalized version of density evolution
was used in [12, 11, 13] to ﬁnd LDPC code ensembles that can, asymptotically in the blocklength,
operate at 0.0045dB away from capacity on an additive white Gaussian noise channel. Using
the convenient and unifying framework of factor graphs developed by Wiberg, Loeliger, Ko¨tter
in [14] and Kschischang, Frey, and Loeliger in [15], these new tools were harnessed to devise and
analyze numerous communication schemes and strategies for a wide range of applications and
using diﬀerent kinds of codes (Turbo-Codes, IRA, Rateless,...).
Unfortunately, the convergence of the behavior of LDPC codes or other families to the asymp-
totic limits is quite slow and therefore, results drawn from the asymptotic analysis (density evo-
lution) are of limited relevance if one considers short or moderate blocklengths. This was the
reason why Di, Proietti, Richardson, Telatar, and Urbanke [16] directly analyzed the ﬁnite-length
behavior of LDPC code ensembles on the BEC through the deﬁnition of stopping sets and the
analysis of their distribution during the decoding process. Their combinatorial approach unfor-
tunately still has some shortcomings. The problem is that it is computationally quite costly to
implement, which prevents us from using it as a design and optimization tool. Furthermore, it
is not clear that this approach can be extended to a wider class of channels.
In this thesis, we analyze the behavior of LDPC codes when used over the BEC for moderate
and short blocklengths. Our main contribution is that, under some technical conditions, the
block and bit error probabilities behave like
PB,γ(n, λ, ρ, ) = Q
(√
n(∗ − βn− 23 − )
α
)
(1 + o(1)) ,
Pb,γ(n, λ, ρ, ) = ν∗Q
(√
n(∗ − βn− 23 − )
α
)
(1 + o(1)) ,
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where the limit is taken such that
√
n(∗ − βn− 23 − ) is kept constant while the blocklength n
increases. The parameters ∗ = ∗(λ, ρ), ν∗ = ν∗(λ, ρ), α = α(λ, ρ) and β = β(λ, ρ) are constants
which depend on the degree distributions deﬁning the ensemble and the Q-function is deﬁned as
usual Q(x) =
∫ +∞
x
e−x
2/2√
2π
dx.
We will show that this result can be used to obtain a good approximation of the error
probability curves and also to optimize the degree distributions. The existence of such a scaling
law in the context of channel coding was ﬁrst suggested by Montanari in [17].
In the remainder of this chapter, we will describe the ensembles of LDPC codes and the
decoding algorithm we consider as well as the notation associated to them. We will also introduce
our approach to the analysis of the performance of LDPC codes and describe the structure of
the thesis.
1.1 Low-Density Parity-Check Code Ensembles
Low-Density Parity-Check codes are binary linear block-codes that have a sparse parity-check
matrix. Tanner introduced in [3] a convenient graphical representation of LDPC codes in terms
of a bipartite graph. This representation is probably best described as the factor graph [14, 15]
associated to the BP decoding of LDPC codes. It is useful in the encoding [18], decoding, as well
as in the analysis of LDPC codes.
To ﬁnd the bipartite graph associated to a code, represent each column of the parity-check
matrix or equivalently each bit of the codeword by a variable node depicted by a circle. Represent
each row of the parity-check matrix or equivalently each parity-check relation by a check node
depicted by a square. Draw an edge between a variable and a check node if there is a one in the
intersection of the corresponding column and row of the parity-check matrix or, in other words,
if the corresponding bit is involved in the parity-check relation. The degree of a node in the
graph is the number of edges emanating from that node. The variable degree of an edge is the
degree of the variable node that edge is connected to and similarly the check degree of an edge
is the degree of the check node the edge is connected to. An example is shown in Fig.1.1.
In this thesis, we consider ensembles of LDPC codes deﬁned directly through their bipar-
tite graphs by three main parameters. The blocklength n, the edge perspective variable node
distribution λ(x) =
∑lmax
i=1 λix
i−1 and ﬁnally the edge perspective check node degree distribu-
tion ρ(x) =
∑rmax
i=1 ρix
i−1. To pick an element from the ensemble deﬁne n variable nodes and
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1
2
3
...
H =
⎛⎜⎜⎜⎜⎜⎜⎝
0 1 1 1 0 0 0 0 1
1 0 1 0 1 1 0 1 0
0 1 1 0 1 1 1 1 0
1 1 0 1 1 0 1 0 1
⎞⎟⎟⎟⎟⎟⎟⎠
Figure 1.1: A parity-check matrix H and its corresponding bipartite graph. The thick edge
connects the second variable node to the last check node corresponding to the 1 at the intersection
of the corresponding column and row.
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nc = n
R 1
0 ρ(x)dxR 1
0 λ(x)dx
check nodes. Assign the degrees of the nodes such that a fraction λi of the edges
is connected to variable nodes of degree i ≤ lmax, with lmax the maximum variable, or left,
degree and that a fraction ρi of the edges is connected to check nodes of degree i ≤ rmax, with
rmax the maximum check, or right, degree. There is the same number ξ of edges emanating from
the variable nodes on one side and from the check nodes on the other. Label the edges emanating
from the variable nodes from 1 to ξ and similarly the edges emanating from the check nodes.
Generate a permutation uniformly at random from the set of all permutations of length ξ and
ﬁnally, connect the edges emanating from the variable nodes to the edges emanating from the
check nodes according to this permutation. We denote this ensemble by LDPC(n, λ(x), ρ(x)).
Apart form the edge perspective degree distributions, we deﬁne the node perspective degree
distributions Λ(x) =
∑lmax
i=1 Λix
i =
R
x
0 λ(u)duR 1
0 λ(u)du
for the variable nodes and P (x) =
∑rmax
i=1 Pix
i =
R
x
0 ρ(u)duR 1
0 ρ(u)du
for the check nodes. Λi is the fraction of variable nodes of degree i in the graph, for
i ≤ lmax and similarly Pi is the fraction of check nodes of degree i the graph, for i ≤ rmax.
Finally, the rate of the code can be computed from the degree distribution in the following way,
rate = 1−
R 1
0 ρ(x)dxR 1
0 λ(x)dx
= 1−
Prmax
i=1
ρi
i
Plmax
j=1
λj
j
.
1.2 Belief Propagation Decoding
Assume transmission occurs over a binary-input symmetric memoryless channel. We denote the
transmitted word of length n by X and its n components by Xi ∈ {−1, 1}, 1 ≤ i ≤ n. The decoder
receives the vector Y with components Yi, 1 ≤ i ≤ n. The channel is memoryless meaning that
the transition probability can be written as p(Y |X) = ∏ni=1 p(Yi|Xi), and symmetric so that
p(Yi|Xi = 1) = p(−Yi|Xi = −1), i ∈ {1, · · · , n}.
Consider now the BP decoding process. The decoder uses the bipartite graph as a support
and proceeds by exchanging messages on the edges of the graph. Each edge carries two messages,
one sent from the variable to the check node and one from the check to the variable node. The
BP algorithm runs as described in Alg. 1.
Intuitively, BP attempts to compute the log-likelihood of each bit. It starts with a log-
likelihood for each bit xi that involves only the observation yi and keeps increasing the set of
observations it takes into account at each iteration. It is easy to show that BP computes exactly
the log-likelihood ratios of each bit xi based on the whole received vector on a loop-free graph.
However, whenever in a bipartite graph, the number of iterations exceeds the girth of the graph
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Algorithm 1 Belief Propagation
Initialization:
Decoder receives the vector y.
Initialize all messages in graph to 0.
Assign to each variable node the log-likelihood ratio μi = log
(
p(yi|xi=0)
p(yi|xi=1)
)
, 1 ≤ i ≤ n.
Iterations:
for k = 0 to l do
Compute all messages sent out from variable nodes.
for i = 1 to n do
Consider variable node i of degree d.
The incoming messages are μ1in, · · · , μdin.
The jth outgoing message (1 ≤ j ≤ d) is computed with the following rule
μjout = μi +
∑d
m=1,m =j μ
m
in
end for
Compute all messages sent out from check nodes.
for i = 1 to nc do
Consider check node i of degree d.
The incoming messages are μ1in, · · · , μdin.
The jth outgoing message (1 ≤ j ≤ d) is computed with the following rule
μjout = 2 arctanh
(∏d
m=1,m =j tanh(μ
m
in/2)
)
end for
end for
Decisions:
for i = 1 to n do
Consider variable node i of degree d.
if
(
μi +
∑d
m=1 μ
m
in
)
> 0 then
decision(i) = 0
end if
if
(
μi +
∑d
m=1 μ
m
in
)
< 0 then
decision(i) = 1
end if
if
(
μi +
∑d
m=1 μ
m
in
)
= 0 then
decision(i) = 0 or 1 with probability one half.
end if
end for
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the values computed by the algorithm are no longer exact log-likelihood ratios, which makes BP
suboptimal.
In the case of the BEC, several simpliﬁcations arise. The initial log-likelihood are either 0
(erased message) or ±∞ (known message) and one can show that throughout the decoding all
messages exchanged in the graph remain of this type. The decoding rules at each node can
therefore be expressed in a simpler form. A variable node sends a “known message” on an edge
if it receives at least one “known message” on its other edges and a check node sends a “known
message” on an edge only if all the other messages it receives are “known”.
It was shown in [16] that on the BEC, if the BP decoder is not successful, then the remaining
subset of variable nodes forms a stopping set. A stopping set S is a set of variable nodes such
that all check nodes which are connected to S are connected at least twice. To see that this is
true, consider the following. If all variable nodes composing a stopping set are erased by the
channel, then all check nodes connected to the stopping set (and that could potentially correct
the nodes) receive at least two erased messages and therefore send erased messages on all their
edges. For this reason, the set of variable nodes that remain undecoded after BP is equal to
the largest stopping set contained in the erased set. If the erased set of variable nodes does not
contain any stopping set, then the decoder is successful.
In [7], the Peeling Algorithm (PA) for the BEC was introduced. This algorithm that we
describe in Alg. 2 works on the bipartite graph by correcting the variable nodes in a greedy
fashion and removing the corrected nodes from the graph. In more detail, upon receiving the
channel output, the known variable nodes send their values to the check nodes and are removed
from the graph. The decoder proceeds by looking for a check node of degree one, meaning that
all but one bit in the corresponding parity-check relation are known. If it ﬁnds one, it corrects
the value of the variable connected to it, propagates this information to all check nodes connected
to the variable and removes it from the graph before proceeding. If it does not ﬁnd one, then
the decoding stops. The residual graph has at that point no degree-one check nodes, meaning
that all check nodes are connected at least twice. Therefore, the residual graph forms a stopping
set. Furthermore, we have that the PA leaves undecoded the largest stopping set in the erased
set. To see that this is true, consider the case where all variable nodes composing a stopping
set are erased by the channel. The check nodes connected to them, will always remain of degree
higher or equal to two during the decoding process and will therefore not be able to decode any
variable in the stopping set.
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Algorithm 2 Peeling
Initialization: t = 0
Decoder receives the vector y.
Variables send received values to check nodes that keep memory of them.
Known variable nodes and all edges connected to them are removed from graph.
Iterations:
while true do
if there is a check node of degree one in the residual then
Send its value to the variable node connected to it.
This variable sends its value to all checks it is connected to and is removed with its edges.
t = t+ 1.
else
break
end if
end while
Decisions:
if residual graph is empty then
decoding is successful.
else
the residual graph is a stopping set.
end if
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For this reason, BP and PA are completely equivalent in terms of their performance. However,
the PA lends itself more readily to analysis. We will explain in more detail this analysis in
Section 2.2.
1.3 Motivation and Outline
Consider the ensemble LDPC(n, λ(x), ρ(x)) and transmission over a binary-input memoryless
symmetric channel. This can be a BEC that erases the transmitted bits with probability  or
an additive white Gaussian noise channel that adds a zero mean Gaussian noise of standard
deviation σ to the transmitted BPSK symbols.
How can one analyze the performance of such a transmission?
The simplest solution would be to simulate and observe the error probability. This, however
provides little insight into why the performance is as observed and provides no or few clues on
how to improve the code. For inﬁnite blocklengths and ensembles that have a vanishing error
ﬂoor, density evolution enables us to compute the threshold of the code (see [7, 11]) from the
degree distributions λ(x) and ρ(x). For channel parameters ( for the BEC) below the threshold,
error-free transmission is asymptotically possible and above it is not. Therefore, density evolution
is useful in predicting the performance of LDPC codes for large blocklengths, and in this setting
it can be used to optimize degree distributions. In Section 4.1 we will discuss how to optimize
thresholds eﬃciently.
However, as one can see in Fig. 1.2, the threshold of the code gives little information on the
performance for short or moderate blocklengths. Consider the ensemble LDPC(n = 4096, λ(x) =
x2, ρ(x) = x5) and transmission over a BEC with  = 0.41. Density evolution tells us that if we
are transmitting below the threshold then the error probability should vanish with increasing
blocklength. Nevertheless, we see in Fig. 1.2 that the block error probability for n = 4096 is still
PB = 0.024455.
Di et al. showed in [16] how to compute the average error probability curves exactly for
regular low-density parity-check code ensembles of any length when used over the BEC. They
showed that in this case, the ﬁnite-length analysis boils down to a combinatorial problem. The
recursions they provide were generalized in [19] to deal with irregular ensembles, expurgation
and to compute block as well as bit error probabilities. However, in practice their approach runs
into computational limitations. The complexity of the recursions grows by a factor n for each
10 CHAPTER 1. INTRODUCTION
0.35 0.36 0.37 0.38 0.39 0.4 0.41 0.42 0.43 0.44
10-4
10-3
10-2
10-1

PB
n = 1024
n = 8192
n = +∞
∗
Figure 1.2: Block error probability curves for LDPC(n, λ(x) = x2, ρ(x) = x5) when used over
a BEC of erasure probability . The diﬀerent curves are for n ∈ {1024, 2048, 4096, 8192}. The
threshold is ∗ = 0.42943981
additional degree of nodes considered in the ensemble. Therefore, even for short blocklengths,
only very simple ensembles can currently be analyzed in this way.
It is therefore of great interest to ﬁnd an alternative analysis that can be used to predict the
performance of LDPC codes in practical cases and as well as for their design. This is the main
objective of the thesis.
We address this issue in the following way. There is a clear distinction between two parts in
the curves in Fig. 1.2. For small channel erasure probabilities, the curve is ﬂat. This corresponds
to the error ﬂoor and is due to small (sublinear in the blocklength) erased stopping sets remaining
after the decoding. The asymptotic distribution of stopping sets has already been studied in [20]
and we will show in Section 3 how to construct a good approximation for the error probability
curves in this region. For larger erasure probabilities, close to the threshold the curves become
steeper. This is called the waterfall region and is due to large (linear in the blocklength) failures
in the decoding. Much less is known about the behavior of the codes in this region.
In this thesis, we will show that for the BEC, the error probability curves around the threshold
are governed by a well deﬁned scaling law ([17, 21, 22, 23]). In Section 2 we will prove this scaling
law and show how it can be used to ﬁnd an accurate approximation of the error probability curves
in the waterfall region. Combining this approximation with the one in the error ﬂoor region will
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enable us to accurately predict the performance of the codes (see Fig. 1.3). Finally, we will show
0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.44 0.46
10-4
10-3
10-2
10-1
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PB
Figure 1.3: Block error probability curves for LDPC(n = 2048, λ(x) = x2, ρ(x) = x5) when
used over a binary erasure channel of erasure probability . The solid curve is the exact error
probability curve and the dashed curve is obtained with our approximation.
how this approximation can be used to optimize and ﬁnd the best degree distributions for a
particular blocklength, and channel erasure probability in Section 4.2.

Chapter 2
Waterfall
2.1 Motivation
In this chapter, we address the issue of modeling the behavior of large error events in the decoding
process. Our approach is motivated by a general conjecture stemming from statistical physics
[21, 22]: If a system, parametrized by some variable , goes through a phase transition at a
critical parameter, call it ∗ (in our case the threshold), then it has repeatedly been observed
that around this critical parameter there is a very speciﬁc scaling law. To be more concrete: We
are interested in the probability of block error as a function of the blocklength n and the channel
parameter , call it PB(n, ). We know that as n tends to inﬁnity there is a phase transition at
∗, the iterative decoding threshold. Asymptotically, PB(n, ) tends to zero for  < ∗ and to
one for  > ∗. The scaling law reﬁnes this basic observation: One expects that there exists a
non-negative constant μ and some non-negative function f(z) so that
lim
n→∞
s.t. n1/μ(∗−)=z
PB(n, ) = f(z). (2.1)
In other words, if one plots PB(n, ) as a function of z = n
1
μ (∗ − ) then, for increasing n
these ﬁnite-length curves are expected to converge to some function f(z). The function f(z)
decreases smoothly from 1 to 0 as its argument changes from −∞ to +∞. This means that all
ﬁnite-length curves are, to ﬁrst order, scaled versions of some mother curve f(z). It might be
helpful to think of the threshold ∗ as the zero order term in a Taylor series. Then the above
scaling, if correct, represents the ﬁrst order term. In fact, one can even reﬁne the analysis to
13
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include higher order terms and write
PB(n, ) = f(z) + n−ωg(z) + o(n−ω),
where ω is some positive real number and g(z) is the second order correction term.
We will show in this chapter that this is indeed the case for the error probability of LDPC
code ensembles when used over the BEC. Let us start by reviewing how the ﬁnite and asymptotic
blocklength decoding of LDPC codes can be studied over the BEC.
2.2 Decoding Analysis
Consider the ensemble LDPC(n, λ(x), ρ(x)), transmission over the BEC and decoding using the
PA. At any step of the decoding process parametrized by the discrete time t ∈ N, we deﬁne
the state vector of the decoder to be Xt = (R1,R2, · · · ,Rrmax−1,L1,L2, · · · ,Llmax) with Li,
1 ≤ i ≤ lmax, being the number of edges connected to degree i variable nodes in the residual
graph and Ri, 1 ≤ i ≤ rmax, being the corresponding quantity for the check nodes. Rrmax is not
present in the state vector as it can be computed from the other components: using the relation∑lmax
i=1 Li =
∑rmax
i=1 Ri, we obtain Rrmax =
∑lmax
i=1 Li −
∑rmax−1
i=1 Ri.
From the construction of the ensemble LDPC(n, λ(x), ρ(x)) and the characteristics of the PA
it is clear that the vector Xt is indeed a valid state for our decoding process and that furthermore,
the process is a ﬁrst-order Markov process. In other words, the transition probabilities from one
state to another during a decoding round are independent of which particular instance is involved
and depend only on the current state. Furthermore, knowing the evolution of this state vector
during the decoding is suﬃcient to characterize its success or failure. As explained in Alg. 2,
the decoder stops if the coeﬃcient of the vector R1 = 0 before the residual graph is empty. The
transition probabilities of this Markov process have already been presented in [7] and will be
used in Section 2.4.2.
If one is able to compute the exact distribution of this Markov process throughout the de-
coding, one obtains the block and bit error probabilities. For example, to ﬁnd the block error
probability, it would suﬃce to consider the distribution of the Markov process at the end of
the decoding and sum the probabilities of all states compatible with R1 = 0 and a non-empty
residual graph. The analysis of Luby et al. in [7, 8] consisted of computing the expected states
of this Markov process for asymptotic blocklengths and in showing that individual realizations
concentrate around this mean for increasing blocklengths.
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Let us recall the results of [7, 8]. It was shown that at any step t ∈ N of the decoding one
can write that almost surely
Li =ξli(t/ξ) + O(ξ5/6), i ∈ {1, · · · , lmax} (2.2)
Ri =ξri(t/ξ) +O(ξ5/6), i ∈ {1, · · · , rmax} (2.3)
where ξ = nΛ′(1) is the total number of edges in the graph and τ = t/ξ is the “normalized
time”. A more convenient parametrization is the following. Deﬁne the variable y such that
dτ/dy = −λ(y) and y = 1 when τ = 0. Then if we parametrize our decoding by y, we can write
li(y) =λiyi, i ∈ {1, · · · , lmax} (2.4)
r1(y) =λ(y)[y − 1 + ρ(1 − λ(y))] (2.5)
ri(y) =
∑
m≥j≥i
(−1)i+j
(
j − 1
i− 1
)(
m− 1
j − 1
)
ρm(λ(y))j i ∈ {2, · · · , rmax}. (2.6)
Studying the function r1(y) for 0 ≤ y ≤ 1 tells us whether the decoder will be asymptotically
successful or not and provides us with the threshold of the code ∗:
• If  < ∗, then r1(y) > 0 for all y ∈ (0, 1]. This means that the decoder will be successful
asymptotically with high probability.
• If  > ∗, then there exists a y ∈ (0, 1] such that r1(y) = 0. This means that the decoder
will fail asymptotically with high probability.
This is shown in Fig. 2.1 where we see that for ∗, the curve of r1(y) touches the zero line. We
call a point where r1(y) touches the zero line and has zero derivative a critical point. A code can
have several critical points. Those can correspond to the same or to diﬀerent channel parameters
. Critical points associated to the lowest channel parameter determine the threshold.
We already know that the BP and the PA fail on the same set of variable nodes, which
corresponds to the maximal stopping set contained in the erased set. In fact, their behavior is
related not only at the end of the decoding process but actually throughout. In order to see this
relationship, think of the following experiment. Consider the BP decoder at the -th iteration
for an inﬁnite graph. Call y, the fraction of erased messages that are sent from the check nodes
to the variable nodes during this iteration. Now, take the decisions on all variable nodes and
remove those that are known with their edges from the graph. What is the degree distribution
of the residual graph obtained in this way? Interestingly, computing this degree distribution
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Figure 2.1: The asymptotic fraction r1(y) for λ(x) = x2 and ρ(x) = x5. The thick curve is for
∗ = 0.4294381. The solid curve is for  = 0.4 < ∗ and the dashed curve is for  = 0.46 > ∗.
leads to exactly the same expressions as given in (2.4)-(2.6). One can therefore think of y that
parametrizes the solution of the PA as the fraction of erased messages that are sent from check
nodes to variable nodes in the BP decoder. One can show that if this quantity is y at the
-th iteration of BP, it becomes 1 − ρ(1 − λ(y)) in the ( + 1)-th iteration while it varies in
a continuous way between the two values in the PA counterpart. Characterizing the success
or failure of the BP algorithm becomes equivalent to analyzing the evolution of y during the
iterations. It converges either to zero or to another ﬁxed point. In the ﬁrst case, the decoder is
successful and otherwise the characteristics of the remaining residual can be found by plugging
the ﬁxed point y into (2.4)-(2.6). Similarly, one can observe the evolution of the fraction of erased
messages sent from variable to check nodes in the BP decoder denoted by x. This analysis is
called density evolution and presented in much more detail in [20].
In the rest of this chapter and in the following, we will use the resulting set of critical values
(∗, τ∗, y∗, x∗, ν∗):
• ∗, the threshold of the code
• τ∗, the asymptotic critical time, t is the root of r1(τ) (parametrized by the normalized
time) at the threshold
• y∗, the asymptotic fraction of erased messages sent from check to variable nodes, it is the
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root of r1(y) at the threshold
• x∗, the asymptotic fraction of erased messages sent from variable to check nodes at the
threshold, it is equal to x∗ = ∗λ(y∗)
• ν∗, the asymptotic fraction of undecoded variable nodes at the threshold, it is equal to
ν∗ = ∗Λ(y∗)
As we have already seen (see Fig. 1.2), the threshold obtained through density evolution is
not suﬃcient to predict the performance of LDPC codes of moderate or short blocklengths. In
the following sections, we will show and use the fact that the distribution of the state vectors
converges weakly to a Gaussian and we provide means to compute its mean and covariance
matrix through a set of diﬀerential equations that we term covariance evolution. This will be
done in Lemma 4. In this lemma, we use a generic form for a ﬁnite-dimensional Markov process
satisfying certain properties and later apply it to our decoding process.
2.3 Finite-Length Scaling
2.3.1 The Scaling Law
The main result of the thesis is described in the following lemma.
Lemma 1. [Basic Scaling Law] Consider transmission over a BEC of erasure probability  using
random elements from an ensemble LDPC(n, λ, ρ) which has a single non-zero critical point at
the threshold ∗ = ∗(λ, ρ) and denote by ν∗ the asymptotic fractional size of the residual graph
at this critical point. Fix z to be z :=
√
n(∗ − ). Let Pb,γ(n, λ, ρ, ) denote the expected bit
error probability and let PB,γ(n, λ, ρ, ) denote the expected block error probability due to errors
of size at least γν∗, where γ ∈ (0, 1). Then as n tends to inﬁnity,
PB,γ(n, λ, ρ, ) = Q
( z
α
)
(1 + on(1)),
Pb,γ(n, λ, ρ, ) = ν∗Q
( z
α
)
(1 + on(1)),
where α = α(λ, ρ) is a constant which depends on the ensemble.
We conjecture that in fact the following reﬁned scaling law is valid.
Conjecture 1. [Reﬁned Scaling Law] Consider transmission over a BEC of erasure probability 
using random elements from an ensemble LDPC(n, λ, ρ) which has a single non-zero critical point
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at the threshold ∗ = ∗(λ, ρ) and denote by ν∗ the asymptotic fractional size of the residual
graph at this critical point. Fix z to be z :=
√
n(∗− ). Let Pb,γ(n, λ, ρ, ) denote the expected
bit error probability and let PB,γ(n, λ, ρ, ) denote the expected block error probability due to
errors of size at least γν∗, where γ ∈ (0, 1). Fix z to be z := √n(∗ − βn− 23 − ). Then as n
tends to inﬁnity,
PB,γ(n, λ, ρ, ) = Q
( z
α
)(
1 +O(n−1/3
)
,
Pb,γ(n, λ, ρ, ) = ν∗Q
( z
α
)(
1 +O(n−1/3
)
,
where α = α(λ, ρ) and β = β(λ, ρ) are constants which depend on the ensemble.
Note that this scaling does not apply to codes whose threshold is determined by the stability
condition (in that case, zero is a critical point at the threshold). Those ensembles exhibit a very
diﬀerent scaling law which is described in Appendix A.
We prove Lemma 1. in Section 2.4. Our approach is to consider ﬁrst a situation slightly
simpliﬁed with respect to the one encountered in iterative decoding. We later show that the
main conclusions hold true when the simplifying assumptions are removed. Conjecture 1 will
be proven in the simpliﬁed context and we provide some heuristic argument suggesting that
the simplifying assumptions are in fact irrelevant. But to start we will show how the scaling
parameters α and β are computed before giving an informal justiﬁcation of the above scaling
laws in Section 2.3.3.
2.3.2 The Scaling Parameters
The Scaling Parameter α
The value of scaling parameter α that describes the slope of the error probability curves is given
by the following Lemma.
Lemma 2. [Scaling Parameter α] Consider transmission over a BEC using random elements
from an ensemble LDPC(n, λ(x), ρ(x)). The scaling parameter α in Lemma 1 is given by
α =
√
δr1,r1(y∗)√
Λ′(1)∗λ(y∗)2ρ′(1 − ∗λ(y∗)) ,
where ∗ is the threshold of the ensemble and y∗, the non-zero solution of r1(y∗) = 0, is the
critical value deﬁned in Section 2.2. Further, δr1,r1(y∗) = δ00(y∗) is the normalized variance of
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the number of check nodes of degree one at the critical point and it is the solution of the following
set of coupled diﬀerential equations
dδ(ij)
dy
(y) = −e(y)
y
[
fˆ (ij)(y) +
d∑
k=0
(
δ(ik)(y)
∂fˆ (j)
∂z(k)
(y) +
∂fˆ (i)
∂z(k)
(y)δ(kj)(y)
)]
.
The expressions for e(y), fˆ (ij)(y)) and fˆ (i)(y) as well as the initial conditions are given in
Section 2.4.2.
As explained in more detail in the sequel, the dimension of the diﬀerential system can be
quite large. Fortunately, it is possible to express α as a function of the degree distributions and
the parameters of the critical point. We discuss this alternative computation in Section 2.4.3.
Lemma 3. [Alternative Expression for α] Consider transmission over a BEC using random
elements from an ensemble LDPC(n, λ(x), ρ(x)). Then the scaling parameter in Lemma 1 is
given by
α =
(
ρ(x¯∗)2 − ρ(x¯∗2) + ρ′(x¯∗)(1 − 2x∗ρ(x¯∗)) − x¯∗2ρ′(x¯∗2)
Λ′(1)λ(y∗)2ρ′(x¯∗)2
+
∗2λ(y∗)2 − ∗2λ(y∗2)− y∗2∗2λ′(y∗2)
Λ′(1)λ(y∗)2
)1/2
,
where ∗ is the threshold, y∗ the non-zero root of r1(y) = 0, x∗ = ∗λ(y∗) and ﬁnally x¯∗ = 1−x∗.
For the case of regular ensembles λ(x) = xl−1 and ρ(x) = xr−1 the expression simpliﬁes to
α = ∗
√
l− 1
l
( 1
x∗
− 1
y∗
)
.
The Scaling Parameter β
The reﬁnement of the scaling law in Conjecture 1 is explained in Section 2.5. The parameter
β describes the speed at which the ﬁnite-length threshold (the point at which the block error
probability equals one-half) converges to the asymptotic threshold.
Conjecture 2. [Scaling Parameter β] Consider transmission over a BEC using random elements
from an ensemble LDPC(n, λ(x), ρ(x)). Then the scaling parameter in Conjecture 1 is given by
β =
(
∗4r∗22 (
∗λ′(y∗)2r∗2−x∗(λ′′(y∗)r∗2+λ′(y∗)x∗))2
Λ′(1)2ρ′(x¯∗)3x∗10(2∗λ′(y∗)2r∗3−λ′′(y∗)r∗2x∗)
)1/3
, (2.7)
where for i ≥ 2
r∗i =
∑
m≥j≥i
(−1)i+j
(
j − 1
i− 1
)(
m− 1
j − 1
)
ρm(∗λ(y∗))j .
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For regular ensembles λ(x) = xl−1 and ρ(x) = xr−1 this expression simplify to
β = ∗
(
l−2
lx∗y∗
)2/3 (
l
(l−1) +
(r−2)x∗
1−x∗ − 2
)−1/3
, (2.8)
where ∗ is the threshold, y∗ the non-zero root of r1(y) = 0, x∗ = ∗λ(y∗) and ﬁnally x¯∗ = 1−x∗.
An applet that computes from the degree distributions β as given in Lemma 2 and α from
both covariance evolution as in Lemma 2 and also the alternative expression given in Lemma 3
is online at the following address http://lthiserv5.epfl.ch/scalingbec/
2.3.3 Informal Justiﬁcation
Consider the ensemble LDPC(n, λ(x), ρ(x)), transmission over a BEC of erasure probability ,
and decoding using the PA (Section 2.2). We have already explained that one can follow the
progress of the decoding by observing the number of degree one check nodes in the residual
graph R1. If R1 = 0 before the residual graph is empty then the decoder fails. In Fig. 2.2 we
represent the number of degree-one check nodes in the decoder as a function of the number of
unknown variables in the residual graph for the ensemble LDPC(n, λ(x) = x2, ρ(x) = x5) for
n = 2048 and n = 8192. Each trajectory corresponds to a particular choice of the graph and
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Figure 2.2: Decoding trajectories for the ensemble LDPC(n, λ(x) = x2, ρ(x) = x5) for n = 2048
and n = 8192. The transmission is over a BEC of erasure probability  = 0.415.
the channel realization. We have seen in Section 2.2 that these trajectories closely follow the
asymptotic expected value (thick curve given by the density evolution equations) and we will
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show that their standard deviation is of order
√
n. Consider now the decoding process at the
channel parameter  close to ∗. If  = ∗ then at the critical point (the point at which the
density evolution curve hits the zero axis) the expected number of degree-one check nodes is
zero. Assume now that we vary  slightly. From the density evolution equation (2.5) we see that
the expected change in the number of degree-one check nodes R1 at the critical point is
∂R1
∂
∣∣∣∣
y=y∗;=∗
= −nΛ′(1)∗λ(y∗)2ρ′(1 − ∗λ(y∗)). (2.9)
If we vary  so that Δ is of order Θ(1), then we conclude from (2.9) that the expected number of
degree-one check nodes at the critical point is of order Θ(n). Since the standard deviation is of
order Θ(
√
n), then with high probability the decoding process will either succeed (if (− ∗) < 0)
or fail (if (− ∗) > 0). The interesting scaling happens if we choose our variation of  in such a
way that Δ = z/
√
n, where z is a constant. In this case the expected gap at the critical point
scales in the same way as the standard deviation and one would expect that the probability of
error stays constant. Varying now the constant z will give rise to the scaling function f(z), cf.
equation (2.1).
We will further see that the distribution of the degrees in the residual graph (the state) at
any time before hitting the R1 = 0 plane is asymptotically Gaussian and that the evolution of
its covariance matrix is governed by a set of diﬀerential equations in the same way as the mean
is in density evolution. We will therefore call these equations the covariance evolution equations.
Once one knows the variance of the number of degree-one check nodes throughout the de-
coding, one can quantify the probability for the process to hit the R1 = 0 plane as follows. Stop
density and covariance evolution when the fraction of variable nodes reaches the critical value
ν∗ (the fractional size of the residual graph at the threshold). At this point the probability
distribution of the state is well approximated by a Gaussian with a given mean and covariance
for R1 ≥ 0 (while it is obviously 0 for R1 < 0). Estimate the survival probability (i.e. the
probability of not hitting the R1 = 0 plane at any time) by summing the Gaussian distribution
over R1 ≥ 0. Obviously this integral can be expressed in terms of a Q-function.
We will see that the above description indeed leads to the scaling behavior as stated in Lemma
1. Where does the shift in Conjecture 1 come from? It is easy to understand that we were a bit
optimistic (i.e., we underestimated the error probability) in the above calculation: We correctly
excluded from the sum the part of the Gaussian distribution lying in the R1 < 0 half-space –
trajectories contributing to this part must have hit the R1 = 0 plane at some point in the past.
On the other hand, we cannot be certain that trajectories such that R1 > 0 at the critical point
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didn’t hit the R1 = 0 plane at some time in the past and bounced back (or will not hit it at some
later point). We refer to Section 2.5 for an in-depth discussion on how to estimate this eﬀect.
2.4 Analysis
2.4.1 Finite Dimensional Markov Process
Consider a family of Markov chains Xn,0, Xn,1, . . . , Xn,t, . . . parametrized by n ∈ N and taking
values in Zd+1. For iterative decoding applications, n will represent the blocklength. We drop
the subscript n hereafter. Let the transition probability be
P(Xt+1 = x′|Xt = x) = W (x′ − x|x) , (2.10)
and the initial condition X0 ∈ Zd+1. We will denote the d+ 1 coordinates of the state x as
(x(0), x(1), . . . , x(d)) = x ∈ Zd+1 . (2.11)
We denote the corresponding random variable by (X(0), X(1), . . . , X(d)).
In the following we shall always be interested in times t < κ0 n for a positive constant κ0 (we
reserve the symbols κ1, κ2, . . . for numerical constants which we assume do not to depend upon
n). We shall moreover assume the following regularity properties of the Markov chain:
1. The chain makes ﬁnite jumps. In other words, there exists a κ1 > 0 such that |X(i)t+1 −
X
(i)
t | < κ1 almost surely.
2. The transition probabilities have a smooth n →∞ limit. In practice there exist functions
Ŵ : Zd+1 × Rd+1 → R+ and a positive constant κ2 such that
|W (Δ|x) − Ŵ (Δ|x/n)| < κ2/n . (2.12)
Clearly, we have
∑
Δ Ŵ (Δ|x/n) = 1. We shall moreover assume Ŵ (Δ|z) to be C2(Rd+1)
with respect to its second argument and to have bounded ﬁrst and second derivatives.
3. The process has a ﬁnite range on the n scale. In practice, there exists κ3 > 0 such that
|X(i)t | < κ3 n almost surely.
Under these hypothesis the distribution of Xt is well described by a Gaussian whose mean
and variance can be obtained by solving some ordinary diﬀerential equations. In order to state
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this fact in a more precise fashion, we need some additional notation. We denote by Xt ≡ E[Xt]
the average of Xt and D
(ij)
t ≡ E[X(i)t ;X(j)t ] ≡ E[X(i)t X(j)t ] − E[X(i)t ]E[X(j)t ] its covariance. We
need furthermore the ﬁrst two moments of the transition rates W (Δ|x):
f (i)(x) ≡
∑
Δ
Δi W (Δ|x) , (2.13)
f (ij)(x) ≡
∑
Δ
ΔiΔj W (Δ|x)− f (i)(x)f (j)(x) , (2.14)
with i, j ∈ {0, . . . , d}. We shall call fˆ (i)(z), fˆ (ij)(z) the analogous quantities for the limiting
rates Ŵ (Δ|z).
Finally, let z(τ) ∈ Rd+1 and δ(ij)(τ) ∈ R, for τ ∈ R+ and i, j ∈ {0, . . . , d}, denote the solution
of
dz(i)
dτ
(τ) = fˆ (i)(z(τ)) , (2.15)
dδ(ij)
dτ
(τ) = fˆ (ij)(z(τ)) +
d∑
k=0
⎡⎣δ(ik)(τ) ∂fˆ (j)
∂z(k)
∣∣∣∣∣
z(τ)
+
∂fˆ (i)
∂z(k)
∣∣∣∣∣
z(τ)
δ(kj)(τ)
⎤⎦ (2.16)
with initial conditions z(0) = E[X0]/n and δ(ij)(0) = D
(ij)
0 /n.
Lemma 4. Under the conditions stated above the following results hold (here we use the symbols
Ω0,Ω1, . . . , for constants (independent of n) which we prove to exist):
I. Xt concentrates on the n scale. In formula, there exist Ω0 > 0, such that
P{|X(i)t −X
(i)
t | ≥ ρ} ≤ 2 e−
ρ2
2Ω0t . (2.17)
II. The average and covariance of Xt are accurately tracked by z(τ) and δ(ij)(τ). More pre-
cisely, there exist constants Ω1,Ω2 > 0, such that∣∣∣∣ 1nX(i)t − z(i)(t/n)
∣∣∣∣ ≤ Ω1n , (2.18)∣∣∣∣ 1nD(ij)t − δ(ij)(t/n)
∣∣∣∣ ≤ Ω2√n. (2.19)
III. The variable (Xt−Xt)/
√
n converges weakly to a (d+1)-dimensional Gaussian with vari-
ance δ(ij)(t/n). More precisely, deﬁne the logarithmic moment generating function
Λt(λ) ≡ logE exp
[
1√
n
λ · (Xt −Xt)
]
, (2.20)
24 CHAPTER 2. WATERFALL
for λ ∈ Rd+1. Then there exist a function λ 
→ Ω4(λ) ∈ R+, such that∣∣∣∣∣∣Λt(λ)− 12
∑
ij
δ(ij)(t/n)λiλj
∣∣∣∣∣∣ ≤ Ω4(λ)√n . (2.21)
The situation investigated here can be regarded as a discrete analogous of the Friedlin-
Wentzell theory of random perturbations of dynamical systems [24]. The proof is given in
Appendix B.
2.4.2 Covariance Evolution
Consider now the ensemble LDPC(n, λ(x), ρ(x)), transmission over the BEC of erasure prob-
ability  and decoding using the Peeling algorithm. We deﬁne the state of the decoder as in
Section 2.2 Xt = (R1, · · · ,Rrmax−1,L1, · · · ,Llmax). It describes the residual graph of the de-
coder after t decoding rounds.
We are interested in solving the system of equations (2.16) for our particular case
dδ(ij)
dτ
(τ) = fˆ (ij)(z(τ)) +
d∑
k=0
⎡⎣δ(ik)(τ) ∂fˆ (j)
∂z(k)
∣∣∣∣∣
z(τ)
+
∂fˆ (i)
∂z(k)
∣∣∣∣∣
z(τ)
δ(kj)(τ)
⎤⎦ ,
where τ = t/n represents the normalized time and d = lmax + rmax − 1. In [7], equations (2.15)
were already solved and the solution vector z(τ) was parametrized with the variable y such that
dy/dτ = −y/e(y) and e(y) = yλ(y). Let us make the same change of variable, equations (2.16)
become
dδ(ij)
dy
(y) = −e(y)
y
[
fˆ (ij)(y) +
d∑
k=0
(
δ(ik)(y)
∂fˆ (j)
∂z(k)
(y) +
∂fˆ (i)
∂z(k)
(y)δ(kj)(y)
)]
.
y also has a practical meaning as it represents the fraction of erased messages sent from the check
nodes to the variable nodes in the equivalent BP decoder.
Consider the normalized quantities to describe the graph li = Li/ξ with 1 ≤ i ≤ lmax and
ri = Ri/ξ with 1 ≤ i ≤ rmax. ξ the initial number of edges in the graph is equal to nΛ′(1).
During the decoding a fraction e =
∑lmax
i=1 li =
∑rmax
i=1 ri of edges remains in the residual graph.
An edge taken at random in the residual graph, has probability pi = lie of being connected to
a variable node of degree i. Similarly, it has probability qi = rie of being connected to a check
node of degree i. Deﬁne further a =
∑lmax
i=1 ipi.
In one decoding step, a variable node connected to a degree one check node is pealed oﬀ from
the graph. This results in (i−1) other edges being removed from the graph, where i is the degree
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of the chosen variable node. In the large blocklength limit, the joint probability that the i edges
are connected to uj degree j check nodes, j ∈ {1, · · · , rmax}, tends to a product distribution and
can be computed easily,
wi(u1, u2, · · · , urmax) =
(
i− 1
u1 − 1, u2, · · · , urmax
)
qu1−11 q
u2
2 · · · qurmaxrmax .
This probability is conditioned on the fact that the removed variable node is of degree i, which
happens with probability pi. We can write down the generating function
Wi(x1, x2, · · · , xrmax) =
∑
u1,··· ,urmax
wi(u1, · · · , urmax)xu11 · · ·xurmaxrmax
= x1(x1q1 + x2q2 + · · ·+ xrmaxqrmax)i−1.
We can now compute the diﬀerent terms needed to solve the diﬀerential system. The indices in
superscript will be replaced to be slightly more informative. For example, the drift fˆ (0) will be
replaced by fˆ l1 .
Local Drifts
fˆ (rj) represents the expected change in the number of edges connected to check nodes of degree j
in the residual graph when we perform one step of the decoding. For j ∈ {2, .., rmax}, we obtain
fˆ (rj) = j
lmax∑
i=2
pi
∑
u1,..,urmax
wi(u1, .., ur)(uj+1 − uj)
= j
lmax∑
i=2
pi(i− 1)(qj+1 − qj)
= j(qj+1 − qj)
(
lmax∑
i=2
ipi − 1
)
= j(rj+1 − rj) (a− 1)
e
,
while for degree one check nodes, we obtain
fˆ (r1) =
lmax∑
i=2
pi
∑
u1,..,urmax
wi(u1, .., urmax)(u2 − u1)
= −1 + (r2 − r1) (a− 1)
e
.
For the variable nodes, we can write for i ∈ 1, · · · , lmax,
fˆ (li) = −ipi = − ili
e
.
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These terms were used in [7] to ﬁnd solution of density evolution that we stated in section 2.2.
li(y) = λiyi
r1(y) = λ(y)[y − 1 + ρ(1− λ(y))]
ri(y) =
∑
m≥j≥i
(−1)i+j
(
j − 1
i− 1
)(
m− 1
j − 1
)
ρm(λ(y))j
with
e(y) =
∑lmax
i=1 li(y) = yλ(y)
a(y) =
Plmax
i=1 ili(y)
e(y) = 1 +
yλ′(y)
λ(y)
,
where y ∈ (0, 1) corresponds to the probability (fraction) that an edge carries an erased message
to a variable node in the equivalent BP decoder.
Local Covariances
In a way similar to the calculation of the drifts, the local covariance terms can also be computed.
For check nodes of degree j ∈ {1, · · · , rmax},
fˆ (rjrj) = j2
lmax∑
i=2
pi
∑
u1,..,urmax
wi(u1, .., urmax)(uj+1 − uj)2 −
(
fˆ (rj)
)2
= j2
((
y2λ′′(y)
λ(y)
− y
2λ′(y)2
λ(y)2
)
(rj+1 − rj)2
e(y)2
+
yλ′(y)
λ(y)
(rj+1 + rj)
e(y)
)
.
We will omit the other calculations and just write the general formula, for i and j ∈ {1, · · · , rmax}
fˆ (rirj) = ij
(
y2λ′′(y)
λ(y)
− y
2λ′(y)2
λ(y)2
)
(ri+1 − ri)(rj+1 − rj)
e(y)2
+ij
yλ′(y)
λ(y)
(
 {i=j}
(ri+1 + ri)
e(y)
−  {j=i+1} rj
e(y)
−  {i=j+1} ri
e(y)
)
,
where  {i=j} is the indicator function, equal to 1 if the condition (i = j) is fulﬁlled and 0
otherwise. For variable nodes, we obtain for i, j ∈ 1, .., lmax,
fˆ (lilj) = ij
li
e(y)
(
 {i=j} − lj
e(y)
)
.
Now for the cross terms between variable and check degrees, we have, for i ∈ 1, .., lmax and
j ∈ 1, .., rmax
fˆ (lirj) =
(
yλ′(y)
λ(y)
− (i− 1)
)
ij
li(rj+1 − rj)
e(y)2
.
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Initial Covariances
In order to solve the diﬀerential system, we still have to specify the initial conditions. These are
the covariances of the number of edges of each degree at the start of the decoding divided by the
total number of edges in the original graph. For the variables, we have for i ∈ {1, ..lmax}
δlilj (y = 1) =  {i=j}(iλi¯).
For the check nodes, we obtain, for j ∈ {1, ..rmax}
δrjrj (y = 1) =
rmax∑
k=1
ρk
k
(
jAkj − (Akj )2
)
+ λ′(1)
rmax∑
i,k
ρiρk
(
Bi,kj,j −AijAkj
)
where Akj = k
(
k−1
j−1
)
j(1 − )k−j and
Bi,kj,l = jl
(

((
i− 1
j − 1
)
j−1¯i−j
(
k − 1
l− 1
)
l−1¯k−l
)
+ ¯
((
i− 1
j
)
j ¯i−j−1
(
k − 1
l
)
l¯k−l−1
))
.
For cross terms, we get
δrjrl(y = 1) = λ′(1)
rmax∑
i,k
ρiρk
(
Bi,kj,l −AijAkl
)
−
rmax∑
i
ρi
i
(
AijA
i
l
)
.
For terms involving variable and check degrees, we get
δrjli(y = 1) =
∑
l
ρlλi
(
ji
(
l − 1
j − 1
)
j−1¯l−j − iAlj
)
.
Derivatives of Local Drifts
The derivatives of the drifts are the last terms still needed for this computation. In our deﬁnition
of the states, we have described the constraint
∑lmax
i=1 li =
∑rmax
j=1 rj that the fractions had to
obey. Up to this point of the paper, this constraint didn’t aﬀect our expressions, but it will do
so for the derivatives of the drifts.
Consider i ∈ {1, · · ·rmax − 2}, j ∈ {1, · · · , rmax − 1} and k ∈ {1, · · · , lmax} then the
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derivatives of the drifts are taken in the usual way as for an unconstrained space, giving,
∂fˆ (ri)
∂ri
= −i (a− 1)
e(y)
∂fˆ (ri)
∂ri+1
= i
(a− 1)
e(y)
∂fˆ (ri)
∂rj
= 0, for j = i and j = i+ 1
∂fˆ (ri)
∂lk
= −i(ri+1 − ri) (2a− k − 1)
e2
.
However, the constraint being fulﬁlled by setting the fraction rrmax =
∑lmax
i=1 li −
∑rmax−1
j=1 rj , we
have that for the last check fraction in our states rmax−1, the derivatives for j ∈ {1, .., rmax−2}
and k ∈ {1, · · · , lmax} are
∂fˆ (rrmax−1)
∂rj
= −(rmax − 1)(a− 1)
e
∂fˆ (rrmax−1)
∂rrmax−1
= −2(rmax − 1)(a− 1)
e
∂fˆ (rmax−1)
∂lk
= (rmax − 1)
(
k − a
e
+ (2a− k − 1)(
∑rmax−1
i=1 ri + rrmax−1)
e2
)
.
For the drifts of the variable node degrees, we have the following derivatives, for i, j ∈ {1, .., lmax}, i =
j, and k ∈ {1, .., rmax − 1}
∂fˆ (li)
∂li
=
ili
e(y)2
− i
e(y)
∂fˆ (li)
∂lj
=
ili
e(y)2
∂fˆ (li)
∂rk
= 0.
We have now computed all the terms needed. We can solve the system and obtain the
covariance matrix of the state evolving through the decoding. At the threshold ∗, we have
r1(y∗) = 0, the asymptotic mean of the number of degree one check nodes is 0. The normalized
asymptotic variance of R1, the number of degree one check nodes is equal to δr1,r1(y∗). For long
lengths, the variance of the number of degree one check nodes is therefore well approximated by
nΛ′(1)δr1,r1(y∗). We have this particular factor in front as R1 was normalized by ξ = nΛ′(1) to
obtain r1.
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Figure 2.3: Covariance evolution through the decoding as a function of the normalized time.
The code ensemble we are using has the degree distributions Λ(x) = 0.8x2 + 0.2x3 and P (x) =
0.8x2+0.2x3. The threshold is ∗ = 0.989787 and we are performing this experiment for  = 0.95.
The dashed curve represents, the solution of covariance evolution while the solid curve represents
the empirical covariances obtained by simulating codes of length 4000.
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If we are operating at an erasure probability  = ∗ − z/√n with z a constant and n the
increasing blocklength, then the mean of the number of degree one check nodes is close to
(− ∗) ∂R1
∂
∣∣∣∣
y∗;∗
= nΛ′(1)(∗ − )∗λ(y∗)2ρ′(1− ∗λ(y∗)). (2.22)
The distribution of R1 tends to a Gaussian. We therefore, obtain our scaling formula
PB,γ(n, λ, ρ, ) = Q
(
nΛ′(1)(∗ − )∗λ(y∗)2ρ′(1 − ∗λ(y∗))√
nΛ′(1)δr1,r1(y∗)
)
(1 + on(1)),
= Q
⎛⎜⎜⎝ √n(∗ − )√δr1,r1(y∗)√
Λ′(1)∗λ(y∗)2ρ′(1−∗λ(y∗))
⎞⎟⎟⎠ (1 + on(1)),
= Q
(√
n(∗ − )
α
)
(1 + on(1)), (2.23)
= Q
( z
α
)
(1 + on(1)),
with α as stated in Lemma 2
α =
√
δr1,r1(y∗)√
Λ′(1)∗λ(y∗)2ρ′(1 − ∗λ(y∗)) .
If one considers the bit error probability asymptotically for channel erasure probabilities close to
the threshold, then the typical size of the failure is nν∗, with ν∗ = ∗Λ(y∗). We can write
Pb,γ(n, λ, ρ, ) = ν∗Q
( z
α
)
(1 + on(1)).
It is worth noting at this point, that we didn’t show yet that the decoding process we are
studying fulﬁlls the conditions of Lemma 4. Conditions 1. and 3. are obviously veriﬁed. Remains
condition 2. It is not directly veriﬁed, but we show in Appendix C. that the decoding process
can be extended to a process that fulﬁlls condition 2. and that in this case the probability of
error is indeed dominated by the expression given in Lemma 1 which completes the proof.
2.4.3 Alternative Computation for the Scaling Parameter
Consider the diﬀerential system of covariance evolution (equations (2.16)). In order to obtain the
scaling parameter α, one needs to solve this system which is of high dimension. The number of
equations being equal to the square of the number of variable node degrees plus the largest check
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node degree minus one. As en example, for an ensemble with 5 diﬀerent variable node degrees
and rmax = 30, the number of coupled equations in covariance evolution is (5 + 29)2 = 1156.
The computation of the scaling parameter can therefore become a challenging task. This is
of particular concern if one is interested in using this approach as the basis of a ﬁnite length
optimization in which the scaling parameter for a large number of codes has to be computed
quickly. The main result in this section is to show that it is possible to compute the scaling
parameters without explicitly solving covariance evolution.
In order to show result the result of Lemma 3, we will ﬁrst compute the variance of the
messages exchanged in the BP decoder and later show that this quantity can be related to α.
Variance of the Messages
Consider the ensemble LDPC(n, λ(x), ρ(x)) and assume that transmission takes place over a
BEC of parameter . Perform  iterations of BP and then set μ()i equal to 1 if the message
sent out along edge i from variable to check node is an erasure and 0, otherwise. Consider the
variance of these messages in the limit of large blocklengths. More precisely, consider
V() = lim
n→∞
E[(
∑
i μ
()
i )
2]− E[(∑i μ()i )]2
nΛ′(1)
,
where the expectations are taken with respect to both the graph and the channel realizations.
Lemma 9 in Appendix D contains an analytic expression for this quantity as a function of the
degree distributions λ(x) and ρ(x), the channel parameter  and the number of iterations . Let
us consider this variance as a function of the parameter  and the number of iterations . Fig. 2.4
shows the result of this evaluation for the case (Λ(x) = 25x
2 + 35x
3;P (x) = 310x
2 + 710x
3). The
threshold (critical value) for this example is ∗ ≈ 0.8495897455. This value is indicated as a
vertical line in the ﬁgure. As we can see from this ﬁgure, the variance is a unimodal function
of the channel parameter. It is zero for the extremal values of  (either all messages are known
or all are erased) and it takes on a maximum value for a parameter of  which approaches the
critical value ∗ as  increases. Further, for increasing  the maximum value of the variance
increases. The limit of these curves for  tending to inﬁnity is also shown (bold curve). It has the
following behavior: the variance is zero below the threshold; above the threshold it is positive
and in particular it grows beyond any bound as the curve approaches the threshold value. In
Appendix D we state the exact form of the limiting curve. We show that for  larger than the
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Figure 2.5: Number of degree one check nodes as a function of the number of erased messages
in the corresponding BP decoder for LDPC(n = 8192, λ(x) = x2, ρ(x) = x5). The thin lines
represent the decoding trajectories that stop when R1 = 0 and the thick line is the mean curve
predicted by density evolution.
probability above the threshold (see Fig.2.6). The real decoding process stops when hitting the
R1 = 0 axis. Think then of a virtual process identical to the decoding for R1 > 0 but that
continues below the R1 = 0 axis (see Appendix C). A simple calculation shows that if the point
Δr1
Δx
r1(x)
x∗
Figure 2.6: Virtual curve of r1(, x) around the critical point for  above the threshold.
at which the curve hits the x-axis varies by Δx while keeping the minimum at x∗, it results in a
variation of the height of the curve by
Δr1 =
∂2r1(, x)
∂x2
∣∣∣
∗
(x− x∗)Δx + o(x− x∗)
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Taking the expectation of the square on both side and letting  tend to ∗, we obtain
δr1,r1 |∗ = lim
→∗
((
∂2r1(, x)
∂x2
∣∣∣
∗
)2
(x− x∗)2V + o((x − x∗)2)
)
=
(
x∗
∗λ′(y∗)
)2
lim
→∗(1− λ
′(y)ρ′(x¯))2V
=
(
x∗
∗λ′(y∗)
)2
γ,
with V being the variance introduced in the beginning of this section, and γ its dominant factor.
The transition between the ﬁrst and the second line comes simply from the study when  tends
to ∗, of the relationship between  and x, which are the solution of r1(, x) = 0.
We conclude that the scaling parameter α can be obtained as
α =
√
δr1r1 |∗
Λ′(1)
(
∂r1
∂
)2 =√ γΛ′(1)x∗2λ′(y∗)2ρ′(x¯∗)2
=
(
ρ(x¯∗)2 − ρ(x¯∗2) + ρ′(x¯∗)(1 − 2x∗ρ(x¯∗)) − x¯∗2ρ′(x¯∗2)
Λ′(1)λ(y∗)2ρ′(x¯∗)2
+
2λ(y∗)2 − ∗2λ(y∗2)− y∗2∗2λ′(y∗2)
Λ′(1)λ(y∗)2
)1/2
.
2.5 Reﬁned Scaling Law
In this section we explain in greater detail the arguments for Conjecture 1, and the procedure
for computing the shift parameter β stated in Conjecture 2. As in the previous section, we shall
ﬁrst discuss this issue in an abstract setting in Section 2.5.1. The general procedure will then be
applied to LDPC ensembles in Section 2.5.2.
2.5.1 The General Approach
Let us reconsider the setting of Section 2.4.1, i.e., a family of Markov chainsXn,0, Xn,1, . . . , Xn,t, . . .
taking values in Zd+1 and parametrized by the (large) integer n. As before we will drop in the
sequel the subscript n to mitigate the notational burden. Throughout this section we shall as-
sume the hypotheses of Lemma 4 to be fulﬁlled. Unlike in Section 2.4.1, we are interested in
paths Xt0 ≡ {X0, X1, . . . , Xt} which are conﬁned to the ‘half space’:
H+ ≡ {x = (x(0), . . . , x(d)) ∈ Zd+1 : x(0) > 0} . (2.24)
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We would like to estimate the ‘survival’ probability
Pt ≡ P(Xt0 ⊆ H+) . (2.25)
Notice that Pt depends implicitly on the initial condition X0 = x0 ∈ H+. The coordinate
X
(0)
t should be thought as (an abstraction of) the number R1 of degree-one check nodes in the
analysis of iterative decoding. The survival probability Pt is therefore the probability of not
having encountered a stopping set after t steps of the decoding process. We are interested in
a time window of length O(n). Without loss of generality we may ﬁx τmax > 0 and consider
t ∈ {0, . . . , tmax} with tmax = nτmax.
We shall denote by z(τ) the ‘critical trajectory’, i.e. a solution of the density evolution
equations (2.15), such that z(0)(τ∗) = 0, and z(0)(τ) > 0 for any τ ∈ [0, τmax], τ = τ∗. We call
z0 = z(0) the corresponding initial condition. In order to make contact with the application to
iterative decoding, we shall make the following assumptions.
A. As n → ∞, we have x0 = n z0 +
√
n z1 + O(1), with z1 ∈ Rd+1 independent of n. This
corresponds to the erasure probability  being in the critical window ∗ −  = O(n−1/2).
B. Let zu(τ), u ∈ Rd+1, be a ‘perturbed’ critical trajectory obtained by solving the density
evolution equations (2.15) with initial condition zu(τ∗) = z(τ∗) + u. As for the critical
trajectory, we consider this solution in the interval [0, τmax] and take u such that |u| < ε
with ε small enough. We assume that there exist a positive u-independent constant κ1,
and a function u 
→ a(u) such that
z(0)u (τ) − z(0)u (τ∗) ≥ a(u)(τ − τ∗) + κ1(τ − τ∗)2
for any τ ∈ [0, τmax].
C. We ﬁnally assume that a(u) can be chosen in such a way that |a(u)| < κ2|u| for some
positive constant κ2.
Notice that the assumptions B and C above can be easily checked on the ‘continuum’ transition
rates Ŵ (Δ|z) introduced in Section 2.4.1.
Consider the survival probability Ptmax at the ‘latest’ time. As we have seen in Section 2.4.1,
most of the trajectories Xtmax0 are concentrated within
√
n around nz(t/n). Therefore the ab-
solute minimum of X(0)t in the interval {0, . . . , tmax} will be realized for a t ‘close’ to nτ∗. If
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this absolute minimum is positive, the corresponding trajectory contributes to Ptmax , otherwise
it does not.
In order to formalize this argument, ﬁx t∗ = nτ∗. Then
Ptmax =
∑
x∈H+
P(Xtmax0 ⊆ H+|Xt∗ = x) P(Xt∗ = x) . (2.26)
Thanks to Lemma 4 we can accurately estimate the factor P(Xt∗ = x). The term P(Xtmax0 ⊆
H+|Xt∗ = x) is the probability that the global minimum of X(0)t , t ∈ {0 . . . tmax}, is positive
conditioned on Xt∗ = x. Let us denote by tg a ‘time’ for which the global minimum is realized.
t∗ tg
O(n2/3)
O(n1/3) t
X(0)
Figure 2.7: A pictorial view of decoding trajectories near the critical point. The type of trajectory
depicted here is responsible for the shift appearing in the reﬁned scaling form of Conjecture 1.
More precisely, tg ∈ {0 . . . tmax} is a random variable such that X(0)tg ≤ X(0)t for all t ∈ {0 . . . tmax}.
Call zX(τ) the perturbed critical trajectory deﬁned above with perturbation vector u = Xt∗/n−
z(τ∗). In other words, we perturb the critical trajectory by an O(1/
√
n) amount in order to
match it to the particular (ﬁnite n) realization of the Markov process we are dealing with within
the critical region. Concentration arguments, analogous to the ones used to prove the point I of
Lemma 4, imply that, for a given t:
P
{
|Xt − nzX(t/n)| ≥ δ
√
|t− t∗|
}
≤ Ω1 e−Ω2 δ2 ,
for some positive constants Ω1 and Ω2 (as before we use this symbols to denote generic constants
which are proven to exist independent of n). In fact a stronger condition holds true: by Doob’s
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maximal inequality [25, p. 227], for T ﬁxed
P
{
max
|t−t∗|≤T
|Xt − nzX(t/n)| ≥ δ
√
T
}
≤ Ω1 e−Ω2 δ2 , (2.27)
for some (possibly diﬀerent) constants Ω1 and Ω2. Using this fact we can prove an useful result:
Lemma 5. Assume the same hypotheses as in Lemma 4 plus A, B and C above. Let tg be a
time at which the absolute minimum of X(0)t is realized, for t ∈ {0 . . . tmax}. Then there exist
positive constants Ω1, Ω2 and δ0, and a function n0(δ) such that, for any δ > δ0 and n > n0(δ)
P
{
|tg − t∗| ≤ δ2/3 n2/3, X(0)tg ≥ X(0)t∗ − δ4/3 n1/3
}
≥ 1− Ω1 exp[−Ω2 δ2] . (2.28)
The proof is deferred to Appendix E. The content of this lemma is illustrated in Fig. 2.7.
The above result implies that corrections to the simpliﬁed scaling of Lemma 1 can be esti-
mated through a two step procedure. In a nutshell: (i) Compute the probability for X(0)t∗ to be
of order n1/3; (ii) Evaluate the probability for X(0)tg to be positive, conditioned on a given X
(0)
t∗
of order n1/3.
Distribution of Xt∗
The simpliﬁed scaling form, cf. Lemma 1, was obtained by approximating the ﬁrst factor in
equation (2.26) by 1. The leading correction to this approximation comes from trajectories such
that X(0)t∗ = O(n1/3). Because of Lemma 4, the probability distribution of X
(0)
t∗ (second factor) is
well approximated by a Gaussian with center at O(
√
n) and variance of order n. The probability
of having X(0)t∗ = O(n
1/3) is therefore of order n1/3 · n−1/2 = n−1/6. This explains why the
correction term in the reﬁned scaling form (2.42) is of order n−1/6.
This argument can be made more precise by rewriting equation (2.26) as
Ptmax = P(X
(0)
t∗ > 0)−
∑
x∈H+
P(X(0)tg < 0|Xt∗ = x) P(Xt∗ = x) . (2.29)
The ﬁrst term corresponds to the simpliﬁed scaling form. We shall hereafter focus on the second
one, Pcorr ≡ P(X(0)t∗ > 0) − Ptmax . Notice that P(X(0)tg < 0|Xt∗ = x) varies much more rapidly
(on a scale of order n1/3) in x(0) than in the other coordinates (on a scale of order n). It is
therefore useful to introduce the notation x = (x(1) . . . x(d)) (and analogously X and z) which
distinguish explicitly the last d coordinates of x. Since P(Xt∗ = x) varies on a scale n1/2, we can
safely approximate it by setting the coordinate x(0) to 0:
Pcorr =
∑
x
⎧⎨⎩ ∑
x(0)>0
P
(
X
(0)
tg < 0|Xt∗ = (x(0), x)
)⎫⎬⎭P (Xt∗ = (0, x)) (1 +O(n−1/6)) .
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The term in curly brackets depends on x only through the transition coeﬃcients in a neighbor-
hood of x and varies therefore on a scale of order n. This point will be discussed in detail in the
next section. On the contrary P (Xt∗ = (0, x)) is peaked around nz(t∗/n) with a width of order
√
n. Therefore
Pcorr =
∑
x(0)>0
P
(
X
(0)
tg < 0|Xt∗ = (x(0), nz(τ∗))
)
P
(
X
(0)
t∗ = 0
)
(1 + O(n−1/6)) ,
(2.30)
where we recall that z(τ∗) denotes the last d coordinates of the critical point. The second factor
can be evaluated easily using density and covariance evolution. Let us consider the application
to iterative decoding (here X(0) ≡ R1). Note that at the critical point and within the critical
window X(0) is Gaussian with mean ∂r1∂ ( − ∗)nΛ′(1) and variance nΛ′(1)δr1,r1 . We therefore
have
P
(
X
(0)
t∗ = 0
)
=
1
Λ′(1)∂r1∂
√
2πnα2
exp
{
−n(
∗ − )2
2α2
}
(1 + O(n−1/2)) .
This formula can indeed be guessed without any computation at all. The probability of X(0)t∗ = 0
must be in fact proportional to the derivative of the probability of having X(0)t∗ ≤ 0, which is
given by equation (2.23) within the critical window.
Distribution of the Global Minimum
We are left with the task of estimating the ﬁrst factor in equation (2.30), and more generally the
probability distribution of X(0)tg conditioned on Xt∗ . Lemma 5 is, once again, quite helpful. The
diﬀerence |tg− t∗| is small on the scale n on which the transition rates are state-dependent. This
suggests that the leading correction to the simpliﬁed scaling depends on the transition rates only
through their behavior at the critical point z(τ∗). On the other hand, |tg − t∗| is large on the
scale O(1) of a single step. We can therefore hope to compute the leading correction within a
‘continuum’ approach.
More precisely, deﬁne the rescaled trajectory u(·) ∈ Rd+1 by taking
u(0)(n−2/3(t− t∗)) ≡ n−1/3X(0)t , (2.31)
u(i)(n−2/3(t− t∗)) ≡ n−2/3(X(i)t −X(i)t∗ ) i = 1, · · · , d, (2.32)
for integers t such that |t − t∗| ≤ θMAXn2/3, and interpolating linearly among these points. A
textbook result in the theory of stochastic processes [26] implies the following lemma.
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Lemma 6. Let X be distributed as above under the condition Xt∗ = (n1/3ζ, nz(τ∗)). The
process u(·) deﬁned in equations (2.31) and (2.32) converges as n → ∞ to a diﬀusion process
with generator:
Ld = −
(
d∑
i=1
ω∗i u
(i)
)
∂
∂u(0)
−
d∑
i=1
f
(i)
∗
∂
∂u(i)
+
1
2
f
(00)
∗
∂2
∂(u(0))2
, (2.33)
conditioned on u(0)(0) = ζ, and u(0) = 0. In the above formula we used the notation
f
(i)
∗ = fˆ (i)(z(τ∗)), f
(ij)
∗ = fˆ (ij)(z(τ∗)), ω∗i =
∂fˆ (0)
∂zi
∣∣∣∣∣
z(τ∗)
.
In order not to burden the presentation, the proof of this statement is postponed to Appendix
F. Notice that the only role of θMAX in the above lemma is to assure that u(θ) stays within a
ﬁnite neighborhood of u(0) with high probability. We want to use the process u(θ) in order
to compute the second factor in equation (2.30) and therefore the distribution of the absolute
minimum of u(θ). Let us call θg the location of the minimum. Lemma 5 implies that |θg| < δ4/3
with probability at least 1−Ω1 exp(−Ω2δ2). We can therefore safely let θMAX →∞ and consider
the diﬀusion process deﬁned above for θ ∈ (−∞,+∞).
Notice that only the ﬁrst derivative with respect to the coordinates u(1), . . . , u(d) appears in
equation (2.33). The process u(θ) is therefore deterministic: u(i)(θ) = f (i)∗ θ for i = 1, . . . , d.
We can substitute this behavior in equation (2.33) and deduce that u(0)(θ) is a time-dependent
diﬀusion process with generator
L0(θ) = −
(
d∑
i=1
ω∗i f
(i)
∗
)
θ
∂
∂u(0)
+
1
2
f
(00)
∗
∂
∂(u(0))2
. (2.34)
It is convenient to rescale u(0) and θ in order to reduce the above generator to a standard form:
θ = (f (00)∗ )−1/3
(
d∑
i=1
ω∗i f
(i)
∗
)2/3
θ , w = (f (00)∗ )−2/3
(
d∑
i=1
ω∗i f
(i)
∗
)1/3
u(0) . (2.35)
The generator for w(θ) has now the form (we keep the same name with an abuse of notation)
L0(θ¯) = −θ¯ ∂
∂w
+
1
2
∂
∂w2
. (2.36)
A little thought shows that this is equivalent to saying that w(θ) = w(0) + θ
2
/2 + B(θ) with
B(θ) a two-sided standard Brownian motion with B(0) = 0. The problem of computing the
distribution of the global minimum of such a process has been solved in [27]. Adapting the
results of this paper we ﬁnd
P
(
w(θg)− w(0) < −z
)
= 1−K(z)2 , (2.37)
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where
K(z) =
1
2
∫
Ai(iy)Bi(21/3z + iy)−Ai(21/3z + iy)Bi(iy)
Ai(iy)
dy . (2.38)
with Ai(·) and Bi(·) the Airy functions deﬁned in [28].
Putting everything together we get
∑
x(0)>0
P
(
X
(0)
tg < 0|Xt∗ = (x(0), nz(t∗/n))
)
= n1/3Ω (f (00)∗ )2/3
(
d∑
i=1
ω∗i f
(i)
∗
)−1/3
(1 + o(1)) ,
= n1/3Ωβ0(1 + o(1))
with
Ω ≡ ∫∞
0
[1−K(z)2] dz (2.39)
β0 ≡ (f (00)∗ )2/3
(∑d
i=1 ω
∗
i f
(i)
∗
)−1/3
(2.40)
A numerical computation yields Ω = 1.00(1).
Finally, we can write
Pcorr =
n1/3Ωβ0
Λ′(1)∂r1∂
√
2πnα2
exp
{
−n(
∗ − )2
2α2
}
(1 + O(n−1/6)) (2.41)
2.5.2 Application to Low-Density Parity-Check Ensembles
There is one important diﬃculty in applying the general scheme explained above to iterative
decoding: the Markov process is not deﬁned for R1 < 0. Recall that R1 corresponds, in this
context, to the ‘critical’ variable X(0)t . On the other hand, both the drift and diﬀusion coeﬃcients
fˆ (i)(·) and fˆ (ij)(·) can be continued analytically through the R1 = 0 plane. Since the ﬁnal result
(2.42) depends on the transition rates only through these quantities, we are quite conﬁdent that
it remains correct also for iterative decoding applications.
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Now combining all expressions in the case of decoding gives us
PB,γ(n, λ, ρ, ) =
(
Q
(√
n(∗ − )
α
)
+ Pcorr
)
(1 + on(n−1/3)),
=
(
Q
(√
n(∗ − )
α
)
+
n1/3Ωβ0
Λ′(1)∂r1∂
√
2πnα2
exp
{
−n(
∗ − )2
2α2
})
(1 + on(n−1/3)),
=
(
Q
(√
n(∗ − )
α
)
+ βn−1/6
1√
2πα2
exp
{
−n(
∗ − )2
2α2
})
(1 + on(n−1/3)),
(2.42)
=Q
(√
n(∗ − βn− 23 − )
α
)
(1 + on(n−1/3)),
=Q
( z
α
)
(1 + on(n−1/3)),
where z =
√
n(∗ − βn− 23 − ) is kept ﬁxed while n increases. The value of β is obtained from
(2.40) and (2.42)
β/Ω = −
(
f (r1r1)
Λ′(1)
)2/3 [lmax∑
i=2
f (li)
∂f (r1)
∂li
+
rmax−1∑
i=2
f (ri)
∂f (r1)
∂ri
]−1/3(
∂r1
∂
)−1
. (2.43)
Then, replacing the drifts and covariances by their values that we computed in Section 2.4.2
and dropping Ω which numerical value is 1.00 independently of the code, we obtain the formula
expressed in Conjecture 2
β =
(
∗4r∗22 (
∗λ′(y∗)2r∗2−x∗(λ′′(y∗)r∗2+λ′(y∗)x∗))2
Λ′(1)2ρ′(x¯∗)3x∗10(2∗λ′(y∗)2r∗3−λ′′(y∗)r∗2x∗)
)1/3
, (2.44)
with for i ≥ 2
r∗i =
∑
m≥j≥i
(−1)i+j
(
j − 1
i− 1
)(
m− 1
j − 1
)
ρm(∗λ(y∗))j .
For regular ensembles λ(x) = xl−1 and ρ(x) = xr−1 these expressions simplify to
β = ∗
(
l−2
lx∗y∗
)2/3 (
l
(l−1) +
(r−2)x∗
1−x∗ − 2
)−1/3
. (2.45)
2.6 Approximation of the Waterfall Curve
Consider the ensemble LDPC(n, λ(x), ρ(x)), transmission over the BEC of erasure probability .
The formulas provided in Lemma 1 and Conjecture 1 can be used to ﬁnd approximations of the
performance of the codes. However, it is fair to ask how good these approximations are.
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The scaling law that we prove in this chapter tells us that the error probability due to
large error events converges to the formulas in Lemma 1. But, this convergence is such for
z =
√
n(∗− ) kept ﬁxed while n tends to +∞. The situation is identical for Conjecture 1. This
indicates that the approximation resulting from the scaling law should be accurate in a window
of width 1/
√
n around the threshold. Another issue is the speed of convergence of the resulting
approximation. We conjecture it be at least O(n−1/3), which is still quite slow.
Fortunately, in practice, one observes that the approximations are accurate over a wide range
and already for short blocklengths. In Fig. 2.8, we compare the exact block error probability
due to large failures to our approximation for the ensemble λ(x) = x2 and ρ(x) = x5 for several
blocklengths. In Fig. 2.9, we do the same comparison, but this time for an irregular degree
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Figure 2.8: Block error probability curves for LDPC(n, λ(x) = x2, ρ(x) = x5) when used over a
binary erasure channel of erasure fraction . The diﬀerent solid curves are the exact block error
probabilities for n ∈ {1024, 2048, 4096} where we only count error due to stopping set of sizes
bigger or equal to {25, 44, 83, 148} respectively. The threshold is ∗ = 0.4294381. The dashed
curves are obtained through our scaling law with α = 0.56035834 and β = 0.61694874.
distribution λ(x) = 1/6x + 5/6x3 and ρ(x) = x5 and for even shorter blocklengths. We can
see that even for length n = 350, the curves are quite close. As a consequence, it is clear that
this approximation can be used to predict the performance of the codes for short and moderate
blocklength.
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Figure 2.9: Block error probability curves for LDPC(n, λ(x) = 1/6x + 5/6x3, ρ(x) = x5) when
used over a binary erasure channel of erasure fraction . The diﬀerent solid curves are the exact
block error probabilities for n ∈ {350, 700, 1225}where we only count error due to stopping set of
sizes bigger or equal to {15, 24, 36} respectively. The threshold is ∗ = 0.48280278. The dashed
curves are obtained through our scaling law with α = 0.57911955 and β = 0.68869134.
Simple Approximation
Let us outline at this point, the diﬀerent steps required to compute this approximation. Assume
we want to approximate the block and bit error probability curves in the waterfall region for
the ensemble LDPC(n, λ(x), ρ(x)) and for several blocklengths. We call the resulting quantities
respectively, PWB (n, λ(x), ρ(x), ) and P
W
b (n, λ(x), ρ(x), ).
1. Use density evolution to ﬁnd the threshold of the code and the whole set of critical values
(∗, y∗, x∗, ν∗).
2. Compute α and β using the formulas
α =
(
ρ(x¯∗)2 − ρ(x¯∗2) + ρ′(x¯∗)(1− 2x∗ρ(x¯∗))− x¯∗2ρ′(x¯∗2)
Λ′(1)λ(y∗)2ρ′(x¯∗)2
+
∗2λ(y∗)2 − ∗2λ(y∗2)− y∗2∗2λ′(y∗2)
Λ′(1)λ(y∗)2
)1/2
,
β =
(
∗4r∗22 (
∗λ′(y∗)2r∗2 − x∗(λ′′(y∗)r∗2 + λ′(y∗)x∗))2
Λ′(1)2ρ′(x¯∗)3x∗10(2∗λ′(y∗)2r∗3 − λ′′(y∗)r∗2x∗)
)1/3
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with for i ≥ 2
r∗i =
∑
m≥j≥i
(−1)i+j
(
j − 1
i− 1
)(
m− 1
j − 1
)
ρm(∗λ(y∗))j .
3. Plug these values in the formula
PWB (n, λ(x), ρ(x), ) =Q
(√
n(∗ − βn− 23 − )
α
)
,
PWb (n, λ(x), ρ(x), ) =ν
∗Q
(√
n(∗ − βn− 23 − )
α
)
,
to obtain the approximation.
Multiple Critical Points
For short blocklengths and certain degree distributions, one can further improve the above ap-
proximation. Consider the ensemble LDPC(n, λ(x), ρ(x)) with
λ(x) = 0.317226x1 + 0.206346x2 + 0.114107x3 + 0.0236055x4 + 0.00306835x5 + 0.109719x11 +
0.225928x12
and ρ(x) = 0.0516065x4+0.64271x5+0.305684x6. The threshold of the code is ∗ = 0.54749662
and the set of critical values (∗ = 0.54749662, y∗ = 0.56360173, x∗ = 0.14659268, ν∗ = 0.12537947).
On Fig. 2.10, we plot r1(y) for several values of  at and close to the threshold. Our scaling law
tells us, that the contribution stemming from trajectories that die at or around the critical point
(y∗ = 0.56360173) will dominate in the error probability as the blocklength increases. However,
from the shape of the curve, we see that some trajectories might die before as the curve gets
narrower around y = 0.91. This contribution that will become negligible as the blocklength
increases will still aﬀect short and moderate blocklengths. Fortunately, one can easily estimate
this contribution.
Using the same arguments as beforehand, consider the decoding trajectories for y > 0.8.
Their distribution is a Gaussian with a certain mean and covariance that we can estimate through
covariance evolution. As before, we have a non-vanishing contribution to the error probability
when the mean of the number of check nodes of degree 1, namely R1 is of the order of
√
n and
for this case we can use a Q-function to estimate this probability.
The overall procedure to ﬁnd our reﬁned approximation becomes.
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Figure 2.10: The asymptotic fraction r1(y) for λ(x) = 0.317226x1 + 0.206346x2 + 0.114107x3 +
0.0236055x4+0.00306835x5+0.109719x11+0.225928x12 and ρ(x) = 0.0516065x4+0.64271x5+
0.305684x6. The plain curve is for  = 0.545 and the thick curve is for ∗ = 0.54749662 and the
dashed curve for  = 0.54990017.
1. Use density evolution to ﬁnd the threshold of the code as well as all critical points. In this
case, we have two critical points.
• The one corresponding to the threshold for y = 0.56360173
(∗ = 0.54749662, y∗ = 0.56360173, x∗ = 0.14659268, ν∗ = 0.12537947).
• The critical point at y = 0.91171366, which is
(˜ = 0.54990017, y˜ = 0.91171366, x˜ = 0.37375033, ν˜ = 0.41133613).
2. Compute (α, β) and (α˜, β˜) respectively for the two critical points.
46 CHAPTER 2. WATERFALL
3. Approximate the error probability by
PWB (n, λ(x), ρ(x), ) =Q
(√
n(˜− β˜n− 23 − )
α˜
)
+
(
1−Q
(√
n(˜− β˜n− 23 − )
α˜
))
Q
(√
n(∗ − βn− 23 − )
α
)
,
PWb (n, λ(x), ρ(x), ) =ν˜Q
(√
n(˜− β˜n− 23 − )
α˜
)
+
(
1−Q
(√
n(˜− β˜n− 23 − )
α˜
))
ν∗Q
(√
n(∗ − βn− 23 − )
α
)
.
In this approximation, the ﬁrst term corresponds to the probability that trajectories die in
the ﬁrst critical point and the second terms is the probability that the trajectories die in
the second critical point conditioned on surviving the ﬁrst.
This procedure can be applied to any number of critical points.
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Appendices
A - When the Threshold is Given by the Stability Condition
As already mentioned, ensembles whose threshold are given by the stability condition [20] are
expected to follow a diﬀerent scaling from the one described in Lemma 1. We will limit our
discussion to the simplest case, namely the case of cycle code ensembles. We conjecture though
that the form of the scaling law is quite general and applies to all ensembles whose thresholds
are given by the stability condition. The cycle Poisson ensemble ELDPC(n, λ(x) = x, r, s) is
constructed in the following way. Deﬁne n variable nodes having degree two. Deﬁne n(1 − r)
check nodes without assigning them any degree. To sample an element from the ensemble,
connect each edge emanating from the variable nodes to a check node chosen at random with
uniform probability. The rate of the ensemble is r and the degree distribution of the check nodes
tends to ρ(x) = e
(x−1)
(1−r) R 10 λ(u)du as n → ∞. Finally, we remove from the ensemble all graphs
containing cycles involving s or less variable nodes.
The cycle Poisson ensemble is slightly easier to handle analytically than the standard ensem-
ble. We will therefore formulate our results mainly for this case.
Lemma 7. [Scaling of Block Probability for Cycle Poisson Ensembles] Consider transmission
over BEC of erasure probability  using elements from ELDPC(n, λ(x) = x, r, s). Then
PB(n, λ(x) = x, r, s, n) = 1−A(s)an−1/6 f(b n1/3(− ∗))
(
1 +O(n−1/3)
)
,
where a = r¯−1/6, b = r¯−2/3, A(s) = exp
{∑s
s′=1
1
2s′
}
, and
f(x) =
√
2π32/3
2
e−
4x3
3 p(32/3x; 3/2,−1) .
Hereby, p(u;α, β) is a so called stable density with representation
p(u;α, β) =
1
2π
∫
e−itu exp
{
−|t|αe−iπ2 K(α)βsign(t)
}
dt,
and K(α) = 1− | 1− α |.
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Proof. In principle one could arrive at the above result by proceeding in the same fashion as
for unconditionally stable ensembles, i.e., one could employ the tools of density evolution and
covariance evolution.
We will however use an entirely diﬀerent approach. Note that there is a one-to-one correspon-
dence between elements of ELDPC(n, λ(x) = x, r, s = 2) and random graphs on nr¯ nodes with
exactly n edges, see [29, 20]. If s = 2, then double edges and cycles of length four are excluded
from the Tanner graph. Therefore, each variable node connects two distinct check nodes and
no two variable nodes connect the same pair. If we therefore identify each variable node (and
the two edges that emanate from it) with one edge in an ordinary graph we get our desired
correspondence. Further, the decoder will be successful if and only if this random graph is a
forest, i.e., a collection of trees. Let F (l, k) denote the number of forests on l labeled nodes and
k components. Such a forest has l − k edges and therefore it corresponds to a constellation on
v = l − k variable nodes. Since these variable nodes can be ordered arbitrarily it follows that
there are v!F (nr¯, nr¯ − v) constellations on v variable nodes which do not contain stopping sets.
It remains to ﬁnd the total number of constellations on v variable nodes which are compatible
with the expurgation scheme. The desired result will then follow by diving these two quantities.
Assume s = 0. Then the total number of constellations on v variable nodes is equal to (nr¯)2v,
since for each edge we can choose one of the nr¯ check nodes. Let ns(G) denote the number of
cycles of length 2s in a ﬁxed portion of the bipartite graph G of size v. It is easy to verify (and
is a well studied problem in random graphs) that E[ns(G)] = 12s
(
2v
nr¯
)s (1 +O(1/v)). Further it is
known that for each ﬁxed s the random variables (n1, · · ·ns) are asymptotically (as n and v tend
to inﬁnity with a ﬁxed ratio) independent and follow a Poisson distribution, [30]. Finally, for the
Poisson ensemble we have ∗ = r¯2 so that around the critical value v = 
∗n = nr¯2 and
2v
nr¯ = 1. It
follows that around the threshold the total number of constellations which are compatible with
the expurgation scheme behaves like
T (v ∼ n∗) = (nr¯)2ve−
Ps
s′=1
1
2s′ (1 + O(1/v)) = (nr¯)2v/A(s)(1 +O(1/v)).
From this the block error probability around the threshold follows immediately once F (l, k) is
known, namely, if we have exactly n erasure we obtain
PB(n, λ(x) = x, r, s, n ∼ n∗) = 1− A(s) (n)!F (nr¯, nr¯ − n)(nr¯)2n (1 + O(1/n)) .
One of the most celebrated formulas in enumerative combinatorics states that there are ll−2
labeled trees on l nodes, [31]. Unfortunately there does not seem to exist an equally elementary
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expression for the number of labeled forests. The situation is aggravated by the fact that we
are interested in the region where the average number of edges per node is around one. Exactly
around this region the graph goes through a phase transition and so the behavior of F (l, k)
is nontrivial even in the limit of large sizes. Fortunately, the asymptotic behavior has been
determined by Britkov [32] and the result has been made accessible (to the English speaking
audience) in the book by Kolchin [33]. Our result now follows by employing the asymptotic
approximation stated in Theorem 1.4.4 in [33].1
Note, that for the cycle case the maximum likelihood and the iterative decoder perform
identical in terms of block error probability. This is true since in this case the condition of no
stopping sets is equal to the condition that there are no cycles which in turns implies that there is
no codeword. Note, however, that this is no longer true once we look at the resulting bit erasure
probability.
We also note that as we want to get the scaling law for the a BEC of erasure probability 
and not of a ﬁxed erasure fraction, we need to convolve the above curves with the Binomial with
mean n. However, on the scale ∗−  = O(n−1/3), the eﬀect of the channel ﬂuctuations vanishes
in the large blocklength limit. The leading correction to the scaling law (2.46) coming from the
channel consists in the substitution
f(x) → f(x) + 
∗(1 − ∗)
(1− r)4/3 f
′′(x)n−1/3 + O(n−1/2) . (2.46)
The following lemma characterizes the corresponding limiting block error probability curve.
Lemma 8. [Asymptotic Block Erasure Probability Curve] Consider transmission over BEC of
erasure probability  using random elements from ELDPC(n, λ(x) = x, r, s). Then
lim
n→∞PB(n, λ(x) = x, r, s, n) = 1−
√
1− 
∗
exp
⎧⎨⎩
s∑
s′=1
(

∗
)s′
2s′
⎫⎬⎭ .
The corresponding asymptotic bit error probability curve under iterative decoding can be
obtained through a standard density evolution analysis and it is given in parametric form by(
x
λ(1 − ρ(1− x)) ,
xΛ(1− ρ(1− x))
λ(1 − ρ(1− x))
)
,
where x ∈ (x∗, 1] and x∗ is the solution to the equation ∗λ(1− ρ(1−x)) = x. Figure 2.11 shows
the resulting bit and block error curves for ELDPC(n, λ(x) = x, r = 12 , s = 1).
1The reader is warned that there is a slight typo in Theorem 1.4.4 as stated in [33].
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Figure 2.11: The bit and block erasure probability for ELDPC(n, λ(x) = x, r = 12 , s = 1) for
n = 2i, i = 8, 10, 12, 14. As can be seen from the picture, the block erasure curves actually
converge to a limiting (non-zero) curve over the whole range of , whereas the bit erasure curves
decrease to zero below the threshold for increasing block lengths. Also shown are the result of
using the scaling laws for the block erasure probability as stated in Lemma 7.
Cycle codes can not be expurgated up to some linear fraction of the blocklength since the
number of stopping sets of size s1, · · · sk are jointly Poisson and have mean equal to (2/r¯)si/(2si),
respectively. Below the threshold ∗ = r¯/2, the bit error probability scales as 1/n. Expurgation
changes uniquely the coeﬃcient of this scaling. A simple calculation yields
Pb(n, λ(x) = x, r, s, n) =
1
2n
Ls
(
2
r¯
)
(1 + O(1/n)) , (2.47)
where we deﬁned the function
Ls(x) :=
∞∑
s′=s+1
xs
′
s′
= − log(1− x)−
s∑
s′=1
xs
′
s′
.
As shown in Fig. 2.12, this formula provides a good approximation to the bit error probability
away from the critical region. Notice in fact that the coeﬃcient of the 1/n term in Eq. (2.47)
diverges as  → ∗.
B - Covariance Evolution for a General Markov Process
In this Section we reconsider the abstract setting of section 2.16 and outline a proof of Lemma
4 under the assumptions 1-3.
Proof. We start with statement I, whose proof is fairly standard. Deﬁne a Doob’s Martingale
X̂0, . . . , X̂t,
X̂s = E[X
(i)
t |X0, . . . Xs] .
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Here we approximated f (i)(Xτ ) − f (i)(Yτ ) by fˆ (i)(Xτ/n) − fˆ (i)(Yτ/n) and then used the fact
that fˆ (i)(z) has bounded derivative. By Gronwall’s Lemma we now get |X(i)t − Y
(i)
t | <
√
Ω0 for
some suitable constant Ω0. Since X
(i)
t = E[X
(i)
t |X0 . . . Xs−1, Xs = y] for some particular choice
of y (and some ﬁxed “past” X0 . . . Xs−1) and the equivalent statement is true for Y
(i)
t it follows
from (2.48) that |X̂s − X̂s−1| ≤
√
Ω0.
Notice that equation (2.17) implies
E|Xt −Xt|p ≤ αp(Ω0t)p/2 , (2.49)
for some2 positive constants αp. Before passing to the following parts of the Lemma, let us
notice that not all the assumptions on the transition rates Ŵ (Δ|z) were used here. It is in fact
suﬃcient to assume that the drifts fˆ (i)(z) are Lipschitz continuous.
Let us now consider the point II. A simple computation shows that
EX
(i)
t+1 = EX
(i)
t + E f
(i)(Xt) , (2.50)
E[X(i)t+1;X
(j)
t+1] = E[X
(i)
t ;X
(j)
t ] + E f
(ij)(Xt) + (2.51)
+E[X(i)t ; f
(j)(Xt)] + E[f (i)(Xt);X
(j)
t ] + E[f
(i)(Xt); f (j)(Xt)] .
Consider the ﬁrst of these equations and notice that, approximating f (i)(Xt) by fˆ (i)(Xt/n) one
obtains
|X(i)t+1 −X
(i)
t − fˆ (i)(Xt/n)| ≤
A
n
+ |E[fˆ (i)(Xt/n)− fˆ (i)(Xt/n)]| . (2.52)
Since the second derivative of fˆ (i)(z) is bounded, we have the estimate
|E[fˆ (i)(Xt/n)− fˆ (i)(Xt/n)]| ≤
∣∣∣∣∣∣ 1n
∑
j
∂fˆ (i)
∂zj
∣∣∣∣∣
Xt/n
E[X(j)t −X
(j)
t ]
∣∣∣∣∣∣+ Bn2E|Xt −Xt|2 ≤
≤ C
n
.
Summing equation (2.52) over t, and applying Gronwall’s Lemma we get∣∣∣∣ 1nX(i)t − z(i)(t/n)
∣∣∣∣ ≤ A′n . (2.53)
Notice that if we limit ourself to assume Lipschitz continuous drift coeﬃcients fˆ (i)(z), the same
derivation yields a slightly weaker result: |X(i)t /n− z(i)(t/n)| ≤ A′/
√
n.
2One has in fact αp = p
p
π/2 E|Z|p−1 with Z a standard Gaussian variable.
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Equation (2.19) is proved from (2.51) much in the same way, the crucial input being an
estimate on E|Xt −Xt|3, once again obtained from equation (2.17). Here we limit ourselves to
sketch how the various terms emerges. We start by rewriting equation (2.51) in the form
Δ(ij)t+1 = Δ
(ij)
t + fˆ
(ij)(Xt/n) +
1
n
d∑
l=1
⎡⎣Δ(il)t ∂fˆ (j)∂zl
∣∣∣∣∣
Xt/n
+
∂fˆ (i)
∂zl
∣∣∣∣∣
Xt/n
Δ(lj)t
⎤⎦+
+R(0)ij + R
(1)
ij + R
(1)
ji + R
(2)
ij + R
(2)
ji + R
(3)
ij ,
With the remainders listed below
R
(0)
ij = E[f
(ij)(Xt)− fˆ (ij)(Xt/n)] + E[fˆ (ij)(Xt/n)− fˆ (ij)(Xt/n)] ,
R
(1)
ij = E[X
(i)
t ; f
(j)(Xt)− fˆ (j)(Xt/n)] ,
R
(2)
ij = E[X
(i)
t ; fˆ
(j)(Xt/n)− fˆ (j)(Xt/n)− 1
n
d∑
l=1
∂fˆ (j)
∂zl
∣∣∣∣∣
Xt/n
(X(l)t −X
(l)
t )] ,
R
(3)
ij = E[f
(i)(Xt); f (j)(Xt)] .
Each of this terms can be bounded separately as in the derivation of Eq. (2.53). Consider for
instance R(1)ij :
|R(1)ij | ≤ E[X(i)t ;X(i)t ]1/2E[f (j)(Xt)− fˆ (j)(Xt/n); f (j)(Xt)− fˆ (j)(Xt/n)]1/2 ≤
≤ An1/2B
n
≤ C√
n
,
where we used the estimate (2.49).
Let us ﬁnally consider part III of the proposition, as stated in equation (2.21). It is easy to
derive the following recursion for the generating function:
Λt+1(λ) = Λt(λ) + log W˜ (λ/
√
n|Xt)− 1√
n
λ · (Xt −Xt) +
+ log
{
E[W˜ (λ/
√
n|Xt) e
λ√
n
·Xt ]
E[W˜ (λ/
√
n|Xt) e
λ√
n
·Xt ]
}
. (2.54)
Here we deﬁned the jump generating function
W˜ (λ|x) ≡
∑
Δ
eλ·Δ W (Δ|x) .
The proof of equation (2.21) is completed by estimating the various terms in equation (2.54) as
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follows ∣∣∣∣∣∣log W˜ (λ/√n|Xt)− λ√n · (Xt+1 −Xt)− 12n
∑
i,j
fˆ (ij)(Xt/n)λiλj
∣∣∣∣∣∣ ≤ Ωa(λ)n3/2 ,∣∣∣∣∣∣E[(W˜ (λ/
√
n|Xt)− W˜ (λ/
√
n|Xt)) e
λ√
n
·Xt ]
E[W˜ (λ/
√
n|Xt) e
λ√
n
·Xt ]
−
− 1
n2
d∑
l=1
⎡⎣ ∂fˆ (i)
∂zl
∣∣∣∣∣
Xt/n
Δ(lj)t +Δ
(il)
t
∂fˆ (j)
∂zl
∣∣∣∣∣
Xt/n
⎤⎦∣∣∣∣∣∣ ≤ Ωb(λ)n3/2 .
We leave to the reader the pleasure of proving these two last (straightforward) inequalities.
C - Extension of the Process and Proof of the Scaling Law
In this Appendix we prove Lemma 1. The idea is to regard iterative decoding as a Markov process
in the space of states x = (R1, · · · ,Rrmax−1,L1, · · · ,Llmax) ∈ Zd. The transition rates and the
initial condition for such a process are computed in Section 2.4.2. As in Section 2.4.1, we denote
by z = (r1, · · · , rrmax−1, l1, · · · , llmax) the normalized state and by z(τ) the critical trajectory.
This is the solution of the density evolution equations (2.15), such that z(τend) = (0, 0, 0),
corresponding to complete decoding, r1(τ∗) = 0 for some τ∗ ∈ (0, τend), and r1(τ) > 0 for any
τ ∈ (0, τend), τ = τ∗.
It would be tempting to use the general covariance evolution approach provided by Lemma 4.
However a simple remark prevents us from following this route in the most straightforward
fashion. Lemma 4 was proved under the assumptions that the transition rates Ŵ (Δ|z) in the
n →∞ limit become C2(Rd+1) functions of z. On the other hand, the decoding process is well
deﬁned only if R1 > 0, and we are interested in trajectories passing close to the 0 plane. In
more concrete terms, Lemma 4 cannot be true when z(τ) is at a distance of order 1/
√
n from
the r1 = 0 plane. The least that will happen is that a part of the Gaussian density is ‘cut away’.
As a way to overcome this problem, we introduce a new Markov process on the same states
x = (R1, · · · ,Rrmax−1,L1, · · · ,Llmax) which is well deﬁned for R1 ≤ 0. We extend the transition
rates computed in Section 2.4.2 to R1 ≤ 0 by setting q1 = 0 in that case and as the qi are
probabilities, we set qrmax = 1−
∑rmax−1
i=2 qi. More precisely this gives us the following transition
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probabilities in the case where R1 ≤ 0
wi(u1, u2, · · · , urmax) = 0, if u1 = 1
wi(1, u2, · · · , urmax) =
(
i− 1
u2, · · · , urmax
)
qu22 · · · qurmaxrmax .
Such transition rates do not necessarily correspond to any graph process in the R1 < 0 plane.
However, upon conditioning on R1 > 0 the ‘extended’ process coincides with the original one.
Therefore the probability of not leaving the R1 > 0 half-space (the ‘survival’ probability) can be
calculated on the extended process. Finally, let us notice that the precise form of this extension
is immaterial as long as some requirements are met. Call W (Δ|x) the transition rates of the
extended Markov process. We require that:
• The chain makes ﬁnite jumps.
• The rates are well approximated by their continuum counterpart Ŵ (Δ|z). As in Sec-
tion 2.4.1 this means that |W (Δ|x)− Ŵ (Δ|x/n)| ≤ κ/n.
• The continuum transition rates are C2 with bounded derivatives in the region {νG > ε, r1 >
ε, τG > ε} for any ε > 0.
• There exist a δ > 0 such that the continuum drift coeﬃcients are Lipschitz continuous
uniformly in the region Crit(δ) ≡ {z s.t. |z−z(τ∗)| < δ}. This means that |fˆi(z)− fˆi(z′)| ≤
κ′|z − z′| for some positive κ′ and any pair of points z, z′ ∈ Crit(δ).
These requirements are easily checked on the extension deﬁned above.
Recall from Lemma 1 that we are only interested in decoding errors of size at least γν∗,
where ν∗ := ν(τ∗) is the fractional size of the graph at the critical point and γ is any number in
(0, 1). In particular γ is non-negative but can be chosen arbitrarily small. For ensembles with
λ′(0) = 0 a simple union bound shows that the decoder will be successful with high probability
once the residual graph is suﬃciently small (see [20]) but if λ′(0) > 0 as we saw in Section 3,
small small stopping sets can contribute non-negligibly to the error probability. Therefore, by
choosing γ ∈ (0, 1), we “separate out” the contributions to the block error probability which
stem from large error events.
Fix τmax so that ν(τmax) = γν∗. Deﬁne Pt to be the survival probability up to time t. It will
be useful to denote by Pt(x′, t′) the probability of surviving up to time t conditioned on having
survived up to time t′ and that the state at time t′ is x′.
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In order to apply Lemma 4 as far as we can, we decompose the time up to tmax into two
intervals: {0, . . . , t∗−} and {t∗− + 1, . . . , tmax}. The survival probability can be written as
Ptmax =
∑
x
Ptmax(x, t
∗
−)P (x, t
∗
−) . (2.55)
Here P (x, t) denotes the probability of arriving in state x′ at time t′ without hitting the R1 = 0
plane. The sum over x runs over the R1 > 0 half-space.
Next we chose t∗− = n(τ∗ − ε) for some (small) positive number ε. With this choice the
factor P (x, t∗−) in the above equation can be estimated using the covariance evolution approach
and Lemma 4. The reason is that the trajectories contributing to this factor stay at a distance
of order n from the R1 = 0 apart from some exponentially rare cases. We leave to the reader
the task of adapting the proof of Lemma 4.III to this situation.
The ﬁrst factor in equation (2.55) can not be estimated through covariance evolution. For-
tunately a less reﬁned calculation is suﬃcient in this case. In fact the Lipschitz continuity of the
drift coeﬃcients ensures that, at any time t > t∗−, the state is within δ of the density evolution
prediction with probability at least 1− exp[−δ2/2Ω(t− t∗−)]. This fact was stressed in the proof
of Lemma 4, cf. Appendix B. For any state x, consider the solution z(τ ;x) of the density evo-
lution equations (2.15) with initial condition z(t∗−/n;x) = x/n. Let P̂tmax(x, t
∗
−) = 0 if z(τ ;x)
intersects the r1 = 0 plane in the interval [t∗−/n, τmax] and P̂tmax(x, t∗−) = 1 otherwise. The above
concentration result implies that P̂tmax(x, t∗−) is a good approximation for Ptmax(x, t
∗
−).
Let us prove the last statement in the cases in which z(τ ;x) does not intersect the r1 = 0
plane (and therefore P̂tmax(x, t∗−) = 1). If x is distributed according to P (x, t
∗
−), the trajectory
z(τ ;x) will stay at a distance of order 1/
√
n from the critical one. In particular, its minimum
distance from the r1 = 0 plane will be γ/
√
n with γ of order 1. This minimum will be achieved
for τ close to τ∗ with high probability. We therefore restrict ourselves to an interval of times
t∗− < t < t
∗
− + nTε for some ﬁxed number T > 1, and neglect the cases in which the r1 plane
is touched outside this interval. The error implied in substituting P̂tmax(x, t∗−) with Ptmax(x, t
∗
−)
is upper bounded by the probability that the maximum distance between the actual decoding
trajectory and z(τ ;x) in the interval t∗− < t < t
∗
− + nTε (τ
∗ − ε < τ < τ∗ + (T − 1)ε) is larger
than γ
√
n. Using the above concentration result with δ = γ
√
n and t− t∗− < nTε, we get
|P̂tmax(x, t∗−)− Ptmax(x, t∗−)| ≤ exp
{
− γ
2
2ΩTε
}
. (2.56)
As mentioned above, under the distribution P (x, t∗−), both γ and T are, with high probability
2.6. APPROXIMATION OF THE WATERFALL CURVE 57
O(1) (both with respect to n→∞ and ε→ 0). Therefore the right hand side of equation (2.56)
can be made arbitrarily small by taking ε → 0.
The last step consists in substituting P̂tmax(x, t∗−) for Ptmax(x, t
∗
−) and the Gaussian density
from covariance evolution for P (x, t∗−) in equation (2.55) and letting n → ∞ with n1/2( − ∗)
ﬁxed. This yields Lemma 1 up to corrections of which vanish when ε → 0.
D - Variance of Erased Edges
Consider the ensemble LDPC(n, λ, ρ) and transmission over the BEC of erasure probability .
As pointed out in Section 2.4.3, the scaling parameter α can be related to V , the (normalized)
variance, with respect to the choice of the graph and the channel realization, of the number of
erased edge messages sent from the variable nodes in the inﬁnite graph in the limit of an inﬁnite
number of iterations. We start by ﬁrst considering the case of a ﬁnite number of iterations . In
this case we deﬁne the variables xi, yi, x¯i = 1 − xi and y¯i = 1 − yi where i ∈ {0, · · · , }, such
that at each iteration i of BP and for an inﬁnite blocklength, xi represents the fraction of erased
messages sent from the variable to the check nodes and yi is the fraction of erased messages
sent from the check to the variable nodes. These values are computed using density evolution
[20] starting with y0 = 1 and applying the recursion yi+1 = 1 − ρ(1 − xi), with xi = λ(yi).
Using these variables, we have the following characterization of V(), the (normalized) variance
of the number of erased edge messages sent from the variable nodes in the inﬁnite graph after 
iterations.
Lemma 9. Let G be chosen uniformly at random from LDPC(n, λ, ρ) and consider transmission
over the BEC of erasure probability . Label the nΛ′(1) edges of G in some ﬁxed order by the
elements of {1, · · · , nΛ′(1)}. Assume that the receiver performs  rounds of Belief Propagation
decoding and let μ()i be equal to one if the message sent at the end of the -th iteration along
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edge i (from a variable node to a check node) is an erasure, and zero otherwise. Then
V() = lim
n→∞
E[(
∑
i μ
()
i )
2]− E[(∑i μ()i )]2
nΛ′(1)
(2.57)
=x + x(1, 0)
⎛⎝ ∑
j=0
V()C(− 1) · · ·V(− j + 1)C(− j)
⎞⎠ (1, 0)T edges in T1
+ x2ρ
′(1)
−1∑
i=0
λ′(1)iρ′(1)i edges in T2
+ x(1, 0)
⎛⎝ 2∑
j=1
V()C(− 1) · · ·V(− j + 1)C(− j)
⎞⎠ (1, 0)T edges in T3
+ (1, 0)
⎛⎝ ∑
j=0
(
y−jU(j, j) + (1− y−j)U0(j, j)
)
edges in T4
+
2∑
j=+1
V()C(− 1) · · ·V(2− j + 1)C(2− j) (y−jU(j, ) + (1 − y−j)U0(j, ))
⎞⎠
− xE[μ()1 V GT
′
(1)]
+
∑
i=1
Fi
(
xiE[μ
()
1 V
GT
′
(1)]− E[μ()1 V GT
′
(yi)]
)
−
∑
i=1
Fiλ
′(yi)
(
E[μ()1 C
GT
′
(1)]ρ(x¯i−1)− E[μ()1 CGT
′
(x¯i−1)]
)
+
−1∑
i=1
Fi
(
x + (1, 0)V()C(− 1) · · · V(1)C(0)V(0)(1, 0)T
)
· (1, 0)V(i)C(i− 1) · · ·V(i− + 1)C(i− )(1, 0)T
−
−1∑
i=1
Fixi
(
x + (1, 0)V()C(− 1) · · ·V(1)C(0)V(0)(1, 0)T
)
(λ′(1)ρ′(1))
where
V(i) =
⎛⎝ λ′(yi) 0
λ′(1)− λ′(yi) λ′(1)
⎞⎠ , C(i) =
⎛⎝ ρ′(1) ρ′(1)− ρ′(x¯i)
0 ρ′(x¯i)
⎞⎠ , i ≥ 0, (2.58)
V(i) =
⎛⎝ λ′(1) 0
0 λ′(1)
⎞⎠ , C(i) =
⎛⎝ ρ′(1) 0
0 ρ′(1)
⎞⎠ , i < 0. (2.59)
Further, U(j, j), U(j, ), U0(j, j) and U0(j, ) are computed through the following recursion.
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For j ≤ , set
U(j, 0) =(y−jλ′(y), (1− y−j)λ′(y))T ,
U0(j, 0) =(0, 0)T ,
whereas for j > , initialize by
U(j, j − ) =(1, 0)V()C(− 1) · · ·V(2− j + 1)C(2− j)(1, 0)TM1(j, j − )(y−j , 1− y−j)T
+ (1, 0)V()C(− 1) · · ·V(2− j + 1)C(2− j)(0, 1)TM2(j, j − )(y−j, 1− y−j)T ,
U0(j, j − ) =(1, 0)V()C(− 1) · · ·V(2− j + 1)C(2− j)(0, 1)T V(0)(y−j, 1− y−j)T .
The recursion is
U(j, k) =M1(j, k) (C(− j + k − 1)U(j, k − 1))
+ M2(j, k)
(
N1(j, k − 1)U(j, k − 1) + N2(j, k − 1)U0(j, k − 1)
)
,
U0(j, k) =V(− j + k) (N1(j, k − 1)U(j, k − 1) + N2(j, k − 1)U0(j, k − 1)) ,
with
M1(j, k) =
⎛⎝ λ′(ymax{−k,−j+k}) 0
 {j<2k}(λ′(y−k)− λ′(y−j+k)) λ′(y−k)
⎞⎠ ,
M2(j, k) =
⎛⎝  {j>2k}(λ′(y−j+k)− λ′(y−k)) 0
λ′(1)− λ′(ymin{−k,−j+k}) λ′(1)− λ′(y−k)
⎞⎠ ,
N1(j, k) =
⎛⎝ ρ′(1)− ρ′(x¯−k−1) ρ′(1)− ρ′(x¯max{−k−1,−j+k})
0  {j≤2k}(ρ′(x¯−j+k)− ρ′(x¯−k−1))
⎞⎠ ,
N2(j, k) =
⎛⎝ ρ′(x¯−k−1)  {j>2k}(ρ′(x¯−k−1)− ρ′(x¯−j+k))
0 ρ′(x¯min{−k−1,−j+k})
⎞⎠ .
The terms Fi are equal to
Fi =
∏
k=i+1
λ′(yk)ρ′(x¯k−1), (2.60)
and ﬁnally
E[μ()1 V
GT
′
(α)] =
2∑
k=0
(1, 0)V()C(− 1) · · ·V(− k + 1)C(− k)A(, k, α)
+ x(αλ′(α) + λ(α))ρ′(1)
−1∑
i=0
ρ′(1)iλ′(1)i,
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with A(, k, α) equal to⎛⎝ αy−kλ′(αy−k) + λ(αy−k)
αλ′(α) + λ(α) − αy−kλ′(αy−k)− λ(αy−k)
⎞⎠ , k ≤ 
⎛⎝ αλ′(α) + λ(α)
0
⎞⎠ , k > 
and
E[μ()1 C
GT
′
(α)] =
2∑
k=1
(1, 0)V()C(− 1) · · ·V(− k + 2)C(− k + 1)V(− k + 1)
·
⎛⎝ αρ′(α) + ρ(α)− α(x¯−k)ρ′(αx¯−k)− ρ(αx¯−k)
αx¯−kρ′(αx¯−k) + ρ(αx¯−k)
⎞⎠
+ x(αρ′(α) + ρ(α))
−1∑
i=0
ρ′(1)iλ′(1)i.
Proof. Expand V() in (2.57) as
V() = lim
n→∞
E[(
∑
i μ
()
i )
2]− E[∑i μ()i ]2
nΛ′(1)
,
= lim
n→∞
∑
j
(
E[μ()j
∑
i μ
()
i ]− E[μ()j ]E[
∑
i μ
()
i ]
)
nΛ′(1)
,
= lim
n→∞E[μ
()
1
∑
i
μ
()
i ]− E[μ()1 ]E[
∑
i
μ
()
i ],
= lim
n→∞E[μ
()
1
∑
i
μ
()
i ]− nΛ′(1)x2 . (2.61)
In the last step, we have used the fact that x = E[μ
()
i ] for any i ∈ {1, · · · , nΛ′(1)}. Let us look
more carefully at the ﬁrst term of (2.61). We are performing a ﬁnite number of iterations , so
each message sent along an edge has a ﬁnite computation tree. In other words, each message is
computed based on ﬁnite number of received values and the computation tree corresponds to all
the variable nodes associated to these received values as well as all the check nodes connecting
them. In the case where two messages have intersecting computation trees (at least one value
received from the channel is involved in the computation of both messages), their values are
evidently correlated. We can write
lim
n→∞
(
E[μ()1
∑
i
μ
()
i ]− nΛ′(1)x2
)
= lim
n→∞E[μ
()
1
∑
i∈T
μ
()
i ] + limn→∞
(
E[μ()1
∑
i∈Tc
μ
()
i ]− nΛ′(1)x2
)
,
(2.62)
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where T contains the indices of all edges, such that their computation tree intersects the com-
putation tree of μ()1 . This means that these edges carry messages that are computed based on
the same received values as the message μ()1 . For convenience, we complete T, by adding to it
all edges that are connected to the same variable nodes as edges that are already in T. Tc is the
complement in {1, · · · , nΛ′(1)} of the set of indices T.
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(A)
(B)
Figure 2.13: Graph representing all edges contained in T, for the case of  = 2. The small letters
represent messages sent along the edges from a variable node to a check node and the capital
letters represent variable nodes. The message μ()1 is represented by (a).
The set of indices T depends on the number of iterations performed and on the graph realiza-
tion. We have depicted in Fig. 2.13 an example for the case of an irregular graph with  = 2. We
have in the middle of the ﬁgure, the edge (a) carrying the message μ()1 . We call this edge the
root edge and the variable node it is connected to, the root variable node. We will also call the
message μ()1 the root message. We expand the graph starting from this root node. We consider
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 variable node levels above the root and 2 variable node levels below the root. This is due
to the fact that up to  levels above the root, the messages computed will depend on the value
received on the root variable node, which also aﬀects μ()1 (in the ﬁgure, the value received from
the channel on node (A) aﬀects μ()1 as well as the message sent on (b) after  iterations). We
expand 2 levels in the past as the value received on a variable node at level , aﬀects both the
root edge and the edges which are 2 levels below (the value received on node (B) aﬀects both
μ
()
1 and the message sent on (g) after  iterations).
We compute the two terms in (2.62) separately. Deﬁne S = limn→∞ E[μ
()
1
∑
i∈T μ
()
i ] and
Sc = limn→∞
(
E[μ()1
∑
i∈Tc μ
()
i ]− nΛ′(1)x2
)
.
2

μ
()
1

Figure 2.14: Size of T. It contains  layers of variable nodes above the root edge and 2 layer of
variable nodes below the root variable node. The gray area represent the computation tree of
the message μ()1 . It contains  layers of variable nodes below the root variable node.
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Computation of S
Having deﬁned T, we can further identify four diﬀerent types of terms appearing in S and write
S = lim
n→∞E[μ
()
1
∑
i∈T
μ
()
i ]
= lim
n→∞E[μ
()
1
∑
i∈T1
μ
()
i ] + limn→∞E[μ
()
1
∑
i∈T2
μ
()
i ] + limn→∞E[μ
()
1
∑
i∈T3
μ
()
i ] + limn→∞E[μ
()
1
∑
i∈T4
μ
()
i ]
The subset T1, T1 ⊂ T represents the edges above the root variable node that carry messages that
point upwards (we include the root edge in T1). In Fig. 2.13, the message sent on edge (b) is of
this type. T2 contains all edges that carry messages of the same type as (c), which means that
they are also above the root variable node but point downwards. T3 represents the edges which
are below the root variable node and carry messages that point upwards like edges (d) and (f).
Finally, T4 contains all edges that are below the root variable node and point downwards like (e)
and (g).
Let us start with the simplest term. In the limit of inﬁnite blocklength, the messages carried
by the edges in T2 at the -th iteration are independent from μ
()
1 . This gives us that
lim
n→∞E[μ
()
1
∑
i∈T2
μ
()
i ] =x
2
ρ
′(1)
−1∑
i=0
ρ′(1)iλ′(1)i
where limn→∞ E[μ
()
1 μ
()
i ] = x
2
 for i ∈ T2 as the two messages are independent, and the expected
number of edges in T2 is ρ′(1)
∑−1
i=0 λ
′(1)iρ′(1)i.
For the edges in T1, we write
lim
n→∞E[μ
()
1
∑
i∈T1
μ
()
i ] =x + x(1, 0)
⎛⎝ ∑
j=1
V()C(− 1) · · ·V(− j + 1)C(− j)
⎞⎠ (1, 0)T , (2.63)
with the matrices V(i) and C(i) deﬁned in (2.58). We remind here their expressions.
V(i) =
⎛⎝ λ′(yi) 0
λ′(1)− λ′(yi) λ′(1)
⎞⎠ , C(i) =
⎛⎝ ρ′(1) ρ′(1)− ρ′(x¯i)
0 ρ′(x¯i)
⎞⎠ , i ≥ 0.
In order to understand (2.63), consider the following case. We are at the i-th iteration of BP
decoding and we pick an edge at random in the graph. It is connected to a check node of degree
j with probability ρj . Assume further that the probability that the message carried by this edge
from the variable node the check node (incoming message) is erased with probability p and known
with probability p¯. We want to compute the expected numbers of erased and known messages
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sent out by the check node on its other edges (outgoing messages). If the incoming message is
erased, then the number of erased outgoing messages is in expectation (j−1). Averaging over the
possible check node degrees gives us ρ′(1). If the incoming message is known, then the expected
number of erased outgoing messages is (j − 1)(1− (1 − xi)j−2). Averaging over the check node
degrees gives us ρ′(1)−ρ′(1−xi). The expected number of erased outgoing messages is therefore,
pρ′(1)+ p¯(ρ′(1)−ρ′(1−xi)). We can compute similarly, the number of known outgoing messages
to ﬁnd p¯ρ′(xi). This can be written in a matrix form, using C(i). This gives us that the number
of erased outgoing messages is (1, 0)C(i)(p, p¯)T and the number of known outgoing messages is
(0, 1)C(i)(p, p¯)T . The situation is identical if we consider a variable node instead of the check
node and we use the matrix V(i) instead of C(i). We can also think of extending several layers of
check and variable nodes as is shown in Fig. 2.15.
(p, p¯)T
C(i)(p, p¯)T
(p, p¯)T
V(i)(p, p¯)T
(p, p¯)T
V(i+ 1)C(i)(p, p¯)T
Figure 2.15: Number of outgoing erased messages as a function of the probability of erasure of
the incoming message.
Now using these matrices V(i) and C(i) for i ∈ {1, · · · , }, we can compute the contribution
of the edges in T1 to S. We have
lim
n→∞E[μ
()
1
∑
i∈T1
μ
()
i ] = limn→∞P{μ
()
1 = 1}E[
∑
i∈T1
μ
()
i | μ()1 = 1]. (2.64)
The last term on the right hand side of (2.64) can be written as
lim
n→∞E[
∑
i∈T1
μ
()
i | μ()1 = 1] =1 + (1, 0)
⎛⎝ ∑
j=1
V()C(− 1) · · ·V(− j + 1)C(− j)
⎞⎠ (1, 0)T . (2.65)
where E[μ()1 | μ()1 = 1] = 1. Each term of the sum, written as (1, 0)V()C( − 1) · · · V( − j +
1)C(− j)(1, 0)T for j ∈ {1, · · · , }, is the number of erased messages in each layer of edges in T1
conditioned on the fact that the root edge is erased. Now multiplying (2.65) by P{μ()1 = 1} = x
gives us (2.63).
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The computation is similar for the edges in T3 and results in
lim
n→∞E[μ
()
1
∑
i∈T3
μ
()
i ] =x(1, 0)
⎛⎝ 2∑
j=1
V()C(− 1) · · · V(− j + 1)C(− j)
⎞⎠ (1, 0)T . (2.66)
In this sum, when j > , we have to evaluate the matrices V(i) and C(i) for negative indices using
the deﬁnition given in (2.59).
In order to obtain S, it remains only to compute the contribution of the edges in T4, which
is slightly more involved than computing the previous terms. T4 includes all the edges that are
below the root node and point downwards. In Fig. 2.13, edges (e) and (g) are representative of
the elements in T4. We claim that
lim
n→∞E[μ
()
1
∑
i∈T4
μ
()
i ] = (1, 0)
∑
j=0
(
y−jU(j, j) + (1− y−j)U0(j, j)
)
(2.67)
+ (1, 0)
2∑
j=+1
V()C(− 1) · · ·V(2− j + 1)C(2− j) (y−jU(j, ) + (1− y−j)U0(j, )) .
Let us consider the ﬁrst term in (2.67). It corresponds to the contribution in T4 of edges such
that the message they carry at iteration  depends on the value received from the channel on
the root variable node. In the case of Fig. 2.13, where  = 2, the contribution of edge (e), would
be counted in this ﬁrst sum. The second term in (2.67) corresponds to edges in T4, that are
separated from the root edge by more than + 1 variable nodes. In Fig. 2.13, edge (g) is of this
type.
In order to understand the ﬁrst term in (2.67), consider the root edge and an edge contained in
T4 separated from the root edge by j + 1 variable node with j ∈ {0, · · · , }. For this edge in
T4, we consider two messages it carries. The message that is sent from the variable node to the
check node at the -th iteration (outgoing) and that participate in our second moment calcula-
tion and the message sent from the check node to the variable node at the ( − j)-th iteration
(incoming). We deﬁne the two-components vector U(j, j), such that the ﬁrst component is the
joint probability that both the root and the outgoing messages are erased conditioned on the
fact that the incoming message is erased, multiplied by the number of edges in T4 which are
similar to the edge of interest (at the same distance from the root edge). The second component
is the joint probability that the root message is erased and that the outgoing message is known
conditioned on the fact that the incoming message is erased, again multiplied by the number of
edges in T4 which are similar to the edge of interest. The vector U0(j, j) is deﬁned in exactly the
same manner except that the incoming message on which the joint probability is conditioned is
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in this case known. Therefore, the superscript  or 0 accounts respectively for the cases where
the incoming message is erased or known. From these deﬁnitions, it is clear that the contribution
to S of the edges that are in T4 and separated from the root edge by j + 1 variable nodes with
j ∈ {0, · · · , }, is written as (1, 0) (y−jU(j, j) + (1− y−j)U0(j, j)). We still have to evaluate
U(j, j) and U0(j, j) for any j ∈ {0, · · · , }. In order to do this, we have to deﬁne the vectors
U(j, k) and U0(j, k) with k ≤ j, which are similar to the previous quantities, except that this
time we look at the root edge and an edge in T4 separated from the root edge by k + 1 variable
nodes. The outgoing message we consider is the one at the ( − j + k)-th iteration and the
incoming message we condition on, is the one at the (− k)-th iteration. It is easy to check that
U(j, j) and U0(j, j) can be computed in a recursive manner using U(j, k) and U0(j, k). The
initial conditions are
U(j, 0) =(y−jλ′(y), (1− y−j)λ′(y))T ,
U0(j, 0) =(0, 0)T ,
and the recursion is for k ∈ {1, · · · , j} is the one given in Lemma 9. In this case, the computation
trees of both messages we consider, the root message and the message carried by the edge in T4
overlap and as the two edges are separated by at most  + 1 variable nodes, any received value
which is on a path between the two edges aﬀects both their values. This is why this recursion is
slightly more involved than the one to compute the contribution of the edges in T1. The situation
is depicted in the left side of Fig. 2.16.
For the case of edges in T4 that are separated from the root edge by more than +1 variable
nodes. The situation is slightly diﬀerent and is depicted in the right side of Fig. 2.16. In this
case, if we consider any path between the two edges. Some of the received values will aﬀect both
messages (the ones which are in the intersection of the computation trees) and others will aﬀect
only one of the messages. We therefore have to adapt the previous recursion. We start from the
root edge and compute the eﬀect of the received values that only aﬀect this message resulting
in a expression similar to the one we used to compute the contribution of T1. This gives us the
following initial conditions.
U(j, j − ) =(1, 0)V()C(− 1) · · ·V(2− j + 1)C(2− j)(1, 0)TM1(j, j − )(y−j , 1− y−j)T
+ (1, 0)V()C(− 1) · · ·V(2− j + 1)C(2− j)(0, 1)TM2(j, j − )(y−j, 1− y−j)T ,
U0(j, j − ) =(1, 0)V()C(− 1) · · ·V(2− j + 1)C(2− j)(0, 1)T V(0)(y−j, 1− y−j)T .
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root edge
root edge
edge in T4
edge in T4
Figure 2.16: The two situations that arise when computing the contribution of T4. In the left
side we show the case where the two edges are separated by at most + 1 variable nodes and in
the right side, the case where they are separated by more than + 1 variable nodes.
We apply the recursion given in Lemma 9 to the intersection of the computation trees. We have
to stop the recursion at k =  (end of the intersection of the computation trees). It remains to
account for the received values that only aﬀect the messages on the edge in T4. This is done by
writing
(1, 0)
2∑
j=+1
V()C(− 1) · · ·V(2− j + 1)C(2− j) (y−jU(j, ) + (1− y−j)U0(j, )) ,
which is the second term of (2.67).
Computation of Sc
We still need to compute Sc = limn→∞
(
E[μ()1
∑
i∈Tc μ
()
i ]− nΛ′(1)x2
)
. Recall that by deﬁni-
tion, all the messages that are carried by edges in Tc at the -th iteration are computed based
on received values that do not participate in the computation of μ()1 . At ﬁrst sight, one might
think that these messages are independent of μ()1 . This is indeed the case when the bipartite
graph is regular (all of the variable nodes have the same degree as do all of the check nodes).
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For the degree distributions λ(x) = xl−1 and ρ(x) = xr−1, we have that
Sc = lim
n→∞
(
E[μ()1
∑
i∈Tc
μ
()
i ]− nΛ′(1)x2
)
= lim
n→∞
(|Tc|x2 − nΛ′(1)x2)
= lim
n→∞
(
(nΛ′(1)− |T|)x2 − nΛ′(1)x2
)
=− |T|x2
with the cardinality of T being |T| =∑2i=0 (l− 1)i(r− 1)il+(r−1)∑i=1 (l − 1)i−1(r− 1)i−1l.
However, when we consider irregular ensembles, the cardinality of T is not ﬁxed anymore and
depends on the graph realization. If we call GT the graph composed of the edges in T and of
the variable and check nodes connecting them, it is clear that the message μ()1 depends on the
realization of GT. We will also see that the messages carried by the edges in Tc also depend on
the realization of GT. We write
Sc = lim
n→∞
(
E[μ()1
∑
i∈Tc
μ
()
i ]− nΛ′(1)x2
)
,
= lim
n→∞
(
EGT [E[μ
()
1
∑
i∈Tc
μ
()
i | GT]]− nΛ′(1)x2
)
,
= lim
n→∞
(
EGT [E[μ
()
1 | GT]|Tc|E[μ()j | GT]]− nΛ′(1)x2
)
, j ∈ Tc,
= lim
n→∞
(
EGT [E[μ
()
1 | GT] (nΛ′(1)− |T|)E[μ()j | GT]]− nΛ′(1)x2
)
, j ∈ Tc,
= lim
n→∞nΛ
′(1)
(
EGT [E[μ
()
1 | GT]E[μ()j | GT]]− nΛ′(1)x2
)
, j ∈ Tc, (2.68)
− lim
n→∞EGT [|T|E[μ
()
1 | GT]E[μ()j | GT]], j ∈ Tc. (2.69)
We need therefore to compute E[μ()j | GT] for a ﬁxed realization of GT and a random edge j taken
from Tc. This value diﬀers slightly from x due to two eﬀects. The ﬁrst is related to the fact that
we are dealing with a ﬁxed-size bipartite graph (although we later take the limit n → ∞) and
therefore the degrees of the nodes that are in GT aﬀect the degrees of the nodes that are in its
complement (with respect to the total bipartite graph). Intuitively, if GT contains an unusually
large number of high degree variable nodes, the rest of the graph will correspondingly contain
an unusually small number of high degree variable nodes aﬀecting the average E[μ()j | GT]. This
ﬁrst eﬀect can be measured by computing the degree distribution over the rest of the graph as a
function of the characteristics of GT. The second eﬀect is due to the fact that the messages that
ﬂow out of GT aﬀect the message that are computed on edges in Tc which are close to GT. We will
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measure this eﬀect by looking in detail to the messages that ﬂow out of GT. Let us consider for the
moment the ﬁrst eﬀect. Deﬁne V GT(x) =
∑
i V
GT
i x
i and CGT(x) =
∑
j C
GT
j x
j such that V GTi is the
number of variable nodes of degree i and CGTj is the number of check nodes of degree j in GT. The
derivatives of these functions are V GT
′
(x) =
∑
i iV
GT
i x
i−1 and CGT
′
(x) =
∑
j jC
GT
j x
j−1 respectively.
It is easy to verify that if we take a bipartite graph having a variable degree distribution λ(x)
and remove a variable node of degree i, the variable degree distribution changes by
Δiλ(x) =
iλ(x) − ixi−1
nΛ′(1)
+ O(1/n2).
Therefore, if we remove GT from the bipartite graph, the remaining graph will have a variable
perspective degree distribution that diﬀers from the original by
Δλ(x) =
V GT
′
(1)λ(x) − V GT′(x)
nΛ′(1)
+ O(1/n2).
In the same way, removing GT changes the check degree distribution by
Δρ(x) =
CGT
′
(1)ρ(x) − CGT′(x)
nΛ′(1)
+ O(1/n2).
The resulting change in the fraction of erased messages sent from the variable to the check nodes
can be easily calculated. If the degree distributions change slightly by Δλ(x) and Δρ(x), x
changes by Δx such that
Δx =
∑
i=1
∏
k=i+1
λ′(yk)ρ′(1− xk−1) (Δλ(yi)− λ′(yi)Δρ(1 − xi−1)) ,
=
1
nΛ′(1)
∑
i=1
∏
k=i+1
λ′(yk)ρ′(1 − xk−1)
(
(V GT
′
(1)λ(yi)− V GT′(yi))
−λ′(yi)(CGT′(1)ρ(1 − xi−1)− CGT′(1 − xi−1))
)
+ O(1/n2),
=
1
nΛ′(1)
∑
i=1
Fi
(
xiV
GT
′
(1)− V GT′(yi)− λ′(yi)(CGT′(1)ρ(1− xi−1)− CGT′(1− xi−1))
)
+ O(1/n2),
with Fi =
∏
k=i+1 λ
′(yk)ρ′(1 − xk−1) as deﬁned in (2.60).
Consider now the second eﬀect of a particular choice of GT over E[μ
()
j | GT]. As already stated,
this expectation is also aﬀected by the messages that ﬂow out of the boundary of GT. Call B the
number of edges forming this boundary (edges emanating upwards from the variable nodes that
are  levels above the root edge and emanating downwards from the variable nodes that are 2
levels below the root variable node) and call Bi the number of erased messages carried at the
i-th iteration by these edges. As a result, if x˜i is the fraction of erased messages incoming to the
70 CHAPTER 2. WATERFALL
check nodes in the complement of GT at the i-th iteration, taking into account this eﬀect gives a
new erasure fraction xˆi that can be written as
xˆi =
(nΛ′(1)− B)x˜i + Bi
nΛ′(1)
+ O(1/n2),
=x˜i +
Bi − Bx˜i
nΛ′(1)
+ O(1/n2).
This expression simply comes from the fact that at the i-th iteration, we have (nΛ′(1) − B)
message in the complement of GT of which a fraction x˜i is erased. In the B remaining messages,
there are Bi erasures, which gives us the expression. Consequently, combining the above two
eﬀects, we can write that at the -th iteration, the fraction of erased messages that are sent by
the variable nodes outside GT can be written, for j ∈ Tc, as
E[μ()j | GT] =x +
1
nΛ′(1)
∑
i=1
Fi
(
xiV
GT
′
(1)− V GT′(yi)− λ′(yi)(CGT′(1)ρ(1− xi−1)− CGT′(1− xi−1))
)
+
1
nΛ′(1)
−1∑
i=1
Fi (Bi − Bxi) +O(1/n2).
We can now use this expression in (2.68) and (2.69) to obtain
Sc = lim
n→∞nΛ
′(1)
(
EGT [E[μ
()
1 | GT]E[μ()j | GT]]− nΛ′(1)x2
)
, j ∈ Tc,
− lim
n→∞EGT [|T|E[μ
()
1 | GT]E[μ()j | GT]], j ∈ Tc,
=
∑
i=1
Fi
(
xiE[μ
()
1 V
GT
′
(1)]− E[μ()1 V GT
′
(yi)]
)
−
∑
i=1
Fiλ
′(yi)
(
E[μ()1 C
GT
′
(1)]ρ(1− xi−1)− E[μ()1 CGT
′
(1 − xi−1)]
)
+
−1∑
i=1
FiE[μ
()
1 Bi ]
−
−1∑
i=1
FixiE[μ
()
1 B]
− xE[μ()1 V GT
′
(1)],
where we took the limit n →∞, removed the terms tending to zero and ﬁnally, we replaced |T|
by V GT
′
(1).
It is clear what each of these values represent. For example, E[μ()1 V
GT
′
(1)] is the expected
value of μ()1 multiplied by the number of edges that are in GT. Each of these terms can be
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computed through recursions that are similar in spirit to the ones used to compute S. These
recursions are provided in the body of Lemma 9. We will just explain in further detail how the
terms E[μ()1 B] and E[μ()1 Bi ] can be computed. We claim that the ﬁrst term can be written as
E[μ()1 B] =
(
x + (1, 0)V()C(− 1) · · ·V(1)C(0)V(0)(1, 0)T
)
(λ′(1)ρ′(1)) .
This is because the value of μ()1 depends only on the realization of its computation tree and not
on the realization of the whole GT. From the deﬁnitions of GT and the computation tree, we have
that the boundary of GT is on average (λ′(1)ρ′(1)) larger than the boundary of the computation
tree of μ()1 . Finally, the expectation of μ
()
1 multiplied by the number of edges in the boundary of
its computation tree can be easily computed as
(
x + (1, 0)V()C(− 1) · · · V(1)C(0)V(0)(1, 0)T
)
.
Multiplying these two terms give us our expression. For E[μ()1 Bi ], the situation is similar. We
can start by computing the expectation of μ()1 multiplied by the number of edges in the boundary
of its computation tree. This number has to be multiplied by (1, 0)V(i)C(i−1) · · ·V(i−+1)C(i−
)(1, 0)T to account for what happens between the boundary of the computation tree and the
boundary of GT. We hence obtain
E[μ()1 Bi ] =
(
x + (1, 0)V()C(− 1) · · · V(1)C(0)V(0)(1, 0)T
)
· (1, 0)V(i)C(i− 1) · · ·V(i− + 1)C(i− )(1, 0)T .
The expression provided in the above lemma has been used to plot V() for  ∈ (0, 1) and for
several values of  in the case of an irregular ensemble in Fig. 2.4.
It remains to determine the asymptotic behavior of this quantity as the number of iterations
converges to inﬁnity.
Lemma 10. Let G be chosen uniformly at random from LDPC(n, λ, ρ) and consider transmis-
sion over the BEC of erasure probability . Label the nΛ′(1) edges of G in some ﬁxed order
by the elements of {1, · · · , nΛ′(1)}. Assume that we decode until no further progress can be
accomplished. Set μ(∞)i equal to one if the message along edge i from the variable to the check
72 CHAPTER 2. WATERFALL
node side is an erasure and equal to zero otherwise. Then
lim
→∞
lim
n→∞
E[(
∑
i μ
(∞)
i )
2]− E[(∑i μ(∞)i )]2
nΛ′(1)
=
+
2λ′(y)2(ρ(x¯)2 − ρ(x¯2) + ρ′(x¯)(1 − 2xρ(x¯))− x¯2ρ′(x¯2))
(1− λ′(y)ρ′(x¯))2
+
2λ′(y)2ρ′(x¯)2(2λ(y)2 − 2λ(y2)− y22λ′(y2))
(1− λ′(y)ρ′(x¯))2
+
(x − 2λ(y2)− y22λ′(y2))(1 + λ′(y)ρ′(x¯)) + y2λ′(y)
1− λ′(y)ρ′(x¯) .
E - Proof of Lemma 5
In this Appendix we present a proof of Lemma 5, making use of Doob’s maximal inequality (2.27).
We shall prove that each of the two events considered in Eq. (2.28) occurs with probability greater
than 1 − Ω1 exp[−Ω2 δ2]. This implies the thesis by a simple union bound, plus a rescaling of
the constants Ω1, Ω2.
Let us begin by considering the second event, namely X(0)tg ≥ X(0)t∗ − δ4/3 n1/3. For sake of
simplicity we redeﬁne tg to be the position of the global minimum of X
(0)
t in the domain t > t
∗.
The minimum with an unrestricted t can be treated by putting together the cases t > t∗ and
t < t∗. It is also useful to deﬁne
Yt−t∗ :=
1
κ1
(X(0)t −X(0)t∗ ) .
Equation (2.27) implies
P
{
min
0≤t≤T
[
Yt − 1
n
t2 +
κ2δ√
n
t
]
≤ −δ
√
T
}
≤ Ω1 e−Ω2δ2 , (2.70)
where we rescaled the constants κ2 and Ω2.
Let {tl : l ∈ Z} be a non-decreasing sequence of real numbers with tl → ∞ as l → ∞ and
tl = 0 as l → −∞. A union bound yields
P
{
min
t≥0
Yt ≤ −δ4/3n1/3
}
≤
+∞∑
l=−∞
P
{
min
tl≤t<tl+1
Yt ≤ −δ4/3n1/3
}
≤
≤
+∞∑
l=−∞
P
{
min
tl≤t<tl+1
[
Yt − 1
n
t2 +
κ2δ√
n
t
]
≤ −δ4/3n1/3 − 1
n
t2l +
κ2δ√
n
tl+1
}
≤
≤ Ω1
+∞∑
l=−∞
exp
{
−Ω2 1
tl+1
(
δ4/3n1/3 +
1
n
t2l −
κ2δ√
n
tl+1
)}
,
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where we used Eq. (2.70) in the last inequality. At thin point we choose tl = 2l(nδ)2/3. Plugging
into the above expression we get
P
{
min
t≥0
Yt ≤ −δ4/3n1/3
}
≤ Ω1
+∞∑
l=−∞
exp
{
−Ω2δ
2
2l+1
(
1 + 22l − κ2δ
1/3
n1/6
2l+1
)2}
.
If n > n0(δ) := (2κ2)6δ2 we get
P
{
min
t≥0
Yt ≤ −δ4/3n1/3
}
≤ Ω1
+∞∑
l=−∞
exp
{
−Ω2δ
2
2l+1
(
1 + 22l − 2l)2} .
It is an elementary exercise to show that the right hand side is smaller than Ω′1 exp{−Ω′2δ2} for
some (eventually diﬀerent) positive parameters Ω′1 and Ω
′
2 and any δ > δ0.
The second part of the proof consists in proving an analogous upper bound for the probability
of having |tg − t∗| > δ2/3n2/3. In fact the proof proceeds as for the ﬁrst event. One splits the
semi-inﬁnite interval t > t∗ in intervals [tl, tl+1[ with tl = 2l(nδ)2/3 and (this time) l ≥ 0, and
then apply Doob’s maximal inequality to each interval. We leave to the reader the pleasure of
ﬁlling the details.
F - Convergence to diﬀusion process
In this Appendix we prove Lemma 6 as a straightforward application of the following statement
which can be found in [26].
Theorem 1. Let {Xt} be a Markov process with values in Rd and transition probability πh(x, dy),
with 0 < h ≤ 1 and initial condition X0 = x0. Let Ph be the measure induced on the space
of continuous trajectories Ω = C([0,∞),Rd) by the mapping X(th) = Xt for integer t and
interpolating linearly in between. Assume that the limit
lim
h→∞
1
h
∫
Rd
[φ(y)− φ(x)] πh(x, dy) = (Lφ)(x) , (2.71)
exists uniformly in a compact K ⊆ Rd for functions φ ∈ C∞(K). Assume that the limit has the
form
(Lφ)(x) = 1
2
∑
ij
aij(x)
∂2φ
∂xi∂xj
+
d∑
i=1
bi(x)
∂φ
∂xi
, (2.72)
with continuous and uniformly bounded coeﬃcients a ≡ {aij(x)} (a being a positive deﬁnite
matrix) and b ≡ {bi(x)}. Assume ﬁnally that the solution of the martingale problem for A is
unique yielding a Markov family of measures Px on Ω. Then {Ph, x} converges to {Px} as h→ 0.
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The proof of Lemma 6 proceed then as follows. Set h = n−2/3 and deﬁne the a Markov chain
in the variables u0, u, see Eq. (2.31), (2.31) using the transition rates W (Δ|x) and the initial
condition u0(0) = ζ, u(0) = 0. One has then just to compute the generator
(Lφ)(u0, u) = lim
n→∞n
2/3
∑
Δ0,Δ
[φ(u0 + n−1/3Δ0, u+ n−2/3Δ)− f(u0, u)] ·
Ŵ (Δ0, Δ|n−2/3v0, n−1 Xt∗ + n−1/3u) , (2.73)
where made the substitution W (Δ|x) → Ŵ (Δ|x/n) which implies a negligible O(1/n) error. The
formula (2.33) is easily obtained by Taylor expansion the above equation.
Chapter 3
Error Floor
3.1 Motivation
The error probability curves of LDPC codes can be split in two part. In the previous chapter,
we considered large error events (linear-sized) resulting in the waterfall region. In this chapter,
we consider the error ﬂoor region due to small errors remaining after the decoding.
In the following, we will show that knowing the expected number of stopping sets of each
size present in a randomly chosen graph from a given ensemble is suﬃcient to derive a good
approximation of the error ﬂoor. As we will see, the key to a good approximation is to look at
minimal stopping sets (stopping sets that are not the union of smaller stopping sets) and their
distribution as the blocklength increases. The resulting approximation is shown in Fig. 3.1 for a
speciﬁc example.
3.2 Expected Number of Stopping Sets
Consider elements from the ensemble LDPC(n, λ(x), ρ(x)) and transmission over a BEC of era-
sure probability . Call AG(s) the number of stopping sets of size s in the bipartite graph G. It
has been shown in [16], that the expected value of AG(s) can be computed easily. We call this
value As = E[AG(s)]. Let us start by recalling how this computation is done. Consider s variable
nodes in the graph having e edges emanating from them. The number of such sets of variable
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Figure 3.1: Block error probability curves for LDPC(n, λ(x) = x2, ρ(x) = x5) when used
over a binary erasure channel of erasure fraction . The diﬀerent curves are for n ∈
{1024, 2048, 4096, 8192}. The threshold is ∗  0.42943981. The solid curves are the exact
block error probabilities and the dashed curves are obtained through our approximation given
in (3.8).
nodes in any graph is equal to
coef
{∏
i
(1 + xyi)nΛi , xsye
}
. (3.1)
Let us now consider one such set of variable nodes. Its edges can be connected to the check
nodes in
(
nΛ′(1)
e
)
diﬀerent ways. Among these, let us count the number of constructions giving
rise to stopping sets. We know that if a check node is connected to a stopping set, then it should
be connected to it at least twice. This gives us that the number of stopping sets that one can
construct with these e edges is
coef
{∏
i
((1 + x)i − ix)ncPi , xe
}
.
Therefore, the probability that a set of variable nodes of size s having e emanating edges is a
stopping set is
coef
{∏
i((1 + x)
i − ix)ncPi , xe}(
nΛ′(1)
e
) .
In order to obtain the expected number of stopping sets of size s having e edges in a graph, it
remains to multiply this probability with the number of such sets (expression (3.1)). Finally, we
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have to sum over all e as we are are interested in the expected number of stopping sets of size s
regardless of the number of edges involved. This gives us
As =
∑
e
coef
{∏
i
(1 + xyi)nΛi , xsye
}
coef
{∏
i((1 + x)
i − ix)ncPi , xe}(
nΛ′(1)
e
) . (3.2)
We show in the Appendix that computing these values for a ﬁxed size s can be done with a
complexity that is independent of the blocklength.
It is tempting to use a simple union bound to approximate the bit error probability resulting
from small stopping sets. The bound would read
1
n
∑
s≥1
sAs
s,
where s is the probability that a stopping set is erased and s is the number of errors we make in
that case. Several problems arise. It is clear that this union bound overestimates the probability
of error. For example, in A2, we count the average number of stopping sets of size 2 including
those that are the union of two stopping sets of size 1. But those stopping sets of size 1 have
already been counted through A1 and therefore are overcounted in our sum.
Further, if we want to bound the probability that there is no stopping sets of a ﬁxed size S
in the set of erased variables nodes, it is not enough just to know the average values As but we
need to know the distribution of number of stopping sets.
Fortunately, knowing the distribution of minimal stopping sets (stopping sets that are not
union of smaller stopping sets) in a randomly chosen graph will help us to address both issues.
The asymptotic distribution of minimal stopping sets of LDPC codes was studied in [20].
3.3 Asymptotic Distribution of Minimal Stopping Sets
Let us start by recalling the results in [20] about the asymptotic distribution of minimal stopping
sets for LDPC codes. The analysis leading to these results is reminiscent of the study of the
distribution of cycles in random graphs (see [30]).
Consider elements from the ensemble LDPC(n, λ(x), ρ(x)), whose degree distribution has a
non-zero fraction of degree 2 variable nodes. Deﬁne μ  λ′(0)ρ′(1) and μi = μ
i
2i . Let A˜G(s),
s ∈ N, be the number of minimal stopping sets of size s present in a random element of the
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ensemble. Then for S ∈ N we have
lim
n→+∞P
{
A˜G(1) = a˜1, · · · , A˜G(S) = a˜S
}
=
S∏
s=1
μa˜ss e
−μs
a˜s!
.
In words, this means that the distribution of stopping sets of sizes between 1 and S in a random
element of the ensemble tends to a joint Poisson distribution with independent components and
means (μ1, · · · , μS), for any ﬁxed integer S. Building on this result, the bit error probability due
to stopping sets of sizes between smin and S call it P˜
E
b,smin,S(n, λ(x), ρ(x), ) and the corresponding
block error probability P˜
E
B,smin,S(n, λ(x), ρ(x), ) are asymptotically given by
lim
n→+∞nP˜
E
b,smin,S(n, λ(x), ρ(x), ) =
S∑
s=smin
sμs
s =
1
2
S∑
s=smin
(μ)s, (3.3)
lim
n→+∞ P˜
E
B,smin,S(n, λ(x), ρ(x), ) =1− e−
PS
s=smin
(μ)s
2s . (3.4)
Equation (3.3) corresponds to simply counting the average number of minimal stopping sets
of all sizes between smin and S weighted by their size. Equation (3.6) is only slightly more
complex. The probability that there is a block error is the complement of the probability that all
minimal stopping sets present in the graph are not erased by the channel. Using the asymptotic
distribution we can write that the probability that there is a˜s stopping set in the graph and that
none of them is erased is μ
a˜s
s e
−μs
a˜s!
(1− s)a˜s . Taking the product for all s and summing over all
possible a˜s gives us the result.
1−
∑
a˜1,··· ,a˜S
S∏
s=smin
μa˜ss e
−μs
a˜s!
(1− s)a˜s
=1−
S∏
s=smin
e−μs
∑
a˜s
(μs(1− s))a˜s
a˜s!
=1−
S∏
s=smin
e−(μs
s)
=1− e−
PS
s=smin
(μ)s
2s
For the case where μ < 1, it is also shown in [20] that the error probability due to all stopping
sets that are between smin and nγν∗, such that γ ∈ (0, 1) and ν∗ is the fractional size of the
residual graph at the threshold, call it P˜
E
b,smin,γ(n, λ(x), ρ(x), ) for the bit error probability and
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P˜
E
B,smin,γ(n, λ(x), ρ(x), ) the corresponding block error probability are asymptotically such that
lim
n→+∞nP˜
E
b,smin,γ(n, λ(x), ρ(x), ) =
1
2
μ
1− μ −
smin−1∑
s=1
sμs
s =
1
2
μ
1− μ −
1
2
smin−1∑
s=1
(μ)s, (3.5)
lim
n→+∞ P˜
E
B,smin,γ(n, λ(x), ρ(x), ) =1− e
Psmin−1
s=1
(μ)s
2s
√
1− μ. (3.6)
For the ensembles we consider in Lemma 1, the threshold is not given by the stability condition
and therefore μ = λ′(0)ρ′(1) < 1/∗. This means that the condition μ < 1 is veriﬁed at least up
to the threshold.
For ensemble with minimum variable degree lmin > 2 (μ = 0), it was also shown in [20] that
the probability that there is a stopping set of size s in the graph decays like O(n−s(lmin/2−1)).
Therefore when lmin > 2, if we ﬁx a size s, then asymptotically, there is no stopping set of this
size remaining in any graph as the blocklength increases and the error ﬂoor therefore vanishes.
Are the approximations given in (3.5) and (3.6) and stemming from the asymptotic analysis
suﬃcient for moderate or short length codes? We show an example in Fig. 3.2, where we see
that there is quite a big diﬀerence between the asymptotic and the ﬁnite-length curves.
The diﬀerence is particularly large for ensembles with lmin > 2 where the asymptotic error
ﬂoor contribution vanishes completely but moderate length codes nevertheless exhibit an error
ﬂoor (see Fig. 3.1). This is explained by the fact that asymptotically, only stopping sets involving
exclusively degree-two variable nodes have a non-vanishing probability. But for ﬁxed lengths,
stopping sets involving nodes of other degrees still occur.
3.4 Approximation of the Errorﬂoor Curve
Consider the ensemble LDPC(n, λ(x), ρ(x)). The approximation which we will use is based on the
following two simple assumptions. First, we will assume that the numbers of minimal stopping
sets follow a jointly Poisson distribution with independent components. This is motivated by the
fact that, as we have just seen, for n tending to inﬁnity this is indeed true. Of course for ﬁnite
blocklengths this is only an approximation. Second, we will use for the average of the numbers
(not necessarily minimal) of stopping sets As the expressions of (3.2). Construct the generating
function A(x) =
∑
s≥0 Asx
s and call A˜(x) =
∑
s≥1 A˜sx
s the generating function where A˜s is
the average of the number of minimal stopping sets of size s. The two generating functions are
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Figure 3.2: Error ﬂoor for the block error probability due to stopping sets of sizes between 6
and 26. The ensemble LDPC(n = 5000, λ(x) = 0.0739196x+ 0.657891x2 + 0.268189x12, ρ(x) =
0.390753x4 + 0.361589x5 + 0.247658x9) is used over a binary erasure channel of erasure fraction
. The dashed curve uses the asymptotic expression in (3.6), the solid line is our approximation
of (3.8) and ﬁnally, the crosses are simulation points.
related in the following way
A(x) = eA˜(x) =
∑
i
A˜(x)i
i!
.
The motivation behind this formula is quite simple. The second term of the sum A˜(x) counts the
expected number of minimal stopping sets. The third term A˜(x)2/2 adds to these all products of
pairs and so on. This is true because (i) we have a distribution whose components are independent
and therefore, the expectation of products of the components is the product of the expectations
and (ii) two minimal stopping sets do not overlap with high probability so that the two weights
of this union is equal to the sum of the two weights. This means that if we know the sequence
As, we can to compute the sequence A˜s.
A˜(x) =
∑
s
A˜sx
s = log (A(x)) .
This results in the following procedure to obtain an approximation for the error probability
due to stopping sets of sizes s ≥ smin. The diﬀerent steps are:
1. Compute the expected number of stopping sizes of As for s ≥ 0 according to (3.2) and
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write the result in the generating function A(x).
2. Compute log (A(x)) and deﬁne A˜s = coef {log (A(x)) , xs} for s ≥ 1.
3. Modify the approximations for the bit and the block error probability given (3.5) and (3.6)
to obtain
PEb,smin,γ(n, λ(x), ρ(x), ) =
1
n
∑
s≥smin
sA˜s
s (3.7)
PEB,smin,γ(n, λ(x), ρ(x), ) =1− e−
P
s≥smin A˜s
s
(3.8)
This approximation is shown in Fig. 3.1 for an ensemble with lmin > 2 and in Fig. 3.2 for an
ensemble with μ = 0.
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Appendix
Eﬃcient Evaluation of Powers of Polynomials
Evaluating coef {((1 + x)r − rx)n, xi}
Let p(x) =
∑
i pix
i be a polynomial such that p0 = 0 and assume that we want to compute the
ﬁrst coeﬃcients of q(x) = p(x)n. Taking the derivatives of q(x) with respect to x results in
xq′(x)p(x) =nxp′(x)q(x)∑
i
(
i∑
k=0
pk(i− k)qi−k
)
xi =
∑
i
n
(
i∑
k=0
kpkqi−k
)
xi,
which gives
i∑
k=0
pk(i− k)qi−k =n
i∑
k=0
kpkqi−k
p0iqi =
i∑
k=1
(k(n + 1)− i)pkqi−k
qi =
1
ip0
i∑
k=1
(k(n + 1)− i)pkqi−k, ∀i = 0.
For i = 0, we simply have q0 = pn0 . This procedure enables us to compute the ﬁrst j coeﬃcients
of q(x) by performing a number of operations which is proportional to j but independent of n.
If we take p(x) = (1 + x)r − rx and therefore q(x) = ((1 + x)r − rx)n, we obtain q0 = pn0 = 1
and qi = 1i
∑i
k=2(k(n + 1)− i)
(
r
k
)
qi−k = 1i
∑i−2
k=0(n(i− k)− k)
(
r
i−k
)
qk 
Evaluating coef {(1 + xyl)n, xiyli}
Consider now the polynomial q(x) = (1+xyl)n =
∑n
k=0 qkx
kylk with qk =
(
n
k
)
. By the deﬁnition
of the binomial, we have q0 = 1 and qi = n−i+1i qi−1 for 1 ≤ i ≤ n. This shows that we can
evaluate the ﬁrst j coeﬃcients of q(x) by performing a number of operations which is also only
proportional to j. 
Chapter 4
Optimization
In this chapter, we will be concerned with the optimization of LDPC codes. Our approach will
be to consider ensembles of codes LDPC(n, λ(x), ρ(x)) as deﬁned and studied in the previous
chapters and optimize the degree distribution. In other words, we will ﬁx a channel and ﬁnd
degree distributions λ(x), ρ(x), such that transmission using random elements from this ensemble
is successful with high probability and such that the rate of the code is maximal. In order to
limit the dimensionality of the search space, we will set a maximum variable node degree lmax
as well as a maximum check node degree rmax.
In the ﬁrst part of this chapter, we will consider such an optimization for inﬁnite blocklengths.
In that case, for the decoding to be successful, we need the threshold of the code to be higher
than the channel parameter we are considering. We will start by reviewing how this type of
optimization can be performed on the BEC and derive from there an optimization technique
useful on any binary-input memoryless symmetric channel.
In the second part of this chapter, we will deal with the optimization for ﬁnite-length codes.
In this case, our constraint will be to meet a target bit or block error probability for a ﬁxed
length.
4.1 Asymptotic Optimization
Luby et al. in [7] proposed to use Linear Programming to optimize the degree distributions. We
will recall their approach and present how this optimization is done in the case of the BEC to
set the framework for our optimization for a wider class of channels.
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4.1.1 Binary Erasure Channel
Assume that we want to ﬁnd degree distribution pairs λ(x) and ρ(x) of maximum rate such
that the BP threshold is ∗ ≥ 0.5. We saw in Section 2.2 that the decoding is asymptotically
successful for a channel erasure probability  if r1(y) > 0, ∀y ∈ (0, 1]. This constraint can be
written as
ρ(1− λ(y)) > 1− y, ∀y ∈ (0, 1] (4.1)
or equivalently as
λ(1− ρ(1− x)) < x, ∀x ∈ (0, ] (4.2)
Rewriting (4.2) as
lmax∑
i=1
λi(1− ρ(1− x))i−1 < x, ∀x ∈ (0, ], (4.3)
we see that if the check node degree distribution ρ(x) is ﬁxed, the constraint becomes linear in
terms of the λi. Also,
lmax∑
i=1
λi =1,
λi ≥0, ∀i ∈ {1, · · · , lmax},
as the λi are positive fractions that should sum to one.
Our objective is to maximize the rate. If we assume that ρ(x) is ﬁxed, this is also a linear
function of the λi,
argmaxλ1,··· ,λlmax rate =argmaxλ1,··· ,λlmax1−
∫ 1
0 ρ(x)dx∫ 1
0
λ(x)dx
=argmaxλ1,··· ,λlmax1−
∫ 1
0 ρ(x)dx∑lmax
i=1
λi
i
=argmaxλ1,··· ,λlmax
lmax∑
i=1
λi
i
.
4.1. ASYMPTOTIC OPTIMIZATION 85
Linear Program
To summarize, if one ﬁxes ρ(x) then ﬁnding the best λ(x) amounts to solving the following Linear
Program:
• Constraints
 λi ≥ 0, ∀i ∈ {1, · · · , lmax},

∑lmax
i=1 λi = 1,

∑lmax
i=1 λi(1− ρ(1 − x))i−1 < x, ∀x ∈ (0, ].
• Objective function to maximize

∑lmax
i=1
λi
i
One can then take the solution λ(x), ﬁx it and optimize in a similar way the check node degree
distribution ρ(x) using the linear constraints given this time by (4.1). Alternating between
optimization of λ(x) and ρ(x) will give us better and better ensembles (having higher rates).
Examples of ensembles optimized in this manner can be found in [34].
Alternative Representation
In order to ﬁnd an optimization technique for general binary-input memoryless symmetric chan-
nels, we will start by representing diﬀerently the above optimization for the BEC. This alternative
description is reminiscent of the EXIT chart method introduced by ten Brink in [35]. Consider
again the case where ρ(x) is ﬁxed and we optimize λ(x). The decoding is asymptotically suc-
cessful if
ρ(1 − λ(y)) > 1− y ∀y ∈ (0, 1]
1− λ(y) > ρ−1(1 − y) ∀y ∈ (0, 1]. (4.4)
ρ−1(x) is well deﬁned as ρ(x) is a strictly increasing function in the interval [0, 1]. Now, if we
deﬁne the function v(x) and for each i ∈ {1, · · · , lmax}, the functions vi(x) such that
vi(x) =1− (1− x)i−1
v(x) =
lmax∑
i=1
λivi(x)
=1− λ(1− x)
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and the function c(x) to be
c(x) = ρ(x)
The condition (4.4) translate to
v(x) >c−1(x) ∀x ∈ [0, 1) (4.5)
lmax∑
i=1
λivi(x) >c−1(x) ∀x ∈ [0, 1) (4.6)
Now, we can follow the same approach as in [35] and represent this constraint graphically as
shown in Fig. 4.1. The curve of v(x) has to be above the curve of c−1(x) for all x ∈ [0, 1). This
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Figure 4.1: Curves of v(x) and c−1(x) for λ(x) = 0.15x + 0.8x2 + 0.05x9 and ρ(x) = x2. The
decoder is successful as v(x) > c−1(x), ∀x ∈ [0, 1). The rate is 0.0384615
condition is veriﬁed for the code shown. The optimization proceeds by ﬁnding linear combinations
of the curves vi(x) such that the rate is maximized and v(x) is above c−1(x). As the optimization
proceeds, the curves get closer and closer as explained in [36] and shown in Fig. 4.2.
Interpretation of the Curves v(.) and c(.)
Consider the BP decoder after l iterations for an inﬁnite graph having degree distributions λ(x)
and ρ(x). Call yl the fraction of erased messages sent from the check nodes to the variable nodes
and xl = λ(yl) the fraction of erased messages sent from the variable nodes to the check nodes.
Consider the following random variables.
←−
M l is the value of the message sent from a check node
to a variable on an edge that we pick uniformly at random in the graph.
−→
M l correspond to a
similar experiment except that this time we look at the message sent from the variable node to
the check node. X is the value of the bit that was transmitted for the variable node connected
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Figure 4.2: Curves of v(x) and c−1(x) for λ(x) = 0.226062x + 0.123125x2 + 0.102154x4 +
0.066579x5 + 0.00172901x10 + 0.145591x11 + 0.0502078x28 + 0.0997158x29 + 0.184837x100 and
ρ(x) = 0.4x8 + 0.6x9. The decoder is successful as v(x) > c−1(x), ∀x ∈ [0, 1). The rate is 0.49.
to the edge. One can compute the mutual information [37, 35] between the messages and the
transmitted bits to ﬁnd
I(
←−
M l;X) =1− yl,
I(
−→
M l;X) =1− xl.
This gives the following relationship between the mutual information of the messages incoming
the variable nodes I(
←−
M l;X) and the mutual information of the messages outgoing from the
variable nodes I(
−→
M l;X),
I(
−→
M l;X) =1− xl
=1− λ(yl)
=v(I(
←−
M l;X)).
Therefore, the function v(.) describes how the mutual information between the messages in
the graph and the transmitted bits evolves when we process the variable nodes. The functions
vi(.) are similar except that we only consider messages that are sent by variable nodes of degree
i ∈ {1, · · · , }.
The function c(.) plays the equivalent role for the check node side. The staircase curve in
Fig. 4.1 therefore represents how the mutual information between the messages and the transmit-
ted bits evolves throughout the iterations. The decoder is successful if the mutual information
converges to 1.
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4.1.2 General Channels
Consider a binary-input memoryless symmetric channel parametrized by p. This can be for
example an Additive White Gaussian Noise (AWGN) channel with standard deviation p = σ.
Our objective is to construct in this case too, an eﬃcient optimization procedure that relies on
curve ﬁtting using Linear Programming.
For a BP decoder at the lth iteration. We can deﬁne similarly to the case of the BEC, the
random variables
←−
M l and
−→
M l except that this time, they take values in R. We are interested in
the mutual information between
←−
M l or
−→
M l and X , the transmitted bit and we would like to ﬁnd
a function v(.) such that
I(
−→
M l;X) =v(I(
←−
M l;X)).
In other words, we would like the function v(.) to describe how the mutual information between
the messages and the transmitted bits evolves when we process the variable nodes.
This is where the diﬃculties arise. Except for the case of the BEC, the mutual information of
the messages that are sent by the variable nodes does not depend solely on the mutual information
of the incoming messages. It also depends on the actual density of the incoming messages.
EXIT Chart Method
This issue was treated in [35] in the following way. As an approximation, ten Brink assumed
that the densities of the incoming messages to the variable node belong to the family of Gaussian
densities of which the mean is the double of the variance. This relationship between the mean
and the variation is motivated by the fact that in the case of an AWGN channel of variance
σ2, the log-likelihood of the received values are distributed according to Gaussian of mean 2/σ2
and variance 4/σ2. For this particular family, there is a one-to-one correspondence between the
mutual information and the density. Therefore, under this assumption, it is possible to follow the
same procedure as for the BEC. Deﬁne functions vi(.) for each variable degree i, a function c(.)
for the check nodes and optimize for the rate with the constraint that
∑lmax
i=1 λivi(x) > c
−1(x),
∀x ∈ [0, 1).
Let us review explicit expressions for the functions vi(.) and c(.) when the channel is AWGN
with a standard deviation σ. Without loss of generality, we assume that the all-one codeword
is sent (see [7, 20]). In this case, the initial log-likelihood of the received values are distributed
according to Gaussian of mean 2/σ2 and variance 4/σ2. Consider now the variable nodes of
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degree i assuming that the input messages coming the check nodes are distributed according to
a Gaussian belonging to the family deﬁned above. Call ψ(m), the functions that maps the mean
m of such a Gaussian to the mutual information of the corresponding messages.
The functions vi(), i ∈ {1, · · · , lmax} can be written as
vi(x) = ψ((i− 1)ψ−1(x) + 2/σ2).
Here, x is the mutual information of the incoming messages that are distributed according to a
Gaussian of mean ψ−1(x). In each variable node of degree i, we sum (i − 1) such messages to
which we add the initial log-likelihood which is a Gaussian of mean 2/σ2. The resulting outgoing
message is a Gaussian with mean (i− 1)ψ−1(x) + 2/σ2 and variance the double of this quantity.
It corresponds therefore to a mutual information equal to ψ((i−1)ψ−1(x)+2/σ2). For the check
nodes, we can use the function
c(x) = 1− ψ((i− 1)ψ−1(1− x)),
which makes use of the same assumption on the input densities as before and of an additional
approximation due the duality principle introduced by Chung [38]. Now that we have the func-
tions vi(.) and c(.) deﬁned, we can proceed in a manner identical to the one before and optimize
the degree distribution and optimize the degree distributions using Linear Programming.
Although the EXIT chart method described above gives already satisfactory results, it is
based on the assumption that the intermediate densities are Gaussian and it is therefore only an
approximation. In Fig 4.3, we show as an example the densities of the messages sent from the
variable nodes and from the check nodes of a BP decoder after 10 iterations. We see that the
Gaussian assumption is questionable in this case.
Our Approach
Consider the following procedure. Start with the degree distributions λ(x) and ρ(x) and run
density evolution [38, 12]. This gives a discrete set of incoming and outgoing densities for the
variable nodes. One can easily compute the mutual information associated to each density,
therefore obtaining the exact evolution of the mutual information during this decoding. This is
depicted on the left side of Fig. 4.4. Now deﬁne a new function v(x) by joining the discrete set
of points showing the mutual information input output relation for the variable nodes and apply
the same procedure for c(x) and the check nodes. The resulting piecewise aﬃne functions are
90 CHAPTER 4. OPTIMIZATION
-10 -5 0 5 10 15 20 25 30 35
0.0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
0.11
0.12
0.13
0.14
-10 -5 0 5 10 15
0.0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
Figure 4.3: Densities after 10 iterations of BP for λ(x) = 0.212332x + 0.197596x2 + 0.0142733x4 +
0.0744898x5+0.0379457x6+0.0693008x7+0.086264x8+0.00788586x10+0.0168657x11+0.283047x30 and
ρ(x) = x8. The channel is the AWGN with σ = 0.93. The threshold of the code is σ∗ = 0.9714.
The curve on the left is the density outgoing of variable node and the curve on the right is the
density outgoing from check nodes, both conditioned on X = +1.
depicted on the right side of Fig. 4.4. Consider also the variable nodes of each degree separately
and construct the functions vi(x), ∀i ∈ {1, · · · , lmax} in the same way.
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Figure 4.4: Evolution of the mutual information for the degree distribution λ(x) = 0.405255x+
0.188018x2 +0.104114x4 +0.0333434x5+0.108763x8 +0.160506x24 and ρ(x) = 0.35x2 +0.65x3.
The channel is AWGN with σ = 1.
The functions vi(x), i ∈ {1, · · · , lmax}, v(x) and c(x) have the property that they describe
exactly the evolution of the mutual information for this particular channel and degree distribu-
tion. Now if one varies slightly the degree distribution λ(x), it is reasonable to assume that the
intermediate densities of the messages in the new BP decoder remain “close” to the original ones.
Assuming this is true, the functions vi(x) will be meaningful approximations to the relationship
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between input and output mutual information for variable nodes of degree i ∈ {1, · · · , lmax}.
The equivalent statement applies to c(x).
One can now use this set of functions to optimize the degree distribution λ(x) by curve ﬁtting
using a Linear Program as described previously. However, this time we only allow small changes
in λ(x) in order to make sure that the close set of intermediate densities is meaningful.
This complete procedure is now repeated. At each round of the optimization, the functions
vi(x) for i ∈ {1, · · · , lmax} and c(x) are obtained through a piecewise aﬃne interpolation between
the points obtained from density evolution. Note that at those “spots” where the two curves are
“close” to each other, we have many interpolation points and so an accurate approximation. On
the other hand, if the curves are far apart, we only have few interpolation points, but in this
case, an accurate representation of the curves is not necessary. Fig. 4.5 shows such an evolution
of the mutual information for an optimized code. The decoder required ∼ 1400 iterations of BP
to converge.
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Figure 4.5: Evolution of the mutual information for the degree distribution λ(x) =
0.161077x+0.15439x2+0.0455875x5+0.152281x6+0.100217x17+0.0138835x19+0.0761624x21+
0.00598335x22 + 00.290418x99 and ρ(x) = 0.5x10 + 0.5x11. The threshold of the code is
σ∗ = 0.975347 and its rate is 0.5. The channel we use here is AWGN with σ = 0.974.
This optimization procedure has been applied in [34] to optimize degree distributions for the
AWGN. The optimized example shown in Fig. 4.5 is taken from [34]. In Fig. 4.6 we show the
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gap to capacity for the codes optimized in [34] as a function of the rate.
The optimization procedure in [34] was performed each time for a ﬁxed concentrated check
node degree distribution (at most two consecutive degrees). Since the number of check node
degrees for which an optimization was performed varies from rate to rate, the shape of the curve
is somewhat rugged.
Figure 4.6: Gap to capacity for the codes optimized in [34] as a function of the rate.
This same optimization procedure has been applied also in [39] to show that optimized LDPC
codes can approach the capacity of an AWGN multiple access channel without requiring time-
sharing or rate-splitting [37, 40].
4.2 Finite-Length Optimization
Consider a BEC of erasure probability , a ﬁxed blocklength n and a target block (or respec-
tively bit) error probability Ptarget. We want to ﬁnd degree distributions λ(x) and ρ(x) such
that the average block (or respectively bit) error probability when using random elements from
LDPC(n, λ(x), ρ(x)) on this channel is smaller than Ptarget while the rate of the code ensemble is
maximized. We also consider the case of expurgated ensembles and in that case count only the
probability of error stemming from failures composed of at least smin bits. There are two possible
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applications for this assumption. Either we use an outer code to “clean up” small errors, or we
expurgate the ensemble and consider only the subset of codes that do not contain stopping sets
of size smaller than smin. Our objective is to provide in the setting of LDPC codes an approach
that is in principle applicable to a wide range of code families.
The two previous chapters have provided us with eﬃcient approximations of the error prob-
ability curves in both the waterfall and the error ﬂoor regions. Combining these two approxima-
tions, results in an accurate assessment of the performance of the codes for any channel erasure
probability. We show an example of this approximation in Fig. 4.7. For a ﬁxed  and n, we call
PWB (λ, ρ) and P
W
b (λ, ρ) the approximation of the block and bit error probability in the waterfall
region obtained in Section 2.6. Similarly, call PEB(λ, ρ) and P
E
b (λ, ρ) the approximation for the
block and bit error probability in the error ﬂoor region given in Section 3.4. We drop the argu-
ments n and  to simplify the notation. The overall approximation of the probability of block
error is PB(λ, ρ) = PWB (λ, ρ) + P
E
B (λ, ρ) and similarly it is Pb(λ, ρ) = P
W
b (λ, ρ) + P
E
b (λ, ρ) for
bit error probability.
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Figure 4.7: Block error probability curves for LDPC(n, λ(x) = x2, ρ(x) = x5) when used over
a BEC of erasure probability . The diﬀerent curves are for n ∈ {1024, 2048, 4096, 8192}. The
threshold is ∗ = 0.42943981. The solid curves are the exact block error probabilities and the
dashed curves our approximation.
We use these approximation to optimize the degree distributions for either a target block
error probability or a target bit error probability.
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Our approach is the following. PB(λ, ρ) and similarly Pb(λ, ρ) are well deﬁned functions of
the degree distributions λ(x) and ρ(x), and we compute their total derivative with respect to the
λi, and the ρj with i ∈ {1, · · · , lmax} and j ∈ {1 · · ·rmax}. We can then use these derivatives
to optimize the degree distributions. We will show how one can compute this total derivative
in Section 4.2.2, but let us explain ﬁrst the procedure in a generic way. This generic procedure
is identical in both the optimization with respect to a block or to a bit target error probability.
We will therefore outline it only in the case of the block target error probability.
Assume we change slightly the degree distributions to λ(x) +Δλ(x) and ρ(x) +Δρ(x), then
PB(λ +Δλ, ρ +Δρ) PB(λ, ρ) + ΔPB(λ, ρ)
PB(λ, ρ) +
lmax∑
i=1
Δλi
∂ PB
∂λi
+
rmax∑
i=1
Δρi
∂ PB
∂ρi
.
The change of the probability of error ΔPB(λ, ρ) is expressed as a linear function of Δλi and
Δρj , for i ∈ {1, · · · , lmax} and j ∈ {1, · · · , rmax}. Similarly, the change of the rate of the code
can also be written as
Δrate 
lmax∑
i=1
Δλi
∂rate
∂λi
+
rmax∑
i=1
Δρi
∂rate
∂ρi

lmax∑
i=1
Δλi
Λ′(1)(1 − rate)
i
−
rmax∑
i=1
Δρi
Λ′(1)
i
.
Finally, we need the new distributions to be valid degree distributions and to be close to the
original ones. Therefore, choose a “small” non-negative δ and require that
lmax∑
i=1
Δλi =0,
max{−λi,−δ} ≤Δλi ≤ min{δ, 1− λi}, ∀i ∈ {1, · · · , lmax}
and
rmax∑
i=1
Δρi =0,
max{−ρi,−δ} ≤Δρi ≤ min{δ, 1− ρi}, ∀i ∈ {1, · · · , rmax}.
This leads to the following optimization using Linear Programming.
4.2.1 Optimization Algorithm
Let us describe how the optimization proceeds. We have the following constraints
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• The channel erasure probability is .
• The blocklength is n.
• The maximum variable degree is lmax and the maximum check degree is rmax.
• We consider expurgated ensembles and count only errors larger or equal to smin bits.
• The target block error probability is Ptarget.
Choose an initial degree distributions λ(x) and ρ(x). If PB(λ, ρ) > Ptarget, we need to
decrease the block error probability of our ensemble. This is done by performing several rounds
of the following Linear Program.
Linear Program to Decrease PB(λ, ρ).
• Constraints

∑lmax
i=1 Δλi = 0

∑rmax
i=1 Δρi = 0
 max{−λi,−δ} ≤ Δλi ≤ min{δ, 1− λi} ∀i ∈ {1, · · · , lmax}
 max{−ρi,−δ} ≤ Δρi ≤ min{δ, 1− ρi} ∀i ∈ {1, · · · , rmax}
• Objective function to minimize ΔPB(λ, ρ)

∑lmax
i=1 Δλi
∂PB
∂λi
+
∑rmax
i=1 Δρi
∂PB
∂ρi
.
After each round, set the new degree distributions to be λ(x) = λ(x) + Δλ(x) and ρ(x) =
ρ(x) + Δρ(x). The stepsize δ is adjusted dynamically between the rounds. The optimization
rounds continue until PB(λ, ρ) < Ptarget.
Once we are below the target block error probability, we can start to optimize the rate. This
time, we have an additional constraint to specify that the block error probability has to remain
below Ptarget, which can be written as ΔPB(λ, ρ) < Ptarget − PB(λ, ρ). The optimization of the
rate is done through several rounds of the following Linear Program.
Linear Program to Increase the Rate.
• Constraints
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
∑lmax
i=1 Δλi = 0

∑rmax
i=1 Δρi = 0
 max{−λi,−δ} ≤ Δλi ≤ min{δ, 1− λi} ∀i ∈ {1, · · · , lmax}
 max{−ρi,−δ} ≤ Δρi ≤ min{δ, 1− ρi} ∀i ∈ {1, · · · , rmax}

∑lmax
i=1 Δλi
∂PB
∂λi
+
∑rmax
i=1 Δρi
∂PB
∂ρi
< Ptarget − PB(λ, ρ)
• Objective function to maximize Δrate.

∑lmax
i=1 Δλi
Λ′(1)(1−rate)
i −
∑rmax
i=1 Δρi
Λ′(1)
i .
After each round, set the new degree distributions to be λ(x) = λ(x) + Δλ(x) and ρ(x) =
ρ(x) + Δρ(x). The stepsize δ is adjusted dynamically between the rounds. The optimization
rounds continue until no further progress is made.
This algorithm is not guaranteed to converge to a global maximum of the rate. However, as
the function PB(λ, ρ) is simple to evaluate, one can start this procedure with several diﬀerent
initial conditions and choose the best outcome. In practice, we observe that in fact the algorithm
seems to converge to the same point for several diﬀerent initial conditions.
4.2.2 Total Derivative
In this section, we will explain how we can compute the total derivative of the approximations
of the error probability with respect to the degree distributions.
We consider an ensemble LDPC(n, λ(x), ρ(x)), a binary erasure channel of erasure probability
.
Our approximation for the block and bit error probabilities are respectively
PB(λ, ρ) =PWB (λ, ρ) + P
E
B (λ, ρ),
Pb(λ, ρ) =PWb (λ, ρ) + P
E
b (λ, ρ).
where PWB (λ, ρ) and P
W
b (λ, ρ) are computed from the degree distributions as explained in Sec-
tion 2.6 and where PEB (λ, ρ) and P
E
b (λ, ρ) are computed as explained in Section 3.4. Let us
consider both contributions separately.
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Total Derivative of PWB (λ, ρ) and P
W
b (λ, ρ)
In Section 2.6, we deﬁne the approximations of the error probabilities for the waterfall region as
PWB (λ, ρ) =Q
(√
n(∗ − βn− 23 − )
α
)
,
PWb (λ, ρ) =ν
∗Q
(√
n(∗ − βn− 23 − )
α
)
.
with
α =
(
ρ(x¯∗)2 − ρ(x¯∗2) + ρ′(x¯∗)(1 − 2x∗ρ(x¯∗)) − x¯∗2ρ′(x¯∗2)
Λ′(1)λ(y∗)2ρ′(x¯∗)2
+
∗2λ(y∗)2 − ∗2λ(y∗2)− y∗2∗2λ′(y∗2)
Λ′(1)λ(y∗)2
)1/2
,
β =
(
∗4r∗22 (
∗λ′(y∗)2r∗2 − x∗(λ′′(y∗)r∗2 + λ′(y∗)x∗))2
Λ′(1)2ρ′(x¯∗)3x∗10(2∗λ′(y∗)2r∗3 − λ′′(y∗)r∗2x∗)
)1/3
and for i ≥ 2
r∗i =
∑
m≥j≥i
(−1)i+j
(
j − 1
i− 1
)(
m− 1
j − 1
)
ρm(∗λ(y∗))j .
We want to compute all the derivatives ∂P
W
B (λ,ρ)
∂λi
and ∂P
W
b (λ,ρ)
∂λi
for i ∈ {1, · · · , lmax} and ∂P
W
B (λ,ρ)
∂ρi
and ∂P
W
b (λ,ρ)
∂ρi
for i ∈ {1, · · · , rmax}.
We make intensive use of the chain rule. We start by writing
dPWB (λ, ρ) =
⎛⎝√n
(
d∗ − dβ
n2/3
)
α
−
(
− β
n2/3
+ ∗ − 
)√
ndα
α2
⎞⎠Q′
⎛⎝
(
− β
n2/3
+ ∗ − 
)√
n
α
⎞⎠ ,
dPWb (λ, ρ) =ν
∗dPWB (λ, ρ) + P
W
B (λ, ρ)dν
∗.
We see that we now need to compute d∗, dα, dβ and dν∗. Expanding dβ as a function of dλi, dρj ,
d∗, dx∗ and dy∗ is best done using a mathematical software capable of symbolic calculations.
We will therefore just write this expansion in a formal way.
Deﬁne the function βf (.) such that
βf (λ1, · · · , λlmax , ρ1, · · · , ρrmax , , x, y, r2, r3) =
(
4r22(λ
′(y)2r2 − x(λ′′(y)r2 + λ′(y)x))2
Λ′(1)2ρ′(x¯)3x10(2λ′(y)2r3 − λ′′(y)r2x)
)1/3
The function βf (.) diﬀers from β in the sense that it can be evaluated for any , x, y, r2 and r3
and not necessarily at the critical point corresponding to the degree distribution (which is the
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case for β that is only a function of the degree distribution). Hence, using βf (.) and dropping
the arguments in the expression, we can write
dβ =
lmax∑
i=1
∂βf
∂λi
dλi +
rmax∑
i=1
∂βf
∂ρi
dρi +
∂βf
∂
d∗ +
∂βf
∂x
dx∗ +
∂βf
∂y
dy∗ +
∂βf
∂y
dr∗2 +
∂βf
∂y
dr∗3 .
The partial derivatives of βf (.) can be computed easily.
Similarly for α, one can deﬁne the corresponding function αf (.) and write
dα =
lmax∑
i=1
∂αf
∂λi
dλi +
rmax∑
i=1
∂αf
∂ρi
dρi +
∂αf
∂
d∗ +
∂αf
∂x
dx∗ +
∂αf
∂y
dy∗.
As we are progressing, we see that remains only to expand the partial derivatives d∗, dy∗,
dx∗, dν∗, dr∗2 and dr
∗
3 . Notice that again x
∗, ν∗, r∗2 and r
∗
3 are expressed easily as a function of
the degree distributions and of ∗ and y∗. Therefore, we can apply the same procedure as for α
and β to obtain
dx∗ =
lmax∑
i=1
∗y∗(i−1)dλi + λ(y∗)d∗ + λ′(y)dy∗,
dν∗ =
lmax∑
i=1
∂νf
∂λi
dλi +
∂νf
∂
d∗ +
∂αf
∂y
dy∗,
dr∗2 =
lmax∑
i=1
∂r2f
∂λi
dλi +
rmax∑
i=1
∂r2f
∂ρi
dρi +
∂r2f
∂
d∗ +
∂αf
∂y
dy∗,
dr∗3 =
lmax∑
i=1
∂r3f
∂λi
dλi +
rmax∑
i=1
∂r3f
∂ρi
dρi +
∂r3f
∂
d∗ +
∂αf
∂y
dy∗,
where we have expanded the calculations just for dx∗ and kept the rest in generic form. The last
step consist in computing the derivatives of ∗ and y∗ with respect to the λi, i ∈ {1, · · · , lmax}
and the ρi, i ∈ {1, · · · , rmax}.
Recall the deﬁnition of ∗ and y∗. The threshold of the ∗ is the smallest  such that the
equation r1(y) = 0 has a non-zero solution and y∗ is this solution (see Section 2.2). As a
consequence, at the critical point, we have r1(y∗) = 0, but also r′1(y
∗) = 0. The curve touches
the zero-line with a zero-derivative.
Using this property and deﬁning the function r1f (.) that has as arguments , y but also of
the degree distributions
r1(λ1, · · · , λlmax , ρ1, · · · , ρrmax , , y) =λ(y)[y − 1 + ρ(1− λ(y))],
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we obtain through the implicit function theorem that
∂∗
∂λi
=−
∣∣∣∣∣∣
∂r1f
∂y
∂r1f
∂λi
∂2r1f
∂y2
∂2r1f
∂y∂λi
∣∣∣∣∣∣∣∣∣∣∣∣
∂r1f
∂y
∂r1f
∂
∂2r1f
∂y2
∂2r1f
∂y∂
∣∣∣∣∣∣
, ∀i ∈ {1, · · · , lmax},
∂∗
∂ρi
=−
∣∣∣∣∣∣
∂r1f
∂y
∂r1f
∂ρi
∂2r1f
∂y2
∂2r1f
∂y∂ρi
∣∣∣∣∣∣∣∣∣∣∣∣
∂r1f
∂y
∂r1f
∂
∂2r1f
∂y2
∂2r1f
∂y∂
∣∣∣∣∣∣
, ∀i ∈ {1, · · · , lmax}
and similarly for y∗,
∂y∗
∂λi
=−
∣∣∣∣∣∣
∂r1f
∂
∂r1f
∂λi
∂2r1f
∂y∂
∂2r1f
∂y∂λi
∣∣∣∣∣∣∣∣∣∣∣∣
∂r1f
∂
∂r1f
∂y
∂2r1f
∂y∂
∂2r1f
∂y2
∣∣∣∣∣∣
, ∀i ∈ {1, · · · , lmax},
∂y∗
∂ρi
=−
∣∣∣∣∣∣
∂r1f
∂
∂r1f
∂ρi
∂2r1f
∂y∂
∂2r1f
∂y∂ρi
∣∣∣∣∣∣∣∣∣∣∣∣
∂r1f
∂
∂r1f
∂y
∂2r1f
∂y∂
∂2r1f
∂y2
∣∣∣∣∣∣
, ∀i ∈ {1, · · · , lmax},
Now we can recursively reconstruct the total derivative with respect to the degree distribution
at all stages of our expansion. All functions have to be evaluated at the critical point. We obtain
in this way, the expressions for the derivatives ∂P
W
B (λ,ρ)
∂λi
and ∂P
W
b (λ,ρ)
∂λi
for i ∈ {1, · · · , lmax} and
∂PWB (λ,ρ)
∂ρi
and ∂P
W
b (λ,ρ)
∂ρi
for i ∈ {1, · · · , rmax}.
If we use the reﬁned approximation for several critical points, the total derivative of each
term (Q-function) is calculated in this way.
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Consider now the term
coef{Qi((1+x)i−ix)ncPi ,xe}
(nΛ′(1)e )
, and assume that we have already computed
the coeﬃcients for all e. If we add a check node of degree k to the set of check nodes, we have
the following relationship that enables us to compute easily the new coeﬃcients from the ones
we already know.
coef
{∏
i((1 + x)
i − ix)ncPi((1 + x)k − kx), xe}(
nΛ′(1)+k
e
)
=
(
nΛ′(1)
e
)(
nΛ′(1)+k
e
)
⎛⎝coef{∏i((1 + x)i − ix)ncPi , xe}(
nΛ′(1)
e
) + k∑
j=2
(
k
j
)
coef
{∏
i((1 + x)
i − ix)ncPi , xe−j}(
nΛ′(1)
e
)
⎞⎠ .
Now that we know how to evaluate eﬃciently the new coeﬃcients, apply the following proce-
dure. For each k ∈ {1, · · · , lmax}, compute PEB (λ, ρ), then add a variable node of degree k, apply
the whole procedure of (3.4) to obtain a new value of the approximation. Call the diﬀerence be-
tween the two values ΔλkP
E
B (λ, ρ). Deﬁne similarly Δ
λ
kP
E
b (λ, ρ). For the check nodes the change
of the value of the approximation after adding a check node of degree k is called ΔρkP
E
B (λ, ρ)
for the block error approximation and ΔρkP
E
b (λ, ρ) for the bit error approximation. In order
to relate these quantities to the derivative with respect to λi and ρj for i ∈ {1, · · · , lmax} and
j ∈ {1, · · · , rmax}. We have relate a change in these λi and ρj to the change of the number of
nodes in the graph.
Call ξ = nΛ′(1) = nPlmax
i=1
λi
i
the total number of edges in the graph. When λk varies by Δλk
the total number of edges in the graph varies such that,
Δξ
Δλk
=− n
k
(∑ λi
i
)2 .
In our deﬁnition of the ensembles LDPC(n, λ(x), ρ(x)) in Section 1.1, the number of edges in the
graph depended solely on the variable node distribution, therefore, we will take
Δξ
Δρk
=0.
The number of nodes variable nodes of degree i ∈ {1, · · · , lmax} and of check nodes of degree
j ∈ {1, · · · , rmax} is written as
nΛi =
ξλi
i
,
ncPj =
ξρj
j
.
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Taking small variations in the edges perspective degree distributions gives
ΔnΛi
Δλk
=− n λi
ik(
∑ λj
j )
2
, if i = k,
ΔnΛi
Δλi
=n
(
∑ λj
j ),−λii
i(
∑ λj
j )
2
,
ΔncPj
Δρk
=
n
k
∑ λi
i
, if i = k.
Finally, we obtain for i ∈ {1, · · · , lmax} and j ∈ {1, · · · , rmax}
ΔPEB(λ, ρ)
Δλi
=
lmax∑
k=1
ΔλkP
E
B (λ, ρ)
ΔnΛk
Δλi
,
ΔPEb (λ, ρ)
Δλi
=
lmax∑
k=1
ΔλkP
E
b (λ, ρ)
ΔnΛk
Δλi
,
ΔPEB(λ, ρ)
Δρj
=
rmax∑
k=1
ΔρkP
E
B (λ, ρ)
ΔncPk
Δρj
,
ΔPEb (λ, ρ)
Δρj
=
rmax∑
k=1
ΔρkP
E
b (λ, ρ)
ΔncPk
Δρj
,
We will use these quantities as our derivatives for our approximations.
4.2.3 Sample Optimization
Consider the following constraints
• The channel erasure probability is  = 0.5.
• The blocklength is n = 5000.
• The maximum variable degree is lmax = 13 and the maximum check degree is rmax = 10.
• We count only errors larger or equal to smin = 6 bits.
• The target block error probability is Ptarget = 10−4.
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We start with randomly generated degree distributions
λ(x) =0.139976x+ 0.149265x2 + 0.174615x3 + 0.110137x4 + 0.0184844x5 (4.8)
+ 0.0775212x6 + 0.0166585x7 + 0.00832646x8 + 0.0760256x9
+ 0.0838369x10 + 0.0833654x11 + 0.0617885x12
ρ(x) =0.0532687x+ 0.0749403x2 + 0.11504x3 + 0.0511266x4 + 0.170892x5 (4.9)
+ 0.17678x6 + 0.0444454x7 + 0.152618x8 + 0.160889x9.
The approximation of the block error probability curve of this code is shown in Fig. 4.8.
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Figure 4.8: Approximation of the block error probability for the initial ensemble before the
optimization (see (4.8) and (4.9)).
Let us explain brieﬂy the format of the plot. The gray area represents our constraint on the
target block error probability. An ensemble that fulﬁlls the constraint PB(λ, ρ) < Ptarget will
therefore have a block error probability curve that does not cross the gray square. The ﬁrst
square starting from the top inside the gray area represents visually the degree distributions.
The above lines represent respectively the histogram of the variable node and the check node
distributions. Also in the same square, we visualize rate of the code by its ratio to the capacity
of the channel of interest (here  = 0.5). The second square in the gray area shows the histogram
of the contributions of the stopping sets of diﬀerent sizes in the error ﬂoor at  = 0.5.
For this initial degree distribution, we have that the rate is 0.202922 and at  = 0.5, PB(λ, ρ) =
0.000552 > Ptarget. Therefore as explained previously, we have to start by minimizing PB(λ, ρ)
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until it becomes lower that Ptarget.
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Figure 4.9: Approximation of the block error probability for the ensemble obtained after the ﬁrst
part of the optimization (see (4.10) and (4.11)). The error probability has been lowered below
the target.
After a certain number of optimization rounds to decrease PB(λ, ρ), we ﬁnally obtain the
degree distributions
λ(x) =0.111913x+ 0.178291x2 + 0.203641x3 + 0.139163x4 + 0.0475105x5 + 0.106547x6 (4.10)
+ 0.0240221x7 + 0.0469994x9 + 0.0548108x10 + 0.0543393x11 + 0.0327624x12
ρ(x) =0.0242426x+ 0.101914x2 + 0.142014x3 + 0.0781005x4 + 0.198892x5 (4.11)
+ 0.177806x6 + 0.0174716x7 + 0.125644x8 + 0.133916x9.
that have PB(λ, ρ) = 0.0000997 and a rate of 0.21815. We show the corresponding approximation
in Fig. 4.9.
Now, we start the second phase of the optimization and optimize the rate while insuring that
the block error probability remains below the target. The resulting degree distribution is
λ(x) =0.0739196x+ 0.657891x2 + 0.268189x12 (4.12)
ρ(x) =0.390753x4 + 0.361589x5 + 0.247658x9 (4.13)
It has rate 0.41065.
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Figure 4.10: Error probability curve for the result of the optimization. The plain curve is
PB(λ, ρ) while the small dots are the simulation points with 95% conﬁdence intervals. The
degree distributions are λ(x) = 0.0739196x+0.657891x2+0.268189x12 and ρ(x) = 0.390753x4+
0.361589x5 + 0.247658x9.
The block error probability plot for the result of the optimization is shown in Fig 4.10. Finally,
as all our approach relied on using an approximation for the block error probability curves, we
also show in Fig 4.10 simulation points that conﬁrm that the result is as predicted.
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