Integration of Monge-Ampère Equations and Surfaces with Negative Gaussian Curvature
-Introduction
In [24] , we studied the singularities of solutions of real Monge-Ampere equations of hyperbolic type as follows: Let z = z(x, y) be an unknown function defined for (x, y) then the equation is written as where p = azlax, q = 9z/9y, r = a2 zlaxay, and t = Here we assume that A, B, C, D and E are real smooth functions of (x, y, z, p, q ) . Our principal problems are as follows: 1) What kinds of singularities may appear?, and 2) How can we extend the solutions beyond the singularities?
The best method to solve these problems is to give explicit representations of the solutions. To do so, we apply the characteristic method developed principally by D. Darboux [3] and E. Goursat [5] , [6] . In Section 2, we will briefly explain it "from our point of view", because it seems to us that the method is not familiar today. In Section 3, we will study how to construct equations which are integrable in the sense of Darboux and Goursat. In Section 4, we will characterize surfaces with negative Gaussian curvature whose equations are integrable in the whole space. In Section 5, supposing the conditions which assure the integrability of (1.1), we will study the singularities of solution surfaces of ( 1.1 ). As it seems to us that we do not have any result on these problems, we think that, though we assume a little strong conditions, this is one step to construct the global theory on nonlinear hyperbolic equations.
-Characteristic method and intermediate integrals
In this section we will explain the characteristic method developed principally by D. Darboux [3] and E. Goursat [5] , [6] "from our point of view". As it seems to us that the theory is not familiar today, we had better explain the meanings of our notations. The main idea of the method is how to reduce the solvability of (1.1) to the integration of first order partial differential equations.
But, as their method is constructive, it is very useful for our purpose. Let be a smooth curve in R, and suppose that it satisfies the following "strip condition"
As a "characteristic strip" means that one can not determine the values of the second order derivatives of solution along the strip r, we have the following DEFINITION [24] ). Here we introduce the notion of "first integral". DEFINITION 2.2 . A function V = V(x, y, z, p, q) is called "first integral" of WI, w2 ) if dV n 0 mod 10)0, WI, REMARK. We can easily see that a function V = V (x, y, z, p, q) is the "first integral" of (2.3) (or of (2.4)) if it is constant on any solution of (2.3) (or of (2.4) respectively).
G. Darboux [3] and E. Goursat [5] , especially in [5] (3.2) . Therefore the equation F= F (x, y, z, p, q, r, s, t) = 0 has the meaning only in a domain where the function g(x, y, z, p, q) is defined. But we can define the equation F(x, y, z, p, q, r, s, t) = 0 in the whole space for first order partial differential equations of certain types as follows. EXAMPLE 1. Assume that f is of Hamilton-Jacobi type, i.e., f = p + hex, y, z, q). Then we choose the function g as g = q + k (x , y, z). Then the equation F = 0 is obtained by where A, B, C and E are functions of (x, y, z, p, q) uniquely determined by f and g. EXAMPLE 2 . Assume that f is quasi-linear, i.e., f = ap + bq + c where a, b and c are real smooth functions of (x, y, z) and (a, b) # (0, 0). We use the same notions introduced in Section 2. As we are interested in the hyperbolic case, we assume K (x, y, z, p, q) --y (x, y, z, p, q)2 where y (x, y, z, p, q) &#x3E; 0. In the case where K is a negative constant, we can easily see that (4.1) does not satisfy the integrability condition of Darboux and Goursat. As we are interested in the global structure of the solution surface which satisfies equation ( Here we define a matrix G by Then (4.14) means that tgrad u is in kernel of G where grad u = (au/ax, aulay, aulaz, aulap, aulaq). As the assumption says that there exist two independent solutions of (4.14), we see rank G 3. But, as first three rows of the matrix G are independent, we can conclude rank G = 3. Therefore last two rows of the matrix G must be expressed by linear combinations of first three ones.
0
Here we will give a name of "condition (A)" to a set of the conditions 1), 2) and 3) (4.4) which is the definition of the function y = y (x, y, z, p, q), and also the assumption (A). As y (x, y, z, p, q) is a given function in C2 (R 5), we can regard the function w = w (x, y, z, p, q) as a classical solution of (4.31) Therefore, though the solution z = z(x, y) has singularities at the points where the Jacobian D(x, y)/D(of, fl) = 0, the solution surface is regular even at these points. We remark that (5.3) holds in a domain where the solutions of (5 .2) exist.
In the theorem, we wrote that there exists a solution surface of the Cauchy problem for (1.1) in the large. We will explain the meaning. If the solutions of (5.2) blow up at f3 = Po E R', it says that, when fl tends to f30, a point (x, y, z) goes to infinity. Therefore, we can not extend the solution beyond We denote the solutions of (5.5)-(5.6) by x = x (a, P), y = y (a, z = z (a, P), p = p (a, fl) and q = q (a, The assumption so that the intermediate integral f = f (x, y, z, p, q) = 0 is of Hamilton-Jacobi type means the global solvability of (5.5)- (5.6) . This is the definition of "equations of Hamilton-Jacobi type". See M. Tsuji [23] , or final "Remark" given at the end of this section.
As (vo = 0 on the solution surface, we have It has been proved in M. Tsuji [23] that the solution z = z(x, y) is not in C 2 in neighbourhoods of the points where the Jacobian D(x, = 0.
Moreover equation (5.7) [22] , [23] , [ 10] , [ 11 ] , [ 12] , [18] and [ 19] . The [27] . The uniqueness of the extension of solution surfaces beyond the singularities follows from Theorem 4.6 in [24] .
REMARK. Let us explain the meaning of "Hamilton-Jacobi type" used in Theorem 5.5 and 5.6. In M. Tsuji [23] , we have studied the differences between Hamilton-Jacobi equations and equations of conservation law, under the assumption that f (x, y, z, p, q) is smooth. Our conclusion is that the most characteristic property of Hamilton-Jacobi equations is the global solvability of the Cauchy problem for (5.4). On the other hand, if f = 0 is quasilinear, the solutions and tend to infinity when the Jacobian vanishes. Therefore, in the above theorem, "Hamilton-Jacobi type" means the global solvability of the Cauchy problem for (5.4) . Recently S. Izumiya [11] gave the geometric characterization of Hamilton-Jacobi equations and quasi-linear partial differential equations of first order.
6. -Remarks on surfaces with negative Gaussian curvature Let K be Gaussian curvature of the surface z = z (x , y), then z = z (x , y) satisfies equation (4.1 We write ki = (1 + p 2+ q 2) (-K) 1/2, ~.2 = -hi, WI = dp + Xldy and W2 = dq + h2 dx. Then we have on a submanifold where the contact relations of second order two = dzp dx -q dy = 0, dp = r dx + s dy, dq = s dx + r dy} are satisfied. Therefore equation ( The local solvability of (6.1 ) is already proved by H. Lewy [14] and J. Hadamard [7] . But, to develop the global theory, we would have to consider the global behaviour of the solutions of (6.1). For certain nonlinear wave equations, we can get global solutions of (6.1). Though we have written our idea a little in M. Tsuji [26] , we will soon publish detailed paper on this subject.
Finally we would like to give some comments on M. Kossowski [13] . He constructed local solutions of (1.1) by the method which is almost similar to the characteristic method. Then the biggest problem is how to get the family of characteristic strips. In [13] , he could obtain it by solving certain system of equations which is numbered as (7) in [13] . His equation (7) in [13] is corresponding to (6.1) in our case. As he assumed the analyticity on equations (1.1), he could solve it by Cauchy-Kowalewski theorem. As we consider (1.1) in C°°-space, we need the condition of hyperbolicity on (1.1).
