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Abstrat
Let X be genus 2 urve dened over an algebraially losed eld of harateristi p and
let X1 be its p-twist. LetMX (resp. MX1) be the (oarse) moduli spae of semi-stable rank
2 vetor bundles with trivial determinant over X (resp. X1). The moduli spae MX is
isomorphi to the 3 dimensional projetive spae and is endowed with an ation of the group
J [2] of order 2 line bundles over X . When 3 ≤ p ≤ 7, we show that the Vershiebung (i.e.,
the separable part of the ation of Frobenius by pull-bak) V : MX1 99KMX is ompletely
determined by its restritions to the lines that are invariant under the ation of a non zero
element of J [2]. As those lines orrespond to ellipti urves that appear as Prym varieties,
the Vershiebung restrits to the morphism indued by multipliation by p and we are able
to ompute the expliit equations for the Vershiebung.
1 Introdution
Let k be a algebraially losed eld of positive harateristi p and let X be a proper and
smooth (onneted) urve of genus 2 over k. LetXs (s ∈ Z sine k is perfet) be the p
s
-twist
of X and let J (resp. Js) denote its Jaobian variety (resp. the p
s
-twist of its Jaobian
variety). Denote by MX(r) the (oarse) moduli spae of semi-stable rank r vetor bundles
with trivial determinant over X . The map E 7→ F ∗absE denes a rational map the separable
part of whih, the generalized Vershiebung, will be denoted by Vr :MX1(r) 99KMX(r).
For r = 2 and k = C, we let MX (resp. V ) be MX (resp. V2). [NR℄ have onstruted
an isomorphism D : MX → |2Θ| ∼= P
3
that remains valid for an algebraially losed eld
of positive harateristi (it is straightforward for p 6= 2 and [LP1℄ (setion 5) give a sketh
of proof for p = 2). Furthermore, the semistable boundary of MX identies with the
Kummer surfae KumX , whih is anonially ontained in the linear system |2Θ|. We have
the ommutative diagram
(1.1)
1
MX1 MX
|2Θ1| |2Θ|
✲
✲
❄ ❄
D D
V
V˜
and the indued rational map V˜ is given by degree p polynomials ([LP2℄). Note that all
the map in that diagram are equivariant under the ation of J [2].
Our interest in the situation desribed by the diagram (1.1) omes from the fat ([LS℄)
that, given a proper and smooth urve of genus g over a eld k, a semistable rank r vetor
bundle E over X orresponds to an (irreduible) ontinuous representation of the algebrai
fundamental group π1(X) in GLr(k¯) (endowed with the disrete topology) if and only if
one an nd an integer n > 0 suh that F
(n)
abs
∗
E ∼= E. Thus, natural questions about the
generalized Vershiebung Vr : MX1(r) 99KMX(r) arise like, e.g., its surjetivity, its degree,
the density of Frobenius-stable bundles, and the loi of Frobenius-destabilized bundles.
For general (g, r, p), not muh seems to be known (see the introdutions of [LP1℄ and
[LP2℄ for an overview of this subjet).
When g = 2, r = 2, and p = 2 and X is an ordinary urve, [LP1℄ determined the
quadri equations of V˜ in terms of the generalized theta onstants of the urve X . In
[LP2℄ (resp. in [Du℄), one ould give the equations of V˜ in ase of a nonordinary urve
X with Hasse-Witt invariant equal to 1 (resp. a supersingular urve X) by speializing a
family X of genus 2 urves parameterized by a disrete valuation ring with ordinary generi
ber and speial ber isomorphi to X .
When g = 2, r = 2, and p = 3, [LP2℄ determined the ubi equations of V˜ in showing
that this rational map oinided with the polar map of a Kummer surfae, isomorphi to
KumX , in P
3
. To reah this result, they used a striking relationship (see [vG℄) between
ubis and quartis on |2Θ1|.
In this paper, we shall suppose that p ≥ 3. Given τ a line bundle of order 2 over X and
a τ -invariant semi-stable vetor bundle E, i.e., satisfying E ⊗ τ
∼
−→ E, of degree 0, one an
give E a struture of invertible X⊕τ -module. In other words, if π : X˜ → X is the degree 2
étale over orresponding to τ , there is a degree 0 line bundle q over X˜ suh that E ∼= π∗(q).
On the one hand, the τ -invariant lous of MX is the union of two projetive lines. On the
other hand, π being étale, one has F ∗abs(π∗(q))
∼= π∗(F
∗
abs(q)). Requiring that E has trivial
determinant fores q to be in some translate of the Prym variety P assoiated to π (whih
is an ellipti urve) and, as multipliation by p over an ellipti urve ommutes with the
inversion, it indues a map P/{±} ∼= P1 → P/{±} ∼= P1. Let VP1 be the separable part of
the latter map and hoose a τ -invariant line ∆(τ) in MX . There is a natural isomorphism
P/{±}
∼
−→ ∆(τ) and VP1 oinides with the restrition of V : MX1 99K MX to ∆(τ). The
main result of this paper is the following theorem (4.16) :
Theorem Let X be a smooth and proper urve of genus 2, suiently general, over an
algebraially losed eld of harateristi p = 3, 5 or 7. The generalized Vershiebung
V : MX1 99KMX is ompletely determined by its restrition to the projetive lines that are
2
invariant under the ation of a non zero element of J [2].
In partiular, V an be omputed expliitly in these ases and we reover the result of
[LP2℄ in the harateristi 3 ase. As an appliation, we reover if p = 3, and we show if
p = 5, that there is a degree 2p− 2 surfae S is |2Θ1| suh that the equality of divisors in
|2Θ1|
V˜ −1(KumX) = KumX1 + 2S
holds sheme-theoretially. The omputations have been arried out using Maple 9 and
Magma.
I would like to thank Y. Laszlo for having introdued me to this question, for his help
and enouragements all along my thesis. I would like to thank D. Bernardi, P.-V. Kosele,
M. Chardin and more speially G. Leerf, for their help and explanations in the use of the
omputation softwares.
2 The (oarse) moduli spae MX
2.1 Preliminaries
Let k be an algebraially losed eld of odd harateristi. Let X be a proper and smooth
urve of genus 2 over k and let J (resp. J1) be its Jaobian variety (resp. the moduli
spae of degree one line bundles over X , whih is a prinipal homogeneous spae under the
ation J). The embedding X →֒ J1 dened by (∆), where ∆ is the diagonal ∆ ⊆ X ×X ,
denes a theta divisor Θ.
Let MX be the (oarse) moduli spae of semi-stable rank 2 vetor bundles with trivial
determinant over X . The set of its losed points is the set of S-equivalene lasses [E] of
semi-stable rank 2 vetor bundles E with trivial determinant over X . Note that MX is
endowed with a natural ation of J [2] dened set-theoretially by (τ, [E]) 7→ [E ⊗ τ ]. If
E is stritly semi-stable, i.e., semi-stable but non-stable, there is a degree 0 line bundle j
suh that E is an extension 0 → j−1 → E → j → 0, i.e., E is S-equivalent to j ⊕ j−1.
If L is the Poinaré's bundle over X × J , one an onsider the family E = L ⊕ L−1, pa-
rameterized by J , of semi-stable rank 2 bundles with trivial determinant over X . Beause
of the oarse moduli property, there is a unique b : J → MX suh that, for any j in J ,
b(j) = [E|X×{j}] = [j ⊕ j
−1]. Note that the semi-stable boundary in MX , i.e., the image of
b, is (globally) J [2]-invariant and that b is J [2]-equivariant.
When k = C (but this result extends straightforwardly to any algebraially losed eld
with harateristi dierent from 2, and, with a little more work (see [LP1℄ for a sketh
of proof) to an algebraially losed eld of harateristi 2), it has been shown ([NR℄)
that there is a anonial isomorphism D : MX
∼
−→ PH0(J1, (2Θ)) that maps a semi-stable
bundle E over X to the redued (hene linearly equivalent to 2Θ) divisor over J1 with
support the set {ξ ∈ J1/h0(X, E ⊗ ξ) ≥ 1} and reall by the way that any divisor linearly
3
equivalent to 2Θ is ompletely determined by its support ([NR℄, Proposition 6.4). In
partiular, this divisor is reduible if and only if it is of the form D[j ⊕ j−1]. In other
words, D maps the semi-stable boundary of MX onto the set of reduible divisors of |2Θ|,
namely D[j⊕ j−1] = T ∗j Θ+T
∗
j−1
Θ, where Tj (resp. Tj−1) is the isomorphism J
1 ∼−→ J1 that
orresponds to j (resp. j−1) via the ation of J on J1 .
Choose one for all an eetive theta harateristi κ0 of X (that is to say one of the
6 Weierstrass points of X) and onsider the orresponding isomorphism J
∼
−→ J1 given by
j 7→ j ⊗ κ0. We still denote by Θ the divisor of J obtained as the inverse image of Θ by
means of this isomorphism. Its support is the set {ζ ∈ J/H0(ζ ⊗ κ0) ≥ 1) and using the
Riemann-Roh theorem, Θ is symmetri. It denes the anonial prinipal polarization on
J . Using this isomorphism, we obtain an isomorphism
D : MX
∼
−→ PH0(J, (2Θ)) = |2Θ|
that maps [E] to the (unique) divisor in |2Θ| with support {ζ ∈ J/h0(E ⊗ κ0 ⊗ ζ) ≥ 1}.
Of ourse, the semi-stable boundary is MX still oinides with the set of reduible divisors
in |2Θ|.
Now, we reall the basi fats of the theory of theta group shemes assoiated to an
ample line bundle L over an abelian variety A over k, as presented in [Mu2℄, Setion 1.
Let G(L) (resp. K(L)) be the group sheme (resp. the nite group sheme) suh that, for
any k-sheme S,
G(L)(S) = {(x, γ)| x ∈ A(S), γ : L
∼
−→ T ∗xL} (resp. K(L)(S) = {x ∈ A(S)| T
∗
xL
∼= L})
We suppose that K(L) is redued-redued, in whih ase L is said to be of separable type.
The theta group G(L) is a entral extension
1→ Gm → G(L)→ K(L)→ 0
Note that G(L) has a natural ation on H0(A, L) and that this ation has weight 1 in the
sense that, being given λ in Gm and s in H
0(A, L), λ.s = λId(s). More generally, if G(L)
ats on a vetor spae W , one says that this ation has weight r if, being given λ in Gm
and s in H0(A, L), one has λ.s = λrId(s). As an example, one an onsider the spae of
r-symmetri powers SymrH0(A, L) on whih G(L) has a natural ation of weight r.
Theorem 2.1 The vetor spae H0(A, L) is the unique (up to isomorphism) irreduible
representation of weight 1 of G(L).
Proof : Combine the Proposition 3 and the Theorem 2 of [Mu2℄, Setion 1.
Being given α, β in K(L), α˜, β˜ in G(L) above α and β respetively, the invertible salar
α˜β˜α˜−1β˜−1 depends only on the hoie of α and β and it indues a skew-symmetri bilinear
form eL : K(L) ×K(L) → Gm that is non degenerate beause Gm is the enter of G(L).
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Now, let π : A → B be a separable isogeny between abelian varieties and suppose that
L ∼= π∗M where M is an ample line bundle over B. Beause L desends on B, there is an
ation of ker π on L overing the ation of ker π on A, i.e., a lifting ker π
∼
−→ K˜ ⊆ G(L) and
M ∼= (π∗L)
K˜
. In partiular, ker π must be an isotropi subgroup of K(L) with respet to
eL. Furthermore, γ in G(L) indues an isomorphism π∗(γ) of G if and only if γ lies in the
entralizer Z(K˜) of K˜ in G(L) and, when it is the ase, π∗(γ) depends only on the lass of
γ in Z(K˜)/K˜. More preisely,
Theorem 2.2 (1) Suppose that π : A→ B is a separable isogeny between abelian varieties
and let L be an ample line bundle over A. Then, there is a one-to-one orrespondene
between :
- The set of isomorphism lasses of line bundles M over B suh that L ∼= π∗M . Suh
an M is neessarily ample.
- The set of homomorphisms ker π → G(L) lifting the inlusion ker π →֒ A.
(2) Being given a homomorphism ker π → K˜ ⊆ G(L) as in (1) and letting M ∼= (π∗L)
K˜
be
the orresponding ample line bundle over B, there are anonial isomorphisms
G(M) ∼= Z(K˜)/K˜ and K(M) ∼= (ker π)⊥/ ker π
where (ker π)⊥ = {α ∈ K(L)| eL(α, β) = 1 for any β ∈ ker π}.
In partiular, if M is a prinipal polarization, ker π is a maximal isotropi subgroup of
K(L).
Proof : (1) [Mu1℄, Setion 23, Theorem 2. The fat that M is neessarily ample omes
from [Mu1℄, Setion 6, Proposition 6 and the niteness of K(M).
(2) [Mu2℄, Setion 1, Theorem 4 and [Mu1℄, Setion 23, Theorem 4 for the last assertion.
Returning to our situation, onsider the ample line bundle (2Θ) over J and the assoi-
ated theta group sheme G((2Θ)). Its natural ation on H0(J, (2Θ)) indues an ation of
J [2] onto |2Θ| and the morphism
KX : J → |2Θ|, j 7→ T
∗
j Θ+ T
∗
−jΘ
whih obviously fators through the quotient of J under the involution j 7→ j−1, is J [2]-
equivariant. The following lemma is an obvious onsequene of the denitions :
Lemma 2.3 The diagram
J
MX
|2Θ|
✘✘✘
✘✘✘
✘✘✘✿
❳❳❳❳❳❳❳❳❳③
❄
b
KX
D
5
of J [2]-equivariant morphisms is ommutative.
Let H be the hyperplan in |2Θ| onsisting in those eetive divisors passing through the
origin of J . The orresponding line bundle is P3(1). We let ∆ be the redued divisor over
MX with support D
−1(H). The assoiated invertible sheaf (∆) is isomorphi to D∗(P3(1))
and one has
H0(MX , (∆)) ∼= H
0(|2Θ|, (1)) ∼= H0(J, (2Θ))
Furthermore, b∗((∆)) ∼= (2Θ). It an be shown that (∆) is a determinant line bundle is the
following sense : Let S be a k-sheme S and let E be a rank 2 vetor bundle with trivial
determinant over X × S suh that E(s) := E|X×{s} is semi-stable for any losed point s in
S. Beause of the oarse moduli property, there is a map ϕ : S → MX suh that, for any
losed point s ∈ S, one has ϕ(s) = [E(s)]. Denote by q the seond projetion X × S → S
and suppose moreover that h0(X, E(s)⊗κ0)) = 0 (whih implies that h
1(X, E(s)⊗κ0) = 0)
for s generi in S. Therefore, q∗(E ⊠ κ0) = 0 and one an nd a loally free resolution
0→ E0
u
−→ E1 → R
1q∗(E ⊠ κ0)→ 0
The map u is generially bijetive and the setion det(u) denes an eetive divisor on S
that does not depend on the hoie of the projetive resolution, and that oinides with
ϕ−1(∆) (notie that Suppϕ−1(∆) = {s ∈ S| h1(X, E(s)⊗ κ0) ≥ 1}). The assoiated line
bundle (detR1q∗(E ⊠ κ0))
−1
therefore oinides with ϕ∗((∆)).
Let ϕ2Θ : J → PH
0(J, (2Θ))∗ = |2Θ|∗ be the anonial morphism assoiated to (2Θ).
It is of ourse J [2]-equivariant. One has the following lemma due to Wirtinger.
Lemma 2.4 (Wirtinger) There is a non degenerate bilinear pairing on the vetor spae
W ∗ := H0(J, (2Θ))∗ suh that the indued isomorphism BW :W
∗ ∼−→ W makes the follow-
ing diagram ommutative
J
|2Θ|∗
|2Θ|
✘✘✘
✘✘✘
✘✘✘✿
❳❳❳❳❳❳❳❳❳③
❄
ϕ2Θ
KX
PBW
This pairing is well-dened up to a non zero onstant.
Proof : : We only sketh the proof that an be found in ([Mu3℄). The key idea is to
onsider the isogeny ξ : J × J → J × J given by (x, y) 7→ (x + y, x − y), the kernel of
whih is the nite group J [2], embedded diagonally in J×J . One proves that the pullbak
ξ∗((Θ)⊠ (Θ)) of the prinipal polarization for J × J is isomorphi to (2Θ)⊠ (2Θ). Hene,
there is a unique maximal level subgroup H˜ of the Heisenberg group G((2Θ) ⊠ (2Θ))
suh that the H˜-invariant part of ξ∗((2Θ) ⊠ (2Θ)) is isomorphi to (Θ) ⊠ (Θ). If θ is
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"the" non-zero element of H0(J, (Θ)), ξ∗(θ ⊠ θ) is "the" non-zero H˜-invariant element of
H0(J × J, (2Θ) ⊠ (2Θ)) ∼= W ⊗ W and the orresponding bilinear form on W ∗ is non
degenerate beause the ation of G((2Θ)) over W is irreduible.
2.5. Remark. Note that Wirtinger's result remains true whenever J is a prinipally po-
larized abelian variety and Θ is a symmetri representative for this polarization. In the
sequel, we will always identify |2Θ|∗ = PH0(J, (2Θ))∗ and |2Θ| = PH0(J, (2Θ))) using the
isomorphism PBW .
The diagram in the lemma above is J [2]-equivariant as well. Thus, gathering these
preliminary results, we obtain the following proposition (also found in [B℄):
Proposition 2.6 The diagram
J |2Θ|∗
MX
|2Θ|
❄
❅
❅
❅
❅❘
 
 
 
 ✒
✲✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏✏✶
PPPPPPPPPPPPPPPPq
D∼
ϕ2Θ
b
KX
∼PBW
∼
of J [2]-equivariant morphisms is ommutative.
2.2 Choosing a Theta struture
Most of the material in that setion omes from [Mu2℄, Setion 1.
Let us dene the two groups{
H = (Z/2Z)2
Hˆ = Hom((Z/2Z)2, k∗)
We identify H and Hˆ by means of the bilinear form (x, y) 7→ (−1)
tx.y
and the anonial
evaluation map H × Hˆ → k∗ maps (x, y∗) to y∗(x) = (−1)
ty.x
, where y orresponds to y∗
via the above mentioned identiation Hˆ
∼
−→ H . Dene the Heisenberg group H as the set
k∗ ×H × Hˆ, endowed with the group struture given by
(t, x, x∗)(s, y, y∗) = (sty∗(x), x+ y, x∗ + y∗)
Denote by E : (H × Hˆ)× (H × Hˆ)→ k∗ the non degenerate bilinear form dened by the
ommutator in H, namely
E((x, x∗), (y, y∗)) = [(1, x, x∗), (1, y, y∗)] = x∗(y)y∗(x)
7
It makes H× Hˆ self-dual, the sub-groups H and Hˆ are isotropi with respet to E and the
isomorphism of H indued by the restrition of E to (H×{0})× ({0}× Hˆ) is the identity.
Let e2 denote the bilinear pairing dened onto J [2] by the ommutator in the theta
group G((2Θ)). As it is non degenerate, it indues an isomorphism
φ : H × Hˆ
∼
−→ J [2]
sympleti with respet to E and e2, namely a Göpel system for J [2].
Beause H (resp. Hˆ) is isotropi, one an hoose a lifting H
∼
−→ H˜ (resp. Hˆ
∼
−→
˜ˆ
H) in
G((2Θ)). There is a unique isomorphism
φ˜ : H
∼
−→ G((2Θ))
that indues identity on the enters, that maps H (resp. Hˆ) onto H˜ (resp.
˜ˆ
H). Suh an
isomorphism is a theta struture on G((2Θ)) and we hoose one one for all. In partiular,
W := H0(J, (2Θ)) is an irreduible representation U : H → GL(W ) of weight 1.
Given suh a representation, one an onstrut a basis {Xx| x ∈ H}, dened up to a
multipliative salar, satisfying the following properties :
y.Xx = Xx+y for any x, y ∈ H, x
∗.Xx = x
∗(x)Xx for any x, x
∗ ∈ H × Hˆ.
Namely, the subgroup Hˆ ⊂ H being abelian, the indued representation onW is ompletely
reduible and splits in a diret sum of dimensional 1 subspaes indexed by the group of
harater of Hˆ, i.e., by H . Let X00 be a non-zero element ofW
Hˆ
and set Xx = (1, x, 0).X00
for any x ∈ H . Then, for any x∗ ∈ Hˆ, the equalities
(1, 0, x∗)Xx = (1, 0, x
∗)(1, x, 0)X00 = x
∗(x)(1, x, 0)(1, 0, x∗)X00 = x
∗(x)Xx
show that Xx spans the subspae Wx on whih (1, 0, x
∗) ats like x∗(x)Id. Beause the
anonial evaluation map (x, x∗) 7→ x∗(x) is non degenerate, the family {Xx| x ∈ H} is
free and, sine it ontains 4 elements, we an onlude.
We all {X00, X01, X10, X11} the theta basis of W (assoiated to the theta struture
φ : H
∼
−→ G((2Θ))). In terms of that basis, one an give an expliit desription of U : H →
GL(W ) : Set
α01 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ; α10 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 α11 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

and
β01 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 ; β10 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 ; β11 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

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For onveniene, set also α00 = β00 = Id and notie that α11 = α01α10 = α10α01 and
β11 = β01β10 = β10β01. Then U(t, x, x∗) = tβx∗αx for any (t, x, x
∗) ∈ H. These six matries
are order 2 elements of GL(W ) with determinant 1 and the same statements hold for any
produt βx∗αx with (x, x
∗) non-zero in H × Hˆ.
2.7. Remark. Note that the isomorphism BW (Lemma 2.2) allows us to identify W and
W ∗. We let {x•} be the orresponding dual basis of W
∗
. It gives a set of homogeneous
oordinates for PW = |2Θ|, anonial in the sense that it depends only on the hoie of
the Göpel system H × Hˆ
∼
−→ J [2].
2.3 The Kummer quarti surfae
Let KumX denote the image of the map KX : J → |2Θ| appearing in Lemma 2.3. We have
the following lemma
Lemma 2.8 Let X be a genus 2 urve and let J be its Jaobian. The map KX : J → |2Θ|
identies with the quotient of J under the ation of {±}. Its image is a redued, irreduible,
J [2]-invariant quarti in |2Θ| with 16 nodes and no other singularities, i.e., a Kummer
surfae.
Proof : Beause KX oinides with ϕ2Θ (Lemma 2.4) and beause of the Riemann-Roh
Theorem for abelian varieties (see, e.g., [Mu1℄), one has
deg(ϕ2Θ). deg(KumX) = (2Θ)
2 = 8
Therefore, deg(KumX) = 4. Beause J is an irreduible abelian surfae, KumX is redued.
Thus, it is a quarti and KX oinides with the quotient J → J/{±} (see [GD℄, Proposition
4.23 for details). It is therefore nite, surjetive and separable, generially 2-1 hene of
degree 2 (see, e.g., [Mu1℄, Setion 7) and KumX is irreduible. The map KX is furthermore
generially étale and it ramies only at the 2-torsion points of J thus the singular lous of
KumX is ontained in the image of J [2]. An easy alulation in the formal ompletion of
the loal ring at a point of J [2] shows that it is a node (see [GD℄, Note 4.16). The fat
that it is J [2]-invariant is lear. 
2.9. Remark. Let us onsider a prinipally polarized abelian surfae A and let Θ be a
symmetri representative for that polarization. Either A is an irreduible abelian variety
or A is the produt of two ellipti urves. In the former ase, one an show that Θ is
a non singular genus 2 urve the Jaobian of whih is isomorphi to A and this is the
situation of the lemma above. In the latter ase, Θ is the union of two ellipti urves
meeting transversally in one point and the morphism ϕ2Θ : A→ |2Θ|
∗
assoiated to (2Θ)
makes the following diagram ommutative
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E1 ×E2
P1 × P1 |2Θ|∗ ∼= P3
❄
✲
PPPPPPPPPPq
ϕ2Θ
Segre embedding
where the map E1×E2 → P
1×P1 is the produt of the anonial maps Ei → P
1
(i = 1, 2),
whih identies with the quotient Ei → Ei/{±}. The image of the Segre embedding is a
non singular quadri in P3.
2.10. Remark. Conversely, it orresponds to any quarti surfae S in P3 with the proper-
ties desribed in the lemma (i.e., a Kummer surfae) a prinipally polarized abelian surfae
A whose prinipal polarization is a non-singular urve ([GD℄, Proposition 4.22), hene a
genus 2 urve the Jaobian of whih is isomorphi to A (see the previous Remark). In
other words, one reovers the moduli spae of proper and smooth urves of genus 2 over k
(see [H℄, Chapter IV, Ex. 2.2 for another (muh more basi) desription).
Lemma 2.11 (1) In the oordinate system {x•} dened above, there are salars k00, k01, k10
and k11 suh that the equation dening the Kummer quarti surfae KumX is
S + 2k00P + k01Q01 + k10Q10 + k11Q11 (2.1)
where
S = x400 + x
4
01 + x
4
10 + x
4
11, P = x00x01x10x11,
Q01 = x
2
00x
2
01 + x
2
10x
2
11, Q10 = x
2
00x
2
10 + x
2
01x
2
11, Q11 = x
2
00x
2
11 + x
2
01x
2
10.
(2) These salars k00, k01, k10 and k11 satisfy the ubi relationship
4 + k01k10k11 − k
2
01 − k
2
10 − k
2
11 + k
2
00 = 0 (2.2)
and one has 
k01 6= ±2, k10 6= ±2, k11 6= ±2,
k01 + k10 + k11 + 2± k00 6= 0,
k01 + k10 − k11 − 2± k00 6= 0,
k01 − k10 + k11 − 2± k00 6= 0,
−k01 + k10 + k11 − 2± k00 6= 0
(2.3)
Proof : (1) Using the fat that the Kummer surfae in |2Θ| is J [2]-invariant, the element
of Sym4W ∗ that generates its ideal is invariant (up to salar) under the natural ation (of
weight −4) of H on Sym4W ∗. Thus ([GD℄, Theorem 2.20), one an look for the equation
of KumX under the form (2.1).
(2) We let (ϑ00 : ϑ01 : ϑ10 : ϑ11) be the homogeneous oordinates of the image ϕ2Θ(0)
of the origin of J in |2Θ|∗, i.e., the generalized theta onstants in lassial terminology
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of theta funtions. Note that the orbit of that point under the ation of J [2] onsists in
16 distint points. Beause these points are the points of a 16-6 onguration (see [GD℄,
Setion 1), the orresponding onditions on the ϑ• are equivalent to the following :
ϑ00ϑ01 6= ±ϑ10ϑ11, ϑ00ϑ10 6= ±ϑ01ϑ11, ϑ00ϑ11 6= ±ϑ01ϑ10,
ϑ200 + ϑ
2
01 6= ϑ
2
10 + ϑ
2
11, ϑ
2
00 + ϑ
2
10 6= ϑ
2
01 + ϑ
2
11, ϑ
2
00 + ϑ
2
11 6= ϑ
2
01 + ϑ
2
10,
ϑ200 + ϑ
2
01 + ϑ
2
10 + ϑ
2
11 6= 0
The fat that ϕ2Θ(0) is a node means that the four partial derivatives of the equation (2.1)
vanish at (ϑ00 : ϑ01 : ϑ10 : ϑ11). It gives a linear system of four equations (depending on
the ϑ•) that the k• must satisfy. Solving the system, we an express the k• in terms of the
ϑ•. Namely, one has
k01 = −
ϑ400 + ϑ
4
01 − ϑ
4
10 − ϑ
4
11
ϑ200ϑ
2
01 − ϑ
2
10ϑ
2
11
, k10 = −
ϑ400 − ϑ
4
01 + ϑ
4
10 − ϑ
4
11
ϑ200ϑ
2
10 − ϑ
2
01ϑ
2
11
,
k11 = −
ϑ400 − ϑ
4
01 − ϑ
4
10 + ϑ
4
11
ϑ200ϑ
2
11 − ϑ
2
01ϑ
2
10
,
and k00 an then be omputed diretly from (2.1). A few more alulations ([GD℄, Lemma
2.21) show that one an eliminate the ϑ• from the expressions of the k• to nd the ubi
relationship
4 + k01k10k11 − k
2
01 − k
2
10 − k
2
11 + k
2
00 = 0
From this equation, we obtain the following four equations
(k01 + 2)(k10 + 2)(k11 + 2) = (k01 + k10 + k11 + 2− k00)(k01 + k10 + k11 + 2 + k00)
(k01 − 2)(k10 − 2)(k11 + 2) = (k01 + k10 − k11 − 2− k00)(k01 + k10 − k11 − 2 + k00)
(k01 − 2)(k10 + 2)(k11 − 2) = (k01 − k10 + k11 − 2− k00)(k01 − k10 + k11 − 2 + k00)
(k01 + 2)(k10 − 2)(k11 − 2) = (−k01 + k10 + k11 − 2− k00)(−k01 + k10 + k11 − 2 + k00)
Note that neither
k01 − 2 = −
[
(ϑ200 + ϑ
2
01 − ϑ
2
10 − ϑ
2
11)(ϑ
2
00 + ϑ
2
01 + ϑ
2
10 + ϑ
2
11)
ϑ200ϑ
2
01 − ϑ
2
10ϑ
2
11
]
nor
k01 + 2 = −
[
(ϑ200 − ϑ
2
01 + ϑ
2
10 − ϑ
2
11)(ϑ
2
00 − ϑ
2
01 − ϑ
2
10 + ϑ
2
11)
ϑ200ϑ
2
01 − ϑ
2
10ϑ
2
11
]
an be zero. By symmetry, one has k10 6= ±2 and k11 6= ±2 as well. Together with the
four equations dedued from (2.2), one an onlude. 
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2.4 Invariant lines in MX
We are interested in those linear subspaes of |2Θ| on whih a non zero τ in J [2] ats like
identity. Let τ = (x, x∗) be an order 2 element in J [2].
A lifting (t, x, x∗) of τ in H has order 2 if and only if t2 = x∗(x). Choose one for all a
square root i of −1 in k and let τ˜ be (µ, x, x∗) with µ = 1 (resp. µ = i) if x∗(x) = 1 (resp.
x∗(x) = −1). The orresponding element µβx∗αx in GL(W ) has order 2 and determinant
µ4 = 1. As it annot be the identity matrix (beause τ 6= 0), W splits in the diret sum
W = W τ˜ ⊕W−τ˜
of two 2-dimensional spaes of eigenvetors, assoiated to the eigenvalues +1 and −1 of τ˜
respetively.
We onstrut a basis adapted to this deomposition, that will be useful in the omputations
of the Setion 4.
Proposition 2.12 Let τ be any non-zero element of J [2] and let τ˜ be the order 2 element of
H dened above. There is a basis {Λ0(τ), Λ1(τ), Λ¯0(τ), Λ¯1(τ)} for W that splits into bases
{Λ0(τ), Λ1(τ)} and {Λ¯0(τ), Λ¯1(τ)} for W
τ˜
and W−τ˜ respetively. Furthermore, one an
nd a theta struture, i.e., an automorphism of Heisenberg groups ρ : H → H, mapping
(1, 00, 10) to τ˜ , suh that this basis oinides with the theta basis orresponding to the
representation H
ρ
−→ H
U
−→ GL(W ).
Proof : Denote again by τ˜ the element Uτ˜ of GL(W ) and by 1 the identity matrix. As
τ˜ 2 = 1, it is easily seen that
p+τ = (τ˜ + 1)/2 and p
−
τ = (1− τ˜ )/2)
is rank 2 projetors of the linear spae W , and that their images are W τ˜ and W−τ˜ re-
spetively. One an extrat a basis of W τ˜ (resp. W−τ˜ ) from the family {p+τ (X•)} (resp.
{p−τ (X•)}). Let us distinguish whether x = 00 or not.
If x is zero, one has
p+τ (Xz) =
1 + x∗(z)
2
Xz =
∣∣∣∣ Xz if x∗(z) = 10 if x∗(z) = −1
and
p−τ (Xz) =
1− x∗(z)
2
Xz =
∣∣∣∣ 0 if x∗(z) = 1Xz if x∗(z) = −1
Therefore, we let Λ•(τ) (resp. Λ¯•(τ)) be the non zero elements p
+
τ (X•) (resp. p
−
τ (X•)))
with orresponding lexial order. In other words, we permute the elements of the basis
{X•}. Notie that one always has Λ0(τ) = X00 and let {z1, z2, z3} be the permutation of
{01, 10, 11} suh that
Λ1(τ) = Xz1, Λ¯0(τ) = Xz2 , Λ¯1(τ) = Xz3
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Beause z1 + z2 + z3 = 00, the bijetion ρH : H → H well-dened by the onditions
ρH(00) = 00, ρH(01) = z1 and ρH(10) = z2 is a group automorphism of H . Furthermore,
there is a unique automorphism ρHˆ of Hˆ suh that the automorphism
H × Hˆ
ρH×ρHˆ−−−−→ H × Hˆ
is sympleti with respet to E. The automorphism ρ of H ating like ρH × ρHˆ on H × Hˆ
and ating like 1 on the enters is the one we are looking for. Indeed, X00 = Λ0(τ) is
invariant under the ation of Hˆ and one has
ρH(01).Λ0(τ) = Λ1(τ), ρH(10).Λ0(τ) = Λ¯0(τ), ρH(11).Λ0(τ) = Λ¯1(τ)
thus the basis {Λ0(τ), Λ1(τ), Λ¯0(τ), Λ¯1(τ)} is the theta basis orresponding to the repre-
sentation H
ρ
−→ H
U
−→ GL(W ).
If x is non zero, τ˜ = (µ, x, x∗) with µ2 = x∗(x) and one has
p+τ (Xz) =
1
2
(Xz + µx
∗(x+ z)Xx+z)
Thus, the elements of the family {p+τ (X•)} are pairwise olinear. In partiular, we nd
that p+τ (Xx) = µp
+
τ (X00). We let Λ0(τ) be p
+
τ (X00) and we let z0 be the rst (for lexial
order) non-zero element of H suh that
{Λ0(τ), p
+
τ (Xz0)}
is a basis for W τ˜ = Im p+τ . This z0 is neessarily dierent from 00 and x (more preisely,
z0 = 10 if x = 01 and z0 = 01 in the two other ases). We set
Λ1(τ) = p
+
τ (Xz0), Λ¯0(τ) = p
−
τ (X00), Λ¯1(τ) = p
−
τ (Xz0)
and we obtained the announed basis of W . Taking γ˜ = (t, y, y∗) in H, one has
γ˜ (Λ0(τ)) =
1 + x∗(y)y∗(x)τ˜
2
(γ˜(X00)) =
ty∗(y)
2
(Xy + µ(x
∗ + y∗)(x)Xx+y)
If γ˜ (Λ0(τ)) = Λ0(τ), then either y = 0 or y = x. In the former ase, one must have t = 1
and y∗(x) = 1. There is a unique non-zero element in Hˆ (say z∗1) fullling this ondition
and beause x and z0 generate H , one must have z
∗
1(z0) = −1. In the latter ase, one must
have t = µ and y∗(x) = x∗(x). The two elements of Hˆ fullling this ondition are x∗ and
x∗ + z∗1 .
Consider the abelian subgroup {1, (1, 00, z∗1), τ˜ , (µ, x, x
∗+ z∗1)} of H. By onstrution, it
xes Λ0(τ). Still by onstrution, one has
τ˜(Λ1(τ)) = Λ1(τ), τ˜ (Λ¯0(τ)) = −Λ¯0(τ), τ˜ (Λ¯1(τ)) = −Λ¯1(τ)
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Finally, beause E((00, z∗1), τ) = z
∗
1(x) = 1 and z
∗
1(z0) = −1, one obtains
(1, 00, z∗1)(Λ1(τ)) = −Λ1(τ), (1, 00, z
∗
1)(Λ¯0(τ)) = Λ¯0(τ), (1, 00, z
∗
1)(Λ¯1(τ)) = −Λ¯1(τ)
Now, hoose two elements z∗2 and z
∗
3 in Hˆ, not neessarily dierent, suh that z
∗
2(x) = x
∗(z0)
and z∗3(x) = −1. It is easily heked that, on the one hand,
(z∗2(z0), z0, z
∗
2)(Λ0(τ)) = z
∗
2(z0)
2 1 + x
∗(z0)z
∗
2(x)τ˜
2
Xz0 = Λ1(τ)
and
(1, 00, z∗3)(Λ0(τ)) =
1 + z∗3(x)τ˜
2
X00 = Λ¯0(τ)
and that, on the other hand,
[(z∗2(z0), z0, z
∗
2), (1, 00, z
∗
1)] = z
∗
1(z0) = −1, [(z
∗
2(z0), z0, z
∗
2), τ˜ ] = x
∗(z0)z
∗
2(x) = 1
and
[(1, 00, z∗3), (1, 00, z
∗
1)] = 1, [(1, 00, z
∗
3), τ˜ ] = z
∗
3(x) = −1
where [., .] is the ommutator is H. Hene, one an dene an automorphism ρ : H
∼
−→ H
by setting
ρ((1, 00, 01)) = (1, 00, z∗1), ρ((1, 00, 10)) = τ˜ ,
ρ((1, 01, 00)) = (z∗2(z0), z0, z
∗
2), ρ((1, 10, 00)) = (1, 00, z
∗
3),
and by asking that the map indued on the enters is 1. 
2.13. Remark. The bases {X00, X01, X10, X11} and {Λ0(τ), Λ1(τ), Λ¯0(τ), Λ¯1(τ)} are the
same for τ = (0010).
Corollary 2.14 (1) Given τ in J [2] \ {0}, there are two (disjoint) τ -invariant lines in
|2Θ|. The τ -invariant lous in |2Θ| is globally invariant under the ation of J [2] and a
element α in J [2] permutes the onneted omponents if and only if e2(α, τ) = −1.
(2) If ∆(τ) is a line of (1), there are oordinates {λ0, λ1} suh that ∆(τ)∩KumX onsists
in four redued points with homogeneous oordinates
(a : b), (a : −b), (b : a) and (b : −a)
These salars don't depend on the hoie of the τ -invariant line ∆(τ).
Proof : Beause of the proposition, it is enough to prove the orollary for a partiular τ so
let τ be the element (0010) of J [2] and let τ˜ = (1, 00, 10) in H. We will denote by ∆+(τ)
(resp. ∆−(τ)) the projetive line in |2Θ| orresponding to W τ˜ (resp. W−τ˜ ). If X is any
eigenvetor of τ˜ and if α˜ is any element in H with lass α in H × Hˆ, one has
τ˜ (α˜(X)) = e2(α, τ) = α˜(τ˜(X))
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whih proves (1).
The ideal (x10, x11) of ∆
+(τ) oinides with the kernel of the dual map W ∗ ։ (W τ˜ )∗.
Denote by λ0 (resp. λ1) the image of x00 (resp. x01) in (W
τ˜ )∗. The equation (2.1) of
KumX maps to
λ40 + λ
4
1 + k01λ
2
0λ
2
1 = 0
in Sym4 (W τ˜ )∗ and this quarti generates the ideal of the sheme-theoreti intersetion
∆+(τ) ∩ KumX . Hene, beause k01 6= ±2 (Lemma 2.11.(2)), ∆
+(τ) ∩ KumX onsists in
four redued points with homogeneous oordinates
(a : b : 0 : 0), (b : a : 0 : 0), (a : −b : 0 : 0), (b : −a : 0 : 0).
where a and b are pairwise dierent non zero salars satisfying the equality k01 = −
b4 + a4
a2b2
.
Beause KumX is J [2]-invariant and beause α10 maps X00 to X10 and X01 to X11, it
is lear that one would have similar results onerning ∆−(τ). 
We let ω(τ) be the unique salar suh that the equation of the Kummer surfae restrits
to
λ0(τ)
4 + λ1(τ)
4 + ω(τ)λ0(τ)
2λ1(τ)
2 = 0 (2.4)
on ∆(τ). The equations (2.3) exatly tell us that ω(τ) 6= ±2 for any τ in J [2] \ {0} and
we gather their expression in terms of the k•, omputed thanks to the bases onstruted
in the Proposition 2.12, in the following hart.
x \ x∗ 00 01 10 11
00 ⋆ k10 k01 k11
01
2(k00 + k10 + k11)
2 + k01
2(−k00 + k10 − k11)
2− k01
2(−k00 + k10 + k11)
2 + k01
2(k00 + k10 − k11)
2− k01
10
2(k00 + k01 + k11)
2 + k10
2(−k00 + k01 + k11)
2 + k10
2(−k00 + k01 − k11)
2− k10
2(k00 + k01 − k11)
2− k10
11
2(k00 + k01 + k10)
2 + k11
2(k00 + k01 − k10)
2− k11
2(−k00 + k01 − k10)
2− k11
2(−k00 + k01 + k10)
2 + k11
(2.5)
2.15. Remark. Let ∆(τ) be a τ -invariant line in |2Θ|. We will prove in the next setion
that this line identies with the quotient P/{±}, where P is the Prym variety assoiated
to τ , whih is an ellipti urve in that ase. Furthermore, the points of the intersetion
∆(τ) ∩ KumX are the Weierstrass points of P . This gives another proof of the fat that
ω(τ) 6= ±2 for any τ in J [2] \ {0}.
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3 Prym varieties
Most of the material in that setion has been adapted to our situation from the very lear
exposition found in [Mu3℄.
3.1 Etale double over
Choose a non-zero element τ of J [2]. One an onstrut an étale double over π : X˜ → X
as follows : An isomorphism φ : τ ⊗ τ
∼
−→ X allows us to give the diret sum X ⊕ τ a
struture of X-algebra with produt
(a, l)(b, m) = (ab+ φ(lm), am+ bl)
and we set X˜ := Spe(X ⊕ τ), whih is of genus 3 (Hurwitz). Of ourse, it does not
depend (up to isomorphism) on the hoie of the isomorphism φ : τ ⊗ τ
∼
−→ X . Denote by
J˜ the Jaobian of X˜ . If J˜ 2 stands for the moduli spae of degree 2 line bundles over X˜ ,
there is a anonial theta divisor Θ˜ ⊆ J˜ 2. As π is étale, Hurwitz's formula assures that
the anonial divisor K˜ on X˜ oinides with the pull-bak π∗K of the anonial divisor on
X . Therefore, π∗κ0 is a theta harateristi on X˜ and pulling-bak Θ˜ by the isomorphism
J˜
∼
−→ J˜2 dened by j 7→ j ⊗ π∗κ0), we obtain a symmetri divisor (still denoted Θ˜) that
represents the anonial polarization of J˜ .
We have homomorphisms π∗ : J → J˜ and Nm : J˜ → J , the latter being dedued
from the push-forward of divisors via π. We easily hek that the omposite Nm.π∗ is
multipliation by 2. Therefore, ker π∗ ⊆ J [2] and it is easily seen to be equal to < τ >.
Furthermore, using divisors, one an show (see, e.g., [H℄, Chapter IV, Ex. 2.6) that, for
any j ∈ J˜ ,
det(π∗j) ∼= det(π∗X˜)⊗Nm(j)
∼= τ ⊗ Nm(j) (3.1)
The homomorphisms π∗ and Nm are dual one to eah other, i.e., the following diagrams
(equivalent by duality) ommute
(3.2)
J˜
̂˜
J
J Ĵ
✲
✲
✻ ✻
∼
∼
λ
Θ˜
pi∗
λΘ
N̂m
J˜
̂˜
J
J Ĵ
✲
✲
❄ ❄
∼
∼
λ
Θ˜
Nm
λΘ
pi∗
where λΘ : J
∼
−→ Ĵ (resp. λΘ˜ : J˜
∼
−→
̂˜
J) is the isomorphism of abelian varieties dened by
j 7→ (T ∗j Θ−Θ) (resp. j 7→ (T
∗
j Θ˜− Θ˜)). This implies that the third diagram
(3.3)
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J˜
̂˜
J
J Ĵ
✲
✲
✻
❄
∼
λΘ˜
pi∗
2λΘ
pi∗
is also ommutative. One heks that, from a set-theoretial point of view,
(π∗)−1(Supp Θ˜) = {j ∈ J |h0(X˜, π∗(j ⊗ κ0) ≥ 1}
= {j ∈ J |h0(X, π∗X˜ ⊗ j ⊗ κ0) ≥ 1}
= {j ∈ J |h0(X, (j ⊗ κ0)⊕ (τ ⊗ j ⊗ κ0)) ≥ 1} = Supp Θ ∪ Supp T
∗
τΘ
Therefore, the divisor (π∗)−1(Θ˜) is dened and the ommutativity of the latter diagram
assures that it is algebraially equivalent to 2Θ.
3.1. Remark. Note that this result holds for any representative of the prinipal polarization
λΘ˜, i.e., for any j in J˜ , as soon as the divisor (π
∗)−1(T ∗j Θ˜) is dened, it is algebraially
equivalent to 2Θ.
Let us introdue the set
Sτ = {z ∈ J/z
2 = τ} ⊆ J [4]
whih is a prinipal homogeneous spae under J [2]. For any z in Sτ , π
∗(z) belongs to
J˜ [2] for π∗(z)2 = π∗(z2) = π∗(τ) = 0. Let Θ˜z be the eetive divisor T
∗
pi∗(z)Θ˜, whih is a
symmetri representative for the prinipal polarization λΘ˜. From a set-theoretial point of
view,
(π∗)−1(Supp Θ˜z) = {j ∈ J |h
0(X˜, π∗(j ⊗ z ⊗ κ0) ≥ 1}
= {j ∈ J |h0(X, (j ⊗ z ⊗ κ0)⊕ (z
−1 ⊗ j ⊗ κ0)) ≥ 1}
= Supp T ∗zΘ ∪ Supp T
∗
−zΘ
The divisor (π∗)−1(Θ˜z) is therefore dened and algebraially equivalent to 2Θ. Note fur-
thermore that π∗ being a degree 2 map onto its image, we have, in terms of divisors, the
equality (π∗)−1(Θ˜z) = T
∗
zΘ+ T
∗
−zΘ and the latter is linearly equivalent to 2Θ.
3.2 Prym varieties
Denote by P the abelian variety ker(Nm : J˜ → J)0, and hoose z in Sτ . Denote by σ the
homomorphism
J × P → J˜ ; (x, q) 7→ π∗(x) + q
One easily sees that σ has nite kernel Kσ ⊆ J [2] × P [2]. Thus, it is a separable isogeny
and P is an abelian variety of dimension 1, i.e., an ellipti urve.
Lemma 3.2 (1) The omposite
J × P
σ
−→ J˜
λ
Θ˜z−−→
̂˜
J
σˆ
−→ Jˆ × Pˆ
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denes a polarization for J × P that splits into a produt 2λΘ × ρ, where ρ : P → Pˆ is a
polarization for P .
(2) There is a isomorphism
ϕ : τ ⊥/ < τ >
∼
−→ P [2]
where τ ⊥ = {α ∈ J [2]| e2(α, τ) = 1}, sympleti with respet to e2, J and e2, P .
In partiular, ρ = 2λP , where λP : P
∼
−→ Pˆ is a prinipal polarization.
Proof : The results in that lemma an be found in [Mu3℄, Setions 2 and 3. We only sketh
Mumford's arguments.
(1) The polarization dened in the lemma may be viewed as a 2 × 2 matrix
(
α β
γ ρ
)
,
where α, β, γ and ρ are the expeted homomorphisms of abelian varieties. Beause of
the diagram (3.3) and the Remark 3.1 in the previous subsetion, α = 2λΘ. Beause any
polarization is symmetri, β = γˆ and beause J˜
λ
Θ˜z−−→
ˆ˜
J
pi∗
−→ Jˆ is zero by the very denition
of P (see the diagram (3.2)), β = 0. Therefore, the onsidered polarization splits into the
produt 2λΘ × ρ, where ρ : P → Pˆ is a polarization for P .
(2) On the one hand, beause Kσ ∩ ({0}×P [2]) = {0}, one an nd a subgroup K ⊂ J [2],
ontaining ker π∗ =< τ >, and an injetive homomorphism ϕ : K/ < τ >→ P [2] suh that
Kσ identies with K by means of the map
K
∼
−→ Kσ, α 7→ (α, ϕ(α¯))
where α¯ is the lass of α via the quotient map H ։ H/ < τ >. It is lear that
(a) ϕ(K/ < τ >) ⊂ ker ρ ⊂ P [2].
On the other hand, beause λΘ˜z is a prinipal polarization, Kσ is a maximal isotropi
subgroup of ker(2λΘ×ρ) ∼= J [2]×ker(ρ), with respet to the produt bilinear form e2, J×eρ
(see Theorem 2.2.(2)). Thus,
(b) ard(K)2 = ard(Kσ)
2 = ard(J [2])ard(ker ρ),
() for any α, β in K, e2, X(α, β)eρ(ϕ(α¯), ϕ(β¯)) = 1.
Use () to obtain the inlusion < τ >⊆ K⊥ and ombine (a) and (b) to show that it is an
equality. Thus, beause P is an ellipti urve, the inlusions of (a) are equalities and (b)
assures that the orresponding isomorphism is sympleti.
It ends the proof of the lemma sine the fat that ker(ρ) = P [2] implies that ρ is twie the
prinipal polarization of P . 
Choose a symmetri divisor Ξ representing the prinipal polarization λP . The line
bundle (2Ξ) is anonial and beause the polarization dened above splits, one has
σ∗((Θ˜z)) ∼= (2Θ)⊠ (2Ξ)
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Consider the Heisenberg group G((2Θ) ⊠ (2Ξ)) assoiated to that ample line bundle over
J × P . It is a entral extension
1→ Gm → G((2Θ)⊠ (2Ξ))→ J [2]× P [2]→ 1
and it is isomorphi to G((2Θ)) × G((2Ξ))/((t, t−1), t ∈ Gm). Beause of the Theorem
2.2.(1), there is a unique level subgroup K˜σ ⊂ G((2Θ)⊠ (2Ξ)), isomorphi to Kσ = ker σ,
suh that
σ∗((2Θ)⊠ (2Ξ))
K˜σ ∼= (Θ˜z)
Denote by τ˜ the image of τ via the lifting Kσ
∼
−→ K˜σ.
Proposition 3.3 (1) There is an isomorphism (well dened up to a multipliative salar)
χ : H0(J, (2Θ))τ˜
∼
−→ H0(P, (2Ξ))∗ (3.4)
(2) The appliation δτ, z : P → |2Θ| that maps a point q in P to the well-dened divisor
(π∗)−1(T ∗q Θ˜z) is a morphism that fators as the omposite
P
ϕ2Ξ−−→ PH0(P, (2Ξ))∗
∼
−→ PH0(J, (2Θ))τ˜ ⊂ |2Θ|
where the (well-dened) isomorphism is dedued from χ.
Proof : The results of that proposition an be found in [Mu3℄, Setions 4 and 5, and we
sketh Mumford's arguments again.
(1) Consider the homomorphism π∗ : J → J˜ . Its kernel is < τ > and its image identies
with J/ < τ >. We let i1 be the (separable) isogeny J → J/ < τ > and σ : J × P → J˜
fators as
J × P
i1×Id−−−→ J/ < τ > ×P
i2−→ J˜
One has (Theorem 2.2)
i∗2((Θ˜z))
∼= ((i1 × Id)∗((2Θ)⊠ (2Ξ)))
τ˜ ∼= (i1∗(2Θ))
τ˜
⊠ (2Ξ)
and, letting Z(τ˜) be the entralizer of τ˜ in G((2Θ)), one has the isomorphism of Heisenberg
groups (of weight 1 in the sense that it indues the identity on the enters Gm)
G((i1∗(2Θ))
τ˜) ∼= Z(τ˜)/ < τ˜ >
Furthermore, the spae H0(J, (2Θ))τ˜ is the unique (up to isomorphism) irreduible repre-
sentation of weight 1 of the Heisenberg group Z(τ˜ )/ < τ˜ >.
The sympleti isomorphism ϕ : τ ⊥/ < τ >
∼
−→ P [2] onstruted in the Lemma 3.2 allows
us to onstrut an isomorphism of Heisenberg groups (of weight −1 in the sense hat it
indues λ 7→ λ−1 on the enters)
ϕ˜ : Z(τ˜)/ < τ˜ >→ G((2Ξ))
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Indeed, sine e2, X(α, β) = e2, P (ϕ(α¯), ϕ(β¯))
−1
for any α, β in τ ⊥ (see () in the proof
of the Lemma 3.2), one an nd an homomorphism ϕ˜ suh that the following diagram
ommutes
1→ Gm → Z(τ˜)/ < τ˜ > → τ
⊥/ < τ > → 1
≀ ↓ λ−1 ≀ ↓ ϕ˜ ≀ ↓ ϕ
1→ Gm → G((2Ξ)) → P [2] → 1
and sine ϕ is an isomorphism, ϕ˜ ditto. Let H0(P, (2Ξ))∗ be the dual vetor spae of
H0(P, (2Ξ)). It is the unique irreduible representation of weight −1 of G((2Ξ)) and the
latter isomorphism of Heisenberg groups, together with the Theorem 2.1, assures that we
have an isomorphism (unique up to salar as it an be shown using Shur's lemma)
χ : H0(J, (2Θ))τ˜
∼
−→ H0(P, (2Ξ))∗
(2) Let s0 be a non zero setion of H
0(J˜ , (Θ˜z)). Its pull-bak σ
∗(s0) is the unique (up
to salar) K˜σ-invariant element of the spae of global setions
H0(J × P, (2Θ)⊠ (2Ξ)) ∼= H0(J, (2Θ))⊗H0(P, (2Ξ))
Let q be a point of P . The zero lous of σ∗(s0)|J×{q} identies set-theoretially with the
inverse image (π∗)−1(Supp (T ∗q Θ˜z)). Suppose that is proper subset of J . Then,
(π∗)−1(T ∗q Θ˜z)
is a well-dened divisor on J , that is algebraially equivalent to 2Θ (see the Remark 3.1).
Beause one has taken q in P , it is in fat linearly equivalent to 2Θ. Indeed, the line bundle
assoiated to the algebraially trivial divisor (π∗)−1(T ∗q Θ˜z)−(π
∗)−1(Θ˜z) orresponds to the
point π̂∗(λΘ˜(q)) in Jˆ . Beause of the diagrams (3.2), P identies with λ
−1
Θ˜
(ker(π̂∗)0), and
we nd that
(π∗)−1(T ∗q Θ˜z) ∼lin (π
∗)−1(Θ˜z) ∼lin 2Θ
Thus σ∗(s0) determines a rational map
δτ, z : P 99K |2Θ|
that maps q to the divisor δτ, z(q) = (π
∗)−1(T ∗q Θ˜z) when dened.
Choose a basis {Λ0, Λ1} of H
0(J, (2Θ))τ˜ . The isomorphism χ allows us to onstrut a basis
{Γ0, Γ1} of H
0(P, (2Ξ)), uniquely dened up to a multipliative salar, and satisfying the
onditions
χ(Λi)(Γj) = δij for any i, j = 0 or 1
By onstrution,
∑
i Λi ⊠ Γi is K˜σ-invariant, hene equal to σ
∗(s0) after suitable normal-
ization. Therefore, the restrition σ∗(s0)|J×{q} oinides with the setion∑
i
Γi(q).Λi
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of H0(J, (2Θ)), that is non zero sine the linear system |2Ξ| is base-point free. Thus the
rational map δτ, z is atually a morphism P → |2Θ|. Furthermore, the orresponding linear
map H0(J, (2Θ))∗ → H0(P, (2Ξ)) obviously fators as
H0(J, (2Θ))∗ ։ (H0(J, (2Θ))τ˜)∗
∼
−→ H0(P, (2Ξ))
where the surjetion is the dual of the inlusion and the isomorphism is dedued from χ,
hene the proposition. 
3.3 Prym varieties and MX
For any q in P , one an onstrut a semi-stable rank 2 vetor bundle with trivial determi-
nant over X , namely
π∗q ⊗ z, where z ∈ Sτ = {z ∈ J | z
2 = τ}
Indeed, the orresponding sheaf is loally free beause π is at, it has determinant
Nm(q)⊗ τ ⊗ z2 ∼= X
(see the isomorphism (3.1)) and if there were an invertible sub-sheaf L ⊂ π∗q⊗ z with non
negative degree, the projetion formula would give a non zero map π∗L→ q⊗π∗(z), whih
is ontraditory sine degπ∗L > deg(q ⊗ π∗(z)) = 0.
Taking the universal line bundle L over X˜ × P and onsidering
((π × Id)∗L)⊠ z
as a family of semi-stable rank 2 vetor bundles with trivial determinant over X , parame-
terized by P , we obtain, using the universal property of MX , a morphism
dτ, z : P →MX
depending on τ and z.
Lemma 3.4 The following diagram is ommutative.
P
MX
|2Θ|
✘✘✘
✘✘✘
✘✘✘✿
❳❳❳❳❳❳❳❳❳③
❄
dτ, z
δτ, z
D
The intersetion δτ, z(P ) ∩KumX in |2Θ| is the image δτ, z(P [2]) of P [2].
21
Proof : For any q in P , the set Supp (δτ, z(q)) is by denition the set
Supp ((π∗)−1(T ∗q Θ˜z)) = {j ∈ J | h
0(X˜, π∗(j ⊗ z ⊗ κ0)⊗ q) ≥ 1}
Beause of the adjuntion formula, it oinides with the set
{j ∈ J | h0(X, (π∗q ⊗ z)⊗ j ⊗ κ0) ≥ 1}
whih is preisely the support of the divisorD([π∗q⊗z]). As the divisors linearly equivalent
to 2Θ are determined by their support (see [NR℄, Proposition 6.4), the diagram ommutes.
Suppose δτ, z(q) is in δτ, z(P ) ∩KumX . It means that π∗q ⊗ z is a non-stable bundle. If
L is a degree 0 invertible sub-sheaf of π∗q⊗ z, then the projetion formula gives a non zero
morphism of invertible sheaves
π∗L→ q ⊗ π∗z
over X˜ and q⊗ π∗(z ⊗L−1) must be the trivial sheaf. Thus, with the notations of Setion
3.2, z⊗L−1 must be an element of K = τ⊥ and q must be an element of P [2], orresponding
to the lass z ⊗ L−1 of z ⊗ L−1 in τ⊥/ < τ > via the sympleti isomorphism ϕ of the
Lemma 3.2. As ϕ is surjetive, we are done. 
3.5. Remark. One an ask what happens if one takes z′ 6= z in Sτ . In partiular, we
shall ompare δτ, z and δτ,−z in the next setion. Let α in J [2] be the dierene z
′ − z and
onsider the maps dτ, z′ and δτ, z′. The map dτ, z′ (resp. δτ, z′) oinides with the omposite
of dτ, z (resp. δτ, z) with the automorphism of MX (resp. |2Θ|) indued by the ation of
α. More preisely, the unique (up to salar) isomorphism (Θ˜z′)
∼
−→ T ∗pi∗(α)(Θ˜z) provides an
isomorphism Ψ(α) dened as the omposite
(2Θ)⊠ (2Ξ)
T ∗α(2Θ)⊠ (2Ξ) T
∗
α(σ
∗(Θ˜z)) σ
∗(T ∗pi∗(α)(Θ˜z)) σ
∗(Θ˜z′)
(2Θ)⊠ (2Ξ)
∼
−→
∼
−→
∼
−→
❄
✻
≀ ≀
✲
α˜⊗ 1
Ψ(α)
where α˜ is any lifting of α in G((2Θ)) and where we use the splitting of σ∗((Θ˜z) into
(2Θ)⊠ (2Ξ). Now, the automorphism of G((2Θ)⊠ (2Θ)) dened by
γ 7→ Ψ(α˜) ◦ γ ◦Ψ(α˜)−1
depends only on the hoie of z and z′ and it gives an isomorphism K˜σ
∼
−→ K˜ ′σ, where K˜
′
σ is
the unique lifting of Kσ in the theta group sheme G((2Θ)⊠ (2Θ)) suh that σ∗(G((2Θ)⊠
(2Θ)))K˜
′
σ ∼= (Θ˜z′). Let γJ be the image of γ through the quotient map G((2Θ)⊠ (2Ξ))→
J [2]× P [2]→ J [2]. We nd that
Ψ(α˜) ◦ γ ◦Ψ(α˜)−1 = e2,X(α, γJ) .γ
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If τ˜ (resp. τ˜ ′) is the image of τ via the isomorphism Kσ
∼
−→ K˜σ (resp. Kσ
∼
−→ K˜ ′σ), one has
τ˜ ′ = Ψ(α˜) ◦ τ˜ ◦Ψ(α˜)−1 = e2,X(α, τ) .τ˜
and one nds that if α is not in τ⊥, δτ, z and δτ, z′ don't map P onto the same projetive
line in |2Θ|. If α belongs to τ⊥, then K˜σ = K˜
′
σ and the automorphism of K˜σ indued by
γ 7→ Ψ(α˜)◦γ ◦Ψ(α˜)−1 only depends on the lass of α in τ⊥/ < τ >∼= P [2]. In other words,
the morphisms δτ, z and δτ, z′ dier from the involutional translation on P orresponding to
the lass of α in P [2]. In partiular, one has δτ,−z = δτ, z.
3.6. Remark. Reall (Corollary 2.14) that we are able to give the homogeneous oordinates
of the points in δτ, z(P )∩KumX in |2Θ| in terms of the oeients of the Kummer surfae
(see the equation (2.4) and the hart (2.5)). As δτ, z oinides with the anonial map ϕ2Ξ,
this set is preisely the set of ramiation points of the anonial map ϕ2Ξ. Therefore, we
are able to haraterize the ellipti urves arising that way.
4 The generalized Vershiebung V : MX1 99KMX
4.1 Review of Theta groups in harateristi p
The urve X is now supposed to have p-rank 2, i.e., to be an ordinary genus 2 urve.
Beause of the Remark 2.10, one knows that a general Kummer surfae KumX in P
3
is
assoiated to suh a urve.
Let X1 be the p-twist of X . Denote by i the semi-k-linear isomorphism X1 → X and
by F the relative Frobenius X → X1, whih is radiial and at. Notie that there is a
anonial bijetion from the set of Weierstrass points of X to the set of Weierstrass points
of X1. Thus, the hoie of the eetive theta harateristi κ0 for X determines an eetive
theta harateristi i∗(κ0) for X1, still denoted by κ0.
Denote by J1 the p-twist of J and let F : J → J1 (resp. i : J1 → J) the relative Frobenius
(resp. the semi-k-linear isomorphism) whih is at. The abelian variety J1 oinides with
the Jaobian of X1 and κ0 enables us, as before, to give a symmetri representative Θ1 for
the prinipal polarization on J1. It is easily seen that Θ1 = i
∗Θ.
Let Gˆ denote the kernel of F : J → J1. It is a loal group sheme and as J is an
ordinary abelian variety, Gˆ is the loal part of the group sheme J [p ] of p-torsion points of
J . Denote by G the redued part of J [p ]. The relative Frobenius maps G isomorphially
onto the kernel of the isogeny
J1 ∼= J/Gˆ→ J/J [p ] ∼= J
whih is separable and of degree pg = p2, and is alled the Vershiebung V . It maps a
degree 0 line bundle ζ1 over X1 to the degree 0 line bundle F
∗ζ1 over X . Note that both
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omposites
J
F
−→ J1
V
−→ J and J1
V
−→ J
F
−→ J1
are multipliation by p.
The nite group J1[p ] is self-dual and onsequently, we have the Göpel system
J1[p ] ∼= G× Gˆ ∼= (Z/pZ)
g × (µp)
g
Consider the line bundle (pΘ1) over J1. Its automorphism group G((pΘ1)) whih an be
obtained as a entral extension
1→ Gm → G((pΘ1))→ J1[p ]→ 0
and (pΘ1) is no longer of separable type. Nevertheless, [Sek℄ proves that the main results
about theta groups (realled in Theorems 2.2 and 2.3) extend to line bundles of non-
separable type. We gather some useful results given in [LP1℄ in the
Lemma 4.1 (1) There are the three isomorphisms (pΘ1) ∼= V
∗(Θ), (pΘ) ∼= F ∗(Θ1) and
(Θ1) ∼= i
∗(Θ).
(2) The restritions of G((pΘ)) to both G and Gˆ are anonially split. Therefore, the
deomposition J [p ] ∼= G× Gˆ is sympleti (with respet to ep).
(3) There exists a basis {Xg}g∈G of H
0(J, (pΘ)), unique up to a multipliative salar,
whih satises the following relations
a.Xg = Xa+g α.Xg = ep(α, g)Xg ∀a, g ∈ G, α ∈ Gˆ
(4) For any g ∈ G, there is a unique Yg in H
0(J1, (pΘ1)) suh that X
p
g = F
∗Yg. The
family {Yg}g∈G is a basis of H
0(J1, (pΘ1)) that orresponds to the basis {Xg}g∈G via i
∗ :
H0(J, (pΘ))→ H0(J1, (pΘ1)).
Sketh of Proof (Complete proofs an be found in [LP1℄) : One needs to dene a splitting
G →֒ G((pΘ1))
for the entral extension above. Beause G is redued, it is enough to nd it at the level
of k-point and beause k∗ is divisible, this an be worked out. Furthermore, beause the
skew-symmetri form
ep : J1[p ]× J1[p ]→ Gm
(assoiated to the ommutator in G((pΘ1))) takes its value in µp, this splitting is unique
(another one would dier from the rst one by a morphism G → µp and µp(k) = {1}).
Therefore, the analog of Theorem 2.3.(1) in the non separable ase assures the existene
and the uniqueness of a line bundle M over J suh that (pΘ1) ∼= V
∗M .
One an show that M denes a prinipal polarization and that the isomorphism
V ∗F ∗(Θ1) ∼= (p
2Θ1)
∼
−→ V ∗M⊗p
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obtained in taking p-powers ommutes with the ation of G, hene desends onto an iso-
morphism
F ∗(Θ1)
∼
−→M⊗p
Furthermore, if D is the unique eetive divisor on J suh that L = (D), on has, set-
theoretially,
V −1(Supp(D)) =
⋃
g∈G
T ∗g (Supp(Θ1))
Beause Θ1 is symmetri, V
−1(Supp(D)) is symmetri and nally M is a symmetri repre-
sentative for the prinipal polarization on J . Thus, the dierene between M and (Θ) lies
in J [p ]∩J [2] = {0} andM ∼= (Θ). The third isomorphism announed by (1) is tautologial
(see our denition of Θ1).
(2) is the Lemma 2.3 of [LP1℄.
(3) an be obtained in a very similar way as in the onstrution of the basis {X•} in Setion
2.2, taking of the fat that the invertible sheaf (pΘ) is of non separable type.
(4) Eah vetor Xpg is invariant under the ation of Gˆ hene of the form F
∗Yg with Yg in
H0(J1, (pΘ1)). Sine k is divisible, the family {Yg} is free, hene a basis. 
4.2. Remark. These results remain true, mutatis mutandis, for any ordinary prinipally
polarized abelian variety (see [LP1℄).
4.2 Extending Vershiebung to |2Θ1|
Let E1 be a semi-stable bundle with trivial determinant over X1. Then, F
∗E1 is a rank
2 vetor bundle with trivial determinant over X , whih may not be semi-stable sine the
pull-bak by Frobenius destabilizes some vetor bundles ([R℄). Nevertheless, F indues a
rational map V : MX1 99K MX . If E1 is the non stable bundle j ⊕ j
−1
, its pull-bak
F ∗j ⊕ (F ∗j)−1 is semi-stable but non stable and we nd that the following diagram is
ommutative
(4.1)
MX1 MX
J1 J✲
❄ ❄
✲
V
V
b1 b
It is a diagram of J [2]-equivariant morphisms in the following sense : On the one hand, be-
ause p is odd, [p ] indues identity on J [2]. Therefore, F : J [2]→ J1[2] and V : J1[2]→ J [2]
are isomorphisms, inverse one to eah other. Thus, one an dene an ation of J [2] on
both J1 and MX1 , ompatible with the maps involved in the diagram.
In partiular, the indeterminay lous of V does not meet the Kummer surfae. Thus, it
is a nite set I and we let U be the Zariski open subset MX1 \ I.
Let (∆1) be the determinant line bundle over MX1 . It has been shown ([LP2℄) that
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Proposition 4.3 There is an isomorphism V ∗2 ((∆))
∼= ((∆1)
⊗p)|U .
Beause I is a nite set, they obtain that the rational map V is given by degree p polyno-
mials.
Using the Proposition 2.6, one obtains a rational map V˜ : |2Θ1|
∗
99K |2Θ|∗ and the
vertial arrows in (4.1) beome the anonial maps ϕ2Θ1 and ϕ2Θ. Thus, the pull-bak by
the Vershiebung V ∗ : H0(J, (2Θ))→ H0(J1, (2pΘ1)) fators as the omposite
H0(J, (2Θ))
V˜ ∗
−→ SympH0(J1, (2Θ1))→ H
0(J1, (2pΘ1)) (4.2)
where the last arrow is the anonial evaluation map.
Reall (Setion 2.2) that we have hosen a theta struture H
∼
−→ G((2Θ)) and that
W := H0(J, (2Θ)) is the unique (up to isomorphism) irreduible representation of H (of
weight 1). We let W1 denote the vetor spae
W1 := H
0(J1, (2Θ1))
It is, analogously, the unique irreduible representation of the Theta group G((2Θ1)).
Lemma 4.4 (1) One an endow SympW1 and H
0(J1, (2pΘ1)) with an ation (of weight
p) of G((2Θ1)).
(2) The evaluation map SympW1 → H
0(J1, (2pΘ1)) is G((2Θ1))-equivariant for these
ations.
Proof : (1) The homomorphism
εp : G((2Θ1))→ G((2pΘ1))
that maps an isomorphism γ : (2Θ1)
∼
−→ T ∗x (2Θ1) to the isomorphism
γ⊗p : (2pΘ1)
∼
−→ T ∗x (2pΘ1)
ts into the ommutative diagram
0→ Gm
0→ Gm
0
0
G((2Θ1))
G((2pΘ1))
J1[2]
J1[2p ]
✲
✲
✲
✲
✲
✲
❄ ❄ ❄
p-power εp inlusion
It gives the ation of G((2Θ1)) onto H
0(J1, (2pΘ1)). The other ase is straightforward.
(2) The evaluation map W1 ⊗ X1 → (2Θ1) is of ourse G((2Θ1))-equivariant and taking
its p-symmetri power, one obtains, at the level of global setions, the anonial map
SympW1 → H
0(J1, (2pΘ1)), whih is still G((2Θ1))-equivariant for the indued ations on
both spaes. These are the ones of (1), hene the lemma. 
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Lemma 4.5 (1) There is an homomorphism of theta groups H → G((2Θ1)) (of weight p).
Therefore, H has an ation of weight p2 on SympW1.
(2) The map V˜ ∗ : W → SympW1 is injetive and H-equivariant, up to a multipliative
salar.
Proof : (1) On the one hand, the isomorphism of sheaves V ∗(2Θ) ∼= (2pΘ1) indues (by
pull-bak) a homomorphism V ∗ : H → G((2pΘ1) (of weight 1). On the other hand, for
any γ : (2pΘ1)
∼
−→ T ∗x (2pΘ1), there is a unique isomorphism ρ : (2Θ1)
∼
−→ T ∗p x(2Θ1) suh
that the following diagram ommutes
(2p2Θ1)
[p ]∗(2Θ1)
✻≀
T ∗x (2p
2Θ1)
[p ]∗T ∗p x(2Θ1)
✲
✲
✻≀
γ⊗p
[p ]∗ρ
where the vertial isomorphisms ome from the fat that (2Θ1) is a symmetri line bundle.
We let ηp : G((2pΘ1)) → G((2Θ1)) be the homomorphism that maps γ to ρ. It ts into
the ommutative diagram of entral extensions
0→ Gm
0→ Gm
0
0G((2Θ1))
G((2pΘ1))
J1[2]
J1[2p ]
✲
✲
✲
✲
✲
✲
❄ ❄ ❄
p-power ηp [p ]
Now, we onsider the omposite homomorphism
H
V ∗
−→ G((2pΘ1))
ηp
−→ G((2Θ1))
It has weight p. Using the latter and the natural ation (of weight p) of G((2Θ1)) on
SympW1, one obtains an ation of weight p
2
of H on SympW1.
(2) Let
G((2pΘ1))2
be the maximal subgroup of G((2pΘ1)) lying above J1[2], viewed as a sub-group of J1[2p ].
It is obviously the image of the homomorphism εp and sine [p ] ats trivially on J1[2], ηp
restrits to an homomorphism
G((2pΘ1))2 → G((2Θ1))
with kernel µp. The omposite homomorphism εp ◦ ηp ts into the ommutative diagram
of entral extensions
0→ Gm
0→ Gm
0
0G((2pΘ1))2
G((2pΘ1))2
J1[2]
J1[2]
✲
✲
✲
✲
✲
✲
❄ ❄ ❄
p2-power εp ◦ ηp Id
27
Now, sine V ∗(H) ⊆ G((2pΘ1))2, the map V
∗ :W → H0(J1, (2pΘ1)) is H-equivariant (up
to a multipliative salar) when one endows H0(J1, (2pΘ1)) with the ation H indued
by the omposite εp ◦ ηp ◦ V
∗
. As this map is non-zero, it is injetive and the map V˜ ∗ is
injetive as well. The evaluation map must indue an isomorphism between the image of
V˜ ∗ and the image of V˜ ∗, that is H-equivariant (Lemma 4.5) and V˜ ∗ is H-equivariant (up
to a multipliative salar) as well. 
4.6. Remark. The reason why V˜ ∗ is not H-equivariant is that the ation of H on the spaes
W and SympW1 do not have the same weight, in ontradition with the k-linearity of V˜
∗
.
This obstrution vanishes when one onsiders the indued ation of the subgroup Hˆ ⊆ H
(resp. H ⊆ H) on both spaes.
4.7. Remark. One noties that taking ρ = i∗γ : (2Θ1) → T
∗
α1
(2Θ1) makes the following
diagram ommutative
(2p2Θ1)
[p ]∗(2Θ1)
✻≀
T ∗α1(2p
2Θ1)
[p ]∗T ∗α1(2Θ1)
✲
✲
✻
(V ∗ γ)⊗p
[p ]∗ρ
≀
Namely, one has, using the fat that F ∗abs is the p-power, that
[p ]∗i∗γ = V ∗(F ∗i∗)γ = V ∗(γ⊗p) = (V ∗ γ)⊗p
Therefore, the homomorphism ηp ◦ V
∗
(of weight p) oinides with the homomorphism
i∗ : H → G((2Θ1)) indued by the pull-bak by the quasi-isomorphism i
∗
.
4.8. Remark. Using the map ηp ◦ V
∗
, one nds that, for any two elements α¯ and β¯ in
J [2], e2(F (α¯), F (β¯)) = e2(α¯, β¯)
p
. Beause J [2] is redued and beause e2 takes its values
in µ2,we nd that F (hene V ) is a sympleti isomorphism. This implies that the Göpel
system J [2] ∼= H × Hˆ determines a Göpel system J1[2] ∼= H × Hˆ , that a theta stru-
ture H
∼
−→ G(2Θ) determines a theta struture H1
∼
−→ G(2Θ1) (where H1 := H ⊗Fabs, k k),
and that the basis {Xα}α∈H determines a basis {Yα1}α1∈H1 , ompatible in the sense that
Yα1 = i
∗XV (α1).
Proposition 4.9 Let X be a smooth and proper ordinary urve of genus 2 over an al-
gebraially losed eld of harateristi p ≥ 3. Then, the generalized Vershiebung V :
MX1 99KMX is ompletely determined by an irreduible sub-representation of the G((2Θ))
in SympH0(J1, (2Θ1))
∗
(isomorphi to H0(J, (2Θ))∗ as a vetor spae).
Proof : As previously, we identify the spae W (resp. W1) with its dual W
∗
(resp. W1)
by means of the isomorphism of the Lemma 2.4, and we let {x•} (resp. {y•}) be the basis
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of W ∗ (resp. W ∗1 ) dual to {X•} (resp. {Y•}) onstruted in the Setion 2.2 (resp. in the
Remark 4.8). Denote by Vi (i = 00, 01, 10 and 11) the degree p homogeneous polynomials
(see the Proposition 4.3 above, due to [LP2℄) suh that the rational map V˜ : |2Θ1| 99K |2Θ|
orresponding to V is given by
V˜ : |2Θ1| 99K |2Θ|
(yi) 7→ (Vi(y))
(4.3)
Using the Lemma 4.5 and the Remark 4.6, we nd that V00 is invariant under the ation
of the subgroup Hˆ of H. It oinides therefore, up to a multipliative salar, with V˜ (x00)
and upon normalizing suitably V00, one an suppose that
V˜ ∗(x00) = V00
By onstrution again, V˜ ∗ is H-equivariant thus one obtains Vi (for i = 01, 10, 11) as the
transform of V00 under the ation of the unique element of H that maps x00 to xi. 
4.3 Prym varieties and Frobenius
Let τ be a non zero element of J [2] and let π : X˜ → X be the orresponding étale double
over. The base hange indued by the Frobenius morphism on the base eld gives an étale
double over π1 : X˜1 → X1 orresponding to a non zero τ1 of J [2] whih is the image of
τ under the isomorphism J [2]→ J1[2] dened earlier. The following lemma is well-known
(see [SGA1℄) :
Lemma 4.10 If F is the relative Frobenius, the following diagram
X˜ X˜1
X X1
✲
✲
❄ ❄
F
F
pi pi1
is artesian.
Proof : The diagram is ertainly ommutative, beause of Frobenius funtoriality, thus
there is a unique h : X˜ → X˜1 ×X1 X that makes the following diagram ommutative
X˜❳❳❳❳❳❳❳❳❳❳❳❳③
❏
❏
❏
❏
❏
❏❏❫
◗
◗◗s
X˜1 ×X1 X X˜1
X X1
✲
✲
❄ ❄
F
pr1
pr2 pi1
h
pi
F
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As π and π1 are étale and proper, we nd that pr2, hene h, are étale and proper as well,
hene a nite étale overing. Now, F being radiial, h is radiial as well and therefore, an
isomorphism. 
As above, write J˜1 for the Jaobian variety of X˜1. It oinides with the p-twist of J˜
and we an dene the relative Frobenius and the Vershiebung. Denote again by Θ˜1 the
Theta divisor obtained as the pull-bak of the anonial Theta divisor on J˜1
2
by means of
the Theta harateristi π∗1(κ0) (where κ0 has to be understood here as the eetive Theta
harateristi of X1 we have onstruted).
Lemma 4.11 The morphisms π∗ : J → J˜ and Nm : J˜ → J ommute with V . In other
words, the two following diagrams are ommutative
J˜1 J˜
J1 J
✲
✲
✻ ✻
V
pi∗1
V
pi∗
J˜1 J˜
J1 J
✲
✲
❄ ❄
V
Nm
V
Nm
Proof : The ommutation of the left-hand diagram is a straightforward onsequene of the
ommutation of the diagram in the Lemma 4.10. For the right-hand one, one takes an
element j ∈ J˜1 and sees, using the Lemma 4.10 again, that F
∗(π∗j) ∼= π∗(F
∗j). Thus,
using (3.1), one an write that
Nm(V (j)) = det(F ∗j)⊗ τ ∼= F ∗(det(π∗ j))⊗ τ
∼= F ∗(det(π∗ j)⊗ τ1) = V (Nm(j)) 
Proposition 4.12 The following diagram
J × P
J1 × P1
✻
J˜1
J˜✲
✲
✻
σ
σ1
VV × V
is ommutative.
Furthermore, σ indues an isomorphism J [p ] × P [p ]
∼
−→ J˜ [p ]. In partiular, if J is an
ordinary abelian variety, then J˜ is ordinary if and only if P is ordinary.
Proof : Beause of the right-hand diagram in the previous lemma, the Prym variety
P1 := ker(Nm)
0 ⊆ J˜1
oinides with the p-twist of P := ker(Nm)0 ⊆ J˜ and it is mapped by V onto P . Further-
more, the restrition V|P1 : P1 → P being the pull-bak of partiular line bundles over X˜1
by the relative Frobenius, it oinides with the Vershiebung V : P1 → P for P . Therefore,
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the ommutation of the diagram in the proposition follows from the left-hand ommutative
diagram in the lemma and from the fat that V is a homomorphism.
One knows that ker σ ⊆ J [2]× P [2] and, as A[p ] ∩ A[2] = {0} for any abelian variety, we
have the isomorphism announed. Realling that X was supposed to be ordinary, the last
assertion follows from the indued isomorphism
J [p ]red × P [p ]red
∼
−→ J˜ [p ]red
on the redued parts of these group shemes. 
The following result enables us to apply the rsults gathered in the Lemma 4.1 to both
J˜ and P for any suiently general urve X .
Proposition 4.13 (B. Zhang) Let X be a general, proper and smooth onneted urve
over an algebraially losed eld of harateristi p and let f : Y → X be an étale over
with abelian Galois group G. Then Y is ordinary.
Proof : [Zh℄
Let us investigate a bit further in the relationship between P and P1. Choose an
element z in Sτ = {z ∈ J | z
2 = τ} ⊂ J [4]. In partiular, it determines the image of the
map δτ, z : P → |2Θ|, namely, one of the two τ -invariant projetive line in |2Θ|.
As [p ] : J → J indues [−1]
p−1
2
on J [4], F and V indue isomorphisms between J [4] and
J1[4], and we let z1 be the isomorphi image of z via F . Thus, F
∗z1 = V (z1) = (−1)
p−1
2 z
and as
F ∗((π1)∗(q1)⊗ z1) ∼= π∗(F
∗(q1))⊗ F
∗z1
for any q1 of P1 (Lemma 4.10), one sees (Lemma 3.4 and Remark 3.5) that the following
diagram ommutes
(4.4)
P
P1
✻
MX1
MX✲
✲
✻
dτ, z
dτ1, z1
VV
Let Ξ (resp. Ξ1) be a symmetri representative for the prinipal polarization of P (resp.
P1). Upon hoosing Ξ and Ξ1 suitably, one an ask that (pΞ1) ∼= V
∗(Ξ) (Lemma 4.1). Let
ϕ2Ξ (resp. ϕ2Ξ1) be the anonial map
P → PH0(P, (2Ξ))∗ (resp. P1 → PH
0(P1, (2Ξ1))
∗)
Beause V ommutes with [−1], it indues a map V˜ suh that the following diagram
ommutes
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PH0(P1, (2Ξ1)) PH
0(P, (2Ξ))
ϕ2Ξ1
P1 P✲
❄ ❄
✲
V
V˜
ϕ2Ξ
In other words, V ∗ : H0(P, (2Ξ))→ H0(P1, (2pΞ1)) fators as the omposite
H0(P, (2Ξ))
V˜ ∗
−→ SympH0(P1, (2Ξ1))→ H
0(P1, (2pΞ1)) (4.5)
Let τ˜ (resp τ˜1) be the lifting of τ (resp. τ1) in H (resp. H1) orresponding to our hoie
of z in Sτ (resp. to z1 = F (z) in Sτ1). Consider the basis {Λ0, Λ1} of W
τ˜
onstruted
in the Proposition 2.12 and onstrut the basis {Γ0, Γ1} of H
0(P, (2Ξ)) by means of the
isomorphism χ, as it is done in the proof of the Proposition 3.3. Upon normalizing χ1
suitably, the two bases
{Λ
(p)
0 , Λ
(p)
1 } (of W
τ˜1
1 ) and {Γ
(p)
0 , Γ
(p)
1 } (of H
0(P1, (2Ξ1)))
obtained via i∗ orrespond one to the other via χ1.
Now, let Q0, Q1 be the degree p homogeneous polynomials suh that
V˜ ∗(Γi) = Qi(Γ
(p)) (4.6)
These polynomials depend only on the ellipti urve P , hene on τ , and an be expliitly
omputed (see Setion 5). The diagram 4.4, together with the Proposition 3.3.(2), gives
the following ommutative diagram
(4.7)
PH0(P, (2Ξ))
PH0(P1, (2Ξ1))
✻
V˜
⊂ |2Θ|
⊂ |2Θ1|
✻
PW τ˜11
PW τ˜✲∼
✲∼
V
Therefore, there orresponds to V˜ a morphism PW τ˜11 → PW
τ˜
still denoted by V˜ and letting
{λ•} (resp. {λ
(p)
• }) be the basis of (W τ˜ )∗ (resp. (W
τ˜1
1 )
∗
), dual to the basis {Λ•} (resp.
{Λ
(p)
• }, obtained thanks to the Lemma 2.4, one has V˜ (λi) = Qi(λ
(p)) for i = 0, 1.
4.4 Determining the equations of the Vershiebung
Proposition 4.14 Let λ0 be the image of x00 via W
∗
։ (W τ˜ )∗. Via the anonial surje-
tion
Sym pW ∗1 → Sym
p (W τ˜11 )
∗
the element V00 of Sym
pW ∗1 (dened at (4.3)) maps to
V˜ ∗(λ0) = Q0(λ
(p)
• )
(where Q0 is the polynomial dened at (4.6)).
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Proof : Let KV×V := J1[p ]red×P1[p ]red denote the kernel of V ×V and let f : J1×P1 → J˜
be the diagonal map σ ◦ (V × V ) = V ◦ σ1 in the diagram of the Proposition 4.12. Its
kernel Kf is isomorphi to Kσ1 ×KV×V and we let
ϑ : Kf
∼
−→ K˜f ⊆ G((2pΘ1)⊠ (2pΞ1))
be the unique level struture suh that
f∗((2pΘ1)⊠ (2pΞ1))
K˜f ∼= (Θ˜z)
Let s0 (resp. s1) be the unique (up to salar) non zero setion of (Θ˜z) (resp. (Θ˜z1). Upon
normalizing suitably s1, one has
V ∗(s0)
p = [p ]∗(s1)
or, equivalently, s1 = i
∗(s0) (see Remark 4.7 for an analogous fat). The morphism δτ, z
(resp. δτ1, z1) is dened by σ
∗(s0) (resp. σ
∗(s1)) (see Proposition 3.3).
The pull-bak f ∗(s0) has to be the unique non zero setion (up to salar) of
H0(J1, (2pΘ1))⊗H
0(P1, (2pΞ1))
invariant under the ation of K˜f and it indues an arrow
H0(J1, (2pΘ1))
∗ → H0(P1, (2pΞ1))
Now, insert this map in the following diagram
H0(J, (2Θ))∗
(
H0(J, (2Θ))τ˜
)∗
H0(P, (2Ξ)) SympH0(P1, (2Ξ1))
Sym p
(
H0(J1, (2Θ1))
τ˜1
)∗
Sym p (H0(J1, (2Θ1)))
∗
H0(J1, (2pΘ1))
∗
H0(P1, (2pΞ1))
✲
✲
✲
✲
❄❄
❄
❄❄
❄ ❄
≀ ≀
where
• the top line is the fatorization (4.2) of V ∗ : H0(J, (2Θ))∗ → H0(J1, (2pΘ1))
∗
• the bottom line is the fatorization (4.5) of V ∗ : H0(J, (2Ξ))→ H0(J1, (2pΞ1)))
• the isomorphisms are dedued from χ and χ1 (see Proposition 3.3)
33
• the surjetions are dedued from the anonial restrition maps.
It is enough to show that the left-hand square is ommutative. Note that the omposite
map in the left-hand olumn is the one indued by σ∗(s0). Therefore, the big square is
ommutative for f ∗(s0) = (V × V )
∗(σ∗(s0)). Note as well that the omposite map in the
middle olumn is the one indued by σ∗1(s1) by taking symmetri p-powers. Beause
σ∗1((s1)
p) = σ∗1(V
∗(s0)) = (V × V )
∗(σ∗(s0)) = f
∗(s0)
the right-hand square ommutes as well. The following lemma ends the proof. 
Lemma 4.15 The evaluation map SympH0(P1, (2Ξ1))→ H
0(P1, (2pΞ1)) is injetive.
Proof : On the one hand, as the evaluation map H0(P1, (2Ξ1))⊗ P1 → (2Ξ1) orresponds
to the anonial map ϕ2Ξ1 , the map
SympH0(P1, (2Ξ1))⊗ P1 → (2pΞ1)
orresponds to the omposite
P1
ϕ2Ξ1−−→ P1
ρp
−→ Pp
where ρp is the p-uple embedding. On the other hand, beause (2pΞ1) is very ample for
any p > 2, the map
H0(P1, (2pΞ1))⊗ P1 → (2pΞ1)
orresponds to the embedding P1 →֒ PH
0(P1, (2pΞ1))
∗
. Now, the evaluation map
SympH0(P1, (2Ξ1))→ H
0(P1, (2pΞ1))
indues a map
PH0(P1, (2pΞ1))
∗ → Pp
and the former is injetive if and only if the latter is non-degenerate. But all these maps
t into the ommutative diagram
P1
P1
Pp
PH0(P1, (2pΞ1))
∗
✲
✲
❄ ❄
and the required injetivity omes from the fat that the image of the p-uple embedding
is non-degenerate. 
This enables us to state the main result of this paper :
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Theorem 4.16 Let X be a smooth, proper, urve of genus 2, suiently general, over
an algebraially losed eld of harateristi p = 3, 5 or 7. The generalized Vershiebung
V : MX1 99KMX is ompletely determined by its restrition to the projetive lines that are
invariant under the ation of a non zero element of J [2].
Corollary 4.17 For p = 3, 5, 7, one an ompute the homogeneous degree p polynomials
Vi (i = 00, 01, 10 and 11) suh that
V˜ : |2Θ1| 99K |2Θ|
yi 7→ Vi(y)
4.4.1 Proof of the Theorem 4.16 : A digression in ombinatorial algebra.
Using Remark 3.5 and Lemma 4.5, we nd that the diret sum Symp (W τ˜11 )
∗⊕Symp (W−τ˜11 )
∗
(whih depends only on the hoie of τ) is endowed with an ation of H (of weight p2) and
the anonial map SympW ∗1 → Sym
p (W τ˜11 )
∗ ⊕ Symp (W−τ˜11 )
∗
is equivariant for the ation
of H on both spaes. Taking all order 2 elements of J [2] together, we nd a morphism of
H-representations
RP : Sym
pW ∗1 → BG :=
⊕
τ∈ J [2]\{0}
Symp (W τ˜11 )
∗ ⊕ Symp (W−τ˜11 )
∗
Beause of the Proposition 4.14, one knows the image of the irreduible sub-representation
W ∗ ⊂ Sym pW ∗1 that determines V (see Proposition 4.9) in BG and one an ask whether
or not these data allow us to determine ompletely this sub-representation.
A neessary ondition is that the above map RP is injetive. It annot be the ase for
large p sine
dim (Sym pW ∗1 ) =
(
p + 3
3
)
∼
p3
6
for large p
and
dimBG = 30(p+ 1)
More preisely, it annot be injetive for any prime p > 7.
As the map RP is H-equivariant, it is injetive if and only if its restrition to the
subspae (SympW ∗1 )
Hˆ
is. One has the
Lemma 4.18 The reunion of the two families
A(p) =
Af = y00
[∏
i∈H
yfii
]2
, with |f | =
p− 1
2

and
B(p) =
Bf = y01y10y11
[∏
i∈H
yfii
]2
, with |f | =
p− 3
2

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(where f is, in both ases, a multi-index (f00, f01, f10, f11) with |f | =
∑
fi) is a basis for
the spae (SympW ∗1 )
Hˆ
.
In partiular, there are salars af and bf suh that
V00 = V˜
∗(x00) =
∑
|f |= p−1
2
afAf +
∑
|f |= p−3
2
bfBf (4.8)
Proof : The subspae (SympW ∗1 )
Hˆ
is generated by the free family of monomials
∏
i∈H y
ei
i
with e01 + e10 ≡ e01 + e11 ≡ e10 + e11 ≡ 0 (mod. 2) and we an divide it into the two
families of the lemma. 
Let τ = (x, x∗) be an non zero element of J [2] and τ˜ = (µ, x, x∗) with µ = 1 if x∗(x) = 1
and µ = i if x∗(x) = −1. We will use the basis {Λ0(τ), Λ1(τ)} (resp. {Λ¯0(τ), Λ¯1(τ)}) of
W τ˜ (resp. W−τ˜) onstruted in the Proposition 2.12. Taking aount of the fat that we
are working over the p-twist J1 of J , one an give the images of the y• via the restrition
maps
W ∗1 → (W
τ˜1
1 )
∗
(resp. W ∗1 → (W
−τ˜1
1 )
∗)
for every τ , in terms of the λ
(p)
• (τ1) (resp. the λ¯
(p)
• (τ1)) and one an then dedue the images
of the Af and the Bf in
Symp (W τ˜11 )
∗
(resp. Symp (W−τ˜11 )
∗)
For sake of readability, we shall write λ• (resp. λ¯•) instead of λ
(p)
• (τ1) (resp. λ¯
(p)
• (τ1)).
If x = 00, the Af map to 0 in Sym
p (W−τ˜11 )
∗
for y00 maps to 0 in (W
−τ˜1
1 )
∗
, and the Bf
map to 0 in both Symp (W τ˜11 )
∗
and Symp (W−τ˜11 )
∗
for at least one of the three y01, y10 and
y11 maps to 0 in the orresponding spae (W
τ˜1
1 )
∗
or (W−τ˜11 )
∗
. In the following hart, we
have gathered the images of the Af in Sym
p (W τ˜11 )
∗
.
τ Af
0001 λ2f00+10 λ
f10
1 if f01 = f11 = 0, 0 else.
0010 λ2f00+10 λ
f01
1 if f10 = f11 = 0, 0 else.
0011 λ2f00+10 λ
f11
1 if f01 = f10 = 0, 0 else.
(4.9)
If x 6= 00, upon identifying λ• and λ¯•, the Af (resp. the Bf) have the same images in
both Symp (W τ˜11 )
∗
and Symp (W−τ˜11 )
∗
. Straightforward alulations give the results gath-
ered in the following hart (4.10) on the next page.
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Now, write an element of (SympW ∗1 )
˜ˆ
H
under the form∑
|f |= p−1
2
afAf +
∑
|f |= p−3
2
bfBf
and suppose that it is in the kernel of RP .
Beause of the omputations summed up in (4.9), one has af = 0 as soon as two of the
f01, f10, f11 are zero.
τ Af Bf
0100 λ
1+2(f00+f01)
0 λ
2(f10+f11)
1 λ
1+2(f00+f01)
0 λ
2(f10+f11+1)
1
0101 (−1)f01+f11λ
1+2(f00+f01)
0 λ
2(f10+f11)
1 (−1)
1+f01+f11λ
1+2(f00+f01)
0 λ
2(f10+f11+1)
1
0110 λ
1+2(f00+f01)
0 λ
2(f10+f11)
1 −λ
1+2(f00+f01)
0 λ
2(f10+f11+1)
1
0111 (−1)f01+f11λ
1+2(f00+f01)
0 λ
2(f10+f11)
1 (−1)
f01+f11λ
1+2(f00+f01)
0 λ
2(f10+f11+1)
1
1000 λ
1+2(f00+f10)
0 λ
2(f01+f11)
1 λ
1+2(f00+f10)
0 λ
2(f01+f11+1)
1
1001 λ
1+2(f00+f10)
0 λ
2(f01+f11)
1 −λ
1+2(f00+f10)
0 λ
2(f01+f11+1)
1
1010 (−1)f10+f11λ
1+2(f00+f10)
0 λ
2(f01+f11)
1 (−1)
1+f10+f11λ
1+2(f00+f10)
0 λ
2(f01+f11+1)
1
1011 (−1)f10+f11λ
1+2(f00+f10)
0 λ
2(f01+f11)
1 (−1)
f10+f11λ
1+2(f00+f10)
0 λ
2(f01+f11+1)
1
1100 λ
1+2(f00+f11)
0 λ
2(f01+f10)
1 λ
1+2(f00+f11)
0 λ
2(f01+f10+1)
1
1101 (−1)f10+f11λ
1+2(f00+f11)
0 λ
2(f01+f10)
1 (−1)
f10+f11λ
1+2(f00+f11)
0 λ
2(f01+f10+1)
1
1110 (−1)f10+f11λ
1+2(f00+f11)
0 λ
2(f01+f10)
1 (−1)
1+f10+f11λ
1+2(f00+f11)
0 λ
2(f01+f10+1)
1
1111 λ
1+2(f00+f11)
0 λ
2(f01+f10)
1 −λ
1+2(f00+f11)
0 λ
2(f01+f10+1)
1
(4.10)
Beause of the omputations summed up in the hart (4.10) above, one nds that, for any
0 ≤ k ≤
p− 1
2
,
∑
f00+f01=k and f01+f11 even
af = 0;
∑
f00+f01=k and f01+f11 odd
af = 0
∑
f00+f10=k and f10+f11 even
af = 0;
∑
f00+f10=k and f10+f11 odd
af = 0
∑
f00+f11=k and f10+f11 even
af = 0;
∑
f00+f11=k and f10+f11 odd
af = 0
and we have analogous results for the bf (with 0 ≤ k ≤
p− 3
2
).
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Thus, we have redued our problem to the following ombinatorial situation : Being
given a set of salars af , where the f are four-letters multi-index f with |f | = r, satisfying
the 6(r + 1) relations stated above, are these salars meant to be zero ? If they are for
r =
p− 3
2
but are not for r =
p− 1
2
, does the indetermination only onern the af for
whih two of the f01, f10, f11 are zero (the indetermination would therefore vanish beause
of the additional data dedued from (4.9)) ?
In fat, the rst question has a positive answer for r = 0, 1, 2, 3 (we leave the proof of
this assertion to the reader) and the theorem follows.
5 Computing the equations of V2 for small p
5.1 Multipliation by p on an ellipti urve
Let k be an algebraially losed eld of harateristi p ≥ 3 and let (E, q0) be an ellipti
urve.
Let us reall briey how the group law of E an be reovered from the geometry of
the urve (see, e.g., [Sil℄ for further referenes on that question). The sheaf (q0) gives a
prinipal polarization thus (3q0) is very ample and determines an embedding E →֒ P
2
.
Three points q1, q2 and q3 on the urve lie on the same projetive line in P
2
if and only
if (q1 + q2 + q3) ∼= (3q0). On the other hand, any projetive line in P
2
intersets with E
in three points (ounted with multipliities). It is easily seen that E is isomorphi to its
Jaobian variety by means of q 7→ (q− q0) and the group law on the latter gives the group
law on the former. Namely, one sets q1 + q2 = −q3, where q3 is the unique point in E suh
that (q1 + q2 + q3) ∼= (3q0).
The projetion P2 → P1 from the point q0 indues the anonial map E → P
1
, whih is
a ramied double over, and the hoie of a suitable rational oordinate x on the projetive
line allows us to give a birational model
y2 = x(x− 1)(x− µ)
of E, with µ dierent from 0 and 1.
One an determine expliitly the group law over E in interseting this plane urve with
lines. Namely, one has the following dupliation and addition formulae found in [Sil℄ (III,
2). For onveniene, we let P be the polynomial x(x − 1)(x − µ) and we let P ′ be its
derivative.
Dupliation formula : Let q1 be a k-point on the urve with oordinates (x1, y1) and
let q2, with oordinates (x2, y2), be [2] (q1). The opposite of the latter is the unique point
of E (dierent from q1) lying on the tangent line to E at the point q1. This tangent line
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has equation y = αx+ β with
α =
P ′(x1)
2y1
=
3x21 − 2(µ+ 1)x1 + µ
2y1
and β =
2P (x1)− x1P
′(X1)
2y1
=
x1(µ− x
2
1)
2y1
Thus, one has
x2 = α
2 + (µ+ 1)− 2x1 =
(P ′(x1))
2 − 4(2x1 − (µ+ 1))P (x1)
4P (x1)
=
1
4
(x21 − µ)
2
x1(x1 − 1)(x1 − µ)
y2 = −(αx2 + β)
(5.1)
Addition formula : Let q1 and q2 be two k-points on the urve with oordinates (xi, yi)
(i = 1, 2) and let q3, with oordinates (x3, y3), be the sum q1+ q2. Suppose that q1 6= ±q2,
i.e., that x1 6= x2. The unique line passing through q1 and q2 has equation
y = αx+ β with α =
y2 − y1
x2 − x1
and β =
y1x2 − y2x1
x2 − x1
Thus, the third intersetion point of that line and the plane urve being −(q1 + q2), q3 has
oordinates 
x3 = α
2 + (µ+ 1)− (x1 + x2)
=
(
y2 − y1
x2 − x1
)2
+ (µ+ 1)− (x1 + x2)
y3 = −(αx3 + β)
(5.2)
Combining these two formulae, we are theoretially able to give the oordinates (xn, yn)
of the point qn = [n](q1), in terms of x1 and y1, at least for a general point q1. Note that
two opposite points of E ollapse in P1, i.e., that the anonial E → P1 is a quotient under
the ation of {±} and that the branhed points 0, 1, ∞ and µ of that map are preisely
the order 2 points of E. As the ation of {±} ommutes with multipliation by p, the
latter indues a map P1 → P1. It has total degree p2 and separable degree p. Hene, if
we let z be 1/x, so that {x, z} is a basis for H0(E, (2q0)) ∼= H
0(P1, (1)), one an nd two
homogeneous polynomials of degree p (say D and N) suh that the map indued by [p ] on
P
1
is given by
P
1 → P1
(x : z) 7→ (N(xp, zp) : D(xp, zp))
If E1 is the p-twist of E, the map P
1 → P1, indued by the separable part V : E1 → E of
multipliation by p, is therefore given by
(x(p) : z(p)) 7→ (N(x(p), z(p)) : D(x(p), z(p))) (5.3)
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where x(p) and z(p) are the p-twisted oordinates of P1 orresponding to x and z respetively.
Division Polynomials : In the ase p ≥ 5, [Sil℄ gives, as an exerise (Ex. 3.7.), the
following formulae, that are more onvenient to implement when trying to determine the
polynomials N and D using a omputer. Take an ellipti urve
y′2 = x′3 + Ax′ +B (5.4)
Dene ψm in Z[A, B, x
′, y′] indutively by :
ψ1 = 1,
ψ2 = 2y
′,
ψ3 = 3x
′4 + 6Ax′2 + 12Bx′ − A2,
ψ4 = 4y
′(x′6 + 5Ax′4 + 20Bx′3 − 5A2x′2 − 4ABx′ − 8B2 − A3),
ψ2m+1 = ψm+2ψ
3
m − ψm−1ψ
3
m+1 (m ≥ 2)
2y′ψ2m = ψm(ψm+2ψ
2
m−1 − ψm−2ψ
2
m+1) (m ≥ 2).
(5.5)
Dene furthermore
φm = x
′ψ2m − ψm+1ψm−1 (5.6)
Then, using the equation (5.4), one heks that, for m odd, the polynomials φm and ψm
(of degree m2 and m2−1 respetively) lie in fat in Z[A, B, x′], and that the map P1 → P1
indued by [p ] is given by
P
1 → P1
(x′ : z′) 7→
(
z′p
2
φp(x
′/z′) : z′p
2
ψp(x
′/z′)
)
where z′ is the rational oordinate of P1 dened by z′ = 1/x′. We let N ′ (resp. D′)
be the homogeneous degree p polynomial suh that N ′(x′p, z′p) = z′p
2
φp(x
′/z′) (resp.
D′(x′p, z′p) = z′p
2
φp(x
′/z′)). As above, the map P1 → P1 indued by V : E1 → E is
therefore given by
P
1 → P1
(x′(p) : z′(p)) 7→ (N ′(x′(p), z′(p)) : D′(x′(p), z′(p)))
where x′(p) and z′(p) are the p-twisted oordinates of P1 orresponding to x′ and z′ respe-
tively.
One nds a oordinates hange transforming the ellipti urve y2 = x(x− 1)(x− µ) in
the (isomorphi) ellipti urve y′2 = x′3 + Ax+B, e.g.,
x′ = x−
µ+ 1
3
z, z′ = z,
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and the salars A and B are therefore
A =
µ2 − µ+ 1
3
, B =
(µ+ 1)3 − 3(µ3 + 1)
27
.
Finally, one obtains the polynomials N and D dened in (5.3) as follows :
N(x(p), z(p)) = N ′
(
x(p) −
µp + 1
3
z(p), z(p)
)
+
µ+ 1
3
D′
(
x(p) −
µp + 1
3
z(p), z(p)
)
D(x(p), z(p)) = D′
(
x(p) −
µp + 1
3p
z(p), z(p)
) (5.7)
Using the Proposition 2.12, the Corollary 2.13 and the Lemma 3.4, we nd that there
is a unique linear automorphism of P1, i.e., an element of PGL(k, 2), whih maps (a : b)
to 0, (a : −b) to 1 and and (b : a) to ∞. It maps (b : −a) to (µ : 1) with
µ =
(
b2 + a2
2ab
)2
=
2− ω(τ)
4
If x and z are the orresponding rational oordinates of P1, one has
x = −
1
a
λ0 +
1
b
λ1, z =
−2a
a2 + b2
λ0 +
2b
a2 + b2
λ1,
and the ellipti urve P has equation y2 = x(x− 1)(x− µ).
If we let λ
(p)
0 and λ
(p)
1 be the p-twisted oordinates of P
1
orresponding to λ0 and λ1,
and if we denote by Q0 and Q1 the homogeneous polynomials of degree p suh that the
map P1 → P1 indued by V : E1 → E is given by
(λ
(p)
0 : λ
(p)
1 ) 7→ (Q0(λ
(p)
0 , λ
(p)
1 ) : Q1(λ
(p)
0 , λ
(p)
1 ))
then one has, writing λ• instead of λ
(p)
• for sake of readability
Q0(λ0, λ1) =
2ba
a2 + b2
N
(
−
1
ap
λ0 +
1
bp
λ1,
−2ap
(a2 + b2)p
λ0 +
2bp
(a2 + b2)p
λ1
)
−
1
b
D
(
−
1
ap
λ0 +
1
bp
λ1,
−2ap
(a2 + b2)p
λ0 +
2bp
(a2 + b2)p
λ1
)
(5.8)
5.1. Remark. Note that we are only interested in Q0, onto whih V00 restrits. Further-
more, Q1 an be obtained from Q0 under the ation of a suitable element of P [2].
5.2. Remark. The nal result Q0 should not depend on a and b but only on the onstant
ω(τ) = −
a4 + b4
a2b2
.
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Lemma 5.3 With the notations given above, one has
• p = 3.
Q0(λ0, λ1) = λ
3
0 − ωλ0λ
2
1 (5.9)
• p = 5.
Q0 = λ
5
0 + ω(ω
2 + 2)λ30λ
2
1 + (ω
2 + 2)λ0λ
4
1 (5.10)
• p = 7.
Q0 = λ
7
0 − 2ω(ω
4 − 1)λ50λ
2
1 + ω
2(ω2 − 1)(ω2 − 2)λ30λ
4
1 − ω(ω
2 − 1)λ0λ
6
1 (5.11)
Proof : In the ase p = 3, one omputes x3 diretly using formulae (5.1) and (5.2). One
nds
x3 =
x91 + 2µ(µ+ 1)x
6
1 + µ
2(µ+ 1)2x31
((µ+ 1)x31 + µ
2)2
Thus, one has
N(x, z) = x(x+ µ(µ+ 1)z)2 and D(x, z) = z((µ + 1)x+ µ2z)2
This result is onsistent with the fat that, in harateristi 3, the unique supersingular
ellipti urve has parameter µ equal to −1 (see [H℄, Chapter IV, Example 4.23.1). A
straightforward appliation of the formula (5.8) gives the formula (5.9).
In the ases p = 5 and 7, the omputations annot be worked out by hand. We use Maple 9
to ompute the division polynomials dened in (5.5) and (5.6), then we apply the formula
(5.7) to nd
N(x, z) = x
[
x2 − µ(µ+ 1)(µ2 − µ+ 1)xz + µ4(µ2 − µ+ 1)z2
]2
and
D(x, z) = z
[
(µ2 − µ+ 1)
[
x2 − µ2(µ+ 1)xz
]
+ µ6z2
]2
when p = 5 and
N(x, z) = x
[
x3 + 2µ(µ+ 1)(µ− 2)(µ− 4)(µ2 + 3µ+ 1)x2z
+µ4(µ+ 1)2µ− 2)(µ− 4)(µ2 + 1)xz2 + µ9(µ+ 1)(µ− 2)(µ− 4)z3
]2
and
D(x, z) = z
[
(µ+ 1)(µ− 2)(µ− 4)
[
x3 + µ2(µ+ 1)(µ2 + 1)x2z + µ6(µ2 + 3µ+ 1)xz2
]
+ µ12z3
]2
when p = 7. These results are onsistent with the fat that, in harateristi 5 (resp. 7),
the only supersingular ellipti urves have parameter µ equal to j or −j with j3 = 1 (resp.
−1, 2 or 4) (see [H℄, Chapter IV, Example 4.23.2 (resp. 4.23.3)). Applying the formula
(5.8), we obtain the formulae (5.10) and (5.11). 
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5.2 Equations of V for p = 3
Let V00 be the
˜ˆ
H-invariant element of the sub-representation determining V . It an be
written under the form (4.8) (see Lemma 4.18) whih is, for p = 3,
a00y
3
00 + a01y00y
2
01 + a10y00y
2
10 + a11y00y
2
11 + by01y10y11
We do not need to determine the Prym varieties for every non zero τ in J [2]. Doing it in
the ases τ = 0001, τ = 0010, τ = 0011 and τ = 0100 is enough.
We x a00 = 1 and we obtain, using the formula (5.9) and the expression (given in the hart
(2.5)) of the needed ω(τ) in terms of the oeients k• of the Kummer surfae KumX , the
following :
V00(y) = y
3
00 + 2k01y00y
2
01 + 2k10y00y
2
10 + 2k11y00y
2
11 + 2k00y01y10y11
Then, one an dedue the Vi (i = 01, 10, 11) by permuting suitably the oordinate fun-
tions y• in V00 (see Proposition 4.9).
Notie that Vi is the partial (with respet to yi) of a quarti surfae
S + 2k00P + k10Q01 + k01Q10 + k11Q11
(with
S = y400 + y
4
01 + y
4
10 + y
4
11; P = y00y01y10y11;
Q01 = y
2
00y
2
01 + y
2
10y
2
11; Q10 = y
2
00y
2
10 + y
2
01y
2
11; Q11 = y
2
00y
2
11 + y
2
01y
2
10.)
isomorphi to KumX . Thus, one reovers the seond assertion of the :
Theorem 5.4 (Laszlo-Pauly) Let X be a smooth and projetive urve of genus 2 over
an algebraially losed led of harateristi 3.
(1) There is an embedding α : KumX →֒ |2Θ1| suh that the equality of divisors in |2Θ1|
V˜ −1(KumX) = KumX1 + 2α(KumX)
holds sheme-theoretially.
(2) The ubi equations of V˜ are given by the 4 partial derivatives of the quarti equation of
the Kummer surfae α(KumX) ⊆ |2Θ1|. In other words, V˜ is the polar map of the surfae
α(KumX).
Proof : [LP2℄, Theorem 6.1.
The inverse image V˜ −1(KumX) an be omputed expliitly in our situation as it is
dened by the ideal generated by the pull-bak V˜ ∗(K) of the equation (2.1) of KumX ,
more preisely by its image via the k-linear homogeneous ring map of degree p
V˜ ∗ : SymW ∗ → SymW ∗1
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In other words, a few more omputations enable us to reover the rst assertion of the
Theorem. Namely, one knows (see the diagram 4.1) that the equation K1 of KumX1 di-
vides V˜ ∗(K). Let Q be the exat quotient V˜ ∗(K)/K1. Using Magma, one omputes the
square root of Q (e.g., as the greatest ommon divisor of the partial derivative
∂Q
∂y11
and
Q). This homogeneous polynomial furthermore oinides with KX .
Note by the way that the base lous I of the rational map V˜ : |2Θ1| 99K |2Θ| is tauto-
logially ontained in the zero lous of V˜ ∗(K). As V˜ restrits to a morphism on KumX1 ,
I is ontained in the zero lous of Q = V˜ ∗(K)/K1 and one heks that it is atually on-
tained in the zero lous of A. In other words, I is a redued zero dimensional sub-sheme
of α(KumX) whih oinides furthermore with its singular lous.
5.5. Remark. Notie that this theorem is true for any urve X (in partiular, with no
partiular assumptions onerning its p-rank) whereas our alulations only give the result
for a suiently general ordinary urve.
5.3 Equations of V for p = 5
Proposition 5.6 Let X be a general proper and smooth urve of genus 2 over an alge-
braially losed eld of harateristi 5. There are oordinates {x•} and {y•} for |2Θ| and
|2Θ1| respetively suh that the Kummer surfae KumX in |2Θ| has an equation of the form
(2.1) and suh that, if the polynomials (V•) dene V˜ : |2Θ1| 99K |2Θ|, (yi) 7→ (Vi(y)), then
V00 = y
5
00 + a1100y
3
00y
2
01 + a1010y
3
00y
2
10 + a1001y
3
00y
2
11 + a0200y00y
4
01 + a0110y00y
2
01y
2
10
+a0101y00y
2
01y
2
11 + a0020y00y
4
01 + a0011y00y
2
10y
2
11 + a0002y00y
4
11
+b00y
2
00y01y10y11 + b01y
3
01y10y11 + b10y01y
3
10y11 + b11y01y10y
3
11
with
a1100 = k01(k
2
01 + 2), a1010 = k10(k
2
10 + 2), a1001 = k11(k
2
11 + 2),
a0200 = (k
2
01 + 2), a0020 = (k
2
10 + 2), a0002 = (k
2
11 + 2),
a0110 = 3k11(k
2
00 + k
2
11) + k01k10(1− k
2
11),
a0101 = 3k10(k
2
00 + k
2
10) + k01k11(1− k
2
10),
a0011 = 3k01(k
2
00 + k
2
01) + k10k11(1− k
2
01),
b00 = 3k00(k
2
00 + 1) + k00k01k10k11,
b01 = k00(k01 + 3k10k11), b10 = k00(k10 + 3k01k11), b11 = k00(k11 + 3k01k10)
where the k• are the oeients of the equation (2.1) of KumX . The Vi (i = 01, 10, 11)
an be dedued from V00 by a suitable permutation of the oordinate funtions y•, namely
the unique pairwise permutation that exhanges y00 and yi.
44
Proof : Dene
ατ = ω(τ)(ω(τ)
2 + 2)
βτ = ω(τ)
2 + 2
so that the formula (5.10) an be written
λ50 + ατλ
3
0λ
2
1 + βτλ0λ
4
1
Using the equation (4.8) of the Lemma 4.10, normalized by the ondition a2000 = 1, one
an look for V00 under the form given in the proposition.
Using the data (4.9) for τ = 0001, one nds that the two equations
λ50 + a1010λ
3
0λ
2
1 + a0020λ0λ
4
1
and
λ50 + α0001λ
3
0λ
2
1 + β0001λ0λ
4
1
oinide up to a multipliative salar. Therefore, one obtains
a1010 = α0001, a0020 = β0001,
Similarly, using the data (4.9) for τ = 0010 and 0011 respetively, one nds
a1010 = α0001, a0020 = β0001,
a1100 = α0010, a0200 = β0010,
a1001 = α0011, a0002 = β0011.
Now, using the data (4.10) for τ = 0100, one nds that the the two equations
(1+a1100+a0200)λ
5
0+(a1010+a1001+a0110+a0101+b00+b01)λ
3
0λ
2
1+(a0020+a0011+a0002+b10+b11)λ0λ
4
1
and
λ50 + α0100λ
3
0λ
2
1 + β0100λ0λ
4
1
oinide up to a multipliative salar. Therefore, one obtains{
a1010 + a1001 + a0110 + a0101 + b00 + b01 = (1 + a1100 + a0200)α0100
a0020 + a0011 + a0002 + b10 + b11 = (1 + a1100 + a0200)β0100
Similarly, using the data (4.10) for τ = 0101, 0110 and 0111 respetively, one nds{
a1010 − a1001 − a0110 + a0101 − b00 + b01 = (1− a1100 + a0200)α0101
a0020 − a0011 + a0002 − b10 + b11 = (1− a1100 + a0200)β0101{
a1010 + a1001 + a0110 + a0101 − b00 − b01 = (1 + a1100 + a0200)α0110
a0020 + a0011 + a0002 − b10 − b11 = (1 + a1100 + a0200)β0110{
a1010 − a1001 − a0110 + a0101 + b00 − b01 = (1− a1100 + a0200)α0111
a0020 − a0011 + a0002 + b10 − b11 = (1− a1100 + a0200)β0111
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Combining these results, one an express the a• as well as the b• in terms of the ατ and the
βτ . Finally, we use the data (2.5) to express the α• and the β• in terms of the oeients of
KumX and Maple 9 gives expressions that, up to a multiple of the equation (2.2) between
the k•, are those stated in the Proposition. 
Using Magma to exploit these formulae, one an show the following orollary :
Corollary 5.7 There is a degree 2p− 2 = 8 hypersurfae S is |2Θ1| suh that the equality
of divisors in |2Θ1|
V˜ −1(KumX) = KumX1 + 2S
holds sheme-theoretially.
Proof : Dene the eld L as the extension
Fp(k01, k10, k11)[k00]/(k
2
00 − k
2
01 − k
2
10 − k
2
11 + k01k10k11 + 4)
of the prime eld Fp, and dene R as the L vetor spae generated by y00, y01, y10 and y11.
The homogeneous polynomials V00, V01, V10 and V11 dene a L-linear ring homomorphism
V˜ ∗ : R → R (dened by V˜ ∗(yi) = Vi). Letting K (resp. K1) be the equation (2.1) of the
Kummer surfae KumX in |2Θ| (resp. KumX1 in |2Θ1|), Magma heks that K1 divides
V˜ ∗(K). Letting Q be the exat quotient V˜ ∗(K)/K1, Magma heks that it is a square. 
5.4 Equations of V for p = 7
Proposition 5.8 Let X be a general proper and smooth urve of genus 2 over an alge-
braially losed eld of harateristi 7. There are oordinates {x•} and {y•} for |2Θ| and
|2Θ1| respetively suh that the Kummer surfae KumX in |2Θ| has an equation of the form
(2.1) and suh that, if the polynomials (V•) dene V˜ : |2Θ1| 99K |2Θ|, (yi) 7→ (Vi(y)), then
V00 = y
7
00 + a2100y
5
00y
2
01 + a2010y
5
00y
2
10 + a2001y
5
00y
2
11 + a1200y
3
00y
4
01 + a1110y
3
00y
2
01y
2
10
+a1101y
3
00y
2
01y
2
11 + a1020y
3
00y
4
10 + a1011y
3
00y
2
10y
2
11 + a1002y
3
00y
4
11
+a0300y00y
6
01 + a0210y00y
4
01y
2
10 + a0201y00y
4
01y
2
11 + a0120y00y
2
01y
4
10 + a0111y00y
2
01y
2
10y
2
11
+a0102y00y
2
01y
4
11 + a0030y00y
6
10 + a0021y00y
4
10y
2
11 + a0012y00y
2
10y
4
11 + a0003y00y
6
11
+b2000y
4
00y01y10y11 + b1100y
2
00y
3
01y10y11 + b1010y
2
00y01y
3
10y11 + b1001y
2
00y01y10y
3
11
+b0200y
5
01y10y11 + b0110y
3
01y
3
10y11 + b0101y
3
01y10y
3
11
+b0020y01y
5
10y11 + b0011y01y
3
10y
3
11 + b0002y01y10y
5
11
with
a2100 = −2k01(k
4
01 − 1), a2010 = −2k10(k
4
10 − 1), a2001 = −2k11(k
4
11 − 1),
a1200 = k
2
01(k
2
01 − 1)(k
2
01 − 2), a1020 = k
2
10(k
2
10 − 1)(k
2
10 − 2), a1002 = k
2
11(k
2
11 − 1)(k
2
11 − 2),
a0300 = −k01(k
2
01 − 1), a0030 = −k10(k
2
10 − 1), a0003 = −k11(k
2
11 − 1),
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a0111 = 3k
6
00 + 2(k
6
01 + k
6
10 + k
6
11) + 2(k
4
00 + k
4
01 + k
4
10 + k
4
11) + k
2
00(k
2
00 + 4)k01k10k11
+(4k200 + 1)k
2
01k
2
10k
2
11 − 2k
2
00(k
4
01 + k
4
10 + k
4
11 + 4)− 2k01k10k11(k
2
01k
2
10k
2
11 − 1) + 1,
a0210 = 3k
2
01k10k
4
11 + 3k
3
01k
3
11 − 2k01k
2
10k
3
11 − k01k
5
11 + 4k
3
10k
2
11 + 2k10k
4
11 + k
3
01k11 + k01k
2
10k11
+k201k10 + 4k
3
10 − 2k10k
2
11 + 3k01k11 − 2k10,
a0201 = 3k
2
01k11k
4
10 + 3k
3
01k
3
10 − 2k01k
2
11k
3
10 − k01k
5
10 + 4k
3
11k
2
10 + 2k11k
4
10 + k
3
01k10 + k01k
2
11k10
+k201k11 + 4k
3
11 − 2k11k
2
10 + 3k01k10 − 2k11,
a0120 = 3k
2
10k01k
4
11 + 3k
3
10k
3
11 − 2k10k
2
01k
3
11 − k10k
5
11 + 4k
3
01k
2
11 + 2k01k
4
11 + k
3
10k11 + k10k
2
01k11
+k210k01 + 4k
3
01 − 2k01k
2
11 + 3k10k11 − 2k01,
a0102 = 3k
2
11k01k
4
10 + 3k
3
11k
3
10 − 2k11k
2
01k
3
10 − k11k
5
10 + 4k
3
01k
2
10 + 2k01k
4
10 + k
3
11k10 + k11k
2
01k10
+k211k01 + 4k
3
01 − 2k01k
2
10 + 3k11k10 − 2k01,
a0021 = 3k
2
10k11k
4
01 + 3k
3
10k
3
01 − 2k10k
2
11k
3
01 − k10k
5
01 + 4k
3
11k
2
01 + 2k11k
4
01 + k
3
10k01 + k10k
2
11k01
+k210k11 + 4k
3
11 − 2k11k
2
01 + 3k10k01 − 2k11,
a0012 = 3k
2
11k10k
4
01 + 3k
3
11k
3
01 − 2k11k
2
10k
3
01 − k11k
5
01 + 4k
3
10k
2
01 + 2k10k
4
01 + k
3
11k01 + k11k
2
10k01
+k211k10 + 4k
3
10 − 2k10k
2
01 + 3k11k01 − 2k10,
a1110 = k11(2(k
4
00 − k
2
00k
2
11 − k
4
11) + 2k
2
00 + k
2
11) + k01k10(3k
4
11 − k
4
00 + 2k
2
00 − k11 + 2)
+k201k
2
10k11(4k
2
11 + k
2
00 + 2) + 4k
3
01k
3
10k
2
11,
a1101 = k10(2(k
4
00 − k
2
00k
2
10 − k
4
10) + 2k
2
00 + k
2
10) + k01k11(3k
4
10 − k
4
00 + 2k
2
00 − k10 + 2)
+k201k
2
11k10(4k
2
10 + k
2
00 + 2) + 4k
3
01k
3
11k
2
10,
a1011 = k01(2(k
4
00 − k
2
00k
2
01 − k
4
01) + 2k
2
00 + k
2
01) + k11k10(3k
4
01 − k
4
00 + 2k
2
00 − k01 + 2)
+k211k
2
10k01(4k
2
01 + k
2
00 + 2) + 4k
3
11k
3
10k
2
01,
b2000 = k00(2k
4
00 + k
4
01 + k
4
10 + k
4
11 + 2k
2
00(k01k10k11 − 2) + 4k
2
01k
2
10k
2
11),
b0200 = k00(4k
2
00 + 2k
2
01 + 1 + 4k
2
10k
2
11),
b0020 = k00(4k
2
00 + 2k
2
10 + 1 + 4k
2
01k
2
11),
b0002 = k00(4k
2
00 + 2k
2
11 + 1 + 4k
2
01k
2
10),
b1100 = −k00(k01(k
4
01 + (k
2
00 + 3)(k
2
01 + 2k
2
00 + 4))− 3(k
2
01 + 4)(k
2
01 − 2k
2
00 − 2)k10k11
−2k01(k
2
01 − 2)k
2
10k
2
11,
b1010 = −k00(k10(k
4
10 + (k
2
00 + 3)(k
2
10 + 2k
2
00 + 4))− 3(k
2
10 + 4)(k
2
10 − 2k
2
00 − 2)k01k11
−2k10(k
2
10 − 2)k
2
01k
2
11,
b1001 = −k00(k11(k
4
11 + (k
2
00 + 3)(k
2
11 + 2k
2
00 + 4))− 3(k
2
11 + 4)(k
2
11 − 2k
2
00 − 2)k01k10
−2k11(k
2
11 − 2)k
2
01k
2
10,
b0110 = k00(k11(5k
4
11 + (k
2
00 + 2)(3k
2
11 + 1))− 3(k
2
11 + 2)(k
2
11 + 1)k01k10,
b0101 = k00(k10(5k
4
10 + (k
2
00 + 2)(3k
2
10 + 1))− 3(k
2
10 + 2)(k
2
10 + 1)k01k11,
b0011 = k00(k01(5k
4
01 + (k
2
00 + 2)(3k
2
01 + 1))− 3(k
2
01 + 2)(k
2
01 + 1)k10k11,
where the k• are the oeients of the equation (2.1) of KumX . The Vi (i = 01, 10, 11)
an be dedued from V00 by a suitable permutation of the oordinate funtions y•, namely
the unique pairwise permutation that exhanges y00 and yi. .
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Proof : We make the same kind of alulations as in the ase of the proof of the Proposition
5.6, exept that we use the formula 5.11 instead of the formula 5.10 and that we must use
more data to determine all the oeients involved. 
The omputer the author used to arry out these omputations was not powerful enough
to obtain the same result as in the ase p = 5. Atually, one ould only hek that the
equation of the twisted Kummer surfae KumX1 did divide the image of the the equation
on the Kummer surfae KumX via the ring homomorphism dened by the above equations.
6 Further questions
Question 1 : Notie (Remark 5.5) that the Theorem 6.1 of [LP2℄ holds for any proper
and smooth urve of genus 2 over an algebraially losed eld of harateristi 3. Therefore,
one an ask if the formulae given in Propositions 5.6 and 5.8 remain valid for any smooth
and proper urve in harateristi 5 and 7.
One way to answer this question is, being given any urve X over k, to onsider a
family of genus 2 urve X over Spec k[[t]] with suiently general generi ber and speial
ber isomorphi to X and to study how do the equations speialize (see [LP2℄ or [Du℄ for
examples of that method in harateristi 2). For that purpose, we would need a more
rened desription of the moduli spae MK(k) of Kummer surfaes in P
3
k, or equivalently
(see Remark 2.10), of the moduli spae of smooth and proper urve over k.
Note that, ombining the hart 2.5 giving the expressions of the ω(τ) in terms of the k•
and the lassiation of supersingular ellipti urve in small harateristi (see [H℄, Chap-
ter IV, Examples 4.23.1 and followings), one an determine the open subset of MK(k) the
losed points of whih orrespond to urves with Prym varieties assoiated to étale double
over that all are ordinary.
Question 2 : One would like to use the formulae given is Proposition 5.6 and 5.8 to
say if, as in the harateristi 3 ase, the generalized Vershiebung base lous is redued in
harateristis 5 and 7 (see [LnP℄ for a disussion on that topi). We would like to study
the singular lous of the surfae S in Corollary 5.7, with the aim of showing that it is zero
dimensional and omparing it with the base lous of the Vershiebung. We plan to use
the omputers of the MEDICIS at the Eole Polytehnique to arry out these omputations.
Question 3 : The most interesting question arisen by this work is how an we reover
the results obtained by omputational means in a more geometri way. We plan to return
to this latter question in a future work.
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