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INTRODUCTION
Statistical evaluation methods of nuclear data have been
investigated over several decades [1], but the dramatic increase
in computer power over the last decade has allowed develop-
ment of powerful stochastic nuclear data evaluation meth-
ods [2]. Pioneering works of D.L. Smith on the Unified Monte
Carlo (UMC-G) method [3, 4] have been followed by the de-
velopment of Backward-Forward Monte Carlo [5], UMC-B [6]
and Bayesian Monte Carlo [7]. These evaluation techniques
rely on the Bayes theorem (except the BFMC) for combining
the experimental data with the physical constraints embedded
in nuclear reaction models. Another Bayesian technique—
the generalized least-square method (GLSQ)—remains the
workhorse of nuclear data evaluation, especially when non-
model evaluation is used for cases when the available experi-
mental database is comprehensive. One extremely important
case is the evaluation of the Neutron Data Standards [8, 9].
All evaluation techniques rely on the quality and com-
pleteness of the input data used in the selected evaluation
method, in particular of the experimental data that drive down
our nuclear data uncertainties. This is even more important
for non-model evaluations as is the case of Neutron Data Stan-
dards, where evaluated uncertainties depend exclusively on
the assessed uncertainties of the experimental data used as
input to the evaluation.
Small uncertainties obtained for the neutron cross-section
standards [8] have been associated with possible missing corre-
lations in the input data, with an incomplete uncertainty budget
of the employed experimental database [10] or with unrecog-
nized uncertainty sources common to many measurements.
While further detailed studies may improve the first two issues,
the issue of potential unrecognized uncertainties and correla-
tions between different experiments has long been neglected.
The goal of this short contribution is to address this gap; the
selected test-case study is the evaluation of the total neutron
multiplicity (νtot) of the 252Cf(sf) source, which is included in
the evaluation of the Thermal Neutron Constants [9, 11].
EXPERIMENTAL DATABASE
The experimental database used by Axton [12] in the eval-
uation of νtot of 252Cf(sf) is listed in Table 1. Three different ex-
perimental methods have been used in those measurements as
detailed by Divadeenam and Stehn [13]: scintillator detectors,
Mn-bath measurements and Boron pile (B-pile) measurements.
Some evidence existed that scintillation measurements pro-
duce systematically higher νtot values as seen in Table 1 [13].
However, the calculated 252Cf(sf) νtot mean value for scintilla-
tion detector measurements is equal to 3.7718±0.0169, which
is higher by just 0.2% than those corresponding to the Mn-bath
detection (3.7643 ± .0271). For the two existing Boron-pile
measurements the derived mean value is 0.5% lower than
those measured by scintillator detectors, which suggest differ-
ent systematic uncertainties between different measurement
techniques. Note that both Divadeenam and Stehn [13] and
also Axton [12] assumed that all 252Cf(sf) multiplicity mea-
surements are basically independent measurements. This is
the key assumption that we are questioning in this paper.
TABLE I. Fifteen data points used to determine the unrecog-
nized systematic uncertainty for the evaluated νtot of 252Cf(sf).
References for these data can be found in the report by Ax-
ton [12].
N◦ Author Year Value (Uncert.) Method
1 Asplund 1963 3.7910 (1.066%) scintil.
2 Hopkins 1963 3.7767 (0.838%) scintil.
3 Boldeman 1977 3.7549 (0.431%) scintil.
4 Zhang 1981 3.7534 (0.490%) scintil.
5 Spencer 1982 3.7831 (0.221%) scintil.
6 Colvin/Axton* 1966 3.7299 (0.806%) Mn-bath
7 DeVolpi 1970/72 3.7507 (0.463%) Mn-bath
8 White* 1968 3.8194 (1.033%) Mn-bath
9 Axton 1985 3.7547 (0.300%) Mn-bath
10 Bozorgmanesh 1977 3.7475 (0.580%) Mn-bath
11 Spiegel 1981 3.7828 (0.759%) Mn-bath
12 Aleksandrov 1981 3.7618 (0.483%) Mn-bath
13 Smith 1984 3.7678 (0.303%) Mn-bath
14 Colvin/Ullo 1965 3.7405 (0.438%) B-pile
15 Edwards 1982 3.7641 (0.711%) B-pile
The standard value of νtot for 252Cf(sf) was derived using
the whole database for all fissile nuclei and is equal to 3.764±
0.005 (0.13%) [11]. This value is identical to the one derived
from the GLSQ fit of the fifteen experiments listed in Table 1,
if we assume that all experiments are independent. This is not
surprising as measurements of neutron multiplicity of 252Cf(sf)
are among the most accurate neutron measurements featuring
the lowest achievable uncertainty. Evaluated mean value and
the corresponding standard deviation are represented in Fig. 1
by dashed red lines and compared to all measurements and
corresponding uncertainties listed in Table 1. It is observed
that the spread of measured mean values is much larger than
the standard deviation of 0.13% derived from a GLSQ fit (red
dashed lines). The derived uncertainty band does not overlap
with Spencer 1982 measurement (set 5 in Fig. 1) that features
the lowest uncertainty.
On the other side, if we calculate the un-weighted mean
value and the standard deviation of the fifteen un-weighted
measured data listed in Table 1 we obtain 3.765±0.023 (0.6%).
The un-weighted fit produces a larger standard deviation of
0.6% (blue dashed lines in Fig. 1) which better reflects the
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Fig. 1. Plot of the fifteen measured points of the νtot of
252Cf(sf) with uncertainties. Red dashed line denoted the
mean value and 1-sigma uncertainty band from the GLSQ fit.
Blue dashed lines show the uncertainty bands if USU is added.
observed spread in measured values. This larger uncertainty is
strongly reduced by a factor of 1/
√
15 in the weighted least-
square fit due to the assumption that all N = 15 measurements
are practically independent. Indeed, the derived GLSQ un-
certainty of 0.005 ≈ 0.023/√15. No matter how detailed
and complete the uncertainty budget of individual measure-
ments listed in Table 1 be, as long as those measurements
are assumed to be independent, the resulting evaluated uncer-
tainty will be too small due to sheer number of input data sets
(N=15) [14].
What could be the origin of the correlations that may keep
the evaluated uncertainty above some minimum threshold,
independent of the number of measurements? Obviously, an
unknown systematic uncertainty, or as D. Rumsfeld defined it,
an unknown unknowns1.
The unknown (or unrecognized [15, 16, 17]) systematic
uncertainty (USU) can de defined as a minimum uncertainty
that can be achieved using a given experimental method (or
measuring tool). It does not matter how many times the mea-
surements are repeated, it does not matter who is doing the
measurement, or where those measurements are carried out.
As long as we use the same experimental technique, then we
can not get a result with lower uncertainty than USU. An inter-
esting consequence is that we need measurements using new
experimental methods as the way of estimating these unknown
systematic uncertainties.
Authors of Neutron Standard evaluations [8, 9, 16] have
investigated the unknown systematic uncertainties (USU)
based on the unrecognized uncertainty-estimation method [15,
16, 17]. Each of the cross sections evaluated (and also the
252Cf(sf) neutron multiplicity) had the normalization quanti-
ties for absolute measurements (or the measurements itself)
1D. Rumsfeld stated: “Reports that say that something hasn’t happened
are always interesting to me, because as we know, there are known knowns;
there are things we know we know. We also know there are known unknowns;
that is to say we know there are some things we do not know. But there are
also unknown unknowns the ones we don’t know we don’t know. . . , it is the
latter category that tend to be the difficult ones.”
statistically analyzed to obtain the standard deviation of that
distribution. The value of the derived standard deviation was
assumed as the normally-distributed type B uncertainty [18]
that is equal to the USU. An additional assumption was made
in the Neutron Standard analysis that the USU is not energy
dependent [9].
We have demonstrated in the Appendix that this assump-
tion is only valid for a one dimensional case. In other words,
once the USU is estimated a new least-square fit is needed,
except for the case when only a one-dimensional quantity is
evaluated. Therefore, an updated Neutron Standard evalua-
tion may be required. Further work on this particular issue is
warranted, but the neutron multiplicity of 252Cf(sf) is a one
dimensional quantity. The USU of the 252Cf(sf) νtot estimated
in the Neutron Standards [9] was equal to 0.4% as two outlier
values (marked by * in Table 1) were discarded. If we consider
all experimental values a larger USU of 0.6 % is obtained.
The most important consequence of the introduced USU
for the 252Cf(sf) νtot evaluation is the fact that the USU also
determines full cross-correlations between unrecognized un-
certainties of different experiments. This estimate represents a
conservative uncertainty assessment.
CONCLUSIONS
The unknown systematic uncertainty (USU) for neutron
multiplicity of the 252Cf(sf) is estimated from the measured
values to be 0.6% if the whole experimental database is used.
This value is a conservative estimate of the achievable uncer-
tainty. The estimated USU can be interpreted as a common
(unknown) systematic uncertainty for all experiments leading
to inter-experiments correlations.
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APPENDIX
In the evaluation of Neutron Data Standards [9], the USU
uncertainty was added a-posteriori to the evaluated uncertain-
ties obtained by the GLSQ fit. Here, we show that adding the
USU a-posteriori to the evaluated mean values rather than a-
priori does not change the evaluated mean value and variance
if one evaluates one data point only while this does not hold
true for evaluating multiple data points.
If only one observable (e.g., the 252Cf νtot) is evaluated
using a vector of experimental data r j and an associated co-
variance matrix with elements Ci j, GLSQ gives an evaluated
mean value ρ and a variance var(ρ) by:
ρ =
∑
i j
(C−1)i jr j/
∑
i j
(C−1)i j, (1)
var(ρ) = 1.0/
∑
i j
(C−1)i j.
For simplicity, we assume that the original covariance matrix
(i.e., without the USU) is diagonal such that Coi j = δi jσ
2
i with
δii = 1 and 0 if i , j. This assumption was also made for
the evaluation of Axton. If the USU variance σ2USU is added
a-posteriori in quadrature to the variance evaluated with Coi j in
Eq. (1), the a-posteriori variance and mean value read:
var(ρ)post = 1.0/
∑
i
(σ−2i ) + σ
2
USU = σ
2
o + σ
2
USU , (2)
ρpost = σ2o
∑
i
riσ−2i .
If σ2USU is applied a-priori to the experimental covariance
matrix for Eq. (1) turns into Cpi j = δi jσ
2
i + σ
2
USU = C
o
i j +
σ2USU . If one uses the Sherman-Morrison formula [19] to
invert Cpi j and uses Eq. (1) to obtain an evaluated mean value
and variance, one obtains the same equations as in Eq. (2).
If one evaluates multiple observables (i.e., a vector #»ρ )
based on multiple experiments for each observable stored in a
vector #»r and an associated covariance matrix C, Eq. (1) turns
into:
#»ρ = Cov( #»ρ )STC−1 #»r , (3)
Cov( #»ρ ) =
(
STC−1S
)−1
.
For simplicity, we assume to evaluate two data points
ρa and ρb based on a transposed vector #»r T =
(ra,1, · · · , ra,N , rb,1, · · · , rb,N) and a transposed design matrix
ST =
[
1 · · · 1 0 · · · 0
0 · · · 0 1 · · · 1
]
.
Again the original covariance matrixCo (i.e., without the USU)
is diagonal with variances σ2a,1, · · · , σ2a,N , σ2b,1, · · · , σ2b,N . If
the USU variance σ2USU is added a-posteriori in quadrature
to the covariance matrix evaluated with Coi j in Eq. (3), the
a-posteriori covariance and mean values read:
#»ρ post =
[
σ2a,o 0
0 σ2b,o
] [∑
i ra,iσ−2a,i∑
i rb,iσ−2b,i
]
, (4)
Cov( #»ρ post) =
[
σ2a,o + σ
2
USU σ
2
USU
σ2USU σ
2
b,o + σ
2
USU
]
.
If σ2USU is applied a-priori to the experimental covariance
matrix for Eq. (3), one adds to all elements of Co the term
σ2USU and obtains C
p. If one uses the Sherman-Morrison for-
mula [19] to invert Cp and uses Eq. (3) to obtain an evaluated
mean value and variance, one obtains different mean values
and covariances compared to Eq. (4), namely:
#»ρ p = #»ρ post +
σ2USU
(
sa + sb)σ2a,o
∑
i ra,iσ−2a,i − r0
)
σ2USU
(
(sa + sb)σ2b,o
∑
i rb,iσ−2b,i − r0
) ,
(5)
Cov( #»ρ p) = [1 + σ2USU(sa + sb)]
[
σ2a,o + σ
2
USU σ
2
USU
σ2USU σ
2
b,o + σ
2
USU
]
,
with r0 =
∑
i ra,iσ−2a,i +
∑
i rb,iσ−2b,i , sa =
∑
i σ
−2
a,i and sb =
∑
i σ
−2
b,i .
Hence, the evaluated mean values and covariances are ex-
pected to change if σ2USU is applied a-priori to a Neutron Data
Standard evaluation of multiple observables (e.g., a cross-
section given for multiple incident energies.)
