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Introduction
Markov Jump Linear Systems (MJLS) are composed of a set of linear subsystems (also called modes) and a switching sequence governed by a Markov stochastic process.
MJLS are extensively used to model physical systems subject to abrupt changes or failures, e.g., fault tolerate systems [1] , aerospace systems [2] , networked control systems [3, 4] , etc.
Stability study for stochastic system is of fundamental importance. Several definitions of the stability have been proposed, such as  -moment stability, mean square stability (MS stability), almost sure stability (AS stability), etc [5] [6] [7] [8] [9] . The conservativeness of these definitions is quite different.  -moment stability requires that the expectation of  -th moment of state norm ( ) E x t      should converge to zero asymptotically. When 2   ,  -moment stability degenerates to be a special case called MS stability. AS stability, different from  -moment stability, requires the state trajectory converging to zero with probability one. From the application point of view, the convergence of system state trajectory with probability one is more relevant than that of moment behavior [10] . For Markov Jump Linear System, both MS stability and  -moment stability imply AS stability but not vice versa [5, 6, 11] . Most results on MJLS are given for the case that the modes are finite. For MJLS with infinite modes, the stability problems are studied in [12, 13] . In recent years, some researchers investigated the stability issue of MJLS for more complex scenarios, e.g. the transition probabilities are partial-known [14] or piecewise-constant [15] , the switching between subsystems are governed by a Markovain process and a deterministic dwell time restriction jointly [16, 17] .
For a MJLS system, the testabilities of such several stabilities are different. The results on MS stability are generally given in form of coupled Lyapunov equations [2, 6] [ 18, 19] which can solved effectively by Linear Matrix Inequality (LMI) toolbox. On AS stability, it is difficult to have a general checking technique. A necessary and sufficient condition for AS stability is that the top Lyapunov exponent defined over infinite time should be negative [20] . However, this condition is often hard to be assessed. Therefore, it is necessary to find some practically testable conditions. A sufficient condition for testing the AS stability is proposed for stochastic linear systems [10] [21] and discrete-time MJLS [22] , which is based on the average norm contractivity of state transition matrix over a
finite, yet unknown, time interval. The sufficient condition in [10] The paper is structured as follows. In section 2 some preliminaries and definitions are given. In section 3, the expectation of switching number between any two modes, and the total sojourn time and activation number of each mode are provided. In Section 4, a transient analysis result and an AS stability condition for discrete-time MJLS are proposed.
Section 5 gives two examples and Section 6 concludes the paper.
Preliminaries and Definitions
Consider a discrete-time Markov Jump Linear System
where Z 
Sojourn Time and Switching Number of a Markov Chain
In this paper, the accumulate time of a MJLS sojourns in mode j and the total number 
with N modes, the following are satisfied for all modes , i j ,
where
and
, j p is the j-th column of transition matrix P .
and the total number of switching from mode i to mode
On the other hand, if
we call n is a switching-out point of mode j. The total probability of switching-out point of mode j occurs during the interval
. The probability that mode j is the latest mode being activated in
p . Therefore, the number of activations of mode i is
This completes the proof. □ Remark 1 Proposition 1 gives the expectations of the sojourn time and switching number of MJLS along with time axis. It can be seen that these expectations are related with initial probability distribution. When initial probability distribution F equals with the unique invariant distribution, the following corollary can be obtained.
Corollary 1
If the initial probability distribution equals to the unique invariant distribution of Markov chain, then 
, where the top Lyapunov exponent is defined as
We first show a result of the upper bound for ln E k x along with time axis if the initial probability distribution F is known.
Theorem 1 Consider MJLS system (1) with initial distribution F , then expectation of
And the parameters ij  , j  and
Consider a switching sequence as 
Observing that there is no switching during
Then from       
Following a similar procedure, it leads to,
On the other hand, for any time instant k and any initial condition 0 x , we have
Then it can be seen that 
Noticing that ( ) ln( ) f x x  is a concave function, based on Jansen's inequality, it leads to
And
p is the probability of that mode i is active at instant k.
Substituting Eq. (4) and (5) into Eq.(29) leads to Eq. (14).
This completes the proof. □ Based on theorem 1, the following result on AS stability of discrete time MJLS can be obtained.
Theorem 2
Consider MJLS system (1), if there exist a set of
that Eq.(30)~(32) hold, then the system is exponential almost sure stable. 
and MJLS (1) 
Substituting Eq. (38) and (39) into Eq. (37) , and from condition (32) , it yields
Based on Lemma 1, MJLS (1) is exponential almost sure stable.
This completes the proof. □ 
Numerical Example
by using 3000 samples of the Markov chain. 
, transition probability 0.6 0.4 0.1 0.9
It is proved that this MJLS is not mean square stable [21] . 
