Quantifying the numeric and linguistic magnitude of perceived risk in e-commerce interactions for RDSS by Hussain, Omar et al.
©2008 IEEE. Personal use of this material is permitted. However, 
permission to reprint/republish this material for advertising or 
promotional purposes or for creating new collective works for resale or 
redistribution to servers or lists, or to reuse any copyrighted 




Abstract— In an e-commerce business interaction, the risk 
assessing agent by analyzing the possible level of perceived risk 
beforehand can make an informed decision of its future course 
of interaction with an agent. The perceived risk in the context 
of an e-commerce business interaction is a multidimensional 
construct which is the combination of its subcategories. In this 
paper we propose a methodology by which the risk assessing 
agent can ascertain the numeric and linguistic level of per-
ceived risk in an interaction by combining its different sub-
categories.  
 
Index Terms—Perceived risk, Performance risk, Financial 
risk, Possibility theory and Fuzzy sets. 
I. INTRODUCTION 
The rapid pace of development of the internet for facili-
tating e-commerce interactions has provided users with so-
phisticated technologies which eases the process of carrying 
out their activities and the ability to complete their tasks in 
less time, thus reducing the delays associated with the con-
ventional method of interactions and at the same time boost-
ing their efficiency as well as helping the businesses to im-
prove their sales, productivity and economy. The architec-
tures present for the users to carry out their activities are 
namely the client-server, peer-to-peer, grid and web-service 
architectures. But as mentioned in Chang et al. [1] ‘The dy-
namic, open and convenient web environment not only 
boosts business potential and the economy but also creates 
concerns of security, trust, privacy and risks’. So the users 
before utilizing the provided facilities to their advantage, 
should consider and analyse beforehand these aspects in or-
der to make sure that they achieve what they desire, or get 
the maximum output in their interactions. Business-to-
Consumer (B2C) and Consumer-to-Consumer (C2C) are the 
two interaction facilitating architectures widely utilized to 
facilitate e-commerce interactions. These architectures are 
quite different from the centralized ones, as in such interac-
tions the control between the agents or between the interact-
ing partners is within themselves as opposed to between a 
server and the consumers in a centralized interaction. The 
demand of B2C or C2C type interactions is expected to 
grow because of their robust nature [2-6]. But apart from all 
the advantages provided which is resulting in its fast adop-
tion among the users, some important perceptions to con-
sider for the user in such interactions is the notion of trust 
and risk, i.e. taking into consideration the factors which 
helps to make the interactions over this paradigm safe se-
cure and an informed one, as an agent in such environments 
has to make its own decisions and has to be responsive and 
proactive in that. Trust and Risk are the two concepts asso-
ciated with an interaction, which are important to consider 
and which complement each other for the initiating agent to 
make an informed decision of its future course of action 
with an agent. Due to the importance of these concepts, 
there have been various conceptualizations of trust and risk 
according to the discipline in which they are being dis-
cussed in [1, 7-13]. As their conceptualization, the way trust 
and risk in an interaction are quantified and expressed also 
varies. Trust in an interaction can be expressed in terms of 
belief or in terms of probability in an interaction, whereas 
risk in an interaction is best understood when expressed in 
terms of probabilities under conditions of uncertainty, 
which tends towards expressing the possible loss in an in-
teraction. As both these concepts are expressed in terms of 
probability, it may be possible that they both express the 
probability related of a certain event, but the type of out-
come that each concept tries to express are in contrast to 
each other. In this sense both trust and risk are opposite 
concepts to each other. By expressing trust and risk as 
probabilities in an interaction, the magnitude of effect that 
they have on the expressed outcomes can also be deter-
mined according to their probability of occurrence. In other 
terms, trust and risk are two concepts whose evaluation 
would give two contrast perspectives of occurrence of an 
event, and their way of analysis and outputs achieved from 
evaluating them are not just converse of each other, but 
would provide various insight and would give solutions to 
the various doubts which rise in the initiating agent’s mind 
before the interaction. 
Various approaches have been proposed in the literature 
by which the level of trust in an e-commerce business inter-
action is ascertained based on which the initiating agent de-
cides on its future course in the interaction. But none of 
those approaches consider the level and degree of perceived 
risk along with the level of trust while decision making. By 
analysing the perceived risk, the risk assessing agent can 
determine beforehand whether or not it will achieve its de-
sired outcomes and the associated consequences to it in 
achieving those, in interacting with a risk assessed agent. 
Based on this analysis the risk assessing agent can deter-
mine beforehand the possible direction in which its interac-
tion might head, if it interacts with that risk assessed agent. 
Risk analysis is important in influencing the behaviour of 
the risk assessing agent in the interaction, because there is a 
whole body of literature based in rational economics that 
argues that the decision to buy is based on the risk-adjusted 
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cost-benefit analysis [14]. Thus it commands a central role 
in any discussion related to a transaction. In order for the 
initiating agent to consider all the possible scenarios which 
making an interacting decision with another agent, in this 
paper we propose a methodology by which it can determine 
the level and magnitude of perceived risk that could be pre-
sent in its interaction with the other agent. This paper is or-
ganized into 8 sections. In section 2 we define perceived 
risk according to its interpretation in e-commerce business 
interactions. In section 3 - 4 we propose a methodology for 
the risk assessing agent to ascertain the numeric level of 
perceived risk in the interaction. In section 4 -7 we propose 
a methodology for the risk assessing agent to ascertain the 
linguistic level of perceived risk in the interaction. Finally 
in section 8 we conclude the paper.   
II. ASCERTAINING PERCEIVED RISK IN E-COMMERCE 
BUSINESS INTERACTION 
We define perceived risk in e-commerce business do-
main interactions as the likelihood that the risk assessing 
agent might not achieve its desired outcomes of the interac-
tion due to the risk assessed agent not acting as expected 
according to its expectations, in the given context and time 
once the interaction begins resulting in the loss of invest-
ment and resources involved in the interaction. Based on the 
definition we classify the perceived risk in an e-commerce 
business interaction into two subcategories, namely:  
• Performance risk; and 
• Financial risk. 
 Performance risk represents the likelihood and threat of 
the risk assessed agent in not providing the risk assessing 
agent with what it desires in the time period of its interac-
tion, resulting in the negative outcome or failure in the in-
teraction. Financial risk represents the degree and magni-
tude of loss to the risk assessing agent in the interaction due 
to the performance risk of the risk assessed agent. The risk 
assessing agent in order to ascertain the perceived risk in 
interacting with a risk assessed agent has to determine the 
above mentioned subcategories according to the context and 
criteria of its interaction.  We have defined a methodology 
in [15, 16] by which the risk assessing agent can ascertain 
the magnitude and levels of performance risk and financial 
risk in interacting with a risk assessed agent according to 
the characteristics of its future interaction with it. Due to 
space limitation we will not be discussing it in this paper.  
The risk assessing agent after determining the perform-
ance risk and financial risk in interacting with a risk as-
sessed agent should combine them in order to ascertain the 
level and magnitude of perceived risk in the interaction. The 
approach that we utilize to determine the magnitude and 
level of perceived risk in the interaction is two fold. The 
first part of the approach deals in ascertaining the magni-
tude of perceived risk in the interaction numerically by us-
ing possibility theory. The second part of the approach as-
certains the level of perceived risk in the interaction linguis-
tically by using a fuzzy system. The motive for representing 
the perceived risk in the interaction numerically and linguis-
tically is due to the fact that the risk assessing agent ascer-
tains the perceived risk in interacting with a risk assessed 
agent, for better decision making, before initiating an inter-
action with it. Hence it is logical that there is uncertainty in 
the risk assessing agent’s mind while determining the level 
of perceived risk; as it is being determined in an interaction 
which is going to be held in a future period of time, in 
which nothing is certain. In other terms the perceived risk is 
being determined in an interaction which is yet to be carried 
out, and that interaction will have a specific outcome/s but 
there is uncertainty as to exactly which outcome/s will occur 
from the likely ones. This uncertainty which is present in 
the risk assessing agent’s mind can be classified into two 
types, as ‘ambiguity’ and ‘vagueness’. We define ambiguity 
as that uncertainty in the risk assessing agent’s mind which 
represents its inability of identifying the concrete level/s or 
magnitudes of perceived risk present in interacting with the 
other agent, whereas vagueness is defined as that type of 
uncertainty which represents its inability of identifying the 
degree or likelihood to which those levels will occur in the 
interaction. In order to alleviate these types of uncertainties 
from the risk assessing agent’s mind, we propose that it cal-
culates the level and magnitude of perceived risk in interact-
ing with a risk assessed agent by using two methods: 
1. Numerical Approach (by utilizing Possibility Theory) 
2. Linguistic Approach (by utilizing Fuzzy System). 
The numerical approach by using possibility theory de-
termines in numeric terms the magnitude or levels of per-
ceived risk in the interaction, along with the possibility of 
occurrence of those levels. The linguistic approach deals 
with fuzzy sets and it determines linguistically and semanti-
cally the levels of perceived risk along with their likelihood 
of occurrence in the interaction. By utilizing these two types 
of approaches to determine the level of perceived risk, the 
risk assessing agent can alleviate the ambiguity and vague-
ness in its mind and in turn can make an informed interact-
ing based decision with the risk assessed agent. 
III. ASCERTAINING THE NUMERICAL LEVEL OF 
PERCEIVED RISK IN AN INTERACTION 
The subcategories which the risk assessing agent deter-
mines to ascertain the perceived risk in interacting with a 
risk assessed agent are mentioned earlier. But while ascer-
taining the perceived level of risk in an interaction, we pro-
pose that the risk assessing agent should take into consid-
eration only two if its constituents from the determined sub-
categories, namely the possible consequences of failure and 
the loss of investment probability in the interaction. This is 
because the risk assessing agent considers the effect of the 
performance risk of the risk assessed agent while determin-
ing the financial risk in interacting with it. To avoid consid-
ering its effect again and to omit its duplicated impact we 
propose that the risk assessing agent while determining the 
perceived risk in interacting with the risk assessing agent 
should only consider the possible consequences of failure 
and the loss of investment probability to its resources in in-
teracting with that agent. So the inputs and output while de-
termining the numerical and linguistic level of perceived 
risk in the interaction can be classified as: 
Inputs: 
• Possible Consequences of failure to the risk assessing 
agent in interacting with the risk assessed agent (PCF); 
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• Loss in Investment probability to the risk assessing 
agent in interacting with the risk assessed agent (LOIP). 
Output: 
• Level of Perceived Risk in the interaction (PR). 
 
While ascertaining the numerical level of perceived risk 
in the interaction, the possibility distribution of each of the 
above mentioned constituents is utilized and not their prob-
ability distribution. This is to avoid the disadvantage of the 
probability distribution where the non-zero value must be 
assigned to an element from its given set or UoD, whose 
likelihood of occurrence is very high. Further what ever 
value is assigned to that element effects the probability 
value to be assigned to the other elements in the UoD, as the 
sum of all the probability distribution of the elements is 
constrained to a sum of 1. In order to alleviate this disad-
vantage, we use possibility distribution to represent each 
constituent of risk in an interaction, as in this distribution 
assigning a likelihood of 1 to an element does not constraint 
from assigning that likelihood to any other element from its 
UoD. Further the output, i.e. the magnitude of perceived 
risk in the interaction too is represented by possibility dis-
tribution which does not contain the disadvantages men-
tioned earlier of the probability distributions. The numerical 
magnitude of perceived risk in the interaction by using pos-
sibility theory is determined mathematically by a relation 
between: 
 
Perceived Risk = Possible Consequences of Failure x 
Loss of Investment Probability 
 
The operator ‘x’ between the two inputs represents con-
volution. To determine the distribution of each input con-
stituents (PCF and LOIP) and the output function (PR) we 
need to define the scope within which each of the particular 
variable exists. The scope or the universe of discourse 
(UoD) of the input variables and the output variable is de-
fined by the following sets: 
 
Possible Consequences of Failure (PCF) = {0, 1, 2, 
3………. 100} where each element has a unit of %. 
Loss of Investment Probability (LOIP) = {0, 1, 2, 
3………....100} where each element has a unit of %. 
Perceived Risk (PR) = {0, 1, 2, 3………...100} where each 
element has a unit of %. 
 
To obtain the possibility distribution of an input variable, 
the likelihood of occurrence of each element from its uni-
verse of discourse should be determined. This likelihood of 
occurrence of an element is termed as the ‘degree of evi-
dence’ of its outcome represented by ‘m (A)’ where ‘A’ is 
an event or an element from the universe of discourse of the 
input variable ‘X’. From the universe of discourse, those 
elements with degree of evidence greater than zero are 
called as the ‘focal elements’ for the particular input vari-
able. These elements represent the sets from the UoD for 
that variable upon which the evidence of occurrence focuses 
and further which will be utilized from that input variable to 
determine the magnitude of perceived risk in the interaction. 
The degree of evidence of an element from the UoD should 
be in the interval between [0, 1] and the cumulative sum of 
the degree of evidence of all the focal elements from the 
UoD should satisfy the condition [17]: 
 




Am 1)(                                     (1)                                                                              
 
where ‘A’ represents the focal elements belonging to the 
input variable ‘X’, 
m (A) represents the degree of evidence of the focal ele-
ment. 
  
Possibility measures can be represented by a possibility 
distribution function: 
   
                    ∏ (X) = max { π (a) | a ∈  X}                        (2)              
 
where π (a) is the possibility of the element ‘a’.  
 
Equation 2 is repeated for each focal element of ‘X’ to 
determine its possibility of occurrence. Once the focal ele-
ments of the input variables (PCF and LOIP) along with 
their degree of evidence from their UoD have been deter-
mined, they must then be convoluted to determine the per-
ceived risk in the interaction. The focal elements of the out-
put variable function from its defined universe of discourse 
are determined in the convolution process. The convolution 
of the possibility distributions is the artesian product of the 
input variables [17] and is represented by: 
 
        X x Y = {<x, y>: where x ∈X and y ∈Y}          (3)                 
 
where < x, y > denotes the tuple which represents the ar-
tesian product of the input focal elements from their UoD.   
 
The possibility distribution of the focal elements of the 
resultant output variable as the result of the convolution of 
the inputs variables is represented by: 
 
             π (u) = max {min[ π X(x), π Y(y)]}                 (4) 
 
where u is the focal element of the output function de-
termined as the artesian product of the inputs f (x, y), 
π (u) is the possibility of focal element ‘u’ from the out-
put universe of discourse. 
IV. DETERMINING THE POSSIBILITY DISTRIBUTION OF 
THE VARIABLES 
In order to ascertain the numerical level of perceived 
risk in the interaction by using possibility distribution, the 
risk assessing should first identify the focal elements along 
with their degree of evidence of the inputs from their uni-
verse of discourse which ranges from {0...100}. As dis-
cussed in Hussain et al. [16], the risk assessing agent can 
determine both the constituents namely the loss of invest-
ment probability (LOIP) and the possible consequences of 
failure (PCF) in interacting with the risk assessed agent 
from the Factual Amount Invested Curve (FAIC) in inter-
acting with it. To determine the focal elements and the pos-
sibility distribution of the PCF in the interaction, the risk 
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assessing agent should determine the level of extra financial 
resources from its maximum investment capacity that it has 
to keep at stake or the level of un-served investment in the 
interaction while interacting with the risk assessed agent. To 
achieve that:  
• The risk assessing agent should determine the 
probability mass function (PMF) of the FAIC in inter-
acting with the risk assessed agent. The PMF of the 
FAIC shows the probability of the net worth of re-
sources that the risk assessing agent has to keep at stake 
throughout the duration of interacting with the risk as-
sessed agent. 
• It should then determine the point on the PMF of 
the FAIC which represents its maximum investment 
capacity in the interaction, which is termed as ‘x’.  
• From point ‘x’ the risk assessing agent should de-
termine the level of extra financial resources that it has 
to keep at stake or the level of its un-served investment 
in the interaction.  
• From the UoD for the PCF, the focal elements 
should be chosen according to the measure of step size 
of the un-served investment in the interaction. 
• The risk assessing agent should then determine 
the degree of evidence (m (A)) of each focal element 
which represents the level of un-served investment in 
the interaction. This is determined by taking into con-
sideration the PMF of the particular financial amount 
from the FAIC and then converting it to possibility dis-
tribution, satisfying equation 1. 
• Based on the degree of evidence calculated for 
each focal element from the UoD, the possibility distri-
bution of the PCF can be determined by using equation 
2.  
• The LOIP in the interaction, in contrast to the 
PCF is a single crisp value in the range of [0-1] which 
shows the ordinate on the FAIC at the end of its maxi-
mum investment capacity in the interaction. But in or-
der to utilize a unified and comparable numerical scale 
to the two inputs, the range of the LOIP is normalized 
in the range between 0-100. 
• Hence the ordinate of the FAIC after point ‘x’ is 
taken as focal element for that input from its UoD, to 
represent the LOIP in the interaction. The degree of 
evidence of the focal element is taken as 1.  
 
Once the focal elements and their degree of evidence for 
each input variable have been determined, the risk assessing 
agent can then convolute them to determine the magnitude 
or the focal elements of perceived risk in the interaction 
from its UoD by using equation 3. The possibility of occur-
rence of the focal elements of perceived risk in the interac-
tion can then be determined by using equation 4. 
V. ASCERTAINING THE LINGUISTICAL LEVEL OF 
PERCEIVED RISK IN AN INTERACTION 
As discussed before our motive to incorporate the fuzzy 
system is for the risk assessing agent to ascertain semanti-
cally the level of perceived risk in interacting with a risk 
assessed agent, by combining the different determined con-
stituents of risk present in interacting with it. So an over-
view of our proposed fuzzy model with the variables which 
it takes as inputs and based on that computes an output level 
of perceived risk is given in figure 1.  
 
 
Figure 1: Overview of the fuzzy system to ascertain the level of risk lin-
guistically 
 
Fuzzy systems are mathematical objects modelling the 
vagueness present in the natural language when the de-
scribed phenomena do not have sharply defined boundaries. 
As mentioned in the literature, fuzzy systems were devel-
oped to incorporate the concept of partial truth character-
ized by the fuzziness of the data which yields a more accu-
rate mathematical representation of the perception of truth 
than that of crisp sets [18]. A fuzzy system models the 
vague inputs in terms of semantics and transforms them into 
a mathematical representation of the data to map its output 
semantics. To achieve that, fuzzy system transforms each 
input from crisp data to fuzzy sets. So to represent each lin-
guistic variable from crisp data to fuzzy variables, we need 
to first define the fuzzy sets or the predicates for it. A fuzzy 
set or predicate is a linguistic phrase that is used as semantic 
label for representing a part of the variable, which best 
matches its description. The predicates for a variable should 
be defined such that it covers the whole numerical range, or 
the scope in which the variable extends. As discussed ear-
lier, the scope or the numerical range in which the variable 
extends is called as its universe of discourse (UoD). Each 
linguistic variable (input and output) has its own universe of 
discourse depending on the range which it uses to express 
its function. Once the predicates have been defined for a 
variable, then the membership function for each of the 
predicate in that variable should be defined so that they 
cover its scope or its range of universe of discourse. The 
membership function is used to transform each crisp input 
into fuzzy variable, by utilizing the predicates and then de-
termining the degree of qualification or the membership 
value of the crisp input to those predicates. In the next sec-
tion we will define the universe of discourse, the predicates 
and the membership function of each input variable.  
VI. DEFINING THE MEMBERSHIP FUNCTIONS FOR THE 
VARIABLES  
The universe of discourse (UoD) of the input linguistic 
variable ‘Possible Consequences of Failure’ ranges from {0, 
1, 2, 3, 4, 5…....100} where each element has unit of %. To 
classify different fuzzy sets for the input variable ‘Conse-
quences of failure’ we divide the universe of discourse such 
that there are 6 predicates in it. The predicates defined for 
the input variable are: ‘Extremely Low’, ‘Low’ ‘Low Me-
dium’, ‘Medium High’, ‘High’ and ‘Extremely High’. The 
membership function of the linguistic variable ‘Possible 
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Consequences of Failure’ in the trapezoidal curve such that 
it is of the form as shown in figure 2. 
 
 
Figure 2: Membership function of the input: Possible Consequences of 
Failure 
 
The universe of discourse (UoD) for the LOIP in the in-
teraction is {0, 1, 2, 3, 4, 5…….100}; where each element 
has unit of %. The input given by the risk assessing agent to 
the fuzzy system for the linguistic variable ‘Loss of Invest-
ment Probability’ is a crisp value within the range of 0-100. 
To transform the crisp value into a fuzzy value, we define 
six different fuzzy sets namely ‘Extremely Low’, ‘Low’, 
‘Low Medium’, ‘Medium High’, ‘High’ and ‘Extra High’. 
Within these different predicates, the degree of truth to 
which the input value of LOIP quantifies is determined by 
using the membership function. We define the membership 
function of the linguistic variable ‘Loss of Investment Prob-
ability’ in figure 3. 
 
 
Figure 3: Membership function of the input: Loss of Investment  
Probability 
 
The degree of membership (DOM) of a variable to a 
fuzzy set or predicate defines the magnitude of participation 
of that variable within that fuzzy set. The degree of mem-
bership for a variable is determined by plugging the selected 
input parameter into the horizontal axis of its UoD and pro-
jecting it vertically at the point of intersection with the 
fuzzy set / sets. The point on y-axis to which the input vari-
able intersects a fuzzy set represents its degree of influence 
or the degree of membership (DOM) to that fuzzy set. 
Based on the membership functions, the focal elements of 
each input variable should be transformed into fuzzy sets, 
based on the level of truth to which the input variable quan-
tifies to the predicates. To transform a focal element ‘x’ of 
an input linguistic variable to the defined fuzzy sets in it, the 
risk assessing agent has to determine the possibility to 
which that element ‘x’ corresponds with the defined predi-
cates of that input variable, by considering the overlap be-
tween the degree of evidence of the input value ‘x’, with the 
degree of membership to which that input value ‘x’ corre-
sponds to a particular predicate from the membership func-
tion for that input variable. The possibility that the fuzzy set 
or predicate ‘A’ of an input linguistic variable will occur 
based on the degree of evidence of input ‘x’ is given by 
[18]: 
 
               Π (A) = max {min [ π (x), DOM A (x)]}            (5)              
 
Equation 5 is repeated for each focal element ‘x’ from 
the UoD for an input variable. Once the input variables 
have been transformed to their corresponding fuzzy sets, 
they must then be processed in the inference engine of the 
fuzzy system to draw conclusion on the UoD of the output 
linguistic variable, based on the given evidences on the 
fuzzy variables that it computes from the inputs. The fuzzy 
system based on the inputs given to it computes an output 
specifying the magnitude and level of perceived risk present 
in the interaction. The universe of discourse (UoD) of the 
output membership function ‘Perceived Risk’ is in the range 
of {0, 1, 2, 3, 4, 5…….100}. We divide the UoD into six 
different fuzzy sets by using the predicates, ‘Extremely 
Low’, ‘Low’, ‘Low Medium’, ‘Medium High’, ‘High’ and 
‘Extremely High’. We define the membership function of 
the output ‘Perceived Risk’ in an interaction by using a 
trapezoidal curve as shown in figure 4: 
 
 
Figure 4: Membership function of the output: Perceived Risk in the  
Interaction 
 
VII. DEFINING THE RULES FOR THE FUZZY MODEL 
According to Mamdani approach after determining the pos-
sibility of the fuzzy sets of each input variable, they must be 
fed to the inference engine for drawing the conclusion or the 
output based on the given inputs. The inference engine con-
sists of fuzzy rules by which the conclusions are made 
based on the given inputs. The rules which we use in our 
model are of the IF-THEN structure. We abbreviate the part 
between IF and THEN which refers to the conditional part 
of the rule as the ‘LHS’ (Left-hand side) of the rule. The 
LHS of the rules consists of the fuzzy sets of the inputs de-
termined based on their focal elements. Similarly the impli-
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cation part of the rule, which is associated with the THEN 
operator, is abbreviated as the ‘RHS’ (Right-hand side) of 
the rule. The implication part of the rule gives the level of 
perceived risk in the interaction based on the computations 
performed by the inference engine, according to the inputs 
given to it. The LHS part of the rules is combined by a logic 
operator for the inference part to give its output. We use the 
AND operator as we want to consider the intersection be-
tween the input fuzzy sets, while implicating the magnitude 
of risk present in the interaction by utilizing those sets. In 
our fuzzy model, there are two inputs based on which the 
level of perceived risk is determined in the interaction. Each 
of the input is further defined by 6 predicates. Hence the 
total number of homogenous rules in our system will be: 6 
X 6 = 36. For ease in defining the rules we term the predi-
cates of our fuzzy system by their acronyms and rules for 
the fuzzy model in table 1 and 2 respectively. 
 
 
Predicates or the Fuzzy sets 
 
Corresponding Acronym 
Extremely Low ‘EL’ 
Low ‘L’ 
Low Medium ‘LM’ 
Medium High ‘MH’ 
High ‘H’ 
Extremely High ‘EH’ 
Table 1 acronyms of the predicates 
 
 PCF  LOIP  PR 
If EL and EL then L 
If L and EL then L 
If LM and EL then LM 
If MH and EL then MH 
If H and EL then H 
If EH and EL then EH 
If EL and L then L 
If L and L then LM 
If LM and L then MH 
If MH and L then H 
If H and L then EH 
If EH and L then EH 
If EL and LM then LM 
If L and LM then MH 
If LM and LM then H 
If MH and LM then EH 
If H and LM then EH 
If EH and LM then EH 
If EL and MH then MH 
If L and MH then H 
If LM and MH then H 
If MH and MH then EH 
If H and MH then EH 
If EH and MH then EH 
If EL and H then H 
If L and H then H 
If LM and H then EH 
If MH and H then EH 
If H and H then EH 
If EH and H then EH 
If EL and EH then EH 
If L and EH then EH 
If LM and EH then EH 
If MH and EH then EH 
If H and EH then EH 
If EH and EH then EH 
Table 2 defining the rules of the fuzzy system 
 
The output of the fuzzy system will be determined by the 
degree or strength to which each rule fires. The rules use the 
possibility of the fuzzy set of each input as the weighting 
factor to determine their influence on the output fuzzy sets. 
Based on the possibility of each fuzzy set of the inputs, the 
RHS of the rules must be computed to determine the 
strength by which each rule fires. The output of each rule 
must be aggregated to determine the output fuzzy sets. The 
aggregation operator combines the output of the various 
rules corresponding to a fuzzy set into one. In our approach 
we will use the multiple or additive aggregation operator to 
consider all the consequent part of the rules which produces 
an output that relates to the same fuzzy set. The multiple 
additive method determines the strength to which the output 
fuzzy set quantifies, by considering all the rules which pro-
duce the same fuzzy set and then utilizes a fuzzy additive 
principal bounded to a sum of 1.0. This is in contrast to the 
Mamdani approach which considers all the rules which pro-
duce the same fuzzy set and then selects the maximum value 
from the rules as the strength to which that output fuzzy set 
quantifies. The aggregation process gives the output fuzzy 
sets to which the perceived risk in an interaction corre-
sponds to along with the possibility of them occurring on 
the output membership function. These fuzzy sets represent 
the linguistic level of perceived risk along with their possi-
bility of occurrence in the interaction. The risk assessing 
agent by analyzing the magnitude of perceived risk in the 
interaction numerically and linguistically can make an in-
formed interacting based decision of its future interaction 
with a risk assessed agent.   
VIII. CONCLUSION 
In paper we proposed a methodology by which the risk 
assessing agent can combine the different constituents that it 
had determined for risk analysis and ascertain the perceived 
risk in interacting with a risk assessed agent. The methodol-
ogy that we propose determines the perceived risk in an in-
teraction numerically in terms of levels and linguistically in 
terms of semantics. The numerical representation of per-
ceived risk utilizes possibility theory in determining the 
magnitude of perceived risk and the possibility of occur-
rence of those magnitudes. Linguistic representation of per-
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ceived risk utilizes fuzzy sets theory to determine in seman-
tic terms the level of perceived risk in the interaction along 
with its possibility of occurrence. The risk assessing agent 
by ascertaining the perceived risk in the interaction numeri-
cally and linguistically can: 
• Determine the magnitude of different level of perceived 
risk that could be present in the interaction, 
• Determine the possibility of occurrence of each of 
those different numerical magnitudes of perceived risk, 
• Semantically ascertain the perceived risk in an interac-
tion in linguistic terms, 
• Determine the possibility of occurrence of those seman-
tic levels of perceived risk, and  
• Alleviate the ambiguity and vagueness in its mind while 
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