Abstract Abstract Abstract Missing data is a frequent problem for researchers conducting exploratory factor analysis (EFA) or reliability analysis. The SPSS FACTOR procedure allows users to select listwise deletion, pairwise deletion or mean substitution as a method for dealing with missing data. The shortcomings of these methods are well-known. Graham (2009) argues that a much better way to deal with missing data in this context is to use a matrix of expectation maximization (EM) covariances (or correlations) as input for the analysis. SPSS users who have the Missing Values Analysis add-on module can obtain vectors of EM means and standard deviations plus EM correlation and covariance matrices via the MVA procedure. But unfortunately, MVA has no /MATRIX subcommand, and therefore cannot write the EM correlations directly to a matrix dataset of the type needed as input to the FACTOR and RELIABILITY procedures. We describe two macros that (in conjunction with an intervening MVA command) carry out the data management steps needed to create two matrix datasets, one containing EM correlations and the other EM covariances. Either of those matrix datasets can then be used as input to the FACTOR procedure, and the EM correlations can also be used as input to RELIABILITY. We provide an example that illustrates the use of the two macros to generate the matrix datasets and how to use those datasets as input to the FACTOR and RELIABILITY procedures. We hope that this simple method for handling missing data will prove useful to both students and researchers who are conducting EFA or reliability analysis.
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The SPSS MVA procedure (IBM, 2011a) , which was introduced in release 12 as part of the Missing Values Analysis add-on module, includes four methods for dealing with missing values: listwise and pairwise deletion, single imputation via regression, and expectation maximization (EM). Prior to release 12, several procedures had listwise and pairwise deletion available as options on a /MISSING sub-command (e.g., CORRELATIONS, FACTOR, NONPAR CORR, REGRESSION), but single imputation via regression and EM were not available prior to the introduction of the MVA procedure.
In his review of MVA, von Hippel (2004) pointed out the well-known limitations of listwise deletion, pairwise deletion and single imputation methods (see also Acock, 2005; Donders et al., 2006; Schaefer & Graham, 2002) . Regarding EM, however, von Hippel (p. 164) said this:
The one bright spot in MVA is its implementation of the EM method, which can produce maximum likelihood point estimates of means, variances, and covariances. The EM method can also be used to impute missing values. Unfortunately, MVA imputes these values without residual variation. Analyses based on the EM imputations can therefore be biased.
Unfortunately, it is very easy to become fixated on the last part of that excerpt, and to mistakenly conclude that the MVA procedure provides nothing useful (by modern standards) for the treatment of missing data.
While it is true that analyses of raw data that include the EM imputed values can produce biased estimates, we must not lose sight of the fact that MVA's EM subcommand does provide perfectly good maximum likelihood (ML) estimates of the means, standard deviations, covariances and correlations, and that these can be used either descriptively or as input for certain types of analyses. Graham (2009, p. 556 ) makes this point very nicely as follows:
Although the EM algorithm provides excellent parameter estimates, the lack of convenient standard errors means that EM is not particularly good for hypothesis testing. On the other hand, several important analyses, often preliminary analyses, don't use standard errors anyway, so the EM estimates are very useful. First, it is often desirable to report means, standard deviations, and sometimes a correlation matrix in one's paper. I would argue that the best estimates for these quantities are the ML estimates provided by EM. Second, data quality analyses, for example, coefficient alpha analyses, because they typically do not involve standard errors, can easily be based on the EM covariance matrix (e.g., see Enders 2003; Graham et al. 2002 Graham et al. , 2003 . The EM covariance matrix is also an excellent basis for exploratory factor analysis with missing data.
Contrary to what Graham states above, Truxillo (2005) has suggested that the EM covariance matrix and vector of means can also be used as input for procedures that entail inference, but that one must then use a nominal sample size that properly accounts for the fact that some data are missing. Allison (2012, p. 15) , on the other hand, argues that there is no single sample size that would yield correct results for all coefficients in a regression model. That debate, while interesting, is beyond the scope of this article. We focus exclusively on how to use a matrix dataset of EM correlations as input for exploratory factor analysis (EFA) and reliability analysis, two "good uses of the EM In SPSS, EFA and reliability analysis are carried out via the FACTOR and RELABILITY commands respectively. Both of those procedures have a /MATRIX sub-command that allows users to specify a matrix dataset (rather than a raw data file) as input. For FACTOR, the matrix dataset can be either a correlation matrix or a covariance matrix; for RELIABILITY, it must be a correlation matrix. Figure 1 shows the required format of a correlation matrix dataset. The data are from an example provided by the UCLA Statistical Consulting Group (n.d.) . The analyses to be performed later use variables item13 to item 24, but here (and in some other figures) we use only item13 to item16 in order to avoid having output tables that are too large to display easily. Panels A and B show the Data View and Variable View windows respectively. The first two variables in the dataset are ROWTYPE_ and VARNAME_. Both of these are short string variables (i.e., string variables with maximum length of 8 characters).
As its name suggests, ROWTYPE_ indicates what type of information is held in that row. In a correlation matrix dataset, the possible values of ROWTYPE_ are MEAN, STDDEV, N and CORR. For a covariance matrix dataset, everything is the same except that CORR is replaced with COV (and 
a covariance matrix replaces the correlation matrix). 1 As noted earlier, the MVA procedure computes EM means, standard deviations (SDs), covariances and correlations, and displays them in the output viewer (see Figure 2 ). But unfortunately, MVA has no /MATRIX sub-command, and therefore cannot write the EM means and correlations (or covariances) directly to a matrix dataset formatted as required for input to the FACTOR or RELIABLILITY procedures. Thus, anyone wishing to use EM correlations (or covariances) as matrix input for the FACTOR or RELIABILITY procedures has some preliminary work to do: They must transfer the EM correlations (or covariances) shown in the output viewer (and Figure 2) into an appropriately formatted matrix dataset (as in Figure 1 ). One way to do so is to send output from MVA to another dataset via the Output Management System (OMS), and then carry out several data management steps. (The OMS (Output Management System) command was introduced as part of the base module in release 13 of SPSS. See IBM, 2001b for details.) We have written a pair of macros to facilitate that process, and describe them next.
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We have written two macros called !PrepEMdata1 and !PrepEMdata2. 2 The common part of those macro names is short for prepare EM data. The macros are used on either side of an MVA command, as follows: 1. Call !PrepEMdata1. 2. Use DATASET ACTIVATE to activate the dataset containing the raw data and then issue an 1 We generated the matrix dataset shown in Figure 1 via the CORRELATIONS procedure with a /MATRIX OUT sub-command, and with /MISSING=LISTWISE. Had we used /MISSING=PAIRWISE (the default setting), the matrix dataset would have contained a matrix of pairwise sample sizes on 4 rows with ROWTYPE_ equal to "N". 2 There is no requirement that macro names begin with an exclamation mark. We have chosen to start our macro names with "!" to be consistent with a practice recommended by Raynald Levesque on the well-known SPSS Tools website (www.spsstools.net). He recommends starting macro names with an exclamation mark because this makes it easier to distinguish between macros and regular SPSS commands when one is viewing a syntax file. Furthermore, searching for exclamation points makes it easy to find all macros that follow this naming convention. Figure 2 ) are written to a new temporary dataset called @1; and the matrix of EM correlations is written to temporary dataset @2.
When !PrepEMdata2 is called, if first issues an OMSEND command that causes the @1 and @2 datasets to be finalized. It then goes through several data management steps that result in the creation of dataset EMcorr, a matrix dataset of EM correlations that is ready for use as input to the FACTOR and RELIABILITY procedures. (It also uses an MCONVERT command to create dataset EMcov, a matrix dataset of EM covariances. See IBM, 2011c for more information on MCONVERT.) For more detail concerning the data management steps, see the macro definitions in the Appendix.
Macro arguments
!PrepEMdata1 has no arguments: It is called simply by giving the macro name followed by a command terminator (i.e., a period). !PrepEMdata2 has two 
Exploratory Factor Analysis
To illustrate, we use data from the factor analysis example on this UCLA webpage: http:// www.ats.ucla.edu/stat/spss/output/factor1.htm The data file can be downloaded from http:// www.ats.ucla.edu/stat/spss/output/principal_compon ents_files/M255.SAV. We start with syntax to do the following: 1) define two file handles, one for the data file, and one for the syntax file containing the two A partial view of the EMcorr dataset generated by that syntax listing is shown in Figure 3 . Notice that it has the same basic structure as the matrix dataset shown in Figure 1A , the only differences being that the rows with ROWTYPE_ = N, MEAN and STDDEV appear at the bottom of the dataset rather than the top, and they are ordered differently (in Figure 1A , the order is MEAN, STDDEV, N). Neither of these differences affects how the matrix file works.
Full output for this example can be found in the online supplementary material. As a validity check, we implemented the approach shown on another UCLA website (http://www.ats.ucla.edu/stat/stata/faq/ factor_missing.htm) to perform the same analysis using Stata (version 12.1). (The Stata example on that page used ML extraction and Varimax rotation. We modified the Stata commands to use principal factors (PF) for extraction and Promax(4) as the rotation method, thus matching the approach we used in SPSS.) The rotated factor loadings and uniqueness (or specificity) values from SPSS and Stata can be compared in Table 1 
Reliability Analysis
The following listing shows a RELIABILITY command that uses EMcorr (the matrix dataset of EM correlations) as input-notice the /MATRIX=IN(*) subcommand.
We also ran two other RELIABILITY commands not shown here, one with /VARIABLES= item18 to item22 (for Factor 2), and one with /VARIABLES= item23 item24 (for Factor 3). The RELIABILITY results for Factor 1 are shown in Figure 4 . In light of that observation, it really doesn't matter what nominal sample size is handed to the !PrepEMdata2 macro when no inference is involved. But regardless of the nominal sample size one chooses, we recommend thorough reporting of how much data is missing, and suggest including the following items: The total number of cases in the data file, the number of 
DATASET ACTIVATE
valid cases for each variable, and the listwise (or complete case) sample size. A matrix of pairwise sample sizes might also be useful.
Conclusion
Conclusion Conclusion Conclusion
Missing data is a frequent problem for users of EFA and reliability analysis. The SPSS FACTOR procedure has three methods of handling missing data (listwise deletion, pairwise deletion and mean substitution), but all of them have well-known flaws. Graham (2009) suggests that EM covariances (and by extension EM correlations) provide a far superior basis for both of these types of analyses. The SPSS MVA procedure generates perfectly good vectors of EM means and SDs and matrices of EM covariances and correlations. However, MVA has no /MATRIX sub-command, and so the user who wishes to use a matrix dataset of EM correlations as input for FACTOR or RELIABILITY must first get the EM estimates from the output viewer into an appropriately formatted matrix dataset. One way to do so is to use OMS followed by a series of data management steps. The two !PrepEMdata macros described in this article facilitate that process. We hope that SPSS users who perform EFA or reliability analysis with missing data will find them useful. !ENDDEFINE. DATASET NAME EMcorr. DATASET ACTIVATE EMcorr. 
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