Aiming at the low efficiency, poor performance and weak stability of traditional clustering algorithms and the poor response to the processing of massive data in real time, a real-time streaming controllable clustering edge computing algorithm (SCCEC) is proposed. First, the data tuples that arrive in real time are pre-processed by coarse clustering, the number of clusters, and the position of the center point are determined, and a set formed by macro clusters having differences is formed. Secondly, the macro cluster set obtained by the coarse clustering is sampled, and then K-means parallel clustering is performed with the largest and smallest distances, thereby realizing fine clustering of data. Finally, the completely clustering algorithm and the edge-computing algorithm are combined to realize the clustering analysis under the edgecomputing framework. The experimental results show that the proposed algorithm has the advantages of high efficiency, good quality, and strong stability. It can quickly obtain the global optimal solution, and deal with massive data with high real-time performance. It can be used for real-time streaming data aggregation under big data background.
I. INTRODUCTION
The storage mechanism mainly includes some tapes, optical discs, and the like. Although people used this approach as big data at the time, from the perspective of today's data traffic, the storage of these data will undoubtedly be very limited and very limited in terms of operation [1] , [2] . With the advent of some current laptops, we have come up with a variety of data formats. The simple kind of tapes and CDs cannot solve the problem we have encountered now. Therefore, with the continuous emergence of various audio files, big data came into being [3] . Today, with the rapid development of the Internet, it has also promoted the third rapid development of China's data industry. The form of data is also very rich and complicated. There are both our common social networks and many media. Therefore, the power of big data in the scientific, academic, and industrial circles is not allowed to be ignored as a new generation of power [4] . In today's data explosion development, the data we analyze is so many The associate editor coordinating the review of this manuscript and approving it for publication was Honghao Gao . and complicated, so the traditional data processing methods have been unable to keep up with the development of the times. Therefore, the development of big data is an inevitable development trend [5] .
With the continuous development of network and information technology, the form of data representation is no longer just static forms such as files and databases. The emergence of real-time streaming data ensures the consistency and integrity of data writing, greatly improving the efficiency of information writing [6] , [7] . At present, real-time streaming data has been widely used in different fields. In the process of application, massive correlation data continuously flows into the data collection center at a certain rate. Therefore, high-quality, efficient clustering of these real-time streaming big data is a major task. With the increase of the scale and transmission rate of real-time streaming data, the traditional clustering algorithm cannot reach the current clustering standard. Therefore, it is of great significance to study a real-time streaming steerable clustering algorithm for big data [3] , [8] .
The algorithms CluStream [9] and HPStream [10] are two important clustering analysis algorithms in real-time VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ streaming data. Both algorithms use a two-stage clustering framework [11] , which divides the real-time streaming data clustering process into online computing micro-cluster and offline computing macro-cluster. The online part processes the streaming data arriving in real time, and can periodically save the micro clustering result. The offline part uses these micro-clustering results for further macro-clustering to obtain clustering results in different time ranges, which is an evolutionary analysis of historical data of streaming data. The CluStream algorithm can not only give the results of the entire streaming data clustering, but also give the clustering results in any time range and analyze the streaming data in a given time range. Literature [12] and literature [13] applied grid-based clustering algorithms to streaming data. Rupesh et al. [14] implements the K-Means clustering algorithm based on sliding window model. The K-means algorithm is one of the classical clustering algorithms, but the K-means algorithm has a high time and space complexity. Shao et al. [15] improved the K-means algorithm to adapt it to streaming data clustering. The improved algorithm only requires a single scan of the data and requires only a small memory space. Many traditional data classification algorithms, such as SPRINT algorithm [16] and RainForest algorithm [17] , can adapt to the pattern change of streaming data clustering in terms of concept drift, and meet the requirements of streaming data mining space complexity in memory usage. However, these algorithms have to scan the data set multiple times, which makes these algorithms unable to meet the time complexity of the data set. Ramírez-Gallego et al. [18] proposed an efficient incremental algorithm for streaming data clustering, which can quickly construct a decision tree with fixed memory and time. Shah et al. [19] proposed model for the big fata streams. The model resides in memory and can adapt to the fast update of frequent item sets, but the algorithm needs to consume a lot of memory space. Aiming at the disadvantages of low efficiency, poor performance, and weak stability of traditional clustering algorithms, a real-time flow controllable clustering edge computing algorithm (SCCEC) for big data is proposed. The algorithm realizes cluster analysis of real-time streaming data through two clusters. First, the data tuples that arrive in real time are pre-processed by coarse clustering, and the number of clusters and the position of the center point are determined, and a set formed by macro clusters having differences is formed. Secondly, the macro cluster set obtained by the coarse clustering is sampled, and then K-means parallel clustering is performed with the largest and smallest distances, thereby realizing fine clustering of data. Finally, the whole clustering algorithm and the edge computing algorithm are combined to realize the clustering analysis under the edge computing framework. The experimental results show that the proposed algorithm not only has higher clustering quality, but also has higher clustering efficiency.
Specifically, the technical contributions of our paper can be concluded as follows:
This paper proposes a real-time streaming steerable clustering algorithm for big data combined with edge computing. The proposed algorithm has the advantages of high efficiency, good quality, and strong stability. It not only has high clustering quality, but also has high clustering efficiency.
The rest of our paper was organized as follows. Related basic knowledge was introduced in Section. II. Real-time flow controllable clustering algorithm combined with edge computing was introduced in Section. III. Experimental results and analysis were discussed in Detail in Section. IV. Finally, Section. V concluded the whole paper.
II. RELATED BASIC KNOWLEDGE
Before introducing the algorithm in this paper, this paper introduces the basic knowledge used in the algorithm to better understand the idea of the algorithm.
A. EDGE COMPUTING CONCEPTS AND BENEFITS
With the rapid development of technologies such as the Internet of Things and 5G communication, the intelligent era of the Internet of Everything is accelerating. Accompanied by the rapid growth is data volume. By 2020, there will be approximately 31 billion Internet of Things devices connected [20] , [21] . At the same time, it is estimated that the total data flow will reach 18.9 ZB in 2021, which is 2.15 times higher than the 6.0 ZB in 2016. This situation poses a huge challenge to the widely used real-time flow controllable clustering edge computing algorithm [22] . Edge computing is a new computing algorithm that provides intelligent services at the edge of the network close to the object or data source. It can save network traffic, improve response speed and protect user privacy. It is highly recognized and recognized by industry and academia [23] .
The cloud computing service is a centralized service, and all data is transmitted to the cloud computing center through the network for processing [24] . The high concentration and integration of resources makes cloud computing highly versatile. However, in the face of explosive growth of Internet of Things devices and data, aggregated services based on cloud computing algorithms gradually reveal their real-time, network constraints, insufficient resource overhead, and privacy protection. In order to make up for the deficiencies of centralized cloud computing, the concept of edge computing comes into being. It refers to a distributed open platform that integrates network, computing, storage, and application core capabilities on the edge of the network close to the object or data source intelligent services [25] - [27] .
Edge computing refers to a new type of computing algorithm that performs calculations at the edge of the network. In the edge computing, the downlink data of the edge represents the cloud service, the uplink data represents the Internet of Everything service, and the edge of the edge computing refers to the path from the data source to the cloud computing center and computing and network resources. Figure 1 shows an edge computing algorithm based on bidirectional computational flow. The cloud computing center not only collects data from databases, but also collects data from edge devices such as sensors and smartphones. These devices take into account data producers and consumers. Therefore, the request transmission between the terminal device and the cloud center is bidirectional. Network edge devices not only request content and services from the cloud center, but also perform some computing tasks, including data storage, processing, caching, device management, and privacy protection. Therefore, it is necessary to better design the edge device hardware platform and its software key technologies to meet the requirements of reliability and data security in the edge computing algorithm.
The edge computing algorithm migrates part or all of the computational tasks of the original cloud computing center to the vicinity of the data source. According to the 3V characteristics of big data, namely volume, timeliness, diversity, centralized big data processing represented by cloud computing algorithms (as shown in Figure 2 ) and edge computing the algorithm represents the advantages of edge computing algorithms for the different data features of the edge-type big data processing (as shown in Figure 3 ).
In the era of centralized big data processing, the types of data are mainly text, audio and video, pictures and structured databases. The data volume is maintained at the PB level. The data processing under the cloud computing algorithm does not require high real-time performance. In the era of edge-type big data processing in the context of the Internet of Everything, the data types have become more responsible and diverse [28] . The perceptual data of the Internet of Everything has increased dramatically. The user terminals that have become data consumers have become producers with data generation. In the era of terminal and edge-type big data processing, the real-time requirements of data processing are high. In addition, the amount of data in this period has exceeded ZB level. In view of this, in the era of edge-type big data processing, due to the increase in the amount of data and the need for real-time, it is necessary to migrate the computing tasks of the original cloud center to the network edge devices to improve the data (such as the edge cloud in Figure 4 ). To this end, the data characteristics of the edge big data processing era have spawned edge computing algorithms.
For example, the temperature sensor sends temperature data to the gateway every minute, but the frequency of use is lower. As shown in Figure 4 , based on data privacy and security considerations, the source data is transparent to the task that the gateway runs. This type of task should extract the information needed for its processing from the integrated data table. We propose a table structure with a number, a name, a time, and a data so that edge device data can be stored in the table, and this hides the details of the perceived data from affecting data usage.
In the era of edge big data processing, cloud computing algorithms cannot effectively solve cloud center load, transmission bandwidth, data privacy protection and other issues. The rapid development of the Internet of Everything application service has spawned edge computing, which is the key supporting platform for hardware and software in the era of edge-type big data processing in the context of the Internet of Everything. The data processing mode in the edge computing algorithm can guarantee shorter response time and higher reliability, and more and more application services will be migrated from the cloud computing center to the network edge device. In addition, if most of the data can be processed on the edge device without uploading to the cloud computing center, the transmission bandwidth and power consumption of the device end are greatly saved.
B. EDGE COMPUTING ALGORITHM ARCHITECTURE
The architecture of the edge computing algorithm can be generally divided into a terminal layer, an edge computing layer, and a cloud computing layer [29] - [31] . As shown in Figure 5 , each layer can perform interlayer and cross-layer communication, and the composition of each layer determines the level of the layer. The computing and storage capabilities determine the capabilities of each level.
1) TERMINAL LAYER
The terminal layer is composed of various Internet of Things devices, such as sensors, RFID tags, cameras, smart phones, and so on. And it mainly performs the function of collecting original data and reporting it [7] . In the terminal layer, only the sensing capabilities of various Internet of Things devices are considered, regardless of their computing power. The billions of Internet of Things devices at the terminal layer continuously collect various types of data, and use the form of event sources as input to application services.
2) EDGE COMPUTING LAYER
The edge computing layer is composed of network edge nodes and is widely distributed between the terminal device and the computing center. It can be the smart terminal device itself, such as a smart bracelet, a smart camera, and so on. And can also be deployed in a network connection, such as a gateway and so on. Obviously, the computing and storage resources of the edge nodes are very different, and the resources of the edge nodes are dynamically changed. For example, the available resources of the smart bracelet are dynamically changed according to the usage of the human. Therefore, how to allocate and schedule computing tasks in a dynamic network topology is a problem worth studying. The edge computing layer implements basic service response by properly deploying and provisioning computing and storage capabilities on the edge of the network.
3) CLOUD COMPUTING LAYER
In the joint service of cloud computing, cloud computing is still the most powerful data processing center. The reported data of the edge computing layer will be permanently stored in the cloud computing center, and the analysis tasks and comprehensive global information that the edge computing layer cannot process. The processing tasks still need to be done in the cloud computing center. In addition, the cloud computing center can dynamically adjust the deployment strategy and algorithm of the edge computing layer according to the network resource distribution.
C. DEFINITION AND CHARACTERISTICS OF REAL-TIME STREAMING DATA
Real-time streaming data consists of contiguous associated data that exists in a time sequence [32] . The data in the real-time streaming data is presented in the form of a tuple. Therefore, the real-time streaming data can be regarded as a directional data stream composed of tuple units. Wherein, each field in the tuple corresponds to a data attribute value. Figure 6 depicts real-time streaming data.
Each tuple in the data stream can be viewed as consisting of a time sequence t * with a certain order and a representation data item p [33] . The timestamp t * can mark the arrival time of the data stream. The tuple usually consists of several data items and the content corresponding to the data item. If the number of data items is a, the tuple on each timestamp t * can be defined as [34] :
Compared with static data, real-time streaming data has the following characteristics:
(1) Time series, real-time streaming data arrives in the system in chronological order, and the arrival order is independent.
(2) Real-time, each tuple in real-time streaming data arrives in the system in real time and changes over time.
(3) Infinite, real-time streaming data arrives at the system without interruption, the data is large and cannot predict its maximum.
D. RESEARCH STATUS AT HOME AND ABROAD
Real-time streaming data is a new class of data objects generated in recent years based on real-time applications. It is a large number of continuous arrival, time-ordered, fastchanging, potentially infinite data [7] . In the real-time streaming data algorithm, data can only be accessed sequentially in the order in which the data arrives, and data cannot be randomly accessed. Compared to a large amount of potentially unlimited real-time streaming data, the memory capacity is small and only limited information can be stored. And access to real-time streaming data can only be one or a limited number of times, and the cost of multiple accesses is high. At present, the research direction of convection data mining mainly focuses on the classification of real-time streaming data [35] , frequent pattern mining [36] and clustering [37] . Clustering problem is a research hotspot of real-time streaming research and application prospects.
The essence of the clustering algorithm is to divide the massive real-time streaming data into several sub-sets by statistical information analysis method, extract the attribute feature quantity of real-time streaming data, and adjust the cluster center to realize data clustering optimization. Traditional big data clustering algorithms mainly include segmentation clustering algorithm, fusion method, and splitting method, hierarchical class algorithm, and neural network control algorithm [38] , [39] .
Karaca et al. [40] proposed a big data clustering algorithm based on K-means algorithm, which is based on the increase, use, and delivery mode of Internet-related services to achieve big data clustering; however, the algorithm has too much memory space demand of calculating the overhead. Tao et al. [41] proposed a big data clustering algorithm based on fuzzy C-means clustering. As the amount of data increases, the data density and the class distance are nonlinearly offset, resulting in unstable cluster centers and poor clustering results. Liu et al. [42] proposed an efficient classification algorithm for large data features based on fractional Fourier transform feature matching and K-L transform classification to achieve efficient classification of big data features. The shortcoming of the algorithm is that the dynamic scalability is not good, and it is sensitive to the initial clustering center and needs to be improved. Peeters and Ruhigira [43] used the weighted snapshot difference and the measure of distance between real-time streaming data, which does not reflect the similarity of trend changes between real-time streaming data. Jones [44] reduced the noise by discrete Fourier transform after preprocessing the real-time streaming data standardization, and clustered with the incremental online k-means algorithm. Both the quality of the algorithm and the efficiency of the execution depend on the number of DFT coefficients, making it difficult to achieve a balance between efficiency and quality. Laohakiat et al. [45] proposed an adaptive algorithm for clustering multiple realtime streaming data. The online phase uses a hierarchical mechanism to store summary information. An adaptive clustering algorithm is designed in the offline phase, but the online part of the algorithm calculates the statistical information for a long time. Fahy et al. [12] proposed an excellent data stream clustering algorithm. This algorithm first proposed two stages of data stream processing, namely online micro cluster clustering and offline macro cluster are clustering process. Liu et al. [46] proposed a density-based and space-based algorithm that can perform clustering of arbitrary shapes, but it has a large error in processing new data points that do not belong to existing cluster blocks. Kufa et al. [47] used the improved WAP to merge the patterns of newly detected classes into the clustering algorithm, and proposed a data aggregation algorithm with temporal features and near-neighbor propagation ideas, but it is difficult to adapt to massive big data. Zhen et al. [9] proposed an evolutionary data stream clustering algorithm based on neighbor propagation and density fusion based on the idea of neighbor propagation. Li et al. [48] proposed a research method of clustering algorithm based on edge computing for mixed attribute data streams. Yang and Nataliani [49] proposed a data stream fuzzy micro-cluster clustering algorithm based on weight decay. Zhang et al. [50] proposed a data stream clustering algorithm using fuzzy clustering algorithm. The clustering results overcome the shortcomings of hard clustering and can reflect the actual relationship between objects and classes.
III. REAL-TIME FLOW CONTROLLABLE CLUSTERING ALGORITHM COMBINED WITH EDGE COMPUTING
For big data real-time streaming data, it is mainly clustered by two processes [51] . The first process is coarse clustering, which performs corresponding preprocessing on the data tuples that arrive in real time, determines the number of clusters and the position of the center point, and roughly divides the data into several macro clusters through a small number of data dimensions and a simple metric algorithm. Satisfy the requirement, specify a time window, pass the macro cluster set to the second process, and the second process is a fine clustering process. By first sampling the macro cluster set, parallel clustering is performed using the maximum and minimum distance K-means., thus achieving fine clustering of real-time streaming data. Figure 7 depicts the entire clustering process framework. This algorithm has the advantages of high efficiency, good quality, and strong stability. It can quickly obtain the global optimal solution, process massive data in real time and be competent for clustering analysis of real-time streaming data under the background of big data.
A. BIG DATA REAL-TIME STREAMING CONTROLLABLE COURSE CLUSTERING
The coarse clustering is mainly used to form a set consisting of macro clusters with differences. All macro clusters only record corresponding features, and the algorithm used is the Canopy algorithm [52] . Suppose that t n data tuples arrive in the environment at a certain time, and the time stamps areT 1 , T 2 , . . . , T t n , forming a set S = {M 1 , M 2 , . . . , M s n } composed of s n macro clusters.
Rough clustering is a kind of real-time clustering. Therefore, an efficient algorithm is needed to implement clustering, and macro clusters are quickly obtained through the calculated correlation clusters, thus achieving coarse clustering.
The detailed steps of coarse clustering are as follows:
(1) Perform vectorization on the data tuples in real-time streaming big data, and pass the processed result list to the memory.
(2) Set two distance thresholds T 1 and T 2 , and let T 1 > T 2 . The variable T 1 and T 2 can be obtained by the following two formulas.
where max i represents the maximum value of thei dimension in the data stream; min i represents the minimum value of the i dimension in the data stream; d i represents the i dimension standard deviation in the data stream; u 1 and u 2 are two coefficients, and 0 < u 1 < 1, u 2 > 1.
(3) Randomly select a point T in the list to quickly find the distance between point T and all Canopy. If there is no Canopy, then point T as a Canopy, if the distance between point T and one of Canopy is within the threshold T 1 Inside, divide point T into this Canopy.
(4) If the distance between point T and one of Canopy is within the threshold T 2 , then point T is deleted from the list, and the point can no longer be used as the center of other Canopy.
(5) Repeat step (2) through step (4) until the list is empty.
B. BIG DATA REAL-TIME STREAMING CONTROLLABLE FINE CLUSTERING
The K-means algorithm is used as the clustering algorithm for the fine clustering process. In this process, the final clustering result is obtained according to the information about the macro cluster generated in the coarse clustering. The K-means algorithm is a typical distance clustering algorithm. It is assumed that there is a data set containing M real-time streaming data objects. The data set is divided into k subsets, and each subset represents a cluster. The distance between each object is different, and the distance is used as an evaluation index of similarity, thereby completing clustering. The detailed steps of the K-means algorithm are as follows:
(1) The k tuples selected from the M data tuples are taken as the initial cluster centers.
(2) Calculate the similarity between the remaining element ancestors and the initial cluster center, and divide them into corresponding class clusters according to similarity.
(3) Find the mean of all the objects in the cluster, and use the obtained mean as the cluster center.
(4) Repeat step (1) through step (3) until the obtained clustering results do not change or the results converge to a specified value. The sum of the mean squared deviations is usually used as a measure. The formula is described as follows:
In equation (4), V is used to describe the sum of mean squared errors of all objects in the associated real-time streaming dataset; x j is used to describe a point in the object space; µ j is used to describe the mean of clustering s j .
The fine clustering process takes the macro cluster obtained by the coarse clustering as the starting value of the K-means algorithm, and sets the initial center of the p-dimension of i-th macro-cluster to h j i , that is, the mean value of each tuple in the j-dimension, and the formula is described as follows:
In equation (5), F j i represents i-th correlation feature with latitude j; m n represents the nth association statistical feature.
The K-means algorithm belongs to one of the partitioning clustering algorithms. It has the advantages of simple algorithm and fast speed. It also has the disadvantages of large dependence on the initial cluster center, sensitivity to abnormal deviation data, and only suitable for processing numerical data. Therefore, this paper improves the K-means algorithm.
In the fine clustering, firstly, a small-scale working set X is extracted from the macro cluster sample set X by a random sampling method, and X = |X | /s is set, where s is a sampling factor, and the value is generally Between 5 and 100 (that is, the sampled data is 1% to 20% of the original data), and the value depends on the amount of macro cluster data. Then, the cluster center C 1 of the sampled macro cluster data is calculated by the maximum and minimum distance method, and the cluster center C with C 1 as the basis. Since the calculations between the K-means are independent of each other, the edge computing algorithm can be used to calculate Parallelization to improve the efficiency of computing. Then, it is calculated whether the new cluster center C and C distance is less than the set threshold Y, and if it is less than the execution end, the new cluster center and the clustering result are returned. Otherwise, the new cluster center C is reclustered until the distance between the two cluster centers is less than the set threshold.
When macro clusters are used as the starting value of the improved K-means algorithm, fine clustering does not require prior setting of the initial center. The detailed steps of the entire fine clustering process are as follows.
(1) Set the number of macro clusters k and find the center position of each macro cluster.
(2) The improved K-means algorithm is used to find the distance between the whole data tuple in the cache and the central position of the macro cluster, and according to the nearest distance principle, it is divided into corresponding clusters in order to obtain the micro cluster.
(3) Find the average time and time standard deviation of the macro cluster, thereby completing the identification of each micro-cluster time, determining the center position of each micro-cluster and the number of tuples in the microcluster, and finally, clearing the data tuple cache. Since there is a certain delay in the arrival time, these delays are unavoidable, so the time for the identification must be identified according to the characteristics of the macro cluster.
Assuming that the macro cluster set is S and M i is a macro cluster in the macro cluster set, the calculation formula of the average time stamp M µ i and the time stamp standard deviation M σ i is sequentially described as:
The average time stamp S µ of the macro cluster set S and the time stamp standard deviation S σ are calculated, and the calculation formula is as follows. Where s n represents the number of macro clusters.
C. COMBINATION OF CLUSTERING ALGORITHM AND EDGE COMPUTING ALGORITHM
With the rapid development of the Internet of Things and the popularity of 4G and 5G wireless networks, the era of the Internet of Everything has arrived, and the number of network edge devices has increased rapidly. With the cloud computing algorithm as the core of the centralized big data processing era, its key technologies have been unable to efficiently process the data generated by edge devices, mainly in:
1) The linear growth of centralized cloud computing capabilities cannot match the explosive growth of massive edge data.
2) The transmission of massive data from the network edge device to the cloud center causes the load of the network transmission bandwidth to increase sharply, resulting in a long network delay.
3) Network edge data involves personal privacy, making privacy security issues particularly prominent. 4) Network edge devices with limited power consumption transmit data to the cloud center and consume large amounts of power.
To this end, edge-based big data processing for massive data generation by network edge devices with edge computing algorithm as the core emerges. In this paper, real-time streaming controllable clustering algorithm and edge computing algorithm camera are applied to real-time streaming data and big data processing at the edge of the network, which better solves the above problems in big data processing in the era of Internet of Everything.
The request and response of the terminal device and the cloud computing center in the edge computing algorithm are two-way. As shown in Figure 8 , the terminal device not only sends a request to the cloud computing center, but also completes the computing task delivered by the cloud computing center. The cloud computing center is no longer the only relay between data producers and consumers. Since the terminal device takes into account the roles of data producers and consumers, some services can respond directly at the edge and return to the terminal device, cloud computing center and edge. Two service response flows are formed separately.
After the algorithm firstly performs coarse clustering and fine clustering on real-time streaming data, the whole clustering algorithm is transplanted into the edge computing algorithm, and the computing task is run on the computing resources close to the data source, which can improve the processing speed of big data to achieve the effect of processing data in real time. Figure 9 is a block diagram of a combination of a clustering algorithm and an edge computing algorithm. The big data set is decomposed into thousands of small data sets, each of which performs edge computing tasks in parallel by one node in the cluster and generates intermediate results, and then these intermediate results perform parallel computing tasks in multiple nodes to form a final result.
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENT ENVIRONMENT
In order to verify the effectiveness of the algorithm, the computer model selected for the experiment is Lenovo YOGA710, the CPU is Intel Core i5-7200U, the memory capacity is 4 GB, and the hard disk is 500G. The operating system is CentOS5, Hadoop 1.0.4, and Eclipse 4.2, stand-alone pseudo-distributed and clustered fully distributed environment.
B. CLUSTERING PERFORMANCE ANALYSIS
In this paper, the clustering performance of the proposed algorithm is verified by comparing the algorithm SCCEC with the literature [12] , the literature [48] , the literature [49] and the K-means algorithm. Before the experiment, set the relevant parameters such as data set size n, segment length d, cluster number m, number of compute nodes r, and data flow rate v, so that n = 20000, d = 30, m = 50, r = 8. The data flow rate v is 350 data points per second. In order to ensure the accuracy of the experiment, the mean of 10 experiments was taken as the analysis object. The clustering quality of the algorithm is measured by the correct rate of big data realtime streaming data clustering results. The higher the correct rate is, the stronger the performance of the algorithm for real-time streaming data clustering is. Figure 10 depicts the results of five algorithm clustering performance comparisons. Figure 11 depicts the comparison results of five algorithms convergence speed performance.
It can be seen from Figure 10 and Figure 11 that the correct rate of real-time streaming data clustering results obtained by SCCEC is higher than that of the comparison algorithm, which indicates that the proposed algorithm has higher clustering performance. The convergence speed of the algorithm SCCEC is significantly higher than that of the comparison algorithm, and in each iteration, the clustering algorithms of literature [48] and literature [49] are also less effective than the k-means clustering algorithm. At the same time, when the amount of data increases gradually, the convergence speed of the literature [48] and the literature [49] will decrease, but the convergence of the algorithm SCCEC is very fast. It can be seen that the proposed algorithm is very effective in both convergence speed and clustering performance.
In order to verify the offline and online characteristics of the algorithm, the proposed algorithm SCCEC and K-means are compared to verify the effectiveness of the proposed algorithm. The offline and online characteristics are shown in Figure 12 . The online and offline characteristics are defined as follows, where g is the number of iterations. Figure 12 shows the online and offline features of SCCEC and k-means clustering algorithms respectively. It can be seen that in each iteration, the clustering accuracy of the optimal solution obtained by the algorithm is better than that of the K-means algorithm. Moreover, the convergence speed is faster, which indicates that in the clustering process, the performance of this algorithm is superior to K-means on the basis of ensuring the diversity of candidate solutions.
C. DISTANCE SUM PERFORMANCE ANALYSIS
The square sum of distance is another important indicator to measure the quality of clustering. It is defined as follows: Assume that the time is t c , the time base is determined ast, and in time interval t ∼ t c , there are N data points passing through, for these N Data points, where N data points are divided into certain clusters, then the remaining N ∼ N data points are called outliers. For each data point p i , the centroid C p i of the cluster with the shortest distance can be found, and the interval size l(p i , C p i ) between the point p i and the centroid C p i is obtained, and for the N data points, at the time point the sum of the squares of the distance t c is l 2 (p i , C p i ). The smaller the square sum value, the stronger the clustering quality of the algorithm. Figure 13 depicts the results of the five algorithm distance sum squares.
It can be seen from the analysis of Figure 13 that distance sum of squares of the algorithm SCCEC is always more than the comparison algorithm, which further indicates that the SCCEC algorithm has higher clustering performance.
The performance of the proposed algorithm is verified by the number of clusters. In different time intervals, the algorithm, literature [12] , literature [48] , literature [49] and K-means algorithm are used to cluster real-time streaming data, and the number of clusters of each algorithm is recorded. Table 1 describes the comparison results of cluster number of five algorithms.
It can be seen from Table 1 that the number of clusters of the SCCEC algorithm is higher than that of the comparison algorithm in each time interval. In addition, the number of clusters of the three algorithms increases with the increase of the time interval, although the number of K-means algorithms in the early stage is larger than that in this paper, but the amount of increase is very small in the late stage. However, the algorithm always increases in more increments, which indicates that the algorithm can cluster more real-time streaming data in the same time interval.
D. CLUSTERING EFFICIENCY ANALYSIS
The efficiency of the proposed algorithm is verified by two indicators, running time and associated data stream processing efficiency. The SCCEC, the literature [12] , the literature [48] , the literature [49] and the K-means algorithm are used to control the clustering of real-time streaming big data streams. Figure 14 depicts the comparison of the running times of the five algorithms for different data flow rates. Figure 15 depicts the comparison of the processing efficiencies of the five algorithms for the data stream.
Analysis of Figure 14 shows that when the data flow rate is slow, the running time of the K-means algorithm is less than that of the literature [12] algorithm, which is caused by the initialization of the algorithm. However, when the data flow ratev ≥ 400 points·s −1 , the running time of the literature [12] algorithm is less than that of the K-means algorithm. And the running time of the SCCEC algorithm is always less than that of the literature [48] algorithm and the literature [49] . In addition, in the case of increasing data flow, the running time of the algorithm SCCEC is only slightly increased in the initial process, and then basically maintained at a fixed value, while the average time of the literature [49] algorithm and the K-means algorithm is significantly increased. The algorithm of this paper is better than the other two algorithms.
It can be seen from the analysis of Figure 15 that the processing efficiency of the SCCEC algorithm for the quantity stream is always higher than that of the comparison algorithm, which further demonstrates that the algorithm has higher efficiency.
E. CLUSTER STABILITY ANALYSIS
The stability of the algorithm is tested, and the number of initial clusters k is set to cluster the same real-time data stream, and the clustering result is viewed, as shown in Figure 16 . As can be seen from Figure 16 , the number of initial clusters k (k = 2, 4, . . . , 12) is set. After a period of time, the number of clusters will soon become the same, indicating the algorithm of this paper. Not sensitive to parameter k, has good stability. This is mainly because the SCCEC algorithm uses a dual clustering approach. First, the data tuples that arrive in real time are pre-processed by coarse clustering, and the number of clusters and the position of the center point are determined, and a set formed by macro clusters having differences is formed. Secondly, the macro cluster set obtained by the coarse clustering is sampled, and then K-means parallel clustering is performed with the largest and smallest distances, thereby realizing fine clustering of data. The clustering structure can be dynamically adjusted with data flow changes to reflect real changes and has high stability.
V. CONCLUSION
Under the big data system, there are technical problems that real-time processing systems need to overcome, and there are many drawbacks and shortcomings. Aiming at the low efficiency, poor performance, and weak stability of traditional clustering algorithms and the poor response to the processing of massive data in real time, this paper proposes a real-time streaming controllable clustering edge computing algorithm for big data. In this paper, the clustering of realtime streaming data is completed through two processes of coarse clustering and fine clustering. First, the data tuples that arrive in real time are pre-processed by coarse clustering, and the number of clusters and the position of the center point are determined, and a set formed by macro clusters having differences is formed. Secondly, the macro cluster set obtained by the coarse clustering is sampled, and then K-means parallel clustering is performed with the largest and smallest distances, thereby realizing fine clustering of data. Finally, the whole clustering algorithm and the edge computing algorithm are combined to realize the clustering analysis under the edge computing framework. The simulation results show that the proposed algorithm performs well in improving the performance of big data clustering. The real-time streaming data clustering by the algorithm of this paper reduces the misclassification rate, has better optimization performance, can quickly obtain the global optimal solution, and processes the massive data with high real-time performance.
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