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Recent tunneling conductance measurements of Majorana nanowires show a strong variation in
the magnetic-field dependence of the superconducting gap among different devices. Here, we the-
oretically study the magnetic field dependence of the gap-closing feature and establish that the
degree of convexity (or concavity) of the gap closing as a function of Zeeman field can provide
critical constraints on the underlying microscopic parameters of the semiconductor-superconductor
hybrid system model. Specifically, we show that the gap-closing feature is entirely concave only
for strong spin-orbit coupling strength relative to the chemical potential. Additionally, the non-
linearity (i.e., concavity or convexity) of the gap closing as a function of magnetic field complicates
the simple assignment of a constant effective g-factor to the states in the Majorana nanowire. We
develop a procedure to estimate the effective g-factor from recent experimental data that accounts
for the nonlinear gap closing, resulting from the interplay between chemical potential and spin-orbit
coupling. Thus, measurements of the magnetic field dependence of the gap closure on the trivial
side of the topological quantum phase transition can provide useful information on parameters that
are critical to the theoretical modeling of Majorana nanowires.
I. INTRODUCTION
The search for Majorana zero modes (MZMs) in solid
state systems,1–16 a major component of the recent quan-
tum information upheaval in condensed matter physics,
is characterized by a perhaps perplexing dichotomy be-
tween remarkable experimental advances17–27 and the
lack of unambiguous demonstration of topological su-
perconductivity and topologically protected MZMs, as
predicted within the robust framework of the nonin-
teracting theory.3,5,28,29 Focusing on the most promis-
ing MZM platform, the semiconductor-superconductor
(SM-SC) hybrid nanowire system,6,8,10,14,30–32 one notes
that the overwhelming majority of experimental signa-
tures consistent with the presence of MZM were obtained
using local probes (more specifically, charge tunneling
measurements33–35); so far, these signatures are not cor-
roborated by observations of any corresponding nonlo-
cal feature,1,3,36–40 as predicted theoretically. It should
be emphasized that non-local correlations are the hall-
mark of a topological system, and it is insufficient to
infer about MZMs based only on local tunneling mea-
surements. Furthermore, it has been argued that (local)
signatures similar to those generated by the presence of
topological MZMs can also emerge from low-energy, non-
topological Andreev bound states (ABS) in systems with
smooth confinement,41–48 disorder,45,46,48–63 or inhomo-
geneous potentials.64–66 In addition, for hybrid SM-SC
structures, it is rather problematic to measure key pa-
rameters, such as the chemical potential, the spin-orbit
coupling, and the effective g-factor, which control the
low-energy Majorana physics,3,5 making it difficult to as-
sess whether or not the experimental conditions are con-
sistent with the emergence of topological superconduc-
tivity. For example, measured system parameters (e.g.,
the Lande´ g-factor, the spin-orbit coupling, the chemical
potential) in isolated semiconductor nanowires do not tell
us anything about the relevant parameters for the actual
SM-SC hybrid nanowire structures, where the SC sub-
strate most certainly strongly (and in an unknown and
uncontrolled manner) renormalizes the system parame-
ters.
To address these problems, it is essential that the
experimental efforts be supplemented with theoretical
studies that focus on realistic experimental conditions
and aim to establish a direct relationship between key
model parameters and certain robust experimental fea-
tures. The recent numerical studies of electrostatic ef-
fects in SM-SC hybrid structures based on self-consistent
solutions of the Schro¨dinger-Poisson problem67–69 repre-
sent an important step in this direction. In particular,
this type of work is essential for understanding the prox-
imity effect induced by the coupling between the SM and
the SC and the impact of applied gate voltages on the
SM-SC coupling. In turn, these effects control the values
of basic parameters, such as the induced pair potential
and the Lande´ g-factor. Furthermore, three-dimensional
self-consistent schemes67 are crucial for understanding
systems with inhomogeneous parameters, including the
tunnel barrier regions at the ends of proximitized Majo-
rana wires and the possible formation of quantum dots
inside or at the ends of a hybrid system. An impor-
tant caveat with respect to such self-consistent numeri-
cal modeling is, however, that the appropriate boundary
conditions (since both Schro¨dinger and Poisson equations
are second-order partial differential equations, boundary
conditions control the actual solutions) are simply un-
known for the experimental nanowires and, therefore, ex-
tensive use of the actual experimental data as compared
with theoretical simulations is essential for progress. The
current paper establishes that certain experimentally ob-
served features in the Zeeman field driven gap closing
ar
X
iv
:1
81
0.
10
09
7v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
16
 Fe
b 2
01
9
2in Majorana nanowires can be useful, when compared
with appropriate theoretical simulations we develop, in
providing estimates for various microscopic parameters
underlying the SM-SC hybrid structures.
In this paper, we focus on establishing a direct rela-
tionship between several key effective parameters in the
Majorana nanowire model, including the spin-orbit cou-
pling and the effective g-factor, and a robust experimen-
tal characteristic: the gap-closing feature that character-
izes the generic dependence of the low-energy differential
conductance on the applied magnetic field. It has been
shown70 that below the topological quantum phase tran-
sition TQPT, i.e., in the so-called trivial SC regime, clean
superconducting spin-orbit-coupled nanowires are generi-
cally characterized by finite energy in-gap intrinsic ABSs
that generate a strong gap-closing feature in the tun-
neling spectra. The gap-closing feature associated with
these intrinsic ABSs (i-ABSs) emerging in clean systems
at (generic) finite values of the chemical potential always
precedes70 the emergence of the Majorana-induced zero-
bias conductance peak (ZBCP). The presence of (weak)
inhomogeneities (e.g., smooth confining potentials) af-
fects the dependence of these ABS on the applied mag-
netic field, but, typically, does not remove them. Conse-
quently, the associated gap-closing feature is expected to
be quite generic, as confirmed experimentally by its ubiq-
uitous presence in the measured tunneling spectra. Here,
we work under the assumption of a clean (i.e., assuming
the absence of any extrinsic ABS) system and show that
the shape of the gap-closing feature associated with the
intrinsic ABS is determined by key effective parameters,
i.e., chemical potential, spin-orbit coupling, and g-factor,
which could be estimated by fitting the experimentally
measured tunneling conductance spectra. We empha-
size that the details of our current analysis are valid in
the clean (i.e., homogeneous) limit without complications
arising from extrinsic ABSs. Generalizations that include
the effects of inhomogeneities (e.g., smooth confinement
potentials) are straightforward, but highly non-universal
(and, therefore, perhaps not particularly illuminating).
By contrast, the clean limit results presented in the cur-
rent paper are quite robust and can be used as a bench-
mark for the effective parameters obtained by compar-
ing experimental data and theoretical simulations. In
particular, we show that the concavity/convexity of the
gap-closing feature as a function of the increasing Zee-
man field is controlled by the strength of the spin-orbit
coupling. We note that our procedure of estimating the
effective parameters, which is based on the homogeneous
system assumption, is useful even when the experimen-
tal system does not actually satisfy this condition (e.g.,
when the physics is dominated by extrinsic ABS). In this
case, the procedure will lead to inconsistencies (e.g., un-
physical parameter values, discrepancies with estimates
based on different procedures, unphysical dependence on
control parameters such as gate potentials, etc.) that will
signal the “extrinsic” nature of the ABS responsible for
the gap-closing feature. In turn, this type of situation
should immediately call into question the nature of the
ZBCP that follows the gap-closing feature, since in the
presence of inhomogeneities it could be associated with
either MZM or ABS coalescing toward zero energy.71 We
make the pristine nanowire assumption simply because
our results are then universal whereas the corresponding
extrinsic ABS system will be totally determined by the
details of the nanowire which would vary non-universally
from sample to sample.
The remainder of this paper is organized as follows. In
Sec. II, we present the theoretical model of the SM-
SC hybrid system and the numerical method used in
this paper. In Sec.III, we discuss the curvature of gap-
closing feature and the information it can provide about
the effective parameters. The results for the effective g-
factor, including a discussion of field-dependent effective
g-factor, are presented in Sec. IV. In Sec.V, we use ac-
tual experimental results to extract the effective system
parameters based on a simulated annealing fitting pro-
cedure. Our conclusions are presented in Sec.VI. The
Appendix provides some technical details on the subtle
role of spin-orbit coupling in the theory.
II. MODEL AND NUMERICAL METHOD
To properly account for the basic effects that determine
the low-energy physics of SM-SC hybrid structures under
realistic, laboratory conditions, minimal models have to
incorporate information regarding the nanostructure size
and geometry, the coupling at the SM-SC interface, as
well as disorder and external potentials, including applied
gate potentials. The corresponding Hamiltonian has the
following generic form5
Htot = HSM +HZ +HV +HSC +HSM-SC, (1)
where HSM is the non-interacting Hamiltonian of the
semiconductor component, HZ describes the applied Zee-
man field, HV contains contributions from disorder and
gate potentials, HSC describes the parent superconduc-
tor, and HSM-SC characterizes the SM-SC coupling. In
this paper, we focus on the homogeneous, clean wire
regime, hence we neglect possible contributions from dis-
order and gate potentials, HV = 0. We note that, in gen-
eral, non-uniform potential effects can be safely ignored if
the characteristic strength of the potential inhomogeneity
is small compared to the characteristic energy scale for
proximity-induced superconductivity (e.g., the induced
pair potential). This means, as emphasized already in
the Introduction, that we are ignoring any extrinsic ABS
effects in the physics of the Majorana nanowires, which
is the experimental goal anyway.
Further simplifications can be made in the weak cou-
pling limit, when the proximity effect due to the cou-
pling to the parent superconductor is described by
an induced pair potential ∆. In this limit, the hy-
brid nanowire is described by the “standard” minimal
3Bogoliubov-de Gennes (BdG) Hamiltonian,29,30,32 Hˆ =
1
2
∫
dx Ψˆ†(x)HtotΨˆ(x) with
Htot =
(
− ~
2
2m∗
∂2x − iα∂xσy − µ
)
τz +VZσx + ∆τx. (2)
Here, Ψˆ =
(
ψˆ↑, ψˆ↓, ψˆ
†
↓,−ψˆ†↑
)T
represents a position-
dependent spinor, while ~σ and ~τ denote Pauli matri-
ces in the spin and particle-hole space, respectively. A
magnetic field applied along the wire (i.e., in the x di-
rection) produces the Zeeman term HZ = VZσx, while
the proximity-induced superconductivity is described (in
the weak coupling limit) by term ∆τx. Unless stated
specifically, the values of the effective parameters used in
the numerical calculations are8,20–22 m∗ = 0.015me (for
the effective mass) and ∆ = 0.2meV (for the proximity-
induced superconducting gap). In addition, the Zeeman
splitting is VZ =
1
2µBgB, where B is the applied mag-
netic field, µB = 5.788× 10−5 eV/T is the Bohr magne-
ton, and g ∼ 4 − 50 is the effective Lande´ factor (with
expected values within a relative wide range.19,23–25) The
total length of the SM-SC hybrid nanowire considered in
the calculations is L ∼ 1 − 2 µm.17–19 The theory itself
is independent of the parameter details, but any fitting
to the experimental data necessitates assumptions about
some of these system parameters whereas others can be
extracted by comparing theory and experiment.
The weak coupling limit may not be appro-
priate for all experimental situations, particularly
those involving epitaxial aluminum(Al) as the parent
superconductor.23,60,72 To go beyond the weak coupling
approximation, we consider the proximity effect more
closely, within a Green’s function approach.16,73,74 Note
that, in essence, the superconducting proximity effect is
due to the electrons in the SM wire penetrating inside
the parent SC. To formally capture this effect, one can
integrate out the SC degrees of freedom and replace the
parent SC by a self-energy term in the effective Green’s
function for the wire.5,35,64,73–75 Explicitly, the parent
SC can be described at the mean-field level by the tight-
binding BdG Hamiltonian
HSC =
∑
i,j,σ
(
tSCij − µSCδij
)
a†iσajσ+∆0
∑
i
(
a†i↑a
†
i↓ + ai↓ai↑
)
,
(3)
where i and j are site indices, a†iσ (aiσ) is the creation
(annihilation) operator for an electron with spin σ at the
position i, µSC represents the chemical potential, and ∆0
is the parent superconducting gap. In addition, the SM-
SC coupling term has the form
HSM-SC =
∑
i,j
∑
σ
[
t˜σi,jc
†
iaj,σ + H.c
]
, (4)
where i and j label lattice sites at the SM-SC interface
(inside the SM and the SC, respectively) and t˜σi,j = t˜ are
hopping matrix elements between nearest-neighbor inter-
face sites. Integrating out the superconductor degrees of
freedom results in a surface self-energy contribution to
the semiconductor Green’s function,
Σi,i(ω) = −
∣∣t˜∣∣2vF [ ω + ∆0τx√
∆20 − ω2
+ ξτz
]
, (5)
where vF is the surface density of states of the supercon-
ductor at the Fermi energy and ξ is a proximity-induced
shift of the chemical potential. In the numerical cal-
culations we take ξ = 0 and include this contribution
in the effective chemical potential. The corresponding
frequency-dependent total “Hamiltonian” that general-
izes the expression in Eq.(2) is
HSE =
(
− ~
2
2m∗
∂2x − iα∂xσy − µ
)
τz+VZσx−γ ω + ∆0τx√
∆20 − ω2
,
(6)
where the effective SM-SC coupling is γ =
∣∣t˜∣∣2vF . Note
that in the weak coupling regime (γ  ∆0) the pairing
term becomes ∆τx, with an induced gap ∆ =
γ∆0
γ+∆0
∼ γ,
while the dynamical correction (i.e., the term propor-
tional to ω) can be neglected.5,75–77 Although the two
models provide similar results qualitatively, there are
significant quantitative differences. We emphasize that
value of critical VZ necessary for closing the gap at the
TQPT is much higher in the self-energy model in the
strong-coupling regime. Within this approximation, Eq.
(6) reduces to the effective Hamiltonian in Eq.(2). Below,
we investigate the intermediate/strong coupling regime
with γ comparable to the superconducting gap for Al,17
∆0 = 0.34 meV.
We calculate numerically the low-energy spectra of
tight-binding models obtained by discretizing the con-
tinuous Hamiltonians in Eqs.(2) and (6).78 The tight-
binding Hamiltonians are diagonalized for different val-
ues of the Zeeman splitting VZ using the Arnoldi itera-
tion technique79 for sparse matrices, which is an efficient
way of obtaining the lowest energy in particle channel
and, thus, the gap closing line. Note that the self-energy
“Hamiltonian” Eq. (6) is ω-dependent, which means that
a straightforward diagonalization is not possible and an
iterative method has to be considered instead.
We conclude this section with a summary of the main
approximations used in the construction of the tight-
binding model. First, we work in the homogeneous, clean
wire limit, so we neglect all possible contributions from
disorder and gate-induced potentials. Second, the ef-
fects of many-body interactions are not considered ex-
plicitly, but are incorporated into the effective model pa-
rameters. Third, we work in the single-band approxima-
tion, which holds as long as the occupancy of the wire is
low and there are no strong potential inhomogeneities.
Note that for nanowires having many occupied bands
(of the order 10-30) and strong inhomogeneities, the in-
ter band couplings become significant and the single-
band approximation fails.76,77 But, such a multi band
4situation is manifestly non-universal in a complicated
manner. Finally, the SM-SC coupling is treated both
in the weak coupling (static) approximation and, more
accurately, within a self-energy approach that captures
the proximity-induced pairing as well as the proximity-
induced low-energy renormalization. We note that the
most significant impact on the gap-closing feature would
result from breaking the homogeneous wire assumption,
while relaxing the other approximations is expected to
generate relatively minor quantitative changes. There-
fore, any significant inconsistency of the results obtained
using the procedure described in this paper should be
naturally interpreted as an indication that the low-energy
physics of the hybrid system is most likely controlled by
inhomogeneities (e.g., disorder, smooth confining poten-
tials, unwanted quantum dots, etc.). In such a situation
(i.e., when our simulations lead to inconsistencies as com-
pared with the experimental data), the unfortunate con-
clusion has to be that the nanowire physics is dominated
by non-topological ABS rather than topological MZM.
III. THE CURVATURE OF THE GAP-CLOSING
FEATURE
In this section, we relate the measured convexity or
concavity of the gap-closing feature to potential con-
straints on the parameters of the Majorana nanowire
model. For ideal wires (i.e., without end quantum
dots), the visible conductance peak that produces the
gap-closing feature is associated with i-ABSs, which are
generically present at finite chemical potential.70 There-
fore, the degree of concavity of the gap closure can be de-
termined from the dependence of the lowest energy state
on the applied Zeeman field in the topologically trivial
regime, i.e., E(VZ) for 0 < VZ < VZc, where E(VZ) > 0
is the (positive) energy of the i-ABS. The curvature of the
gap-closing feature is determined by the second deriva-
tive of E(VZ), with
∂2E
∂V 2Z
≥ 0 (≤ 0) representing a convex
(concave) feature. Such convexity or concavity is rou-
tinely present in the experimental gap-closing features of
Majorana nanowires, but is rarely commented upon in
the literature where the focus is almost always on the
ZBCP beyond the full closing of the gap.
We investigate the dependence of the curvature of the
gap-closing feature on the effective parameters starting
with the simple (weak coupling) model defined by Eq. 2.
The results of the numerical calculation, including the de-
pendence of the lowest energy on the applied Zeeman field
and the first two derivatives of E(VZ), are shown in Fig.1.
Notice that, in general, the energy of the i-ABS does not
have a linear dependence on the Zeeman field, i.e., the
curvature of E(VZ) is nonzero, which complicates a sim-
ple definition of the g-factor. Moreover, a system with
relatively weak spin-orbit coupling, α = 0.05 eVA˚ [blue
lines in Fig.1(a)-(c)], has a preponderantly convex gap-
closing feature, i.e., ∂
2E
∂V 2Z
≥ 0 for values of the Zeeman
field VZ ∈ V that are not too close to VZ = 0 or VZ = VZc,
where V is the interval of VZ that satisfies ∂
2E
∂V 2Z
≥ 0. By
contrast, in the presence of a stronger spin-orbit coupling
(α = 0.2 eVA˚, orange lines) the gap-closing feature is,
basically, concave. Note that the small convex region in
the vicinity of TQPT at VZc =
√
µ2 + ∆2 is a finite size
effect,80,81 which is always present because of the finite
nanowire length. In addition to the dependence on the
spin-orbit coupling strength, the curvature of the gap-
closing feature depends on the chemical potential µ, as
shown in the lower panels of Fig. 1. In general, we find
that for a given value of the spin-orbit coupling the gap-
closing feature becomes less concave and, eventually, par-
tially convex, with increasing chemical potential. This
trend is illustrated by the comparison between the blue
lines (µ = 0.1 meV) and the orange lines (µ = 0.6 meV)
in the lower panels of Fig.1. Note that we are using an
extremely long nanowire(30 µm) for the reason that we
only intend to reveal the gap-closing feature dependence
of chemical potential µ and spin-orbit coupling α. Using
a shorter length will in general increase the amplitude
of Majorana oscillations beyond the TQPT significantly,
the amplitude is also determined by chemical potential
µ and spin-orbit coupling α.82 In Sec.V, where we used
several latest experiment data,17–19 we do not see a no-
ticeable oscillation in our result. Our main motivation
for using long wire lengths is to focus on the gap closing
physics below TQPT without any complications arising
from finite size effects or Majorana oscillations.
To determine the “critical” value αc of the spin-
orbit coupling associated with the gap-closing feature
becoming entirely concave, we introduce the ancillary
function70 F (E) (see Appendix A). In particular, for
α = 0 we have E(VZ) = (∆− VZ)θ(∆− VZ), where θ(x)
is Heaviside step function, and the gap-closing feature
is linear VZ ∈ [0, VZc]. However, for infinitesimal values
of the spin-orbit coupling α 6= 0 the gap-closing feature
becomes convex over the whole range 0 < VZ < VZc.
Upon further increasing α, the gap-closing feature re-
mains convex only within a certain (shrinking) range
VZ ∈ V ⊂ (0, VZt) and, eventually, becomes completely
concave at αc. Here, VZt < VZc is the crossover point
from the i-ABS regime to the bulk state regime.70 The
resultant value of critical spin-orbit coupling αc is (see
Appendix A)
αc = β
√
h2µ
m∗
, (7)
where the dimensionless coefficient β can be determined
numerically.
The dependence of the critical spin-orbit coupling on
the chemical potential for a system with ∆ = 0.2 meV
is shown in Fig. 2. Note that the analytical result (solid
line) given by Eq. (7) is in excellent agreement with
the fully numerical result (dots). The monotonic depen-
dence αc ∝ √µ provides an explanation for the trend
discussed in relation to Fig. 1, i.e., that for a given
5Figure 1. (Color online) (a) Energy of the lowest-lying state as a function of Zeeman field for a system with α = 0.05 eVA˚
(blue) and α = 0.2 eVA˚ (orange) within the weak coupling model defined by Eq. (2) with ∆ = 0.2 meV, µ = 0.2 meV, and
wire length L = 30 µm. The orange line is mostly concave while the blue line is mostly convex. (b) Absolute value of the
first derivative of the lowest energy modes shown in (a). (c) Second derivative of the lowest energy modes shown in panel (a).
The blue line is mostly positive, indicating a predominantly convex gap-closing feature, while the orange line corresponds to
a concave gap-closing feature. (d) Lowest energy as a function of Zeeman field for a weak coupling model with ∆ = 0.2 meV,
α = 0.2 eVA˚, L = 30 µm, and two different values of the chemical potential: µ = 0.1 meV (blue) and µ = 0.6 meV (orange).
The orange line is mostly convex while the blue line is almost linear. (e) First derivative of the lowest energy modes shown in
(d). (f) Second derivative of the lowest energy modes shown in panel (d).
Entirely Concave
Partialy Convex
Figure 2. (Color online) Dependence of the “critical” spin-
orbit coupling αc on the chemical potential within a weak
coupling model with ∆ = 0.2 meV. Spin-orbit coupling values
above αc result in a completely concave gap-closing feature,
while α < αc corresponds to partially convex features. Note
that the analytical result given by Eq. (7) (solid line) is in
excellent agreement with the numerical calculation (dots).
spin-orbit coupling the gap-closing feature becomes less
concave and, eventually, partially convex, with increasing
chemical potential. Also, for a given value of the chemical
potential, the gap-closing feature is completely concave if
α > αc(µ) and becomes more concave with increasing α.
On the other hand, α < αc(µ) the gap-closing feature is
partially convex (and becomes more convex upon reduc-
ing the spin-orbit coupling). Thus, convexity/concavity
of gap-closing features contains rich implicit information
about the underlying spin-orbit coupling, g-factor (which
converts the applied magnetic field to a Zeeman energy
splitting), and chemical potential.
Next, we generalize our investigation of the curva-
ture of the gap-closing feature by fully incorporating
the proximity effect within a self-energy approach (see
Sec. II). The numerical results for a system with in-
termediate SM-SC coupling (γ = ∆0 = 0.3 meV) are
shown in Fig.3. Note that the critical Zeeman field
VZc associated with the TQPT is larger than the cor-
responding field in the weak coupling regime, as shown
in Fig.3(a). More specifically, it is controlled by the effec-
tive SM-SC coupling, rather than the induced gap, and
we have VZc =
√
µ2 + γ2 (instead VZc =
√
µ2 + ∆2),
with γ > ∆. While there are quantitative differences
between the weak coupling results shown in Fig.1 and
the intermediate coupling behavior illustrated in Fig.3,
one notices that the general trends are not affected by
the coupling strength. In particular, the low values of
the chemical potential and large spin-orbit coupling fa-
vor the emergence of concave gap-closing features, while
increasing µ and decreasing α leads to convex features.
We conclude that the curvature of the gap-closing fea-
ture is strongly dependent on two key system parame-
6Figure 3. (Color online) (a) Energy of the lowest-lying state as a function of Zeeman field for the self-energy model defined by
Eq. (6) with ∆0 = 0.3 meV, γ = 0.3 meV, µ = 0.2 meV, L = 30 µm, and two values of the spin-orbit coupling: α = 0.05 eVA˚
(blue) and α = 0.5 eVA˚ (orange). (b) Absolute value of the first derivative of the lowest energy modes shown in (a). (c)
Second derivative of the lowest energy modes shown in panel (a). The blue line is mostly positive, indicating a predominantly
convex gap-closing feature, while the orange line corresponds to partially concave gap-closing feature that is nearly linear over a
significant VZ range. (d) Lowest energy as a function of Zeeman field for a self-energy model with ∆0 = 0.3 meV, γ = 0.3 meV,
α = 0.2 eVA˚, L = 30 µm, and two values of the chemical potential: µ = 0.1 meV (blue) and µ = 0.6 meV (orange). The orange
line is mostly convex while the blue line is approximately linear over a significant VZ range . (e) First derivative of the lowest
energy modes shown in (d). (f) Second derivative of the lowest energy modes shown in panel (d).
ters: the chemical potential µ and the spin-orbit cou-
pling α. In addition to being a qualitative indicator of
the effective parameter regime — with (robust) concave
features signaling large spin-orbit coupling and predom-
inantly convex features being associated with weak spin-
orbit coupling — the parameter-dependent curvature of
the gap-closing feature contains quantitative informa-
tion that can be extracted by appropriately fitting the
theory to the experimentally measured magnetic-field-
dependent differential conductance. In addition, we pre-
dict that the curvature of the gap-closing feature can be
modified by changing the chemical potential in a single
sample(e.g., using gate potentials). Specifically, we pre-
dict that increasing the chemical potential reduces the
concavity (or enhances the convexity) of the gap-closing
feature. Note, however, that in practice it may be dif-
ficult to vary µ while maintaining a constant spin-orbit
coupling (since, in principle, applied gate potentials con-
trol both µ and α). Thus, any fitting of the theory to
experiment must necessarily involve multivariable regres-
sion analysis.
IV. THE EFFECTIVE g-FACTOR
In this section, we use our understanding of the Zee-
man energy dependence of the gap-closing feature to clar-
ify the interpretation of effective g-factor used in the
literature.17,19,68,69 First, we note that the effective g-
factor is typically understood as a dimensionless factor
entering the relation between the Zeeman splitting and
the applied magnetic field, VZ =
1
2µBgB. However, we
emphasize that even for a bare SM wire, g represents
an effective parameter that, in principle, is band depen-
dent (i.e., takes different values for different confinement-
induced sub-bands) and may incorporate nonlinear ef-
fects (i.e., may have some dependence on the applied
magnetic field). In addition, this “bare” effective param-
eter could be further renormalized as a result of electro-
static effects and the proximity-coupling of the wire to
the parent superconductor.73 A given theoretical model
may implicitly incorporate some of these effects, while
others are treated explicitly, e.g., the model in Eq. (2)
assumes that the renormalization due to proximity-effect
is weak (and is already included in the effective model pa-
rameters), while the model in Eq. (6) addresses this effect
explicitly. In principle, a certain level of modeling can
be considered as appropriate if the effective parameters
of the model can be considered as being (approximately)
constant over the relevant range of control parameters. If
the SM-SC coupling is strong, for example, the proximity
effect has to be treated explicitly, even though the low-
energy physics of the hybrid system could be obtained
using a weak coupling model with field-dependent pa-
rameters. The correct level of modeling appropriate for
systems studied in the laboratory can only be determined
7through a systematic and detailed comparison between
theory and experiment.
In the light of the preceding discussion, it is clear that
one should be careful when using experimental data to
extract the values of effective parameters.17,19,83 Gener-
ally speaking, obtaining a dependence on the control pa-
rameters (e.g., applied magnetic field) is the first (and
most straightforward) indicator that the level of model-
ing used in the fitting process is not sufficient for describ-
ing the system. For example, based on a weak coupling
model with µ = 0, the lowest energy state in the topolog-
ically trivial regime drops linearly to zero. Consequently,
based on this model, the effective g-factor could be ob-
tained from the gap-closing feature as |g| = |g˜|, where
|g˜| =
∣∣∣ 2µB ∂E∂B ∣∣∣ is the slope function characterizing the low-
est energy mode (in the topologically trivial phase). Of
course, if one observes any nonlinearity (i.e., a convex or
concave gap-closing feature with nonzero curvature), one
should conclude that the model is not appropriate (i.e.,
µ 6= 0, or the SM-SC coupling is strong, or some other ef-
fect/combination of different effects should be considered
explicitly). Note that defining the effective g-factor as the
average slope |g| = 2µB
∣∣∣∂E∂B ∣∣∣, with ∂E∂B being the average
slope of the energy as a function of the applied magnetic
field (typically taken over some range of approximate lin-
earity), assumes implicitly that any effect not explicitly
included in the weak coupling µ = 0 model is negligi-
ble. Such an assumption is unwarranted and should not
be made uncritically. This type of assumption has to
be checked by systematically refining the modeling (i.e.,
including finite chemical potential, proximity-induced ef-
fects, electrostatic effects, multi-band physics, etc.) and
comparing the results with experiment. We believe that
most of the existing experimental g-factor estimates in
Majorana nanowires are suspect because of the compli-
cations we discuss above.
In the models used in this paper the g-factor is not a
key parameter, but rather an auxiliary parameter used
for converting the Zeeman field VZ (a key control param-
eter in the effective models) into an experimentally mea-
surable quantity, the magnetic field B. Consequently,
the (effective) g-factor is fully meaningful as long as it is
a constant (i.e., B-independent). If nonlinearities of the
gap-closing feature similar to those shown in Figs. 1(b)
and 1(e) (based on a weak coupling model with finite
chemical potential) and Figs. 3(b) and 3(e) (based on
an intermediate-coupling scenario) are observed experi-
mentally, defining an effective g-factor as |g˜| =
∣∣∣ 2µB ∂E∂B ∣∣∣
is meaningless, since this definition assumes implicitly
that the system can be sufficiently well described by a
weak coupling model with µ = 0 and constant (i.e., B-
independent) g-factor. Our work demonstrates that in
systems with finite chemical potential (and, possibly, in
the presence of strong SM-SC coupling) the gap-closing
feature — which is the feature most directly related to
the effective g-factor — has non-zero curvature, which is
Figure 4. (Color online) (a) Absolute value of the first deriva-
tive (with respect to VZ) of the lowest energy mode as a
function of Zeeman field and chemical potential for a weak
coupling model with ∆ = 0.2 meV and α = 0.2 eVA˚. Red
indicates a slope equal to 1, while blue corresponds to a van-
ishing slope. (b) Absolute value of the first derivative of the
lowest energy mode as a function of Zeeman field and spin-
orbit coupling for a weak coupling model with ∆ = 0.2 meV
and µ = 0.2 meV.
manifestly inconsistent with the µ = 0, weak coupling as-
sumption of a constant g-factor. The difference between
the effective g-factor g and the quantity g˜ is discussed
explicitly in the next section based on fits of some recent
experimental data.17–19
To illustrate the dependence of the slope function g˜ on
the magnetic field, we calculate the quantity
∣∣∣ ∂E∂VZ ∣∣∣ = ∣∣∣ g˜g ∣∣∣
as function of the Zeeman field VZ and chemical potential
µ (for a fixed value of the spin-orbit coupling α), as well
as function of VZ and α (for fixed µ) using the weak cou-
pling model given by Eq. (2). Here, the “true” g-factor
g is a constant that can only be determined using a more
detailed model of the hybrid structure, or by compari-
son with experiment. The results are shown in Figs. 4
(a) and 4 (b), respectively. We find that, generically, g˜
is a field-dependent quantity, except for the special case
µ = 0, when g˜ ≡ g = g. For any non-zero value of the
chemical potential, g˜(VZ) increases from g˜ = 0 at VZ = 0
to g˜ = g at VZ = VZc. Note that the average slope (and,
consequently, g) decreases as µ increases, which means
that the discrepancy between g and g becomes larger
with increasing µ. This is particularly significant if we
keep in mind that the i-ABS-induced gap-closing feature
is strong at large values of the chemical potential (com-
pared to the induced gap), while it disappears at µ = 0.
Finally, if we fix µ and investigate the dependence on
the spin-orbit coupling α, we find that g˜ is strongly field-
dependent for any spin-orbit coupling strength. We con-
clude that defining the effective g-factor as the quantity
g˜ (or g) is meaningful only in a special parameter regime
and should be generally avoided. Our theory presented
in this section clearly indicates a pathway for how this
problem should be approached in specific experimental
situations.
8V. FITTING EXPERIMENTALLY MEASURED
GAP-CLOSING FEATURES
In this section we apply a fitting scheme based on the
theoretical models described in Sec. II, using simulated
annealing to extract key parameter values from recently
reported experimental results.17–19 First, we collect the
training data by extracting from experimental sample
data, i.e, the conductance plot, by describing the po-
sition of the i-ABS-induced peak (i.e., the gap-closing
feature) through a set of points of the form {B(Ei), Ei},
where Ei ∈ E is the energy of the lowest-lying “visible”
mode at a magnetic field B(Ei) and E is the ordered set
of energies defining the training data, from the largest to
the smallest. We typically collect around 100 field-energy
pairs from each experimental conductance plot. Next, we
introduce the loss function
err(µ,∆, α) =
N∑
i=1
(
V
(th)
Z (Ei)
V
(th)
Z (EN )
− B
(exp)(Ei)
B(exp)(EN )
)2
, (8)
where EN 6= 0 is the lowest (non-vanishing) energy from
the set E, (exp) refers to the experimental data, and (th)
are to quantities generated using the theoretical model.
Note that V
(th)
Z (Ei) depends on the input parameters
(µ,∆, α), if we use the weak coupling model from Eq.
(2), or (µ, γ, α) in the case of the self-energy model given
by Eq. (6). The main reason for choosing this kind
of loss function is that we do not have the g-factor as
an additional fitting parameter, but simply assume that
B
VZ
is constant (i.e., B-independent). The fitting param-
eters are determined by minimizing the the loss func-
tion: err(µ◦,∆◦, α◦) = Min[err(µ,∆, α)], for the weak
coupling model, and err(µ•, γ•, α•) = Min[err(µ, γ, α)],
for the self-energy model. Finally, by estimating the ex-
perimental value of the critical field Bc corresponding to
the TQPT and relating it to the critical Zeeman splitting
VZc, we obtain the fitted values of the effective g-factor,
g◦ and g•, respectively.
We implement the fitting procedure using the two mod-
els described in Sec. II: (i) the weak coupling model de-
fined by Eq.(2) and (ii) the self-energy nanowire model
Eq. (6). The corresponding results are shown in Fig.
5(b), 5(e), 5(h) and 5(k) and Fig. 5(a), 5(d), 5(g) and
5(j), respectively, with the fitting parameters provided in
the figure caption. Several observations are warranted.
First, our analysis reveals a significant discrepancy be-
tween the values of the effective g-factor obtained using
the fitting procedure (i.e., g◦ or g•) and the average slope
g extracted directly from the experimental data. In ad-
dition, the slope function g˜(B) exhibits large variations
over the relevant range of magnetic fields. For example,
the gap-closing feature shown in Figs. 5(a) and 5(b) is
characterized by a slope function [blue line in Fig. 5 (c)]
that varies between g˜ ≈ 2 and g˜ ≈ 10.5 and, using the
low-field region (B < 0.5 T) for the linearization proce-
dure, one can extract17 an average slope g = 8.9±0.1. By
contrast, the weak coupling fitting gives g◦ = 10, while
the fit based on the self-energy model gives g• = 26.
Note that, while g◦ is comparable to g, the fit based
on the self-energy model (i.e., g•) is significantly differ-
ent. In general, both g◦ and g• can differ significantly
from the average slope g, as illustrated by the results
shown in Figs.5 (g)-5(i). This demonstrates that, in gen-
eral, the slope of the gap-closing feature cannot be di-
rectly related to the effective g-factor (as is often done
by the experimentalists) and should not be used as an
estimate for this parameter. Our second observation con-
cerns the (significant) difference between g◦ and g•. To
understand this difference, one has to keep in mind that
both g◦ and g• are effective parameters, but g◦ includes
the proximity-induced renormalization, while g• does not
(since the self-energy model addresses this effect explic-
itly). Consequently, the comparison between g• and g◦
allows us to estimate the strength of the effective SM-SC
coupling strength: Comparable values imply weak cou-
pling, while a large discrepancy signals a strong-coupling
regime. We note that the data shown in Figs. 5(a)-5(i) is
consistent with an intermediate/strong coupling regime,
which means that the weak coupling model defined by
Eq. (2) is not appropriate for describing the system. On
the other hand, the fitting shown in Fig. 5(j) suggests a
system in the weak coupling regime, since γ•  ∆0, al-
though the gap-closing feature is weak and barely visible
in this case. Whether the system is strong or weak cou-
pling obviously depends on all the materials, growth, and
fabrication details of the SM-SC structures and cannot
be decided a priori.
VI. CONCLUSION
In this paper, we establish a direct relationship be-
tween the gap-closing feature, which characterizes the
low-energy spectrum of a SM-SC hybrid structure in the
topologically trivial regime, and key system parameters,
such as the chemical potential and the spin-orbit coupling
strength. Working within a pristine clean-wire (i.e., ho-
mogeneous system) assumption, we show that the curva-
ture of the gap-closing feature is determined by the spin-
orbit coupling and the chemical potential. In particular,
we find that for a given value of the chemical poten-
tial there exists a “critical” spin-orbit coupling αc above
which the gap-closing feature is entirely concave. Using
both a weak coupling model and an intermediate/strong
coupling self-energy approach, we find that this behavior
is qualitatively the same in all SM-SC coupling regimes.
Furthermore, based on our finding that the gap-closing
feature has, in general, a nonzero curvature, we demon-
strate that the effective g-factor is not directly related to
the slope of this feature. In general, we caution against
extracting an effective g-factor from the gap closure fea-
tures since such an average g-factor is a property of the
specific hybrid SM-SC structure (and depends crucially
on the magnetic field and gate voltage regimes used in
9the experiment), and therefore, cannot tell us anything
about how the Zeeman splitting varies in a different ap-
plied field regime, or in a different gate voltage regime or
in a different SM-SC structure. This is true even in clean
nanowires without any extrinsic ABS complications.
Based on our analysis of the relationship between the
curvature of the gap-closing feature and the system pa-
rameters, we propose a fitting procedure based on sim-
ulated annealing that allows one to extract effective pa-
rameters from experimentally measured low-energy con-
ductance spectra. To illustrate the implementation of
this scheme, we apply it to some recently reported ex-
perimental data.17–19 In particular, we find that, in gen-
eral, the effective g-factor cannot be extracted directly
from the slope of the gap-closing feature and we show
that proximity-coupling to the parent superconductor re-
sults in a strong renormalization of the effective g-factor,
which can be estimated quantitatively using fitting pro-
cedures based on different effective models. We believe
that the detailed analysis based on the minimal model
presented in our paper has the potential for providing
the effective nanowire parameters in realistic SM-SC hy-
brid systems through a careful fitting of the experimental
data. In particular, concavity or convexity of the gap-
closing features as a function of the Zeeman field has
important information regarding the effective g-factor
and spin-orbit coupling strength of the semiconductor
nanowire.
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Appendix A: The crossover spin-orbit coupling αc
In this appendix, we present the mathematical details
of Eq.(7). In a semi-infinite-long nanowire(x > 0), the
BdG Hamiltonian reads:
H(k) = (ηk2 − µ+ kασz)τz + VZσx + ∆τx, (A1)
where η = ~
2
2m∗ and k = −i ∂∂x . The other variables
have the same definition as in Eq.(2). We seek for a
general wavefunction which is the superposition of all
the particular solutions, namely, ψn(x) = e
−iknxun with
eigenenergy E satisfying
[H(kn)− E]un = 0, (A2)
where un is a four-dimensional Nambu spinor.
The eight solutions of kn(n = 1 . . . 8) are symmetric
over the real axis and imaginary axis given the in-gap en-
ergy due to the imposed symmetry in the Hamiltonian.70
Since we are considering the bound states, the normal-
ization condition
∫∞
0
dx|ψ(x)|2 < ∞ constrains that
among the eight solutions to Eq.(A2), only the solution
in the lower half of complex plane will be considered,
namely k1,−k∗1 , k2,−k∗2 , along with their eigenvectors
u1, u2, u3, u4. The bound states also requires the bound-
ary condition to be ψ(0) =
∑4
n=1 Cnun = 0, which in-
dicates the four corresponding eigenvectors u1, u2, u3, u4
are linear dependent. This is equivalent to define an an-
cillary function F (E),
F (E) = det [u1;u2;u3;u4] = 0. (A3)
The four eigenvectors u1, u2, u3, u4 are essentially de-
rived from theirs corresponding eigenvalues k1, k2, k3, k4,
which are just the solutions to Eq.(A2). We may ex-
pand the characteristic equation explicitly from Eq.(A2),
which is
η4k8n +
[−2η2 (α2 + 2ηµ)] k6n + [(α2 + 2ηµ)2 + 2η2 (∆2 − E2 + µ2 − V 2Z)] k4n (A4)
+
[
2α2
(
∆2 − E2 − µ2 + V 2Z
)
+ 4ηµ
(−∆2 + E2 − µ2 + V 2Z)] k2n + E4 − 2E2 (∆2 + µ2 + V 2Z)+ (∆2 + µ2 − V 2Z)2 = 0
We take the four lower plane solutions and substi-
tute them back to Eq.(A2) to straightforwardly derive
un(n = 1 . . . 4), which will satisfy Eq.(A3). Although
F (E) is a function of all parameters, we are now only
interested in the gap-closing features. Thus, we empha-
size its VZ-dependence by rewriting it to f(VZ , E) = 0.
The implicit differentiation of f(VZ , E) gives us the ex-
pression for effective g-factor. To find the critical value
of α, we seek for the situation where max(g(VZ)) = 0 in
VZ ∈ [0, VZt]. From Eq. (A4), we impose a trial function
α2 = χµη and solve the coefficient χ numerically. The
result of χ is actually the square of coefficient β up to a
constant 1
2
√
2pi
mentioned in Sec. IV.
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Figure 5. (Color online) Fitting of gap closing signatures observed experimentally in low-energy differential conductance data
(color maps) using the self-energy model given by Eq. (6) [left panels (a), (d), (g) (j)] and the weak coupling model defined
by Eq. (2) [middle panels (b), (e), (h), (k)]. The solid black lines indicates the negative energy branch of the i-ABS obtained
using the fitting parameters. The right panels, (c), (f), (i), (l) show the slope function g˜(VZ) of the corresponding gap-closing
feature (blue lines), as well as the average slope parameter g extracted from the (approximately) linear segments of the gap-
closing features (orange). (a) Data from Ref. 17 fitted using the self-energy model. Fitting parameters: µ• = 0.96 meV,
γ• = 0.557 meV, α• = 0.089 eVA˚, and g• = 25.9, with err= 0.38. (b) Same data as in panel (a) fitted using the weak
coupling model. Fitting parameters: µ◦ = 0.38 meV, ∆◦ = 0.22 meV, α◦ = 0.054 eVA˚, g◦ = 10.4, with err= 0.41. (c) Slope
function g˜(VZ) for the experimental data in (a) and (b) (blue line). The orange line corresponds to the reported
17 linear fit,
g = 8.9± 0.1. (d) Data from Ref. 17 fitted using the self-energy model. Fitting parameters: µ• = 0.74 meV, γ• = 0.88 meV,
α• = 0.49 eVA˚, g• = 29.5, with err= 0.5. (e) Same data as in panel (d) fitted using the weak coupling model. Fitting
parameters: µ◦ = 0.12 meV, ∆◦ = 0.25 meV, α◦ = 0.41 eVA˚, g◦ = 6.9, with and err= 0.67. (f) Slope function (blue) and
reported average slope17 g = 5.8± 0.2 (orange). (g) Data from Ref. 19 fitted using the self-energy model. Fitting parameters:
µ• = 0.26 meV, γ• = 0.25 meV, α• = 0.65 eVA˚, g• = 29.5, with err= 4.6. (h) Same data as in panel (g) fitted using the
weak coupling model. Fitting parameters: µ◦ = 1.08 meV, ∆◦ = 0.17 meV, α◦ = 0.11 eVA˚, g◦ = 17.8, with err= 6.18. (i)
Slope function (blue) and reported average slope19 g = 10 (orange). (j) Data from Ref. 18. fitted using the self-energy model.
Fitting parameters: µ• = 0.27 meV, γ• = 0.07 meV, α• = 0.23 eVA˚, g• = 10.8, with err= 7.964. (k) Same data as in panel
(j) fitted using the weak coupling model. Fitting parameters: µ = 0.21◦meV, ∆◦ = 0.052 meV, α◦ = 0.51 eVA˚, g◦ = 9.1, with
err= 6.1. (l) Slope function g˜(VZ) for the data in (j) and (k).
