Abstract. A 1-dimensional sub-manifold of an unstable manifold in a 4-dimensional symplectic mapping is analytically obtained, using the method called asymptotic expansions beyond all orders. We obtain the condition with which homoclinic structure of the mapping is regarded as a direct product of 2-dimensional mappings.
Introduction
A Hamiltonian system with n degrees of freedom is integrable if there exist n independent involutive integrals [1] . And it is proved that when a system is integrable, phase space of the system is occupied by tori (periodic or quasiperiodic orbits). For n = 1 every system is integrable because the Hamiltonian function conserves. For n ≥ 2 when a small perturbation breaks the integrability, the system can become chaotic.
Phase space's structure of systems with 3 or more degrees of freedom differs from that of systems with 2 degrees of freedom: For a system with 2 degrees of freedom, tori can divide the phase space into two subspaces. On the other hand, for a system with 3 or more degrees of freedom, tori can't. Hence it seems that all chaotic regions are connected and trajectories can go anywhere in the phase space. In the concrete, Arnold showed an example of such phenomena [2] , which are called Arnold diffusion.
Numerical or analytical approaches to perturbed chaotic systems have been carried out with various methods. It is said that global structure of phase space of Hamiltonian systems with many degrees of freedom is important to understand relaxation processes, chemical reactions, and so on. Global structure of phase space, however, is not understood enough, especially in systems with many degrees (n ≥ 3) of freedom. Hence we would like to reveal global structure of phase space for n = 3. Because 4-dimensional Poincaré sections, which correspond to n = 3 (see the next paragraph), are difficult to understand, it is important to create analytical approaches which can be applied to the systems of n ≥ 3. In this paper we will extend an analytical approaches for n = 2 to n = 3.
Phase space of Hamiltonian systems possesses symplectic structure. One can therefore regard a (2n − 2)-dimensional symplectic mapping as a model of Poincaré mappings of Hamiltonian systems with n degrees of freedom, i.e., 2-or 4-dimensional symplectic mappings correspond to Poincaré mappings of Hamiltonian systems with 2 or 3 degrees of freedom, respectively. Hence, in the present work, we analyze a 4-dimensional symplectic mapping as a model of Poincaré mappings of Hamiltonian systems with 3 degrees of freedom.
Let us consider that there exists a separatrix in a 2-dimensional Poincaré section of an integrable system. A separatrix is the most fragile against a perturbation, i.e., when a slight perturbation breaks integrability, a separatrix always splits into two manifolds: One is an unstable manifold and asymptotic to a hyperbolic fixed point as t → −∞. The other is a stable manifold and asymptotic to a hyperbolic fixed point as t → ∞. It is proved that if once the two manifolds intersect with each other transversely, they intersect infinite times. This phenomenon and the intersecting points are called splitting of the separatrix and the homoclinic points, respectively. Moreover, a hyperbolic fixed point is an accumulation point of homoclinic points. The complicated structure near a hyperbolic fixed point, which is caused by accumulation of homoclinic points, is called homoclinic structure. Furthermore because nonintegrability of a Hamiltonian system is proved with existence of homoclinic points, it is important to understand homoclinic structure for revealing phase space's structure of Hamiltonian systems.
However homoclinic structure near a hyperbolic fixed point had not been captured with the regular perturbation method with respect to perturbation strength ǫ, because homoclinic structure, in general, contain singular terms, for example, exp (−β/ǫ) [3, 4] .
The difficulty however have been overcome by using the method called asymptotic expansions beyond all orders. This method was first proposed and applied to the standard mapping by Lazutkin and co-workers [5] . They calculated intersecting angles between stable and unstable manifolds asymptotically. And the method was improved by using Borel transformation and Stokes phenomenon [6, 7] . The same approaches were developed independently by Kruskal and Segur [8] in the model of crystal growth and by Pomeau et al. [9] in the K-dV solitons under a 5-th order singular perturbation. Afterwards Tovbis et al. applied this method to Hénon map [10] and constructed an analytic representation of the unstable manifold. Nakamura and Hamada analyzed a 2-dimensional symplectic mapping with a double well potential in the same way and calculated intersecting angles of stable and unstable manifolds [11] .
However the applications mentioned above are all to 2-dimensional symplectic mappings and applications to 4-dimensional symplectic mappings haven't reported yet. In the present work, therefore, we apply this method to a 4-dimensional symplectic mapping straightforwardly.
In this paper we consider a 4-dimensional symplectic mapping
where 0 < ǫ ≪ 1, κ ∈ R, γ ∈ N, andJ = q
2,n , α j ∈ N, j = 1, 2 is a coupling term. The symplectic mapping (1) has a fully hyperbolic fixed point, which is a direct product of two of 2-dimensional hyperbolic fixed points, at the origin (0, 0, 0, 0). Hence there exist 2-dimensional stable and unstable manifolds near the origin.
In the present work we take α 1 = 1, α 2 = 2, γ = 2, i.e.,J = q 1 1,n q 2 2,n , which is one of the simplest nonlinear coupling term. Thus the symplectic mapping (1) is rewritten as
To construct the unstable manifold we transform equations (2) into the second order difference equations and change the independent variable n into t with meanings of time. And we take ǫ as the difference parameter, that is,
One can transform equations (2) into singular-perturbed ODEs,
For ǫ = 0, the phase space is occupied by tori and separatrices and for ǫ = 0 the system becomes chaotic. An outline of constructing the analytical representation of an unstable manifold, which is also an outline of this paper, is as follows: We construct solutions of equations (4) with the regular perturbation method (section 2). The solutions however break down around t ∼ 0 because of existence of singular points. Hence we blow up complex t-plane near one of the singular points and analyze with singular perturbation methods (section 3). One can rewrite equations (3) as
near the singular points (section 4). We analyze equations (5) by using two mathematical tools: One is Borel transformation, the other is Stokes Phenomenon (section 5). And we match the solutions of equations (5) to the solutions of equations (4) and successfully obtain the analytical representation of a 1-dimensional sub-manifold of an unstable manifold of the 4-dimensional symplectic mapping (section 6). Finally we will conclude the result (section 7) and give a summary of this paper in section 8.
The outer equation
In this section we try to construct a sub-manifold of an unstable manifold of equations (2) by using the regular perturbation method. Although the solution which is satisfied with the boundary conditions is obtained, it does not converge. We must therefore treat equations (5) with the singular perturbation method in the next section. Outline of construction of the manifold, which corresponds to contents from section 2 to section 6, goes along the way by Tovbis et al. [10] . First using Taylor expansions as
one can rewrite equations (3) as
Equations (7) are called the outer equations. One can construct asymptotic representations of the unstable manifold as t → −∞ by solving ODEs (7) . Boundary conditions with which we solve equations (7) are
for j = 1, 2, where the subscript u stands for an unstable manifold. The conditions (8) mean that the unstable manifold is asymptotic to the hyperbolic fixed point with positive value. To find formal solutions of ODEs (7), we expand the unstable solutions q j,u (t, ǫ), j = 1, 2 in the power series of ǫ 2 aŝ
which we call the outer expansions. Substituting equations (9) into equations (7), equations are successively obtained for each power of ǫ 2 ;
O(ǫ 0 ) :
O(ǫ 2k ) :
where F j,0k , j = 1, 2 is a polynomial of q j,00 (t), q j,01 (t), · · · , q j,0,k−1 , j = 1, 2 and their derivatives. And the boundary conditions (8) are rewritten as
for j = 1, 2 and k = 0, 1, · · ·. From equations (10) and (12) we obtain unperturbed solutions as
where t j , j = 1, 2, are integral constants. Because of the difficulty for constructing a 2-dimensional unstable manifold directly, in this work, we construct the 1-dimensional sub-manifold which is determined by t 1 = t 2 . And the system is autonomous; accordingly we can put t 1 = t 2 = 0 without loss of generality. Thus
The unperturbed solutions (14) possess even symmetry. Hence let us suppose that solutions of the outer equations of O(ǫ 2k ) (11), also possess the even symmetry, i.e.,
Because the stable sub-manifold q j,s (t, ǫ) is obtained as q j,s (t, ǫ) = q j,u (−t, ǫ), if one can obtain consistent solutions of equations (7) under the conditions (15), stable and unstable manifolds coincide perfectly, i.e., splitting of the separatrix does not occur. We expand the conditions (15) in the power of ǫ 2 as
Next, by using equations (14) we shall construct solutions for O(ǫ 2 ). The differential equations (11) are linear with inhomogeneous terms F j,0k . Hence we construct homogeneous solutions first. They are linear combinations of two independent solutions v 1 (t) and v 2 (t) written as
Note that v 1 (t) and v 2 (t) are odd and even functions of t, respectively and Wronskian W ≡ 1. We can construct solutions of equations (11) under conditions (12) and (16) by using equations (17) and (18);
In this way one can construct even solutions q j,0k (t), j = 1, 2, k ≥ 2 successively. This result leads to no splitting of the separatrix, which is inconsistent with the fact that the symplectic mapping (2) becomes chaotic when ǫ = 0. This indicates a breakdown of the application using the regular perturbation method. The breakdown can be clearly seen near the singular points of equations (14) and (19). We will discuss the breakdown in the next section.
The breakdown of the outer expansions
In this section we analyze the singular points of the outer solutions (14) and (19), extending the domain to complex t-plane.
The unperturbed solutions (14) have first order poles at t = πi/2+πik, k ∈ Z. And the solutions for O(ǫ 2 ) (19) have third order poles at the same points. One can show that the solutions for O(ǫ 2k ) have the (2k + 1)-th order poles at t = πi/2 + πik, k ∈ Z, i.e., for example, Laurent expansions of q j,0k (t), j = 1, 2 in the neighborhood of t = πi/2 are given by
where a j,k are pure imaginary constants, for example,
. By substituting equations (20) into equations (9) one can getq
From equations (21) one can see that all the terms in the expansions (9) give contributions of the same order in |t − πi/2| ∼ ǫ and that the regular perturbation method breaks down there. In the next section, we analyze the region near the singular points blowing up there. The region are called the inner region, whereas the region in which the regular perturbation method is valid (t → −∞) is called the outer region.
The inner equations
In the outer region we have obtained the even solutions of the sub-manifold. These solutions are valid in asymptotic of t → −∞, but near the singular points the asymptotic expansions (9) break down. To construct the solutions which are valid in the whole complex t-plane and capture odd parts of the manifold, we shall blow up near one of the singular points, t = πi/2 as
Furthermore we transform q j (t, ǫ) to Φ j (z, ǫ) in order that the equations to solve possess no negative powers of ǫ as
By substituting equations (22) and (23) into equations (3), we obtain
where ∆ 2 stands for the second order difference operator defined as
The second order difference equations (24) are called the inner equations. We suppose that the inner equations (24) possess formal solutions as
because of the difficulty of solving difference equations exactly. By substituting equations (26) into equations (24), equations are obtained successively for the power of ǫ;
where G j,k (z), j = 1, 2 is a polynomial of Φ j,00 (z), Φ j,01 (z), · · · , Φ j,0,k−1 (z), j = 1, 2. We try to construct the leading terms of solutions of the inner equations, i.e., Φ j,00 (z). Hence we only analyze the leading terms of the inner equations,
We also call equation (29) the inner equation.
The formal solutions of the inner equation and Borel transformation
One can find the formal solution of equation (29) around z = ∞ in the power series of 1/z asΦ
where (21)). Although the radius of convergence of the right hand side of equation (30) is 0, it is Borel summable, i.e., the power series
converges. In other words, the formal Borel transformation (the inverse Laplace transformation) ofΦ 00 (z)
has a finite radius of convergence. We hence apply the formal Borel transformation to the inner equation (29) and obtain
where V (p) has been defined as equation (32) and
The solution of the integral equation (34) possesses poles only at p = 2πik, k ∈ Z, which are zero points of cosh(p) − 1. Note that the singular points p = 2πik, k ∈ Z are determined by the kinetic terms of the generating function. Hence in many of physical problems this type of singular points appear.
One can define the unstable manifold Φ u (z) and the stable one Φ s (z) by using the Laplace transformations as
respectively. Now let the difference between Φ s (z) and Φ u (z) be Φ ± (z) when ±Im z > 0, i.e.,
From equations (36) and (37) we can obtain
where ζ is an arbitrary positive real number (see appendix Appendix A). Furthermore from equations (36), (37) and (39) one can obtain Φ − (z) = γ e −pz V (p)dp (−π < argz < 0).
The integral path γ is shown in figure 1 . Φ − (z) is given as the sum of the residues of the poles on the positive imaginary semi-axis, i.e.,
Because of |e −2πiz | ≫ |e −4πiz | ≫ · · · in Im z < 0, we shall only take the first term of the right hand side of equation (41) approximately, i.e.,
From equation (41) one can realize that it is effective to expand Φ − (z) by the power of e −2πikz , i.e.,
(43)
By substituting equation (43) into equation (29), equations are successively obtained for each power of e −2πiz ;
· · · .
The formal solution of equation (44) has been obtained as equation (31). In order to find the leading term of a solution of equation (45), we replaceΦ j,0 (z) by its leading term −i/z. This yields
Eq.(47) possesses two formal solutionsΦ One can continue the process and obtain the formal solutions ofΦ j,k (z), k ≥ 2. In this paper, however, we restrict our attention only to the first two terms of equation (43),Φ j,0 (z) andΦ j,1 (z).
The odd solutionΦ odd j,1 (z) possesses third order poles at z = ∞. Hence it is easily proved that V (p) possesses fourth order poles at p = 2πik, k ∈ Z by properties of Laplace transformation, i.e.,
From equation (49) we can obtain Φ − (z) as
where c ( = −2πid 1 /3! ) is a Stokes constant to be evaluated. There have been no analytical methods to evaluate the Stokes constant. However it is possible to estimate numerically by using the same algorithm as used in [9, 11] . The result of our calculation shows c ∼ −796. By using equation (39) one can let the coefficient of bz 3 e −2πiz , which is the leading term ofΦ j,1 (z), as
approximately.
Matching of the solutions
In this section we match the inner solutions to the outer solutions and construct the sub-manifold which is valid on the whole complex t-plane. First we give the exponential expansions of the outer variables. Following the inner expansion (43) the refined outer expansions are given by
Note that exponential expansion (53) is singular with respect to ǫ, i.e., e − 2πi ǫ t has essential singularity at ǫ = 0.
The leading term of expansion (53) has been obtained in section 2 as
where
Next we construct the first exponential termsq j,1 (t, ǫ), j = 1, 2, which correspond to O(e − 2πi ǫ t ). Substituting equation (53) into equations (3) gives
where ∆ 2 ǫ is the difference operator of ǫ as ∆
(j = 1, 2).
To estimate the leading order of q j,10 (t), j = 1, 2, which is the leading term ofq j,1 (t, ǫ), j = 1, 2, we replaceq j,0 (t, ǫ), j = 1, 2 with their leading term q j,00 (t), j = 1, 2. By these replacements, we obtain the differential equations q j,10 (t), j = 1, 2
The general solutions of equations (63) are given as
where c j,1 , c j,2 , j = 1, 2 are arbitrary constants and v m , m = 1, 2 are given by equations (17) and (18). We rewrite functions v 1 (t) and v 2 (t) in the neighborhood of the singular point t = πi/2. If we introduce δ = t − πi/2, equations (17) and (18) imply
One can see that the odd function v 1 (t) becomes an even function of δ and the even function v 2 (t) has both odd and even parts. The leading term of
. It corresponds to the solutionΦ even j,1 (z) of equation (47), which is sub-dominant to the other solutionΦ odd j,1 (z). And the odd part of v 2 (t) which is in the square bracket has the Taylor expansion as
And the coefficient of the bracket is of the order O(δ −2 ). These show that the odd part of equation (66) is of the order O(δ 3 ) (= O(ǫ 3 z 3 )), corresponding toΦ odd j,1 (z). We shall therefore match q j,10 (t) toΦ j,1 (z) ≡Φ odd j,1 (z), i.e., q j,10 (t) is given by the odd part of v 2 (t) as
Furthermore the discussion in section 5 shows
where b has been determined as equation (52). The matching q j,10 (t) andΦ odd j,1 (z) for t approaching πi/2 with argz = −π/2 is given below:
hence,
where c ∈ R, therefore, c 2 ∈ iR. Another constant c 1 is given as
Finally, the leading term of the imaginary part of the sub-manifold q j,10 (t) is given as
Results
We have constructed the solutions which are valid in the neighborhood of the singular point t = πi/2. The same arguments, applied to the complex conjugated singular point t = −πi/2, yield the complex conjugated solutions. We take the two singular points, which are nearest to the real axis, into consideration and restore the obtained solutions to real functions. Simply taking the average of these two solutions, we obtain
In this paper we approximate the sub-manifold by taking the term k = 1. This term is written as
The switching function S(t, ǫ), which stands for Stokes phenomenon, is approximately given as
By using these functions the sub-manifold is written as
On the other hand the momentum variablesp j,u (t, ǫ), j = 1, 2 is given as
(see equation (2)). By using equations (84) one can observe the manifold on the phase space. However it is impossible to see a 4-dimensional phase space, hence we observe its projections to (q 1 , p 1 ) plane and (q 2 , p 2 ) plane. Figure 2 shows that global shapes of the sub-manifolds of the stable and unstable manifolds. In figure 3 we magnify the neighborhood of the fixed point. One can clearly see the homoclinic structure. 
Summary
We extended the method "asymptotic expansions beyond all orders" for the 4-dimensional symplectic mapping (2) straightforwardly and successfully obtained an analytical representation of a 1-dimensional sub-manifold of the unstable manifold (83). And this analytical solution well approximate numerical solutions in the neighborhood of the hyperbolic fixed point, which is important to understand phase space's structure of Hamiltonian systems. We therefore consider that by this extension one can analyze global structure of phase space of Hamiltonian systems with 3 degree of freedom.
The oscillating parts M(t, ǫ) and B(t, ǫ) do not contain the coupling constant κ (see equations (80) and (81)). This indicates that the homoclinic structure is a direct product of 2-dimensional symplectic mappings. In other words the model we analyzed shows only quantitative characteristic properties of highdimensionality. This is based on the fact that the inner equation (29) is decoupled. From the order of the singular points of the outer solutions, we find the condition that the coupling term dominates the nonlinear terms. The condition is written as
(see equations (1) and appendix Appendix B). When the condition (85) is satisfied, the coupling term contributes the inner equations as the same order of ǫ and another type of rescaling (see equations (22) and (23)) is required. Hence we consider that the models whose coupling terms satisfy the condition contain not only quantitative but also qualitative properties. However it is impossible to treat such models with the same way. We would like to improve this method in order to extend to such models in a future work.
In the present work we restrict our attention to a 1-dimensional sub-manifold of an unstable manifold. And we show that the sub-manifold oscillates in the vicinity of the origin. Because the sub-manifold is contained in the unstable manifold, it is clear that the unstable manifold itself oscillates. We hope that we can construct 2-dimensional unstable manifolds by studying possible global shape of 2-dimensional unstable manifolds.
In the present model there exists a 4-dimensional fully hyperbolic fixed point (a direct product of two hyperbolic fixed points). In a future work we will extend this method to 4-dimensional symplectic mappings with a hyperbolic×elliptic type fixed point. therefore blow up near the one of the singular points, t = πi/2 as t − π 2 i = ǫ δ z (B16) (compare equation (22) and the discussions in section 3). Note that if A > 6, then δ < 1, hence ǫ δ > ǫ, that is, the inner region is wider with A > 6 than with A ≤ 6. Now we show that when γ = 2 and A > 6, the rescaling factor is different from that of A ≤ 6. Hence we call the models with A > 6 or A ≤ 6 strongly or weakly coupled model, respectively. In the same way, one can prove that the condition with which the rescaling factor is different from 2-dimensional mappings or weakly coupled model is written as
for general γ ∈ N.
