Abstract. We prove the necessity of the UMD condition, with a quantitative estimate of the UMD constant, for any inequality in a family of L p bounds between different partial derivatives ∂ β u of u ∈ C ∞ c (R n , X). In particular, we show that the estimate uxy p ≤ K( uxx p + uyy p) characterizes the UMD property, and the best constant K is equal to one half of the UMD constant. This precise value of K seems to be new even for scalar-valued functions.
Introduction
A priori estimates between different partial derivatives such as
play an important role in Analysis. Here
n is the usual derivative associated to the multi-index β = (β 1 , . . . , β n ). In the case of scalar-valued functions, X = C or X = R, and exponents in the range q, p j ∈ (1, ∞), a complete characterization of admissible sets of q, p j and β, α j is a classical result of O. Besov, V. Il in and S. Nikol skiȋ [1] . The second author showed in [15] that the same characterization remains valid for vector-valued functions, provided that the target space X has the UMD property.
A Banach space X has this property if, for some (equivalently, for all) 1 < p < ∞, there exists a constant C p < ∞, such that
, for each r ∈ N, every sequence of signs (σ ) ∈N in {−1, 1} and any martingale difference sequence (d ) ∈N in L p (Ω, X). Here L p (Ω, X) represents the space of all functions that take values in the Banach space X and their X norm is p-integrable on Ω. We denote by β p (X) the smallest admissible constant C p . Main properties of UMD spaces can be found in the survey of J. L. Rubio de Francia [21] .
Our present goals are two-fold. On the one hand, we show that the result of [15] is optimal in the sense that it establishes the most general class of Banach spaces where the classical BesovIl'in-Nikol'skiȋ result [1] can be generalized; namely, we exhibit instances of (1), for which UMD is not only sufficient (as shown in [15] ) but also necessary. This continues a tradition of diverse characterizations of the UMD property (see for instance [3, 4, 8, 10, 12, 13, 14, 16, 18, 19, 23] , amongst others). On the other hand, as a byproduct, we obtain information on the size of the constant K in (1), which seems to be new already in the scalar case. Recall that the list of analytic inequalities, where the sharp constant can be determined, is somewhat restricted, whereas the UMD inequality (2) for X = C or X = R is one of the prominent positive examples with β p (C) = β p (R) = (p * − 1); here p * = max{p, p }. This is a celebrated result of Burkholder; see [5] , [6, p. 12] and [7, Theorem 14] . Thus it is useful to relate other estimates to (2) .
A particular case of (1) that we have in mind is the basic bound
where R i is the Riesz transform in the ith direction, it follows at once that [10] , so that K ≤ β p (X)/2 in (3). We prove that this constant, optimal for the first line in (4), is also sharp for the seemingly weaker inequality (3) .
It is interesting that the best constant in such a simple-looking classical inequality appears to be previously unknown. This constant is somewhat connected to the famous open problem of determining the L p norm of the Beurling transform, whose imaginary part is 2R 1 R 2 ; see [10] for more details. It has been long conjectured [17] that the norm of the Beurling operator on L p (R 2 ) is β p (C), and a surprising contribution of [10] was to show that this conjectured norm is already achieved by the imaginary part alone. Our result further amplifies this phenomenon.
We then turn to the precise formulation of our main results. We are only concerned with the case that p j ≡ q =: p in (1), and all multi-indices β, α j have equal length, which we denote by |β| = β 1 + · · · + β n , when β = (β 1 , . . . , β n ) ∈ N n . We also need to assume that the components of β have sufficiently different parity from those of each α j .
. . , N , and suppose that there exists a set F ⊂ {1, . . . , n} such that ∈F α j has the same parity (even or odd) for each j = 1, . . . , N , which is different from the parity of ∈F β . If the following estimate holds:
then X is UMD and β p (X) ≤ KN .
Remark 1.1. It is known (see e.g. [15] ) that a necessary condition for (5) to hold in any Banach space is that β is a convex combination of the multi-indices α j . Although we will not explicitly use this fact, it is worth observing that the assumption (5) is only meaningful for such sets of multi-indices.
The following corollaries demonstrate the somewhat technical conditions on the multi-indices assumed in the theorem: Corollary 1.1. Let X be a Banach space and 1 < p < ∞. Let β ∈ N n be a multi-index such that |β| is even, but β s is odd for at least one index s ∈ {1, . . . , n}. Then the estimate
holds if and only if X is a UMD space, and in this case β p (X) ≤ Kn.
Proof. The "if" part is well known; for instance, it is a special case of the results of [15] . For the "only if" part, we apply Theorem 1.1 with α j = |β|e j and F = {s}. Then ∈F β = β s is odd, whereas ∈F α j = |β|δ js is even for all j, as both 0 and |β| are even. Thus the Theorem implies that X is UMD, with the asserted estimate for the constant. Corollary 1.2. Let X be a Banach space and 1 < p < ∞. Then (3) holds if and only if X is a UMD space, and the best constant K satisfies K = β p (X)/2.
Proof. We already explained that K ≤ β p (X)/2 in (4); this part of the result is not new. The converse estimate is a special case of the previous Corollary with n = 2 and β = (1, 1).
There are many characterizations of the UMD property by estimates between L p norms of two different objects. A novel qualitative feature of the above characterizing conditions is that they involve a sum of several L p norms on the right hand side. The proof of Theorem 1.1 proceeds via the theory of Fourier multipliers. We denote by f the Fourier transform of the function f , defined as usual by
and by q f its inverse, given as above but without the plus sign in the complex exponential. The Fourier multiplier of a function m is defined by
We write
where
By well-known properties of the Fourier transform we have that
where S 0 (R n , X) is the subspace of the Schwartz class constituted by functions having zero mean value. Moreover, in order to prove that X is UMD it is more convenient to have an estimate of type (7), but in terms of discrete Fourier multipliers (see Propositions 2.1 and 2.2 below). This paper is organized as follows. In Section 2 we collect some transference results about Fourier multipliers and in Section 3 we present the proof of Theorem 1.1.
Transference results for Fourier multipliers
Throughout this section we assume that m is a measurable bounded function verifying that
where e k (t) = e 2πit·k and f (k) = T n e k (−t)f (t)dt. Next, we present some lemmas which will be very useful in the proof of Proposition 2.1. We say that f is a trigonometric polynomial in X if
with finitely many nonzero coefficients a k ∈ X. Note that a k = f (k).
Lemma 2.1. Let φ, ψ ∈ S(R n ) be radial functions satisfying
for every trigonometric polynomials f :
Here ·, · denotes the pairing between X and its dual X * .
Proof. The key step in this proof is the identity
Assume first that k = . Since the Fourier transform (and its inverse) of a radial function, is also radial (see for example [22, p. 430 
and (8), we can apply dominated convergence and then integrate by parts to obtain
because |∂B(0, r)| = |B(0, 1)|nr n−1 . Suppose now that k = . This time,
where the integrand is bounded by
, and converges pointwise to zero as
Applying again dominated convergence we readily see that the integral converges to zero as ε → 0.
Take the trigonometric polynomials f = k∈Z n a k e k and g = ∈Z n b e with a k ∈ X and b ∈ X
* . An application of (10) and making use of the usual properties of the Fourier transform, we deduce
Proof. The periodicity of the function f allow us to write
where the quantity in parentheses is a Riemann sum of the function |φ(·)| p , which is uniformly bounded in x and ε. Now, this lemma is a simple consequence of the dominated convergence theorem.
Lemma 2.3. Let 1 < p < ∞ and p = p/(p − 1). Then, for each f ∈ S(R n , X), we have that
Proof. Recall that we identify T n = [−1/2, 1/2) n ; whence the notation ε 
Then, making the change of variables u = t/ε,
We analyze the second term. Since f ∈ S(R n , X), for every N ∈ N, we have that
Hence, it is enough to take N > n to see that
We now establish our transference result between R n and T n . We say that m is a homogeneous function (of order zero) when m(λξ) = m(ξ), ξ ∈ R n , λ > 0. We denote
. . , N , be homogeneous functions. Then, the following assertions are equivalent:
Proof of Proposition 2.1, (ii) ⇒ (i). Let f ∈ S(R n , X) be such that supp f ⊂ R n \ {0} is compact. Observe that this class of functions is dense in L p (R n , X). By the smoothness of the multiplier m, we also have that T m f ∈ S(R n , X). Hence, we can apply Lemma 2.3 and get
.
Notice that in the second equality we have applied that m is a homogeneous function. Now, since the function between parentheses is in L p 0 (T n , X), we use hypothesis (ii) and again Lemma 2.3 to conclude that
Proof of Proposition 2.1, (i) ⇒ (ii). Let f be a trigonometric polynomial with f (0) = 0. This family of functions is dense in L p 0 (T n , X). We can write f = k∈Z n f (k)e k = k∈I f (k)e k , where
is a finite set such that 0 / ∈ I. We choose the auxiliary functions φ(x) = e 
Then, by Lemma 2.1, Hölder's inequality, Lemma 2.2 and hypothesis (i) we arrive at
where the supremum is over all trigonometric polynomials g :
To finish the reasoning we are going to prove that
For simplicity, from now on, we just write m instead of m j , j = 1, . . . , N .
Note that the function θ is supported in the annulus B(0, 2 +1 ) \ B(0, 2 −1 ). Then, we have the partition of the unity
where for each ξ there exists at most two nonzero terms in the above sum (see [22, p. 242 ] for details). Let also Θ = θ −1 + θ + θ +1 (θ −1 = 0), so that Θ is supported in B(0, 2 +2 ) for = 0, 1, and in B(0, 2 +2 ) \ B(0, 2 −2 ) for ≥ 2; and Θ = 1 on the support of θ . For every ∈ N, we define φ ∈ S(R n ) to be the function such that φ = φ θ . Now, we can write
, it suggests that we may replace m(ξ) by m(k) with the advantage that
With this motivation in mind, we write
Thus, by Lemma 2.2, to establish (11) we only need to see that the first term converges to zero. Even more, it is sufficient to show that
Notice that (12) is a scalar property, so the Banach space X does not play any role hereinafter. We first observe an easy estimate:
where moreover we claim that
Indeed, fixing some ν > n/(2p) and any (large) µ ∈ N, we have
since φ and thus φ belong to S(R n ). By dominated convergence, it suffices to show that each term in (12) , for a fixed ∈ N, tends to zero as ε → 0.
and
We already estimate φ L p (R n ) above, and we now turn to the multiplier norm. First of all, it is more convenient to consider the new multiplier
because the L p -norm of Fourier multipliers is invariant under dilations and translations in the multiplier function (see for example [11, (2.5.14) and (2.5.15)]). Note that supp Θ (2 ·) ⊂ B(0, 4), so that |k + 2 εη| ≥ |k| − |η| · 2 ε ≥ 1 − 4 · 1/8 = 1/2, and thus m is only evaluated in B(0, 1/2) c , where it is C ∞ . Also note that Θ (2 η) = Θ 2 (2 2 η) for all ≥ 2.
We first estimate M ε,k pointwise. By applying the mean value theorem:
where the last bound follows from the homogeneity of m (see for example [11, p. 366 
]). (Here [x, y]
stands for the segment connecting points x, y ∈ R n and C does not depend on η, or ε.)
Next, we estimate the size of the derivatives of M ε,k . From the Leibniz rule, we get for every γ ∈ N n \ {0}, such that |γ| ≤ n + 1,
for certain constant C independent of η, and ε. The same bound holds for |η| |γ| |∂ γ M ε,k (η)|, since |η| ≤ 4 on the support of M ε,k . Hence, Mihlin's multiplier theorem (see for instance [11, Theorem 5.2.7] ) implies that
Putting together (13), (14) and (15) we conclude (12) .
To finish this section we present a transference result from T n to T rn . Its idea when n = 1 goes back to Bourgain [2] . Given an operator S acting on L p 0 (T n , X) we define its tensor extension to
Proposition 2.2. Let 1 < p < ∞, N, r ∈ N and m, m j ∈ C ∞ (R n \ {0}), j = 1, . . . , N , be homogeneous functions. If the following estimate holds
Proof. By density arguments it is enough to consider trigonometric polynomials (f ) r =1 . For each = 1, . . . , r, we write
Notice that it is posible to choose the same B ∈ N for all f . Then,
Fix somet = (t −1 , t ) = (t 1 , . . . , t ) ∈ T n and takeM = (M −1 , M ) = (M 1 , . . . , M ) ∈ (N \ {0}) to be chosen below. We introduce some operations between vectors of different lengths,
It is verified that s · (M −1 ⊗ t) = (M −1 s) · t, and hence e s (M −1 ⊗ t) = eM −1 s (t). Now, we consider Bourgain's transformation of f , which is given by
The function (T m ) f is defined analogously.
We want to compare (T m ) f with T m f . Observe that both of them are multipliers transforms of f , where in the first case the exponential factor eM −1 s+M k is multiplied by m(k); and in the second one by m(M −1 s + M k). Using the homogeneity of m and the mean value theorem, we arrive at
where the supremum is taken over certain compact set away from the origin. This supremum is finite because m ∈ C ∞ (R n \ {0}). If we choose the sequence M 1 < M 2 < . . . to be sufficiently rapidly increasing, we can make above difference smaller than any preassigned ε > 0.
In conclusion, denoting by g A the sum of the X-norms of the Fourier coefficients of a trigonometric polynomial g (on a torus of any dimension), we have deduced that
provided that M 1 < M 2 < . . . is sufficiently rapidly increasing. Now, we apply the hypothesis in order to get
So far, we have taken L p -norms with respect to the variable t ∈ T n . It is time to take L p -norms with respect to the fixed variablest r = (t 1 , . . . , t r ) ∈ T rn ,
Finally, exchanging the order of integration we notice that the dependence in t andM disappears, resulting in
which finishes the proof of this lemma, once we take ε → 0.
3. Proof of Theorem 1.1
We start this section with an alternative, but equivalent, definition of a UMD Banach space. Let (Ω, dµ) be a probability space. We call (ε d (ε 1 , . . . , ε −1 )) ∈N a Paley-Walsh martingale difference sequence when d :
The Banach space X has UMD if for some (equivalently, for every) 1 < p < ∞, there exists a constant c p such that
r . It is well-known that β p (X) = inf c p (see [6, p. 12] and [20] ). The next lemma reduces checking the condition (16) to the following inequality, more convenient for our purposes.
Lemma 3.1. Let 1 < p < ∞. Suppose that there exists C p > 0 such that the following holds: For every r ∈ N and a sequence (σ )
, for every 1-dimensional trigonometric polynomial a with zero mean value and every trigonometric polynomial Φ :
be a given Paley-Walsh martingale difference sequence and (σ )
r . Take also b ∈ {−1, 1} n , = 1, . . . , r, satisfying (17) . It is obvious that the function sgn(θ), θ ∈ T, is a Bernoulli random variable. Moreover, for every b ∈ {−1, 1} n , the function sgn(b · t), t ∈ T n , is also a Bernoulli random variable. Since (ε 1 (ω), . . . , ε r (ω)) and (sgn (b 1 · t 1 ) , . . . , sgn(b r · t r )) have the same distribution, we can write
for both σ = σ and σ = 1.
For a fixed δ > 0, we choose a 1-dimensional trigonometric polynomial a with zero mean value, verifying that sgn(·) − a L p (T) < δ, where sgn is the 1-periodic extension of the sign on [−1/2, 1/2). Then it easily follows that, for every = 1, . . . , r,
We also choose trigonometric polynomials Φ :
It follows that
where the first C is the maximum of the L p norms of the given functions d (ε 1 , . . . , ε −1 ). A combination of (18) and (19) with the assumption (17) now shows that
Since δ > 0 is arbitrarily small, we conclude that (16) holds and β p (X) ≤ C p .
Proof of Theorem 1.1. Let us first make an additional useful reduction. Note that the set F can be neither ∅ or {1, . . . , n}, because for these sets we have ∈F β = ∈F α j (using |β| = |α j | if F = {1, . . . , n}), contradicting the fact that these have different parity. Thus, there exists an index s ∈ F as well as t ∈ {1, . . . , n} \ F . By applying the assumption (5) to ∂ k u in place of u, we see that (5) implies a similar estimate with β + e k in place of β and α j + e k in place of α j . Thus, if ∈F β is not already odd, we can make it odd by adding e s to both β and α j ; note that this preserves the other assumptions. After, if the new |β| is not even, we can make it even by adding e t to both β and α j , which again preserves the other assumptions, including the value of ∈F !eta , since t / ∈ F . Thus, if the assumptions of Theorem 1.1 hold for some β, α j , they also hold for some (possibly different) β, α j which satisfy in addition that |β| = |α j | is even and ∈F β is odd (so that ∈F α j is again even). We henceforth assume this, and proceed to prove the claim that X is UMD with β p (X) ≤ KN .
So, let α j , β and F be as in the statement of the theorem, with the additional assumptions just made, and m, m j be the multipliers defined in (6) with a(0) = 0, and consider the function a b (t) = a(b · t), t ∈ T n , for certain b ∈ {−1, 1} n . Also, if J ⊂ {1, . . . , n} we define b J ∈ {−1, 1} n to be the vector whose -th component is equal to −1, if ∈ J; or 1 otherwise. With this notation, take a + = a (1,...,1) and a − = a b F . Since m( b) = m(b) for all ∈ Z \ {0}, we find that (20) T m a b (t) = T m where T m the discrete Fourier multiplier defined in (9) . Now, taking in mind the assumptions imposed over F , we deduce as a direct consequence of (20) that (21) T m a ± = ±n −|β|/2 a ± and T mj a ± = n −|β|/2 a ± , j = 1, . . . , N.
Let r ∈ N, σ ∈ {−1, 1} and Φ : T ( −1)n −→ X be trigonometric polynomials for = 1, . . . , r. Moreover, we define ζ = a + , if σ = 1; and ζ = a − , when σ = −1. As it was commented in the introduction, (5) implies (7). Then, Propositions 2.1 and 2.2 together with (21), allows us to write
Finally, an application of Lemma 3.1 implies that β p (X) ≤ KN , and hence the proof of this theorem is completed.
