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The objective of this dissertation is to investigate incremental redundancy low-
density parity-check (IR-LDPC) codes for hybrid forward error correction / automatic 
repeat request (HybridARQ) schemes. Powerful capacity-approaching IR-LDPC codes 
are one of the key functional elements in high-throughput HybridARQ schemes and 
provide a flexible rate-compatible structure, which is necessary for low-complexity 
HybridARQ schemes. 
This dissertation first studies the design and performance evaluation of IR-LDPC 
codes, which have good error rate performance at short block lengths. The subset codes 
of the IR-LDPC codes will be compared to conventional random punctured codes and 
multiple dedicated codes. This step is necessary for designing IR-LDPC codes because 
throughput performance of HybridARQ schemes strongly depends on the error rate 
performance of a subset of IR-LDPC codes. As a system model for this work, an adaptive 
LDPC coded system is presented. This adaptive system can confront the nature of time-
varying channels and approach the capacity of the system with the aid of LDPC codes. 
This system shows remarkable throughput improvement over a conventional punctured 
system and, for systems that use multiple dedicated codes, provides comparable 
performance with low-complexity at every target error rate. 
This dissertation also focuses on IR-LDPC codes with a wider operating code 
range because the previous IR-LDPC codes exhibited performance limitation related to 
the maximum achievable code rate. For this reason, this research proposes a new way to 
increase the maximum code rate of the IR-LDPC codes, which provides throughput 
 xvi
improvement at high throughput regions over conventional random punctured codes. 
Also presented is an adaptive code selection algorithm using threshold parameters. This 
algorithm reduces the number of the unnecessary traffic channels in HybridARQ schemes.  
This dissertation also examines how to improve throughput performance in 
HybridARQ schemes with low-complexity by exploiting irregular repeat accumulate 
(IRA) codes. The proposed adaptive transmission method with adaptive puncturing 
patterns of IRA codes shows higher throughput performance in all of operating code 





1.1 Overview and Motivation 
Recently, the demand for efficient and reliable digital transmissions for high-
speed and high-quality wireless systems has received considerable attention. This 
demand requests flexible and powerful error control coding schemes such as automatic 
repeat request (ARQ) and forward error correction (FEC) codes. These schemes are also 
required to support different variable-data-rates and quality-of-service requirements over 
time-varying wireless channels [1][2], which have tremendous impairments due to 
multipath fading effects. 
Multipath fading is a harsh and complex phenomenon in mobile communication 
that induces performance degradation in wireless systems. Conventional wireless systems 
employing single antenna transmission have many challenges from interference of the 
transmitted signal in multipath environments. This phenomenon results when an antenna 
receives radio signals by two or more paths simultaneously. This multipath is caused by 
reflection, refraction, shadowing and a moving user. Reducing the fading effects in single 
antenna systems has become a challenging and burdensome task.  
To attack such multipath fading effects and enhance the throughput performance 
of the wireless systems, ongoing current wireless standards [3] use a Multiple-Input 
Multiple-Output (MIMO) transmission technique [4][5][6], which uses multiple antennas 
in both the transmitter and receiver. Unlike single antenna systems, MIMO systems 
exploit the multipath channels by sending different information by multiple transmit 
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antennas and receiving the information at multiple receive antennas. This concurrent 
transmission can solve the multipath fading effects and provide high-data-rate 
transmission with large capacities [7] and high-throughput. 
Currently, the International Telecommunication Union (ITU), which leads the 
specification of fourth-generation wireless systems [8], is considering the proper 
combination of ARQ and FEC coding techniques in MIMO antenna environments 
[9][10][11] to enhance their throughput and spectrum efficiency. 
Transmission errors in multipath fading wireless communication systems can be 
controlled by two error control techniques [12][13][14], FEC codes and ARQ schemes. 
FEC codes use a powerful error correcting code that increases the noise immunity of 
transmitted information by adding redundancy to the information sequence to minimize 
the transmission errors. The primary purpose of FEC codes is to provide high coding gain 
so that the throughput of such systems keeps constant at equal code rates. However, these 
systems cannot achieve high system reliability when there are burst errors in time-varying 
channels. ARQ schemes [15][16], on the other hand, have better throughput performance 
than FEC schemes in burst channel environments. ARQ systems use a retransmission 
protocol and available feedback channels in a two-way communication link to combat 
unavoidable channel errors. However, when channel error rate increases, the throughput 
of this scheme also has a severe problem. The receiver of these systems requests 
retransmission continuously to the transmitter until an uncorrectable error is correctly 
decoded. For a system with large round-trip delay and high-data-rate transmission, ARQ 
schemes become inefficient, and their throughput rapidly diminishes in deep fading time-
varying channels.  
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These facts above provide the motivation for this dissertation to investigate the 
proper combination of hybrid FEC/ARQ schemes in time-varying channels in multiple 
antenna environments. To establish a reliable communication link with less redundancy 
in codes and higher throughput, both schemes can be combined. This combined scheme 
is referred to as a hybrid FEC/ARQ (HybridARQ) scheme [17][18][19]. This 
HybridARQ scheme can maintain higher throughput over a wide range of channel error 
rates if FEC codes for error correction and ARQ schemes with a retransmission protocol 
are properly chosen. 
In this dissertation, we consider the incremental redundancy HybridARQ (IR-
HybridARQ) scheme [20][21] to provide near-capacity performance using powerful rate-
compatible error correction codes. The IR-HybridARQ scheme [22][23] requires 
incremental redundancy characteristics of a family of error correction codes to improve 
data throughput by transmitting a small fraction of its parity bits gradually according to 
the channel state in time-varying channels. In this scheme, the throughput of the 
HybridARQ scheme is strongly affected by the power of the mother code and its family 
codes, which support a wide range of code rates.  Previous research on IR-HybridARQ 
schemes [24][25][26][27][28] considered using low-density parity-check (LDPC) codes, 
which are recently known to be powerful error correction codes with feasible decoding 
complexity. We also exploit the LDPC codes as a family of powerful error correction 
codes for the IR-HybridARQ schemes. From this objective comes the name of 
incremental redundancy LDPC (IR-LDPC) codes.  
The goal of this dissertation is to investigate IR-LDPC codes, which are used as 
FEC codes in IR-HybridARQ schemes in time-varying MIMO channels. This research on 
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IR-LDPC codes is aimed at improving the throughput performance of the IR-HybridARQ 
scheme for the next generation of wireless communications, which will be pursuing 
reliable high-data-rate transmission with low-complexity in multiple antenna 
environments. 
1.2 Research Approach and Contribution 
The approaches to using LDPC codes for HybridARQ schemes are investigated in 
[24][25][26][27][28]. In these schemes, the information bits are encoded by a mother 
code. Then, a selected number of parity bits are transmitted. If a retransmission is 
requested, only additional selected bits are transmitted. This procedure is repeated until 
the entire codeword of the mother code is transmitted after each subsequent 
retransmission request. To prepare the subset codes of a mother code, this approach uses 
a puncturing scheme.  Given the number of parity bits for each retransmission by the 
puncturing scheme, the punctured parity bits are omitted in the transmission data. In this 
case, the throughput of HybridARQ schemes is strongly affected by the power of the 
mother code used in the system and the family of codes obtained by puncturing. It should 
be noted that previous approaches used a simple random puncturing method and a rate-
compatible puncturing algorithm suitable for LDPC codes with long-block lengths. 
Therefore, the performance limitation is shown at higher punctured code rates. To solve 
the previous problems and to research IR-LDPC codes for high-data-rate transmission 
with low-complexity, this dissertation focuses on following three contributions. 
Contribution 1: Throughput improvements of adaptive LDPC coded systems 
In this contribution, we study the design on IR-LDPC codes in a rate-compatible 
fashion for IR-HybridARQ schemes.  The error rate performance of the IR-LDPC codes 
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is also evaluated over time-varying channels. The throughput performance of IR-
HybridARQ schemes strongly depends on the frame error rate performance of the subset 
codes of IR-LDPC codes [25]. Therefore, the family of IR-LDPC codes, which includes 
the mother code, needs to be designed carefully. In this contribution, we also present a 
new adaptive coding system with the well-designed IR-LDPC codes to solve the 
problems posed by time-varying channels and to maximize the capacity of Vertical Bell 
Lab Layered Space-Time (V-BLAST) MIMO systems. This adaptive coding reduces the 
complexity of the receiver by using only one channel code to support variable data rate 
service while showing the comparable performance of a dedicated (i.e. non-punctured, 
multiple code)  coded system which reaches the upper limit of the capacity-approaching 
schemes with high-complexity. Our proposed adaptive LDPC coded V-BLAST system 
shows a remarkable transmission rate improvement over a conventional punctured system 
and provides comparable performance of a system that uses multiple dedicated codes at 
every target BER in time-varying MIMO channels. 
Contribution 2: Incremental redundancy LDPC codes for hybrid FEC/ARQ scheme 
The throughput of IR-HybridARQ schemes strongly depends on the design of an 
ensemble of error correction codes. In this contribution, we prepare ensembles of rate-
compatible LDPC codes with a modified intentional puncturing algorithm to achieve 
good frame error rate performance at each operating rate, which can improve the 
throughput performance of V-BLAST systems in IR-HybridARQ schemes. Our IR-
HybridARQ scheme over LDPC coded V-BLAST systems using these ensembles shows 
high throughput improvement over a conventional randomly punctured LDPC coded 
system in time-varying channels. We also propose an adaptive IR-HybridARQ scheme 
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with a code selection algorithm to reduce the traffic of a feedback channel. With the 
proposed adaptive code selection algorithm, we greatly reduce the traffic of the feedback 
channel for NAK signaling without any significant throughput loss.  
Contribution 3: Incremental redundancy irregular repeat-accumulate codes for 
hybrid FEC/ARQ schemes 
In this contribution, incremental redundancy irregular repeat accumulate (IRA) 
codes [29] are exploited for throughput improvement of IR-HybridARQ schemes with 
low complexity. IRA codes can be good FEC codes for HybridARQ scheme with the aid 
of their simple structure and low-complexities with good error rate performance.  
However, the structure of these codes, which have many degree 2 nodes in parity parts, 
leads to high error rate performance in burst channels.  To deal with this, we propose a 
new adaptive transmission method with rate-compatible puncturing patterns for these 
IRA codes to maximize the throughput performance. For the MIMO system for high-
data-rate transmission, we consider QR decomposition based V-BLAST system models 
for a low-complexity approach because minimum mean square error (MMSE) based V-
BLAST systems require prohibitive computational complexities. We verify that our IR-
HybridARQ scheme, which uses adaptive puncturing patterns of IRA codes and a QR 
decomposition based detector, has good throughput performance in all of SNR regions 
and that its performance adapts well to the time-varying channels. 
1.3 Organization of the Dissertation 
This dissertation is organized as follows. Chapter 2 begins with brief backgrounds 
on LDPC codes and hybrid FEC/ARQ schemes. Chapter 3 investigates the design on IR-
LDPC codes and presents the adaptive coded system with those codes. Chapter 4 
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approaches the throughput improvement of IR-HybridARQ scheme using the proposed 
IR-LDPC codes and the adaptive code selection algorithm. In chapter 5, we design the 
low-complexity IR-HybridARQ scheme using adaptive puncturing patterns of IRA codes 
and a low-complexity QR based detector. Finally, chapter 6 presents a summary of 





2.1 Low-Density Parity-Check Codes 
LDPC codes are a class of linear error-correcting block codes. In 1963, Gallager 
[30] introduced the LDPC codes and showed that random regular LDPC codes are 
asymptotically good and perform close to the Shannon capacity limit when the block 
length increases. Unfortunately, LDPC codes were almost forgotten for more than thirty 
years because there was no available practical decoding technique that was able to 
achieve the expected near-Shannon performance.  
Only recently, LDPC codes have been rediscovered following the invention of 
turbo codes by Berrou et al. in 1993 [31]. MacKay and Neal [32] showed empirically that 
long LDPC codes offer near optimum performance with iterative decoding algorithms 
[33], just as turbo code does. In particular, irregular LDPC codes have been shown to 
perform better than turbo codes. When decoding the irregular LDPC codes with relatively 
simple and practical iterative decoding algorithm, it is shown that their empirical 
performance can approach the Shannon limit in [34]. In addition, Richardson et al. [35] 
[36] showed that for very long codes realized from a given ensemble, arbitrarily small bit 
error probability can be achieved below a certain noise threshold which is computed by 
the decoding analysis. More recently, Chung et al. [37] presented that simulation with 
large block lengths has shown a bit error rate only 0.0045 dB away from the Shannon 
capacity limit of the binary input AWGN channel.  
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2.1.1 Structure of LDPC Codes   
LDPC codes can be described by a sparse parity-check matrix H containing a 
sparse number of non-zero entries. The term low-density means that the number of ones 
in each column and row of the parity-check matrix is small compared to the block size. 
Linear codes are defined in terms of generator and parity-check matrices. Generator 
matrix G maps information u to transmitted blocks x called codewords. For a generator 
matrix G, there is a parity-check matrix H which is related as G⋅HT=0. All codewords 
must satisfy x⋅ HT= 0 in terms of the parity-check matrix H.  
If the parity-check matrix H has the same weight per row and the same weight per 
column, the resulting LDPC codes is called regular. We use a two tuple (dv, dc) to 
represent a regular LDPC code whose column weight is dv and row weight is dc. When 
the weight in every column is not the same in the parity-check matrix, the code is known 
as an irregular LDPC code. Irregular LDPC codes have a better asymptotic performance 
and can practically reach channel capacity as shown in [34]. 
LDPC codes can be represented in a simple bipartite graph representation [38], 
which consists of two types of nodes: variable nodes and check nodes. Each variable 
(check) node corresponds to the column (row) of the parity-check matrix H. The edges in 
the graph indicate the variable nodes participating in the corresponding check node. Thus, 
a one located at position (i, j) of H corresponds to an edge between variable node i and 
the check node j. 
As an example of a Tanner graph [38], a regular LDPC code of length n = 10 and 
k = 5 is shown in Figure 1.  The equivalent bipartite graph representing this code is also 
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shown in Figure 2. In this code, every variable node has degree three and each check 






































Figure 1. Parity-check matrix H of a (3,6) regular LDPC code. 
 







Figure 2. Equivalent graphical representation of (3,6) regular LDPC code. 
 
On the other hand, an irregular LDPC code is specified by a degree distribution 
pair (λ(x), ρ(x)). The λ(x) (ρ(x)) represent the fraction of edges emanating from variable 
(check) nodes of various degrees as indicated by the powers of the place holding 
variables xi-1 , as shown in equation (1) and (2). Let dv and dc be the maximum degrees of 
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To understand the characteristics of LDPC codes, we need to introduce the 
concepts of cycle, stopping set, and girth in the Tanner graphical representation shown in 
Figure 3. This representation of LDPC codes is useful since their decoding algorithm can 
be explained by the exchange of information along the edges of these graphs.  
A cycle in a Tanner graph [39] is defined as a sequence of connected vertices 
which start and end at the same vertex in the graph, and which contain other vertices no 
more than once. The length of a cycle is the number of edges it contains.  
A stopping set in this graph is a set of variable nodes, so that all neighbors of 
stopping set are connected to the stopping set at least twice. In particular, the empty set is 
also a stopping set. The number of variable nodes in a stopping set is called its size. 
 A global girth g of a graph is defined as the size of its smallest cycle. The local 
girth gi of a variable node is defined as the shortest cycle from the variable node back to 
itself, if any edge is used not more than once. The global girth g has the relationship with 
the local girth gi as shown in equation (4) . 
min( )jj
g g= . (4)
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Figure 3 shows an example of stopping sets and local girths in a Tanner graph. 




































global girth = 4 
local girth = 4 




Figure 3. Stopping sets and local girths. 
 
The upper set {v1, v2} and the lower set {v8, v9, v10} are shown as examples of a 
stopping set. The global girth of this Tanner graph is 4, while the upper local girths g0 = 
g1 = 4, and the lower local girths g8 = g9 = g10 = 6. 
2.1.2 Encoding Algorithm   
The encoding algorithm is usually less complex than the decoding algorithm 
because the encoding algorithm computes the number of arithmetic operations for a 
binary linear code. However, LDPC codes have a weak point at their encoding process 
because the sparse parity-check matrix does not have necessarily a sparse generator 
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matrix. Encoding process using a dense generator matrix G yields to an N2 computational 
complexity that is linear with respect to the block length. In this section, two encoding 
schemes are presented. The first encoding scheme is to deal with the generator matrix, 
and the second encoding scheme is to deal with lower triangular shape parity-check 
matrix.  
2.1.2.1 Encoding Algorithm with Generator Matrix 
Consider a linear block code with a generator matrix G. This encoding algorithm 
can be expressed by  
x u= ⋅G , (5)
where the matrix G is of dimension k × n, u is the information bits of dimension 1 × k, 
and x is the resulting codeword of dimension 1 × n. Using Gaussian-Jordan elimination 
and column ordering, it is always possible to obtain a generator matrix with following 
form. 
( ) ( )( ) ( ) ( )
T
n k n k n k k n kn k k n k n k− × × × −− × − × −
 ⇔ =    H = P I G I P , (6)
where the matrix I is an identity matrix and the matrix P is a binary matrix.  
 The generator matrix of LDPC codes is usually not sparse because of inversion. 
Cleary, when a data block u is encoded using a systematic generator matrix G in equation 
(6) and (7) , it is embedded without any modification in the last k coordinates of the 
resulting codeword. This encoding process requires k⋅ (n – k) operations and has a 
computational complexity that is quadratic in the block length. Thus, this method is not 
suited for encoding LDPC codes with long block lengths. 
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2.1.2.2 Encoding Algorithm with Lower-Triangular Shape Parity-Check Matrix 
To lower the complexity of the encoding process in the previous section, a parity-
check matrix with an almost lower-triangular shape is created in [35][40], as depicted in 
Figure 4. The idea in this method is to minimize the constant factor g in front of the 
quadratic dependency. Instead of computing the product x=u⋅G, the equation H⋅ xT = 0 is 
solved. 
 
Figure 4. Parity-check matrix in approximate lower triangular form. 
 
Let the parity-check matrix be changed into the form indicated in Figure 4 by 
performing row and column permutations only. Assume that the matrix is transformed 
into the form  
( ) ( ) ( ) ( ) ( )
( )
( ) ( )
m g n m m g g m g m g
n k n




− × − − × − × −
− ×
× − × × −
 
=   
 
, (7)
where T is a lower-triangular matrix with ones along the diagonal. Multiplying this 






,      (8)
 15
the matrix will be  
1 1 0
A B T
ET A C ET B D− −
 
 − + − + 
.       (9)
Let x = (m, p1, p2), where m denotes the systematic part, and p1 and p2 combined denote 
the parity parts of a codeword x. Then, from the equation H⋅ xT = 0, the following 
equations are generated [40]: 
     1 2 0
T T TAm Bp Tp+ + = , (10)
  ( ) ( )1 1 1 0T TET A C m ET B D p− −− + + − + = .      (11)
By defining φ = -ET-1B + D that is assumed as a non-singular value, equations (12) and 
(13) are derived as follows:   
( )1 11T Tp ET A C mφ− −= − − + . (12)
( )12 1T T Tp T Am Bp−= − + . (13)
Therefore, the computational complexities of H⋅ xT = 0 can be reduced by 
computing p1 and p2 effectively with several smaller steps [40]. In this encoding scheme, 
the overall encoding complexity scales down, minimizing g and maintaining the 
characteristics of sparseness of the H matrix. 
2.1.3 Sum-Product Decoding Algorithm   
The standard message-passing algorithm is known as a sum-product algorithm 
[36][41] or a belief propagation algorithm [33]. This simple algorithm converges 
iteratively to a sub-optimal solution that may not be the maximum likelihood solution. 
The sum-product decoder is a graph-based decoder operating on the constraint graph of a 
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parity-check matrix H. This sum-product decoding process comprises three steps: 
initialization, message passing shown in Figure 5(a) from check nodes to variable nodes, 
and message passing from variable nodes to check nodes shown in Figure 5(b). This 
process exchanges messages along the edges of the code’s constraint graph until a valid 
codeword satisfying H⋅ xT = 0 is found. 
1st
check node .  .  .+ + +
= i- thvariable node















.   .   .




variable node  
(b) 
Figure 5. Sum-product message passing flow: (a) variable node update and (b) 
check node update. 
 
In the initialization step, the messages rji from the check nodes to the variable 
nodes are zero. In the first part of iteration, the message qji from variable nodes to check 
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nodes are computed based on the observed value of the variable node and some of the 
message passed from the neighboring check nodes to that variable node. Note that the 
message that is sent from a variable node i to a check node j must exclude the message 
sent in the previous round from a check node j to a variable node i. This routine is for 
updating check nodes. In the second part of iteration, every check node sends out a 
message over an edge by using all messages received from the other edges in previous 
round. These two alternating parts of the decoding algorithm are updated iteratively until 
the tentative decoding satisfies the equation H⋅ xT = 0 at variable nodes. 
The sum-product algorithm can be changed into the Log-MAP algorithm, 
representing the messages in a log-likelihood ratio (LLR) symbol set. The log-domain 
version of sum-product algorithm is to be preferred because involved multiplications can 
be replaced with additions.  Here, we first define the following LLR values [42]. 
Pr( 0 | )
( ) log
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1 2 (1) (1 2 (1)) tanh( ( )) tanh( ( ))
j j
ji jii j i j
i V i i V i
r q L r L q
∈ ∈
− = − ⇔ =∏ ∏ . (18)
The log-domain decoding algorithm involves the following steps using the LLR 
equations above [42]. 
 
Step 1. Initialization: 
























Step 2. Check-to-variable node message passing: 
Update L(rji) at variable nodes. 
' '
'' \\
( ) ( ) ( ( ))
jj
ji i j i j
i V ii V i
L r α β
∈∈
= ⋅Φ Φ∑∏ ,  (20)
 where ( ( ))ij ijsign L qα , ( )ij ijL qβ , and ( ) log tanh( / 2)x xΦ − . 
 
Step 3. Variable-to-check node message passing: 
 Update L(qij) at check nodes. 
'
' \
( ) ( ) ( )
i
ji i j i
j C j
L q L x L r
∈
= + ∑ .   (21)
 
Step 4. Decision: 
Update L(Qi) and check the codeword satisfying H⋅ xT = 0. 




L Q L x L r
∈
= +∑ . (22)
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The decision is given by x = [xi] such that xi = 1   if L(Qi) < 0; otherwise, xi = 0. If x is a 
valid codeword satisfying H⋅ xT = 0, the algorithm halts; otherwise, the routines from step 
2 to step 4 are repeated until some maximal number of iterations is reached without a 
valid decoding. 
2.2 ARQ Schemes for Link-Level Adaptation Technique 
2.2.1 Data Link Layer   
The data link layer is layer two of the seven-layer open systems interconnection 
(OSI). The task of the data link layer is to interpret the bit stream of physical layer as a 
sequence of data blocks and forward them to the network layer. This data link layer 
provides reliable data transfer across two physical links using higher layer protocols, 
which include flow control, error checking, acknowledgements, and retransmission. 
Higher layer protocols can use error detection or correction codes protect data from 
transmission errors. Also, this protocol utilizes a feedback channel to request message 
retransmission, which is called ARQ retransmission. The ARQ schemes can be classified 
into two categories based on their complexities: simple ARQ schemes and hybrid ARQ 
schemes. The following sections describe the operation of two ARQ schemes.  
2.2.2 Simple ARQ Schemes  
ARQ schemes are usually divided into three types:  send-and-wait ARQ, go-back-
N ARQ, and selective-repeat ARQ.  The send-and-wait ARQ scheme is the simplest of 
these three schemes. The transmitter sends a codeword and then is required to wait for 
acknowledgement (ACK) that this codeword has been received before the next codeword 
can be sent. When the transmitter gets a negative acknowledgement (NAK), it will resend 
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the previous codeword to the receiver. A NAK means the receiver detects some errors in 
the previous codeword. An obvious problem with this scheme is that while the transmitter 
is waiting for acknowledgements, transmission time is wasted and throughput can be 
deteriorated. When round-trip delays are long, throughput suffers appreciably. This 
problem can be alleviated with the use of go-back-N ARQ scheme. 
For go-back-N ARQ scheme shown in Figure 6(a), the transmitter does not wait 
for acknowledgements but rather continually sends successive codewords until a request 
for a retransmission is received. After a round-trip delay, the transmitter will receive an 
ACK or a NAK. If the NAK is received, the transmitter stops, backs up to the codeword 
that was not successfully decoded, and restarts the transmission with that codeword. In 
this scheme, the transmitter requires sufficient buffer to store all the unacknowledged 
codewords. This ARQ scheme is called continuous ARQ scheme, which is more effective 
than the send-and-wait ARQ scheme. However, this ARQ scheme can be inefficient for a 
large round-trip delay and high data transmission rates because many of the codewords 
that are retransmitted may have already been successfully received as error-free 
codewords. Thus, if only those codewords that contain detected errors are selectively 
retransmitted, the throughput of this scheme can be enhanced. This enhanced scheme is 
called the selective-repeat ARQ scheme, as shown in Figure 6(b). 
In this scheme, when the receipt of a defective codeword is detected, only the 
codeword that is defective is selectively requested. The codewords that arrive in the 
meantime are not rejected but are filed in a storage buffer at the receiver side. For this 
operation, the transmitter must keep the transmitted codewords in a storage buffer until 
an ACK has received for them. If the buffer size is not sufficiently large at transmitter 
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and receiver side, the buffer will be overflowed. If ARQ scheme has enough storage to 
buffer NAK transmissions, this selective-repeat ARQ can be the most efficient ARQ 









2.2.3 Hybrid ARQ Schemes  
Simple ARQ schemes provide a high level of transmission reliability, which can 
be maintained when channels are severely disrupted. However, their throughput 
efficiency falls rapidly when channel error rate increases.  FEC systems provide constant 
channel throughput regardless of the channel error rate, but the level of transmission 
reliability decreases when the channel becomes more error-prone. To obtain high system 
reliability in FEC systems, powerful long codes must be used, which make decoding hard 
to implement and expensive. To establish a reliable communication link and to overcome 
the drawbacks in both ARQ and FEC schemes, two error control schemes are properly 
combined. This kind of combination is referred to as a hybrid ARQ scheme. This hybrid 
scheme consists of an FEC subsystem contained in an ARQ strategy. In this section, two 
types of hybrid ARQ schemes are presented: type I hybrid ARQ scheme and type II 
hybrid ARQ scheme. 
The type I hybrid ARQ scheme is the simplest of the hybrid protocols using a 
linear code for both error detection and error correction. This scheme can be implemented 
using either one-code or two-code systems. When a received codeword is detected in 
error, the receiver first attempts to find and correct the errors. If the linear code can 
correct the number of errors within its error-correcting capability, the errors are corrected 
and the decoded message is passed to the data sink. If the receiver detects an 
uncorrectable error pattern, it rejects the received codeword and requests a retransmission 
to the transmitter. If the retransmitted codeword is received after a round-trip delay, the 
receiver again finds and corrects the errors in that codeword. These steps above will be 
repeated until the receiver decodes the codeword successfully. This type I hybrid ARQ 
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scheme provides higher throughput than the corresponding ARQ scheme when channel 
error rate is high because the error correcting capability of the combined linear code 
reduces the frequency of retransmission. 
The disadvantage of the type I hybrid ARQ scheme is that when channel error rate 
is low, it has lower throughput than its corresponding ARQ scheme. The extra parity-
check bits for error correction must be sent in each transmission regardless of the channel 
error rate. It makes lower throughput. 
The second type of hybrid ARQ scheme, type II hybrid ARQ scheme is devised to 
avoid this situation. In this scheme, the amount of redundant parity-check bits for error 
correction is varied according to the channel error rate during transmission and 
retransmission and a received codeword is combined with the previously received 
codeword. This scheme exploits the channel capacity more efficiently and is suitable for 
applications in time-varying channels where different levels of error protection are 
required.  The type II hybrid ARQ scheme uses of a set of FEC codes from high rates to 
low rates. The lower rate codes are derived from higher rate codes in a rate-compatible 
fashion. When a transmission is initiated in this scheme, the transmitter sends information 
message encoded by an error detection code. If the receiver finds errors after error 
detection, it saves the erroneous message in a buffer and requests retransmission to the 
transmitter. The transmitter then sends a block of parity-check bits formed based on the 
original message. The receiver attempts again to detect and correct errors of the 
erroneous message stored in the buffer with the aid of addition parity-check information. 
If the error correction is unsuccessful, the receiver requests more parity-check bits to the 
transmitter until the original codeword is recovered. If the code used for error correction 
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and the retransmission strategy of ARQ scheme is properly chosen in this hybrid ARQ 
scheme, this type II hybrid ARQ scheme provides better throughput efficiency than the 
type I hybrid ARQ scheme. In addition, this scheme is more attractive for high-speed data 
communication systems where error rate is non-stationary in time-varying channels than 
the type I hybrid ARQ scheme. 
2.3 Multiple Antenna Systems for High-Data-Rate Wireless Communications 
In wireless communications, the fading effect of communication systems is 
important. Unlike SISO, MIMO requires the multipath fading environment. MIMO 
system deems the multipath channel not as impairment but as resource which enhances 
the transmission performance by applying multi antennas [43] for a transmission. If 
multiple transmitters broadcast different information to a multipath channel [44] and 
multiple receivers can obtain different information from the multipath channel, multipath 
channel will become resource for the enhancement of the transmission performance as 
well as the multipath fading environment itself will be solved. This multiplexing is called 
space division multiplexing. MIMO system consists of multiple antennas for a single user, 
and is a concurrent transmission process in space by using multipath channels. This 
MIMO system mainly uses for high-data-rate data transmission in wireless 
communication. 
2.3.1 Multiple-Input Multiple-Output Channel  
In a typical multipath propagation environment in wireless communications, the 
received signal envelope is normally Rayleigh distributed, which results in the Rayleigh 
fading channel. The probability distribution function of the received signal to noise ratio 
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where 0γ  is the average signal to noise ratio. 
Wireless fading channels [45] are also characterized by the time variation of the received 
signal, which is caused by the motion of the mobile unit. It can be expressed by the 




=    (24)
where λ  is the wavelength, and ν is the speed of the mobile unit.  
In MIMO system as shown in Figure 7, multipath channels are represented by 
M N antennas.  M is the number of transmit antennas and N is that of receive antennas. 
Multipath channels can be expressed as M N channel gain matrix H, which characterize 
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where hi,j is the channel gain matrix from transmit antenna j to receive antenna i. The 
elements of H are zero-mean complex Gaussian random variables with unit variance. The 
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= +∑ ,       (26)
where ρ (Es/No) is the total transmit power per symbol versus total spectral density of the 
noise. The subscript for time-domain is omitted for simplifying equations. 
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Figure 7. MIMO channel representation with M receive antennas and N transmit 
antennas.  
 
2.3.2 Layered Space-Time Architecture  
MIMO system uses multiple transmit and receive antennas to implement 
concurrent transmission [46]. This transmission can be performed with diversity in space 
and time domain. Foschini and Gans [10] showed that a high bandwidth efficient 
communication can be achieved with multiple-element antennas over the rich-scattering 
wireless channel. This technology is called Layered Space-Time (LST) architecture. In 
[9], the spread data substream from LST architecture [47] can exist without conflicting 
each other in multiple transmit and receive antenna environments, and this substream can 
be exploited to increase the capacity. To achieve this capacity, there are three types of 
proposed LST architectures, horizontal LST (H-LST), diagonal LST (D-LST) and 
vertical LST (V-BLAST). In H-LST, the data stream is transmitted in horizontal. Each 
data stream is always transmitted at the same antenna. D-LST scheme [48], which is 
considered the applied architecture of H-LST, rotates the encoded data symbols and 
transmit them from the different antenna at the different timing. This architecture is 
proposed by Foschini [9], which can reach capacities near the Shannon limit. However, 
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the complexities of D-LST implementation led to V-BLAST scheme, which is a 
simplified version of D-LST. In the next chapters, this V-BLAST architecture and 




THROUGHPUT IMPROVEMENTS OF ADAPTIVE LDPC CODED 
SYSTEMS 
 
3.1 Introduction   
Time-varying channels in wireless MIMO communications come from much 
fundamental impairment such as multipath fading, scattering, shadowing, and Doppler 
spread of mobile speed. To confront the nature of time-varying channels and enhance 
spectral efficiency over wireless MIMO fading channels, many researchers have been 
focusing on adaptive transmission techniques [49] such as adaptive coding [50], adaptive 
modulation [51], adaptive power control, and adaptive transmit antenna diversity [1]. 
The demand for adaptive coding originates from the fact that some standards 
request the wireless transceiver to confront fast channel variations by changing the code 
rate. However an adaptive coding system requires multiple codes for each supporting 
data rate, which can make system more complex than is necessary. To solve this problem, 
we need powerful and reconfigurable forward error correction codes with low complexity. 
Irregular LDPC codes [34] are attractive forward error correction codes [52][53] in the 
sense that these codes can perform extremely close to the Shannon capacity for long 
block-lengths. Ha et al. introduced good rate-compatible irregular LDPC codes that are 
well designed at short block lengths with a finite-length puncturing algorithm [54]. 
One of the most important MIMO systems is the V-BLAST architecture [9] that is 
proposed for high-data rate systems without transmit diversity [55]. The conventional 
layered V-BLAST system architecture uses a single code at each layer as a component 
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code. We will modify this system to use a fraction of this single code in all of the vertical 
antennas. In this chapter, the combination [56] of rate-compatible LDPC coded adaptive 
coding system and modified V-BLAST systems is examined as a good candidate for low-
complexity, high-capacity approaching schemes over time-varying MIMO channels. 
This chapter is organized as follows. In Section 3.2 and 3.3, we discuss our 
adaptive LDPC coded V-BLAST system models using a single LDPC code in a rate-
compatible fashion. Also, we describe the procedure of threshold determination for 
adaptive transmission and explain the operation of our adaptive LDPC coded V-BLAST 
systems for supporting variable data rate. In Section 3.4, we show simulation parameter 
and results. In final section 3.5, we conclude with a brief summary about how our 
proposed adaptive coded system is well designed with low-complexity and moderate 
performance loss over time-varying MIMO channels. 
3.2 Adaptive LDPC Coded Systems 
In this section, we design IR-LDPC codes in a rate-compatible fashion to support 
the incremental redundancy transmission of IR-HybridARQ schemes in next chapter. For 
a system model, we construct an adaptive coded system using IR-LDPC codes prepared 
by intentional puncturing and random punctured methods at short block lengths. To 
change code rates adaptively over time-varying channels for good throughput 
performance, we also propose an adaptive code selection algorithm. These works 
improve the throughput performance of our adaptive LDPC coded system. 
To evaluate throughput performance of IR-LDPC codes over time-varying 
channels, we construct adaptive LDPC coded systems, which change the code rate 
adaptively according to the channel state information. It guarantees throughput 
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improvement if each subset code of IR-LDPC codes and an adaptive operation method 
are properly chosen. To compare the performance of IR-LDPC codes to the capacity 
bound of each rate, we also construct a dedicated coded system, which requires several 
encoder/decoder pairs for supporting every rate. This system shows near-capacity 
performance, but its complexity is increased by the number of encoder/decoder pairs. In 
this section, we consider preparing only one encoder/decoder pair using a family of IR-
LDPC codes, which have low-complexity and support all of the required variable code 
rates. All of the subset codes of IR-LDPC are punctured from a well-designed mother 
code by an intentional puncturing [30] and random puncturing method [26], which are 
presented in the next section. 
3.2.1 Construction of Low-Density Parity-Check Codes   
For our adaptive coded system, we prepare rate-compatible IR-LDPC codes by 
puncturing the mother code that is optimized [57] with a specific puncturing algorithm at 
short block lengths [58]. These IR-LDPC codes are designed in a rate-compatible fashion, 
which perform well at all given code rates. The essential work for IR-LDPC codes is to 
design a mother code carefully because all of the subset codes of IR-LDPC codes are 
embedded in the lower rate mother code and can be decoded on the same Tanner graph. 
In wireless environments, the transmitted symbols can be lost in a deep fading channel. 
The receiver will have practically no information about these symbols, which look likely 
to be erased in the channel. In addition, the punctured bits can be considered as erasures 
that occur on determined locations while the channel erasures occur in the random 
locations in actual case. Considering all of these situations, the design of IR-LDPC codes 
is considered over the binary erasure channel. 
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Our main rule of designing IR-LDPC codes is to find the LDPC codes, which can 
overcome the higher erasure probability at the given binary erasure channel with certain 
erasure probabilities. Well-designed LDPC codes over the erasure channel can recover all 
of erasures through few iterative decoding steps in the given channel. 
Let us define the probability e(k), which an LLR message of a variable node at the kth 
iteration during message-passing decoding is equal to zero. This probability [60] can be 
computed in the Tanner graph as  
1( ) (0) ( 1)( 0) ( ) vdk kP v e ε −−= = ,     (27)
where v(k) is the message of neighbors of a variable node and dv is the number of 
neighbors of a variable node. This probability must be zero when the iteration of 
decoding approaches infinity. To design good LDPC codes which have the resilience 
against erasure and puncturing, this channel erasure probability above needs to be 
maximized. Thus, the following function f(e) [60] of given LDPC codes is maximized.  
( ) / (1 )m m mf e R e= − ,    (28)
where Rm is the mother code rate and em is the maximum amount of erasures . In this 
equation, the largest value of f(em) means the highest achievable code rate when we 
puncture the mother code of which code rate is Rm.  
The probability density of a variable node message can be calculated with the following 
recursive formula. 





















where λ(x) and ρ(x) are degree distribution of LDPC codes defined by equations (1) and 
(2) and ε(k)   is the probability that a check node messages is equal to zero.  
To solve the recursive equation (29), let us define [59] 
(0)( ) (1 (1 ))x e xβ ρ= − − .   (30)
Thus, the following relationship can be derived 
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where Ω  is the number of inequalities in equation (31), ρ(x) is chosen to be 0.4x5 + 0.6x6 . 
It is known [37] that good LDPC codes have the degree distribution of check nodes with 
the form ( 1) 2( ) (1 )d dd dx x xρ ρ ρ
− −= + − . 
In this linear equation routine, we will find a degree distribution of variable nodes 
that satisfies equation (31). If we find such a sequence, new recursive equations can be 
solved with larger value e until the maximum e is found. The degree distribution of 








=∑    and  
1 1
0 0
1( ) ( )
m
x dx x dx
R
λ ρ=∫ ∫ .                     (32)
In this method, we tried to find the optimal degree distribution by varying λ2 from 
0.30 to 0.50.  Finally, we obtained the mother code with the following degree distribution 
pair with 45% erasure probability: 
2 7( ) 0.283 0.399 0.318x x x xλ = + + ,     (33)
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5 6( ) 0.6 0.4x x xρ = + .   (34)
The performance of this mother code is also improved using a progressive edge-growth 
(PEG) construction algorithm [61] to have good error rate performance at short block 
lengths.  
To prepare the subset codes of IR-LDPC codes from this mother code, a finite-
length puncturing method [54] is exploited for a systematic design of rate-compatible 
LDPC codes at short block lengths [62]. In Figure 8, a typical recovery tree for 
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Figure 8. Typical recovery tree with variable and check nodes.  
 
A survived check node is a check node connected with all unpunctured variable 
nodes, except one punctured variable node, a so-called N-step recovery (N-SR) node. A 
dead check node is a check node that has two more punctured variable nodes among all 
of the neighboring variable nodes. The N-SR node is a variable node that is recovered 
after exactly N iterations of a decoding algorithm with at least one neighboring survived 
check node. If the punctured N-SR node is recovered with a non-zero message from one 
of the neighboring survived check nodes, the node is considered to be recovered, even 
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though the node may have an incorrect value. All intentional punctured N-SR nodes have 
to be recovered with the message from the unpunctured nodes after a finite number of 
iterations. In this algorithm, the maximum achievable code rate Rmax is defined as 











= ,   (35)
where Gn is the group of the N-SR nodes, R0  is the rate of a mother code, k is the number 
of groups, and L is the block length. The required number Preq of punctured nodes for a 











To find puncturing locations in the recovery tree, a two-step search algorithm is used. 
The first step is a grouping algorithm that separates all variable nodes in the typical 
recovery tree into several groups that have different recovery-error probability [54]. The 
first group is defined as the set of variable nodes that can be recovered statistically 
earlier, which consists of 1-SR variable nodes. After maximizing the number of variable 
nodes in the first group, the next groups are selected sequentially by the grouping 
algorithm. The variable nodes of the Nth group include the puncturing locations of (N-1)th 
group in a rate-compatible fashion. If all of the groups are assigned exactly, the order of 
puncturing locations in the same variable node group is determined using a sorting 
algorithm, which is the second step of this approach. This step selects the variable nodes 
first with the smallest number of the dead check node and the largest number of the 
survived check node in the typical recovery tree. 
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Unlike the finite-length puncturing method, the random puncturing method selects 
the locations of punctured symbols arbitrarily. This results in performance loss at high 
puncturing rates where most of parity bits are punctured. This is referred to as the 
conventional puncturing method. 










Figure 9. Adaptation threshold parameters for adaptive coded transmission. 
 
To construct an adaptive LDPC coded system, the adaptation threshold 
parameters need to be determined, which the transmitter uses for the code rate selection 
in the next frame. It is assumed that the receiver knows the received signal-to-noise ratio 
(SNR) exactly and sends this information to the transmitter without delay. To calculate 
these threshold parameters, the predicted channel states are partitioned into five segments, 
shown in Figure 9. In each segment, the transmitter uses a specific code rate for 
satisfying a target bit error rate (BER). The example of threshold parameters is shown in 
tables in section  3.4, which are set experimentally by observing the error rate 
performance of each LDPC coded system in a normal fading condition. In this example, 
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the transmitter selects the code rate R1 between TH1 and TH2, R2 between TH2 and TH3, 
and R3 above TH3. 
3.3 Simulation System Models 
The original V-BLAST system uses different channel codes in different layers. It 
will be modified to use a fraction of the same channel code at each layer. The output of a 
single channel code is separated, as shown in Figure 10. This V-BLAST system is a 
simplified version of diagonal-BLAST [9] for reducing its computational complexity and 
does not have transmit diversity.  
 
Figure 10. Modified V-BLAST system. 
 
The system has N transmit antennas and M receive antennas, where N ≤ M, in a 
frequency-flat Rayleigh fading channel. At the transmitter, source data bits are encoded 
with an LDPC encoder to generate encoded information data bits, which are separated 
into N substreams and mapped onto quadrature phase shift keying (QPSK) constellation 
points. All symbols in a certain layer are transmitted into the same antenna over 
frequency-flat fading channels. Each layer of the V-BLAST system has its own 
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horizontal antenna. The total transmit power of all antennas is normalized to 1. At the 
receiver side, the transmission can be expressed mathematically as 
= ⋅ +Y H X N , (37)
where X and Y are complex N 1 input and 1 M output vectors, respectively, and N  is a 
complex Gaussian noise 1 M vector with variance σ2. The average noise power is N0 at 
each receive antenna. The complex M N channel matrix is H, which consists of channel 
coefficients of MIMO frequency-flat fading channels. At the receiver, received symbols 
are processed by nulling and ordering operation. Those received vectors Y are used as the 
inputs of successive interference cancellation [63]. After interference cancellation, these 
data are passed through the minimum mean square error (MMSE) or zero forcing (ZF) 
detector, which makes a soft decision on the channel inputs. Each received soft bit stream 
from the detector is multiplexed into one stream and converted into log-likelihood ratio 
values which a log-domain LDPC decoder uses for soft-decision. The details for MMSE 
and ZF detection are explained in next section. 
3.3.1 Nulling and Interference Cancellation 
In equations (25) and (37), the received symbols y can be rewritten as  
1 1 11 2 12 1 1 1
2 1 21 2 22 2 2 2
1 1 2 2
1 1 2 2
y h h h h n
y h h h h n
y h h h h n
k k m m
k k m m
n n n k nk m nm n
k k m m
x x x x
x x x x
x x x x
x x x x
⇓
= + + ⋅⋅⋅ + + ⋅⋅⋅ + +
= + + ⋅⋅⋅ + + ⋅⋅⋅ + +
= + + ⋅⋅⋅ + + ⋅⋅⋅ + +




where the hnk is denoted as a kth column coefficient of H in nth transmit antenna and xk is 
the transmitted symbol from the kth transmit antenna. These equations can be also 
transformed into a simple vector equation, where hk is the kth column of H. To detect the 
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desired symbols in equations above, linear combinational nulling can be performed by 
choosing a weighting vector wi to null out all the other symbols based on the ZF or 
MMSE criterion. When we detect the symbol in a specific layer, the other remaining 
symbols in the other layers can be considered as interferers.  The ZF nulling vector is 













w h , (39)
where wT indicates transpose of w and hj is the jth column of H. δ is the Kronecker delta  
function. Thus, the decision statistics for the symbol in a kth substream is given by  
1 1 2 2
0 0 0 .
d T
k k
k k k k k m k m k
T
k k
T T T T T
x
x x x x
x
=
= + + ⋅⋅⋅ + + ⋅⋅⋅ + +
= + +⋅⋅⋅+ +⋅⋅⋅+ +
w y




The slice operation is used to decode the transmitted symbol ˆkx . 
ˆ ( )dk kx Q x= , 
(41)
where Q(.) denotes quantization operation relating to the constellation in use.   
On the other hand, this linear nulling operation can have a superior performance if 
nonlinear techniques such as interference cancellation are combined. In this symbol 
cancellation operation, the first row of symbols is detected, and interference from 
already-detected symbols can be subtracted from the remaining received symbols, rather 
than detecting all of the symbols together. The received symbol vector after kth layer 
interference cancellation is formulated by  
1 ˆk k k kx+ = −y y h , 
(42)
where ˆkx  is the decoded symbol in the kth layer.   
 The performance of this successive interference cancellation depends on the 
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decision taken on each layer. However, in actual case, the signals with the weakest SNR 
will dominate the error performance of the system because such signals are sensitive to 
the inferences. To avoid this issue, the symbols containing strongest SNR need to be 
detected first. Next, we will show how to determine a specific ordering to improve the 
decoding performance of the system. 
3.3.2 Optimal Detection Order 
As mentioned earlier, the system performance depends on the order of detection. 
For the ordering scheme, we need to determine the signal with the biggest post-detection 
SNR. This algorithm is called ordered successive cancellation. Using the effective 
ordering, the ordered interference cancellation obviously reduces error rate performance.  
The post-detection SNR [10] for the kth detected symbol of vector y is obtained by 












where 2σ is the noise power and < ⋅ > denotes the expectation taken over the constellation 
set.  
3.3.3 Detection Algorithm using the ZF and MMSE Nulling Vector 
In a zero-forcing linear detector, the received signal vector y is multiplied by 
nulling matrix G with the form of Moore-Penrose pseudo-inverse of the channel matrix H. 
1( )H HZF
+ −= =G H H H H , (44)
where + denotes the pseudo-inverse. 
Then, the decision on the signal vector y is given by  
1 1( ) ( )H H H HZF ZF
+ − −= = = = +x G y H y H H H y x H H H n . (45)
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The MMSE detector minimizes the mean squared error between the transmitted 
signals and the output of the linear detector. The nulling matrix G is given by  
2 1( )H HMMSE nσ
−= +G H H I H , (46)
where 2nσ is the noise power. Thus the decision on the received signal vector is given by 
2 1( )H HMMSE MMSE nσ
−= = +x G y H H I H y . (47)
Compared to ZF criterion, this MMSE criterion has the advantage to cancel both the 
noise and interference signal while ZF criterion doesn’t have the noise term in the nulling 
matrix. The full ZF V-BLAST detection algorithm [10] can be described recursively as 
follows.  
• Initialization 
Step 1.  1 1at i
+ ==G H  
Step 2. 1
2
1 arg min jj
k = G  
• Recursion  
Step 3. 
i i




ik kx = w y  and  ˆ ( )i ik kx Q x=  
Step 5. 1 ˆ i iii k kx+ = −y y H  
   Step 6. 1 ii k
+






arg min , 1
i
i i j
j k k k
k i i+ +
∉
= = +G , go to step 3. 
Figure 11. Detection algorithm. 
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In this algorithm, 
1ik −
H  is obtained from H by zeroing the columns k1, k2,  …, ki-1 
of H.  All of steps are iterated as a recursive procedure including determination of the 
optimal ordering.  
3.4 Performance Results 
Adaptive LDPC coded V-BLAST systems are considered as a system model that 
employs multiple transmit and receive antennas. A mother code is prepared as a half-rate 
irregular LDPC code with a block length of 4096. Its degree distribution pairs are given 
in equations (33) and (34) in previous section. The other code rates are punctured by a 
finite-length puncturing method and a conventional random puncturing method. For the 
dedicated LDPC coded system, non-punctured LDPC codes are prepared for every rate. 
The LDPC coded V-BLAST systems are simulated by Monte Carlo methods over 
frequency-flat fading channels generated by a modified Jake’s fading model. A 
normalized Doppler spread is fDTS = 0.01 in a normal fading condition. A fast fading 
condition is set at fDTS = 0.02, and a slow fading condition is set at fDTS = 0.001.  
3.4.1 Bit Error Rate Performance of LDPC Coded V-BLAST Systems 
The adaptive LDPC coded system, which has punctured LDPC codes prepared by 
a finite-length puncturing method, is called a finite-length punctured adaptive coding 
(FPAC) system.  In Figure 12 and Figure 13, the bit error rate performance of the FPAC 
system is compared at code rates 0.5, 0.625, and 0.75 in different fading conditions. It is 
assumed that the transmitter and the receiver know the channel state information 
perfectly. The normalized Doppler spread is changed from 0.02 to 0.001.  
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Figure 12. Comparisons of bit error rate performance of adaptive LDPC coded 
2x2 ZF V-BLAST systems in different fading channel conditions.  
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Figure 13. Comparisons of bit error rate performance of adaptive LDPC coded 
2x2 MMSE V-BLAST systems in different fading channel conditions.  
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The FPAC system has better BER performance in a faster fading condition at 
every rate. The BER of the FPAC system at rate 0.5 is 0.9 dB better at target BER 10-5 in 
a fast fading condition than in a normal fading condition. In addition, the BER of the 
FPAC system at rate 0.5 is 10.2 dB in ZF VBLAST and 11.2 dB in MMSE VBLAST 
worse at target BER 10-5 in a slow fading condition than in a normal fading condition. It 
is shown that LDPC coded systems can exploit more the time-diversity characteristics of 
the channel in a faster fading condition than in a slower fading condition. All of the other 
punctured codes at rates 0.625 and 0.75 have the same error rate characteristics as the 
mother code at rate 0.5 in three different fading conditions. 
The adaptive system, which uses the random punctured LDPC codes, is called a 
random punctured adaptive coding (RPAC) system. This conventional punctured system 
is compared to the FPAC system to verify the performance of punctured LDPC codes 
prepared by the finite-length puncturing method. In addition, the dedicated coded 
adaptive coding (DCAC) system, which consists of only dedicated LDPC codes at every 
rate, is compared to the FPAC system. The performance of the DCAC system is 
considered as an upper limit of the capacity-approaching schemes with high-complexity.  
In Figure 14, Figure 15, Figure 16, and Figure 17, bit error rate performance of 
the three different LDPC coded systems is compared at code rates 0.5, 0.625, and 0.75. 
Each coded system is simulated in ZF and MMSE V-BLAST system. The code rates of 
0.625 and 0.75 are prepared by puncturing the half-rate mother code with a finite-length 
puncturing method and a random puncturing method. The FPAC system shows better 
BER performance at higher code rates of 0.625 and 0.75 than the conventional RPAC 
system. It is shown that a large percentage of punctured bits in the RPAC system 
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deteriorate the performance of the iterative soft decision decoder. On the other hand, the 
FPAC system shows good performance at higher rates, of which performance is not 
degraded severely compared to the DCAC system. This is because the intentional 
punctured bits at higher rate LDPC codes are recovered fast, resulting in the fast 
convergence of the iterative decoder.  
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Figure 14. Comparisons of bit error rate performance of adaptive LDPC coded 
2x2 ZF V-BLAST systems in a normal fading condition.  
 
In ZF V-BLAST systems, the BER gain of the FPAC system over the RPAC 
system is 0.2 dB at rate 0.625 and 1.8 dB at rate 0.75 for a target BER of 10-5. The BER 
performance loss of the FPAC system over the DCAC system is 0.4 dB in 2x2 system 
and 0.2dB in 4x4 system at rate 0.625 and 0.4 dB in 2x2 system and 0.1dB in 4x4 system 
at rate 0.75 for a target BER of 10-5. In MMSE V-BLAST systems, the BER gain of the 
FPAC system over the RPAC system is 0.2 dB at rate 0.625 in 2x2 and 4x4 systems, and 
1.7 dB in 2x2 system and 1.0dB in 4x4 system at rate 0.75 for a target BER of 10-5. The 
BER performance loss of the FPAC system over the DCAC system is 0.1 dB at rate 0.625 
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and 0.4 dB in 2x2 system and 0.4dB in 2x2 system and 0.1dB in 4x4 system at rate 0.75 
for a target BER of 10-5.  
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Figure 15. Comparisons of bit error rate performance of adaptive LDPC coded 
4x4 ZF V-BLAST systems in a normal fading condition.  
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Figure 16. Comparisons of bit error rate performance of adaptive LDPC coded 






















Figure 17. Comparisons of bit error rate performance of adaptive LDPC coded 
4x4 MMSE V-BLAST systems.  
 
In the previous result, we used optimal detection ordering at the receiver with 
perfectly known SNR information. In the following simulations, we compared the BER 
performance of the systems with optimal detection ordering and without optimal 
detection ordering. The BER performance of the three different LDPC coded systems 
with/without optimal detection ordering is shown in Figure 18, Figure 19, Figure 20, and 
Figure 21. The normalized Doppler spread is at fDTS = 0.01. Compared to the adaptive 
LDPC coded systems with optimal ordering detection shown in each simulation, the 
performance of the 2x2 ZF (MMSE) V-BLAST systems without optimal detection 
ordering shows about 1.0 (1.2) dB Eb/No  loss at code rate 0.625, and 1.4 (4.2) dB  Eb/No 
loss at code rate 0.75 for a BER of 10-5. In 4x4 ZF (MMSE) V-BLAST systems, the 
systems without optimal detection ordering have much more loss to the systems with 
optimal detection ordering because the inference from the multiple antennas is increased 
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according to the number of antennas. The performance loss of the systems without 
optimal ordering is about 3.8 (6.5) dB Eb/No loss at code rate 0.625, and 4.2 (9.2) dB 
Eb/No loss at code rate 0.75 for a BER of 10-5.  
From these all of the results, the FPAC system outperforms the RPAC system at 
code rates 0.625 and 0.75 in ZF and MMSE V-BLAST system with multiple antennas, 
showing the comparable performance to the DCAC system. Also, the performance gap 
from the systems with and without optimal detection ordering is increased as the number 
of antenna is increased. Also, the MMSE V-BLAST system is much more sensitive to the 
interference from the multiple antennas. 
SNR [dB]

























Figure 18. Comparisons of bit error rate performance of adaptive LDPC coded 




























Figure 19. Comparisons of bit error rate performance of adaptive LDPC coded 
4x4 ZF V-BLAST systems with/without optimal ordering. 
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Figure 20. Comparisons of bit error rate performance of adaptive LDPC coded 




























Figure 21. Comparisons of bit error rate performance of adaptive LDPC coded 
4x4 MMSE V-BLAST systems with/without optimal ordering.  
 
3.4.2 Throughput of Adaptive LDPC Coded V-BLAST Systems at Constant BER 
Operation 
For a constant BER operation, the adaptation threshold parameters are set to the 
values in a specific SNR range between TH1 and TH4, as shown in Table 1, 2, 3, and 4. At 
high SNR, a higher throughput is preferred by choosing a higher code rate. On the other 
hand, at low SNR, throughput performance is given up to maintain the minimum error 
level by choosing a lower code rate. To qualify error rate performance less than the target 
BER 10-3, 10-4, and 10-5, the transmitter of adaptive LDPC coded systems uses the 
specific code rates when the estimated SNR at the receiver is above the specific threshold 
parameters in the tables.  In Figure 22, Figure 23, Figure 24, and Figure 25, the 
throughput performance of the FPAC, the RPAC, and the DCAC systems is compared at 
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every target BER. This result shows the FPAC system has better throughput performance 
than the conventional RPAC system. At each target BER, the FPAC system outperforms 
the RPAC system by 2% more average transmission rate. Compared to the DCAC system, 
the FPAC system still has good throughput performance, which is within 1% of the 
performance of the DCAC system. 
Table 1. Adaptation threshold parameters of ZF V-BLAST systems with(without) 
optimal ordering in 2x2 antennas 
 Target BER Th0 Th1 Th2 Th3 Th4 
aFPAC 10-3 0 (0) 9.0 (9.3) 9.3 (11.1) 11.0 (14.4) ∞ 
bRPAC 10-3 0 (0) 9.0 (9.3) 9.3 (11.2) 11.4 (15.9) ∞ 
cDCAC 10-3 0 (0) 9.0 (9.3) 9.2 (10.8) 10.4 (13.4) ∞ 
FPAC 10-4 0 (0) 9.7 (10.0) 10.5 (12.5) 12.9 (16.4) ∞ 
RPAC 10-4 0 (0) 9.7 (10.0) 10.6 (12.7) 14.4 (18.3) ∞ 
DCAC 10-4 0 (0) 9.7 (10.0) 10.2 (12.0) 12.4 (15.7) ∞ 
FPAC 10-5 0 (0) 10.3 (10.7) 12.7 (13.8) 17.0 (18.2) ∞ 
RPAC 10-5 0 (0) 10.3 (10.7) 13.0 (14.1) 18.8 (20.2) ∞ 
DCAC 10-5 0 (0) 10.3 (10.7) 12.3 (13.4) 16.4 (17.8) ∞  
 
aFPAC : finite-length punctured adaptive coding (FPAC) system   
bRPAC : conventional random punctured adaptive coding (RPAC) system 
cDCAC : dedicated coded adaptive coding (DCAC) system 
 
Table 2. Adaptation threshold parameters of ZF V-BLAST systems with(without) 
optimal ordering in 4x4 antennas 
 Target BER Th0 Th1 Th2 Th3 Th4 
aFPAC 10-3 0 (0) 10.7 (12.0) 12.0 (14.6) 14.0 (17.8) ∞ 
bRPAC 10-3 0 (0) 10.7 (12.0) 12.1 (14.8) 15.2 (19.0) ∞ 
cDCAC 10-3 0 (0) 10.7 (12.0) 11.8 (14.3) 13.8 (17.0) ∞ 
FPAC 10-4 0 (0) 11.8 (14.1) 13.7 (17.0) 16.4 (20.3) ∞ 
RPAC 10-4 0 (0) 11.8 (14.1) 13.9 (17.1) 17.6 (22.6) ∞ 
DCAC 10-4 0 (0) 11.8 (14.1) 13.3 (16.8) 15.8 (19.9) ∞ 
FPAC 10-5 0 (0) 13.4 (15.7) 15.3 (19.4) 18.8 (22.8) ∞ 
RPAC 10-5 0 (0) 13.4 (15.7) 15.5 (19.8) 20.8 (27.8) ∞ 




Table 3. Adaptation threshold parameters of MMSE V-BLAST systems 
with(without) optimal ordering in 2x2 antennas 
 Target BER Th0 Th1 Th2 Th3 Th4 
aFPAC 10-3 0 (0) 5.6 (5.7) 7.5 (8.2) 9.8 (12.0) ∞ 
bRPAC 10-3 0 (0) 5.6 (5.7) 7.6 (8.2) 10.6 (14.0) ∞ 
cDCAC 10-3 0 (0) 5.6 (5.7) 7.4 (8.0) 9.2 (11.0) ∞ 
FPAC 10-4 0 (0) 6.2 (6.4) 8.4 (9.3) 11.3 (14.8) ∞ 
RPAC 10-4 0 (0) 6.2 (6.4) 8.6 (9.5) 12.6 (17.4) ∞ 
DCAC 10-4 0 (0) 6.2 (6.4) 8.2 (9.0) 10.6 (14.0) ∞ 
FPAC 10-5 0 (0) 6.8 (7.1) 9.1 (10.7) 13.4 (17.8) ∞ 
RPAC 10-5 0 (0) 6.8 (7.1) 9.4 (11.0) 15.4 (20.0) ∞ 
DCAC 10-5 0 (0) 6.8 (7.1) 9.0 (10.4) 12.8 (17.3) ∞  
 
Table 4. Adaptation threshold parameters of MMSE V-BLAST systems 
with(without) optimal ordering in 4x4 antennas 
 Target BER Th0 Th1 Th2 Th3 Th4 
aFPAC 10-3 0 (0) 7.8 (8.5) 9.0 (11.0) 10.4 (15.2) ∞ 
bRPAC 10-3 0 (0) 7.8 (8.5) 9.1 (11.2) 10.6 (16.0) ∞ 
cDCAC 10-3 0 (0) 7.8 (8.5) 8.9 (10.7) 9.8 (14.5) ∞ 
FPAC 10-4 0 (0) 9.4 (11.0) 10.6 (15.1) 12.2 (19.3) ∞ 
RPAC 10-4 0 (0) 9.4 (11.0) 10.6 (15.5) 12.8 (21.0) ∞ 
DCAC 10-4 0 (0) 9.4 (11.0) 10.5 (14.8) 12.0 (18.8) ∞ 
FPAC 10-5 0 (0) 10.7 (13.3) 12.2 (19.0) 14.3 (22.6) ∞ 
RPAC 10-5 0 (0) 10.7 (13.3) 12.5 (19.3) 15.2 (24.7) ∞ 





























Figure 22. Throughput performance of adaptive LDPC coded 2x2 ZF V-BLAST 




























Figure 23. Throughput performance of adaptive LDPC coded 4x4 ZF V-BLAST 





























Figure 24. Throughput performance of adaptive LDPC coded 2x2 MMSE V-




























Figure 25. Throughput performance of adaptive LDPC coded 2x2 MMSE V-




In this chapter, we present an adaptive LDPC coded V-BLAST system using 
finite-length punctured LDPC codes in a rate-compatible fashion, which we referred to as 
the FPAC V-BLAST system. The performance of our FPAC V-BLAST system is 
compared with the conventional RPAC system and the capacity-approaching DCAC 
system. From this simulation, our proposed FPAC V-BLAST system with low-
complexity has comparable BER performance than the DCAC V-BLAST system with 
higher complexity that has near Shannon limit performance. Also, our FPAC system has 
better BER performance than the conventional RPAC system. From throughput 
simulations, we conclude that our FPAC V-BLAST system has similar performance like 
the capacity approaching DCAC V-BLAST system within 1% of the performance of 
average transmission rate. Also, our FPAC V-BLAST system improves average 
transmission rates of conventional RPAC system by 2% more at every target BER.  
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CHAPTER 4 
INCREMENTAL REDUNDANCY LOW-DENSITY PARITY-CHECK 
CODES FOR HYBRID FEC/ARQ SCHEMES 
 
4.1 Introduction 
Wireless broadband communication for high data rate Internet services such as 
Wi-Max requires flexible and adaptive transmission techniques for confronting time-
varying channels and enhancing spectral efficiency. For these systems, a careful design of 
the FEC codes can improve data throughput by incrementally transmitting a small 
fraction (so-called incremental redundancy) of the parity bits adaptively over time-
varying channels [1]. 
Previous work in incremental redundancy hybrid ARQ systems [64] includes 
where the design of an ensemble [24][25] of FEC codes is considered. IR-HybridARQ 
systems require good frame error rate (FER) performance and should be adaptable to the 
time-varying nature of the channel. In this chapter we consider rate-compatible LDPC 
codes [65][66] for this purpose in V-BLAST architecture [9]. The conventional layered 
V-BLAST system uses a single code at each layer. We modify this system to use a 
fraction of this single code in all of the vertical antennas. For preparing an ensemble [67], 
we consider irregular LDPC codes together with an intentional puncturing algorithm [54], 
of which the maximum coding rate is increased here to support higher rates in IR-
HybridARQ systems.  We also exploit the IR-HybridARQ scheme [68] with an adaptive 
code selection algorithm to reduce the number of unnecessary traffic channels in IR-
HybridARQ schemes at low operating SNR ranges. Note that excessive NACK signaling 
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traffics require the bigger queue size at transmitter and receiver end, and are the overhead 
of these systems.  
This chapter is organized as follows. In section 4.2 and 4.3, we discuss design 
methods of the LDPC code ensembles for IR-HybridARQ schemes and explain the 
operation of IR-HybridARQ schemes over adaptive LDPC coded V-BLAST systems [69] 
model. In section 4.4, we present our V-BLAST MIMO system model, and provide 
simulation parameters and results. In section 4.5, we conclude with a brief summary 
about how our adaptive coded V-BLAST system is well behaved over time-varying 
MIMO channels. 
4.2 Design of Incremental Redundancy LDPC Codes  
The throughput performance of IR-HybridARQ schemes strongly depends on the 
design of the IR-LDPC codes, which is used as error correction codes. For this work, a 
careful design of the IR-LDPC codes is required for improving the throughput 
performance of IR-HybridARQ schemes. In this section, the way to extend the operating 
code range of IR-LDPC codes is presented for IR-HybridARQ schemes.  
To design ensembles of IR-LDPC codes for IR-HybridARQ schemes, we 
consider a finite-length puncturing method that is suitable for punctured LDPC codes at 
short block lengths. However, previous attempts in this algorithm [54] have a maximum 
puncturing rate of about 0.8 for the mother code rate 0.5 because a parity-check matrix of 
LDPC codes has a finite number of N-step recoverable nodes in a given typical recovery 
tree. This algorithm in [54] is used and improved here to increase the maximum 
achievable coding rate for IR-HybridARQ schemes. The fundamental algorithm and 
basic terms used in this method are introduced in the previous section 3.2. 
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The proposed extended finite-length puncturing algorithm considers finding good 
puncturing locations in a given parity-check matrix with constraints on the group size, as 
shown in Figure 26.  
Initialization
Find candidate rows using
grouping algorithm
Find best rows
Build a set of ordered pairs
Update all index in current
grouping  algorithm NO
increment  n
|Gn| < Limited Size
Find the best paris
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Set new
 
Figure 26. Extended finite-length puncturing algorithm. 
 
A limited grouping step is applied to increase the maximum code rate whenever 
N-SR nodes are selected for each group. All of the variable nodes are separated into 
different groups that have a specific group size and the same recovery-error probabilities. 
Initially, empty sets R0 and R1, undetermined candidate row set R∞, and undetermined 
column set G∞ are defined. Next, the best column candidates in a given parity-check 
matrix are searched while finding the candidate rows and choosing the best survived 
check rows. Note that the number of column candidates for the next group is increased if 
the size of the previous group is limited in the finite-length puncturing method. If the best 
column and row pair is found, this column is set as a good puncturing location. This 
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algorithm is iterated until there exist no more undetermined columns, which equal /G∞/ = 
0. From this method, the number of punctured locations in the given parity-check matrix 
can be increased while minimizing performance loss resulting from the puncturing.  
4.3 Adaptive Incremental Redundancy Hybrid FEC/ARQ Schemes 
The principle of IR-HybridARQ schemes is to avoid retransmission of all 
information and parity bits when the previous transmission fails. If decoding the previous 
frame fails, only additional fractional parts of parity bits are transmitted. In this IR-
HybridARQ scheme, the adaptive code selection algorithm in the previous section is also 
used to enhance the throughput performance at low operating SNR ranges. The code 
combination procedures of this IR-HybridARQ scheme follow Chase’s rule [70]. The 
procedure of our IR-HybridARQ scheme is described in the following steps. 
Step 1. [Encoding] Encode information messages with LDPC forward error correction 
codes. 
Step 2. [Grouping] Group all parity bits using the puncturing methods above. 
Step 3. [Adaptive code selection] Select the code rate and the parity group for the next 
frame transmission using the adaptive code selection algorithm.  
Step 4. [Sending] Transmit the best parity group. 
Step 5. [Combining] Receive the parity group of current frame and combine it with the 
previous message and parity bits for constructing a frame at the receiver end. 
Step 6. [Decision] Check the error in the frame. If there are some errors in the frame, 
send a NAK signal to the transmitter. Otherwise, send an ACK signal to the transmitter. 
After the transmitter receives an ACK signal, it stops sending the current frame and 
prepares the frame for the next transmission. 
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For an adaptive operation of IR-HybridARQ schemes, the adaptation threshold 
parameters need to be determined. The detailed algorithm for adaptive code selections is 
discussed in the previous section 3.3. The transmitter uses these threshold parameters for 
the code rate selection in the next transmission. The predicted channel states are 
partitioned into eight segments according to the adaptive code selection algorithm. The 
code rates from R0 to R8 are selected within the specified SNR range. In addition, the 
average number of retransmissions can be used as the criterion for adaptive transmission 
because the average number of retransmissions reflects partial information about the next 
channel state. To determine the code rate for the next frame, the transmitter selects the 
higher code rate between the values from adaptation threshold parameters and the code 
rate determined by subtracting one from the average retransmission number. 
An important performance measure of IR-HybridARQ systems is the throughput, 
which is defined as the ratio of the number of information bits k to the total number of 
bits, which the transmitter sends to the receiver until getting an ACK signal. In this IR-
HybridARQ scheme, the system throughput η is given by  
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where FER(i) is a probability of a frame error at the ith transmission after the (i-1)th 
unsuccessful transmission, and rj is the length of parity frame at the jth retransmission. 
4.4 Performance Results 
As a system model, an IR-HybridARQ scheme over an adaptive LDPC coded  
MIMO system is considered that employs an ensemble of IR-LDPC codes. The prepared 
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mother code is a half-rate irregular LDPC code with a length of 4096, which has degree 
distribution pairs in equations (33) and (34). The other code rates are prepared by 
puncturing this mother code with the proposed design methods and a random puncturing 
method.  
4.4.1 Ensemble Designs of IR-HybridARQ Schemes 
There are two design methods introduced in the previous section 4.2. Design 
method I is to design the ensemble of IR-LDPC codes with the finite-length puncturing 
algorithm. The ensemble of LDPC codes using design method I is shown in Table 5. The 
objective of method I is to maximize the number of lower-step recovery nodes, which 
reduces the total number of iterations of iterative decoding.  
Table 5. Ensemble of LDPC codes using design method I. 
 G0 G1 G2 G3 G4 G5 G6 G7 G8 
Size 2560 1311 206 19 0 0 0 0 0  
 
In this method, the grouping algorithm is first used for finding N-step recovery 
nodes from the given parity-check matrix of the mother code, which has a block length of 
4096 and a half-code rate.  The n-step recovery nodes of 1536 can be found exhaustively 
from the total parity bits of 2048. The number of total groups is minimized to three, as 
shown in Table 5. However, the maximal code rate is limited to 0.8 because there are no 
more N-step recovery nodes to support the code rates over 0.8 in this method. To prepare 
an ensemble supporting the code rates over 0.8 for IR-HybridARQ schemes, we 
randomly choose additional punctured bit positions of 256. Before this selection, the 
message nodes are assigned to the variable nodes with the highest degree from the 
remaining parity bits, which consist of the variable nodes of 512. After completing the 
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construction of the ensemble sets, we divide all punctured bits into eight groups for 
supporting the incremental redundancy transmission of IR-HybridARQ schemes.   
A limitation of design method I is that the performance for higher puncturing 
(code rate above 0.8 for a rate 0.5 mother code) is not good enough to support the code 
rate over 0.8. Therefore, the other design method for designing an ensemble with subset 
codes needs to be considered, which has good frame error rate performance at higher rate 
above 0.8. This method is called a design method II. By applying the extended finite-
length puncturing algorithm to finding the puncturing positions, additional N-step 
recovery nodes can be found in the given parity-check matrix of the mother code. Each 
group size is limited to 256. In Table 6, the eight groups from G0 to G8 and the N-step 
recovery nodes of 1792 are defined from the given typical recovery tree. This can support 
the higher data rate over 0.8 while increasing the dynamic operation of IR-Hybrid ARQ 
schemes. 
Table 6. Ensemble of LDPC codes using design method II. 
 G0 G1 G2 G3 G4 G5 G6 G7 G8 
Size 2048 256 256 256 256 256 256 256 256 
 R0 R1 R2 R3 R4 R5 R6 R7 R8 
Rate 0.5 0.53 0.57 0.61 0.67 0.73 0.80 0.89 1  
 
4.4.2 Frame Error Rate Performance of IR-HybridARQ Schemes 
Two ensemble designs is introduced in the section 4.4.1. These two methods are 
compared to the conventional random punctured method to verify the error rate 
performance of each proposed ensemble of IR-LDPC codes. The incremental amount of 
IR-HybridARQ schemes in each transmission is set to 256. The code rates for the 
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ensemble of IR-LDPC codes are defined as shown in Table 6 according to the number of 
increased redundancy parity bits in each subset code.  
SNR [dB]












Figure 27. Frame error rate performance of LDPC code ensembles in IR-
HybridARQ ZF V-BLAST systems. 
 
The FER performance comparison of three different LDPC coded ZF V-BLAST 
systems with two transmit and receive antennas is shown in Figure 27. It is assumed that 
the channel state information is perfectly known to the transmitter and the receiver. The 
subset codes of each system have rates of 0.5, 0.53, 0.57, 0.61, 0.67, 0.73, 0.80, and 0.89 
from the left to the right. The ensemble from design method I has better FER 
performance than design method II at lower rates under 0.8. Design method I maximizes 
the number of the lower-step recoverable nodes. It reduces the total number of iterations 
of iterative decoding and results in good FER performance. However, at a code rate over 
0.8, the ensemble from design method I shows poor FER performance over the ensemble 
from design method II. The ensemble from design method II has more N-step recoverable 
 63
nodes, which can support code rates over 0.8. This fact guarantees that the ensemble of 
design method II has better FER performance than the ensemble of design method I at 
higher rates. Note that the ensemble of the conventional random puncturing method has 
inferior performance at higher rates over 0.73 compared to the ensembles of methods I 
and II. Especially, at a high rate 0.89, the ensembles of design method I and II outperform 
the random punctured ensemble. 
SNR [dB]












Figure 28. Frame error rate performance of LDPC code ensembles in IR-
HybridARQ MMSE V-BLAST systems. 
 
In Figure 28, the FER performances of LDPC coded MMSE V-BLAST systems 
with two transmit and receive antennas systems are compared. The overall FER 
performance of the three methods in MMSE V-BLAST systems shows about 3~4 dB 
Eb/No  improvement at each rate compared to the ZF V-BLAST systems as shown in 
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Figure 27. This performance improvement is resulting from the interference suppression, 
which is explained by equation (46). 
4.4.3 Throughput Performance of LDPC Coded IR-HybridARQ Schemes 
In this section, the throughput performance of non-adaptive and adaptive LDPC 
coded systems is compared. This throughput [71] is measured in two practical points. 
One is an average transmission code rate, which is defined as the system throughput η in 
equation (48). This is measured as the ratio of the number of information bits to the total 
number of transmitted bits until the transmitter receives an ACK signal from the receiver. 
The other is an average number of NAK signals. The smaller number of NAK signals 
decreases the size of the required buffer at the transmitter and the receiver.  
In Figure 29 and Figure 30, the throughput performance of non-adaptive IR-
HybridARQ systems is shown. The performance of IR-HybridARQ schemes using the 
ensemble of design methods I and II, and the random punctured method is compared. The 
ensembles from design methods I and II have better throughput than the random 
punctured ensemble at a higher throughput region. In particular, for a throughput of 0.8, 
the ensembles of design method I and II have about a 3 dB Eb/No improvement over the 
random punctured ensemble. Compared to the ensemble of design method I, the 
ensemble of design method II shows better throughput performance at higher throughput 
regions over 0.8. The throughput performance of these two systems has the performance 









































Figure 29. Performance of non-adaptive IR-HybridARQ ZF-VBLAST systems:  










































Figure 30. Performance of non-adaptive IR-HybridARQ MMSE V-BLAST 
systems:  (a) throughput performance and (b) average number of NAK signals. 
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In Figure 31, Figure 32, and Figure 33, the throughput performance of LDPC 
coded V-BLAST systems are shown in different fading channels. We need to observe 
that the throughput performance of ensembles from design method I and II are about 3 
dB better at high throughput regions than that of the random punctured system, where the 
coding rate is over 0.8 at all of different fading environments.  
SNR[dB]




















Figure 31. Performance of non-adaptive LDPC coded V-BLAST systems in a fast 
























Figure 32. Performance of non-adaptive LDPC coded V-BLAST systems in a fast 
























Figure 33. Performance of non-adaptive LDPC coded V-BLAST systems in a fast 
fading channel. fDTS  = 0.001. 
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The throughput performance of adaptive IR-HybridARQ systems [72] is shown in 
Figure 34 and Figure 35. For fair comparison between the non-adaptive system and the 
adaptive system, all three IR-HybridARQ systems are compared. In these adaptive IR-
HybridARQ systems, the transmitter selects the code rate for the next transmission with 
the threshold parameters in Table 7. These parameters are set by the adaptive code 
selection algorithm in the previous section 3.2. Comparing this result to the performance 
of non-adaptive IR-HybridARQ systems shown in Figure 30 and Figure 31, each IR-
HybridARQ system shows comparable average transmission code rate performance while 
lowering the number of feedback traffic channels for NAK signals. In particular, the 
number of the NAK signals for retransmission is greatly reduced at lower operating SNR 
ranges, which reduces the required number of queue sizes at transmitter and receiver end 
in each IR-HybridARQ scheme. 















TH0 0 0 0 0 0 0 
TH1 6.3 10.0 6.3 10.0 6.3 10.0 
TH2 6.9 10.3 6.9 10.6 6.9 10.6 
TH3 7.5 10.9 7.8 11.2 7.7 11.1 
TH4 8.4 11.8 8.7 12.5 8.6 12.4 
TH5 9.5 13.1 9.8 13.7 9.9 13.8 
TH6 10.9 14.7 12.0 15.8 13.0 17.0 
TH7 14.8 18.4 16.1 19.4 19.0 22.2 
TH8 24.0 29.0 22.7 25.8 ∞ ∞ 
TH9 ∞ ∞ ∞ ∞ ∞ ∞ 
 
a, cFP-MM I (II)  :ensemble of design method I (II) in IR-HybridARQ MMSE V-BLAST system.              
eRP-MM             : random punctured ensemble in IR-HybridARQ MMSE V-BLAST system. 
b, dFP-ZF I (II)    :ensemble of design method I (II) in IR-HybridARQ ZF V-BLAST system.    












































Figure 34. Performance of adaptive IR-HybridARQ ZF V-BLAST systems: (a) 











































Figure 35. Performance of adaptive IR-HybridARQ MMSE V-BLAST systems: 




The throughput performance of IR-HybridARQ schemes strongly depends on the 
FER performance of the subset codes of an ensemble. In this chapter, we present two 
LDPC code ensembles for an IR-HybridARQ scheme by using a modified FP procedure. 
Simulation results show that LDPC coded ZF and MMSE V-BLAST systems using these 
ensembles yield a 3 dB improvement at high throughput regions over a conventional 
random punctured system in time-varying MIMO channels. In addition, we present an 
adaptive IR-HybridARQ scheme with an adaptive code selection algorithm. The 
unnecessary traffic of feedback channels requires bigger queue size at transmitter and 
receiver end. Simulation results show that the number of NAK signaling traffic can be 
significantly reduced in our adaptive LDPC coded systems without any significant 
throughput loss. In this chapter, our IR-HybridARQ scheme over an adaptive LDPC 
coded V-BLAST system using two ensembles is shown to be good candidate for the 
high-throughput wireless broadband communications in multiple antenna environments. 
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CHAPTER 5 
INCREMENTAL REDUNDANCY IRREGULAR REPEAT 
ACCUMULATE CODES FOR HYBRID FEC/ARQ SCHEMES 
 
5.1 Introduction 
 In next broadband wireless communication systems, the demand for efficient and 
reliable communications is tremendously increased. Also, powerful and flexible error 
control schemes are required for high-speed data service. For satisfying this demand, 
FEC coding and ARQ scheme must be combined for controlling transmission errors in 
broadband wireless systems. Among various combinations of FEC and ARQ schemes, 
this chapter is focused on an incremental redundancy Hybrid FEC/ARQ scheme [73]. 
This scheme can use punctured FEC codes [66] to adapt the system to the time-varying 
channels and utilize the incremental redundancy transmission for the transmitter to send 
the fractional parts of the parity bits to the receiver. In this scheme, we can maximize the 
throughput performance by sending only required parity bits to the receiver according to 
the channel state information. 
This chapter presents incremental redundancy IRA codes for throughput 
improvement of HybridARQ systems. IRA codes can be good FEC codes for IR-
HybridARQ scheme with the aid of their simple structure and low-complexities with 
good error rate performance.  The IRA codes for IR-HybridARQ scheme should have 
following requirements. It can support the variable code rates in the system, and can be 
implemented in a rate-compatible fashion [54] for a low-complexity design. Also, it 
should have minimum performance loss at higher code rates, and have good error rate 
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performance over wide operating code ranges. Using the IRA codes in IR-HybridARQ 
schemes can also make the system simpler because it has simple generator matrix. These 
IRA codes are also examined as FEC codes in many wireless standards for high 
throughput and low-complexity applications [74][75][76]. However, the structure of 
these codes, which have many degree 2 nodes in parity part, leads to high error rate 
performance in burst error channels. Then, we need to propose adaptive rate-compatible 
puncturing patterns for these IRA codes [77][78] to maximize the throughput 
performance of IR-HybridARQ schemes. For the MIMO system for high-data-rate 
transmissions, we consider QR decomposition based V-BLAST systems because 
ZF/MMSE based V-BLAST systems require prohibitive computational complexities. 
This IR-HybridARQ scheme using a QR decomposition based detector and IRA codes 
can be one of the good candidate MIMO systems for low-complexity and high 
throughput performance. Through the simulation, we verify that IR-HybridARQ schemes 
using adaptive puncturing patterns of IRA codes have good throughput performance in all 
of SNR regions since their performance is adaptive to the time-varying channels. 
This chapter is organized as follows. In section 5.2, we discuss the construction of 
IRA codes for IR-HybridARQ scheme and propose an adaptive transmission method 
using adaptive punctured patterns of given IRA codes. In section 5.3, we explain the 
system model using a QR decomposition based detector for a low-complexity design and 
introduce adaptive HybridARQ transmission for maintaining the high-throughput 
performance. In section 5.4, we present the system parameter and results of the error rate 
and throughput performance of IRA codes in HybridARQ schemes. In final section 5.5, 
we conclude with a brief summary about how our proposed IR-HybridARQ scheme using 
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IRA codes and their adaptive punctured patterns is well behaved with a low-complexity 
and moderate performance loss over time-varying MIMO channels. 
5.2 Code Construction of Incremental Redundancy Irregular Repeat Accumulate 
Codes for Hybrid FEC/ARQ Scheme 
In this section, we consider a punctured scheme for higher code rate from the 
mother code. For the punctured scheme using one of the adaptive puncturing patterns 
from eIRA structure in Figure 38, we prepare the code rates 0.5 to 0.94. The prepared 
eIRA codes have a rate-compatible structure, and show good FER performance at all 
coding rate, which inherit a single mother code’s characteristics.  
5.2.1 Irregular Repeat Accumulate Codes 
We consider the IRA codes as FEC codes for IR-HybridARQ scheme. The basic 
structure of IRA codes is illustrated in Figure 36. The IRA codes are attractive choice for 
constructing a low-complexity system because the encoder structure is very simple while 
their performance is quite competitive with other LDPC codes. The IRA codes are first 
introduced in [29]. In an IRA code, a block of information bits is encoded by an irregular 
repetition outer code. Each information bit is repeated with its different number of 
repetition. Then, the block of repeated bits is interleaved and encoded by an inner 
accumulator. Those resulting bits are randomly permuted. Obviously, this encoding 
method has linear complexity as the length of the codes increases.  
In an IRA code, the random code ensemble can be represented by parameters 
({ iλ }, a), which is called as degree profile. Here, iλ  is referred to as the degree 







=∑ .  Also, a 
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is referred to as the grouping factor before the accumulator, which outputs one bit for the 
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=∑ . These IRA codes can be 
considered as a special class of LDPC codes of which parity nodes can be constructed 
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 nodes  
Figure 36. Tanner graph representation for irregular repeat accumulate codes.  
 
5.2.2 Proposed Adaptive Transmission Method using Puncturing Patterns of eIRA 
Codes 
We consider a finite-length puncturing algorithm [54] for searching the punctured 
bits location to support the variable code rates. On a typical recovery tree [54] in a finite-
length punctured algorithm, we can represent the IRA codes as following representation 
in Figure 37. If we select the parity group for each higher punctured code rate as shown 
in Figure 37, we can increase the number of possible punctured nodes in a recovery tree 
to certain maximum number. For example, if we increase the number of lower step nodes 
in a recovery tree by maximizing the number of lower step recovery nodes using a finite-
length puncturing algorithm, we can obtain the maximum punctured code rate, 0.67. Over 
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the code rate 0.67, the punctured code performance is degraded due to the lack of more 
available punctured nodes in the finite-length puncturing algorithm. To increase the 
punctured code rate of eIRA codes [78], we can apply the limited grouping algorithm in 
the previous chapter to get the good error rate performance in higher code rates. 
However, we cannot get the good throughput performance in all of SNR ranges with that 
algorithm, because the maximum code rate approach shows some performance limitation 
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Figure 37. Tanner graph representation for an example of a group of the 
punctured nodes in a recovery tree.  
 
In this chapter, an adaptive transmission method using adaptive puncturing 
patterns from the eIRA structure is presented to support the good throughput performance 
in all of SNR ranges. In eIRA codes, we can consider the several puncturing pattern 
based on the finite-length puncturing algorithm. However, for the best performance of 
given code rates, we need to select carefully some of special patterns for good error rate 
performance among them.   
In Figure 38, possible adaptive puncturing patterns are shown on the basis of 
eIRA structures. The Lth circled node means the Lth step recovery node in a recovery tree 
of the finite-length punctured algorithm. Suppose given e-IRA codes have K parity bits. 
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The largest step of given e-IRA codes in the group of punctured bits is L, which is the 
same as the number of puncturing pattern modes. 
0 1 10
0 1 2 01
0 1 2 2 13 0




: L-step punctured nodeL
: Largest step punctured node
0 1 2 3 3 2 1 0 1






: Group of punctured nodes
L-1L-2 L-2
L-1 L-1
Figure 38. Adaptive puncturing pattern in eIRA codes. 
 
If the size of group of the punctured nodes is P, P can be calculated with 
following relationship with L. 
2P L= ⋅ .               (50)
In the mode 1, the number of the first step recovery node is half number of the 
total parity bits in given eIRA codes. In the other mode, the number of the L-step 
recovery node is expressed by 
2 2 , 1
2
K K K
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If we use eIRA codes in IR-HybridARQ schemes, we can send optimized punctured bits 
for a specific mode to adapt the throughput performance of IR-HybridARQ schemes to 
the time-varying channels. Using these adaptive puncturing patterns, we can maximize 
the throughput performance in all of SNR ranges by using the proper punctured bits, 
which is selected for good error rate performance at a given code rate. 
5.3 System Model 
 
Figure 39. MMSE/QR based V-BLAST MIMO Systems.  
 
The V-BLAST MIMO system model with a single LDPC code is shown in Figure 
39. The detection of this V-BLAST system consists of nulling signal and cancelling 
interference while estimating the information symbol x given y and H in 
= +y x nH , (55)
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where n is an AWGN noise vector. In this equation, the channel matrix H is assumed as 
full rank matrix, and each channel is uncorrelated. This detection algorithm involves 
following three steps.  
Step 1. Ordering : Determine the optimal detection order to minimize error propagation in 
detection process. 
Step 2. Nulling and slicing: Use the nulling vector to null out all the other symbols except 
the strongest symbol. Then, slice obtained symbol to the nearest value in the signal 
constellation. 
Step 3. Cancelling: Cancel the effect of new decoded symbol from the remaining 
transmitted symbols.   
5.3.1 QR Decomposition Based Detection 
The V-BLAST decoding algorithm with MMSE detection has prohibitive 
computational complexity because it requires pseudoinverse calculations for matrix 
inversion. In this chapter, we now consider V-BLAST detection based on QR 
decomposition, which are less complex to solve a system of linear equations. 
In our system, we consider the number of transmit antennas m and the number of 
receive antennas n. The channel matrix H in equation (55) can be factorized as  
= + = +y x n x nRH Q  (56)
where the matrix Q has orthogonal columns with unit norm, and  the matrix R is an upper 
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In this equation, the statistical properties of the noise term are unchanged because Q is a 
































If we consider the number of each transmit and receive antenna m = n in this equation, 
the nth received symbol of y 
n nn n ny r x n= +% % . (59)
Then the nth decision statistic dn is 
1 1
n n n n
nn nn
d y x n
r r
= = +% % . (60)
Once a decision is made on dn, its effect can be subtracted from the remaining symbols. 
In general the kth received symbol and the kth decision statistic dk are given by   
1
m
ik kk k k ki
i k
y r x n r x
= +
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= − − ∑%% . (62)
 
5.3.2 Structure of an eIRA Mother Code 
In this chapter, we consider eIRA codes as FEC codes in IR-HybridARQ scheme. 
The eIRA codes form the parity bit in the bi-diagonal structure which satisfies the 
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following design rules. The rules are (i) assigning degree-2 nodes to nonsystematic bits, 
(ii) ensuring that the degree-2 nodes do not form a cycle amongst themselves and (iii) 
avoiding cycles of length-4 in the Tanner graph of the code.  
The eIRA codes have the simple parity-check matrix H, which consists of a 
( )n k k− ×  sparse matrix H1 without degree-2 nodes and a m m×  matrix H2 with degree-2 
nodes in equation (63). The H2 matrix has a bi-diagonal structure with degree-2 nodes, as 
illustrated in Figure 40. In this structure, the generator matrix G [78] for the parity-check 
























Figure 40. H2 matrix of parity check matrix of eIRA codes.  
 
1 2[ ]H H H=  (63)
1 2[ ] [ ]
T TG I P I H H −= =  (64)
From these equations, we can encode eIRA codes easily by performing the parity-
check equations recursively. The simple structure of efficient encoders [78] for the eIRA 
codes are as illustrated in Figure 41. This class of LDPC codes has the advantage of a 
low-complexity encoder if the multiplication with 2 TH − in equation (64) can be 
implemented efficiently. These codes have the systematic form of IRA codes with the 
matrix H1T which has dimension k n×  in Figure 41.  For this reason, these codes are 






1 D+  
Figure 41. Encoder structure of eIRA codes.  
 
5.3.3 Adaptive Hybrid FEC/ARQ Schemes for High-Throughput Transmission 
The objective of IR-HybridARQ scheme is to improve the throughput by 
retransmitting the required fractional part of parity bits rather than the whole information 
and parity bits when the previous transmission fails. The code combining process of this 
IR-HybridARQ scheme follows the Chase’s rule [70]. For the HybridARQ scheme using 
eIRA codes with adaptive puncturing patterns in this chapter, we need to modify the 
HybridARQ protocol. The steps of our modified IR-HybridARQ scheme are shown in 
Figure 42. 
First, a frame for transmission is encoded by LDPC codes for an error correction. 
This encoded message is grouped by puncturing patterns in previous section. In this IR-
HybridARQ scheme, we use the adaptive puncturing patterns for confronting time-
varying channels. The transmitter selects the puncturing pattern from mode 1 to mode L 
according to the channel state information in a previous frame. It is assumed that the 
receiver knows the exact channel state information and sends it the transmitter without 
delay. Therefore, the transmitter sends the chosen parity group for specific puncturing 
pattern. At the receiver side, the transmitted frame is combined with the previous 
message and parity bits for completing the whole frame. The receiver checks the error in 
the frame. If there are some errors in the frame, it sends a NAK signal to the transmitter. 
Otherwise, it sends an acknowledgement (ACK) signal to the transmitter. After 
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transmitter receives the ACK signal, it discontinues transmitting the remaining parts of 
the current frame, and prepares a frame for the next transmission. 
 
Figure 42. Operation of an IR-HybridARQ scheme using adaptive puncturing 
patterns from e-IRA codes. 
 
5.4 Performance Results 
The performance of our system model is simulated at 2x2 and 4x4 MIMO system 
with MMSE and QR methods with optimal ordering detection. Also, we pay more 
attention to the QR based MIMO system with e-IRA codes because this system has low-
complexity and high-throughput performance than MMSE V-BLAST MIMO system. 
Our code ensembles for IR-HybridARQ have 128 bits at each step of the transmission in 
IR-HybridARQ scheme. The mother code of eIRA codes has a code rate, 0.5. In this 
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simulation, we prepare two mother codes, which are optimized in AWGN channel 
independently. 
The first mother code of eIRA codes have following degree distributions. We try 
to keep the same degree distributions as those in [78] for a rate-1/2 code, which are 
optimized in AWGN channel maintaining eIRA structure. This code is called as eIRA1 in 
this section. 
2 6( ) 0.00015 0.30235 0.27132 0.42618x x x xλ = + + +  (65)
5 6( ) 0.35555 0.64445x x xρ = +  (66)
The second mother code of eIRA codes, which is called as eIRA2, is designed with 
the degree distributions from LDPC codes, which have performance gap from the 
Shannon limit, about 0.442 dB. The degree distributions of this mother codes are as 
shown in equations (67) and (68). We apply the progressive edge growth algorithm [61] 
to H1 design of both eIRA codes for having the better girth characteristics. 
2 6( ) 0.00014 0.28547 0.21432 0.5007x x x xλ = + + +  (67)
6( ) 0.000837 0.9991634x xρ = +  (68)
The ensemble code rates for punctured scheme are 0.5, 0.53, 0.57, 0.62, 0.67, 0.73, 
0.80, and 0.89. This simulation is done using Monte Carlo methods over frequency-flat 
fading channels generated by a modified Jake’s fading model. The normalized Doppler 
spread is fdTs = 0.01. 
5.4.1 FER Performance of eIRA Codes in Different Puncturing Modes 
The throughput performance of IR-HybridARQ schemes depends on the frame 
error rate performance of an ensemble of a given FEC codes. For an adaptive 
transmission with variable puncturing patterns according to the channel state information, 
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we need to verify the error rate performance of each puncturing pattern. Here, we 
measure the error rate performance of the prepared two mother codes, eIRA1 and eIRA2 
in puncturing mode 1, mode 2, and mode 4. The mode 1 is prepared for supporting the 
code rates from 0.5 to 0.67, and the mode 2 is prepared for supporting the code rates from 
0.67 to 0.80. The mode 4 is prepared for code rates over 0.8.  
In Figure 43, Figure 44, and Figure 45, performance of an eIRA1 code in each 
mode is presented. The supported code rates of the ensemble of the eIRA1 code are from 
0.5 to 0.94, as shown in Table 8. Each mode has different puncturing locations in all of 
groups, which can support good error rate performance at target code rates. 
Table 8. Ensemble of eIRA codes 
 G0 G1 G2 G3 G4 G5 G6 G7 G8 
Size 1024 128 128 128 128 128 128 128 64 
 R0 R1 R2 R3 R4 R5 R6 R7 R8 
Rate 0.5 0.53 0.57 0.61 0.67 0.73 0.80 0.89 0.94  
 
In Figure 43, the performance of eIRA1 codes in mode 1 shows good error rate 
performance in code rate 0.53, 0.57, 0.62, and 0.67. However, FER performance of the 
ensemble over code rate 0.67 has poor error rate performance. This is because the number 
of possible punctured locations is limited to 512 among 1024 parity bits in mode 1. In 
Figure 44, eIRA1 codes in mode 2 shows good error rate performance at code rates 0.73 
and 0.80 over the eIRA1 codes in mode 1. The puncturing pattern in mode 2 has 773 
punctured locations in all of groups, while the mode 1 supports only 512 bits. So, eIRA1 
codes in mode 2 have better error rate performance in code rates 0.73 and 0.80 than the 
eIRA1 codes in mode 1.  
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Figure 45. Frame error rate performance of eIRA1 codes in mode 4 in 2x2 MMSE 
V-BLAST systems. 
 
In Figure 45, frame error rate performance of eIRA1 codes in mode 4 is presented. 
The puncturing pattern in mode 4 has 902 punctured bit locations, which can support 
code rate up to 0.9. A higher code rate 0.89 in mode 4 has better error rate performance 
than the ensemble in mode 1 and mode 2. This is because the mode 1 and mode 2 have 
limited number of the punctured locations, while the mode 4 can have enough punctured 
locations to support the higher code rates. However, the ensemble of lower code rates in 
mode 1 and mode 2 has better error rate performance than the one in the mode 4. Then, if 
we can maximize the throughput performance of IR-HybridARQ schemes with eIRA 
codes, we need to consider the adaptive puncturing pattern according to the target code 
rates. 
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In next figures, frame error rate performance of the second eIRA codes is also 
presented for verifying the performance difference according to the puncturing mode of 
eIRA codes. Here, we also present the QR based V-BLAST system for low-complexity 
approach.  The two systems of MMSE and QR based V-BLAST system with an eIRA2 
code is also compared, as shown in Figure 46, Figure 47, and Figure 48 in MMSE V-
BLAST systems, and Figure 49, Figure 50, and Figure 51 in QR-based V-BLAST 
systems. 
In Figure 46 and Figure 49, error rate performance of the ensemble of an eIRA2 
code in mode 1 is shown. The ensemble in a QR V-BLAST scheme shows about 2 dB 
worse error rate performances than the one in MMSE based V-BLAST scheme. However, 
QR based scheme don’t need to use pseudoinverse or inverse calculation in detection 
process, so it has less complexity and moderate error rate performance.  
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Figure 51. Frame error rate performance of eIRA2 codes in mode 4 in 2x2 QR V-
BLAST systems. 
 
In Figure 47 and Figure 50, error rate performance of the ensemble of eIRA2 
codes in mode 2 is presented. In this mode, the ensemble with code rates 0.73 and 0.80 
has better error rate performance than the one in mode 1. This is because the ensemble in 
the mode 2 has more available punctured locations than the one in mode 1 from its 
grouping structure. Then, the ensemble in mode 2 can support the code rate over 0.67 
with higher performance. However, this mode cannot support the code rates over 0.80 
because there are no more available punctured locations in its structure. In Figure 48 and 
Figure 51, the performance of eIRA2 codes in mode 4 is shown.  This mode can have 
enough punctured locations to support the code rates over 0.8, so the ensemble in this 
mode have better error rate performance than the one in mode 1 and mode 2 in higher 
code rate over 0.8.  
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In Figure 52, Figure 53, and Figure 54, this QR based V-BLAST scheme with an 
eIRA2 code are presented in 4x4 multiple antennas. All of the characteristics of an eIRA2 
code in 4x4 QR V-BLAST schemes have same trends as the ones of an eIRA2 code in 
2x2 antenna scheme. The ensemble in mode 1 has good error rate performance in code 
rates 0.53, 0.57, 0.62, and 0.67, while the ensemble in mode 2 has good error rate 
performance in code rates 0.73 and 0.80. Also, the ensemble in mode 4 has better error 
rate performance over code rates 0.8 than the one in mode 1 and mode 2. 
Compared these performance to previous results of the ensemble in 2x2 scheme, 
the ensemble of this scheme has about 2 dB performance degradation over 2x2 multiple 
antennas scheme. However, in terms of throughput performance, this scheme has twice 
throughput improvement than the 2x2 antenna schemes. In next section, the throughput 
performance of these ensembles is compared in IR-HybridARQ schemes. 
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5.4.2 Throughput Performance 
In Figure 55, Figure 56, Figure 57, and Figure 58, the throughput performance of 
eIRA codes in MMSE and QR V-BLAST schemes are shown. In each scheme, the IR-
HybridARQ scheme using adaptive puncturing scheme is compared to the other single 
mode schemes. We need to observe that the IR-HybridARQ scheme using adaptive 
puncturing pattern have higher throughput performance in all of SNR operating ranges in 
all of different systems. Especially, this scheme have comparable throughput 
performance to mode 1 in lower code rates under 0.67, and mid-range code rates between 
0.67 and 0.80 to mode 2, and higher code rates over 0.8 to mode 4. In a single mode 
operation, the ensemble in mode 1 and mode 4 has good error rate performance, while the 
one in mode 2 have poor throughput performance over code rate 0.8. 
SNR[dB]


























































































This chapter presents the IR-HybridARQ scheme in QR V-BLAST system with 
eIRA codes for low-complexity and higher throughput performance. IRA codes can be 
good FEC codes for HybridARQ scheme with the aid of their simple structure and low-
complexities with good error rate performance.  However, the structure of these codes, 
which have many degree 2 nodes in parity part, leads to high error rate performance in 
burst channels. Then we propose an adaptive rate-compatible puncturing pattern for these 
IRA codes to maximize the throughput performance. 
Through the simulation, we verify that the IR-HybridARQ scheme using adaptive 
puncturing pattern of IRA codes have higher throughput performance in all of SNR 
regions than the schemes with any other single mode, since its puncturing pattern is 
carefully adaptive to the time-varying channels. For the MIMO system for high-data-rate 
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transmission, we consider QR decomposition based V-BLAST system because MMSE 
based V-BLAST systems require prohibitive computational complexities at 
pseudoinverse calculation. Our proposed IR-HybridARQ scheme using a QR 
decomposition based detector and IRA codes shows higher throughput performance with 
moderate performance loss and low-complexity over a MMSE V-BLAST scheme.  
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CHAPTER 6 
SUMMARY AND FUTURE WORK 
 
This dissertation researches incremental redundancy LDPC codes for hybrid 
FEC/ARQ schemes to meet different code rates and quality of service requirements over 
time-varying channels.  
To approach this work, we study the design and performance evaluation of IR-
LDPC codes, which are optimized at short block lengths. In chapter 3, each performance 
of the IR-LDPC subset codes is compared to the performance of LDPC codes prepared 
by conventional random puncturing and dedicated multiple coded methods. This is a 
necessary step for designing the IR-LDPC codes because the throughput performance of 
IR-HybridARQ schemes strongly depends on the error rate performance of a family of 
the IR-LDPC codes. As a system model for this work, we present a new adaptive coded 
system with the proposed IR-LDPC codes. This adaptive coded system can confront the 
nature of time-varying channels. It can also reduce the complexity of a receiver by using 
only one channel code to support variable data rates. In addition, it shows performance 
comparable to multiple dedicated coded systems. The performance of the dedicated 
LDPC coded systems is considered to have upper-limit performance with high-
complexity capacity-approaching schemes. As shown in the results, our adaptive LDPC 
coded system with the proposed IR-LDPC codes shows at least a 2% higher average 
transmission rate improvement than a conventional random punctured system. Its 
throughput performance also comes within 1% of a system that uses multiple dedicated 
codes at every target error rate in time-varying channels. 
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The previous IR-LDPC codes [28] have some of the limitations of a maximum 
achievable code rate. In chapter 4, a careful design of IR-LDPC codes is considered to 
increase the operating code range of IR-HybridARQ schemes. To address this issue, we 
propose a design of IR-LDPC codes using the extended finite-length puncturing 
algorithm [69]. Throughput results show that, compared to a conventional random 
punctured system in time-varying MIMO channels, LDPC coded V-BLAST systems 
using this approach yield a 3 dB improvement at high throughput regions. This IR-
HybridARQ scheme is also operated with an adaptive code selection algorithm. In IR-
HybridARQ schemes, unnecessary traffic channels for a negative acknowledgement 
signal require larger queue size at both transmitter and receiver ends. Simulation results 
show that the amount of NAK signaling traffic can be significantly reduced in our 
adaptive LDPC coded systems without any significant throughput loss. 
For low-complexity and high-throughput IR-HybridARQ schemes, in chapter 5, 
we consider eIRA codes as FEC codes. The eIRA codes can be good FEC codes for the 
HybridARQ scheme with low-complexities and good error rate performance.  However, 
the structure of these codes leads to high error rate performance in burst channels. To 
compensate for this problem, we propose an adaptive rate-compatible puncturing pattern 
for these eIRA codes to maximize the throughput performance of IR-HybirdARQ scheme. 
Through simulation results, we verify that the IR-HybridARQ scheme using adaptive 
puncturing patterns of eIRA codes has higher throughput performance in all of SNR 
regions than does any other single mode scheme. For the MIMO system for high-data-
rate transmission with low-complexity, we consider QR decomposition based V-BLAST 
systems because MMSE based V-BLAST systems require prohibitive computational 
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complexities. This IR-HybridARQ scheme using a QR decomposition based detector and 
eIRA codes shows moderate performance loss and low-complexity compared to MMSE 
V-BLAST schemes.  
6.1 Future Research Directions 
The research presented in this dissertation focuses on designing and evaluating 
IR-LDPC codes and effective IR-HybridARQ scheme with high-throughput performance 
and low-complexity in time-varying channels. In this section, a number of future research 
directions are outlined.   
Extending Method for Increasing Dynamic Operating Code Range of IR-
HybridARQ Scheme 
In this dissertation, IR-HybridARQ schemes using the proposed IR-LDPC codes 
have the operating code range from 0.5 to 0.9. For dynamic IR-HybridARQ schemes 
having a wider code range, IR-LDPC codes need to be designed to support lower code 
rates under a code rate, 0.5 [28]. We will continue our work on the design and 
performance evaluation of IR-LDPC codes in IR-HybridARQ schemes with wider 
operating code ranges by studying effective structures for lower code rates. 
Adaptive Coding and Modulation for Maximizing Throughput Performance of IR-
HybridARQ Scheme 
In this research, we consider only an adaptive coded system in IR-HybridARQ 
schemes using capacity-approaching LDPC codes. In order to get the capacity of a given 
channel, it is necessary to study the combining of coding and modulation with optimal 
power and rate allocations [79][80]. Also, for bandwidth efficient modulation, we need to 
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consider higher order signal constellations such as 16 quadrature amplitude modulation 
(QAM) and 64 QAM. Then, we will study proper combination of LDPC codes and 
modulation to maximize the performance of IR-HybridARQ schemes.  
Iterative Receiver Design in IR-HybridARQ Scheme 
For many communication systems joint decoding and interference cancellation is 
required for optimum performance. Iterative algorithms for joint channel coding and 
interference cancellation have been studied in [81][82]. In this scheme, output of the soft 
decision decoder is used again to estimate the interference. This soft output is encoded 
and mapped again for input to the soft interference cancellation. Through these steps, the 
residual interference in previous iterations can be corrected. We need to achieve 
throughput improvement of IR-HybridARQ schemes with the least iteration between the 
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