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Vivancos and Minzoni (New Choatic behaviour in a singularly perturbed model,
preprint) proposed a singularly perturbed rotating convection system to model the
Earth’s dynamo process. Numerical simulation shows that the perturbed system is
rich in chaotic and periodic solutions. In this paper, we show that if the perturbation
is sufﬁciently small, the system can only have simple heteroclinic solutions and two
types of periodic solutions near the simple heteroclinic solutions. One looks like a
ﬁgure ‘‘Delta’’ and the other looks like a ﬁgure ‘‘Eight’’. Due to the fast – slow
characteristic of the system, the reduced slow system has a relay nonlinearity
(‘‘Asymptotic Method in Singularly Perturbed Systems,’’ Consultants Bureau, New
York and London, 1994) – solutions to the slow system are continuous but their
derivative changes abruptly at certain junction surfaces. We develop new types
of Melnikov integral and Lyapunov–Schmidt reduction methods which are
suitable to study heteroclinic and periodic solutions for systems with relay
nonlinearity. # 2002 Elsevier Science (USA)
Key Words: singular perturbations; heteroclinic bifurcations; relay non-linearity;
Melnikov’s method; dynamo process; symmetry.1. INTRODUCTION
1.1. The System
We start with the well-known Guckenheimer and Holmes system (1.1).
This system was ﬁrst obtained by Busse and Clever and is a successful model1Partially supported by NSF DMS-9973015.
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LIN AND VIVANCOS220for the Rayleigh–B!enard convection [12, 23, 24] and rotation convection
problems [5, 6, 15, 16]. In their system, the variables ðx; y; zÞ represent the
amplitude of a convective velocity ﬁeld:
’x ¼ xð1 ax2  by2  cz2Þ;
’y ¼ yð1 ay2  bz2  cx2Þ;
’z ¼ zð1 az2  bx2  cy2Þ:
ð1:1Þ
System (1.1) possesses interesting symmetry properties, which ensure
some rich dynamical behavior: There are 12 heteroclinic solutions
connecting 6 equilibria (not including the origin). The equilibria are on
the coordinate axes and the heteroclinic solutions are on the coordinate
planes x ¼ 0; y ¼ 0 or z ¼ 0: The system has eight heteroclinic cycles
(homoclinic cycles in some literature), formed by three consecutive
heteroclinic solutions. The cycles are stable provided the parameters a; b
and c satisfy: 05b5a5c; 2a5bþ c; aþ bþ c ¼ 1 [13, 14]. Several papers
are devoted to the bifurcation of such heteroclinic cycles under various
perturbations [7, 18, 22].
In this paper we study what is called a transverse perturbation of the
heteroclinic cycles. The term transverse refers to adding a fourth equation
for a new variable that evolves in the direction transverse to the original
three-dimensional phase space. Although several authors [1, 18, 22, 25] have
studied such type of perturbations within the context of equivariant
bifurcation and symmetry-breaking theory, our new approach is to consider
a speciﬁc transverse perturbation which gives rise to a singularly perturbed
system:
’x ¼ xð1 ax2  by2  cz2Þ þ %dy zu;
’y ¼ yð1 ay2  bz2  cx2Þ þ %dz xu;
’z ¼ zð1 az2  bx2  cy2Þ þ %dx yu;
d ’u ¼ f ðx; y; z; uÞ:
ð1:2Þ
Here, %d 2 R denotes a parameter, 05d 1; and f ðx; y; z; uÞ is Cr where r > 3
will be speciﬁed later. We call (1.1) the unperturbed system and refer to (1.2)
as the perturbed system.
Numerical simulations for system (1.2) have revealed some interesting
dynamic behavior such as chaotic trajectories and strange attractors [26]. In
this paper, we shall only consider the existence, uniqueness and stability of
heteroclinic and periodic orbits. Besides the interest from the dynamical
point of view, system (1.2) is closely related to a problem in magnetohy-
drodynamics (MHD). This was the physical motivation of [26] and also this
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FIG. 1. A stable homoclinic cycle in the ﬁrst octant.
PERIODIC CYCLES IN A PERTURBED CONVECTION MODEL 221work. For the sake of completeness, we include a short paragraph
explaining the physics underlying our system (Fig. 1).
1.2. The Physical Motivation
The physical motivation of this work comes from nonlinear magnetohy-
drodynamics which is the study, on a macroscopic scale, of electrically
conducting ﬂows. The magnetohydrodynamic equations have been known
for a long time but still constitute a difﬁcult problem far from being solved.
The full hydromagnetic problem has been partially decoupled into the
kinematic dynamo problem and the problem of generation by convection of
appropriate dynamo amplifying ﬂow ﬁelds. We refer the reader to Ghil and
Childress [12] for a complete survey in this topic.
In its simplest form, the dynamo effect is modeled by the so-called
induction equation: @b@t ¼ Dbþ curlðv bÞ where v and b denote the velocity
and the magnetic ﬁeld, respectively. The ampliﬁcation of small magnetic
ﬁelds can be studied in models which neglect all coupling between v and b:
This idea, studying the effect of a pre-existing velocity ﬁeld in the context of
dynamo theory, deﬁnes the kinematic dynamo problem. The purpose, of
course, is to learn what choices of v are likely to cause magnetic activity. By
numerical simulations for the magnetic ﬁeld of ﬂuids conﬁned in spherical
domains, Friedrich and Haken [10], Buses [4] have shown the existence of
LIN AND VIVANCOS222periodic attractors. In a later work, Armbruster and Chossat [1] conjectured
that the dynamical behavior observed for the magnetic ﬁeld in some
experiments could result as a perturbation of convective ﬂows possessing
heteroclinic cycles. These kinds of cycles have been proven to exist in the
particular case of mode interaction of the ﬁrst spherical modes. Our
approach is quite different from theirs and is similar to the so-called
smoothing method. Roughly speaking, this method is based on a
decomposition of the magnetic ﬁeld into two different scales. One scale, ‘;
is smaller than the core value, L; the scale of the smooth part of the magnetic
ﬁeld. The study of the organization of spatial structure of the resulting
magnetic ﬁeld requires large-scale ﬂows in the convection zone in addition
to the small-scale buoyant turbulence, which also determines the strictly
regular ﬁeld direction.
In the conventional nonlinear theory for the MHD, one starts from the
unstable equilibrium and calculates the ensuing nonlinear evolution and
saturation of small initial perturbations. However, this approach is rather
unrealistic. Since typical times for nonlinear saturation are much shorter
than the time scales of equilibrium evolution, the unstable mode will grow as
soon as the marginal point is passed. Two different situations may then
occur, either the equilibrium bifurcates in the simplest case by a transcritical
or pitchfork bifurcation, or a catastrophe occurs corresponding to a local
loss of equilibrium. In our approach, we follow the nonlinear development
of the magnetic ﬁeld from a speciﬁc dynamical state, namely a ﬂow
possessing heteroclinic cycles, which is an initial unstable state. This
approach has some justiﬁcation because it may occur that, owing to
additional processes, the instability is temporarily suppressed such that the
system continues to evolve on the unstable branch up to some point where
the instability ﬁnally sets in.
The main physical assumption we have taken to justify our model
equations from a convection model is that there exist states where velocity
and magnetic ﬁeld ﬂuctuations are strongly correlated. This relaxed state
is likely to occur dynamically, for instance, in satellite observations
of the solar wind. The small-scale chaotic behavior may be considered as
an ensemble of Alfven waves propagating along the average magnetic
ﬁeld, see [3].
Hence, for our purposes, we will assume that the smooth part of the
magnetic ﬁeld represented by the variables ðx; y; zÞ follows these heteroclinic
cycles, while the nonsmooth part that evolves in the large scale is denoted
by u: As it becomes apparent, small singular perturbations of the original
Guckenheimer and Holmes cycle can lead to modulated waves with very
long periods close to the equilibrium points. For such ﬂows, states with
reversed polarities are successively explored which is reminiscent, for
instance, of the Earth’s magnetic ﬁeld physics. For these reasons, we believe
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magnetohydrodynamics.
1.3. The Singularly Perturbed System
We present a sketch of the magnetic ﬁeld in Fig. 2. Because of the small
constant d; (1.1) is a singularly perturbed system. Vivancos and Minzoni
proposed that
f ðx; y; z; uÞ ¼ uðm u2 þ p2ðx2 þ y2 þ z2ÞÞ þ p3xyz: ð1:3Þ
Observe that we have the symmetry
ðx; y; z; uÞ ! ðy; z;x; uÞ;
ðx; y; z; uÞ ! ðx; y; z;uÞ:
Numerical simulation shows that the singularly perturbed system exhibits
various periodic and chaotic solutions. A further simpliﬁed system derived
from (1.2) and (1.3) was considered and chaotic solutions were shown
analytically in their paper.
Before going into the analysis of (1.2), some remarks are useful. When
u ¼ 0; the unperturbed system has a heteroclinic cycle [13]. Adding a new
variable u to that cycle destroys this structure and gives rise to very rich
dynamics. Sandstede and Scheel [22] studied this kind of system within the
context of the equivariant bifurcation theory. They found slow drifting
periodic orbits in the nonsingular case while in this work we deal with fast
relaxation oscillations along a slow periodic solution. Also, Melbourne et al.
[18] proved the existence and stability of periodic orbits in a similar context,
but regarding the case of a quadratic equation in the transverse direction to
the heteroclinic cycle.
To simplify the system further, we assume that x2 þ y2 þ z2 is a constant
since it is uniformly bounded away from 0 and1: After some rescaling, weB  + B   = (x,y,z,u
L
O(RL)
B  = (x,y,z)S S R )
O(R  L)2
FIG. 2. A sketch of the magnetic ﬁeld with two length scales.
LIN AND VIVANCOS224are led to the following u equation:
d ’u ¼ u u3  xyz=D; D > 0: ð1:4Þ
The small constant %d in (1.2) controls the perturbation terms to the ﬁrst
three equations, and the small constant D in (1.4) controls the amplitude of
oscillation. Again, numerical simulation shows that (1.2) and (1.4) possess
rich periodic and chaotic solutions.
It is still difﬁcult to prove rigorously the existence of many exotic types of
periodic and chaotic orbits observed in this system. Notice that the chaotic
solution in Fig. 3 stays near the unperturbed heteroclinic cycles. This
motivates us to further study solutions that can directly bifurcate from the
original heteroclinic cycles. We will demonstrate that only simple hetero-
clinic orbits and two kinds of periodic orbits can bifurcate from the
unperturbed heteroclinic cycles. Other complicated periodic and chaotic
orbits observed numerically must be created by different mechanisms, e.g.
the tangential intersection of the orbit with junction surfaces [9, 26]. We
hope that this will be a ﬁrst step towards the better understanding of the
dynamics of the system.
Equation u u3 ¼ 2w=ð3
ﬃﬃﬃ
3
p
Þ has three branches of inverse: u ¼ unðw; sÞ;
s ¼ 1; 0; 1; where s ¼ 0 is the branch near zero and s ¼ 1 are the positive
and negative branches. The domains of unðw;1Þ; unðw; 0Þ and unðw; 1Þ are
½1;1Þ; ½1; 1 and ð1; 1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FIG. 3. Chaotic or long periodic solutions for (1.2).
w=xyz /ε
u=u*(w, s)
1
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u
FIG. 4. The curves u ¼ unðw; sÞ:
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ﬃﬃﬃ
3
p
Þ: In the singular limit d ¼ 0; the equation for u becomes
u u3 ¼
xyz
e
2
3
ﬃﬃﬃ
3
p :
The solution of the above is
u ¼ un
xyz
e
; s
 
; jxyzj4e:
Notice that if, s ¼ 1; then u is uniformly away from zero, that is,
junj5
ﬃﬃﬃﬃﬃﬃﬃ
1=3
p
:
In order to smoothly follow a heteroclinic solution to its birth place – an
unperturbed heteroclinic solution, we simultaneously scale down the
constant %d by letting %d ¼ ed : This leads to the following ‘‘slow system’’ on
a three-dimensional submanifold in the four-dimensional space:
’x ¼ xð1 ax2  by2  cz2Þ þ edy zunðxyz=e; sÞ;
’y ¼ yð1 ay2  bz2  cx2Þ þ edz xunðxyz=e; sÞ; s ¼ 1; 0;þ1;
’z ¼ zð1 az2  bx2  cy2Þ þ edx yunðxyz=e; sÞ:
ð1:5Þ
The slow manifolds corresponding to s ¼ 1 attract, while the one
corresponding to s ¼ 0 repels. This is evident when we write the u equation
in the stretched time t ¼ t=d:
du
dt
¼ u u3  xyz=D:
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depends on the sign of 1 3u2; which is negative if u2 > 1=3 (or s ¼ 1),
and positive if u251=3 (or s ¼ 0).
A well-known result indicates that if d is small but nonzero, system (1.2)
exhibits a relaxation oscillation similar to a singularly perturbed Van der Pol
equation [19]. For any given initial data, the solution will quickly jump
closer to one of the stable branches of the slow manifold, where u ¼
unðxyz=e; sÞ; s ¼ 1 and the ðx; y; zÞ variable will then follow the ﬂow on
the slow manifold deﬁned by (1.5). If the ﬂow hits the boundaries of this
branch deﬁned by junction surfaces xyz ¼ 2D=ð3
ﬃﬃﬃ
3
p
Þ ¼ e; then the
solution will quickly jump closer to another stable branch of the slow
manifold. Thus, any heteroclinic or periodic orbit of (1.2) is near an orbit of
the same kind of (1.5). On the other hand, near any periodic or heteroclinic
orbit of the reduced system (1.5), there exists a same kind of orbit of (1.2).
For this reason, we will study the reduced system (1.5) on the two stable
branches of the slow manifold in the rest of this paper.
1.4. Assumptions and the Main Results
Throughout this paper, we assume that d50: Numerical work shows that
if an initial data is in the region jxyzj > e with sð0Þ ¼ 1 or þ1; the orbit will
move along the slow manifold until it is trapped in the region jxyzj4e: We
will expand on this point later. The solution will then zig-zag between the
junction surfaces and sðtÞ will alternate between 1 and þ1 whenever
jxyzj ¼ e: In particular, if xyz hits e from below at t ¼ *t; then
sð*tÞ ¼ þ1; sð*tþÞ ¼ 1; and if it hits xyz ¼ e from above then
sð*tÞ ¼ 1; sð*tþÞ ¼ þ1: The change of s brings the orbit back to the
region jxyzj4e: A projection of the reduced ﬂow to the xyz-plane is plotted
in Fig. 5. We will restrict our attention to the orbits that hit the junction
surfaces transversely, or when ‘‘the switching is normal’’ according to [19].
Otherwise, the reduced ﬂow on the xyz-plane is not well deﬁned.
The unperturbed system (e ¼ 0) has 12 heteroclinic solutions connecting
six equilibria ð
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0; 0Þ; ð0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0Þ and ð0; 0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
Þ: The follow-
ing assumption ensures that every equilibrium is hyperbolic with one
unstable eigenvalue that is weaker than the two stable eigenvalues, which we
assume throughout this paper:
H1: aþ bþ c ¼ 1; 05b5a5c; 2a5bþ c:
After adding small e > 0; numerical simulation shows that around the
unperturbed heteroclinic orbits, there seems to exist a small thin invariant
band that looks like a two-dimensional manifold. This is explained in the
following two lemmas. The ﬁrst lemma shows that if the orbit starts on one
of the stable slow manifolds, it will move towards an invariant region
(x,y,z,u)
(x,y,z)
FIG. 5. Projection of the 4-D system to the ðxyzÞ-plane.
PERIODIC CYCLES IN A PERTURBED CONVECTION MODEL 22705m4ðx2 þ y2 þ z2Þ4M and will remain there. The result is similar to that
of [13, 26]. The second lemma shows that under certain conditions, the
solution will be trapped in the region jxyzj4e:
Lemma 1.1. There exist 05mðeÞ5MðeÞ such that for any initial
data satisfying sð0Þ ¼ 1; xyz4e or sð0Þ ¼ 1; xyz5 e; the region
m4x2 þ y2 þ c234M is (forward) invariant and attracting. Moreover,
as e! 0;
MðeÞ !
1
a
; mðeÞ !
2
bþ c
:
Lemma 1.2. If Z > 0 is a constant satisfying
0:5jd
ﬃﬃﬃﬃﬃﬃﬃ
1=3
p
jZm > maxfj3 1=aj; j3 2=ðbþ cÞjg; ð1:6Þ
then for any solution satisfying m4ðx2 þ y2 þ z2Þ4M and minfx2 þ y2;
y2 þ z2; z2 þ x2g5Z; the region jxyzj4e is invariant. Moreover, the solution
satisfies d
dt
ðxyzÞ > 0 if s ¼ 1 and d
dt
ðxyzÞ50 if s ¼ 1:
The proofs of the two lemmas are given in Appendix A. We remark that
d
dt
ðxyzÞ may change signs if the orbit is near an equilibrium.
Under the conditions of Lemmas 1.1 and 1.2, if a solution is not
near any of the equilibria, it will not leave the region bounded by jxyzj4e
LIN AND VIVANCOS228and m4x2 þ y2 þ z24M; and will travel from one junction surface to
another.
If the solution is near an equilibrium so that minfx2 þ y2; y2 þ z2;
z2 þ x2g4Z; Lemma 1.2 cannot be used. However, numerical works indicate
that solutions are still trapped in the region jxyzj4e: This can be explained
as follows. Any orbit starting in the neighborhood of an equilibrium is
attracted to its unstable manifold and then leaves the neighborhood closely
following the unstable manifold. The unstable manifold is OðeÞ closer to the
unperturbed heteroclinic orbits issuing from the equilibrium ð
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0; 0Þ;
while all the other orbits are Oðelt=eÞ closer to the unstable manifold, where
t is the time the orbits are near the equilibrium. This mechanism keeps the
orbit trapped in the region jxyzj4e and hence, near the unperturbed
heteroclinic cycle.
Fig. 6 shows the two-dimensional plot of a long periodic or chaotic
solution. At ðx; yÞ ¼ ð0:3; 0:2Þ; ð0:3;0:2Þ; we ﬁnd that the solution is
nearly tangent to the junction surfaces xyz ¼ e: This causes a drastic
splitting of orbits near these points. Bo Deng [9] and Vivancos and Minzoni
[26] showed that this mechanism can cause chaos in some model systems. To
study pure heteroclinic bifurcation, we will avoid tangential intersection of
orbits with junction surfaces. We also assume that in the regions we are
interested in, orbits move monotonically from one junction surface to
another, i.e. dðxyzÞ=dt=0: These conditions will be imposed on the_2 _1.5 1 _0.5 0 0.5 1 1.5 2
_2
_1.5
_1
_0.5
0
0.5
1
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FIG. 6. Chaotic or long periodic solutions, note the tangential intersection of the orbits with
the junction surface at ðx ¼ 0:3; y ¼ 0:2Þ:
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labeled Condition F1. The singular heteroclinic orbits are the limits
of heteroclinic orbits as e! 0 and are characterized by the number of
times they hit the junction surfaces, i.e. how many times sðtÞ switches
between 1:
Under the condition F1, which will be stated in Section 3 when all the
notations are deﬁned, we can show that for every integer m50; there exists a
unique dm such that (3.2)–(3.4) has exactly two singular heteroclinic orbits,
related by the symmetry ðx; y1; z; sÞ ! ðx;y1; z;sÞ: Each of the singular
orbits moves monotonically between junction surfaces, and the switching is
normal at the junction surfaces.
For certain ranges of ða; b; c; dÞ; we have numerically veriﬁed condition
F1, see Appendix B. However, it seems to be very hard to verify F1
analytically. In fact, there may be some parameter regions where F1 is not
satisﬁed.
The construction of heteroclinic and periodic solutions is based on the
perturbation of singular heteroclinic solutions and is rigorous. We can show
that immediately after bifurcating from singular heteroclinic orbits, there
can be only two types of periodic solutions. One looks like a ﬁgure ‘‘D’’, the
other looks like a ﬁgure ‘‘8’’. In Fig. 7, the ﬁgure ‘‘D’’ is computed
with d ¼ 1:07 while the ﬁgure ‘‘8’’ with d ¼ 1:88 and both with
e ¼ 0:077:
Theorem 1.3. (Main results). Assume H1 and F1 are satisfied, then for
any integer m50; there exists dm50 such that precisely two singular
heteroclinic solutions of (3.2)–(3.4) exist. They hit the junction surfaces with
normal switchings exactly m times. Moreover, for any 05e4e0; we have:
(1) There exists a unique dmðeÞ; with lime!0 dmðeÞ ¼ dm; such that
the system has exactly 2 heteroclinic solutions connecting Xþ ! Zþ; hitting
S ¼ fxyz ¼ eg m times if and only if d ¼ dmðeÞ: The total number of
the heteroclinic solutions for each m is 24.
(2) There exists a neighborhood NmðeÞ of dmðeÞ s.t. if d 2 NmðeÞ=dmðeÞ
then (i) if m is even, then there exists figure ‘‘D’’ periodic solutions. (ii)if m is
odd, then there exists figure ‘‘8’’ periodic solutions.
The number of figure ‘‘D’’ periodic solutions is eight, and the number of
figure ‘‘8’’ periodic solutions is four.
The periodic solutions constructed in this paper are stable, due to the
information of the eigenvalues at equilibria from H1. The proof of the
stability is not included in this paper.
This paper is organized as follows. In Section 2, we present some basic
lemmas and introduce a Melnikov theory for the systems with relay
x 
y 
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y 
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FIG. 7. Periodic orbits that bifurcate from the heteroclinic cycles look like a ﬁgure ‘‘D’’ or a
ﬁgure ‘‘8.’’
LIN AND VIVANCOS230nonlinearity. In Section 3, we discuss the existence of heteroclinic solutions.
In Section 4, we construct ﬁgures ‘‘D’’ and ‘‘8’’ periodic solutions near
heteroclinic cycles. Appendix A is devoted to the proofs of Lemmas 1.1
and 1.2. Appendix B shows how we compute the regions where F1 is
satisﬁed.
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To ﬁnd a heteroclinic solution, we want to choose d so that W uðE1Þ \
W sðE2Þ is nonempty. However, since both manifolds are reﬂected by the
junction surfaces xyz ¼ e many times, the method of computing the gap
between W uðE1Þ W sðE2Þ or its linearization (Melnikov integral) is not
available in the literature. To ﬁll in the gap, we present some fundamental
lemmas which will be useful in this paper, and hopefully in other systems
with relay nonlinearity.
Consider a general system with relay nonlinearity:
’y ¼ f ðy; t;m; sÞ; y 2 Rn; m 2 R; s 2 f0; 1; . . . ; mg: ð2:1Þ
Assume that f is smooth in an open set adjacent to the junction surfaces, but
has continuous one-sided limit to these surfaces. Let the solution map be
fðt; t;m; s; %yÞ; where t and t are the beginning and ending times, and %y is the
initial data at t: The rule determining sðtÞ is as follows: Let the junction
surfaces Gi ¼ fðt; yÞ : Fiðt; yÞ ¼ 0g; i ¼ 1; . . . ; m; be cross sections of the
product ﬂow of (2.1) and ’t ¼ 1: This means that the one-sided limit of the
vector ﬁeld is non zero and is not tangent to Gi: This condition is also called
normal switching in [19]. If y0 is a solution that starts with t ¼ t5t1 and
sðtÞ ¼ 0 for t5t1; and successively hits Gi at t ¼ ti; 14i4m; then each time
the solution hits a cross section, the value of sðtÞ is increased by one. Thus,
ðti; y0ðtiÞÞ 2 Gi; and sðtÞ ¼ i for ti5t5tiþ1: For convenience, let t0 ¼ 1;
tmþ1 ¼ 1:
In singular perturbation problems, the vector ﬁeld is the reduced ﬂow on
the slow manifold and may only be deﬁned on one side of Fi ¼ 0; say
Fiðt; yÞ > 0; but has a one-sided limit to Fiðt; yÞ ¼ 0: In this case, we can
extend the ﬂow to the side Fiðt; yÞ50 so that (2.1) is deﬁned on both sides of
the surface Gi: In the problem of this paper, the surface is xyz ¼ e and the
ﬂow is undeﬁned for xyz > e; sðtÞ ¼ 1 or xyz5 e; sðtÞ ¼ 1: To extend
the ﬂow we simply let unðw; sÞ ¼ unðw;1Þ if jsj > 1:
Denote the evolution operator for the linearized ﬂow by F ¼ @f=@ %y:
Let y0ðtÞ þ DyðtÞ be a solution near y0ðtÞ with the parameter m0 þ Dm: The
smallness of DyðtÞ implies that both solutions intersect Gi transversely and
change the values of s at the intersection. Let y0ðtÞ þ DyðtÞ intersect Gi at
ti þ Dti; 14i4m at the point Pðti þ DtiÞ :¼ y0ðti þ DtiÞ þ Dyðti þ DtiÞ:
Fiðti þ Dti; y0ðti þ DtiÞ þ Dyðti þ DtiÞÞ ¼ 0:
Deﬁne a time cross-section ft ¼ tig: The solution y0ðtÞ of course hits t ¼ ti
at y0ðtiÞ: Let pi : ft ¼ tig ! Gi be a Poincar!e mapping related to the ﬂow of
(2.1) with s ¼ i  1: Since the ﬂow at ti is transverse to the cross section Gi;
pi is well deﬁned. Let p
þ
i : Gi ! ft ¼ tig be the Poincar!e mapping related to
LIN AND VIVANCOS232s ¼ i: Deﬁne the virtual hitting point vP and virtual reﬂection point rP as
follows:
vPðtiÞ ¼ ðpi Þ
1Pðti þ DtiÞ;
rPðtiÞ ¼ pþi Pðti þ DtiÞ:
Note that vP or rP may not be on the solution orbit. If Dti50; the solution
y0ðtÞ þ DyðtÞ follows the new vector ﬁeld with sðtÞ ¼ i before hitting t ¼ ti: If
Dti > 0; it starts to follow the new vector ﬁeld after time ti: For this reason,
they are called virtual points.
For every orbit that is near y0ðtÞ; there corresponds a unique virtual orbit
which hits ft ¼ tig at vPðtiÞ then jumps to rPðtiÞ by the reﬂection law:
rPðtiÞ ¼ rni ðvPðtiÞÞ ¼ p
þ
i 8p

i 8vPðtiÞ:
The virtual and the original orbits differ only between ti and ti þ Dti and will
be denoted by the same symbol.
For every heteroclinic solution near y0 there corresponds a unique virtual
heteroclinic solution that starts from E1 at t ¼ 1; jumps from vPðtiÞ to
rPðtiÞ ¼ rni ðvPðtiÞÞ at each ft ¼ tig; i ¼ 1; . . . ;m then approaches E2 as t !1:
It is convenient to write
vPðtiÞ ¼ y0ðtiÞ þ Dyðti Þ; rPðtiÞ ¼ y0ðtiÞ þ Dyðt
þ
i Þ:
Using linearization
Dti ¼ 
@yFi  Dyðti Þ
@tFi þ @yFi  y0ðti Þ
þOðjDyðti Þj
2Þ; ð2:2Þ
Pðti þ DtiÞ ¼ vPðtiÞ þ ’y0ðtiÞDti þOðjDyðt

i Þj
2 þ jDmj2Þ; ð2:3Þ
rPðtiÞ ¼ vPðtiÞ þ ’y0ðt

i ÞDti  ’y0ðt
þ
i ÞDti þOðjDyðt

i Þj
2 þ jDmj2Þ: ð2:4Þ
Thus,
rPðtiÞ  vPðtiÞ ¼ Dyðtþi Þ  Dyðt

i Þ
¼ ð ’y0ðt

i Þ  ’y0ðt
þ
i ÞÞDti þOðjDyðt

i Þj
2 þ jDmj2Þ:
We have derived the reﬂection law for virtual orbits at ti (Fig. 8):
Lemma 2.1. The virtual orbits near y0 jump from vPðtiÞ to rPðtiÞ according
to the following reflection law:
rPðtiÞ ¼ rni ðvPðtiÞÞ ¼ p
þ
i 8 p

i 8 vPðtiÞ: ð2:5Þ
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FIG. 8. Deﬁne the virtual hitting and reﬂection points.
PERIODIC CYCLES IN A PERTURBED CONVECTION MODEL 233If we denote the derivative of rni by Ri; then we have
Dyðtþi Þ ¼ RiDyðt

i Þ þOðjDyðt

i Þj
2 þ jDmj2Þ:
The n n matrix Ri has the form
Ri ¼ I þ
’y0ðt
þ
i Þ  ’yðt

i Þ
@tFi þ @yFi ’y0ðt

i Þ
@Fi:
We have the expression
Dyðtþi Þ ¼Dyðt

i Þ þ ð ’y0ðt
þ
i Þ  ’yðt

i ÞÞ
@yFi  Dyðti Þ
@tFi þ @yFi  y0ðti Þ
þ OðjDyðti Þj
2 þ jDmj2Þ: ð2:6Þ
Lemma 2.2. If the flow is also transverse to Gi; then the matrix Ri is
nonsingular.
Proof. In this case, the Poincar!e mappings pi and p
þ
i are diffeomorph-
isms. ]
Consider a linear system in Rn
’Y ¼ AðtÞY þ hðtÞ; t 2 R; ð2:7Þ
where AðtÞ :¼ @yf ðy; t;m; sðtÞÞ and hðtÞ are piecewise continuous and
uniformly bounded. Assume that there exists T > 0 such that (2.7) has
exponential dichotomies on ð1;T  and ½T ;1Þ; respectively. For an
introduction to exponential dichotomies and their applications, please see
LIN AND VIVANCOS234[8, 20]. Denote the projections to stable and unstable subspaces by PsðtÞ;
PuðtÞ; t 2 ð1 T  or ½T ;1Þ: Let dimRPuðTÞ ¼ k and dimRPuðTÞ ¼
kþ: Suppose that the sequence ftig
m
1 and T satisfy
15 T5t15t25   5tm5T51:
Let T1 > T and T2 > T : Let t0 ¼ T1 and tmþ1 ¼ T2:
We look for piecewise continuous, bounded solutions of (2.7) that
satisfy the equation for t 2 ðti; tiþ1Þ; and the nonhomogeneous reﬂection law
at ti:
Y ðtþi Þ ¼RiY ðt

i Þi þ gi
¼Y ðti Þ þ ð ’y0ðt
þ
i Þ  ’y0ðt

i ÞÞ
@yFi  Y ðti Þ
@tFi þ @yFi  ’y0ðt

i Þ
þ gi: ð2:8Þ
Let C0ðftigÞ be the space of functions which are continuous in ðti; tiþ1Þ;
i ¼ 0; . . . ; m; and admit left- and right-hand sided limits at each ti: Let
C1ðftigÞ be the space of functions in C0ðftigÞ that has a ﬁrst-order derivative
in C0ðftigÞ: Let
jhjC0ðftigÞ ¼ supfjhðtÞj : t 2 Rg;
jhjC1ðftigÞ ¼ jhjC0ðftigÞ þ jh
0jC0ðftigÞ:
Deﬁne the operator F : Y ! ðh; fgig;fs;fuÞ with
hðtÞ ¼ ’Y ðtÞ  AðtÞY ðtÞ;
gi ¼ Y ðtþi Þ  RiY ðt

i Þ;
fs ¼PsðT1ÞY ðT1Þ; fu ¼ PuðT2ÞY ðT2Þ:
The following is the main tool to prove the existence of periodic solutions
bifurcating from a singular heteroclinic cycle.
Lemma 2.3. The operator F : C1ðftigÞ ! C0ðftigÞ  Rm RPsðT1Þ 
RPuðT2Þ is Fredholm with IndexðFÞ ¼ k  kþ:
Moreover, if we let the adjoint equation of (2.7) be
’cþ AnðtÞc ¼ 0; ð2:9Þ
then ðh; fgig;fs;fuÞ 2 C
0ðftigÞ  R
m RPsðT1Þ RPuðT2Þ is in the range
of F if and only if for any bounded solution c of (2.9) that satisfies a dual
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cðtk Þ ¼R
n
i cðt
þ
k Þ
¼cðtþi Þ þ ðcðt
þ
i Þ  ðy0ðt
þ
i Þ  y0ðt

i ÞÞÞ
@yFi
@tFi þ @yFi  ’y0ðt

i Þ
;
the following condition is satisfied:
Z T2
T1
hcðtÞ; hðtÞidtþ
Xm
1
cðtþi Þgi þ hcðT1Þ;fsi  hcðT2Þ;fui ¼ 0: ð2:10Þ
If (2.10) is satisfied and if the phase conditions are posed so that the solution
is also unique, then
jY jC1ðftigÞ4C jhjC0ðftigÞ þ
X
i
jgij þ jfsj þ jfuj
 !
:
The constant C does not depend on T1 or T2:
Remark. The left-hand side of (2.10) generalizes Melnikov’s integral and
shall still be called a ‘‘Melnikov integral’’.
Proof. For t; t =2 ft1; . . . ; tmg deﬁne an evolution operator Yðt; tÞ by
Yðt; tÞ ¼
Fðt; tÞ if ti5t4t5tiþ1;
Fðt; tkÞRkFðtk; tk1Þ . . .Fðtiþ1; tiÞRiFðti; tÞ if t5ti4tk5t:
(
Yðt; tÞ is continuous with respect to t; t =2 ft1; . . . ; tmg; and has one-sided
limits as t; t! ti; i ¼ 1; . . . ; m:
Without loss of generality, assume that 0 =2 ft1; . . . ; tmg: Using Yðt; tÞ we
can extend the exponential dichotomies from ð1;T  to R and from
½T ;1Þ to Rþ by extending the stable and unstable subspaces (w ¼ u or s):
RPwðtÞ ¼ Yðt;TÞRPwðTÞ; t40;
RPwðtÞ ¼ Yðt;TÞRPwðTÞ; t50:
The rest of the proof is similar to that of [17, 20]. Let Z > 0 be a small
positive constant. Let *hðtÞ ¼ hðtÞ þ
Pm
1 dðt ti  ZÞgi; where d is the
delta function in the theory of distributions. The solution Y we are
looking for satisﬁes ’Y ¼ AðtÞY þ *hðtÞ and the homogeneous reﬂection law
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
i Þ: We then have
Y ðtÞ ¼
R t
T1
Yðt; tÞPsðtÞ *hðtÞ dtþYðT1; tÞfs
þ
R t
0Yðt; tÞPuðtÞ
*hðtÞ dtþYðt; 0Þf3 if  T15t50;R t
T2
Yðt; tÞPuðtÞ *hðtÞ dtþYðt;T2Þfu
þ
R t
0Yðt; tÞPsðtÞ
*hðtÞ dtþYðt; 0Þf4 if 05t5T2;
8>>><
>>>:
where f4 2 RPsð0þÞ; f3 2 RPuð0Þ:
Thus,
Y ð0Þ ¼
Z 0
T1
Yð0; tÞPsðtÞ *hðtÞ dtþYð0;T2Þfs þ f3;
Y ð0þÞ ¼
Z 0
T2
Yð0; tÞPuðtÞ *hðtÞ dtþYð0; T2Þfu þ f4:
Note in the above Yð0;T1Þfs þ
R 0
T1
   2 RPsð0Þ and Yð0; T2Þfu þ
R 0
T2
   2 RPuð0þÞ: The jump at t ¼ 0 is Y ð0Þ  Y ð0þÞ; which depending on the
choice of ðf3;f4Þ; will be denoted as Gðf3;f4Þ: Let H ¼ RPuð0
Þ þ
RPsð0þÞ: Deﬁne projections PH þ PH? ¼ id according to the splitting H 
H? ¼ Rn: Then by choosing ðf3;f4Þ we have PHGðf3;f4Þ ¼ 0: In order that
PH?Gðf3;f4Þ ¼ 0; we must have hcð0Þ;Gðf3;f4Þi ¼ 0 for every cð0Þ 2 H
?:
Using the fact cð0Þ ? ðRPuð0Þ þRPsð0þÞÞ; we have fð0Þ 2 RPns ð0
Þ \
RPnuð0
þÞ: If cðtÞ ¼ ðYð0; tÞÞncð0Þ; t 2 R; then cðtÞ is a bounded solution to
the adjoint system (2.9) and satisﬁes the dual reﬂection law at each ti:
The necessary and sufﬁcient condition for (2.7) to have a bounded
solution is
cð0Þ;Yð0;T1Þfs þ
Z 0
T1
Yð0; tÞPsðtÞ *hðtÞ dtYð0; T2Þfu


Z 0
T2
Yð0; tÞPuðtÞ *hðtÞ dt

¼
Z 0
T1
hðYð0; tÞÞnPns ð0
Þcð0Þ; *hðtÞi dt
þ
Z T2
0
hðYð0; tÞÞnPnuð0
þÞcð0Þ; *hðtÞi dt
þ hðYð0;T1ÞÞ
n cð0Þ;fsi  hðYð0;T2ÞÞ
n cð0Þ;fui
¼
Z T2
T1
hcðtÞ; *hðtÞi dtþ hcðT1Þ;fsi  hcðT2Þ;fui
¼
Z T2
T1
hcðtÞ; hðtÞi dtþ
Xm
1
cðti þ ZÞgi þ hcðT1Þ;fsi  hcðT2Þ;fui
¼ 0:
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for ðh; fgig;fs;fuÞ 2 RF:
Let the dimension of RPuð0Þ \RPsð0þÞ be n: Then dim ½RPuð0Þ þ
RPsð0þÞ ¼ k þ ðn kþÞ  n; and dim H? ¼ n dim H ¼ n ðk  kþÞ:
This shows that the codimension of RF ¼ n ðk  kþÞ: Since dimKF ¼
n; the index of the Fredholm operator F is clearly k  kþ: ]
Consider the case T1 and T2 !1: Let t0 ¼ 1 and tmþ1 ¼ 1: Let
C0ðftigÞ and C1ðftigÞ be deﬁned as before with an additional condition that
the functions are also uniformly bounded in ð1; t1Þ and ðtm;1Þ: From
Lemma 2.3, we have the following corollary:
Corollary 2.4. If we define the operator F :Y ! ðh; fgigÞ; hðtÞ ¼
’Y ðtÞ  AðtÞY ðtÞ; gi ¼ Y ðtþi Þ  RiY ðt

i Þ; then F : C
1ðftigÞ ! C0ðftigÞ  R
m is
Fredholm with IndexðFÞ ¼ k  kþ:
Moreover, let C be the linear space of all the bounded solutions of
the adjoint equation (2.7) which satisfy a dual reflection law as above. Then
ðh; fgigÞ is in the range of F if and only if for any c 2 C; we have
Z 1
1
hcðtÞ; hðtÞi dtþ
Xm
1
cðtþi Þgi ¼ 0: ð2:11Þ
Corollory 2.5. Assume that 0 =2 ft1; . . . ; tmg: Under the same conditions
of Lemma 2.3, if F is also of codimension one and c is, up to a constant
multiple, a unique nonzero bounded solution to the adjoint equation (2.9),
then for every ðh; fgig;fs;fuÞ; there exists a unique generalized solution Y
such that Y ? KerF; and Y has a jump at t ¼ 0 along the given direction
cð0Þ=jjcð0Þjj2:
Y ð0Þ  Y ð0þÞ ¼ Gðh; fgig;fs;fuÞcð0Þ=jjcð0Þjj
2:
Here, G is equal to the left-hand side of (2.10) – Melnikov’s integral.
Proof. Assume that Y has one more jump of the following form at t ¼ 0:
Y ð0Þ  Y ð0þÞ ¼ *gcð0Þ=jjcð0Þjj2; *g 2 R:
The Melnikov integral in Lemma 2.3 gains one more term  *g: One can
uniquely solve for *g :¼ Gðh; fgig;fs;fuÞ so that the condition in Lemma 2.3
is satisﬁed. ]
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We now study the existence of perturbed heteroclinic solutions connecting
the equilibrium Xþ :¼ ð
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0; 0Þ to Zþ :¼ ð0; 0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
Þ: It can be
constructed as the perturbation of a ‘‘singular heteroclinic solution’’ ðx0; e
y1; z0Þ: The construction of the singular heteroclinic solution relies on some
numerical aid, but the perturbation analysis of the singular heteroclinic
solution to the exact heteroclinic solution is rigorous.
3.1. Construction of Singular Heteroclinic Solutions
Numerical computation shows that the heteroclinic solution connecting
Xþ to Zþ is narrow in the y direction. We blow up the y direction by writing
it as ðx; ey1; zÞ:
’x ¼ xð1 ax2  e2by21  cz
2Þ þ e2 dy1 zunðxy1z; sÞ;
’y1 ¼ y1ð1 e
2ay21  bz
2  cx2Þ þ dz xunðxy1z; sÞ;
’z ¼ zð1 az2  bx2  e2cy21Þ þ e
2 dx y1u
nðxy1z; sÞ:
ð3:1Þ
By setting e ¼ 0; we have a system satisﬁed by the ‘‘singular heteroclinic
solution’’:
’x ¼ xð1 ax2  cz2Þ; ð3:2Þ
’y1 ¼ y1ð1 bz
2  cx2Þ þ dz xunðxy1z; sÞ; ð3:3Þ
’z ¼ zð1 az2  bx2Þ: ð3:4Þ
At the equilibrium Xþ; the eigenvalues and eigenvectors for (3.2)–(3.4) are:
eigenvalue : l2 ¼ 2; eigenvector : ð1; 0; 0Þ;
eigenvalue : l ¼ 1 c=a50; eigenvector : ð0; 1; 0Þ;
eigenvalue : lþ ¼ 1 b=a > 0; eigenvector : ð0; d
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
unð0; sÞ; ðc bÞ=aÞ:
Here, the ﬁrst vector is in the normal direction, the next two are tangent to
the weakest stable and unstable manifold, respectively. The angle between
the unstable eigenvector and the z-axis is of OðdÞ:
Similarly, at Zþ; the eigenvalues and eigenvectors are:
eigenvalue : l ¼ 1 c=a50; eigenvector : ððb cÞ=a; d
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
unð0; sÞ; 0Þ
eigenvalue : lþ ¼ 1 b=a > 0; eigenvector : ð0; 1; 0Þ;
eigenvalue : l2 ¼ 2; eigenvector : ð0; 0; 1Þ:
The third eigenvector is in the normal direction. The ﬁrst two eigen-
vectors are tangent to the weakest stable and unstable manifolds,
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is of OðdÞ:
Based on the eigenvalues at Xþ and Zþ; we know that for each s ¼ 1;
there exists a one-dimensional local unstable manifold of the equilibrium
Xþ and a two-dimensional local stable manifold of Zþ: We extend the local
unstable manifold forward and the local stable manifold backward by the
ﬂow with relay nonlinearity and call the result the (global) unstable (or
stable) manifold of Xþ (or Zþ). If uðtÞ with s1ðtÞ is a solution on the unstable
manifold and vðtÞ with s2ðtÞ is a solution on the unstable manifold, then we
say that these two manifolds have the same polarity if s1ðtÞ ¼ s2ðtÞ as t !1;
otherwise we say that the two manifolds have different polarity. We seek the
intersection of W uðXþÞ and W sðZþÞ; with the same polarity. For some
values of d; the limiting system (3.2)–(3.4) has exactly two singular
heteroclinic solutions that connect Xþ to Zþ: The two solutions are related
by the symmetry: ðx; y1; z; sÞ ! ðx;y1; z;sÞ: It sufﬁces to consider the
singular heteroclinic solution y1ðt; dÞ with sðtÞ ¼ 1 for t near 1:
Equations (3.2) and (3.4) form a system that does not depend on y1: It is
known to possess a heteroclinic solution ðx0; z0Þ connecting ð
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0Þ to
ð0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
Þ: We impose the phase condition x0ð0Þ ¼ z0ð0Þ so that the solution
is unique. We assume that the solution ðx0; z0Þ approaches ð0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
Þ along
the eigenspace corresponding to the weakest stable eigenvalue, based on
numerical simulations.
Let yðtÞ ¼ tan1ðx0ðtÞ=z0ðtÞÞ; 05y5p=2: Then
dy=dt ¼
x0ðtÞz0ðtÞððb aÞz20ðtÞ þ ða cÞz
2
0ðtÞÞ
x20ðtÞ þ z
2
0ðtÞ
:
Using b5c5a; we have dy=dt50: The function yðtÞ is invertible with the
inverse denoted by tnðyÞ: The mapping ðx0ðtnðyÞÞ; z0ðtnðyÞÞÞ is one-to-one
between the interval 05y5p=2 and the heteroclinic orbit in xz-space.
After determining ðx; zÞ ¼ ðx0ðtÞ; z0ðtÞÞ; we need to ﬁnd a ‘‘heteroclinic
solution’’ y1ðt; dÞ of the time-dependent equation (3.3) that approaches 0 as
t !1: Equation (3.3) is a relay system where sðtÞ changes sign when it
hits the junction surfaces
G1 :¼ fy1 ¼ 1=ðx0ðtÞz0ðtÞÞg; G2 :¼ fy1 ¼ 1=ðx0ðtÞz0ðtÞÞg:
If y1ðtÞ is such a solution with the corresponding sðtÞ; then ðy1ðtÞ;sðtÞÞ is
also a solution. For simplicity, we assume that sðtÞ ¼ 1 for t  1 in the
future.
Observe that for any d50; there exists a unique y1ðtÞ that approaches 0 as
t ! 1 and with sð1Þ ¼ 1: In fact, if ðx0; y1; z0Þ is the unique solution on
the one-dimensional unstable manifold of (3.2)–(3.4), then its restriction to
y1ðtÞ is such a solution. This solution shall be denoted as yu1ðt; dÞ: The
LIN AND VIVANCOS240trajectory of yu1ðt; dÞ is called the unstable manifold of the time-dependent
equation (3.3). Similarly, for each d50 and any n ¼ 1; there exists a
unique y1ðtÞ ¼ ys1ðt; d ; nÞ such that y1ðtÞ ! 0 as t !1 with sð1Þ ¼ n: The
trajectories of ys1ðt; d ; nÞ are called the stable manifold of (3.3) with the
polarity n ¼ 1: In fact, the local two-dimensional stable manifold for
(3.2)–(3.4) can be written as y1 ¼Sðx; z; d; nÞ; where ðx; zÞ is in a
neighborhood of zero. Then ys1ðt; d ; nÞ ¼Sðx0ðtÞ; z0ðtÞ; d; nÞ: We need to
ﬁnd d such that yu1ðt; dÞ ! 0 as t !1; that is, the unstable manifold of (3.2)
meets the stable manifold with the correct polarity. The latter means that if
sðtÞ is related to yu1ðt; dÞ; then sðtÞ ¼ n for t 1:
Let us introduce w ¼ x0ðtÞy1ðtÞz0ðtÞ: The junction surfaces can be written
as w ¼ 1: We consider the region jwj51: We say that y1ðtÞ moves
monotonically in this region if dw=dt=0:
Observe that for ﬁxed ðt; yÞ; if d increases, then the slope dy1=dt increases
if s ¼ 1 and decreases if s ¼ 1: This property will be used in the
comparison argument below without further mention.
Using an ODE solver, we gradually increase d from 0 and ﬁnd that for
every nonnegative integer m; there exists d ¼ dm50 such that yu1ðt; dmÞ ! 0
as t !1 and the orbit moves monotonically between the junction surfaces
and will hit the junction surfaces exactly m times. The switching is normal at
the points where the orbit hits Gn; n ¼ 1; as deﬁned in Section 2. We also
ﬁnd that there exists *dm between dm and dmþ1 such that y
u
1ðt; *dmÞ is tangent to
the junction surfaces G1 or G2: The change of number of switches must come
through a tangential intersection of yu1ðt; dÞ to Gn: By studying the vector
ﬁeld, we have located a region where dw=dt > 0 (or dw=dt50). We have
found numerically that yu1ðt; dÞ and y
s
1ðt; d ; nÞ enter this region from X
þ and
Zþ respectively. Therefore, the heteroclinic solution can only be found in
this region where dw=dt=0: These facts are listed below and are assumed to
be satisﬁed by the system we study.
F1. If s ¼ 1 and d > *d0; then:
(1) In the region y140; dw=dt > 0: The region y1 > 0 is divided by
curves XþT1 and Z
þT2 into three parts as in Fig. 9. In the mid-part between
the two curves, we have dw=dt > 0; while in the two outer parts we have
dw=dt50:
(2) The unstable manifold enters the mid-region of y1 > 0 and remains
there until it hits G1: The stable manifold related to s ¼ 1 enters the mid-
region of y1 > 0 backward in time and remains there until it hits G1 at Q;
which is to the right of T1: The mapping t ! y is a diffeomorphism. If we
plot the slope ﬁeld of (3.3) on the ðy; y1Þ coordinates, then the right part
denotes larger y:
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FIG. 9. The unstable and stable manifolds enter the mid-region where dw=dt > 0: We choose
d to be slightly above d4 and the heteroclinic y1ðt; d4Þ just breaks. We plot yu1ðt; dÞ which
approaches 1 as t !1: As we further increase d ; yuðt; dÞ ﬁrst hits G1 tangentially at T1; and
then hooks with ys1ðt; d;1Þ at Q; creating a new heteroclinic solution for d ¼ d5:
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symmetry ðs; y1Þ ! ðs;y1Þ satisﬁed by (3.3). In Fig. 9, we also plot the
two solutions yu1ðt; dÞ denoted by W
u and ys1ðt; d;1Þ denoted by W
s to
conﬁrm that W s hits G1 at Q which is to the right of T1:
Assuming that the system we study satisﬁes F1, we can prove the existence
of dm and the corresponding heteroclinic solution y1ðt; dmÞ by a shooting and
continuation method.
First, when m ¼ 0; yu1ðt; 0Þ ¼ 0 with d0 ¼ 0 is clearly a desired solution.
Gradually, on increasing d ; the zero heteroclinic solution breaks and
yu1ðt; dÞ ! 1 as t !1: If we further increase d; y
u
1ðt; dÞ will hit G1
tangentially at T1 for some minimum value d ¼ *d0 > 0: From F1, ys1ðt; *d;1Þ
will cross yu1ðt; dÞ and hit G1 at Q; which is to the right of T1:
If we increase d further from *d0; then, from F1 again, yu1ðt; dÞ will hit G1
transversely at P: Furthermore, the point P will move to the right and Q will
move to the left. At certain value d ¼ d1; we have P ¼ Q; where yu1ðt; d1Þ ¼
ys1ðt; d1;1Þ:
We proceed by induction. Suppose that we have found dm and the
corresponding yu1ðt; dmÞ: Assuming m is even ﬁrst. If we continue to increase
LIN AND VIVANCOS242d from dm; the heteroclinic y1ðt; dmÞ breaks and yu1ðt; dÞ ! 1 as t !1; then
yu1ðt; dÞ hits G1 tangentially at the point T1 ﬁrst, then hits G1 transversely at P
next (not shown in the ﬁgure). The point P moves towards Q ¼ ys1ðt; d;1Þ
\G1; and ﬁnally, P meets Q at a unique value d ¼ dmþ1: At this value, we
have yu1ðt; dmþ1Þ ¼ y
s
1ðt; dmþ1;1Þ with the correct polarity. See Fig. 9. We
have observed numerically that W u and T2 both move to the right as d
increases so that yu1ðt; dÞ never hits G1 tangentially. The case m being odd can
be considered similarly. One only needs to replace yu1ðt; dÞ ! 1 by y
u
1ðt; dÞ
! 1; G1 by G2; and ys1ðt; d ;1Þ by y
s
1ðt; d;þ1Þ:
3.2. Properties of the Singular Heteroclinic Solution
Suppose that y1ðt; dmÞ is a heteroclinic solution of (3.3). Assume also that
the solution hits the junction surfaces at t ¼ t1; t2; . . . ; tm; and 0=t1; . . . ; tm:
As before, assume that the corresponding sðtÞ satisﬁes sð1Þ ¼ 1: As in
Section 2, deﬁne Poincar!e sections for this equation:
Gi :¼ fðt; yÞjy ¼ 1=ðx0ðtÞz0ðtÞÞg; i ¼ 1; . . . ; m;
where þ1 is used if i is odd and 1 is used if i is even. That is, Gi ¼ G1
(or G2) if i is odd (or even).
If we deﬁne time cross sections
Ti :¼ fðt; yÞjt ¼ tig; i ¼ 1; . . . ; m;
then ðti; y1ðti; dmÞÞ 2 Gi \Ti:
We now consider a perturbation of y1ðt; dmÞ: For clarity, assume that
m is even. Let d ¼ dm þ Dd and yu1ðt; dÞ and y
s
1ðt; d;1Þ be the unstable
and stable manifold of (3.3). Both yu1 and y
s
1 can be considered as
virtual orbits that obey reﬂection laws at t ¼ ti; i ¼ 1; . . . ; m: Without
loss of generality, assume 0 =2 ft1; . . . ; tmg: To have a heteroclinic orbit we
must have
GðdÞ :¼ yu1ð0; dÞ  y
s
1ð0; d;1Þ ¼ 0:
Consider a linear variational equation of (3.3)
’Y ¼Y ð1 bz20  cx
2
0Þ þ dmx0z0
@
@w
unðx0y1z0; sÞ
 
þ Ddx0z0unðx0y1z0; sÞ þ f ðtÞ: ð3:5Þ
The solution Y satisﬁes the reﬂection law at each ti
Y ðtþi Þ ¼ R
ðyÞ
i ðyÞY ðt

i Þ þ g
ðyÞ
i ; g
ðyÞ
i 2 R; ð3:6Þ
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ðyÞ
i ¼ 1þ
’y1ðt

i Þy1ðt
þ
i
Þ
’ynðtiÞ ’y1ðt

i
Þ : Let c
ðyÞðtÞ be the solution for the adjoint
equation
’cþ c ð1 bz20  cx
2
0Þ þ dmx0z0
@
@w
unðx0y1z0; sÞ
 
¼ 0; ð3:7Þ
that satisﬁes cð0Þ ¼ 1 and the dual reﬂection law
cðti Þ ¼ R
ðyÞ
i cðt
þ
i Þ:
Observe that the coefﬁcients of (3.7) have the following asymptotic limits:
ð1 bz20  cx
2
0Þ þ dmx0z0
@
@w
unðx0y1z0; sÞ ! ð1 c=aÞ50; t ! 1;
ð1 bz20  cx
2
0Þ þ dmx0z0
@
@w
unðx0y1z0; sÞ ! ð1 b=aÞ > 0; t !1:
ð3:8Þ
Based on (3.8), cðtÞ ! 0 as t !1:
Lemma 3.1. (1) For any i 2 f1; . . . ; mg; cðyÞðtÞ changes signs between ti1
5t5ti and ti5t5tiþ1; assuming t0 ¼ 1; tmþ1 ¼ 1:
(2)
R1
1 hc
ðyÞðtÞ;x0ðtÞz0ðtÞunðx0y1z0; sÞidt=0: The sign of the integral is
equal to the sign of sð0Þ:
(3) for any f 2 C0ðftigÞ and fg
ðyÞ
i g 2 R
m; there exists a unique Dd so that
(3.5) has a bounded solution Y 2 C1ðftigÞ: Moreover,
jDd j þ jY jC1ðftigÞ4C jf jC0ðftigÞ þ
X
i
jgðyÞi j
 !
:
Proof. We use Lemma 2.3 with n ¼ 1: From the asymptotic limits of the
coefﬁcient of (3.5), the homogeneous part of the equation has exponential
dichotomies for t5T and t4 T where T > maxfjtijg: Also dimRPu
ðTÞ ¼ 0 and dimRPuðTÞ ¼ 1: The index of the Fredholm operator deﬁned
in Lemma 2.3 is 1: It is obvious that the kernel of the Fredholm operator is
zero dimensional. Thus, the codimension of its range is one. There exists a
unique bounded solution to the adjoint equation (3.7), denoted as cðyÞ; that
satisﬁes cðyÞð0Þ ¼ 1:
We will now demonstrate R
ðyÞ
i 50: Since the ﬂow at t

i and t
þ
i are
transverse to the boundary Gi ¼ fy ¼ ynðtÞg; where ynðtÞ ¼ 1=ðx0ðtÞ z0ðtÞÞ
we have either
’y1ðt

i Þ5 ’y
nðtiÞ5 ’y1ðt
þ
i Þ or ’y1ðt
þ
i Þ5 ’y
nðtiÞ5 ’y1ðt

i Þ:
In both cases, one can show that
’y1ðt

i Þy1ðt
þ
i
Þ
’ynðtiÞ ’y1ðt

i
Þ5 1: This implies that R
ðyÞ
i 50;
hence part (1) of this lemma.
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unðx0y1z0; sÞ does so as well, we ﬁnd that hc
ðyÞðtÞ;x0ðtÞz0ðtÞunðx0y1z0; sÞi
does not change sign. Moreover, cðyÞð0Þ ¼ 1 and un > 0 at t ¼ 0 if sð0Þ ¼ 1:
This proves part (2) of this lemma.
From Lemma 2.3, the necessary and sufﬁcient condition for (3.5) with
reﬂection law (3.6) to have a bounded solution Y ðtÞ isZ 1
1
hcðyÞðtÞ; f ðtÞ þ Ddx0ðtÞz0ðtÞunðx0y1z0; sÞidtþ
X
i
cðyÞðtþi Þg
ðyÞ
i ¼ 0:
From part (2) of this lemma, we can solve for Dd from the above.
The estimate for the solution follows from the standard theory of
Fredholm operators. ]
3.3. Existence of Perturbed Heteroclinic Solutions
Let ðx0ðtÞ; ey1ðt; dmÞ; z0ðtÞÞ be the singular heteroclinic solution for a given
m: We now consider the existence of an exact heteroclinic solution near the
singular heteroclinic solution, written as
x ¼ x0 þ e2X ; y ¼ ey1 þ e3Y ; z ¼ z0 þ e2Z; with d ¼ dm þ e2D:
We also need a phase condition for the heteroclinic solution. Let
S :¼ fðx; y; zÞjx ¼ zg
be a cross section of the ﬂow. We assume that the heteroclinic solution
satisﬁes ðxð0Þ; yð0Þ; zð0ÞÞ 2 S: In particular,
X ð0Þ ¼ Zð0Þ: ð3:9Þ
The system for ðX ;Y ; Z; DÞ can be written as
’X ¼ X ð1 3ax20  cz
2
0Þ  2cx0z0Z þ h1ðtÞ þ e
2N1; ð3:10Þ
’Y ¼Y ð1 bz20  cx
2
0Þ þ dmx
2
0z
2
0
@un
@w
 
þ Dx0z0unðx0y1z0; sÞ þ h2ðtÞ þ e2N2; ð3:11Þ
’Z ¼ Zð1 3az20  bx
2
0Þ  2bx0z0X þ h3ðtÞ þ e
2N3; ð3:12Þ
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D; eÞ; while h2 is a function of t and X ; Z but not Y :
h1ðtÞ ¼ bx0y21 þ dmy0z0u
nðx0y1z0; sÞ;
h2ðt; X ;ZÞ ¼ ay31 þ dmz0Xu
nðx0y1z0; sÞ þ dmx0Zunðx0y1z0; sÞ;
h3ðtÞ ¼ cz0y21 þ dmx0y1u
nðx0y1z0; sÞ:
The nonlinear terms ðN1;N2; N3Þ are functions of ðX ;Y ; Z; D; eÞ and satisfy
jN1j þ jN2j þ jN3j ¼ OðjX j þ jY j þ jZj þ jDjÞ;X3
j¼1
jNjðX1;Y1;Z1; D1Þ NjðX2;Y2;Z2;D2Þj4CðjDX j þ jDY j þ jDZj þ jDDjÞ:
Here, DU denotes U1 U2 with U ¼ X ; Y ;Z; D:
The solutions must also satisfy ðX ;Y ;ZÞ ! 0 as t !1: Due to the
hyperbolicity of the equilibria, it sufﬁces to show that ðX ; Y ;ZÞ is uniformly
small and bounded.
The heteroclinic solution hits Gi successively at the time ti þ Dti; and
switches between s ¼ 1 and 1. This is the relay system studied in Section 2.
For each heteroclinic solution, there corresponds a unique virtual
heteroclinic solution that satisﬁes the reﬂection law:
ðxðtþi Þ; yðt
þ
i Þ; zðt
þ
i ÞÞ ¼ r
n
i ððxðt

i Þ; yðt

i Þ; zðt

i ÞÞÞ:
The above can be written as
X
Y
Z
0
B@
1
CA ðtþi Þ ¼
1 0 0
0 R
ðyÞ
i 0
0 0 1
0
B@
1
CA
X
Y
Z
0
B@
1
CA ðti Þ þ e2
M
ðxÞ
i
M
ðyÞ
i
M
ðzÞ
i
0
BB@
1
CCA:
The nonlinear terms satisfy
ðMðxÞi ; M
ðyÞ
i ;M
ðzÞ
i Þ ¼OðX
2 þ Y 2 þ Z2 þD2Þ;
jDM ðxÞi j þ jDM
ðyÞ
i j þ jDM
ðzÞ
i j4CðjDX j þ jDY j þ jDZj þ jDDjÞ:
We use DM ðxÞi to denote the variation of M
ðxÞ
i when ðX1;Y1;Z1;D1Þ and
ðX2;Y2;Z2; D2Þ are the arguments.
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’X ¼ X ð1 3ax20  cz
2
0Þ  2cx0z0Z þ f1; ð3:13Þ
’Y ¼ Y ð1 bz20  cx
2
0Þ þ dmx
2
0z
2
0
@un
@w
 
þDx0z0unðx0y1z0; sÞ þ f2; ð3:14Þ
’Z ¼ Zð1 3az20  bx
2
0Þ  2bx0z0X þ f3: ð3:15Þ
The forcing term ðf1; f2; f3Þ 2 C0ðftigÞ: The solution is in C1ðftigÞ and satisﬁes
the nonhomogeneous reﬂection law:
X ðtþi Þ ¼ X ðt

i Þ þ g
ðxÞ
i ;
Y ðtþi Þ ¼ R
ðyÞ
i Y ðt

i Þ þ g
ðyÞ
i ;
Zðtþi Þ ¼ Zðt

i Þ þ g
ðzÞ
i
at each ti; i ¼ 1; . . . ; m; and the phase condition (3.9).
Observe that system (3.13) and (3.15) have exponential dichotomies in
ð1; 0 and ½0;1Þ; respectively. The stable subspace of the dichotomy in
ð1; 0 is one dimensional. There exists a unique bounded solution ðX ðt;DÞ;
Zðt; DÞÞ; t40 that satisﬁes the phase condition ðX ð0Þ;Zð0ÞÞ ? ð ’x0ð0Þ; ’z0ð0ÞÞ:
The solution can be continued to t ¼ T by using (3.13), (3.15) and the
reﬂection law at each ti; 14i4m: Finally, since f1ðtÞ; f3ðtÞ is uniformly
bounded for t5T and the stable subspace of the dichotomy in ½T ;1Þ is two
dimensional, one can show that the solution ðX ðtÞ;ZðtÞÞ is uniformly
bounded for t5T : Also,
jX j þ jZj4C j f1j þ j f3j þ
X
i
ðjgðxÞi j þ jg
ðzÞ
i jÞ
 !
:
According to Lemma 3.1, the function Y and the parameter D are
uniquely determined by (3.11) and the reﬂection law at each ti: Y ðtþi Þ ¼
R
ðyÞ
i Y ðt

i Þ þ g
ðyÞ
i : Moreover,
jY j1 þ jDj4C j f2j1 þ
X
i
jgðyÞi j
 !
:
Denote the solution of system (3.13)–(3.15) as
X ¼ G1ð f1; f3; fg
ðxÞ
i g; fg
ðzÞ
i gÞ; ðD;Y Þ ¼ G2ð f2; fg
ðyÞ
i gÞ;
Z ¼ G3ð f1; f3; fg
ðxÞ
i g; fg
ðzÞ
i gÞ:
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of the mapping P : ðX ;Y ;Z;DÞ ! ðX1;Y1;Z1;D1Þ:
X1 ¼G1ðh1ðtÞ þ e2N1; h3ðtÞ þ e2N3; e2M
ðxÞ
i ; e
2M
ðzÞ
i Þ;
Z1 ¼G3ðh1ðtÞ þ e2N1; h3ðtÞ þ e2N3; e2M
ðxÞ
i ; e
2M
ðzÞ
i Þ;
ðD1; Y1Þ ¼G2ðh2ðt;X1;Z1Þ þ e2N2; e2M
ðyÞ
i Þ:
Here, Nj ; 14j43 and M
ðxÞ
i ;M
ðyÞ
i ;M
ðzÞ
i are functions of ðX ; Y ;Z;D; eÞ:
Let
x1ðtÞ ¼G1ðh1ðtÞ; h3ðtÞ; 0; 0Þ;
x3ðtÞ ¼G3ðh1ðtÞ; h3ðtÞ; 0; 0Þ;
ð %D; x2ðtÞÞ ¼G2ðh2ðt; x1ðtÞ; x3ðtÞÞ; 0Þ:
Then h2ðt;X1; Z1Þ  h2ðt; x1; x3Þ is a linear homogeneous function of
ðX1  x1;Z1  x3Þ; denoted by *hðX1  x1;Z1  x3Þ: The mapping P can be
written as
X1 ¼ x1 þ e
2G1ðN1;N3;M
ðxÞ
i ;M
ðzÞ
i Þ;
X3 ¼ x3 þ e
2G3ðN1;N3;M
ðxÞ
i ;M
ðzÞ
i Þ;
ðD;Y1Þ ¼ ð %D; x2Þ þ e
2G2ð *hðG1; G3Þ þN2; M
ðyÞ
i Þ;
where *hðG1;G3Þ ¼ *hðG1ðN1;N3;M
ðxÞ
i ;M
ðzÞ
i Þ;G3ðN1;N3;M
ðxÞ
i ;M
ðzÞ
i ÞÞ:
Let Bd be a d ball centered at ðx1; x2; x3: %DÞ:
Bd :¼ fðX ;Y ;Z;DÞ : jX  x1j þ jY  x2j þ jZ  x3j þ jD %Dj4dg:
If e is small, it is easy to see that P maps Bd into itself and is a contraction
mapping. Thus, there exists a small e0 > 0 such that if 05e5e0; then P has a
unique ﬁxed point ðXn; Yn;Zn;DnÞ in Bd: This ﬁxed point corresponds to a
unique heteroclinic solution near the ﬁrst approximation of the heteroclinic
solution ðx0; ey1; z0Þ: Denote this heteroclinic solution by ðxn; eyn; znÞ
corresponding to dmðeÞ ¼ dm þ e2Dn:
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SOLUTIONS
Let
k1 :¼ ðx; y; z; sÞ ! ðx; y; z;sÞ;
k2 :¼ ðx; y; z; sÞ ! ðx;y; z;sÞ;
k3 :¼ ðx; y; z; sÞ ! ðx; y;z;sÞ;
r :¼ ðx; y; z; sÞ ! ðy; z; x; sÞ:
System (1.5) respects the symmetry group ðZ2Þ
3  Z3 where ðZ2Þ
3 and Z3 are
reﬂection and rotation subgroups:
ðZ2Þ
3 :¼ fki1k
j
2k
k
3 ; i; j; k ¼ 0; 1g;
Z3 :¼ fr‘; ‘ ¼ 0; 1; 2g:
There are 24 elements in the group ðZ2Þ
3  Z3:
System (1.5) has 6 nonzero equilibria on the three coordinate axes,
denoted by
X ¼ ð
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0; 0Þ; Y ¼ ð0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
; 0Þ; Z ¼ ð0; 0;
ﬃﬃﬃﬃﬃﬃﬃ
1=a
p
Þ:
Since sðtÞ is part of a solution, we denote a heteroclinic solution by H ¼
ðqðtÞ; sðtÞÞ where q :R! R3: In Section 3, we have shown the existence of a
heteroclinic solution, with sð1Þ ¼ 1; connecting Xþ to Zþ: Denote this
solution by
H1 :¼ ðq1ðtÞ; sðtÞÞ ¼ ðxðtÞ; yðtÞ; zðtÞ; sðtÞÞ:
There is another heteroclinic solution connecting Xþ to Zþ; but with
sð1Þ ¼ 1: It is related to H1 by
k2H1 :¼ ðxðtÞ;yðtÞ; zðtÞ;sðtÞÞ:
If we apply the 24 elements of the group ðZ2Þ
3  Z3 on H1; we have 24
heteroclinic solutions connecting the 6 equilibria. Any of the two equilibria
not symmetric about the origin are connected by exactly 2 heteroclinic
solutions which are associated by one of the reﬂections kj ; j ¼ 1; 2; 3: For
clarity, we use HðE1 ! E2; sð1Þ ¼ 1Þ to denote the heteroclinic solution
connecting E1 to E2 starting with sð1Þ ¼ 1:
System (1.5) can have many complicated periodic solutions. However,
periodic solutions that bifurcate from heteroclinic cycles by changing
parameter d slightly from dmðeÞ can be described as follows. Without loss of
PERIODIC CYCLES IN A PERTURBED CONVECTION MODEL 249generality, we consider a heteroclinic cycle that starts with H1 ¼ HðXþ !
Zþ; sð1Þ ¼ 1Þ:
Theorem 4.1. Suppose that fHig‘1; with H1 ¼ HðX
þ ! Zþ; sð1Þ ¼ 1Þ;
is a heteroclinic cycle that can bifurcate into a periodic solution, and suppose
that each Hi hits the junction surfaces m times, m50: Then:
(1) If m is even, we have ‘ ¼ 3 and either Hiþ1 ¼ rHi or Hiþ1 ¼ k1k2rHi
for all 14i4‘: Here, r;k1;k2 are the group elements defined above. The
corresponding cycle is either
H1 ¼HðXþ ! Zþ; sð1Þ ¼ 1Þ;
H2 ¼HðZþ ! Yþ; sð1Þ ¼ 1Þ;
H3 ¼HðYþ ! Xþ; sð1Þ ¼ 1Þ
or
H1 ¼HðXþ ! Zþ; sð1Þ ¼ 1Þ;
H2 ¼HðZþ ! Y; sð1Þ ¼ 1Þ;
H3 ¼HðY ! Xþ; sð1Þ ¼ 1Þ:
This kind of heteroclinic cycle looks like a figure ‘‘D’’.
(2) If m is odd, then ‘ ¼ 6: Either Hiþ1 ¼ k1rHi or Hiþ1 ¼ k2rHi for all
14i4‘: The cycles is
H1 ¼HðXþ ! Zþ; sð1Þ ¼ þ1Þ;
H2 ¼HðZþ ! Yþ; sð1Þ ¼ 1Þ;
H3 ¼HðYþ ! X; sð1Þ ¼ þ1Þ;
H1 ¼HðX ! Z; sð1Þ ¼ 1Þ;
H2 ¼HðZ ! Y; sð1Þ ¼ þ1Þ;
H3 ¼HðY ! Xþ; sð1Þ ¼ 1Þ
or
H1 ¼HðXþ ! Zþ; sð1Þ ¼ þ1Þ;
H2 ¼HðZþ ! Y; sð1Þ ¼ 1Þ;
LIN AND VIVANCOS250H3 ¼HðY ! X; sð1Þ ¼ þ1Þ;
H1 ¼HðX ! Z; sð1Þ ¼ 1Þ;
H2 ¼HðZ ! Yþ; sð1Þ ¼ þ1Þ;
H3 ¼HðYþ ! Xþ; sð1Þ ¼ 1Þ
This kind of heteroclinic cycle looks like a figure ‘‘8’’.
Applying elements of the symmetry group to the above, we can generate
all the other ﬁgure ‘‘D’’ and ﬁgure ‘‘8’’ heteroclinic cycles. There are eight
ﬁgure ‘‘D’’ and four ﬁgure ‘‘8’’ heteroclinic cycles which can bifurcate into a
periodic solution. Observe that ﬁgure ‘‘8’’ heteroclinic cycles are symmetric
about the origin while ﬁgure ‘‘D’’ heteroclinic cycles are near the boundaries
of an octant.
The proof of Theorem 4.1 is presented in the rest of this section.
Suppose that H1; . . . ; H‘ is a heteroclinic cycle that can bifurcate into a
periodic solution PðtÞ ¼ ðpðtÞ; sðtÞÞ; p : t ! R3: In this cycle, we have
qiðþ1Þ ¼ qiþ1ð1Þ; and siðþ1Þ ¼ siþ1ð1Þ:
We say Hiþ1 follows Hi; or qiþ1 follows qi:
Assume that Hiþ1 ¼ giHi; where gi is a mapping in the symmetry group.
For convenience, let H‘þ1 ¼ H1; H0 ¼ H‘ and g‘þ1 ¼ g1; g0 ¼ g‘: Recall
that Hi ¼ ðqi; siÞ is four dimensional. We often need to drop the si and
consider only the ðx; y; zÞ component of a solution. If ðqiþ1; siþ1Þ ¼ giðqi; siÞ;
then qiþ1 is uniquely determined by gi and qi: By restricting ourselves to qi;
we will write qiþ1 ¼ giqi; with some abuse of notation.
Assume that qi connects the equilibrium Ei to Eiþ1; with E‘þ1 ¼ E1: Let Si
be a two-dimensional plane passing through qið0Þ and perpendicular to ’qið0Þ:
The periodic solution must hit Si successively. Let the time PðtÞ spent
traveling from Si1 to Si be 2oi: Assume that the orbit of PðtÞ is the union of
piðtÞ; i ¼ 1; . . . ; ‘ with piðtÞ near qiðtÞ for oi4t4oiþ1: See Fig. 10.
4.1. Existence of Figures ‘‘D’’ and ‘‘8’’ Periodic Solutions
Assuming that e is small but ﬁxed, we need to ﬁnd all the sufﬁciently large
foig
‘
1 and sufﬁciently small perturbations of d such that there is a
corresponding periodic solution PðtÞ: We will ﬁrst assume that oi ¼ o for
all i: This assumption will be removed in the next subsection.
Let pi ¼ qi þQi; where Qi ¼ ðXi;Yi; ZiÞ; i ¼ 1; . . . ; ‘: We derive the
equation for Q1 and omit the subscript to simplify the notation. First,
the heteroclinic solution H1 ¼ ðq1; s1Þ is a perturbation of the singular
Ei
i-1
i+1
E
E E
q
q
p
p
p p
p i-1
i-1
i i
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Σ
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FIG. 10. A generalized periodic solution near fqig: At t ¼ 0; piðtÞ may have a jump.
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heteroclinic solution has the following form:
xnðtÞ ¼ x0ðtÞ þ e2XnðtÞ;
eynðtÞ ¼ ey1ðtÞ þ e3ðtÞYnðtÞ;
znðtÞ ¼ z0ðtÞ þ e2ZnðtÞ;
where ðXn; Yn;Zn;DnÞ is the ﬁxed point of the contraction mapping P as in
Section 3. Next, write p1ðtÞ as
xnðtÞ þ X ; eynðtÞ þ Y ; znðtÞ þ Z with d ¼ dmðeÞ þD:
We study the virtual orbit related to p1ðtÞ: Suppose that the heteroclinic
solution q1ðtÞ hits the junction surfaces at ftig
m
i¼1: Using ðx; y; z; dÞ for ðx
n;
yn; zn; dmðeÞÞ to simplify the notation, we ﬁnd that for t=ti; i ¼ 1; . . . ; m;
’X ¼ ½X ð1 3ax2  cz2Þ  2cxzZ
 be2y2X  2bexyY þ e2Dyzun þ edYzun þ e2dyZun
þ edyz
@un
@w
ðX eyzþ xYzþ xeyZÞ þN ðxÞ;
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@un
@w
Y þ eDxzun
 
 3ae2y2Y  2beyZ  2ceyX þ edXzunexZun
þ edxz
@un
@w
’ðXyzþ xyZÞ þN ðyÞ;
’Z ¼ ½Zð1 3az2  bx2Þ  2bxzX 
 ce2y2Z  2ceyzY þ e2Dxyun þ e2dXyun þ edxYun
þ edxy
@un
@w
ðX eyzþ xYzþ xeyZÞ þN ðzÞ;
N :¼ ðN ðxÞ;N ðyÞ;N ðzÞÞ ¼ OðjX j2 þ jY j2 þ jZj2 þ jDj2Þ:
The nonlinear terms N ðxÞ; N ðyÞ; N ðzÞ are functions of ðX ; Y ;Z;DÞ: Let eD ¼
*D: Then the linear terms outside ½’s are of OðeÞ: The linear terms inside ½’s
are similar in form to system (3.10)–(3.12) but the coefﬁcients are e
perturbations of those of the system (3.10)–(3.12).
With Q ¼ ðX ;Y ; ZÞ and BðtÞ ¼ ðeyzun;xzun; exyunÞt; we can write the
above one as
’Q ¼ AðtÞQþ BðtÞðeDÞ þN : ð4:1Þ
At t ¼ ftjg
m
j¼1; we have the reﬂection law:
Qðtþj Þ ¼ RiQðt

j Þ þMj :
The nonlinear terms satisfy
Mj ¼OðX 2 þ Y 2 þ Z2 þD2Þ;
DMj ¼OðjDX j þ jDY j þ jDZj þ jDDjÞ:
Here, DMj denotes the change of Mj due to the change of ðX ;Y ;Z;DÞ:
The linear homogeneous part of (4.1) has exponential dichotomies on R
and Rþ with RPuð0Þ and RPuð0þÞ being one dimensional. The adjoint
system of (4.1)
’cþ AnðtÞc ¼ 0 ð4:2Þ
has exponential dichotomies on R with RPuð0Þ being two dimensional.
Let cðtÞ be the unique bounded solution to (4.2) that satisﬁes cð0Þ ¼
ðOðeÞ; 1;OðeÞÞ: We have the following lemma:
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R1
1 cðtÞBðtÞ dt is nonzero with a sign equal to that of sð0Þ:
Proof. The lemma is true if e ¼ 0 for, in this case, the heteroclinic
solution is the unperturbed one and the result follows from Lemma 3.1. The
general case e=0 follows since both cðtÞ and BðtÞ are OðeÞ perturbations of
unperturbed ones. In particular, BðtÞ ¼ ð0; x0z0un; 0Þ
t þOðeÞ: ]
Similarly, we ﬁnd that fQig
‘
1 satisﬁes the following system:
’Qi ¼ AiðtÞQi þ BiðtÞeDþNiðQi;DÞ; ð4:3Þ
Qiðtþij Þ ¼ RijQiðt

ij Þ þMijðQi; DÞ; j ¼ 1; . . . ; m ð4:4Þ
and the matching conditions
QiðoÞ Qiþ1ðoÞ ¼ di :¼ qiþ1ðoÞ  qiðoÞ: ð4:5Þ
In the above, Ni and Mij are nonlinear functions of Qi:
Since the diffeomorphism gi maps the ﬂow in a neighborhood of qi to that
of qiþ1; it is easy to verify the following invariance properties:
Aiþ1ðtÞ ¼ giAiðtÞg
1
i ; Biþ1 ¼ giBiðtÞ;
Niþ1 ¼ giNig
1
i ;
Riþ1;j ¼ giRijg
1
i ; Miþ1;j ¼ giMijg
1
i :
ð4:6Þ
Note also that the linear homogeneous part of (4.3) has exponential
dichotomies on R with projections Pi;sðtÞ and Pi;uðtÞ; which satisfy
Piþ1;uðtÞ ¼ giPi;uðtÞg
1
i ; Piþ1;sðtÞ ¼ giPi;sðtÞg
1
i :
We say that fQig
‘
1 is a generalized solution if each Qi is allowed to have a
jump at t ¼ 0 along the direction of cið0Þ; which is orthogonal to
RPi;uð0Þ þRPi;sð0þÞ:
Qið0Þ Qið0þÞ ¼ dicið0Þ=jjcið0Þjj
2; di 2 R:
Following [17], we can show that for each given sequence foig and D;
there exists a unique generalized solution fQig
‘
1: The proof is outlined as
follows:
First, consider a linear system associated to (4.3) and (4.4),
’Qi ¼ AiðtÞQi þ BiðtÞeDþ fiðtÞ; ð4:7Þ
Qiðtþij Þ ¼ RijQiðt

ij Þ þ gij ; j ¼ 1; . . . ; m ð4:8Þ
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t 2 ½o;o; gij and di are the given vectors in R
3: We look for a generalized
solution fQig
‘
1; where each Qi has a jump along the direction of cið0Þ:
Assume also Qið0Þ ? ’qið0Þ: For each 14i4‘; let us introduce
fi;s ¼ Pi;sðoÞQiðoÞ; fi;u ¼ Pi;uðoÞQiðoÞ:
Using Lemma 2.3 and Corollary 2.5, with ðfi;s;fi;uÞ undetermined, for each
14i4‘; the generalized solution of (4.7) and (4.8) uniquely exists and is
denoted by Qiðt;fi;s;fi;uÞ: To satisfy the matching condition (4.5), we look
for fðfi;s;fi;uÞg
‘
1 so that
fi;u þ Pi;sðoÞQiðo;fi;s;fi;uÞ
 ½fiþ1;s þ Piþ1;uðoÞQiþ1ðo;fiþ1;s;fiþ1;uÞ ¼ di: ð4:9Þ
By linearity, we ﬁrst solve (4.7) and (4.8) with the nonhomogeneous terms
ffig; fgijg and D without considering (4.9). We then solve (4.7)–(4.9) with
ffig ¼ 0; fgijg ¼ 0 and D ¼ 0:
Let lþ > 0 and l50 be the unstable and weakest stable eigenvalues of
each equilibrium. From H1, l :¼ minflþ; jljg ¼ lþ:
From the existence of exponential dichotomies of (4.7) and the integral
representation of solutions in the proof of Lemma 2.3, we have
jPi;sðoÞQiðo;fi;s;fi;uÞj þ jPiþ1;uðoÞQiþ1ðo;fiþ1;s;fiþ1;uÞj
4Celomaxiðjfi;sj þ jfi;ujÞ:
If o is sufﬁciently large, (4.9) is clearly a small Lipschitz perturbation of the
equation
fi;u  fiþ1;s ¼ di :¼ qiþ1ðoÞ  qiðoÞ: ð4:10Þ
Since the subspaces RPi;uðoÞ and RPiþ1;sðoÞ where fi;u and fiþ1;s belong
are exponentially close to the unstable and stable eigenspaces at the
equilibrium Eiþ1; (4.10) has a unique solution
jfi;uj þ jfiþ1;sj4Cjdij
with the constant C independent of o: In particular, fi;u  qiþ1ðoÞ and
fi;s  qiðoÞ: Therefore, system (4.9) has a unique solution ðffi;sg
‘
1; ffi;ug
‘
1Þ
which is bounded by maxi jdi j:
Substituting ðffi;sg
‘
1; ffi;ug
‘
1Þ into Qiðt;fi;s;fi;uÞ; we have proved the
existence of the generalized solution, denoted by
Qi ¼ Qni ðt; ffig; fgijg; fdig;o;DÞ:
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can be obtained by a contraction mapping principle. Using the generalized
solution, the gap functions di :¼ Giðo;DÞ are functions of o and D: From
Lemma 2.3,
Giðo;DÞ ¼
Z o
o
hciðtÞ; BiðtÞeDþNiðQ
n
i ; DÞi dt
þ
Xm
j¼1
ciðt
þ
ij ÞMijðQ
n
i ; DÞ þ ciðoÞfi;s  ciðoÞfi;u: ð4:11Þ
To have a true solution, we must solve the ‘‘bifurcation equations’’
Giðo;DÞ ¼ 0; i ¼ 1; . . . ; m:
We now show that if the bifurcation equations have a solution,
we must have gi  g1 for all i: To this end, we use an asymptotic
estimate from [17] which is still valid in our case with an almost identical
proof: Z o
o
hciðtÞ; NiðQ
n
i ; DÞ þ eDBiðtÞi dtþ
Xm
j¼1
ciðt
þ
j ÞMij
þ ciðoÞqi1ðoÞ  ciðoÞqiþ1ðoÞ þ oðe
2loÞ ¼ 0: ð4:12Þ
As o!1;
ciðoÞ  C1ae
lo; qi1ðoÞ  C2bel
o;
where a or b is a left or right stable eigenvector of the matrix Aið1Þ;Ai as
in (4.3). We have jciðoÞqi1ðoÞj  Ce
2lo: Similarly, jciðoÞqiþ1ðoÞj 
Cþe
2lþo: Since jlj > lþ; we have jciðoÞqi1ðoÞj  jciðoÞqiþ1ðoÞj as o
!1: In [17], it is shown that the solution QiðtÞ is larger at ¼ o and
decays exponentially as t ! 0: We can drop the nonlinear terms Ni; fMijg
m
1
and the boundary term ciðoÞqi1ðoÞ and only introduce an error of
oðe2loÞ: We end withZ o
o
hciðtÞ; eDBiðtÞi dt ciðoÞqiþ1ðoÞ þ oðe
2loÞ ¼ 0:
Another observation is that
Ro
o ciðtÞBiðtÞ dt does not dependent on i:
This is due to ciðtÞ ¼ g
n
i ciþ1ðtÞ and Biþ1ðtÞ ¼ giBiðtÞ: Denote
kðoÞ :¼
Z o
o
hc1ðtÞ;B1ðtÞi dt:
We have derived the following important condition:
signfciðoÞqiþ1ðoÞg ¼ signfkðoÞg: ð4:13Þ
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gi ¼ g1; for all i ¼ 1; . . . ; ‘:
Proof. Observe that for certain ‘0; the ﬁnite sequence fgj1q1g
‘0
1 forms a
cycle. The proof is as follows: Since q2 ¼ g1q1 follows q1; applying g
j
1; we
ﬁnd that gjþ11 q1 follows g
j
1q1: Since there are only ﬁnitely many heteroclinic
solutions, the sequence must be periodic for certain ‘0: However, we have
not proven that ‘ ¼ ‘0:
Now observe that as o!1; cðoÞ approaches one of the two directions
orthogonal to W sðEiþ1Þ; while qiþ1ðoÞ follows one of the two directions
of the unstable manifold W uðEiþ1Þ: With (4.13), the direction that
qiþ1 must follow is uniquely determined. Moreover, siþ1ðoÞ ¼ siðoÞ: Thus,
Hiþ1; which follows Hi; is uniquely determined by (4.13). Since eD > 0; we
have
kðoÞ ’hciðoÞ; qiþ1ðoÞi
¼hgni ciþ1ðoÞ; qiþ1ðoÞi
¼hciþ1ðoÞ; giqiþ1ðoÞi:
Here ’ means that the signs on both sides are the same. Notice that
kðoÞ ’hciþ1ðoÞ; qiþ2ðoÞi
¼hciþ1ðoÞ; giþ1qiþ1ðoÞi:
Based on this, we can show that gi ¼ g1: Let i ¼ 1 ﬁrst. At the beginning of
this proof, we showed that g1q2 ¼ g
2
1q1 must follow q2: By the deﬁnition of
g2; g2q2 must also follow q2 . They are placed on the same side of the stable
manifold, since their inner products with ciþ1ðoÞ are of the same sign. This
shows g2 ¼ g1: The proof follows by induction on the index i: ]
Using gi  g1 for all i; we can show that if fQig is a generalized solution,
then Qiþ1 ¼ g1Qi: To this end, applying g1 to (4.7), (4.8) and (4.5), we ﬁnd
that fQ0ig; with Q
0
i ¼ g1Qi1; is also a generalized solution to the same
system. The desired result follows from the uniqueness of the generalized
solution.
Lemma 4.4. For all 14i4‘; Gi1ðo;DÞ ¼ Giðo; DÞ:
Proof. We examine the ﬁrst term (integral term) in (4.11)
Gi ¼
Z o
o
hciðtÞ;BiðtÞeDþNiðQ
n
i ;DÞi dtþ    :
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n
1ciðtÞ ¼ ci1ðtÞ; we
have Z o
o
hciðtÞ; BiðtÞeDþNiðQ
n
i ;DÞi dt
¼
Z o
o
hci1ðtÞ; Bi1ðtÞeDþNi1ðQ
n
i1;DÞidt:
Similarly, we can show that every term of Gi is equal to a corresponding
term of Gi1: ]
Suppose now that g1 is a mapping in the symmetry group, and H2 ¼ g1H1
follows H1: By going through all the possible H2 that can follow H1; we ﬁnd
that either (1) g1 ¼ r or g1 ¼ k1k2r or (2) g1 ¼ k1r or g1 ¼ k2r: In Case (1),
s1ð1Þ ¼ s2ð1Þ ¼ 1: In Case (2), s1ð1Þ ¼ 1 but s2ð1Þ ¼ 1: Recall
that s1ð1Þ ¼ s2ð1Þ since the orbit does not hit the junction surfaces when
close to an equilibrium. Therefore, in Case (2), s1ð1Þ and s1ðþ1Þ change
signs but not in Case (1), which can happen if and only if qi hits the junction
surfaces an odd number of times. This proves the types of heteroclinic cycles
that can bifurcate into a periodic solution, as stated in Theorem 4.1.
Theorem 4.5. Assume that fHig‘1; where ‘ ¼ 3 or 6, is a heteroclinic cycle
as in Theorem 4.1 and that e > 0 is sufficiently small. Then there exists OðeÞ
which approaches 1 as e! 0; such that for all o5OðeÞ; there exists a unique
D > 0 such that with d ¼ dmðeÞ þD; the system has a periodic solution PðtÞ
that is close to the period cycle fHig
‘
1; and the time PðtÞ travels from Si1 to Si
is 2o:
Proof. We use the estimate in Lemma 3.2 of [17], which in our case has
almost an identical proof:
@Gi
@D
¼
Z 1
1
cðtÞieBiðtÞ dtþOðe
lo þ jDjÞ:
Thus, there exists C > 0 such that if elo þ jDj5Ce; the latter being small
but ﬁxed, then @Gi@D=0: Let i ¼ 1: The equation G1 ¼ 0 clearly has a solution
o ¼ 1 and D ¼ 0: By the Implicit Function Theorem, G1ðo;DÞ ¼ 0 can be
solved in a neighborhood of ðo; DÞ ¼ ð1; 0Þ: The proof of the theorem
follows since Gi ¼ G1 for all 14i4‘: ]
4.2. Nonexistence of Some Solutions
In this subsection, we show that if D is sufﬁciently small, the time a
periodic solution spends from Si to Siþ1 is the same. This can be proved by
an estimate on the derivative of bifurcation functions. We also need to show
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solution starts from an equilibrium, passes near one or more equilibria
before approaching a ﬁnal equilibrium. To summarize, ﬁgures ‘‘D’’ and ‘‘8’’
periodic solutions are the only interesting solutions that can directly
bifurcate from heteroclinic cycles.
Consider two cases: (1) PðtÞ is a periodic solution near the heteroclinic
cycle fHig
‘
1; (2) PðtÞ is a multiple heteroclinic solution near a heteroclinic
sequence fHig
‘
1; ‘52: Let PðtÞ be the union of fpiðtÞg
‘
1 with pið0Þ 2 Si as in
Section 4. We assume that the time PðtÞ travels from Si1 to Si is 2oi: Thus,
piðtÞ is near qiðtÞ for oi4t4oiþ1: In Case (1), we assume that o1 ¼ o‘þ1;
while in Case (2), o1 ¼ 1 and o‘þ1 ¼ 1:
Let o ¼ minfo1; . . . ;o‘g in Case (1) and o ¼ minfo2; . . . ;o‘g in Case
(2). Let o ¼ ok for certain (nonunique) 14k4‘: We use oð1Þ to denote a
number that approaches zero as o!1:
Lemma 4.6. Suppose that eD > 0 but small. Then in Case (1), oi ¼
oþ oð1Þ for all i; while in Case (2), oi ¼ oþ oð1Þ for 24i4‘ þ 1:
Proof. As in Section 4, Qi ¼ pi  qi satisﬁes (4.3) for t 2 ðoi;oiþ1Þ=
fti1; . . . ; timg; and reﬂection law (4.4) at ftijg
m
j¼1: The matching condition
(4.5) becomes
Qiðoiþ1Þ Qiþ1ðoiþ1Þ ¼ di :¼ qiþ1ðoiþ1Þ  qiðoiþ1Þ:
The above is true for i ¼ 1; . . . ; ‘ in Case (1), and is true for i ¼ 1; . . . ; ‘  1
in Case (2). Moreover, we have
Q1ð1Þ ¼ Q‘ð1Þ ¼ 0 in Case ð2Þ:
If o :¼ minfoig is sufﬁciently large and D is sufﬁciently small, with an
almost identical proof as in [17], we can show that there exists a unique
generalized solution fQig
‘
1 that satisﬁes phase conditions Qið0Þ ? ’qið0Þ for
each i; but is allowed to have a jump along the direction cið0Þ at t ¼ 0: The
gap Qið0þÞ Qið0Þ depends on ðfog;DÞ:
Giðfog;DÞ ¼
Z oiþ1
oi
hciðtÞ;BiðtÞeDþNiðQ
n
i ;DÞi dt
þ
Xm
j¼1
ciðt
þ
ij ÞMijðQ
n
i ;DÞ þ ciðoiÞfi;s  ciðoiþ1Þfi;u:
Let Lð1Þ ¼
R1
1 ciðtÞBiðtÞ dt which does not depend on i: Then
Roiþ1
oi
ciðtÞBiðtÞ dt ¼ ð1þ oðe
loÞÞLð1Þ: The bifurcation equations have the
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ð1þoðeloÞÞLð1ÞeDþciðoiÞqi1ðoiÞ  ciðoiþ1Þqiþ1ðoiþ1Þþoðe
2loÞ ¼ 0:
Since oi5o for all i and the weakest stable eigenvalue at an equilibrium
satisﬁes jlj > l; we have ciðoiÞqi1ðoiÞ ¼ oðe
2loÞ: Thus,
Lð1ÞeD ¼ ciðoiþ1Þqiþ1ðoiþ1Þ þ oðe
2loÞ:
Observe that ciðoiþ1Þqiþ1ðoiþ1Þ  Ce
2loiþ1 : We have
Lð1ÞeD ¼ Ce2loiþ1 þ oðe2loÞ; 14i4‘: ð4:14Þ
Let i þ 1 ¼ k; where ok ¼ minfoig: Then
Lð1ÞeD ¼ Ce2lo þ oðe2loÞ: ð4:15Þ
The estimate oi ¼ oþ oð1Þ follows from (4.14) and (4.15). ]
As a consequence of Lemma 4.6, multiple heteroclinic solutions ðo‘þ1 ¼
1Þ do not exist.
To show oi  o for all i; we need a nonzero lower bound for the partial
derivative @Gi@fog: See [27]. A similar result has been obtained in [21].
Lemma 4.7. If the sequence of time foig satisfies 1k5
oi
oiþ1
5k for some
constant k > 1; then
@Gi
@oj
¼
@
@oj
ðhciðoiÞ; qi1ðoiÞi  hciðoiþ1Þ; qiþ1ðoiþ1ÞiÞ
þ oðe2l
þoiþ1Þ þ oðe2l
oi Þ:
The condition of Lemma 4.7 is satisﬁed since ‘ is ﬁnite.
From our assumption, the heteroclinic solution is tangent to the
eigenvector corresponding to the weakest negative eigenvalue l: Therefore,
qiðtÞ  aielt for t  1 and qiðtÞ  biel
t for t 1: Recall that oi  o:
Thus,
@Gi
@oj
¼ 
@
@oj
hciðoiþ1Þ; qiþ1ðoiþ1ÞiÞ þ oðe
2loÞ:
It is now clear that @Gi@oj is of order e
2lo if j ¼ i þ 1 and is of order oðe2loÞ
if j=i þ 1: Using this, we can prove that there do not exist two distinct
sequences foki g; k ¼ 1; 2 that solve the bifurcation equations for the same
LIN AND VIVANCOS260D: Otherwise, let Doi ¼ o2i  o
1
i and let oiðmÞ ¼ o
1
i þ mDoi: We have
GiðfoiðmÞg;DÞ ¼ 0; m ¼ 0; 1; and all i:
There exists 05 %m51 such that dGi
dm ðfojð %mÞg; dÞ ¼ 0: Let Don ¼ maxfDoj ;
j ¼ 1; . . . ; ‘g: Then
X
j
@Gn1
@oj
Doj ¼ 0;
@Gn1
@on
Don ¼ 
X
j=n
@Gn1
@oj
Doj :
But from Lemma 4.7, the left-hand side of the last equation is of e2lo while
the right-hand side is of oðe2loÞ: We have reached a contradiction, which
shows that Doj ¼ 0 for all j:
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APPENDIX A. PROOF OF LEMMAS 1.1 AND 1.2
Proof of Lemma 1.1. We start from
0:5ðx2 þ y2 þ z2Þ0 ¼ ðx2 þ y2 þ z2Þ  aðx4 þ y4 þ z4Þ
 ðbþ cÞðx2y2 þ y2z2 þ z2x2Þ þ 3edu xyz: ðA:1Þ
Using 2a5bþ c; we have
0:5ðx2 þ y2 þ z2Þ04ðx2 þ y2 þ z2Þ  aðx2 þ y2 þ z2Þ2 þ 3edu xyz: ðA:2Þ
Assuming that x2 þ y2 þ z25M; we want to show ðx2 þ y2 þ z2Þ050:
Assume ﬁrst sðtÞ ¼ 1 and xyz40: Then since d50 and u > 0; we have 3edu
xyz40: Since
ðx2 þ y2 þ z2Þ4
ðx2 þ y2 þ z2Þ2
M
; ðA:3Þ
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M
 a50; then the right-hand side of (A.2) is negative. Thus,
d
dt
ð0:5 ðx2 þ y2 þ z2ÞÞ50:
We then assume that sðtÞ ¼ 1 and 05xyz5e: We need an elementary
inequality
jxyzj4
x2 þ y2 þ z2
3
 1:5
: ðA:4Þ
In this case, the value juj is bounded uniformly with respect to e: Based on
this
j3edu xyzj43ejduj
ðx2 þ y2 þ z2Þ2
M0:531:5
:
Using (A.3) again, we see that the right-hand side of (A.2) is negative if
1
M
þ 3ejduj
M0:531:5
4a: In this case, we also have 0:5ðx2 þ y2 þ z2Þ050: The
condition is true if M is sufﬁciently large.
Finally, it is easy to see that M can be any constant larger than 1=a if e is
sufﬁciently small.
Similar arguments can be applied to the case sðtÞ ¼ 1 and xyz5 e:
This completes the proof of d
dt
ðx2 þ y2 þ z2Þ50 if x2 þ y2 þ z25M :
Assuming that x2 þ y2 þ z24m; we want to show that ðx2 þ y2 þ z2Þ0 > 0:
From (A.1), using bþ c > 2a again, we have
0:5ðx2 þ y2 þ z2Þ05ðx2 þ y2 þ z2Þ 
bþ c
2
ðx2 þ y2 þ z2Þ2 þ 3e dx yzu: ðA:5Þ
First assume that sðtÞ ¼ 1 and xyz=e4 1: Since u3  u ¼ xyze
2
3
ﬃﬃ
3
p ; for
this range of xyz; there exists k > 0 such that ku35 xyze
2
3
ﬃﬃ
3
p : Thus, there
exists K > 0; independent of e; such that 05u5KðxyzÞ1=3=e1=3: From
(A.4),
3ejdu xyzj43K jd je2=3ðxyzÞ4=3
43jd jKe2=3
ðx2 þ y2 þ z2Þ2
32
43jd jKe2=3
ðx2 þ y2 þ z2Þm
9
:
Thus, 0:5ðx2 þ y2 þ z2Þ0 > 0 if
bþ c
2
mþ
1
3
e2=3jd jKm51:
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can be any positive constant smaller than 2=ðbþ cÞ if e is sufﬁciently
small.
Next, assume that sðtÞ ¼ 1 and jxyzj4e: The proof is easy in this case since
the value juj is bounded uniformly with respect to e . We will leave this to the
readers.
A similar argument can be applied to the case s ¼ 1: ]
Proof of Lemma 1.2. Let w ¼ xyz; then
’w ¼ ð3 ðx2 þ y2 þ z2ÞÞwþ eduðx2y2 þ y2z2 þ z2x2Þ: ðA:6Þ
First, suppose that a solution starts with s ¼ 1 and jxyzj4e: Then since
minfx2 þ y2; y2 þ z2; z2 þ x2g > Z > 0; we have
j3 ðx2 þ y2 þ z2Þj4maxfj3 1=aj; j3 2=ðbþ cÞjg þOðeÞ;
j0:5duððx2 þ y2Þz2 þ ðy2 þ z2Þx2 þ ðz2 þ x2Þy2Þj50:5jdujZðx2 þ y2 þ z2Þ
50:5jdujZðmþOðeÞÞ:
Since jwj4e which is sufﬁciently small, using condition (1.6), the sign of ’w is
determined by duðx2y2 þ y2z2 þ z2x2Þ: Therefore, ’w50 until the orbit hits
w ¼ e:
Similarly, if sðtÞ ¼ 1 and jxyzj4e; then ’w > 0; until the orbit hits w ¼ e: ]
APPENDIX B. DETERMINE THE REGIONS WHERE dw=dt > 0
Since we do not have formulas for ðx0ðtÞ; z0ðtÞÞ; we will accept some
observations from numerical computations as basic facts. For all the
parameter values of ða; b; cÞ we tested that satisfy H1, we ﬁnd
F2. ðx0ðtÞ; z0ðtÞÞ are positive and dx0ðtÞ=dt50 and dz0ðtÞ=dt > 0 for
all t 2 R: The solution ðx0; z0Þ is tangent to the weakest stable eigenvector
ð1; 0Þ as t !1: Moreover, x20ðtÞ þ z
2
0ðtÞ > 3:
We shall assume that the systems we study satisfy F2.
Assume s ¼ 1 and we try to determine the sign of dw=dt for 14w41:
Elementary computation shows:
dw=dt ¼ wð3 x20ðtÞ  z
2
0ðtÞÞ  dx
2
0ðtÞz
2
0ðtÞu
nðw; sÞ:
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0
5
10
15
20
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30
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FIG. B.1. The regions in the ðy; vÞ coordinates.
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sign
dw
dt
¼ sign d
x20ðtÞz
2
0ðtÞ
x20ðtÞ þ z
2
0ðtÞ  3

w
unðw; 1Þ
 
:
If 15w40; it is clear that dw=dt > 0: We now discuss the case 05w51:
Using the change of variable ðt; wÞ ! ðy; vÞ; where v ¼ w
unðw;1Þ; and letting
f ðyÞ ¼ d x
2
0
ðtÞz2
0
ðtÞ
x2
0
ðtÞþz2
0
ðtÞ3; we plot f ðyÞ and v ¼
1
unð1;1Þ in Fig. B.1. By comparing the
two graphs, we ﬁnd that the region fðy; vÞj04y4p=2; 04v4w=unðw; 1Þg is
divided into three parts. See Fig. B.1 for ða; b; c; dÞ ¼ ð0:3; 0:15; 0:55; 1:2Þ: In
the subset bounded by Zþ ! T1 ! T2 ! Xþ ! Zþ; we have dw=dt > 0;
while in the two outer regions dw=dt50: Map the region back to ðy; y1Þ
coordinates, in Fig. 9, we see that between the y1-axis and G1; the sign of
dw=dt > 0 in the region bounded by Zþ ! T1 ! T2 ! Xþ ! Zþ and is
negative to the left of the curve ZþT1 or to the right of T2X
þ: The two
points T1 and T2 are important, for the ﬂow is tangent to G1 at T1 and T2:
The points T1 and T2 divide G1 into three parts. In the middle part, the ﬂow
points outwards the junction surface and in the two outer parts, the ﬂow
points inwards G1: In the region below the y1-axis and above G2; we always
have dw=dt > 0 (if s ¼ 1).
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