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Optimal convergence rates for sparsity
promoting wavelet-regularization in
Besov spaces
Thorsten Hohage and Philip Miller
This paper deals with Tikhonov regularization for linear and nonlinear ill-
posed operator equations with wavelet Besov norm penalties. We focus on
B0p,1 penalty terms which yield estimators that are sparse with respect to a
wavelet frame. Our framework includes among others, the Radon transform
and some nonlinear inverse problems in differential equations with distributed
measurements. Using variational source conditions it is shown that such esti-
mators achieve minimax-optimal rates of convergence for finitely smoothing
operators in certain Besov balls both for deterministic and for statistical
noise models.
keywords: sparsity, wavelets, regularization, convergence rates, converse results,
Besov spaces
1. Introduction
We study the numerical solution of inverse problems formulated as (possibly nonlinear)
ill-posed operator equations
F (f †) = g†
in Banach spaces X and Y. Here F : D ⊂ X → Y denotes the forward operator map-
ping the unknown exact solution f † to the data g†, which is defined on a non-empty
subset D. A regularization method which has turned out to be particularly successful
in numerical experiments is 1-homogeneous penalization by wavelet coefficients which
promotes sparsity ([29] and Theorem 5.1). The purpose of this paper is to contribute to
the mathematical analysis of this method.
Let us formulate the class of penalty terms analyzed in this paper. We assume that
X is a space of functions on a bounded Lipschitz domain Ω ⊂ Rd or the d-dimensional
torus and consider two wavelet frames {φj,k}(j,k)∈Λ and {φ˜j,k}(j,k)∈Λ in L2(Ω), which are
dual to each other, i.e. 〈φj′,k′ , φ˜j,k〉L2 = δjj′δkk′ . The index set is assumed to be of the
form Λ = {(j, k) : j ∈ N0, k ∈ Λj} where Λj are finite sets such that 2jd ≤ |Λj | ≤ CΛ2jd
for some constant CΛ ≥ 1. For parameters s ∈ R, and p, q ∈ [1,∞] we define the norms
‖f‖s,p,q :=

 ∞∑
j=0
2jqs2jqd(
1
2
− 1
p
)

∑
k∈Λj
|〈f, φ˜j,k〉|p

q/p


1/q
(1)
which are equivalent to the norm of the Besov space Bsp,q(Ω) under certain conditions
on the wavelet frame. In particular, the norm ‖ · ‖0,1,1 is a weighted l1-norm of the
wavelet-coefficients.
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In order to stably recover f † from noisy data gobs we consider Tikhonov regularization
of the form
fˆα ∈ argmin
f∈D
[
1
2
‖F (f)− gobs‖2Y + α‖f‖0,p,1
]
(2)
with a regularization parameter α > 0 and p ∈ [1, 2]. We consider two noise models: In
the standard deterministic noise model the observed data gobs satisfy
gobs = g† + ξ with ‖ξ‖Y ≤ δ, (3)
with the deterministic noise level δ ≥ 0. In our statistical noise model we assume that
Y = L2(ΩY) with a bounded d-dimensional Riemannian manifold ΩY, and data are given
by
gobs = g† + ǫZ (4)
with statistical noise level ǫ ≥ 0 and some noise process Z on L2(ΩY) with white noise
as prominent example. As white noise does not belong to L2(ΩY) with probably 1 we
expand the square in (2) and omit the term 12‖gobs‖2L2 , which has no influence on the
minimizer. This yields
fˆα ∈ argmin
f∈D
[
1
2
‖F (f)‖2L2 − 〈gobs, F (f)〉+ α‖f‖0,p,1
]
. (5)
A main goal of regularization theory are bounds on the distance of regularized estimators
fˆα to the true solution f
† in terms of the noise level δ or ǫ, respectively. Let us review
some relevant results on this topic in the literature. Tikhonov regularization for linear
operators mapping from l1(N) to some Banach space Y has been studied in many papers,
see [10] for an influential early paper. For an injective operator with a continuous
extension to l2(N) it has been shown in [1, 19] that sparsity of the true solution f †
is necessary and sufficient for linear convergence rates with respect to δ. For signals
f † that are not necessarily sparse, sufficient conditions for convergence rates have been
established in [2, 16] in an abstract l1-setting based on variational source conditions (see
also Appendix A.1). Convergence rates with respect to the Bregman distance rather
than the norm as loss function are shown in [3] under Besov smoothness assumptions
using approximate source conditions. In the special case that F is linear and allows
a wavelet-vaguelette decomposition involving {φλ} and the norm in Y is chosen as l2-
norm of vaguelette coefficients, the estimators (2) and (5) for p = 1 coincide with wavelet
shrinkage estimators (see [11, 28]). In this case optimal convergence rates under white
noise with respect to the L2-loss function have already been shown in these references.
Optimal rates for finitely smoothing linear operators with white noise model are also
established in [27] for a two-step procedure consisting of wavelet shrinkage in the data
space Y followed by Tikhonov regularization.
The main results of this paper can be summarized as follows:
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• We formulate a general strategy for the verification of variational source conditions
for l1-type penalties (Proposition 3.1). (Recall that source conditions in regular-
ization theory are conditions which allow to control the bias term/approximation
error, see Section 3 for details.) This adapts a strategy based on a sequence of
finite-dimensional subspaces and associated semi-norms which was proposed in
[24, 39] for the case of smooth penalties. We show that our strategy is also a
generalization of that in [2]. In contrast to [2] we use conditions on the forward
operator itself rather than its adjoint, which leads to some simplifications and al-
lows the treatment of nonlinear operators. For linear operators our conditions are
equivalent to those in [2] (see Appendix A.1).
• Using this strategy for the case of finitely smoothing operators and sufficiently
smooth wavelet bases, we derive variational source conditions and by standard
variational regularization theory also rates of convergence for (2) in Besov scales
with fixed integrability index p ∈ [1, 2] (Theorem 4.3). We also show the opti-
mality of these rates. Whereas wavelet shrinkage has been studied much more
extensively, in particular for statistical noise models (see e.g. [11, 7]), to the best
of our knowledge our results show for the first time that general sparsity pro-
moting wavelet penalization with smooth wavelets is capable of achieving optimal
rates in all Besov spaces of a given integrability index. In particular, in contrast to
quadratic Tikhonov regularization no saturation effect occurs, at least for infinitely
smooth wavelets such as Meyer wavelets. With the regularization (2) we can get
arbitrarily close to a linear convergence rate without the rather restrictive assump-
tion from [1, 19] that f † be sparse in the wavelet basis. Note that the two-step
procedure in [27] also suffers from saturation.
• In Corollary 5.2 we establish a converse result for exact data. Recall that optimal-
ity as in the previous point means that no method can achieve a better uniform rate
over a certain Besov ball. Different Besov balls may have the same optimal rate. In
contrast, converse results are about a single signal f † and a fixed method, here (2)
(see [26] for a detailed discussion in a statistical context where sets characterized
by converse results are called maxisets). I turns out that necessary conditions for
power-type convergence rates in terms of α are described by Besov spaces with fine
index q = ∞, and these conditions are also sufficient. Hence, such Besov spaces
describe maximal sets (maxisets) on which a given rate is achieved.
• Finally, in Theorem 6.4 we derive convergence rates for the white noise model (4)
using a method proposed in [39]. These rates are optimal for p > 1 and almost
optimal for p = 1.
3
2. Setting and Examples
2.1. assumptions
We assume that Ω is either a bounded Lipschitz domain in Rd or the d-dimensional torus
(R/Z)d. Moreover, suppose that each element of the frame (φ˜λ)λ∈Λ belongs to Cs(Ω)
for some s ∈ N ∪ {∞}. Let Ds(Ω) denote the space of distributions of order ≤ s on Rd
supported in Ω, or in case of the torus the space of periodic distributions of order ≤ s.
Then the operators Q : Ds(Ω) → RΛ and Qj : Ds(Ω) → RΛj for j ∈ N0 are well-defined
by
Qf :=
(
〈f, φ˜j,k〉
)
(j,k)∈Λ
and Qjf :=
(
〈f, φ˜j,k〉
)
k∈Λj
.
For p, q ∈ [1,∞] and s ∈ R we introduce the following spaces of sequences (zλ) indexed
by λ ∈ Λ:
bsp,q :=
{
(zλ) ∈ RΛ : ‖(zλ)‖bsp,q <∞
}
, ‖(zλ)‖bsp,q :=
∥∥∥∥(2js2jd( 12− 1p )‖(zj,k)k∈Λj‖p)j∈N0
∥∥∥∥
lq
Here ‖(zj,k)k∈Λj‖p :=
(∑
k∈Λj |zj,k|p
) 1
p
if p ∈ [1,∞) and ‖(zj,k)k∈Λj‖∞ := maxk∈Λj |zj,k|.
Then the Besov-type norm in (1) can be written as
‖f‖s,p,q = ‖Qf‖bsp,q =
∥∥∥∥(2js2jd( 12− 1p )‖Qjf‖p)j∈N0
∥∥∥∥
ℓq
(6)
for all f ∈ Ds(Ω), and we define
Bsp,q := B
s
p,q
({
φ˜λ
})
:=
{
f ∈ Ds(Ω): ‖f‖s,p,q <∞
}
The following assumptions on these spaces will appear in the theorems below:
Bsp,q is complete for all p, q ∈ [1,∞] and |s| < s, (7a)
Q : Bsp,q → bsp,q is surjective for all p, q ∈ [1,∞] and |s| < s, (7b)
p ∈ [1, 2] and the domain D of F is a non-empty convex subset of B0p,1, (7c)
a ∈ (d/p − d/2, s) and D is closed in the topology induced by ‖ · ‖−a,2,1 on B0p,1. (7d)
Note that due to the completeness of bsp,q, assumption (7b) is stronger than (7a). Further
note that if {φ˜λ : λ ∈ Λ} is Riesz basis of L2(Ω) (which will be assumed for lower bounds
in Section 4.3), then (7b) holds true for s = 0 and p = q = 2, and B02,2 = L
2(Ω).
(7b) for the non-separable spaces with max(p, q) = ∞ is a stronger assumption and
will only be needed in Section 5. The lower bound on the number a in (7d) implies
B0p,1 ⊂ B−a2,1 (see A.3(i)). As the embedding is compact (see Proposition A.4), we cannot
hope that D is complete in the B−a2,1 topology. If a ∈ (d/p− d/2, s) then (7d) is satisfied
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if and only if D is the intersection of a closed set in B−a2,2 with B
0
p,1. For example box-
constrained sets D = {f ∈ B0p,1 : α ≤ f ≤ β a.e.} with α, β ∈ R, α < β satisfy (7d) if
B0p,1({φ˜λ}) = B0p,1(Ω) and B−a2,1 ({φ˜λ}) = B−a2,1 (Ω).
Most of our theorems also need some of the following assumption on the operator F
which are parameterized by some number a > 0.
Assumption 2.1. There exists a constant L1 > 0 such that
‖f1 − f2‖−a,p,∞ ≤ L1‖F (f1)− F (f2)‖Y for all f1, f2 ∈ D. (8)
Assumption 2.2. There exists a constant L2 > 0 such that
‖F (f1)− F (f2)‖Y ≤ L2‖f1 − f2‖−a,2,1 for all f1, f2 ∈ D.
Assumption 2.3. Assume Y = L2(ΩY) with a bounded d-dimensional Riemannian
manifold ΩY and that there exists a constant L3 > 0 such that
‖F (f1)− F (f2)‖Bap,1(ΩY) ≤ L3‖f1 − f2‖0,p,1 for all f1, f2 ∈ D.
Assumption 2.4. Assume Y = L2(ΩY) with a bounded d-dimensional Riemannian
manifold ΩY and that for some constants L4, s > 0 we have
‖f1 − f2‖s,p,∞ ≤ L4‖F (f1)− F (f2)‖Bs+ap,∞(ΩY) for all f1, f2 ∈ D ∩B
s
p,∞.
Usually Y is chosen as an Lp˜ space, most often with p˜ = 2, and this case will be
considered in all our examples below. But we keep our assumptions as general as possible
to cover also other interesting choices of the data fidelity term, e.g. p˜ = 1 for impulsive
noise. If a ≥ d/p−d/2 then Assumptions 2.1 and 2.2 follow from the stronger conditions
1
L′1
‖f1 − f2‖−a,2,2 ≤ ‖F (f1)− F (f2)‖Y ≤ L′2‖f1 − f2‖−a,2,2 for all f1, f2 ∈ D (9)
(see Proposition A.3), and these inequalities will be verified for all our examples. Assumption 2.1
or the first inequality in (9) imposes that F is at most a times smoothing. This will be
required for upper bounds on the reconstruction error. On the other hand, Assumptions
2.2, 2.3 and the second inequality in (9) state that F is at least a times smoothing and
will be used mostly to derive lower bounds on the reconstruction error. Assumptions 2.3
and 2.4 are only needed in the stochastic case.
Finally, we point out that an operator F satisfying (9) and defined initially only on
D ∩ L2(Ω) has a unique continuous extension to D ⊂ B0p,1 if a ≥ d/p − d/2, (7c) and
D ∩ L2(Ω) is dense in D with respect to ‖ · ‖0,p,1.
2.2. examples
We now sketch the verification of our assumptions in several examples.
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Example 2.5 (periodic wavelets). wavelets on R: Let φM ∈ Cs(R) be a (mother)
wavelet with corresponding father wavelet or φF ∈ Cs(R). We assume for simplicity
that the system given by φ00,k(x) := φ
F(x− k) and φ0j+1,k(x) := 2j/2φM(2jx− k), j ∈ N0,
forms an orthonormal basis {φ0j,k : j ∈ N0, k ∈ Z} of L2(R). We further assume that
this wavelet system is s-regular, s > 0 in the sense of [17, Def. 4.2.14], which entails in
particular that
∫
R
φM(x)xm dx = 0 for all m ∈ N0 with m ≤ s − 1. Examples of such
wavelets include Daubechies wavelets [9] of order N ∈ N, which are supported in an
interval of length 2N − 1 and are s = 0.193(N − 1)-regular, as well as Meyer-wavelets
[30], which are s-regular for any s > 0.
periodization: We define the periodized functions φP,Gj (x) :=
∑
k∈Z 2
j/2φG(2j(x− k))
for G ∈ {F,M} and j ∈ N0 and set φP0,0 := φF0 and φPj+1,k(x) := φP,Mj (x − 2−jk) for
j ∈ N0. Note that all these functions belong to the space Cs(R/Z) of 1-periodic functions
in Cs(R). It is easy to see that {φPj,k : j, k ∈ ΛP} with ΛP := {(j, k) ∈ N20 : k < 2j−1}
defines an orthonormal system of L2(R/Z). Moreover, setting φ˜Pλ := φ
P
λ for λ ∈ ΛP, we
have
Bsp,q
({
φ˜Pλ
})
= Bsp,q(R/Z) for |s| < s
with equivalent norms, and (7a), (7b) hold true; see [17, Thm. 4.3.26 and (4.137)].
tensor product wavelets on (R/Z)d: Let G := {F,M}d \ {(F, . . . ,F)} and note that
|G| = 2d − 1. We set φ0,0(x) :=
∏d
l=1 φ
P,F
0 (xl) and φj,k,G :=
∏d
l=1 φ
P,Gl
j (xl − 2−jkl) for
k ∈ {0, . . . , 2j−1}d, G ∈ G, and j ∈ N. Set ΛP,d0 := {0}, ΛP,dj+1 := {0, . . . , 2j−1}d×G for
j ∈ N0 and ΛP,d := {(j, l) : j ∈ N0, l ∈ ΛP,dj }. Then {φP,dλ : λ ∈ ΛP,d} is an orthonormal
basis of L2((R/Z)d), and we set φ˜P,dλ := φ
P,d
λ . Moreover, (7a) and (7b) hold true and
Bsp,q
({
φ˜P,dλ
})
= Bsp,q
(
(R/Z)d
)
for |s| < s.
a-times smoothing operators: Examples of linear operators which satisfy Assumptions
2.1, 2.2, 2.3, and 2.4 with Y = L2((R/Z)d) are inverses of elliptic differential operators
of order a with smooth, periodic coefficients (see [35]). Other examples are periodic
convolution operators Ff := k ∗ f for which the Fourier coefficients of the convolution
kernels k have the asymptotic behavior k̂(n) ∼ (1 + |n|2)−a/2, n ∈ Zd.
Let us recall two possibilities to define Besov and Sobolev spaces on open subdomains
Ω ⊂ Rd: We denote by Bsp,q(Ω) the set of all restrictions f |Ω (in the sense of the theory
of distributions) of f ∈ Bsp,q(Rd). Moreover, let B˚sp,q(Ω) be the closure of all functions
f ∈ C∞(Rd) with supp f ⊂ Ω in Bsp,q(Rd).
Example 2.6 (wavelets on bounded subsets of Rd). Let Ω ⊂ Rd be a bounded Lipschitz
domain. Then it is possible under certain conditions to modify the wavelets whose
support intersects with the boundary ∂Ω (or is close to ∂Ω relative to its size) such that
approximation properties and inverse inequalities of the corresponding wavelet spaces
are preserved. This was done in [8] for the symmetric, compactly supported biorthogonal
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wavelets from [6]. There are different constructions of boundary-adapted wavelets which
satisfy (7a) and (7b) and yield either
Bsp,q
(
{φ˜λ}
)
= B˚sp,q(Ω) or (10)
Bsp,q
(
{φ˜λ}
)
= Bsp,q(Ω) (11)
for certain values of s, p and q (see also [5, §3.9–3.10], [17, §4.3.5], and [36]).
Example 2.7 (Radon transform). We consider the Radon transform on a bounded
domain Ω ⊂ Rd, which appears as forward operator F in computed tomography (CT)
and positron emission tomography (PET), among others. If Sd−1 := {x ∈ Rd : |x| = 1}
is the unit sphere, R : B0p,1(Ω)→ L2(Sd−1 × R) is given by
(Rf)(θ, t) :=
∫
x·θ=t
f(x) dx, θ ∈ Sd−1, t ∈ R.
As a special case of [31, Thm. 5.1] the Radon transform satisfies the inequality
1
L
‖f‖
B
(1−d)/2
2,2 (Ω)
≤ ‖Rf‖L2(Sd−1×R) ≤ L‖f‖B(1−d)/22,2 (Ω) for all f ∈ L
2(Ω).
Together with the density of L2(Ω) in B
(1−d)/2
2,2 (Ω) this shows that (9) and hence As-
sumptions 2.1 and 2.2 are satisfied with a = d−12 and Y = L
2(Sd−1 × R) if the wavelet
system is chosen such that (11) holds true for s = −d−12 and p = 2. Moreover, it fol-
lows from [21, Thm. 3.1] that R is an isomorphism from Bs2,2({x ∈ Rd : x ≤ 1}) to
Bs+a2,2 (S
d−1 × [−1, 1]) for all s ∈ R, and hence Assumptions 2.3 and 2.4 with p = 2 are
satisfied as well by K-interpolation theory (see [35]).
Example 2.8 (nonlinear operators). In the study of nonlinear operator equations in
Hilbert scales the following condition, which is closely related to Assumptions 2.1 and
2.2, has been investigated ([23, 32]):
1
L˜
‖h‖X−a ≤ ‖F ′[f †]h‖Y ≤ L˜‖h‖X−a . (12)
Here L˜ > 0, and X−a is an element of a Hilbert scale, typically of L2-based Sobolev
spaces on Ω with smoothness index −a. We also need the so-called range invariance
condition: For all f1, f2 ∈ D there exists some operator R(f1, f2) ∈ L(Y) such that
F ′[f1] = R(f1, f2)F ′[f2] and ‖I −R(f1, f2)‖ ≤ 1
2
. (13)
(Often a bound ‖I − R(f1, f2)‖ ≤ C‖f1 − f2‖ is shown, which implies (13) in a ball of
radius 1/(2C).)
The following lemma shows that (12) and (13) implies (9) and hence Assumptions 2.1
and 2.2 if X−a = B−a2,2 with equivalent norms. In particular, the conditions (12) and (13)
have been verified for the following nonlinear inverse problems:
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• identification of a reaction coefficient c. Let Ω ⊂ R3, d ∈ {1, 2, 3} be a bounded
Lipschitz domain and f and g smooth right hand sides. For a given c ∈ L∞(Ω)
satisfying c(x) ≥ c > 0 almost everywhere, we define F (c) := u where u solves the
elliptic boundary value problem
−∆u+ cu = f in Ω,
u = g on ∂Ω.
(14)
For this problem eq. (12) with Y = L2(Ω) and a = 2 has been shown in [23,
Thm. 4.5], and eq. (13) in [20, Ex. 4.2].
• identification of a diffusion coefficient ρ. Given ρ ∈ L∞([0, 1]) with ρ ≥ ρ > 0, we
define F (ρ) := u where u solves the boundary value problem
− (ρu′)′ = f in (0, 1),
u(0) = g0, u(1) = g1.
(15)
Here (12) with a = 1 and Y = L2([0, 1]) has been verified in [23, Thm. 5.4] (in a
Hilbert scale of Sobolev spaces with mean 0 that was shifted for technical reasons).
Moreover, (13) was shown in [20, Ex. 4.3].
• Hammerstein integral equations. The forward operator is defined by
(F (f))(t) :=
∫ t
0
φ(f(s)) ds
where φ ∈ C2,1(I) on all intervals I ⊂ R. In this case (12) with a = 1 and
Y = L2([0, 1]) is shown in [33, §4], and (13) in [20, Ex. 4.1].
The verification of Assumptions 2.3 and 2.4 needed for statistical noise models seems to
be less straightforward for these examples and is left for future research.
Lemma 2.9. Let X−a and Y be Banach spaces and suppose that D ⊂ X−a is convex
and F : D ⊂ X−a → Y is Fre´chet differentiable and satisfies (12) and (13). Then
1
2L˜
‖f1 − f2‖X−a ≤ ‖F (f1)− F (f2)‖Y ≤
3
2
L˜‖f1 − f2‖X−a , f1, f2 ∈ D.
Proof. By the mean value theorem and eq. (13) we have
F (f1)− F (f2) =
∫ 1
0
F ′[f2 + t(f1 − f2)](f1 − f2) dt
=
(∫ 1
0
(
R(f2 + t(f1 − f2), f †)− I
)
dt+ I
)
F ′[f †](f1 − f2).
As ‖ ∫ 10 (R(f2 + t(f1 − f2), f †)− I) dt‖ ≤ 12 , we obtain
1
2
‖F ′[f †](f1 − f2)‖Y ≤ ‖F (f1)− F (f2)‖Y ≤ 3
2
‖F ′[f †](f1 − f2)‖Y.
Together with (12) this yields the assertion.
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3. Variational source conditions
In subsection 3.1 and in the following brief review of variational source condition we
consider a more general setting than in the rest of this paper: Let X, Y be Banach
spaces. Suppose F : D ⊂ X→ Y is an injective, continuous map with D ⊂ X non-empty
and discontinuous inverse. Let f † ∈ D be the true solution to an equation F (f †) = g†
for given exact data g† ∈ Y.
Variational source conditions are sufficient and often even necessary conditions for
rates of convergence of Tikhonov regularization and other regularization methods ([34,
15, 24]). In general such conditions have the following form: Let l : X × X → [0,∞)
with l(f, f) = 0 for all f ∈ X be a loss function to measure reconstruction errors and let
ϕ : [0,∞)→ [0,∞) be continuous and strictly increasing with ϕ(0) = 0. (Such functions
are called index functions.) We say that the true solution f † satisfies a variational source
condition with index function ϕ with respect to the loss function l if
l
(
f, f †
)
≤ ‖f‖X − ‖f †‖X + ϕ
(
‖F (f)− F (f †)‖2Y
)
for all f ∈ D. (16)
It can be shown (see Proposition 4.2) that for the deterministic noise model (3) and a
proper choice of the regularization parameter α in Tikhonov regularization with penalty
term α‖f‖X, the source condition (16) with concave ϕ implies the convergence rate
l
(
fˆα(δ,gobs), f
†
)
≤ 2ϕ(δ2).
(16) will also lead to optimal statistical convergence rates. In the first paper on varia-
tional source conditions [22] as well as in many of the subsequent publications the loss
function is chosen as a scalar multiple of the Bregman divergence. (For a discussion
of the relation of (16) to other types of source conditions, e.g. classical spectral source
conditions we refer to [15].) However, even if the Bregman divergence of the l1-norm
vanishes, the norm difference of the two elements can be arbitrary large. In this sense
error bounds with respect to the Bregman divergence are not very informative for l1
regularization, and therefore we will use the norm in the penalty term to define the loss
function instead.
3.1. verification of variational source condition for 1-homogeneous
penalties
In [24, Thm. 2.1] and [39, Thm. 3.3] a general strategy for the verification of variational
source conditions with Bregman loss has been proposed. The following theorem provides
an analog for l1-type loss functions and l1-type penalties. An essential prerequisite is
the Pythagoras type equality in (17a) with exponent 1.
Proposition 3.1. Suppose there exists a family of seminorms (pn : X → [0,∞))n∈N0
and an increasing sequence (νn)n∈N0 of positive real numbers such that the following
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conditions are satisfied:
p⊥n := ‖ · ‖X − pn is a seminorm on X for all n ∈ N0, (17a)
lim
n
pn(f
†) = ‖f †‖X, (17b)
pn(f1 − f2) ≤ νn‖F (f1)− F (f2)‖Y for all f1, f2 ∈ D,n ∈ N0. (17c)
Then (16) holds true with l(f, f †) = ‖f − f †‖X and
ϕ(t) = 2 inf
n∈N
(
νn
√
t+ p⊥n (f
†)
)
.
Proof. First we prove that ϕ is indeed an index function. The conditions (17a) and (17b)
imply ϕ(0) = 0. As it is an infimum of upper semicontinuous, concave functions ϕ is
upper semicontinuous and concave. Concavity yields continuity on (0,∞). Using upper
semicontinuity and ϕ(0) = 0, we obtain continuity at 0. Let t1 < t2. The discontinuity
of the inverse of F and (17b) yield νn → ∞. Therefore, there exists n0 ∈ N such that
the infinmum involved in the definition of ϕ(t2) is attained at n0. We obtain
ϕ(t1) ≤ 2
(
νn0
√
t1 + (f
†)
)
< 2
(
νn0
√
t2 + p
⊥
n0)(f
†)
)
= ϕ(t2).
This proves that ϕ is strictly increasing.
Next we turn to the proof of (16) (see also [2, Lemma 5.1, Theorem 5.2]). Let f ∈ X and
n ∈ N. Using the triangle equality for the p⊥n terms and the reverse triangle inequality
for the pn terms, we achieve
‖f − f †‖X − ‖f‖X + ‖f †‖X = pn(f − f †)− pn(f) + pn(f †)
+ p⊥n (f − f †)− p⊥n (f) + p⊥n (f †)
≤ 2
(
pn(f − f †) + p⊥n (f †)
)
≤ 2
(
νn‖F (f)− F (f †)‖Y + p⊥n (f †)
)
for all n ∈ N. Taking the infimum over n on the right hand side proves the assertion.
Example 3.2. Consider the Banach space ℓ1 of real absolute summable sequences. For
n ∈ N we define pn : ℓ1 → [0,∞) by pn(x) =
∑n
k=1 |xk|. Then (17a) holds true and
(17b) is satisfied for all x† ∈ ℓ1. In the Appendix A.1 we prove that for a bounded linear
operator T : ℓ1 → Y to some Banach space Y condition (17c) is equivalent to en ∈ R(T ∗)
for all n ∈ N. Here en = (δn,m)m∈N ∈ ℓ∞ denotes the nth standard unit sequence. In [2]
convergence rates for ℓ1-regularization are proven under this condition on R(T ∗).
3.2. verification for finitely smoothing operators
We will apply Proposition 3.1 to an a-times smoothing operator in the sense of Assumption 2.1
to obtain a variational source condition with loss function given by ‖ · ‖0,p,1. For n ∈ N0
we define a seminorm
pn : B
0
p,1 → [0,∞) by pn(f) :=
n∑
j=0
2
jd( 1
2
− 1
p
)‖Qjf‖p.
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Lemma 3.3. Suppose F : D ⊆ B0p,1 → Y is a map with a non-empty domain D and
a > 0. Then the following statements are equivalent:
1. There exists L1 > 0 such that (8) is satisfied.
2. There exists Lν > 0 such that (17c) holds with νn = Lν2
na.
More precisely: If (8) is satisfied with L1 > 0 then (17c) holds with
νn = L1(2
a − 1)−12a(n+1).
The second statement implies the first with L1 := Lν.
Proof. Let f1, f2 ∈ D and n ∈ N0. Suppose (8) is satisfied with a constant L1 > 0. Then
pn(f1 − f2) =
n∑
j=0
2ja2−ja2jd(
1
2
− 1
p
)‖Qj(f1 − f2)‖p
≤

 n∑
j=0
2ja

 ‖f1 − f2‖−a,p,∞
≤ L1(2a − 1)−12a(n+1)‖F (f1)− F (f2)‖Y.
Hence we put Lν := L12
a(2a − 1)−1 to obtain the second statement. For the converse
implication we assume (17c) holds with νn = Lν2
na. Then
2−na2nd(
1
2
− 1
p
)‖Qn(f1 − f2)‖p ≤ 2−napn(f1 − f2) ≤ Lν‖F (f1)− F (f2)‖Y
Taking supremum on the left hand side yields Assumption 2.1 with L1 := Lν .
Lemma 3.4. Suppose (7c), a > 0, Assumption 2.1 and f † ∈ Bsp,∞∩D with ‖f †‖s,p,∞ ≤ ̺
for some s > 0. Then f † satisfies the variational source condition
‖f − f †‖0,p,1 ≤ ‖f‖0,p,1 − ‖f †‖0,p,1 + ϕ˜(‖F (f)− F (f †)‖2Y) for all f ∈ D. (18)
with concave index function ϕ˜ which is bounded by
ϕ˜(t) ≤ c̺ as+a t s2(s+a) for all 0 ≤ t ≤
(s̺
a
)2
.
Here the constant c > 0 depends only on a, s and L1.
Proof. Let f ∈ B0p,1 and n ∈ N0. As the functionals p⊥n (f) := ‖f‖0,p,1 − pn(f) are given
by
p⊥n (f) =
∞∑
j=n+1
2jd(
1
2
− 1
p
)‖Qjf‖p,
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they are seminorms, i.e. assumption (17a) is satisfied. We estimate p⊥n (f †) by the Jackson
type inequality
p⊥n (f
†) =
∞∑
j=n+1
2−js2js2jd(
1
2
− 1
p
)‖Qjf‖p
≤

 ∞∑
j=n+1
2−js

 ‖f‖s,p,∞ ≤ (1− 2−s)−12−(n+1)s̺.
In particular this verifies (17b). Assumption 2.1 and Lemma 3.3 imply (17c) with
νn = L1(2
a−1)−12a(n+1). We define C˜ := 2max {(1− 2−s)−1, L1(2a − 1)−1}. Proposition 3.1
yields (18) with
ϕ˜(t) = C˜ inf
n∈N0
(
2a(n+1)
√
t+ 2−s(n+1)̺
)
. (19)
It remains to estimate ϕ˜. Since the stated inequality is trivially fulfilled if t = 0 we
may assume 0 < t ≤ ( s̺a )2 . Let h : (0,∞) → R given by h(x) := xa√t + ̺x−s. Then
x0 :=
(
s̺
a
√
t
)1/(a+s)
is the global minimum of h, and h is increasing on [x0,∞). The
assumption on t implies x0 ≥ 1. Let N ∈ N0 be minimal with x0 ≤ 2N+1. Then
2N+1 ≤ 2x0. We estimate
ϕ˜(t) ≤ C˜h(2N+1) ≤ C˜h(2x0) ≤ 2aC˜h(x0)
= 2aC˜
((s
a
) a
a+s
+
(s
a
)− s
a+s
)
̺
a
a+s t
s
2(a+s) .
If we use l(f, f †) = 12‖f − f †‖0,p,1 rather than l(f, f †) = ‖f − f †‖0,p,1 as loss function
and use Assumption 2.2 we obtain a global estimate of the index function with the same
exponent.
Theorem 3.5. Suppose (7c), a ≥ d/p − d/2 and Assumptions 2.1 and 2.2 hold true.
Assume s > 0 and f † ∈ Bsp,∞ ∩ D with ‖f †‖s,p,∞ ≤ ̺. Then the variational source
condition
1
2
‖f − f †‖0,p,1 ≤ ‖f‖0,p,1 − ‖f †‖0,p,1 + ϕ
(
‖F (f)− F (f †)‖2Y
)
for all f ∈ D (20)
is satisfied with ϕ(t) = cϕ̺
a
s+a t
s
2(s+a) and a constant cϕ > 0 depending only on a, s, L1, L2.
Proof. Let ϕ˜, C˜ and c be as in Lemma 3.4 and its proof. We define
K := 4L2(1− 2−s)−1 and cϕ = max
{
c, C˜(2aK + 2−s)
(s
a
)− s
s+a
}
and make a case distinction for t := ‖F (f)− F (f †)‖2
Y
.
Case 1: 0 ≤ t ≤ (K̺)2. We will show that ϕ˜(t) ≤ ϕ(t) such that eq. (20) holds true by
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Lemma 3.4.
Case 1a: 0 ≤ t ≤ ( s̺a )2. Here ϕ˜(t) ≤ ϕ(t) follows immediately from the definitions.
Case 1b:
( s̺
a
)2
< t ≤ (K̺)2. By taking n = 0 in (19) we obtain
ϕ˜(t) ≤ ϕ˜((K̺)2) ≤ C˜(2aK + 2−s)̺ ≤ cϕ̺
a
s+a
(s̺
a
) s
s+a ≤ ϕ(t).
Case 2: t > (K̺)2. If ‖f‖0,p,1 ≤ 3‖f †‖0,p,1 then Assumption 2.2, A.3.(i). and A.3.(iv).
yields
‖F (f)− F (f †)‖Y ≤ L2‖f − f †‖−a,2,1 ≤ L2‖f − f †‖0,p,1 ≤ 4L2‖f †‖0,p,1 ≤ K̺
such that we are in Case 1. Hence ‖f‖0,p,1 > 3‖f †‖0,p,1, and we obtain
1
2
‖f − f †‖0,p,1 ≤ 1
2
‖f‖0,p,1 + 1
2
‖f †‖0,p,1 = ‖f‖0,p,1 + 1
2
(
‖f †‖0,p,1 − ‖f‖0,p,1
)
≤ ‖f‖0,p,1 + 1
2
(
‖f †‖0,p,1 − 3‖f †‖0,p,1
)
= ‖f‖0,p,1 − ‖f †‖0,p,1
≤ ‖f‖0,p,1 − ‖f †‖0,p,1 + ϕ(‖F (f) − F (f †)‖2L2).
4. Convergence analysis for deterministic errors
4.1. existence of minimizers
Proposition 4.1. Assume (7a), (7c), (7d) and Assumption 2.2. Then for every gobs ∈ Y
and every α > 0 there exists a global minimizer of the Tikhonov functional in (2).
Proof. Let (fm)m∈N ⊂ D be a minimizing sequence of the Tikhonov functional. Then
(fm) is bounded in B
0
p,1. Due to a > d/p − d/2 the embedding B0p,1 ⊂ B−a2,1 is compact
(see Proposition A.4). Hence there exists a subsequence (fmk) such that f = limk fmk
exists in B−a2,1 . This implies limkQj(fmk) = Qj(f) for all j ∈ N0. We obtain
pn(f) = lim
k
pn(fmk) ≤ lim inf
k
‖fmk‖0,p,1 for all n ∈ N0.
Hence ‖f‖0,p,1 ≤ lim infk ‖fmk‖0,p,1 < ∞. Therefore, f ∈ B0p,1 and (7d) yields f ∈ D.
Assumption 2.2 implies limk F (fmk) = F (f) in Y. Therefore, f is a global minimum of
the Tikhonov functional.
4.2. upper bounds on the worst case error
To obtain deterministic convergence rates let us first recall the general error bound under
a variational source condition (16). Let S : Y→ R be the noisy data fidelity functional
such that the data term appearing in the Tikhonov functional becomes 12S(F (f)). In
this paper we only consider
S(g) := ‖g − gobs‖2 for the noise model (3) (21a)
S(g) := ‖g‖2 − 2〈g, gobs〉 for the noise model (4). (21b)
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The effective noise level err : Y→ R is defined by
err(g) := S(g†)− S(g) + 1
Cerr
‖g − g†‖2. (22)
For non-quadratic data fidelity term, ‖g−g†‖2 should be replaced by some non-quadratic
noise-free data fidelity terms in (22) and (16) to keep the effective noise level small. For
the deterministic noise model (3) the convenient choice of the constant is Cerr = 2,
which leads to
err(g) ≤ δ2 for all g ∈ Y. (23)
We need the following variant of [18, Thm. 3.1 and Cor. 3.1]:
Proposition 4.2. Let F : D ⊂ X → Y be some forward operator between Banach
spaces X and Y, let S be given by either (21a) or (21b), and let err be defined by
(22). Moreover, assume that f † ∈ X satisfies the variational source condition (16) for a
concave index function ϕ and that
fˆα ∈ argmin
f∈D
[
1
2
S(F (f)) + α‖f‖X
]
(24)
for α > 0. Then:
1. For all α > 0 the error bounds
l
(
fˆα, f
†
)
≤ 1
2α
err
(
F (fˆα)
)
+ ψ(2αCerr), (25a)∥∥∥F (fˆα − g†)∥∥∥2 ≤ 2Cerrerr(F (fˆα))+ 4Cerrαψ(4Cerrα) (25b)
hold true with the Fenchel conjugate ψ(α) := (−ϕ)∗ (− 1α).
2. If (23) holds true and if we choose − 12Cerrα∗ ∈ ∂(−ϕ)(Cerrδ2), then
l
(
fˆα∗ , f
†
)
≤ Cerrϕ
(
δ2
)
. (26)
Proof. (25a) and (26) follow from [40, Thm. 3.3] and its proof if the scaled Bregman
divergence is replaced by the more general loss function everywhere. Analogously, (25b)
follows from [25, Thm. 2.3].
With these preparations the error bound for deterministic errors follows easily:
Theorem 4.3. Suppose (7c), a ≥ d/p − d/2 and Assumptions 2.1 and 2.2 hold ture.
Assume s > 0 and f † ∈ Bsp,∞ ∩D with ‖f †‖s,p,∞ ≤ ̺.
1. For exact data gobs = g† every global minimizer fα of (2) satisfies
‖fα − f †‖0,p,1 ≤ Cr̺
2a
s+2aα
s
s+2a . (27)
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2. Let δ > 0 and gobs ∈ Y be given by (3). If α is chosen by α(δ) = δ s+2as+a , then every
global minimizer fˆα of (2) satisfies
‖fˆα − f †‖0,p,1 ≤ Cr̺
a
s+a δ
s
s+a . (28)
Here Cr > 0 denotes is a constant depending only on a, s, L1, L2.
Proof. Theorem 3.5 and Proposition 4.2 with Cerr = 2 imply the error bound
1
2
‖fˆα − f †‖0,p,1 ≤ 1
2α
err
(
F (fˆα)
)
+ ψ(4α) (29)
with ψ : (0,∞)→ (0,∞) given by
ψ(t) = (−ϕ)∗
(
−1
t
)
= Cψ̺
2a
s+2a t
s
s+2a (30)
for some constant Cψ > 0 depending on s, a and cϕ from Theorem 3.5. In the case of
exact data we have err(g) = 0. Hence (29) implies (28). The error bound (28) follows
from the second statement in Proposition 4.2.
Remark 4.4. If B0p,1
(
{φ˜λ}
)
= B0p,1(Ω) then it follows from the continuity of the embed-
ding B0p,1(Ω) →֒ Lp(Ω) (see [37]) that under the assumptions of Theorem 4.3 we also
have an error bound with respect to the Lp-norm,
‖fˆα − f †‖Lp = O
(
̺
a
s+a δ
s
s+a
)
. (31)
For p = 2, this allows in particular to compare the sparsity promoting regularization (2)
to standard Tikhonov-regularization with the quadratic penalty term α‖f‖2L2 : Whereas
for quadratic Tikhonov regularization the error bound (31) is only valid for s ≤ 2a (see
[14]), the sparsity promoting regularization (2) obeys this error bound for arbitrarily
high smoothness parameters s > 0 given sufficient smoothness of the wavelet systems,
i.e. s =∞.
4.3. lower bounds on the worst case error
To prove that the rate (28) is order optimal, we need to show lower bounds on the
convergence rate. Recall that the modulus of continuity ω(δ,K) of the inverse of F
restricted to some set K ⊂ B0p,1 with respect to a norm ‖ · ‖loss is given by
ω (δ,K, ‖ · ‖loss) = sup {‖f1 − f2‖loss : f1, f2 ∈ K with ‖F (f1)− F (f2)‖Y ≤ δ} .
The worst case error ∆(δ,K, ‖ · ‖loss) of a (linear or nonlinear) reconstruction method
R : Y→ B0p,1 on K with respect to ‖ · ‖loss is given by
∆R(δ,K, ‖·‖loss) := sup
{
‖f −R(gobs)‖loss : f ∈ K, gobs ∈ Y with ‖F (f)− gobs‖Y ≤ δ
}
.
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One can prove that the modulus of continuity serves as a lower bound on the worst case
error of any reconstruction method (see [14, Rem. 3.12], [39, Lemma 2.8]):
∆R (δ,K, ‖ · ‖loss) ≥ 1
2
ω (2δ,K, ‖ · ‖loss) . (32)
We will choose K as a Besov ball
Ksp,q
(
f¯ , ̺
)
:=
{
f ∈ Bsp,q : ‖f − f¯‖s,p,q ≤ ̺
}
(33)
for some s > 0, q ∈ [1,∞], f¯ ∈ Bsp,q and ̺ > 0.
Theorem 4.5. Suppose (7c), that (φ˜λ)λ∈Λ is a Riesz basis of L2(Ω), F satisfies Assumption 2.2
and that the domain D of F contains a Besov ball Ksp,q(f¯ , ̺) for some q ∈ [1,∞], s > 0,
f¯ ∈ Bsp,q and ̺ > 0. There cannot exist a reconstruction method R : Y → B0p,1 for the
operator F satisfying the worst case error bound
∆R
(
δ,Ksp,q
(
f¯ , ̺
)
, ‖ · ‖0,p,1
)
= o
(
̺
a
s+a δ
s
s+a
)
. (34)
Hence in this case the rate in Theorem 4.3 is optimal up to the value of the constant.
Proof. Since (φ˜λ)λ∈Λ is a Riesz basis, the map L2(Ω)→ ℓ2(Λ) given by f 7→ (〈f, φ˜λ〉)λ∈Λ
is surjective.
Let j ∈ N0. We set β := C−1Λ 2−
1
2
jdmin{2−js̺, L−12 2jaδ}. There exists fj ∈ L2(Ω) such
that (Qn(fj))k = βδn,j for all k ∈ Λn, n ∈ N0. We obtain
‖fj‖s,p,q = β2js2jd(
1
2
− 1
p
)|Λj |
1
p ≤ βC
1
p
Λ 2
js2
1
2
jd ≤ ̺, (35)
‖F (f¯ + fj)− F (f¯)‖Y ≤ L2‖fj‖−a,2,1 ≤ L2βC
1
2
Λ2
−ja2
1
2
jd ≤ δ.
We have
‖fj‖0,p,1 = β2jd(
1
2
− 1
p
)|Λj |
1
p ≥ C−1Λ min{2−js̺, L−12 2jaδ}. (36)
This shows that
ω
(
δ,Ksp,∞(f¯ , ̺), ‖ · ‖0,p,1
) ≥ sup
j∈N0
‖fj‖0,p,1 ≥ C−1Λ sup
j∈N0
(
min{̺2−js, δL−12 2ja}
)
.
Suppose that δ < ̺L2 and let j0 ∈ N be minimal with 2j0 > (̺L2/δ)1/(s+a). Then
2j0 ≤ 2 (̺L2/δ)1/(s+a) and we obtain
ω
(
δ,Ksp,∞(f¯ , ̺), ‖ · ‖0,p,1
) ≥ C−1Λ 2−j0s̺ ≥ C−1Λ 2−s̺
(
̺L2
δ
) −s
s+a
= c̺
a
s+a δ
s
s+a
with c := C−1Λ 2
−sL−s/(s+a)2 . Finally eq. (32) yields
∆R
(
δ,Ksp,∞(f¯ , ̺), ‖ · ‖0,p,1
) ≥ 1
2
ω
(
2δ,Ksp,∞(f¯ , ̺), ‖ · ‖0,p,1
) ≥ c
2
2
s
s+a ̺
a
s+a δ
s
s+a .
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Remark 4.6. If {φ˜λ} is a frame of compactly supported wavelets, then there exists con-
stants C1, C2 > 0 such that for all j ∈ N0 the inequalities
C1‖fj‖Lp ≤ β2dj(
1
2
− 1
p
)|Λj |1/p ≤ C2‖fj‖Lp
hold true for the functions fj in the proof of Theorem 4.5 (see [5, Thm. 3.3.1]). Then one
can modify eq. (36) in the previous proof to show that there cannot be a reconstruction
method satisfying
∆R
(
δ,Ksp,q
(
f¯ , ̺
)
, ‖ · ‖Lp
)
= o
(
̺
a
s+a δ
s
s+a
)
.
Hence also the upper bound in Remark 4.4 is of optimal order.
To finish this section we study smoothness described by the total variation seminorm
on the unit interval,
|f |TV := sup


k∑
j=1
|f(tj−1)− f(tj)| : 0 = t0 < t1 < . . . < tk = 1, k ∈ N

 .
Recall that ‖f‖BV := ‖f‖L1 + |f |TV.
Corollary 4.7. Let (φ˜λ)λ∈Λ be a wavelet Riesz basis of L2([0, 1]) and suppose that
Ω = [0, 1], B0p,1({φ˜λ}) = B0p,1([0, 1]). Assume that (7c), a ≥ d/p− d/2 and Assumptions
2.1 and 2.2 hold true and that the domain D of F contains a ball
KBV(0, ̺) := {f ∈ BV([0, 1]) : ‖f‖BV < ̺}, ̺ > 0.
Then there exists a constant C > 0 independent of ̺ and δ such that the worst case error
of the reconstruction method R defined by (2) with p = 1 satisfies
C−1̺
a
1+a δ
1
1+a ≤ ∆R (δ,KBV (0, ̺) , ‖ · ‖L1) ≤ C̺
a
1+a δ
1
1+a (37)
for sufficiently small δ > 0.
Proof. We have the continuous embeddings B11,1([0, 1]) →֒ BV([0, 1]) →֒ B11,∞([0, 1]) (see
e.g. [17, Prop. 4.3.21 and 4.3.22]). The former embedding and Theorem 4.5/Remark 4.6
imply the lower bound, and the latter embedding and Theorem 4.3/Remark 4.4 imply
the upper bound.
5. Sparsity bounds and a converse result
In this section we first derive an estimate of the (block-)sparsity of the minimizers fˆα for
deterministic noise and use this to prove a converse result to the error bound for exact
data.
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Theorem 5.1. Suppose that (7b) and (7c) hold true. Let p˜ ∈ [p, 2], a ∈ [d/p − d/p˜, s)
and D◦ be the interior of D in B0p,1. Assume that F : D
◦ → Y is Fre´chet differentiable.
Moreover, assume that Y is uniformly smooth (e.g. a Hilbert space) or otherwise F is
linear. Let gobs ∈ Y, α > 0 and fˆα ∈ D◦ be a local minimizer of (2) and suppose that
the operator norm K :=
∥∥∥F ′[fˆα] |B−ap˜,1 → Y∥∥∥ is finite. Then for all j ∈ N0 we have
Qj fˆα = 0 if
K
α
‖F (fˆα)− gobs‖Y < 2j(a+
d
p˜
− d
p
)
.
In particular, at most a finite number of wavelet coefficients of fˆα do not vanish.
Proof. We first study the first order optimality conditions for fˆα. If F is nonlin-
ear and Y is uniformly smooth, we use Lemma A.6 with F(f) = 12‖F (f) − gobs‖2Y,
G(f) = α‖f‖0,p,1, and X = B0p,1. Recall that the uniform smoothness of Y implies that
the mapping T (g) := 12‖g‖2Y is Fre´chet differentiable, and its derivative is the duality
mapping j : Y→ Y′, j(g) := T ′[g] (see [4, I.§3, Thm. 3.12 and I.§4. Cor. 4.5]). Therefore,
F is Gateaux differentiable with
F ′[fˆα]h = 〈j(F (fˆα)− gobs), F ′[fˆα]h〉 = 〈F ′[fˆα]∗j(F (fˆα)− gobs), h〉,
and the first order optimality condition becomes
0 ∈ F ′[fˆα]∗j
(
F (fˆα)− gobs
)
+ α∂‖ · ‖0,p,1(fˆα).
If Y is not smooth, the duality mapping is a set-valued map J := ∂T with J(g) = {j(g)}
in the smooth case. However, since we assume F to be linear in this case, F is convex
and continuous, and by virtue of the sum and the chain rule for subgradients of convex
functionals (see [13]), there exist in both cases
g∗α ∈ J
(
F (fˆα)− gobs
)
and f∗α ∈ ∂‖ · ‖0,p,1(fˆα) such that F ′[fˆα]∗g∗α = −αf∗α. (38)
We have ‖g∗α‖Y′ = ‖F (fˆα)−gobs‖Y. As (B0p,1)′ = B0p′,∞ (see Proposition A.5), Asplund’s
theorem (see [4, I.§4, Thm. 4.4]) yields
∂‖ · ‖0,p,1(fˆα) =
{
f∗α ∈ B0p′,∞ :
∑∞
j=0
〈
Qjf
∗
α, Qj fˆα
〉
= ‖fˆα‖0,p,1 and ‖f∗α‖0,p′,∞ = 1
}
.
By Ho¨lder’s inequality we have〈
Qjf
∗
α, Qj fˆα
〉
≤ ‖Qjf∗α‖p′ · ‖Qj fˆα‖p ≤ 2jd(
1
2
− 1
p
)‖Qj fˆα‖p
for every j ∈ N0. Hence
〈
Qjf
∗
α, Qj fˆα
〉
= 2
jd( 1
2
− 1
p
)‖Qj fˆα‖p for all j ∈ N0 and
Qj fˆα = 0 if ‖Qjf∗α‖p′ < 2jd(
1
2
− 1
p
). (39)
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Since we assume F ′[fˆα] to have a continuous extension to an operator from B−ap˜,1 to Y,
its adjoint F ′[fˆα]∗ maps Y′ boundedly into (B−ap˜,1 )
′ = Bap˜′,∞ with 1/p˜ + 1/p˜
′ = 1, and∥∥∥F ′[fˆα]∗ |Y′ → Bap˜′,∞∥∥∥ = ∥∥∥F ′[fˆα] |B−ap˜,1 → Y∥∥∥ = K. Together with (38) we obtain
‖Qjf∗α‖p′ =
1
α
∥∥∥QjF ′[fˆα]∗g∗α∥∥∥
p′
≤ 1
α
∥∥∥QjF ′[fˆα]∗g∗α∥∥∥
p˜′
≤ 1
α
2−ja2jd
(
1
2
− 1
p˜
) ∥∥∥F ′[fˆα]∗g∗α∥∥∥
a,p˜′,∞
≤ K
α
2−ja2jd
(
1
2
− 1
p˜
)
‖g∗α‖Y′
=
K
α
2−ja2jd
(
1
2
− 1
p˜
) ∥∥∥F (fˆα)− gobs∥∥∥
Y
.
Inserting this into (39) yields the result.
Based on Theorem 5.1 we prove a converse result in the case of exact data gobs = g†.
For α > 0 let
fα ∈ argmin
f∈D
[
1
2
‖F (f)− g†‖2Y + α‖f‖0,p,1
]
. (40)
Corollary 5.2. Suppose that (7b), (7c), Assumption 2.1, a > 0 and that D is closed
in the topology induced by ‖ · ‖−a,p,1 on B0p,1. Assume that F : D◦ → Y is Fre´chet
differentiable and that Y is uniformly smooth or otherwise F is linear. Suppose that
K := supf∈D◦
∥∥∥F ′[f ] |B−ap,1 → Y∥∥∥ is finite. Let f † ∈ B0p,1, g† = F (f †) and assume
all minimizers fα, α > 0 in (40) belong to D
◦ (e.g. D = B0p,1). Then the following
statements are equivalent:
1. f † ∈ Bsp,∞
2. γ := supα>0 α
− s
s+2a ‖fα − f †‖0,p,1 <∞
More precisely, we can bound γ ≤ Cr‖f †‖2a/(s+2a)s,p,∞ and ‖f †‖s,p,∞ ≤ (
√
2K)s/aγ(2a+s)/2a
with the constant Cr from Theorem 4.3.
Proof. The mean value theorem and the boundedness assumption on the derivative of
F implies
‖F (f1)− F (f2)‖Y ≤ K‖f1 − f2‖−a,p,1 for all f1, f2 ∈ D. (41)
Since a > 0 the same arguments as in Proposition 4.1 imply the existence of minimizers
in (40). The implication 1 ⇒ 2 follows from Theorem 4.3. (note that Assumption 2.2
can be replaced by (41) in the proof of Theorem 3.5).
To prove the implication 2 ⇒ 1, we will first estimate ‖F (fα) − g†‖Y and then use
Theorem 5.1 with p˜ = p. Let α > 0. Since fα is a solution to (40) we obtain
1
2
‖F (fα)− g†‖2Y ≤ α
(
‖f †‖0,p,1 − ‖fa‖0,p,1
)
≤ α‖fα − f †‖0,p,1 ≤ γα
2(s+a)
s+2a .
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Theorem 5.1 yields
Qjfα = 0 if
√
2γKα
−a
s+2a < 2ja.
Hence, given j ∈ N0 we have
2
jd
(
1
2
− 1
p
)
‖Qjf †‖p = 2jd
(
1
2
− 1
p
)
‖Qj(fα − f †)‖p ≤ ‖fα − f †‖0,p,1 ≤ γα
s
s+2a .
for all α > 0 satisfying K
√
2γα
−a
s+2a < 2ja, using the assumed convergence rate once
more. Letting α tend to
(
K2−ja
√
2γ
) s+2a
a from above we obtain
2
jd
(
1
2
− 1
p
)
‖Qjf †‖p ≤ γ
((
K2−ja
√
2γ
) s+2a
a
) s
s+2a
= γ
2a+s
2a (
√
2K)
s
a 2−sj .
This implies
‖f †‖s,p,∞ = sup
j∈N0
2sj2
jd
(
1
2
− 1
p
)
‖Qjf †‖p ≤ γ
2a+s
2a (
√
2K)
s
a <∞.
Hence f † ∈ Bsp,∞.
Remark 5.3. The assumptions of Corollary 5.2 are only natural if Y = Lp(ΩY) with the
same p as in (7c) and (40). However, if data error bounds are given with respect to
the L2(ΩY)-norm, then Y should be chosen as L
2(ΩY) which also has computational
advantages. Then p˜ = 2 is natural in Theorem 5.1, and the corresponding assumptions
are equivalent to Assumption 2.2. But for p˜ = 2 the obtained sparsity bound only yields
a converse result for p = 2 with the previous proof. It remains an open question if for
p < p˜ the approximation error bound (27) is valid on a larger set than Bsp,∞.
Of course converse result for the error bound (28) with noisy data would be of interest
as well. This seems to require lower bounds on the effect of data noise, which are beyond
the scope of this paper.
6. Convergence analysis for random noise
In this section we let a > d2 . It suffices to require (φ˜λ)λ∈Λ to be a frame. We will make
the following assumption on the noise process.
Assumption 6.1. Let p′ ∈ [2,∞] be conjugate to p in (5), i.e. 1p + 1p′ = 1. We assume
that there exists d˜ ∈ [0, 2a) such that Z is a random variable with
Z ∈ B−d˜/2p′,∞ (ΩY) almost surely.
For Gaussian white noise on ΩY = (R/Z)
d this assumption is satisfied with d˜ = d if
p > 1, but only with d˜ > d if p = 1 (see [38, Thm. 3.4]). For Gaussian white noise
and the Brownian bridge prozess on ΩY = [0, 1] the assumption is satisfied with d˜ = d
if p > 1 (see [17, Thm. 4.4.3]) and it follows with d˜ > d for p = 1 from the embedding
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p˜,∞ (ΩY) ⊂ B−d˜/2∞,∞(ΩY) for p˜ ∈ [1,∞) such that − d˜2 > −d2 − dp˜ (see [37, §3.3.1])). We
have introduced the variable d˜ to treat the two cases simultaneously. Our setting even
covers much more general noise processes.
The following lemma will be used to guarantee existence of minimizers of (5) and
to prove statistical convergence rates. It uses standard Besov norms of functions on
ΩY. In order to distinguish them from the Besov-type norms ‖ · ‖s,p,q of functions on
Ω defined via wavelet coefficients and to avoid nested indices, we will use the notation∥∥g |Bsp,q(ΩY)∥∥ or ∥∥g |Bsp,q∥∥ instead of ‖g‖Bsp,q(ΩY).
Lemma 6.2. Suppose p ∈ [1, 2] and 0 < s < a, then
∥∥g |Bsp,1∥∥ ≤ C ∥∥g |L2∥∥1− sa ∥∥g |Bap,1∥∥ sa for all g ∈ Bap,1(ΩY) ∩ L2(ΩY)
with a constant C > 0 independent of g.
Proof. By interpolation theory (see [37, 3.3.6]) this holds true if
∥∥g |L2∥∥ is replaced by∥∥g |B0p,2∥∥. The claim follows as p ≤ 2 implies ∥∥g |B0p,2∥∥ ≤ ∥∥g |B02,2∥∥ = ∥∥g |L2∥∥.
6.1. existence of minimizers
Proposition 6.3. Assume (7a), (7c), (7d) and Assumptions 2.2, 2.3 and 6.1. Let
α > 0, and suppose gobs is given by (4). Then the Tikhonov functional in (5) has a
solution fˆα almost surely.
Proof. (sketch). Let d˜ ∈ (0,∞) such that d2 < d˜2 < a. We denote the Ho¨lder conjugate
of p by p′ ∈ [1,∞]. By Assumption 6.1 we have N :=
∥∥∥gobs |B−d˜/2p′,∞ ∥∥∥ <∞ almost surely.
As in the proof of [39, Prop. 4.8] we can bound the data fidelity term from below using
eqs. (6.2) and (2.3) to obtain the following lower bound on the Tikhonov functional with
positive constants A and c:
1
2
∥∥F (f) |L2∥∥2 − 〈gobs, F (f)〉+ α‖f‖0,p,1 ≥ −cN 4a2a+d˜ ‖f‖ 2d˜2a+d˜0,p,1 + α‖f‖0,p,1 −A.
Since 2d˜
2a+d˜
< 1 the right hand side tends to∞ as ‖f‖0,p,1 →∞. Therefore, a minimizing
sequence of the Tikhonov functional in (5) is bounded in B0p,1 almost surely. With the
same arguments as in the proof Proposition 4.1 we conclude the existence of a global
minimum.
6.2. convergence rates
Using the variational source condition and the interpolation inequality in Lemma 6.2 we
obtain the following error bound:
Theorem 6.4. Suppose (7c), and Assumptions 2.1, 2.2, 2.3 and 6.1 hold true. Let gobs
given by (4), let s > 0, and suppose that f † ∈ Bsp,∞ with ‖f †‖s,p,∞ ≤ ̺. If α is chosen
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such that α ∼ ̺
d˜−2a
d˜+2a+2s , then there exists a constant C > 0 independent of f †, Z, ε and
̺ such that every global minimizer fˆα of (5) satisfies
‖fˆα − f †‖0,p,1 ≤ C̺
2a+d˜
2a+2s+d˜ ǫ
2s
2a+2s+d˜
(
1 +
∥∥∥Z |B−d˜/2p′,∞ ∥∥∥ 4a2a−d˜
)
. (42)
Proof. As in the proof of Theorem 4.3, Theorem 3.5 and Proposition 4.2 imply the error
bound (28) on ‖fˆα − f †‖0,p,1 as well as the bound∥∥∥F (fˆα)− g† |L2∥∥∥2 ≤ 2err(F (fˆα))+ 4αψ(4α) (43)
with ψ(t) = Cψ̺
2a
s+2a t
s
s+2a (see (30)). As the effective noise level is given by
err(g) = S(g†)− S(g) +
∥∥∥g − g† |L2∥∥∥2 = 2ε〈Z, g − g†〉
with S(g) = ‖g‖2L2 − 2〈gobs, g〉, it can be bounded by
err(F (fˆα)) ≤ 2ε
∥∥∥Z |B−d˜/2p′,∞ ∥∥∥ · ∥∥∥F (fˆα)− g† |Bd˜/2p,1 ∥∥∥ .
To estimate the second factor we use first Lemma 6.2 and (2.3) to obtain∥∥∥F (fˆα)− g† |Bd˜/2p,1 ∥∥∥ ≤ C ∥∥∥F (fˆα)− g† |L2∥∥∥1−d˜/2a ∥∥∥F (fˆα)− F (f †) |Bap,1∥∥∥d˜/2a
≤ C
∥∥∥F (fˆα)− g† |L2∥∥∥1−d˜/2a ‖fˆα − f †‖d˜/2a0,p,1
with a generic constant C > 0. The image space error bound (43) yields
err(F (fˆα)) ≤ 2C
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ · ∥∥∥F (fˆα)− g† |L2∥∥∥1−d˜/2a · ‖fˆα − f †‖d˜/2a0,p,1
≤ 2C
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ · ‖fˆα − f †‖d˜/2a0,p,1 · [4err(F (fˆα))+ 4αψ(4α)] 2a−d˜4a
≤ C
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ 4a2a+d˜ · ‖fˆα − f †‖ 2d˜2a+d˜0,p,1 + 12
[
err
(
F (fˆα)
)
+ αψ(4α)
]
,
where the last step follows from Young’s inequality and requires a replacement of the
constant C. Subtracting the err term yields an upper bound
err(F (fˆα)) ≤ C
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ 4a2a+d˜ · ‖fˆα − f †‖ 2d˜2a+d˜0,p,1 + αψ(4α).
Inserting this bound into (28) we deduce
1
2
‖fˆα − f †‖0,p,1 ≤ C
α
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ 4a2a+d˜ · ‖fˆα − f †‖ 2d˜2a+d˜0,p,1 + ψ(4α) + ψ(2α)
≤ C
α
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ 4a2a+d˜ · ‖fˆα − f †‖ 2d˜2a+d˜0,p,1 + 2ψ(4α)
≤ 1
4
‖fˆα − f †‖0,p,1 +Cα
d˜+2a
d˜−2a
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ 4a2a−d˜ + 2ψ(4α).
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Here again the last step follows from Young’s inequality and requires a replacement of
the constant C. Rearranging terms and using the explicit expression for ψ we obtain a
constant C > 0 such that
‖fˆα − f †‖0,p,1 ≤ C
(
α
d˜+2a
d˜−2a
∥∥∥εZ |B−d˜/2p′,∞ ∥∥∥ 4a2a−d˜ + α ss+2a ̺ 2as+2a .
)
Inserting the parameter choice rule implies (42).
Theorem 6.4 provides not only a rate in terms of the noise level parameter ε, but
also a bound of the distributation of the error in terms of the distribution of a negative
Besov norm of the noise. In particular, we obtain bounds on the expectation of arbitrary
moments of the error if the Besov norm of the noise satisfies a a large deviation inequality
of the form
P
[∥∥∥Z |B−d˜/2p′,∞ ∥∥∥ > MZ + τ] ≤ exp(−CZτµ) for all τ > 0. (44)
with constants CZ ,MZ , µ > 0. By [38, Cor. 3.7]) such an inequality is satisfied in
particular for Gaussian white noise with d˜ = d for p > 1 and with d˜ > d for p = 1.
Corollary 6.5. If (44) holds true in addition to the assumptions of Theorem 6.4, then
E
(
‖fˆα − f †‖σ0,p,1
)1/σ
≤ C˜̺
2a+d˜
2a+2s+d˜ ε
2s
2a+2s+d˜ (45)
holds true for any σ ≥ 1. In particular, if Z is Gaussian white noise, then this inequality
holds true with d˜ = d for p ∈ (1, 2] and with d˜ > d for p = 1.
Proof. It suffices to show that E
[
(1 + ‖Z‖t)σ] <∞ for all t > 0 where ‖Z‖ denotes one
of the Besov norm appearing in (42). Due to the inequality (a + b)σ ≤ 2σ(aσ + bσ) for
a, b ≥ 0 this reduces to showing that E [‖Z‖t] < ∞ for all t > 0 which can be deduced
from (44) as follows:
E
[‖Z‖t] ≤M tZP [‖Z‖ ≤MZ ] + ∞∑
j=1
(MZ + j)
t
P [j − 1 < ‖Z‖ −MZ ≤ j]
≤M tZ +
∞∑
j=1
(MZ + j)
t exp(−CZjµ) <∞
6.3. lower bounds
The upper bound expected reconstruction error in Corollary 6.5 coincides with the fol-
lowing lower bound for p > 1, and it almost coincides for p = 1:
Proposition 6.6. Suppose that Z in (4) is white noise, Assumption 2.3 and Assumption 2.4
hold true for some s > 0, and that F (Bsp,∞∩D) contains an open ball in Bs+ap,∞(ΩY) around
g0 = F (f0). Then there exists a constant c > 0 such that
inf
R
sup
‖f†−f0‖s,p,∞≤ρ
E
∥∥∥R(F (f †) + εZ)− f †∥∥∥
0,p,1
≥ cρ 2a+d2s+2a+d ε 2s2s+2a+d
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for sufficiently small ρ where the infimum is taken over all measurable mappings R from
B
−d/2
p,∞ (ΩY) to B0p,1.
Proof. We start from lower bounds for the estimation of g† = F (f †), see [12, Thms. 7,9],
[39, Cor. 4.12].
inf
S
sup
‖g†−g0 |Bs∗∗p,∞(ΩY)‖≤ρ˜
E
[∥∥∥g† − S(g† + εZ) |Bs∗p,1(ΩY)∥∥∥] ≥ c˜ρ˜ 2s∗+d2s∗∗+d ε 2s∗∗−2s∗2s∗∗+d
Here s∗∗ > s∗, ρ˜ > 0 and p ∈ [1,∞] are arbitrary, c˜ depends on s∗, s∗∗ and p, and the
infimum is taken over arbitrary reconstruction methods S. We will choose s∗ = a and
s∗∗ = s+ a. Moreover, we set g† = F (f †), S = F ◦R, and ρ = L4ρ˜ to obtain
inf
R
sup
‖f†−f0‖s,p,∞≤ρ
E
[∥∥∥F (f †)− F (R(F (f †) + εZ)) |Bap,1(ΩY)∥∥∥] ≥ c˜(ρ/L4) 2a+d2s+2a+d ε 2s2s+2a+d .
Together with Assumption 2.3 this yields the assertion with c = (c˜/L3)L
−(2a+d)(2s+2a+d)
4 .
A. Appendix
A.1. comparison to assumptions in the literature
We give a characterization of condition (17c) for a linear, bounded operator T : X→ Y.
In the case X = ℓ1 the condition (17c) is equivalent to source conditions studied in [2].
Theorem A.1. Let T : X → Y be a bounded, linear operator between Banach spaces X
and Y and (Pn : X → X)n∈N a family of projections. Suppose (νn)n∈N is an increasing
sequence of positive reals. Then the following statements are equivalent:
(i) ‖Pnf‖X ≤ νn‖Tf‖Y for all f ∈ X and n ∈ N.
(ii) For every ξ ∈ R(P ∗n) with ‖ξ‖X∗ = 1, there exists ψ ∈ Y∗ with ‖ψ‖Y∗ ≤ νn such
that T ∗ψ = ξ.
Proof.
(i)⇒(ii): Let n ∈ N and ξ ∈ R(P ∗n) with ‖ξ‖X∗ = 1. Consider the linear map
Sn : R(T )→ X given by Sng = PnT−1g. If g ∈ R(T ), then
‖Sng‖X = ‖PnT−1g‖X ≤ νn‖TT−1g‖Y = νn‖g‖Y.
Hence ‖Sn‖ ≤ νn. Therefore, Sn extends to S˜n : R(T )→ X with ‖S˜n‖ ≤ νn. Since Pn is
a projection, so is P ∗n . Hence P ∗nξ = ξ. Let ψ := (S˜n)∗ξ ∈ R(T )
∗
. Then
‖ψ‖R(T )∗ = ‖(S˜n)∗ξ‖R(T )∗ ≤ ‖(S˜n)∗‖‖ξ‖X∗ ≤ ‖S˜n‖ ≤ νn.
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By the Hahn-Banach theorem ψ can be extended to some ψ˜ ∈ Y∗ with ‖ψ˜‖Y∗ ≤ νn. Let
f ∈ X. We compute
〈T ∗ψ˜, f〉 = 〈ψ, Tf〉 = 〈(S˜n)∗(ξ), T f〉 = 〈ξ, PnT−1Tf〉 = 〈ξ, Pnf〉 = 〈P ∗nξ, f〉 = 〈ξ, f〉.
This shows that ξ = T ∗ψ˜ ∈ R(T ∗).
(ii)⇒(i): Let n ∈ N and f ∈ X. By the Hahn-Banach theorem there exists ξ ∈ X∗ with
‖ξ‖X∗ = 1 such that |〈ξ, Pnf〉| = ‖Pnf‖X. By assumption there exists ψ ∈ Y∗ with
‖ψ‖Y∗ ≤ νn such that T ∗ψ = P ∗nξ . We estimate
‖Pnf‖X = |〈ξ, Pnf〉| = |〈P ∗nξ, f〉| = |〈T ∗ψ, f〉| = |〈ψ, Tf〉| ≤ νn‖Tf‖Y.
Remark A.2. As is Example 3.2 we consider ℓ1 with Pn the projection onto the first n
entries. We identify (ℓ1)∗ = ℓ∞. Then P ∗n : ℓ∞ → ℓ∞ is again the projection onto the
first n entries. We write en ∈ ℓ∞ for the unit sequence with a 1 in the nth entry and 0’s
else. Then R(P ∗n) = span{e1, . . . , en}. Hence Theorem A.1 reads as T : ℓ1 → Y satisfies
(17c) if and only if en ∈ R(T ∗) for all n ∈ N. This condition is assumed in [2] to obtain
convergence rates of ℓ1-regularization.
A.2. properties of the spaces Bs
p,q
In this section of collect some properties of the spaces Bsp,q used in this paper. Let us start
with embeddings, which follow immediately from the well-known and straightforward
embeddings of the sequence spaces bsp,q:
Proposition A.3. The following inclusions hold true with continuous embeddings:
(i) B0p,1 ⊂ B−ap˜,1 for 1 ≤ p ≤ p˜ ≤ 2 and d/p − d/p˜ ≤ a.
(ii) Bsp,q1 ⊂ Bsp,q2 for s ∈ R, p, q1, q2 ∈ [1,∞] with q1 ≤ q2.
(iii) Bsp2,q ⊂ Bsp1,q for s ∈ R, p1, p2, q ∈ [1,∞] with p1 ≤ p2.
(iv) Bsp,∞ ⊂ B0p,1 for p ∈ [1,∞] and s > 0.
The norms of the corresponding embedding operators are bounded by 1 in (i) and (ii),
by C
(1/p1−1/p2)
Λ in (iii), and by (1− 2−s)−1 in (iv).
Proposition A.4. Suppose (7a) and 1 ≤ p ≤ p˜ ≤ 2 let d/p − d/p˜ < a < s. Then the
embedding B0p,1 ⊂ B−ap˜,1 is compact.
Proof. By the definition of the space B−ap˜,1 the map Q : B
−a
p˜,1 → b−ap˜,1 is isometric. The
completeness of B−ap˜,1 (see (7a)) implies that Q(B
−a
p˜,1 ) is closed in b
−a
p˜,1. The emdedding
b0p,1 ⊂ b−ap˜,1 is compact since it is a limit of finite rank projection operators. Hence
the embedding ι : Q(B0p,1) ⊂ Q(B−ap˜,1) is compact. We conclude the compactness of
embedding B0p,1 ⊂ B−ap˜,1 by its factorization as Q−1 ◦ ι ◦Q.
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To characterize dual spaces, let p′ ∈ [1,∞] denote the Ho¨lder conjugate of p ∈ [1,∞],
i.e. 1p +
1
p′ = 1, and analogously for q. From the well-known duality (b
s
p,q)
′ = b−sp′,q′ we
obtain:
Proposition A.5. Let p, q ∈ [1,∞) with Ho¨lder conjugates p′ and q′, respectively, let
|s| < s and suppose that (7b) holds true. Then
(Bsp,q)
′ = B−sp′,q′ .
A.3. An optimality condition
Lemma A.6. Let D ⊂ X be a non-empty, open subset of a Banach space X, let
F : D → R be Gateaux-differentiable, G : X → R convex and continuous, and let
f ∈ D be a local minimum of F + G. Then
0 ∈ F ′[f ] + ∂G(f).
Proof. Recall that the first variation of a functional H : D → R at f ∈ D in direction
v ∈ X is defined by δH(f ; v) := limtց0 1t
(H(f + tv)−H(f)) if the limit exists. As F
is Gateaux differentiable, we have δF(f ; v) = F ′[f ]v for all v. Moreover, as G is convex
and finite, δG(f ; v) also exists for all v (see [41, Prop. 42.5, Thm. 47.C.]). It follows that
δ(F + G)(f ; v) = δF(f ; v) + δG(f ; v) exists, and since f is a local minimum, we have
δ(F + G)(f ; v) ≥ 0 for all v ∈ X.
Suppose now that the assertion is false and −F ′[f ] /∈ ∂G(f). Let us define the func-
tional
H(f) := F(f) + F ′[f ](f − f) + G(f), f ∈ X
which is convex and continuous by the assumptions of the lemma. Moreover, our as-
sumption −F ′[f ] /∈ ∂G(f) is equivalent by the sum rule to 0 /∈ ∂H(f). Due to the
equivalences in [41, Thm. 47.C.]
f ∈ argmin
f∈X
H(f) ⇔ inf
v∈X
δH(f ; v) ≥ 0 ⇔ 0 ∈ ∂H(f)
there exists v ∈ X such that ∂H(f ; v) < 0. This implies δ(F + G)(f ; v) = δH(f ; v) < 0,
contradicting the assumption that f is a local minimum of F + G.
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