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Résumé 
Changement climatique dans le vignoble de Champagne :  
Modélisation thermique à plusieurs échelles spatio-temporelles (1950-2100) 
Les effets du changement climatique à l’échelle planétaire ont déjà des répercussions sur la viticulture et 
ces changements engendrent des interrogations sur son fonctionnement futur. L’évaluation des modifications 
possibles sur le vignoble de Champagne, notamment en termes d’extrêmes thermiques dommageables pour la 
vigne tels que l’aléa gélif printanier et les canicules, présente donc un intérêt pour la profession. Les 
températures influencent en effet le bon déroulement du cycle végétatif de la vigne et une avancée des stades 
phénologiques est déjà observée en Champagne. Ce vignoble présente un intérêt particulier du fait de sa position 
septentrionale mais aussi parce que les analyses y sont facilitées par la densité du réseau météorologique en place 
depuis près de 20 ans. 
Pour établir une prospective des conditions thermiques possibles, des sorties des modèles du climat 
français LMD et ARPEGE-Climat (RETIC) respectivement, à 300 km et 50 km de résolution sont validées et 
analysées sur une période de contrôle (1950 à 2000). Ils permettent ensuite de donner un aperçu des conditions 
thermiques et bioclimatiques futures (2001 à 2100) selon trois scénarios de changement climatique, les plus 
couramment utilisés : A1B, B1 et A2. La période de contrôle permet de mettre en évidence les biais froids des 
distributions statistiques des sorties de modèles au printemps et en été en termes d’estimation de fréquences 
d’extrêmes et de choisir le modèle ARPEGE-Climat (RETIC). Les sorties thermiques de ce modèle sont alors 
utilisées pour évaluer l’évolution jusqu’à 2100 des conditions bioclimatiques et thermiques futures. La fréquence 
des extrêmes gélifs printaniers au moment du débourrement devrait diminuer en avril mais dans l’hypothèse d’un 
débourrement plus précoce, ces extrêmes devraient, d’après les modèles, rester importants en mars et 
provoqueraient un gel accru des bourgeons. Celle des extrêmes chauds estivaux devrait augmenter dans le futur. 
L’analyse à échelle régionale est complétée par une analyse topoclimatique grâce au modèle à méso-
échelle RAMS, qui permet d’obtenir une modélisation spatiale des températures. Incluant les facteurs locaux, ce 
modèle produit des résultats à résolution de 200 m. Les simulations de validation sont réalisées sur les 
évènements extrêmes gélifs printaniers (du 4 au 9 avril) et caniculaires estivaux (du 4 au 8 août) de l’année 2003, 
qui a provoqué le gel des bourgeons et l’échaudage des baies et qui est considérée ici comme exceptionnelle et 
représentative « du climat futur ». Les températures simulées (200 m) sur la Champagne sont comparées aux 
températures enregistrées par des stations sur les coteaux. Le modèle reproduit bien le cycle journalier des 
températures avec des biais plus ou moins bien marqués notamment sur les minimas et maximas journaliers. 
Mots-clés : aléa gélif printanier, canicule, températures extrêmes, changement climatique, vignoble de 
Champagne, modèles du climat. 
Abstract 
Climate change in Champagne vineyard:  
Thermal modeling at several spatio-temporal scales (1950-2100) 
Global climatic change has already consequences on viticulture worldwide and these modifications 
imply some questions about future. Evaluation of possible modifications in Champagne vineyard is necessary in 
terms of thermal extremes for vineyard as spring frost during budbreak and heat-waves. Indeed temperature 
influences phenological cycle and earlier phenological stages have already been observed. This vineyard is 
particularly interesting to study because of its northern location and thanks to a large network of weather stations 
since 20 years. 
To establish a prospective of thermal possible conditions, data of French climate models LMD and 
ARPEGE-Climate model, respectively at 300 km and 50 km of resolution, are validated and analyzed on a  
control period (1950 to 2000). They are also used to give an overview of bioclimatic and thermal future 
conditions (2001 to 2100) with three scenarios, currently used (A1B, B1 and A2). The control period shows cold 
biases within statistical distributions of climate models data in spring and summer, in terms of extremes 
frequencies estimation and better results with ARPEGE climate model. Data of this model are used to assess 
thermal and bioclimatic futures conditions. Summer extremes could increase in the future while cold spring 
extremes could decrease during budbreak. Budbreak could be earlier and spring cold extremes in March could 
cause more severe frost of buds. 
Regional analysis is completed by a local analysis with RAMS meso-scale model, which downscales 
simulations at a resolution of 200 m, taking into account local factors. The validation modeling is proceeded 
during the 2003 extreme climatic events (late spring frost and summer heat wave), this year is considered as 
exceptional and representative of the “future climate” which caused buds frost and berries warming. Simulated 
temperatures (200 m) for the Champagne vineyard were compared to recorded temperatures by weather stations 
located within the vineyards. The model reproduced the diurnal cycle of temperatures correctly with biases more 
or less marked depending dates. 
Key-words: Champagne vineyard, climate change, climate model, extreme temperature, heat-wave, spring frost.
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1 Introduction Générale 
Introduction Générale 
Avec l’explosion démographique à l’échelle du globe, la consommation d’énergie a 
très largement augmenté, notamment en raison de l’utilisation de combustibles fossiles. Les 
émissions annuelles de dioxyde de carbone fossile ont augmenté de 6,4 ( de 6,0 à 6,8) 
gigatonnes de Carbone (GtC) par an pour la période 1990-1999 à 7,2 (de 6,9 à 7,5) GtC par an 
pour la période 2000-2005 (GIEC, 2007) ce qui explique en partie l’effet de serre additionnel 
à l’origine du changement climatique. Ce dernier, selon les modèles de circulation générale 
(MCG), pourrait contribuer à l’augmentation des températures au sein d’une fourchette allant 
de 1,5°C à 4,5°C en considérant un doubl ement de la concentration de CO2 dans 
l’atmosphère. Le lien entre l’augmentation de la température et la teneur atmosphérique en 
gaz à effet de serre (GES) est conforté dans le dernier rapport du GIEC (2007). 
Cette augmentation de températures n’est pas sans conséquences sur les écosystèmes 
notamment sur l’agriculture et les premières répercussions des changements imputables au 
changement climatique sont déjà perceptibles tels que l’avancée des stades phénologiques 
d’espèces végétales comme la vigne (Delecolle et al., 1999 ; Ganichot, 2002 ; Lebon, 2002 ; 
Seguin et Stengel, 2002 ; Stock et al., 2003 ; Duchêne et Schneider, 2004 ; Tondut et al., 
2006 ; White et al., 2006 ; Duchêne et Schneider, 2007 ; Seguin et al., 2007 ; Storchmann, 
2007 ; Seguin, 2010). La vigne est un bio-indicateur du changement climatique : son 
développement est fortement influencé par la température et généralement il existe des 
archives de données de plus de 30 ans permettant de détecter le signal du changement 
climatique. Concernant la viticulture, cette avancée des stades phénologiques implique des 
vendanges plus précoces ainsi qu’une augmentation du taux de sucre et donc d’alcool 
(Agenis-Nevers, 2006 ; Seguin, 2010) engendrant des vins de très haute qualité depuis une 
vingtaine d’années (Seguin, 2010). Cependant, la température pourrait devenir un facteur 
limitant et dommageable pour le développement végétatif de la vigne en cas d’extrêmes tels 
que les vagues de chaleur. Les possibles répercussions économiques qui découleraient de ces 
évènements extrêmes suscitent de nombreuses interrogations à l’échelle des vignobles. 
Étudier le changement climatique d’une région viticole nécessite donc la prise en 
compte des échelles climatiques spatiales et temporelles de la zone d’étude mais également 
des modèles du c limat pouvant donner une prospective thermique. De nombreuses 
classifications existent et fournissent une typologie des échelles de climat (Orlanski, 1975 ; 
Yoshino, 1977 ; Beltrando et Chéméry, 1995 ; Planchon, 1997 et 1998 ;  Hufty, 2001 ; 
Quénol, 2002). Les échelles varient du macroclimat, impliquant la circulation atmosphérique 
des grandes masses d’air et correspondant aux grands domaines climatiques au microclimat, 
s’établissant sur des espaces restreints de quelques mètres à q uelques centimètres. Ces 
échelles spatiales et temporelles d’analyse varient bien entendu selon le but de l’étude et les 
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définitions spatiales et temporelles varient selon les auteurs. Orlanski (1975) développe 
essentiellement la notion de méso-climat avec des échelles différentes de méso-échelles dont 
deux nous intéressent particulièrement la méso-échelle « γ » correspondant à l’échelle locale 
et l’échelle « β » correspondant à l’échelle régionale. Dans un vi gnoble, il faut s’intéresser 
aux variations atmosphériques imbriquées dans un système à plusieurs échelles spatiales et 
temporelles (Figure 1) allant du mésoclimat ou climat régional au microclimat en passant par 
le topoclimat (d’une centaine de kilomètres à quelques mètres ; de quelques jours à quelques 
heures). Le microclimat en viticulture correspond au climat liant les interactions entre le 
végétal et son environnement, il caractérise les conditions par exemple thermiques à l’échelle 
d’un ceps de vigne, au pas de temps de la minute à l’heure ; celle du topoclimat caractérise 
l’influence de la topographie sur les rangées de vigne, il s’agit du climat d’un coteau viticole 
généralement inférieur à 10 km où les observations sont d’horaire à quotidienne et enfin le 
climat régional qui caractérise la région viticole. Ces échelles spatio-temporelles sont 
emboîtées or les connaissances concernant l’emboîtement des échelles spatiales sont 
imparfaites à l’heure actuelle notamment en termes de modélisation climatique. En effet, plus 
l’échelle d’analyse s’affine, plus le nombre de facteurs influant sur les variables 
météorologiques et climatiques augmente ainsi que la compréhension requise (Beltrando et 
Chémery, 1995 ; Beltrando, 2004). Les modèles convergent à petite échelle mais à grande 
échelle - celles des géographes -, de nombreuses incertitudes subsistent quant à « l’amplitude 
et à la localisation (dans le temps et dans l’espace) des effets attendus » (Le Treut, 2010) : les 
phénomènes extrêmes souvent de courte durée, à d es échelles topoclimatiques et 
microclimatiques, issus de combinaisons de variables climatiques complexes, sont 
extrêmement difficiles à modéliser. Ces phénomènes extrêmes tels que le gel ou les vagues de 
chaleur sont pourtant les premières inquiétudes des professionnels dans un c ontexte de 
changement climatique car ils pourraient s’intensifier et causer de nombreux dommages sur 
les potentielles vendanges (Briche et al., 2011a). La puissance des calculateurs joue aussi un 
rôle important dans la désagrégation spatiale, la résolution géographique s’améliorant en 
fonction des progrès informatiques. La sensibilité des modèles dépend des échelles spatiales 
et temporelles considérées, d’où la difficulté de désagréger l’information à l’échelle de la 
« construction sociale » (Hinnewinkel, 2004) qu’est un terroir viticole sans prendre en 
considération ses en jeux et la réalité terrain. La qualité du raisin ou du vin est souvent en 
relation avec les caractéristiques locales (pente, sol, etc.) et microclimatiques (taille de la 
vigne, rosée, humidité du sol, etc.) : ces variations du milieu aux échelles fines déterminent 
les spécificités du terroir (Quénol, 2002 ; Barbeau, 2007). Il est donc encore à l’heure actuelle 
difficile d’obtenir une modélisation du climat à l ’échelle locale sans marges d’incertitudes 
inhérentes initialement au seul fait qu’on ne peut pas prédire le futur et que si puissantes 
soient les machines, un modèle est une simplification d’une réalité extrêmement complexe. 
Néanmoins, les modèles du climat sont les seuls outils capables d’anticiper les conditions 
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thermiques futures à l’heure actuelle et à ce titre il paraît judicieux d’étudier le vignoble de 
Champagne. 
 
 
Figure 1 : Échelles spatiales et temporelles utilisées dans le cadre de cette recherche sur le vignoble 
champenois. 
Ce vignoble est étudié dans le cadre de cette thèse, plus particulièrement le vignoble 
de la Marne qui représente les 2/3 de la surface cultivée soit environ 22 000 ha (Figure 2), 
dans un souci d’homogénéité spatiale. De nombreuses études ont été réalisée sur les 
interactions climat et vigne dans ce vignoble notamment parce qu’il dispose d’une base de 
données conséquente issue d’un réseau de stations implantées depuis une quinzaine d’années 
(Beltrando et al., 1992 ; Sarmir, 1995 ; Beltrando, 1998). Les études ont été réalisées pour la 
plupart en partenariat avec le Comité Interprofessionnel du Vin de Champagne (CIVC) et 
l’UMR PRODIG sur les questions de spatialisation du gel printanier, fortement présent dans 
ce vignoble septentrional et des impacts de la construction de la ligne TGV Est sur les 
écoulements d’air froid printanier (Beltrando et al., 1992 ; Bridier et al., 1995 ; Sarmir, 1995 ; 
Beltrando, 1997 ; Beltrando, 1998 ; Bridier et al., 2000 ; Sarmir et Lecompte, 2000 ; Quénol, 
2002 ; Quénol et al., 2003 ; Madelin, 2004 ; Madelin et Beltrando, 2005).  
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Figure 2 : Zone d’étude : le Vignoble de la Marne (Adapté du CIVC) 
 
Cette thèse s’inscrit également dans le cadre de l’ANR-JC07-194103 TERVICLIM 
intitulée « observation et modélisation spatiale du climat à l’échelle des terroirs viticoles dans 
un contexte de changement climatique ». Ce projet multidisciplinaire rassemble les 
compétences d’agronomes, de modélisateurs du climat et de géographes-climatologues 
spécialisés dans la mesure climatique, la spatialisation des données mais aussi dans l’analyse 
diagnostique de séries de données climatiques. Il vise à mettre en place une méthodologie 
reposant sur des observations climatiques et agronomiques et sur de la modélisation spatiale 
du climat, permettant d’évaluer la variabilité spatiale des paramètres atmosphériques à 
l’échelle d’un terroir viticole dans un contexte de changement climatique. Cette méthodologie 
est développée dans plusieurs vignobles caractéristiques où les conditions climatiques jouent 
un rôle important sur la qualité du vin et où des expérimentations scientifiques sont menées 
depuis plusieurs années : en France dans des vignobles tels que la Champagne et le Val de 
Loire et à l’étranger comme en Afrique du Sud et au Portugal (Carey, 2001 ; Bonnardot et al., 
2001 ; Conradie et al., 2002 ; Bonnardot et al., 2002 ; Planchon et al., 2004 ; Bridier et al., 
2004 ; Madelin, 2004 ; Quénol et al., 2004 ; Bonnardot et al., 2005 ; Sturman et Tapper, 
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2005 ; Bonnardot et Carey, 2007 ; Briche et al., 2007 ; Chabin et al., 2007 ; Quénol et al., 
2007 ; Monteiro et Lopes, 2007 ; Bonnardot et Carey, 2008 ; Madelin et al., 2008 ; Quénol et 
al., 2008 ; Bonnardot et Cautenet, 2009 ; Bonnefoy et al., 2009 ; Briche et al., 2009a ; Briche 
et al., 2009b ; Beltrando et Briche, 2010 ; Bonnardot et al., 2010 ; Bonnefoy et al., 2010 ; 
Briche et al., 2010 ; Madelin et al., 2010 ; Bonnardot et al., 2011 ; Briche et al., 2011a ; 
Briche et al., 2011b). Les approches du changement climatique par les modélisateurs du 
climat sont aujourd’hui trop approximatives pour apporter des réponses à l’échelle d’un 
terroir1 viticole. Les résolutions spatiales des sorties des modèles de circulation générale 
(MCG) sont de plusieurs dizaines kilomètres de côté : de ce fait, une modélisation à échelles 
fines est obtenue avec le modèle à méso-échelle RAMS en étroite collaboration avec Sylvie et 
Guy Cautenet, modélisateurs du C limat du L aboratoire de Météorologie et de Physique 
(LaMP) à Clermont-Ferrand. Ce modèle a déjà permis de réaliser des études en relation avec 
la viticulture. La région viticole de Stellenbosch (Western Cape, Afrique du Sud) a fait l’objet 
d’une modélisation atmosphérique. Les simulations (résolutions de 5 km, 1 km et 200 m) ont 
permis d’étudier le développement des circulations atmosphériques locales, notamment la 
brise de mer et d’évaluer son influence sur le vignoble. (Bonnardot et al., 2001 ; Bonnardot et 
al., 2002 ; Planchon et al., 2004 ; Bonnardot et Cautenet, 2009). En effet, la présence de la 
brise de mer, caractérisée par un changement de direction et une accélération de la vitesse du 
vent, s’accompagnant d’un apport d’humidité et d’une baisse de la température est un aspect 
météorologique important car des vents persistants faibles à modérés peuvent limiter l’activité 
physiologique de la vigne, affectant la croissance et le rendement (Bonnardot et al., 2005).  
 
Cette thèse au carrefour de l’agronomie et de la modélisation numérique du climat met 
en avant les compétences du géographe-climatologue afin de mettre en évidence l’évolution 
probable des températures au sein du vignoble dans un contexte de changement climatique, 
notamment en termes de fréquences d’extrêmes dommageables pour la vigne pouvant avoir 
d’importantes conséquences économiques et sociales. 
Le principal objectif de cette thèse est d’établir une prospective thermique sur le 
changement climatique en Champagne jusqu’à la fin du XXIème siècle à partir de l’analyse de 
sorties thermiques de modèles du climat à d es échelles spatio-temporelles différentes dites 
« globale », « régionale » et « locale ». Trois modèles sont utilisés dans le cadre de cette 
recherche : les modèles français de Météo-France (ARPEGE-Climat) et de l’Institut Pierre 
Simon Laplace (LMD) notamment utilisés pour la rédaction du 4ème rapport du GIEC (2007) 
et le modèle à méso-échelle RAMS dont les sorties sont obtenues auprès de Sylvie et Guy 
Cautenet. Ce travail se doit de montrer l’apport des modélisations numériques du c limat de 
différents types, à trois échelles d’analyse dans une étude sur l’objet géographique que 
                                                 
1 OIV, 2010 : « Le « terroir » vitivinicole est un concept qui se réfère à un espace sur lequel se développe un 
savoir collectif des interactions entre un milieu physique et biologique identifiable et les pratiques vitivinicoles 
appliquées, qui confèrent des caractéristiques distinctives aux produits originaires de cet espace.» 
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représente le vignoble de Champagne qui bénéficie pour le moment de conditions thermiques 
plus favorables (Briche, 2007 ; Briche et al., 2007). Elle se doit d’insister sur la fiabilité des 
modèles quant à la reproduction des phénomènes extrêmes défavorables à la viticulture 
comme le gel printanier et les vagues de chaleur estivale et de proposer un diagnostic de la 
fréquence de ces évènements dans le futur.  
 
Cette thèse s’organise en quatre parties afin de montrer les conséquences possibles du 
changement climatique sur les températures, notamment sur les extrêmes défavorables à la 
vigne en adoptant une démarche de validation et de critique de sorties de modèles du climat à 
plusieurs échelles spatio-temporelles. 
Dans une première partie, un état de l’art de la bibliographie traitant du changement 
climatique est dressé en partant de l’échelle globale pour définir le phénomène étudié et ses 
enjeux, puis à l’échelle des vignobles du m onde entier pour établir un bilan des travaux 
réalisés, des changements observés dans les agrosystèmes viticoles. Enfin un c onstat du 
changement climatique observé en Champagne et les particularités de ce vignoble sont 
développées afin d’insister sur les spécificités et les enjeux du choix de cette zone d’étude. 
Dans une deuxième partie, les données thermiques observées et simulées seront 
développées afin de montrer les échelles temporelles et spatiales d’analyse de cette étude. En 
effet, différents modèles à cap acité temporelle et spatiale différente sont utilisés afin de 
dresser un bilan des prospectives possibles au niveau thermique au sein du vignoble 
champenois et surtout de pouvoir prendre en compte pas à pas les caractéristiques locales du 
vignoble champenois. Les données environnementales utilisées dans le cadre de la calibration 
du modèle RAMS sont également présentées. Enfin, nous développerons les approches 
méthodologiques pour valider les sorties des modèles du c limat sur une période dite « de 
contrôle » de 1950 à  2000 et pour les utiliser dans une démarche prospective sur les 
simulations futures de 2001 à 2100.  
Les résultats de ce t ravail de recherche sont présentés en deux temps. Les trois 
modèles utilisés dans cette thèse présentent des caractéristiques spatiales et temporelles ce qui 
permet d’obtenir des degrés d’information et d’analyse prospective différents. 
Une troisième partie présente les résultats issus de sorties de modèles du climat global 
dont celles du modèle LMD (IPSL) d’environ 300 km de résolution et celles du modèle dit à 
« maille variable » du modèle ARPEGE-Climat de Météo-France. Ces modèles sont 
comparés, validés sur une période de contrôle (avec des bases de données journalières) puis 
on réalise une prospective sur les conditions thermiques et bioclimatiques futures au sein du 
vignoble de la Marne pour le XXIème siècle selon des scénarios de changement climatique 
futur (A1B, B1 et A2). Le modèle ARPEGE-Climat est choisi du fait de sa résolution 
régionale plus appropriée à dresser une prospective des conditions thermiques futures et 
permet d’obtenir des simulations sur un temps long, à résolution spatiale régionale. 
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La quatrième partie montre les résultats obtenus à partir du modèle RAMS à grilles 
imbriquées permettant d’obtenir des simulations sur la période de contrôle, plus courtes, se 
limitant à quelques dates clés des évènements extrêmes de 2003 mais avec une résolution 
spatiale de 200 m. La critique de ces sorties, au pas de temps horaire est établie sur les phases 
gélive printanière et caniculaire estivale afin d’en déduire les biais à corriger pour les 
perspectives de recherche de ce travail de thèse avec une modélisation locale future avec le 
scénario A2. 
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Première partie 
État de l’art 
Cette partie de synthèse bibliographique annonce les clés de lecture de ce t ravail de 
thèse. Dans un premier chapitre, le changement climatique sera abordé de manière générale 
afin d’être défini, de montrer que les modèles du climat sont les seuls outils capables à l’heure 
actuelle de l’anticiper et enfin l’évolution actuelle et future probable des températures en 
France. Un deuxième chapitre montre les enjeux des agrosystèmes viticoles, les constats au 
sein des vignobles du monde mais aussi les impacts déjà observés et possibles futurs sur la 
vigne, tout en considérant les exigences de cette plante de l’échelle régionale à locale. Le 
dernier chapitre aborde le vignoble champenois au sein duquel des répercussions du 
changement climatique sont déjà visibles. Ce vignoble présente un attrait original du fait de sa 
position septentrionale qui bénéficie pour le moment des conditions thermiques qui ont 
tendance à être plus favorables que dans les décennies passées. 
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Chapitre 1  
Du changement climatique à la modélisation 
numérique 
Traiter du changement climatique nécessite de rappeler la naissance du terme, de 
définir les mécanismes à l’origine de ce phénomène. Il s’agit aussi de montrer que les 
modèles du climat sont les seuls outils capables de reproduire l’évolution du climat et 
d’appréhender le futur grâce à des scénarios socio-économiques à l’origine de simulations 
climatiques. Nous montrerons enfin l’évolution des températures sur la France reproduite par 
les modèles du climat ainsi que les températures probables pour le futur. 
1.1 Le changement climatique  
Le terme de changement climatique est défini et développé dans cette partie afin d’en 
comprendre les mécanismes, responsables des modifications observées à l’échelle du globe. 
1.1.1 Origine du phénomène et du débat 
La question du changement climatique mondial est sans cesse évoquée dans l’actualité 
internationale. Le GIEC est chargé de résumer et de synthétiser les informations scientifiques 
à ce sujet. Il est cependant nécessaire d’en préciser brièvement les interrogations et la mise en 
place du débat scientifique qui anime la question du changement climatique.  
1.1.1.1 Les premières interrogations 
Dès 1826, J oseph Fourier met en place les premières lois physiques à l’origine du 
bilan radiatif : « il établit que la température de surface s’ajuste pour équilibrer le bilan 
d’énergie à la surface et que ce bilan est dominé par deux phénomènes : l’absorption du 
rayonnement solaire – qui apporte de l’énergie – et des échanges par rayonnement 
infrarouge – qui contrôlent les pertes d’énergie vers l’espace » (Dufresne et al., 2006). 
Arrhénius (1896) montre que les émissions de CO2, issues de l’industrie qui repose sur 
l’utilisation du charbon, se répandent dans l’atmosphère et s’y accumulent (Folberth et al., 
2005). Après la Seconde Guerre Mondiale, l’apparition de nouveaux outils tels que les 
systèmes d’observations à l’échelle du globe et le développement des ordinateurs a permis le 
lancement de recherches sur l’augmentation de la température due aux émissions notamment 
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de CO2. Dès 1979, le professeur Charney démontre, au moyen de premiers modèles du climat 
sommaires, qu’il existe un réchauffement planétaire et envisage une hausse de la température 
au sein d’une fourchette allant de 1,5°C à 4,5°C en considérant un doublement de la 
concentration de CO2 dans l’atmosphère.  
1.1.1.2 Une prise de conscience concrète ? 
Tous ces résultats ont permis une prise de conscience d’une partie de la communauté 
scientifique. Ainsi, établi en 1988 par l’Organisation Météorologique Mondiale et le 
Programme des Nations Unies pour l’Environnement, le GIEC est chargé d’évaluer les 
recherches scientifiques sur le changement climatique, de mesurer les conséquences 
environnementales et socioéconomiques de ce changement et de formuler des stratégies 
d’adaptation possibles. Le GIEC a publié plusieurs évaluations (2001 et 2007) qui ont aidé les 
gouvernements à élaborer et à mettre en place des politiques et qui ont permis à la Conférence 
des Parties à l a Convention-cadre des Nations Unies sur les changements climatiques 
(CCNUCC), adoptée en 1992, et à son Protocole de Kyoto2, adopté en 1997, de disposer de 
conclusions scientifiques. En effet, l’adoption par le sommet des chefs d’état à Rio en 1992 
d’une convention dans laquelle les signataires s’engagent à stabiliser les émissions de GES est 
une étape majeure dans le débat sur le changement climatique. Néanmoins, même si la quasi-
totalité des pays du globe la ratifie, aucune mesure n’est réellement prise.  
1.1.1.3 Définitions  
Cette Convention-Cadre des Nations Unies sur le Changement Climatique, adoptée à 
Rio de Janeiro et entrée en vigueur en mars 1994, définit les « changements climatiques » 
comme « les changements de climat qui sont attribués directement ou indirectement à une 
activité humaine altérant la composition de l’atmosphère mondiale et qui viennent s’ajouter à 
la variabilité naturelle du climat observée au cours de périodes comparables ».  
La CCNUCC essaie d’évaluer la différence entre « les changements climatiques » 
attribués aux activités humaines et la variabilité attribuée à des évènements naturels. La 
notion de « changements climatiques » peut également prendre en considération les 
modifications déjà observées à la surface du globe telles que des changements phénologiques 
pour certaines espèces végétales, le recul de certains glaciers… Dans le glossaire du troisième 
rapport du GIEC (2001), « les changements climatiques désignent une variation 
statistiquement significative de l’état moyen du climat ou de sa variabilité persistant pendant 
de longues périodes (généralement pendant des décennies ou plus). Les changements 
climatiques peuvent être dus à des processus internes naturels ou à des forçages externes, ou 
                                                 
2A Kyoto, lors de la conférence sur le climat, 159 pays s’accordent sur la réduction de 5,2% pour 2010 de leurs 
émissions de GES par rapport aux émissions de 1990 ; tous ne ratifient pas le protocole. La Russie ratifie ce 
protocole en 2004 en garantissant son entrée en vigueur en 2005. A ce moment, le taux de CO2 dans 
l’atmosphère est de 379 ppm. Ce protocole a été mis en vigueur le 16 février 2005 et la mise en place d’un Kyoto 
2 a été négociée en 2005 et est en vigueur actuellement. 
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à des changements anthropiques persistants de la composition de l’atmosphère ou de 
l’affectation des terres ». 
Le terme de réchauffement climatique ou réchauffement global est utilisé lorsqu’il 
s’agit de prendre en compte l’augmentation de la température moyenne des océans et de 
l’atmosphère à l a surface du globe. Le GIEC propose un consensus en précisant qu’il « est 
hautement probable » - soit à 90% - que le réchauffement prononcé depuis 1950 soit 
d’origine anthropique : il s’agit de l’effet de serre additionnel. Le forçage radiatif mesure la 
variation de la quantité de rayonnement solaire piégée sur Terre. Dans un c ontexte de 
changement climatique, une augmentation de la concentration des GES dans l’atmosphère 
conduit à une augmentation du r ayonnement solaire piégé sur Terre et donc à un forçage 
radiatif dont le bilan est positif, résultante de l’effet de serre additionnel (Rabourdin, 2005 ; 
Beltrando, 2010). 
1.1.2 Effet de serre naturel et effet de serre additionnel 
1.1.2.1 Mécanisme de l’effet de serre 
L’effet de serre est un processus naturel intervenant dans le bilan radiatif de la Terre 
(Figure 1.1), il s’agit d’un « processus d’échauffement des basses couches de l’atmosphère dû 
à l’absorption différentielle des rayonnements solaires et terrestres par les gaz à effet de 
serre » (Beltrando et Chémery, 1995 ; Beltrando, 2004). L’effet de serre naturel maintient une 
température moyenne à la surface du globe d’environ 15°C. 
L’effet de serre additionnel renforce l’effet de serre naturel : il est dû aux gaz produits 
par l’homme qui s’accumulent dans l’atmosphère ; notamment le CO2 issu de la combustion 
des énergies fossiles. Ce forçage radiatif 3 d’origine anthropique (Annexe I) renforce l’effet 
de serre naturel d’environ 1,6 W/m2 (Figure 1.1, (7)) dans une fourchette de +0,6 à +2,4 W/m2 
(GIEC, 2007) depuis 1750 e t contribue à l’augmentation de la température de surface. La 
Terre intercepte une partie du rayonnement en provenance du soleil (ondes courtes). Le flux 
solaire (1) est à la fois absorbé (4) et réfléchi (2 et 3) par l’atmosphère ou la surface. Le flux 
solaire entrant vaut 342 W/m2 en moyenne globale. L’absorption par la surface de la Terre et 
par l’atmosphère (4) permet à la Terre de se réchauffer. Le système planétaire Terre-Océans-
Atmosphère réémet ce qu’il reçoit (5) sous forme de grandes longueurs d’onde ou 
rayonnement infrarouge (ou tellurique) à l’origine de l’effet de serre (7). La planète se 
réchauffe en absorbant 240 W/m2 et se r efroidit en émettant une quantité égale vers 
                                                 
3 « Le forçage radiatif est une mesure de l’influence d’un facteur dans la modification de l’équilibre entre 
l’énergie qui entre dans l’atmosphère terrestre et celle qui en sort, et constitue un indice de l’importance de ce 
facteur en tant que mécanisme potentiel du changement climatique. Un forçage positif tend à réchauffer la 
surface et un forçage négatif à la refroidir » (GIEC, 2007). La valeur du forçage radiatif anthropique est donnée 
pour l’année 2005 par rapport aux conditions préindustrielles définies comme celles de 1750 et est exprimée en 
watt par mètre carré. Sur la Figure 1.1, en rouge, le « +1,6 W/m2 correspond bien au forçage radiatif, il n’y a pas 
création d’énergie, on l’exprime en W/m2 car les gaz permettent à la Terre de se réchauffer. 
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l’atmosphère et l’espace (6). Le rayonnement infra-rouge tellurique (5) est absorbé en partie 
par les GES (7) ce q ui permet à l a Terre d’avoir l’équilibre énergétique connu, et par 
conséquent la vie. Les flux de chaleur sensible et latente4 (8), non radiatifs, permettent le 
transfert vers l’atmosphère d’une partie de l’énergie absorbée par la Terre.  
L’évaluation du changement climatique futur, sous l’action des GES additionnels ou 
de phénomènes naturels, présente des incertitudes du fait d’interactions entre les composantes 
du système climatique encore peu quantifiables. Ainsi, les aérosols forment des nuages 
pouvant avoir un e ffet de refroidissement (Annexe I) : le bilan du f orçage radiatif dû a ux 
aérosols et à leur effet sur les nuages est évalué à un peu plus de -1 W/m2 ; ils contribuent 
donc à réduire les températures de l’air en surface. 
                                                 
4 Chaleur latente : « Énergie ou absorbée ou dégagée lors d’un changement de phase par une substance. » 
(Beltrando et Chémery, 1995) et chaleur sensible : « Chaleur qui modifie la température des corps, à l’exclusion 
de toute quantité d’énergie correspondant à un changement de phase. » (Beltrando et Chémery, 1995). 
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Figure 1.1 : Schéma simplifié du bilan énergétique en W/m2 pour le système climatique dans un 
contexte de changement climatique (les étapes numérotées ont des références dans le texte). 
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1.1.2.2 Les gaz à effet de serre dans l’atmosphère 
Les gaz atmosphériques à structure triatomique, transparents à l a lumière, absorbent 
largement le rayonnement tellurique infrarouge. Ces gaz sont la vapeur d’eau (H2O), le 
dioxyde de carbone (CO2), le méthane (CH4) et l’ozone troposphérique (O3), l’oxyde nitreux 
(N2O). Les activités humaines renforcent les concentrations de ces g az dans l’atmosphère 
mais des gaz artificiels sont dus également à ces activités telles que les chlorofluorocarbures 
(CFC), les hydro-chlorofluorocarbures (HCFC) et les hydrofluorocarbures (HFC) issus des 
systèmes de réfrigération et des aérosols. Les émissions mondiales de GES (Figure 1.2) dues 
aux activités anthropiques ont augmenté d’environ 70% entre 1970 et 2004. La plupart des 
gaz ont une évolution croissante de leur concentration notamment le méthane et l’oxyde 
nitreux. Le quart de ces émissions est issu de l’approvisionnement énergétique : l’agriculture 
dégage essentiellement du méthane, la foresterie et l’industrie utilisant les combustibles 
fossiles le dioxyde de carbone. Le dernier rapport du G IEC précise que : « l’essentiel de 
l’élévation de la température moyenne du globe observée depuis le milieu du XXème siècle est 
très probablement attribuable à la hausse des concentrations de GES anthropiques » (GIEC, 
2008). 
 
Figure 1.2 : a) Émissions annuelles de GES anthropiques dans le monde, 1970–2004. b) Parts 
respectives des différents GES anthropiques dans les émissions totales de 2004, en équivalent - CO2
5. 
c) Contribution des différents secteurs aux émissions totales de GES anthropiques en 2004, en 
équivalent - CO2 (Source : GIEC, 2008). 
 
                                                 
5 « Équivalent - CO2 ou équivalent carbone: Concentration de dioxyde de carbone qui entraînerait un forçage 
radiatif de même importance qu’un mélange donné de dioxyde de carbone et d’autres gaz à effet de serre » 
(GIEC, 2008). 
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D’après le GIEC (2008), la concentration du CO2 dans l’atmosphère a au gmenté 
depuis la révolution industrielle entraînant une augmentation de la température à la surface du 
globe depuis les années 80 d’ environ 0,6°C. Le réchauffement climatique des 50 dernières 
années est considéré anthropique du fait d’un effet de serre additionnel s’ajoutant à l’effet de 
serre naturel : en effet, la comparaison entre les observations et les simulations du climat 
permet d’attribuer l’essentiel du réchauffement climatique aux gaz à effet de serre d’origine 
humaine. Les simulations qui ne tiennent pas compte de l’augmentation des concentrations de 
gaz à effet de serre liées aux activités humaines ne reproduisent pas complètement le climat 
des 100 dernières années. Le GIEC (2007) prévoit que la croissance mondiale et le 
développement économique associé auront pour effet la poursuite des rejets massifs de gaz à 
effet de serre. Le réchauffement climatique dans le futur sera donc amplifié par leur stockage 
dans l’atmosphère avec les conséquences socio-économiques, environnementales qui en 
résulteront. Les modèles du climat sont les outils capables, à l’heure actuelle, de donner une 
prospective des conditions climatiques futures. 
1.2 La modélisation numérique du climat 
Dans le cadre de ce travail de thèse, il s’agit de tester et valider les sorties de modèles 
du climat à d ifférentes échelles sur une période de contrôle (1950-2000) afin de donner 
ensuite une prospective du c limat en Champagne viticole. La définition de ce qu’est un 
modèle numérique du climat permet d’en montrer les différents types mais aussi les limites. 
La précision des modèles s’est renforcée depuis les dernières conclusions du GIEC annoncées 
en 2001 ainsi que le couplage entre les différentes composantes (océaniques, atmosphériques). 
1.2.1 La modélisation numérique : des MCG aux modèles régionaux 
Le dernier rapport du GIEC (2007) dresse le bilan des études réalisées sur les modèles 
afin d’obtenir les simulations les plus fiables possibles en limitant les degrés d’incertitude. 
Cependant, plus les paramètres pris en compte sont nombreux, plus les marges d’incertitudes 
augmentent car les interactions des phénomènes climatiques sont difficiles à reconstituer de 
manière réelle (Somot, 2005).  
1.2.1.1 Définition d’un modèle de circulation générale 
Les modélisateurs ont mis au point des modèles de climat pour simuler les conditions 
climatiques à la surface du globe. Ces outils mathématiques complexes sont capables de 
simuler, grâce à un ordinateur, l'évolution des éléments qui composent le système climatique. 
Un  modèle climatique peut être défini comme « une représentation numérique du système 
climatique basée sur les propriétés physiques, chimiques et biologiques de ses composants, 
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leur processus d’interaction et de rétroaction, et représentant la totalité ou une partie de ses 
propriétés connues. Le système climatique peut-être représenté par des modèles présentant 
divers niveaux de complexité - une « hiérarchie » de modèles peut être identifiée pour un 
composant individuel ou un ensemble de composants, et ces modèles présentent des 
différences telles que le nombre de dimensions spatiales, l’étendue de la représentation 
explicite des processus physiques, chimiques ou biologiques ou le degré d’inclusion des 
paramétrages empiriques. (…) Les modèles climatiques sont des outils de recherche utilisés 
pour l’étude et la simulation du climat, mais également dans des buts opérationnels, 
notamment des prévisions climatiques mensuelles, saisonnières et interannuelles » (GIEC, 
2001). Les modèles numériques de simulation du climat se basent sur des équations primitives 
de la mécanique, de la physique et de la thermodynamique des fluides (Le Treut, 2010 ; 
Jouzel, 2011). Ils ont été créés pour tenter de recréer la complexité du monde réel à partir des 
équations qui régissent la dynamique de l’atmosphère et de l’océan (Le Treut, 2010). Les 
modèles s’appuient sur des lois physiques pas sur les données observées, même si la 
confrontation aux données sur une période connue constitue une démarche permanente de 
validation des modèles. Les modèles n’utilisent aucune donnée historique, qu’il s’agisse du 
passé récent (les derniers siècles) ou plus ancien (le Quaternaire). Certains modèles sont plus 
complexes que d’autres ; par exemple ils intègrent les différentes composantes tels que les 
océans, la végétation, l’atmosphère : il s’agit de modèles couplés terre-océan-atmosphère. 
L’atmosphère et les océans sont découpés en « boîtes élémentaires » (Lauffenburger, 2007 ; 
GIEC, 2007 ; Beltrando, 2010 ; Jouzel, 2011) dont la dimension est d’environ 200 à 300 km 
pour les modèles globaux ; les moyennes des variables sont ensuite obtenues pour chacune 
des boîtes élémentaires à des pas de temps successifs. 
1.2.1.2 Des modèles globaux de circulation générale aux modèles régionaux 
Les modèles de circulation générale de l’atmosphère possèdent donc une maille 
grossière de l’ordre de quelques centaines de kilomètres. Ces modèles ne prennent pas 
correctement en compte au sein de ces boîtes les phénomènes interagissant à une échelle plus 
grande tels que les nuages, les mécanismes de convection, etc. Ils ne permettent pas non plus 
de répondre aux études d’impacts locales où certains phénomènes se produisent à des échelles 
plus fines incluant les variations météorologiques locales mais aussi les possibilités de 
réactions anthropiques face à une éventuelle menace climatique.  
Dans le but de répondre aux interrogations que suscitent le changement climatique 
notamment en termes d’extrêmes climatiques à l’échelle régionale, voire locale, il existe 
différentes méthodes de « downscaling » ou « désagrégation d’échelle ». Météo-France utilise 
ARPEGE-Climat avec une résolution variable allant de 50 km sur la Méditerranée à 450 km 
dans le Pacifique (Déqué et Li, 2007). Afin de prévoir le climat pour une région donnée à 
échelles plus fines, l’emploi d’un Modèle de Circulation Régionale (MCR) est indispensable 
pour une meilleure prise en compte des phénomènes locaux et de la topographie, la 
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végétation, l’occupation des sols, le réseau hydrologique. Météo France utilise ainsi le modèle 
ALADIN avec une résolution de 10 km qui est un MCR appelé également modèle « à aire 
limitée ».  
De nombreuses études et projets en cours visent donc à améliorer la coopération des 
scientifiques concernant les modèles du climat afin d’affiner les échelles d’analyse tels que : 
- le projet ESCRIME (Terray et Braconnot, 2007) qui propose de réunir les analyses 
qui sont effectuées sur les simulations climatiques réalisées dans le cadre du 4ème 
rapport du GIEC. Ce projet met surtout en relation les équipes de modélisateurs 
français avec la mise à disposition des données de l’Institut Pierre Simon Laplace 
(IPSL) et Météo-France, sachant que ces d eux modèles diffèrent essentiellement 
par leur composante atmosphérique.  
- le projet DRIAS qui vise à donner accès aux scénarios de changement climatique 
régionalisés français pour l’impact et l’adaptation de nos sociétés et 
environnement. Ce projet va permettre d’obtenir les scénarios du C NRM, du 
CERFACS et de l’IPSL. Des scénarios désagrégés à éch elles fines (8 km) sont 
ainsi en cours de réalisation et de validation au CERFACS avec les scénarios 
SCRATCH08 (Pagé et al., 2008) et désormais les scénarios SCRATCH2010 (Pagé 
et Terray, 2010). Ils visent à réaliser des inter-comparaisons de modèles couplés 
afin d’obtenir des simulations à éc helles locales fiables sur la France rendues 
disponibles aux chercheurs qui travaillent sur des études d’impacts sur la France 
(Pagé et al., 2009, Pagé et Terray, 2010 ; Terray et al., 2010). Le projet DRIAS 
permet d’obtenir trois types d’informations climatiques correspondant à trois 
degrés d’intégration. Le premier type est la donnée climatique brute qui 
correspond aux sorties de modèles sous forme numérique, viennent ensuite les 
produits élaborés à p artir des données brutes comme des indices, cartes, etc 
(Lémond et al., 2011) et également des informations relatives à d es mesures 
d’adaptation et des outils d’aide à la décision et de diffusion. 
A l’heure actuelle, il existe donc différents types de modèles (Figure 1.3) : 
- les MCG d’une résolution d’environ 300 km sur le globe tels que les modèles 
français ARPEGE-Climat de Météo-France et le modèle LMD de l’IPSL, 
- les MCG à haute résolution ayant une maille fine en tout point du globe, 
- les MCG à maille variable ou « zoomable » issus des deux modèles précédents avec 
notamment le zoom ARPEGE-Climat d’environ 50 km sur la France et celui de l’IPSL dans 
ce cas appelé LMDz, 
- les MCR appelés aussi modèles à méso-échelles tels que RAMS ou modèles à « aire 
limitée » tels qu’ALADIN (Météo-France). 
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Il existe plusieurs méthodes de désagrégation, développées ci-dessous, dont la plupart 
sont aussi des méthodes d’évaluation et de correction des incertitudes. 
1.2.2 Désagrégation d’échelles, méthodologies et incertitudes 
Les méthodes de désagrégation se divisent en deux grandes familles : 
- la méthode de désagrégation dynamique qui consiste à « résoudre explicitement la 
physique et la dynamique du système climatique régional » (Boé et Terray, 2008). 
Les MCR à aire limitée sont contraints par les MCG sur leurs frontières latérales et 
pour les conditions limites océaniques. 
- la méthode de désagrégation statistique qui consiste à établir une relation entre les 
variables locales et les « prédicteurs » modèles. 
Ces deux méthodes sont souvent combinées. 
1.2.2.1 Les méthodes de désagrégation d’échelles 
Les études d’impacts à éch elles locales nécessitent la prise en compte des 
hétérogénéités spatiales non résolues par les équations des modèles du climat à p etites 
échelles ou d’en corriger les principaux défauts. Les MCG ont généralement des résolutions 
de plus de 2° et cette résolution ne permet pas de rendre compte de l’évolution locale du 
climat d’où la nécessité d’utiliser des méthodes de désagrégation spatiale. Les échelles de 
temps et d’espace caractéristiques des processus à échelles fines diffèrent de celles résolues 
par les modèles climatiques. Il existe des techniques dynamique et/ou statistique qui ont été 
développées pour effectuer ce transfert d’échelle (Figure 1.3).  
Parmi ces t echniques, il existe des méthodologies de désagrégation d’échelle 
statistique basées sur : 
- l’utilisation du concept de type de temps (Pagé et al., 2008 ; Boé, 2007 ; Boé et 
Terray, 2008). « L’hypothèse principale s’énonce comme suit : chaque régime de 
temps particulier (représenté par une variable de circulation atmosphérique de 
[petite] échelle : le/les prédicteur(s)) est associé à une distribution spécifique des 
variables climatiques locales (par exemple la température et les précipitations à 
[grande] échelle : le/les prédictant(s)). Cette association est représentée par une 
fonction de transfert qui est construite statistiquement à partir des observations et 
réanalyses disponibles » (Pagé et al., 2008 ; Pagé et Terray, 2010). Cette méthode 
de désagrégation statistique multivariée (Boé, 2007 ; Boé et Terray, 2008 ; Pagé et 
Terray, 2010) est d’abord réalisée sur des séries d’observations d’analyses 
météorologiques à méso-échelle de 1958 à  2008 regroupées dans la base de 
données SAFRAN générée par Météo-France (Quintana-Segui et al., 2008 ; Pagé, 
2008). 
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- la méthode quantile-quantile (Déqué, 2007) qui consiste à associer chaque centile 
du modèle aux centiles d’observations correspondantes est une autre méthode de 
désagrégation statistique possible. Ces deux méthodes sont utilisées pour 
régionaliser les données mises à disposition dans DRIAS.  
Il est également possible de désagréger dynamiquement avec des modèles à m éso-
échelles tels que Méso-NH : ces modèles sont forcés à leurs frontières par des champs à basse 
résolution.  
Ces méthodes de désagrégation impliquent bien entendu des incertitudes liées au 
processus même de régionalisation. 
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Figure 1.3 : Types de régionalisation : dynamique et statistique (les encadrés avec une bordure en gras 
sont utilisés dans ce travail de thèse). 
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1.2.2.2 Les incertitudes des sorties de modèles 
La question des incertitudes est centrale par rapport à l ’utilisation des scénarios 
climatiques pour les études d’impact. Des marges d’incertitudes sont inhérentes à l’utilisation 
des sorties de modèles et il est nécessaire d’en tenir compte. Pagé et al. (2008) propose une 
hiérarchisation des sources d’incertitude : 
- « Les scénarios futurs sont appelés sources d’incertitude « réflexive » car la 
société fait partie à la fois du problème et de la solution. 
- Les imprécisions des connaissances concernant les phénomènes climatiques tels 
que la modélisation des nuages et par conséquent de leur représentation 
approximative dans les modèles sont qualifiées d’incertitudes « épistémiques ». 
- Les incertitudes liées à la variabilité du climat et qui englobent la problématique 
des conditions initiales du modèle sont appelées « stochastique ». 
- La dernière source d’incertitudes étant résultante du downscaling ». 
Il est difficile d’appréhender la question des incertitudes avec précision et il faut 
prendre les scénarios futurs comme des estimations et non la projection fiable du climat futur 
réel. De plus, les incertitudes des études d’impacts du changement climatique résultent 
« d’une cascade d’incertitudes » allant des incertitudes des simulations futures, jusqu’aux 
incertitudes de l’évaluation des impacts. Les modèles de circulation générale sont en effet 
d’abord testés et validés sur une période passée instrumentée et les premières incertitudes 
apparaissent quant à la comparaison de données relevées à des données simulées, quant à la 
fiabilité des données observées finalement homogènes que depuis 1970 (Puget et al., 2010) et 
aux corrections à apporter sur les distributions statistiques des sorties de modèles (Boé et al., 
2006 ; Déqué, 2007 ; Déqué et Somot, 2010). Les études sur le changement climatique sont 
menées dans une dynamique prospective : le futur est impossible à prédire mais peut être 
anticipé. Les modèles de circulation générale (MCG) du climat permettent de donner un 
aperçu du climat futur en intégrant l’incertitude par la formulation de différents scénarios 
d’évolution du climat (Allard et al., 2008) : un scénario est « une description cohérente, 
structurée et plausible d’un état futur du m onde » et tous les scénarios ont la même 
probabilité. En proposant plusieurs futurs possibles, les scénarios permettent de tenir compte 
des incertitudes associées aux différentes voies que peut emprunter le développement social, 
économique et environnemental des sociétés à l’origine de l’effet de serre additionnel.  
Simuler le long terme engage des incertitudes fortes inhérentes à la méconnaissance de toutes 
les interactions au sein du système climatique et surtout à leur prise en compte de manière 
simplifiée dans la modélisation climatique (Carrega, 2008 ; Douguedroit, 2008). Les 
incertitudes proviennent de différentes sources telles que les nuages très difficiles à modéliser, 
les émissions de méthane mal évaluées, les mécanismes liés à l a fonte des glaciers, les 
changements de circulation atmosphérique, etc. De plus, le changement climatique est 
considéré lui-même comme une source d’incertitude aux différentes échelles spatiales : les 
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échelles sont difficiles à articuler dans ce type d’étude en termes d’estimation de l’évolution 
des paramètres climatiques à d es échelles de plus en plus fines. Le « downscaling » ou 
descente en échelles des modèles permet d’affiner la résolution spatiale des MCG mais cette 
désagrégation induit également des incertitudes de diverses origines telles que des déficiences 
de paramétrisations, de compréhension limitée des imbrications d’échelles et des phénomènes 
extrêmes. L’incertitude est plus importante lorsque les scénarios sont régionalisés : les 
modèles à m aille variable proviennent des MCG et ne prennent pas en compte toutes les 
rétroactions complexes possibles au sein des écosystèmes ou même le comportement des 
sociétés locales qui tentent de s’adapter au changement climatique. 
1.2.2.3 Fiabilité de la régionalisation ? 
La régionalisation a pour but d’affiner spatialement les données climatiques en tenant 
compte des hétérogénéités spatiales mal résolues et de corriger les distributions spatio-
temporelles des variables climatiques afin de rendre les études d’impacts aux échelles locales 
plus fiables. Le principe général des études d’impact est de permettre aux acteurs locaux 
d’anticiper les changements en produisant des données futures. Le downscaling dynamique 
permet notamment d’affiner la résolution spatiale du relief, beaucoup mieux pris en compte 
par les MCR que les MCG. Les données de sorties de MCR (environ 50 km ) sont parfois 
corrigées et désagrégées dans le but d’obtenir une résolution encore plus localisée (8 km). Les 
données corrigées, notamment par méthodes statistiques et transfert d’échelles sont donc 
nécessaires pour répondre à des questionnements locaux car leur résolution est plus fine et 
correspond mieux aux modèles d’études d’impacts.  
Les méthodes statistiques sont moins onéreuses que le downscaling dynamique : elles 
permettent de corriger la distribution statistique des séries simulées par les MCG à m aille 
variable notamment en termes d’extrêmes climatiques ; ceux-ci étant les phénomènes les plus 
contraignants à l ’échelle locale et dont l’agriculture est souvent tributaire : gel, grêle, 
canicule, inondation, etc. Cependant, ces corrections effectuées sur des périodes passées (dites 
de « contrôle ») – la confrontation aux données d’observations étant une démarche 
permanente de validation des modèles – sont souvent appliquées sur les scénarios futurs avec 
le postulat que le système climatique évolue vers la même tendance dans le futur, incluant de 
ce fait des marges d’incertitudes inéluctables. De surcroît, plus la résolution géographique 
s’affine, plus les phénomènes pris en compte sont complexes, difficilement modélisables car 
leurs mécanismes ne sont pas encore complètement compris ou les outils informatiques ne 
peuvent pas en tenir compte. 
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Les scénarios sont cependant des outils efficaces pour mesurer les impacts possibles 
du changement climatique à condition d’en mesurer les limites, d’en quantifier les 
incertitudes6 et d’en déterminer les biais7. 
Dans ce t ravail de recherche, plusieurs sorties de modèles issues de downscaling 
dynamique sont étudiées afin de déterminer la qualité des modèles régionaux et locaux quant 
à une étude prospective du c hangement climatique en Champagne. Même si des biais sont 
inhérents et seront mis en exergue, plusieurs échelles seront utilisées afin de déterminer les 
apports de l’utilisation de modèles à éch elle régionale sur des pas de temps longs et 
saisonniers. Ils permettront de déterminer une tendance générale dans le futur des conditions 
thermiques probables en fonction des scénarios mais aussi sur une simulation plus fine, à 
l’échelle locale, sur quelques évènements de l’année 2003 afin d’établir si la prise en compte 
des facteurs locaux dans un modèle à h aute résolution permet de reproduire les extrêmes 
thermiques avec précision. La combinaison de ces deux approches permettra d’énoncer une 
critique raisonnée de la modélisation climatique appliquée à une région viticole.  
1.2.3 Les scénarios climatiques 
Les études sur le changement climatique utilisant des sorties de modèles du climat 
s’organisent toujours en deux temps, utilisés également dans le cadre de la thèse : 
- les sorties de modèles sont d’abord testées sur une période de référence, dite 
période de « contrôle »8. En effet, les données simulées sont confrontées aux 
données observées, cela fait partie de la démarche de validation des sorties de 
modèles. Les biais inhérents à la modélisation sont ainsi mis en évidence et parfois 
corrigés par les équipes de modélisateurs.  
- des scénarios climatiques issus du forçage des modèles par les scénarios 
d’émissions des GES en fonction des évolutions socio-économiques du G IEC 
(2007) sont réalisés et analysés pour plusieurs scénarios comprenant une fourchette 
assez large d’évolution possible du climat. 
                                                 
6 Les incertitudes sont différentes des biais. L’incertitude se quantifie souvent par un « intervalle d’incertitude » 
à une valeur de référence ou alors elle est qualifiée selon son type : « réflexive », « épistémique », etc. ou selon 
sa provenance (liée au scénario d’émission, à la régionalisation).  
7 Les biais sont les différences inévitables observés entre les données observées et les données simulées lors du 
changement d’échelles de temps et d’espace. Par exemple, la méthode quantile-quantile (Déqué, 2007) « ne se 
contente pas de corriger les biais des valeurs moyennes des variables climatiques de la simulation de référence, 
mais elle corrige également les biais de leurs distributions statistiques en « ramenant » les fonctions de 
distribution des variables simulées vers les fonctions de distribution des observations. Les statistiques des 
événements extrêmes calculées à p artir des variables corrigées de la simulation de référence sont donc très 
proches des statistiques des événements observés. Les mêmes corrections sont aussi appliquées aux résultats des 
scénarios du climat futur en faisant l’hypothèse que les biais sur les distributions statistiques restent inchangés 
entre le climat actuel et le climat futur. » (Jouzel, 2011) 
8Dans ce travail de recherche, la période de « contrôle » est de 1950 à 2000 pour les modèles ARPEGE-Climat et 
LMD, 2003 pour RAMS. De plus, les données simulées obtenues pour cette recherche sont brutes, elles n’ont 
donc pas été corrigées. 
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Afin de donner cette fourchette d’évolution possible du c limat, il existe différentes 
familles de scénarios d’émissions de GES qui dépendent du contexte mondial (Figure 1.4) : 
évolution démographique, technologique et économique. Ces  scénarios élaborés par le GIEC 
décrivent une évolution du monde avec des variations quantitatives de GES selon si les 
scénarios sont orientés vers une politique globale d’économie de marché ou si des mesures 
environnementales seront prises dans l’avenir. 
 
Figure 1.4 : Famille des scénarios selon leurs orientations majeures (Source : GIEC, 2007). 
Nous montrerons désormais l’évolution des températures à l ’échelle de la France 
observée et simulée par le modèle ARPEGE-Climat ainsi que les premières prospectives 
obtenues quant aux extrêmes dans le futur. 
1.3 L’évolution possible des températures en France 
La température a augmenté d’environ 0,74°C en France de 1905 à  2007 ; cette 
augmentation est supérieure au réchauffement global des températures car la moyenne globale 
prend en compte les océans qui se réchauffent moins que les continents. Le réchauffement des 
températures est plus marqué dans le Sud de la France que dans le Nord et les températures 
minimales augmentent davantage que les maximales.  
Nous présentons quelques résultats réalisés dans le cadre du projet européen 
PRUDENCE et du projet français GICC-IMFREX. Le modèle ARPEGE-Climat est utilisé 
pour des simulations sur la période de contrôle (1961-1990) et sur la période de simulation 
future (2070-2099) avec le scénario A2. Les données simulées de la période de contrôle ont 
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été recalibrées par rapport aux observations pour les résultats du « climat actuel » et les 
mêmes corrections ont été appliquées sous l’hypothèse A2 (www.imfrex.mediasfrance.org). 
1.3.1 Les températures moyennes : comparaison modèle-observation 
Les simulations du modèle ARPEGE-Climat sur la période de contrôle présentent des 
biais inévitables dus aux processus de modélisation. Par exemple, sur les températures 
moyennes en été (Figure 1.5), la simulation sous-estime les températures moyennes les plus 
basses. Le Massif Central, la Bretagne et le Pas-de-Calais présentent des températures 
moyennes estivales entre 14 e t 16°C alors qu’en réalité, ces zones géographiques ont des 
températures estivales moyennes entre 16 et 18°C : le biais froid est d’environ 2°C. Ce biais 
est également observé pour les températures moyennes estivales les plus élevées : la 
température de la Corse est sous-estimée d’environ 2°C également. La répartition spatiale de 
la température en France est mieux reproduite dans le Nord de la France que dans le Sud, les 
isothermes du modèle sont très différents des isothermes observés au niveau de la 
Méditerranée, des Alpes et des Pyrénées, sans doute par le lissage de la topographie et du 
relief, encore mal représentés par les sorties de modèles régionalisées. « La relative bonne 
adéquation du climat moyen simulé avec le climat observé n’est pas un gage suffisant » 
(www.imfrex.mediasfrance.org), des calibrations et corrections sont nécessaires afin de mieux 
représenter les extrêmes qui sont la principale interrogation des utilisateurs de sorties de 
modèles du climat. Les calibrations sont donc effectuées sur les fonctions de répartition des 
séries de données et non sur les moyennes car corriger le biais de 2°C sur la période future ne 
« rendra pas les fréquences des phénomènes extrêmes du modèle plus réaliste » 
(www.imfrex.mediasfrance.org). Des simulations corrigées permettent de comparer le climat 
actuel au climat futur.  
 
Figure 1.5 : Températures moyennes en été sur la période 1961-1990 simulées par le modèle 
ARPEGE-Climat à gauche et observées à droite (Adapté de Météo-France). 
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1.3.2 L’évolution des températures extrêmes 
Concernant les extrêmes, les températures minimales inférieures à -5°C pourraient 
diminuer dans le futur (Figure 1.6) avec les conséquences possibles dans les régions de 
montagne où l’enneigement pourrait ne plus être assez conséquent pour les stations de ski par 
exemple. 
 
Figure 1.6 : Probabilités de températures minimales inférieurs à -5°C en hiver, sur le climat actuel à 
droite, sur le climat futur (A2) à gauche (Adapté de www.imfrex.mediasfrance.org) 
En été, les extrêmes caniculaires pourraient être observés sur toute la France dans le 
futur avec un risque accru de sécheresse en Méditerranée (Figure 1.7). 
 
Figure 1.7 : Nombre de jours où la température maximale dépasse 35°C pour la période 1961-1990 à 
gauche et pour la période 2071-2100 (scénario A2) à droite (Adapté de www.imfrex.mediasfrance.org) 
.  
  
29 Première Partie : État de l’art 
CONCLUSION DU CHAPITRE 1 
Ces quelques résultats montrent l’importance accordée aux extrêmes et la 
nécessité de régionaliser les scénarios climatiques afin de mieux les prendre en 
considération. Cependant, la régionalisation comporte des biais et des incertitudes 
inhérents aux processus de modélisation qui ne sont pas encore bien évalués d’où la 
multitude de projets axés sur cette thématique de recherche. Il faut également nuancer 
les résultats obtenus : ils diffèrent sensiblement selon la manière de les présenter. Ainsi, 
lorsqu’ils sont présentés en termes de probabilité de dépassement de certains seuils 
thermiques, l’impact du changement climatique apparaît comme plus impressionnant 
que lorsqu’ils sont présentés en termes d’accroissement ou de diminution de centiles 
(Déqué in www.imfrex.mediasfrance.org). En effet, par exemple le seuil des 35°C en 
France est peu représenté dans les températures estivales du climat actuel : il a donc une 
faible densité et la moindre augmentation de températures va entraîner une forte 
fréquence de ce seuil. Ces limites seront prises en compte dans le cadre de l’étude, où la 
présentation des résultats par fréquences de dépassement de seuils thermiques est très 
largement développée pour rendre compte des possibles répercussions sur la vigne. 
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Chapitre 2  
Impacts du changement climatique sur la 
viticulture 
Le changement climatique est observé pour de nombreux agrosystèmes  (Delecolle et 
al., 1999 ; Seguin, 2002, 2003 et 2004) et des chercheurs s’interrogent depuis quelques 
années sur la viticulture, créneau économique majeur pour certaines régions dites viticoles 
telles que la Bourgogne, le Bordelais et la Champagne. Concernant ces écosystèmes viticoles, 
de nombreuses études sont réalisées tant agronomiques que climatiques : en effet, les 
communautés viticoles souhaitent anticiper les futurs impacts probables afin de pouvoir 
s’adapter à une nouvelle donne géographique des vignobles. Ce chapitre dresse un tableau 
des études réalisées sur le changement climatique et la viticulture en montrant les 
changements perceptibles au sein des écosystèmes viticoles mondiaux. 
2.1 Evolutions observées à la surface du globe dans les régions 
viticoles 
Pour se développer, la vigne a besoin d’un climat favorable avec notamment des 
exigences quant au rayonnement solaire, à l a température et également à l ’eau. Dans le 
contexte du changement climatique actuel, les paramètres nécessaires à la vigne pour son bon 
développement végétatif pourraient être modifiés avec une multiplication des évènements 
extrêmes tels que les canicules, sécheresses, etc. 
2.1.1 Principaux facteurs explicatifs de répartition spatiale de la vigne 
2.1.1.1 La latitude : facteur limitant de la culture de la vigne 
Comme en témoignent les indices bioclimatiques, la culture de la vigne est possible 
sur certaines bandes latitudinales et cela malgré le fait que les hommes ont le pouvoir de 
modeler le paysage viticole (Huglin, 1986 ; Galet, 2000). En effet, certaines températures 
s’avèrent trop extrêmes pour le bon déroulement du cycle végétatif de la vigne : les limites 
principales sont celles des températures trop faibles ne pouvant permettre le cumul des seuils 
thermiques permettant à la vigne de se développer et donc de laisser les raisins mûrir. 
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2.1.1.2 La lumière et le photopériodisme 
La vigne est un végétal : elle entre donc dans le processus complet de la 
photosynthèse. Lors de la phase lumineuse de la photosynthèse, une partie de l’énergie 
fournie par les rayons lumineux est captée par les pigments des cellules chlorophylliennes 
appelées chloroplastes ; lors de la phase obscure, d’autres phases physico-chimiques ont lieu 
notamment pour la synthèse des sucres (Huglin, 1986). 
La lumière est le facteur principal de la photosynthèse comme en témoigne la 
littérature foisonnante sur la vigne et la photosynthèse (Carbonneau, 1976 ; Kliewer, 1977). 
Les espèces sont plus ou moins sensibles au photopériodisme (Pérarnaud et Raynal, 1991). La 
vigne est une plante héliophile préférant les jours longs (Galet, 2000). 
2.1.1.3 L’eau : nouvelle inquiétude de la communauté viticole ? 
L’eau intervient dans la biochimie des ceps de vigne en éléments extraits du s ol 
nécessaires à son développement (Pérarnaud et Raynal, 1991). Par son évaporation, elle 
protège les organes de la vigne contre l’échauffement. Sous forme pluvieuse, l’eau alimente 
les nappes phréatiques en hiver et permet ensuite le développement optimal des organes de la 
vigne lors de certaines phases végétatives comme la floraison (Ribéreau-Gayon et Peynaud, 
1971). Bien que la vigne soit une liane robuste résistante à la sécheresse et qu’un léger déficit 
hydrique pendant la maturation augmente la qualité organoleptique des vins (Huglin, 1986), 
un manque d’approvisionnement des réserves utiles au déroulement du c ycle végétatif 
pourrait engendrer des répercussions sur le végétal. 
Le changement climatique devrait accentuer au cours du XXIème siècle les évènements 
extrêmes (GIEC, 2007) tels que les vagues de chaleur (comme celle de 2003). Or les besoins 
en eau varient beaucoup d’un cépage à l’autre et d’une région viticole à l’autre. Tandis que les 
vignobles du Sud de la France pourraient subir des dommages importants dus à la sécheresse, 
ceux de Champagne bénéficient de sols calcaires permettant un stockage hydrique qui pallie 
le manque d’eau lors d’une sécheresse estivale. Ce point ne sera donc pas abordé dans la suite 
de l’étude. 
2.1.1.4 La vigne tributaire des conditions thermiques 
La température joue un rôle primordial : en effet, le développement optimal de la 
vigne est limité par des seuils thermiques aux différents stades du cycle végétatif, notamment 
d’avril à septembre quand la vigne est active. Dès la sortie de dormance, au moment du 
débourrement, seules les températures dites actives sont prises en compte. Sont considérées 
comme « actives » les températures supérieures ou égales à 10°C considérées comme le zéro 
de végétation (Amerine et Winkler, 1944 ; Winkler, 1962 ; Winkler et al., 1974 ; Huglin, 
1986 ; Galet, 2000). La température joue un rôle également dans les échanges hydriques 
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(Pérarnaud et Raynal, 1991) et elle régule la photosynthèse (Huglin, 1986) du f ait de sa 
grande variabilité saisonnière, journalière et spatiale.  
Des fréquences plus élevées de dépassement des seuils thermiques défavorables à la vigne ? 
Un optimum thermique (Figure 2.1) existe entre 25°C et 30°C (Winkler et al., 1974) 
notamment durant la période estivale et l’effet de cumul des températures actives joue un rôle 
dans le bon développement de la vigne (Huglin, 1986).  
Les deux seuils thermiques principaux et défavorables à la vigne sont : 
- Au printemps, le seuil des températures inférieures à -2°C, au moment du 
débourrement, peut favoriser le gel les bourgeons et compromettre le 
développement de la vigne (Huglin, 1986 ; Crespy, 1987 ; Crespy, 1992 ; Galet, 
2000 ; Madelin, 2004) : il s’agit du gel agronomique. Les gelées météorologiques 
sont radiatives ou advectives ; dans la réalité l’aléa gélif résulte de la combinaison 
des deux phénomènes associée à la vulnérabilité du végétal (Madelin, 2004).  
- Le seuil estival des 35°C, retenu suite à la confrontation de la bibliographie, se 
situe à partir de 35°C jusqu’à 42°C (Champagnol, 1984 ; Huglin, 1986 ; Galet, 
2000). Dans le cadre de cette thèse, le seuil des températures estivales supérieures 
à 35°C est choisi du f ait du r elevé des données à 2 m du sol9, les températures 
étant plus élevées au contact de la surface terrestre. Dans un contexte de 
réchauffement, de longues périodes de températures supérieures à 3 5°C sont 
défavorables à la bonne maturité des baies qui s’assèchent sous l’effet de cumuls 
thermiques trop élevés. Cela favorise l’échaudage des baies (Crespy, 1987). Pour 
Galet (2000), l’échaudage n’intervient qu’autour de 42°C. Dokoolzian et Bergqvist 
(2001) montrent en Californie pour le Grenache noir et le Cabernet Sauvignon que 
les températures supérieures à 37°C en milieu de journée sur des grappes exposées 
au soleil, bloquent l’accumulation des sucres, des anthocyanes et des polyphénols 
et des températures supérieures à 35°C pendant la phase de maturation perturbent 
également la synthèse des flavanoïdes qui contribuent à la bonne synthèse des 
tanins (Matus et al., 2006).  
Une tendance au réchauffement déjà observée dans les vignobles du Monde 
Par définition, les extrêmes sont des phénomènes rares, intenses, à l’origine de pertes 
socio-économiques importantes. Les extrêmes thermiques défavorables à l a vigne lors des 
périodes clés du c ycle végétatif pourraient augmenter dans un c ontexte de changement 
climatique et des changements dans l’intensité et la fréquence des extrêmes climatiques 
pourraient avoir des conséquences environnementales et socio-économiques (Kharin et 
                                                 
9 En effet, les températures sont plus élevées au contact de la surface du sol en été en journée, du fait des 
interactions et des transferts de chaleur entre le sol et l’atmosphère qui constitue la couche limite ; la température 
relevée par le capteur thermique des stations météorologiques à 2 m du sol est donc moins élevée que celle à 
proximité des ceps de vignes. 
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Zwiers, 2000). Lorsque les températures sont trop élevées, la vitesse de croissance de la vigne 
n’est plus linéaire à l’augmentation de la température (Buttrose et Hale, 1973) ce qui poserait 
problème dans certaines régions viticoles. Par exemple, au Québec, des cépages résistants aux 
extrêmes thermiques sont mis en place dans les vignobles. Ces cépages supportent une saison 
végétative courte, assurent une maturation accélérée et résistent au froid hivernal (Lasserre, 
2001).  
La tendance au réchauffement est par exemple, assymétrique avec un réchauffement 
plus intense durant la nuit et le printemps (GIEC, 2001 ; Nemani et al., 2001). Ainsi, en 
Californie, notamment pour la Napa Valley, le climat de la côte californienne se modifie en 
même temps que celui du Pacifique. Sur la période 1950-2000, toutes les régions viticoles 
observées dans l’étude de Jones (2005) présentent une augmentation de températures pendant 
la saison végétative mais également pendant la saison de dormance, les tendances au 
réchauffement conformément aux conclusions de l’IPCC (2001, 2007) sont plus intenses dans 
l’hémisphère nord que l’hémisphère sud, la qualité semble augmenter également et le 
réchauffement apparaît comme bénéfique pour les régions plus septentrionales comme la 
Champagne. 
Les anomalies thermiques à anticiper dans un contexte de changement climatique ne 
sont pas les seules à prendre en considération. La vigne pourrait être vulnérable à des grêles 
plus fréquentes au moment du débourrement si ce dernier est plus précoce et à des pluies plus 
intenses lors de la floraison. Les mécanismes de vent pourraient changer dans le futur ainsi 
que la fréquence et l’intensité des vagues de chaleur ou sécheresse estivale. Ces contraintes 
appelées « paroxystiques » (Choisnel, 2002) ou «  calamités atmosphériques » (Pérarnaud et 
Raynal, 1991), pourraient s’avérer plus fréquentes dans le futur suite aux dérèglements 
atmosphériques qu’engendre le changement climatique. 
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Figure 2.1 : Seuils thermiques de la vigne (Adapté et modifié de Madelin (2004) d’après Crespy 
(1987)) 
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2.1.2 Évolution des indices bioclimatiques et du zonage macro-climatique 
viticole 
Pour déterminer les conditions bioclimatiques optimales d’une région viticole 
(Constantinescu, 1967 ; Calame et al., 1977 ; Jackson et Cherry, 1988 ; Kenny et Shao, 1992) 
et savoir si un cépage y est adapté, des indices bioclimatiques mettant en évidence les 
relations vigne-climat sont utilisés tels que l’indice bioclimatique de Huglin (1978 ; 1986), les 
degrés-jours de Winkler (1962) et le produit héliothermique de Branas (Branas et al., 1946 ; 
Branas, 1974). Ces indices empiriques permettent de caractériser les potentialités climatiques 
d’une région viticole donnée selon les cépages en présence. Ces indices intègrent tous la 
température, facteur majeur du développement végétatif mais également la longueur du jour. 
Ils  donnent donc une approximation climatique à échelle macroclimatique ou le type de 
climat d’une région viticole.  
2.1.2.1 Les indices utilisés en agroclimatologie 
L’indice de Huglin, exprimé en degrés-jours tient compte des températures maximales 
et inclut un coefficient de longueur de jour (Huglin, 1978) : 
 
avec Tm la température moyenne journalière (en °C), Tx la température maximale 
journalière (en °C) et K le coefficient de longueur du j our (de 1,06 pour la latitude du 
vignoble marnais). 
Seules les températures « actives » efficaces supérieures à 10°C sont prises en compte 
dans le calcul de l'indice car elles contribuent au développement de la plante (Huglin, 1986) et 
surtout un cumul est nécessaire au printemps pour amorcer le débourrement des ceps. 
L’indice a permis de déterminer des types de climat selon les valeurs de l’indice de 
Huglin ainsi que la possibilité ou non d’intégrer un cépage dans une zone viticole déterminée 
(Tonietto et Carbonneau, 2004 ; Conceicao et Tonietto, 2005). 
 
Les degrés-jours de Winkler (1962), utilisés pour définir à la base les types de régions 
viticoles en Californie, prennent en compte les températures moyennes journalières 
supérieures à 10°C d’avril à octobre. Cet indice nous donne également un z onage viticole 
mondial (Tableau II.I). 
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Tableau II.I : Zonage viticole mondial (D’après Winkler, 1962 in Huglin, 1986) 
 
Le produit héliothermique de Branas (1946) est fonction des températures actives et 
de la durée moyenne du j our : XH.10-6 où X est la somme des températures moyennes 
journalières actives supérieures à 10°C et H, la somme des longueurs de jour durant la période 
où les températures sont actives. Cet indice nous donne la limite de culture de la vigne (Figure 
2.2) notamment la limite septentrionale marquée par « l’isohéliotherme 2,6 » (Huglin, 1986). 
 
Figure 2.2 : Limite septentrionale de la culture de la vigne en Europe (D’après Branas, Bernon et 
Levadoux, 1946 in Huglin, 1986)  
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L’indice de fraîcheur des nuits correspond à la température nocturne minimale 
moyenne du mois qui précède la vendange (Tonietto, 1999), voire des 30 jours précédents la 
date de récolte potentielle. Il se calcule :  
- Dans l'hémisphère nord  
IF = Température minimale de l'air du mois de septembre (moyenne des minimales), 
en °C ;  
- Dans l'hémisphère sud 
IF = Température minimale de l'air du mois de mars (moyenne des minimales), en °C. 
Généralement le calcul de l’indice est adapté selon le cépage étudié. 
Le système de Classification Climatique Multicritères Géoviticole (ou Système CCM 
Géoviticole) (Tonietto et Carbonneau, 2004). Ce système (Annexe II) peut servir pour la 
détermination d’un zonage viticole, soit pour le diagnostic d’un climat d’une région viticole 
(Tonietto, 1999 ; Conceicão et Tonietto, 2005). Il utilise de nombreux indices tels que l’indice 
de Huglin, l’indice de fraîcheur des nuits, etc. Ainsi, la division de l’indice de fraîcheur des 
nuits en plusieurs classes (des nuits très fraîches aux nuits chaudes) permet de déterminer le 
type de nuit dans le futur mais aussi de déterminer si la maturation des raisins est à surveiller. 
En effet, des raisins ayant eu une maturation à nuits fraîches ont une expression aromatique 
plus intense (Deloire, 2005) : dans un contexte de changement climatique, l’augmentation des 
températures minimales estivales pourrait donc modifier la composition aromatique des vins. 
Les indices de Huglin, Winkler et de fraîcheur des nuits sont utilisés dans ce travail de 
recherche afin de constater l’évolution du type de climat en Champagne sur la période de 
contrôle à partir de l’indice de Huglin mais également d’établir une prospective bioclimatique 
sur les scénarios futurs en ce qui concerne l’évolution probable des types de nuits observées 
en Champagne mais aussi des sommes thermiques acquises. Ces indices présentent un intérêt 
du fait de leur accessibilité de calcul ne nécessitant que les données thermiques journalières 
issues des sorties de modèles du climat et malgré l’empirisme de leurs formules, permettent 
de donner un aperçu des conditions thermiques favorables d’une région viticole. 
2.1.2.2 Une évolution du zonage viticole observée à partir des indices bioclimatiques 
Ces indices et la classification précédente nous donnent une répartition approximative 
des vignobles à la surface du globe selon les isolignes thermiques moyennes annuelles de 
10°C et 20°C (Figure 2.3). 
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Figure 2.3 : Répartition des vignobles à la surface du globe selon les isolignes 10°C et 20°C (Source : 
Unwin, 1991) 
Des glissements d’aires des cépages sont également observés à p artir des tendances 
d’indice de Huglin (Schultz, 2000 ; Seguin et Garcia de Cortazar Atauri, 2004 ; Jones et al., 
2005, Jones, 2006 ; Lobell et al., 2006 ; Madelin et al., 2010 ; Seguin, 2010).  
2.2 Évolution de la phénologie : un cycle végétatif raccourci ?  
2.2.1 Les stades phénologiques 
La vigne est une plante pérenne à fruits charnus. Par plante pérenne, on entend un 
système racinaire déjà établi, au début du cycle végétatif, qui contient en outre des réserves 
carbonées et azotées. Deux cycles différents se produisent simultanément pendant la 
croissance de la plante (Coombe et Dry, 1998 ; Due et al., 1993). Le cycle végétatif 
commence avec le développement des bourgeons axillaires l’année précédente ; suivi de la 
dormance, le débourrement, la croissance des rameaux et leur aoûtement ; ce cycle se termine 
par la chute des feuilles. 
Le développement physiologique de la vigne (Figure 2.4) est fortement influencé par 
plusieurs variables climatiques, en particulier par les sommes thermiques acquises (cumulées) 
lors du cycle végétatif d’avril à septembre (Huglin, 1986).  
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Figure 2.4 : Calendrier des stades phénologiques (avec leur durée en jaune) pour le vignoble marnais 
(Adapté de Huglin, 1986) 
La phénologie (Figure 2.5) est l’étude des phénomènes périodiques du cycle végétatif 
généralement sur une année (Huglin, 1986) mis en relation avec les paramètres climatiques 
(Soltner, 1995). 
 
Figure 2.5 : Les stades repères de la vigne (Source : Baggiolini, 1952) 
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Le cycle végétatif de la vigne débute au printemps avec l’accumulation de sommes 
thermiques propices à la sortie de dormance de la vigne, généralement en avril mais cette date 
varie selon les régions, les cépages et présente une certaine variabilité interannuelle. Le cycle 
végétatif de la vigne après le repos hivernal démarre avec le débourrement (stades B et C) qui 
repose sur plusieurs phases, qui diffèrent selon la classification utilisée (Baggiolini, 1952). 
Durant cette phase, le bourgeon latent éclate et se développe au fur et à mesure pour enfin 
faire éclater la bourre (Carbonneau, 1992). Les températures acquises pour que le bourgeon 
soit dans le coton atteignent généralement de 8° à 12°C pendant plusieurs jours (Branas, 
1974 ; Huglin, 1986 ; Galet, 2000). Ces bourgeons sont sensibles aux températures extrêmes 
printanières inférieures à -2°C : elles peuvent geler le bourgeon naissant lors de l’aléa gélif, 
notamment dans les vignobles septentrionaux tels que la Champagne. 
La floraison correspond à l ’épanouissement de la fleur (stade I) après la sortie des 
inflorescences et des premières feuilles. La floraison peut se poursuivre pendant plusieurs 
jours entre mai et juin, jusqu’à une dizaine environ, parfois plus si le temps est humide (pluie) 
mais aussi froid. La pluie gêne la dissémination des pollens et le froid empêche 
l’épanouissement complet des fleurs (Galet, 2000) Ce stade peut varier selon le cépage, le 
type de climat de la région viticole. Ce stade est également dépendant de la température : 
selon Millardet (1885), l’épanouissement est subordonné à la température. Au-delà des 35°C 
(Galet, 2000), la floraison est retardée. Huglin (1986) propose des sommes thermiques 
nécessaires selon les cépages pendant la période débourrement-floraison ; Christensen (1969) 
propose un cumul de températures actives ou « degrés-jours » compris entre 370 et 400 
degrés-jours. Une mauvaise floraison entraîne le millerandage après la nouaison. Il s’agit 
d’une affection caractérisée par de petites baies colorées, très sucrées à cô té des baies 
normales et selon Branas (1974) : « L’intensité du millerandage10 est augmentée par les 
facteurs défavorables à la germination du pollen ; les températures basses et la pluie 
détrempant le pollen, gênent ou empêchent sa germination et maintiennent aussi les fleurs 
encapuchonnées en diminuant la force des étamines ; leurs effets sont aggravés par les 
labours et l’irrigation ». 
La véraison (stade M) correspond au changement de couleur des baies : les baies au 
départ vertes et dures, deviennent translucides pour les cépages blancs et rouges pour les 
cépages de la même couleur (Galet, 2000). Les raisins, à cette période, ont besoin d’une 
certaine sécheresse (Becker, 1978 ; Carbonneau, 1980 ; 1992 ; 1996 ; 2003), les viticulteurs 
parlent de faire « souffrir la vigne ». La coloration des raisins rouges dépend de la 
température : des températures trop basses ou trop élevées sont associées à une faible 
coloration. 
La maturité physiologique (Huglin, 1986), quant à elle, est le moment où les baies se 
gorgent de sucre et atteignent leur capacité maximale (stade N). Pour les vins de qualité, il 
                                                 
10 Millerandage : « Affection caractérisée par la présence de petites baies apyrènes, colorées, très sucrées, à côté 
des baies normales, pyrénées » (Galet, 2000). 
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faut attendre une légère concentration en sucres et une combustion de l’acide malique ou de 
récolter avant maturité pour garder une certaine acidité (Galet, 2000). Selon les régions, les 
attentes des viticulteurs ne sont pas les mêmes : tandis que dans les régions chaudes, ils 
tâchent de préserver une certaine acidité, dans les régions froides et septentrionales, le taux de 
sucres est gage de qualité (Huglin, 1986). De plus, le régime thermique durant la maturation 
du raisin est déterminant pour la coloration du raisin et la teneur en arômes (Coombe, 1987 ; 
Tonietto et Carbonneau, 2004). Les brises maritimes (Bonnardot, 1999) peuvent être 
importantes pour la réduction des températures de l'air en période de maturation du raisin 
comme dans la zone de Stellenbosch, en Afrique du Sud. Des nuits fraîches sont favorables 
pendant la maturation (Carbonneau, 1992) mises en avant dans le système de classification 
climatique multicritères géoviticole (Tonietto et Carbonneau, 2004) avec l’indice de fraîcheur 
des nuits. 
2.2.2 Un cycle raccourci dans la plupart des vignobles : exemples en France 
En réponse au changement climatique, on assiste à une évolution de la phénologie de 
la vigne (Barbeau, 2007 ; Bellia et al., 2008 ; Seguin, 2010) car les interactions phénologie-
température sont très fortes.  
Depuis 1990, les cépages bordelais tels que le Merlot et le Cabernet Sauvignon 
présentent une précocité des différents stades avec une apparition des pointes vertes plus 
précoces d’environ dix jours, d’environ une dizaine de jours également pour la mi-floraison et 
la mi-véraison suit la même tendance (Bois, 2007). De plus, les relevés phénologiques des 
châteaux du Médoc montrent que la phénologie de la vigne était déjà plus précoce au début du 
XXème siècle, bien que moins marquée qu’actuellement (Chevet et Soyer, 2006 ; Bois, 2007 ; 
Bois et Van Leeuwen, 2008). L’élévation des températures conduit donc à u n 
raccourcissement du cycle végétatif de la vigne.  
Pour le Bordelais, le vignoble ne se réchauffe pas partout de manière homogène : ceci 
est dû aux climats locaux qui diffèrent selon les appellations avec des effets plus ou moins 
contrastés de la continentalité de ce vignoble qui s’étend sur une centaine de kilomètres. 
L’avancement des dates de débourrement pourrait également conduire à un a léa gélif accru 
(Bois, 2007). L’avancement de la floraison pourrait, quant à elle, induire un risque pluvieux 
plus élevé perturbant la fécondation. 
En Alsace, le climat au sein du vignoble a également évolué : la température moyenne 
augmente d’environ 0,06°C par an depuis 1972 ; l’indice de Huglin ainsi que la biomasse ont 
augmenté ; et les stades phénologiques ainsi que les vendanges sont plus précoces : par 
exemple, la véraison d’environ 23 jours (Duchêne et Schneider, 2004). 
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2.2.3 La modélisation agronomique pour anticiper les changements 
phénologiques 
Il existe plusieurs méthodes pour évaluer les impacts du changement climatique sur la 
vigne : recréer en serre les conditions du réchauffement (Seguin, 2010), utiliser des 
simulations dans des modèles de croissance de la vigne tels que STICS (Garcia de Cortazar 
Atauri et al., 2004 ; Garcia de Cortazar Atauri et al., 2005 ; Garcia de Cortazar Atauri, 2006 ; 
Garcia de Cortazar Atauri et Brisson, 2007) observer les impacts sur les parcelles à échelles 
fines (Bois, 2007). A Bordeaux, pour les cépages rouges, la mi-floraison est atteinte lorsque 
400 degrés-jours ont été atteints et 1100 degrés-jours pour la mi-véraison (Bois, 2007). La 
somme des températures supérieures à 1 0°C est en effet fortement corrélée aux dates 
phénologiques observées. L’utilisation des modèles de croissance de la vigne pour évaluer la 
réponse future au changement climatique est judicieuse. Ces modèles confirment la précocité 
des stades phénologiques dans le futur mais également une hausse de la production de 
biomasse accélérant les rendements, un déficit hydrique de la vigne accru (Garcia de Cortazar 
Atauri, 2006). Le modèle STICS inclut les stades phénologiques, la croissance racinaire, le 
fonctionnement hydrique, le fonctionnement azoté, etc. De plus, la culture de la vigne 
nécessite la prise en compte des systèmes de conduite de la vigne (Carbonneau, 2003) qui 
visent à maîtriser le feuillage et le rendement (Garcia de Cortazar Atauri et Brisson, 2007). La 
date de débourrement a été très largement prise en compte dans ce modèle car c’est elle qui 
détermine le départ du cycle végétatif de la vigne (Garcia de Cortzar Atauri et al., 2006). Or 
celle-ci est très variable selon le cépage et ses caractéristiques de précocité de date de taille 
(Huglin, 1986). Le modèle BRIN (Garcia de Cortazar Atauri et al., 2005) est donc utilisé afin 
de prendre en compte la dormance et la période post-dormance basé sur une adaptation du 
modèle de calcul de débourrement théorique de Riou et Pouget (1994). Ce modèle a permis la 
mise en place de simulations futures avec les sorties de modèle ARPEGE-Climat (Météo-
France) de la date de débourrement. Un test a été effectué au préalable sur une période de 
contrôle (1960-1989). Ces simulations ont été réalisées six régions viticoles françaises et les 
cépages qui leur sont associés. Différents vignobles français ont été paramétrés dans ce 
modèle : Côtes du Rhône, Bordeaux, Cognac, Champagne, Anjou, etc. Ce modèle dynamique, 
à pas de temps journalier permet à l a fois d’estimer les variables agricoles telles que le 
rendement ou la qualité et les variables environnementales telles que le nitrate. L’adaptation 
du modèle a été également faite pour huit cépages comme la Syrah, le Chardonnay, le Pinot 
Noir, etc. Le modèle STICS, pour les simulations futures, est couplé aux données simulées du 
MCG ARPEGE-Climat (Météo-France). 
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2.3 Des facteurs locaux déterminants pour la croissance de la vigne 
2.3.1 L’exposition en coteaux : gage d’un bon ensoleillement ? 
La topographie est importante pour les vignobles : l’exposition en coteaux permet 
d’obtenir de meilleurs vins. Les côtes ou coteaux viticoles, issus parfois du contraste 
géomorphologique roche dure/ roche tendre d’une cuesta notamment en Champagne, sont 
propices à la vigne s’ils sont exploités en fonction de la pente, l’altitude et l’exposition. Sur 
les côtes, l’ensoleillement est plus long et intense, les gelées printanières y sévissent moins, 
bloquées plus souvent en bas de coteau, provoquant des lacs d’air froid (Beltrando et al., 
1992 ; Bridier, 2001 ; Quénol, 2002 ; Madelin, 2004). L’exposition joue également un r ôle 
important dans les vignobles septentrionaux tels que ceux de l’Alsace ou de la Champagne 
ainsi que dans les vignobles de Provence (Bridier et Quénol, 2010), des Côtes du Rhône 
(Bellia et al., 2008), de l’Hérault (Tondut et al., 2006). Elle est définie par l’orientation et 
l’inclinaison du s ol avec une orientation nord souvent considérée défavorable dans les 
vignobles septentrionaux. 
Dans un contexte de changement climatique, des coteaux exposés sud dans des régions 
climatiques où la température est élevée comme en Méditerranée pourraient être moins 
favorables pour le développement des baies et la maturation des raisins, notamment en été où 
les températures maximales sont élevées et où la vigne a besoin de nuits fraîches pour 
produire des arômes. A l’inverse, des vignobles plus septentrionaux, tels que la Champagne, 
pourraient bénéficier d’une meilleure exposition avec la hausse des températures qui 
permettra une augmentation de la biomasse végétale mais aussi des quantités de raisins.  
2.3.2 Couverture du sol et texture du sol 
2.3.2.1 Proximité de lacs ou de forêts 
La proximité d’une surface en eau, d’un lac par exemple peut être favorable car les 
rayonnements solaires se réfléchissent par temps calme et agissent comme un miroir en 
s’ajoutant à l’influence de la pente et de l’exposition. 
Les vignobles peuvent aussi se situer à proximité de forêts qui modifient plusieurs 
variables climatiques telles que la température du fait de l’énergie consommée par 
l’évaporation : celle-ci est d’autant plus élevée que l’humidité de l’air est faible et contribue à 
faire baisser la température.  
2.3.2.2 La texture du sol 
Les rendements de la vigne sont naturellement tributaires de la composition chimique 
du sol (Huglin, 1986). En effet, le sol joue un rôle conséquent dans les possibilités qualitatives 
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d’un milieu viticole : selon le type de sol, les vins donnent des spécificités gustatives. Les vins 
issus de sols légers sont plus floraux (Huglin, 1986). Le sol participe donc au goût des vins : 
au Canada, les sols sont propices à l a vigne mais peu variés ce q ui ne favorise pas la 
différenciation des goûts (Lasserre, 2001). L’homme peut bien entendu le modeler afin 
d’obtenir les rendements attendus au moyen d’intrants qui perturbent à long terme ce même 
sol en l’épuisant ou le polluant. 
Les températures sont modifiées selon la conductivité thermique, la couleur, la nature 
du sol (Gayon et Peynaud, 1971) : ainsi certains sols clairs, bien souvent calcaires favorisent 
le grillage estival des baies du fait de leur forte réflexion. Le sol de la vigne peut être envisagé 
dans ses o rganisations spatiales car il est le facteur prédominant du terroir désigné par ses 
propriétés chimiques et hydriques mais aussi par ses caractéristiques morphologiques 
(Vaudour, 2003). En effet, les différenciations des sols à la fois chimiques et physiques 
participent aux compositions aromatiques des vins mais également aux microclimats qui en 
résultent du fait notamment des modifications thermiques engendrées. Ainsi, en Bourgogne, 
les parcelles issues d’un même terroir sont appelées « climats » : ce terme fait notamment 
référence aux propriétés gustatives des vins issus de la grande diversité de composition 
chimique, profondeur et drainage du s ol mais également à l’exposition, l’altitude et les 
microclimats qui en résultent. Cette notion de « climats » intervient dans les appellations des 
vins de Bourgogne. 
2.3.3 Les facteurs d’intensification du refroidissement nocturne et du 
réchauffement diurne 
Les deux principaux aléas retenus dans cette thèse sont l’aléa gélif printanier au 
moment du débourrement et la canicule estivale, dommageables pour la vigne. L’aléa gélif se 
traduit par des températures négatives défavorables à la vigne et se produit lors de certaines 
conditions atmosphériques. 
2.3.3.1 Le refroidissement nocturne 
Le refroidissement nocturne accentue la baisse des températures de la couche limite, il 
se produit selon certaines conditions. Il s’opère lorsque le rapport entre l’énergie du 
rayonnement atmosphérique provenant au sol et l’énergie du rayonnement terrestre est 
négatif. Les températures baissent dès le coucher du soleil jusqu’au lever du jour et ce 
refroidissement accentue le risque de gel des bourgeons au printemps et de nombreuses études 
ont été réalisées sur la répartition spatiale des températures minimales lors de nuits radiatives, 
durant lesquelles cette répartition n’est pas homogène du f ait des conditions de surface 
(Bridier et al., 1995 ; Beltrando, 1998 ; Quénol, 2002 ; Madelin, 2004 ; De Parcevaux et 
Huber, 2007). 
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Les gelées radiatives et advectives 
La variabilité spatio-temporelle des températures minimales est « d’autant plus forte 
que RA et RT (Figure 2.6) diffèrent selon les conditions atmosphériques et selon les 
caractéristiques de l’environnement (sol, végétal, obstacles artificiels, …) et du relief (pente, 
replat, cuvette, etc.) » (Quénol, 2002). 
Le gel de printemps se p roduit lors de gelées radiatives (temps anticyclonique, ciel 
clair et vent faible) ou lors de gelées advectives (arrivée d’une masse d’air froid). Lorsque les 
conditions atmosphériques sont radiatives avec un ciel clair (Figure 2.6), un vent faible et un 
air sec, les pertes d’énergie sont maximales (Carrega, 1994 ; Quénol, 2002). Les pertes 
radiatives dans l’infra-rouge ne sont pas compensées par les flux de conduction du sol, ni par 
rayonnement atmosphérique (Figure 2.6) contrairement au cas o ù il y a d e la nébulosité. 
Cellier (1989), montre que l’on peut observer des températures négatives jusqu’à la fin mai et 
que généralement, les gelées n’ont lieu qu’en fin de nuit, dans les cas où les conditions 
météorologiques sont radiatives, favorisant un fort refroidissement entre le coucher et le lever 
du soleil. 
Le gel advectif se caractérise par l’arrivée d’une masse d’air froid différente de celle 
qui est en place avec un vent supérieur à 3  m/s, une humidité relative faible et des 
températures minimales très basses (A.V.C., 1991 ; Quénol, 2002 ; Madelin, 2004). Dans la 
réalité, c’est assez souvent une situation intermédiaire. 
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Figure 2.6 : Mécanismes du refroidissement nocturne à la surface de la Terre en fonction de la 
situation atmosphérique (adapté de A.V.C., 1991 ; Hufty, 2001 et Quénol, 2002)11. 
La variabilité des températures minimales est beaucoup plus faible lors de ces 
conditions advectives : les températures les plus basses peuvent être observées dans des zones 
où le brassage de l’air ne peut avoir lieu à cause d’un barrage. Par exemple, un obstacle en 
aval d’un coteau viticole fait stagner l’air froid et un fort refroidissement est observé (Quénol, 
2002).  
Bien souvent, les deux types de gelées sont combinés lors d’un épisode gélif auxquels 
s’ajoute le gel d’évaporation provenant de la végétation ou de la surface du s ol humide 
                                                 
11RT et RA sont en infra-rouge. 
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induisant un refroidissement rapide juste après le coucher du soleil, d’autant plus si l’air est 
sec (Quénol, 2002 ; Madelin, 2004). 
Les contraintes locales 
Les pertes d’énergie sont d’autant plus importantes que les conditions locales 
accentuent ce phénomène (Figure 2.7). La répartition spatiale des températures minimales 
peut varier en fonction : 
- des couches superficielle et profonde du sol ; 
En effet, l’atmosphère stagnante au dessus du sol et ses caractéristiques sont affectées 
par la surface sus-jacente et en acquièrent les propriétés thermiques (Yoshino, 1977 ; Quénol, 
2002) et la capacité de restitution d’énergie du sol dépend de sa composition en surface mais 
également en profondeur. Lorsque la couche profonde du s ol est composée d’éléments 
grossiers, il y a mauvaise conduction thermique : de ce fait, le transfert d’énergie entre le sol 
et la surface s’effectue mal et il n’y a pas compensation des déperditions thermiques. Dans un 
sol humide, l’eau permet la conduction entre les particules du sol. En surface, plus la couleur 
du sol est claire, plus le rayonnement est réfléchi et l’absorption moindre. Les transferts entre 
les profondeurs et l’atmosphère sont facilités lorsque le sol est nu et tassé ; un sol avec une 
couche superficielle épaisse recouverte est un obstacle à la conduction thermique (Carrega, 
1994 ; Quénol, 2002 ; Madelin, 2004). 
- de la topographie et des écoulements d’air froid ; 
La topographie joue un rôle important dans le cas des refroidissements nocturnes. En 
effet, l’air au-dessus du sol se refroidit dans la nuit ; l’air froid plus dense, stagne et reste au 
niveau du sol par subsidence cependant lorsque la topographie est en pente comme dans les 
coteaux viticoles, l’air froid s’écoule par gravité (Yoshino, 1975 ; Endlicher, 1980 ; Beltrando 
et al., 1992 ; Fallot, 1992 ; Bridier et al., 1995 ; Beltrando, 1998 ; Quénol, 2002) le long des 
pentes formant des brises descendantes. Cet air s’écoule « par petites saccades » (Carrega, 
1994) vers le bas, aboutissant à une inversion thermique dans les zones de cuvettes formant 
ainsi des lacs d’air froid.  
- du vent ; 
Il tend à rehausser les températures minimales par brassage de l’air, empêchant ainsi 
l’accumulation d’air froid.  
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Figure 2.7 : Différents facteurs intervenant sur le refroidissement nocturne radiatif (Source : Quénol, 
2002). 
La vigne fortement vulnérable au refroidissement au moment du débourrement 
La vigne est très sensible au refroidissement nocturne notamment lors du 
débourrement. La température du végétal diminue par pertes énergétiques dues au 
rayonnement ou à l’évaporation. Le gel des bourgeons printaniers dépend de la résistance 
acquise par la vigne aux forts refroidissements. « Les dommages causés aux végétaux par le 
gel sont liés à la formation de glace dans les tissus du fait de la présence d’agents de 
cristallisation qui font cesser l’état de surfusion de l’eau » (Villele et al., 1984). La survie de 
l’organe dépend donc du type de cristallisation subie : si la cristallisation est intracellulaire, la 
mort du végétal est constatée ; si elle est extracellulaire, tout dépend de la longueur de la 
période de refroidissement. Lors d’un refroidissement lent, la plante résiste mieux au gel car 
elle s’endurcit au froid, s’il est rapide, l’eau ne sort pas des cellules et cristallise entraînant la 
mort des cellules du fait d’altérations irréversibles (Leddet et Dereuddre, 1989). La sensibilité 
de la vigne au gel dépend également de l’avancée du développement végétatif (Cellier, 
1989) : elle augmente avec l’avancée des stades phénologiques.  
En Champagne (Figure 2.8), au moment du dé bourrement, la sensibilité de la vigne 
augmente de manière logarithmique avec le temps : plus le bourgeon est avancé, plus il est 
sensible aux températures négatives proche de 0°C avec une asymptote ou un seuil atteint vers 
-2°C pour un bourgeon mouillé et -3,5°C pour un bourgeon sec au moment du stade « C » de 
Baggiolini (1952) qui est celui où l a pointe verte commence à sortir. La figure montre 
également qu’un bourgeon humide est beaucoup plus sensible aux températures négatives 
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proches du 0°C dès le stade du bourgeon dans le coton (stade « B ») ; un bourgeon sec résiste 
mieux à des températures très basses (< -7°C) dans le temps. 
 
Figure 2.8 : Sensibilité du bourgeon de vigne au gel (Adapté de Langellier, communication privée) 
2.3.3.2 Le réchauffement diurne  
Le changement climatique suscite des interrogations quant à la possible augmentation 
des vagues de chaleur estivale : celles-ci peuvent être dommageables pour les vendanges. En 
effet, les baies grillent si elles sont sujettes à de fortes chaleurs et à un fort ensoleillement et la 
composition aromatique du vin peut changer suite à l’accumulation de sucres entraînant un 
taux d’alcool plus élevé. 
La température de la surface du sol influence celle de l’atmosphère de la couche 
limite. Cette dernière se réchauffe au contact du sol puis s’allège et « il s’ensuit un mouvement 
ascendant irrégulier (convectif), en bulles éparses d’assez petite taille au début (quelques 
mètres ou dizaines de mètres) qui tendent à grossir par coalescence en cours d’ascension 
pour atteindre des diamètres de l’ordre de 120 à 200 m environ quelques centaines de mètres 
après leur décollage » (Carrega, 1994). 
Les facteurs locaux peuvent intensifier ce réchauffement diurne, notamment : 
- la texture, la nature et la couverture du sol déterminent la température de l’air : un 
sol foncé dont la réflexion est faible a un réchauffement plus important ; 
- la topographie joue un rôle sur l’intensification du r échauffement. Un coteau 
viticole bien exposé et orienté au sud concentre plus d’énergie qu’un coteau 
exposé au nord. L’énergie solaire est alors maximale ; 
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La variabilité spatiale des températures maximales en été est moins évidente car elle 
est souvent lissée par les vents locaux qui atténuent les hétérogénéités possibles (Carrega, 
1994). 
2.3.4 Modifications vitivinicoles déjà observées 
Les changements observés sur la température ont des répercussions sur la production 
viticole et de nombreuses interrogations sont suscitées quant aux possibles adaptations face à 
des changements de typicité et de qualité du vin. 
2.3.4.1 Des changements de typicité ? 
Certains vignobles pourraient déjà être sujets à des changements de typicité, c’est-à-
dire un changement des particularités notamment aromatiques des vins. 
En Bourgogne, Chabin et al. (2007), à partir des données climatiques et phénologiques 
de la vigne, ont comparé deux sites de la région de Beaune : l’un sur la Côte, l’autre dans les 
Hautes Côtes (La Rochepot). L’augmentation des températures, depuis 1987-1988 provoque 
une précocité des stades phénologiques et un raccourcissement de la période débourrement-
maturité, impliquant des vendanges plus précoces. Une remise en cause de la typicité, voire de 
la qualité des vignobles, pourrait avoir lieu car la hausse des températures a plus d’effets sur 
les vignobles implantés sur l’arrière-côte, plus hauts en altitude que sur ceux implantés à une 
altitude plus faible, siège des plus grandes AOC (Figure 2.9).  
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Figure 2.9 : Relations entre températures moyennes (avril – septembre) et dates de maturité –
vendanges du Pinot noir à Beaune et à la Rochepot (Source : Chabin et al., 2007) 
2.3.4.2 Des changements de qualité du vin ? 
Plusieurs facteurs contribuent à limiter la qualité de la production viticole dont la 
température semble être le plus marquant car elle régule le cycle phénologique de l’année. 
Dans un contexte de changement climatique, des modifications prononcées des températures 
décaleront la phénologie de la vigne mais nuiront également à la qualité des vins produits. 
Des températures élevées la nuit perturbent la synthèse des polyphénols et des températures 
supérieures à 35°C, le jour en plein soleil, provoquent des dommages sur les feuilles les plus 
exposées : elles se dessèchent et tombent très tôt n’assurant plus l’alimentation des baies 
(Agenis-Nervers, 2006). De plus, il existe une corrélation positive jusqu’à un certain seuil 
entre la température et la qualité des vins (Jones et Davis, 2000 ; Jones et al., 2005 ; Jones 
2007) : il s’agit d’une relation quadratique entre la température et la croissance de la vigne et 
la qualité du vin produit. Cette relation est reconnue par le classement des vins Sotheby’s. 
Les conditions météorologiques d’une année végétative joue un gr and rôle sur les 
vendanges de l’année et la qualité du vi n (Pomerol, 1984 ; Galet, 2000). Ces années 
particulières conservent leur entité par la mise en évidence de millésimes. La variabilité du 
climat a une grande importance pour les produits de la vigne, notamment à travers la notion 
de millésimes (Vaudour, 2003). Le millésime est « l’ensemble de chiffres indiquant l’année 
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de la récolte du raisin ayant servi à faire un vin ou un alcool à base de vin (…) Le millésime 
est la date de naissance du vin ; il authentifie l’âge d’un vin et permet à l’amateur de choisir, 
selon son goût et les circonstances, entre un vin jeune et un vin vieux. Très différent d’une 
date de péremption, c’est un guide pour une consommation optimale. Les récoltes étant, en 
Europe viticole tout au moins, très différentes d’une année à l’autre à cause de la variabilité 
du climat, le millésime donne une première information sur la qualité possible de la bouteille. 
Chaque millésime a son type, son évolution, sa réputation, sa cotation. (…) Il s’agit de 
comparer des qualités annuelles moyennes pour des vins d’âges variés » (Blouin, 2007). 
Des études s’intéressent déjà à l ’évolution du rendement et de la qualité en étroite 
relation avec les notations des millésimes. Des études en Australie sont réalisées pour voir les 
impacts des évolutions de concentrations de GES sur la viticulture (Webb et al., 2005, Webb 
et al., 2008a, Webb et al., 2008b). Des données climatiques sont comparées à des estimations 
régionales de qualité des grappes : un impact négatif est observé sur les grappes ainsi qu’une 
une augmentation du rendement. La sensibilité à la température varie bien entendu selon les 
espèces : pour les régions les plus froides d’Australie (Hall et Jones, 2010), les changements 
climatiques sont profitables et dommageables à l’intérieur des terres. Bindi et al. (1996) 
propose également d’évaluer le rendement et sa variabilité interannuelle dans un contexte de 
changement climatique. Ce changement a d es impacts sur la viticulture avec une 
augmentation de 14% des degrés-jours et une accumulation de sucre plus importante ainsi 
qu’une amélioration de la qualité (Gladstones, 1992 ; Nemani et al., 2001). Des indices 
thermiques mesurent la variabilité des températures et des extrêmes (Gladstones, 1992) : ces 
indices sont mis également en relation avec la qualité du vin (Nemani et al., 2001). Il 
semblerait que les changements climatiques observés ont une influence positive sur la qualité 
des vins californiens : en effet, ceci est dû à l’augmentation de taille des baies ce q ui 
contribue à l’amélioration de la qualité. Ces changements s’accompagnent de stades 
phénologiques plus précoces et de quantités de sucre plus élevées comme dans le Bordelais et 
ailleurs dans le monde (Jones et Davis, 2000). Dans le Bordelais, le réchauffement observé de 
1952 à 1997 (Jones et Davis, 2000 ; Jones et Storchmann, 2001) a montré que la teneur en 
sucre est plus élevée pour le Merlot et le Cabernet Sauvignon, que les baies sont plus grosses 
offrant une meilleure qualité de vin. Cette qualité est aussi due à une augmentation des jours 
chauds pendant la floraison et la véraison et une baisse des jours de pluies pendant la 
maturité : en effet, la pluie peut réduire la production si elle est importante pendant les stades 
phénologiques importants tels que la floraison et la maturation. En bilan, un r échauffement 
accru comporte de nombreux enjeux car les vins risquent d’avoir des degrés d’alcool plus 
élevés, une teneur en sucre plus forte avec une perte d’arômes et d’acidité (Agenis-Nevers, 
2006).  
Afin de remédier à ces risques de baisse de qualité, l’ensemble des pratiques culturales 
pourrait être l’objet d’adaptations (Seguin, 2003 ; Bindi et Howden, 2004 ; Howden et al., 
2007) ainsi que les utilisations de l’eau (Garcia de Cortazar Atauri et al., 2006). Des travaux 
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montrent une modification des conditions climatiques des vignobles à partir d’indices 
bioclimatiques et posent la question de l’adaptation des cépages traditionnels (Schultz, 2000 ; 
Duchêne et Schneider, 2004 ; Jones et al., 2005). Le modèle STICS étudie la capacité 
d’adaptation avec l’implantation de la Syrah dans toutes les régions viticoles françaises : 
ainsi, «pour le scénario B2, la culture de la Syrah pourrait s’implanter dans les vignobles de 
Bordeaux et Anjou et dans le cas du scénario A2 l’adaptation pourrait s’étendre aux 
vignobles de Champagne et de Bourgogne » (Garcia de Cortazar Atauri, 2006). 
CONCLUSION DU CHAPITRE 2 
Les principales notions ont été définies dans un cadre bibliographique. En 
synthèse, la vigne est une liane résistante dont la croissance optimale est en étroites 
relations avec les facteurs météorologiques des différentes échelles spatiales (locales et 
régionales) mais surtout avec la température qui sert de régulateur à la photosynthèse et 
qui impose également des seuils au cycle végétatif. Dans un contexte de changement 
climatique, les répercussions des changements de la température pourraient induire des 
dommages conséquents d’où la nécessité de pouvoir anticiper les conditions thermiques 
futures au sein des vignobles au moyen d’outils pertinents. 
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Chapitre 3  
Le changement climatique dans le vignoble 
champenois  
Le vignoble champenois a une situation géographique très septentrionale par rapport 
à l’ensemble des vignobles du monde. L’intérêt de ce vignoble comme « objet géographique » 
de cette thèse réside dans le fait que ce vignoble pourrait bénéficier de nouvelles conditions 
thermiques dans le futur ce qui suscite de nombreuses interrogations quant à la nécessité 
d’engager des réflexions sur des adaptations possibles. Dans ce chapitre, le vignoble 
champenois est décrit à la fois par son contexte géographique mais aussi par son contexte 
socioculturel. Les premiers constats du changement climatique sont également mis en 
évidence notamment en ce qui concerne la phénologie au sein du vignoble. 
3.1 Caractéristiques géographiques et spécificités 
Le vignoble Champenois s’étend du 48°N au 49,5°N de latitude et a une superficie 
d’environ 30 000 ha, soit environ 6% de la viticulture française Ce vignoble est morcelé sur 
plusieurs départements, implanté en majorité dans la Marne qui compte environ 20 000 ha et 
environ 70% de la production. Le vignoble s’organise en grandes régions viticoles : la Côte 
des Blancs, la Montagne de Reims, la vallée de la Marne et la Côte des Bar plus excentrée au 
sud-est du vignoble dans l’Aube où la topographie est plus accidentée. Dans cette thèse, les 
vignobles de la Marne sont étudiés notamment dans un souci d’homogénéité topographique 
(Figure 3.1). 
  
56 Chapitre 3 : Le changement climatique dans le vignoble champenois 
 
Figure 3.1 : Les grandes régions viticoles du vignoble de la Marne étudiées (Adapté de « Le Terroir », 
www.champagne.fr) 
3.1.1 Un vignoble de coteaux 
Le vignoble est implanté sur les coteaux, afin que les vignes soient le mieux exposées 
au rayonnement solaire et éviter de soumettre les ceps à l’aléa gélif printanier très propice 
dans ce vignoble septentrional. Les altitudes ne dépassent pas 400 m mais les pentes peuvent 
être parfois fortes du fait de l’encaissement des vallées (Doledec, 1995). Les pentes font en 
moyenne 12% en Champagne et 10,4% dans la Marne avec pour les plus fortes 59% 
(essentiellement dans l’Aube) (Doledec, 1995). 
Les coteaux viticoles champenois témoignent d’une diversité d’exposition (Figure 3.2 
et Figure 3.3) avec une majorité de coteaux au sud et sud-est afin de pallier la position 
septentrionale du vignoble. Ils suivent une alternance roche dure/ roche tendre : il s’agit de 
cuestas. 
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Figure 3.2 : Les expositions du vignoble de la Marne (Adapté de « Le Terroir », www.champagne.fr) 
Généralement, les coteaux exposés à l’est, au sud-est et au sud ont des pentes plus 
douces et des formations superficielles plus profondes que les autres versants où les pentes 
sont plus fortes et les sols plus superficiels (Doledec, 1995). Cependant certains versants nord 
ont des pentes faibles et sols profonds. 
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Figure 3.3 : Paysage viticole champenois (Cliché : E. Briche, 2008) 
3.1.2 Les roches en surface 
Le vignoble de la Marne se situe notamment sur les versants de la vallée de la Marne 
et de la cuesta d’Ile de France sur des formations géologiques du Crétacé (Secondaire) ou du 
Tertiaire. Les principales natures de roches des formations de la zone étudiées sont des 
marnes et de la craie (Figure 3.4) ainsi que des calcaires et formations carbonatées. Des 
argiles et des sables sont également présents dans la Marne. 
Les sédiments affleurants (Figure 3.4) sont de nature calcaire à 75%. Le calcaire 
favorise le drainage des sols, ce qui est bon pour la vigne et la maturation des raisins. 
Constituée de granules de calcite issus de squelettes de micro-organismes marins dont les plus 
fréquents sont les coccolites, la forte porosité du sol champenois en fait un réservoir d’eau 
(300 à 400 l/m3) qui assure à la plante une alimentation en eau suffisante même lors des étés 
les plus secs. Les calcaires ont une porosité moindre et les marnes sont des argiles calcaires à 
fortes réserves en éléments nutritifs (www.champagne.fr). 
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Figure 3.4 : Les formations lithologiques du vi gnoble de Champagne (Adapté de « Le Terroir », 
www.champagne.fr)  
3.1.3 Un climat septentrional océanique de transition 
Le climat présent en Champagne est un climat océanique de transition dans la Marne. 
Le climat océanique se dégrade avec des températures en hiver plus faibles vers l’est et une 
insolation plus intense vers le sud (Langellier, 1985 ; Doledec, 1995). 
Les précipitations sont régulières au cours de l’année avec cependant deux maximas 
au printemps et en octobre-décembre. Les précipitations sont plus importantes en été qu’en 
hiver. Les températures sont d’une moyenne de 10°C pour la Marne et d’environ 1°C plus 
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faible pour le vignoble de la Côte des Bar. A Reims-Courcy, station synoptique du vignoble 
marnais, l’amplitude thermique est d’environ 16°C. L’aléa gélif printanier, récurrent en 
Champagne au printemps au moment du débourrement de la vigne, peut certaines années se 
prolonger jusque fin mai. 
En Champagne, le vent est plutôt modéré et les masses d’air proviennent 
principalement du sud-ouest (Madelin, 2004). Des advections nord et est s’associent souvent à 
l’aléa gélif et sont suivies par des conditions radiatives. 
Le vignoble champenois est à la limite septentrionale de la culture de la vigne en 
France mais bénéficie dans le contexte du r échauffement climatique de conditions plus 
favorables (Briche et al., 2007). 
3.2 Une Appellation d’Origine Contrôlée renommée 
3.2.1 De la naissance du Champagne  
Elle est contemporaine de l’émergence des grands crus bordelais entre les XVIIème et 
XVIIIème siècles. L’histoire du Champagne s’est souvent accompagnée de légendes et fables 
mystérieuses et les sources les plus fiables semblent être l’ouvrage « Naissance du 
Champagne » de Dom Pierre Pérignon. Au Moyen-Age, les vins de la Champagne sont 
appelés « vin de rivière » faisant référence à la proximité de la Marne ou « vin d’Ay » pour 
les blancs et « vin de la montagne » en périphérie de Reims et de la montagne de Reims pour 
les rouges. Le Champagne est né au fil de nombreux essais d’assemblage, que l’on doit à 
Dom Pérignon lui-même, reconnu pour ses talents de gouteur.  
3.2.2 …à l’Appellation Champagne 
Le mythe du Champagne résulte de la combinaison de facteurs originaux constituant 
son terroir : un climat septentrional, un sous-sol crayeux, un relief crayeux et un savoir-faire. 
La Champagne bénéficie d’une histoire qui forge son identité : en effet, les Romains ont 
adapté des cépages résistants à la rigueur du climat puis les évêques des grandes abbayes 
régionales forgèrent le savoir-faire de la vinification. Le mythe du Champagne naît réellement 
lors de la maîtrise de l’effervescence dès 1730 avec une recherche constante depuis. Le 
Champagne devient le vin des « rois » depuis que le royaume de France émerge à Reims avec 
le baptême de Clovis. 
L’Appellation émerge dès 1887 a vec la Cour d’Angers, suite à un p rocès contre un 
négociant de Saumur qui utilisait les noms champenois, qui déclare qu’ « on ne peut entendre 
par Champagne ou V in de Champagne qu’un vin tout à la fois récolté et fabriqué en 
Champagne, ancienne province de la France, géographiquement déterminée et dont les limites 
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ne sauraient être étendues ni restreintes » (« L’Appellation Champagne », 
www.champagne.fr). Le 29 j uin 1936, le Champagne devient Appellation d’Origine 
Contrôlée.  
3.2.2.1 Définition de l’AOC 
La définition actuelle des AOC des vins et spiritueux dans les aspects administratifs, 
judiciaires et professionnels date de 1935. «  L’AOC est caractérisée à l a fois par la 
provenance, les conditions de production et les caractéristiques de produits dépendants à la 
fois de facteurs naturels et humains. On crée l’Institut National des Appellations d’Origine 
(INAO), établissement public rassemblant les représentants de toutes les régions viticoles. » 
(Blouin, 2007). « Le choix des cépages est toujours encadré de façon précise, très limitative, 
avec ou sans pourcentage mini/maxi imposé. On observe souvent un antagonisme entre « vins 
d’origine » et « vins de cépage ». Les AOC traditionnelles sont marquées par leurs cépages, 
ils peuvent être cités sur les contre-étiquettes, les documents commerciaux…mais ils ne sont 
que rarement mis en évidence (…) Le mode de conduite, la récolte, le rendement, la teneur en 
sucre et les pratiques œnologiques présentent certaines limitations ». La notion d’AOC passe 
aussi par la mise en valeur de zones de production délimitées de manière précise, des savoir-
faire locaux constants afin de mettre sur le marché des vins de qualité identifiables et 
différenciables contribuant à la notoriété des vins. 
3.2.2.2 Les cépages champenois 
L’appellation AOC Champagne compte environ 30 000 ha. Trois cépages sont 
autorisés dans la règlementation de l’AOC : le Pinot Noir essentiellement sur la Montagne de 
Reims, le Pinot Meunier dans la vallée de la Marne et le Chardonnay sur la Côte des Blancs 
(Figure 3.5). Plus précisément, les cépages sont choisis selon le milieu physique. Ainsi, sur les 
formations tertiaires, sur un axe ouest Reims-Epernay ainsi que dans les vallées : le pinot 
meunier domine à 80% ; sur un axe est Reims-Epernay, sur la craie, se trouvent les 1er Crus et 
Grands Crus avec essentiellement du pinot noir et du chardonnay et enfin le chardonnay est 
présent à 99% à l’est de Reims-Courcy au niveau de la butte témoin de Nogent-l’Abbesse et 
sur la Côte des Blancs. La production est essentiellement du Champagne Blanc de Blanc sur 
cette côte. Le chardonnay n’est pas présent dans la vallée de la Marne où sont installées la 
plupart des Grandes Maisons notamment parce que le pinot meunier est préféré pour ses dates 
de débourrement et de floraison plus tardives. Quatre autre cépages existent également en 
Champagne et font partie de l’appellation : le pinot gris, le pinot blanc, le petit Meslier et 
l’Arbane mais ils n’occupent qu’un hectare du vignoble (Communication privée avec Laurent 
Panigaï). 
Cette répartition spatiale, d’origine anthropique, vise également à implanter le Pinot 
Noir là où l’aléa gélif est le plus fréquent car ce cépage a un débourrement plus tardif. 
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Figure 3.5 : Répartition des cépages au sein du vi gnoble de la Marne (Adapté de « Le Terroir », 
www.champagne.fr) 
3.2.2.3 Les terroirs champenois 
Tous ses paramètres font du vignoble un terroir particulier, voire même une multitude 
de terroirs originaux si l’on se place à l’échelle de la parcelle viticole avec son sol, son 
microclimat, son cépage et son mode de conduite. Le vignoble champenois, par sa 
compétitivité, son dynamisme sur les marchés des vins mondiaux s’ancre bien dans la 
tradition des vins de « terroir ». Le terme de « terroir » a souvent été propre à l’analyse de 
l’espace rural et à la description des systèmes agraires (Vaudour, 2003). Pour les œnologues, 
le terroir est défini par sa capacité à fournir une bonne maturation des raisins d’un cépage 
approprié quelque soient les conditions climatiques de l’année (Ribéreau-Gayon et Peynaud, 
1971). La définition de terroir est très largement discutée dans la bibliographie. La définition 
institutionnelle donnée par l’Institut National des Appellations d’Origine associe le terroir à la 
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qualité du produit issu d’une aire géographique d’appellation d’origine contrôlée (AOC). 
L’INAO définit le terroir comme « un ensemble de terrains qui par la nature plus ou moins 
variée de leurs sols (caractères agronomiques et géopédologiques), leur situation et leur 
environnement (topographie, exposition, etc, influant sur le mésoclimat) se sont révélés par 
l’expérience et les usages propices à la production des vins fins » (Vaudour, 2003). Vaudour 
(2003) propose une synthèse des différentes définitions sous forme de typologie de notions 
mises en valeur par le sens et l’« essence » même du mot terroir en décomposant le terroir en 
« terroir-matière », « terroir-espace », « terroir-conscience » et « terroir-slogan » (Annexe III). 
En effet, ces notions interagissent pour définir le terroir comme gage de pérennité, d’origine, 
de spécificité, de typicité visant à la non-reproductibilité. Le terroir peut être enfin envisagé 
comme un système où se d éroulent des interactions complexes entre le climat, le sol, le 
matériel végétal et le savoir-faire (Vaudour, 2003). 
La notion de terroir a été définie en juin 2010 pa r l’Organisation de la Vigne et du 
Vin : « Le terroir vitivinicole est un concept qui se réfère à un espace sur lequel se développe 
un savoir collectif, des interactions entre un milieu physique et biologique identifiable et les 
pratiques vitivinicoles appliquées, qui confèrent des caractéristiques distinctives aux produits 
originaires de cet espace ». 
Un « zonage viticole » ayant pour but de connaître la distribution spatiale des zones de 
« terroirs » homogènes a été mis en place par le CIVC dans le but de répondre aux questions 
des professionnels tels que le choix des porte-greffes, de la lutte contre l’érosion, etc 
(Doledec, 1995 ; A.V.C., 2010). En effet, le rendement est tributaire des facteurs physiques du 
milieu et du territoire, de la météorologie et du climat mais également des pratiques viticoles 
tels que le choix des terres exploitées, de l’architecture de la vigne, de l’enherbement lié à la 
contrainte hydrique. Il s’agit d’élaborer une pratique raisonnée de la viticulture en tenant 
compte de ces facteurs. 
3.3 Premiers constats du changement climatique en Champagne 
Comme cela a été énoncé dans le chapitre 2, des modifications, conséquences directes 
du changement climatique, sont observées dans les vignobles du Monde. En Champagne, les 
stades phénologiques sont plus précoces et les rendements ont augmenté depuis une trentaine 
d’années. 
3.3.1 Evolution des stades phénologiques et des vendanges 
3.3.1.1 Précocité des stades phénologiques 
En Champagne, les stades phénologiques ont une tendance à la précocité. Chacune des 
séries de la figure 3.6 a été analysée pour repérer une éventuelle rupture dans la série des 
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données (test de Pettitt, 1979). Mise à part la série des dates du débourrement, le test montre 
une rupture statistiquement significative à la fin des années 1980 : la moyenne des deux sous-
séries est statistiquement différente. Les courbes montrent à la fin des années 1980, une 
tendance à l’avancement des dates pour la véraison et la pleine floraison. Le débourrement ne 
présente pas cette rupture : pour sortir de la dormance hivernale, la plante a besoin 
d’enregistrer au préalable, une période de froid (Beltrando et Briche, 2010). La rupture 
statistique observée pour la vigne apparaît pour des séries de données environnementales sur 
de nombreuses régions du monde ce qui suggère un lien avec un phénomène atmosphérique 
d’échelle globale et confirme les conclusions du GIEC (2007). 
Depuis 1987, l a date de floraison est en moyenne plus précoce et même si le cycle 
fructifère floraison/vendange est très stable (autour de 96 jours), seules deux années ont vu ce 
cycle particulièrement raccourci, 1976 et 2003, en raison d'une canicule prolongée qui s’est 
traduite par des vendanges plus précoces (Beltrando et Briche, 2010). 
 
Figure 3.6 : Date des stades phénologiques et des vendanges de 1951 à  2010 (Données : CIVC et 
Magister) 
3.3.1.2 Avancée du ban des vendanges 
Le ban des vendanges annonce de manière subjective la date de récoltes, poussant 
parfois le viticulteur à vendanger pour éviter les intempéries telles que la pluie.  
Le graphique (Figure 3.7), réalisé à partir des résumés de vendanges fournis par le 
CIVC et le réseau Magister, montre une tendance statistiquement significative à l’avancée des 
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dates de départ de vendanges pour les trois cépages présents au sein du vignoble champenois. 
La courbe de la température moyenne d’avril à septembre présente une tendance positive 
statistiquement significative. En Champagne, sur la période 1965-2005, les vendanges sont 
plus précoces d’une vingtaine de jours en moyenne. Les températures de l’année influencent 
le cycle végétatif de la vigne et les dates de vendanges : on observe une relations inverse 
significative (r = -0,8) entre la température moyenne et la date moyenne des vendanges 
(Beltrando et Briche, 2010). L’année 2003 p résente une température moyenne d’avril à 
septembre beaucoup plus élevée que les autres années (16,8°C) avec une date de vendanges 
extrêmement précoce (27 août contre 24 septembre en moyenne). 
 
Figure 3.7 : Évolution des dates de vendanges et des températures moyennes d’avril à septembre de 
1951 à 2010 (Données : CIVC et Magister). 
3.3.1.3 Raccourcissement de la période débourrement-vendanges 
En Champagne, l’écart entre la date moyenne du débourrement et celle du début de la 
vendange, est certes variable d’une année à l’autre (Beltrando et Briche, 2010), mais 
l’observation des tendances montre une diminution assez nette depuis le début des années 
1990 (Figure 3.8). 
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Figure 3.8 : Nombre de jours entre la date moyenne du débourrement et la date moyenne de début des 
vendanges, par rapport à la moyenne 1951-2010, en Champagne (Données : CIVC et Magister)  
Le cycle végétatif de la vigne tend vers un raccourcissement de sa durée qui ne sera 
pas sans conséquences sur la viticulture et nécessitera une adaptation en termes de mode de 
conduite et de porte-greffe. 
3.3.2 Évolution de l’indice bioclimatique de Huglin 
Les tendances en degrés-jours (Figure 3.9) calculées montrent des différences selon les 
stations : Fort-Chabrol (Epernay) et Reims-Courcy présentent une tendance positive moins 
importante que les stations d’Avize bas et Bouzy haut ; cependant ces différences ne sont pas 
grandes du fait de l’unité de l’indice de Huglin. 
Les valeurs de l’indice de Huglin expriment un type de climat. Ces valeurs en degrés-
jours permettent de constater que le « type » de climat viticole évolue pour les quatre stations 
où des longues séries de données sont disponibles vers un type de climat plus chaud. D’après 
la classification établie par Tonietto et Carbonneau (2004), le climat champenois a évolué en 
trois décennies d’un climat « très frais » vers un climat « frais », atteignant même la classe 
climat « tempéré » en 2003.  
L’indice hausse pour les quatre stations. Cet indice confirme les conclusions données 
par les tendances thermiques : lorsqu’une station enregistre des indices élevés, les autres 
varient dans le même sens. Cet indice lisse les données topoclimatiques et sert à caractériser 
l’ensemble d’une région viticole. 
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Figure 3.9 : Évolution de l’indice de Huglin pour les stations Bouzy Haut, Avize bas, Fort-Chabrol 
(Epernay) et Reims-Courcy (Données : CIVC et Magister, adapté de Briche, 2007). 
La station Avize-bas se situe en zone de culture du Chardonnay. Selon Huglin (1978), 
l'optimum de l'indice bioclimatique pour ce cépage est de 1700 degrés-jours. Depuis 1976, il 
semblerait donc que ce cépage évolue dans un environnement climatique de plus en plus 
optimal même si les dernières années laissent entrevoir un dépassement de cet optimum 
bioclimatique. 
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3.3.3 Évolution du taux d’alcool et de l’acidité totale moyens par an 
3.3.3.1 Influence de la température sur le degré d’alcool potentiel 
Le degré potentiel et la température (Figure 3.10) évoluent positivement dans le même 
sens (r = 0,5) : en effet, plus la température augmente, plus le taux de sucre est élevé et par 
conséquent, le degré d’alcool également. On constate une hausse rapide à la fin des années 80 
du degré d’alcool potentiel qui correspond à la période de rupture montrant la hausse des 
températures en Champagne.  
 
Figure 3.10 : Evolutions de 1951 à 2010 de la température moyenne annuelle d’avril à septembre et du 
degré potentiel moyen annuel (Données : CIVC et Magister). 
Cette hausse du degré d’alcool potentiel pourrait, dans quelques décennies, changer la 
typicité des vins de Champagne même si les pratiques d’assemblage des moûts de plusieurs 
années permettent de nuancer cette augmentation pour le moment.  
3.3.3.2 Influence de la température sur l’acidité totale moyenne 
La température et l’acidité (Figure 3.11) varient inversement (r = -0,8) : plus la 
température est élevée, plus l’acidité diminue. On observe une baisse significative de l’acidité 
à la fin des années 80 d’environ 1 gH2SO4/L. L’acidité « subit une combustion d’autant plus 
importante que la température est élevée » (Liger-Belair et Rochard, 2008). Les années où la 
température est très élevée pendant la maturation des raisins, l’acidité notamment celle due à 
l’acide malique diminue. Cela peut avoir des conséquences sur la qualité des moûts car une 
acidité élevée favorise la manifestation des anthocyanes (Blouin, 2007) en relation avec la 
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bonne synthèse des tanins. Elle est également importante pour l’équilibre gustatif des vins et 
joue un rôle dans les saveurs : si elle est trop faible, les vins sont fades (Blouin, 2007). 
 
Figure 3.11 : Evolutions de 1951 à 2010 de la température moyenne annuelle d’avril à septembre et de 
l’acidité totale moyenne annuelle (Données : CIVC et Magister). 
3.3.3.3 Evolution du degré d’alcool potentiel et de l’acidité  
Le degré d’alcool et l’acidité (Figure 3.12) présentent une forte variabilité 
interannuelle de 1951 à 2010. Ils présentent une évolution inverse (r = -0,6) : les arômes issus 
de l’acidité peuvent diminuer lorsque le taux d’alcool augmente, faisant perdre aux vins leurs 
caractéristiques du terroir. Ce graphique met en évidence l’année 2003, elle a donné un degré 
moyen annuel de 10,6 contre 9,6 en moyenne, une acidité totale (gH2SO4/L) de 5,8 contre 8,3. 
Le rendement a baissé en 2003 avec 8 256kg/ha contre environ 11 400kg/ha en moyenne les 
autres années. 
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Figure 3.12 : Évolutions de 1951 à  2010 du degré potentiel moyen annuel et de l’acidité totale 
moyenne annuelle (Données : CIVC et Magister). 
En Champagne, pour le moment, le changement climatique apporte de meilleures 
conditions thermiques pour ce vignoble septentrional dont la biomasse augmente ainsi que le 
rendement en moyenne ; les grappes murissent mieux. Les cépages sont dans un optimum 
thermique. Comme dans les autres vignobles français, le cycle végétatif se raccourcit et les 
stades phénologiques sont plus précoces. 
3.4 Un vignoble menacé dans le futur ? 
Ce vignoble de la Marne présente un intérêt dans la cadre d’une étude sur le 
changement climatique car il peut être touché par un aléa gélif printanier et des vagues de 
chaleur estivales.  
3.4.1 Un vignoble sensible au gel 
Par sa position septentrionale, le vignoble champenois est sujet à l’aléa gélif printanier 
de manière récurrente. Dans le futur, si le débourrement est plus précoce du fait des 
températures plus élevées au début du cycle végétatif, la vigne sera toujours soumise à des 
températures négatives fréquentes au printemps. En Champagne, les gelées printanières sont 
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extrêmement bien suivies par la profession et par le CIVC : des moyens de lutte peuvent être 
déclenchés et le suivi du gel est opérationnel. 
Ainsi, selon le type de gelées printanières blanche ou noire12, différents moyens de 
lutte peuvent être déployés tels que : 
- l’aspersion, un des moyens de lutte contre les gelées printanières les moins 
polluants qui permet d’établir un équilibre eau-glace autour du bourgeon afin de le 
maintenir à 0 °C. L’aspersion est efficace quelque soit le type de gelée et leur 
intensité. Ce procédé nécessite une bonne connaissance du démarrage qui peut être 
risqué s’il n’est pas réalisé au bon moment. En effet, ce moyen de lutte permet à 
l’eau déposée sur le végétal de se transformer en glace : l’énergie libérée, 
lorsqu’elle est assez suffisante, permet de maintenir les jeunes pousses ou 
bourgeons dans un équilibre eau-glace à 0°C (A.V.C., 1991). L’aspersion dépend 
de l’humidité de l’air mais aussi du vent et de la température de l’air ambiant. 
L’eau apportée maintient l’équilibre si l’air est déjà saturé et lorsqu’il est sec, l’eau 
permet de le saturer. Un vent faible peut amener des masses d’air froid et sec : il 
faut alors apporter davantage d’eau qui va permettre le réchauffement et la 
saturation (A.V.C., 1991). 
- les brasseurs d’air qui consistent à mélanger les couches d’air moins froides à 11 m 
et celles plus froides au sol ce qui permet un réchauffement au niveau du sol et les 
fils électriques chauffants. 
D’autres dispositifs existent avec des coûts et des dommages environnementaux plus 
conséquents tels que le fuel pulvérisé (réchauffage de l’air), les combustibles solides, la 
combustion de gaz. Tous ses d ispositifs sont autorisés et dépendent de la fréquence des 
gelées, des types de gelées, des tailles de parcelles et des moyens financiers possibles. 
La prévision des gelées est en ligne sur l’extranet du CIVC mais est également 
diffusée par Météo-France. Les viticulteurs disposent également d’une table de 
déclenchement (AVC, 2010) pour les aider à respecter le protocole de mise en place de 
l’aspersion. Cette table indique les étapes à suivre dès la veille du déclenchement mais aussi 
s’il est encore possible de déclencher l’aspersion. 
La profession est donc réactive face aux intempéries telles que le gel printanier et les 
viticulteurs connaissent les zones susceptibles de geler dans leurs parcelles. 
                                                 
12Lorsqu’une gelée blanche se produit, les conditions sont généralement radiatives et l’air est chargé en vapeur 
d’eau ; ainsi lors du refroidissement nocturne, l’eau se transforme en cristaux de glace et un manteau de givre 
recouvre les ceps de vigne. On parle de gelées noires lorsque les températures minimales sont extrêmement 
basses, inférieures à -7°C (AVC, 1991). 
 
  
72 Chapitre 3 : Le changement climatique dans le vignoble champenois 
3.4.2 Un vignoble sujet à l’aléa gélif et aux vagues de chaleur : l’année 2003, 
annonciatrice d’un futur probable ? 
L’année 2003 est considérée comme exceptionnelle et comme représentative des 
conditions probables du futur (André et al., 2004 ; Agenis-Nevers, 2006). Elle est marquée en 
Champagne, par une forte période de gel début avril et une canicule estivale qui ont touché 
tout le vignoble (Briche et al., 2011a et Briche et al., 2011b). 
Les évènements gélifs printaniers en Champagne ont été largement exploités dans la 
bibliographie (Sarmir, 1995 ; Beltrando, 1998 ; Quénol, 2002 ; Madelin, 2004 ; Madelin et 
Beltrando, 2005). Le printemps 2003 a été plus particulièrement étudié dans la thèse de 
Madelin (2004). Il est en effet possible d’identifier spatialement les zones les plus gélives et 
sensibles au gel afin d’installer un système de protection. Généralement, en Champagne, les 
températures les plus basses sont observées sur la Montagne de Reims et la Côte des Blancs 
(Madelin, 2004 ; Madelin et Beltrando, 2005) : ceci est dû à des facteurs locaux (cf. Chapitre 
2, 2.3.3) tels que la topographie avec des cuvettes plus froides que les hauts de coteaux et 
l’orientation qui joue un rôle la répartition spatiale des températures minimales.  
Cependant, même si les températures minimales sont en relation avec les 
caractéristiques géographiques et topographiques du vi gnoble, une différence est observée 
entre le gel agronomique et le gel météorologique en 2003 (Madelin et Beltrando, 2005). En 
effet, les parcelles où de nombreux dégâts ont été constatés ne sont pas forcément les 
parcelles où la température était la plus basse au printemps 2003 mais celles où les cépages 
ont débourré plus précocement. En 2003, le chardonnay a débourré le 4 avril, le pinot noir le 9 
et le pinot meunier le 13 : ainsi même si la Montagne de Reims présentait les températures les 
plus basses en 2003, elle n’a pas été le plus touchée par les dommages dus au gel des 
bourgeons de printemps avec seulement 32% de dégâts contre plus de 80% au nord de la Côte 
des Blancs (Figure 3. 13), implantée en chardonnay. 
La canicule 2003 a causé d’importants dommages sur les grappes de raisins en pleine 
maturation mais il n’existe pas de données chiffrées concernant les dégâts occasionnés par les 
températures élevées. 
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Figure 3.13 : Dommages causés par le gel au printemps 2003 dans le vignoble de la Marne (Madelin et 
Beltrando, 2005). 
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3.4.3 Jeux et enjeux du vignoble de Champagne dans un contexte de 
changement climatique 
La figure 3.14 récapitule les enjeux de ce travail de thèse visant à modéliser le 
changement climatique au sein du vignoble de Champagne. 
Ce travail de recherche s’attache à montrer l’évolution possible des températures au 
cours du X XIème siècle et l’impact de cette évolution sur la phénologie de la vigne dont le 
cycle végétatif tend à se raccourcir et à êt re de plus en plus précoce. Cela engendre de 
nombreuses interrogations sur la capacité de la vigne à s’adapter face à ces nouvelles 
conditions thermiques.  
En Champagne, les interrogations majeures résident dans les aléas extrêmes 
thermiques : ceux-ci pourraient de plus en plus fréquents et intenses. Les répercussions des 
dommages pourraient alors occasionner des dégâts sur le végétal mais aussi sur l’économie 
viti-vinicole d’où l’importance d’évaluer les conditions futures à partir de modélisations 
numériques mais aussi de déterminer les possibles dangers pour certains coteaux viticoles 
dans le futur. 
CONCLUSION DU CHAPITRE 3 
Ces tendances inquiètent le milieu viticole, attentif à la météorologie et au climat. 
Les professionnels souhaitent avoir des informations sur le climat du futur à l’échelle 
des coteaux viticoles champenois. L’objectif appliqué de ce type d’étude est donc 
d’apporter des informations susceptibles d’aider les acteurs économiques à décider des 
mesures d’adaptation les plus adéquates en fonction des changements qui paraissent les 
plus probables. 
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Figure 3.14 : Principaux effets du changement climatique sur le cycle phénologique et sur le végétal 
en Champagne. 
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Deuxième partie 
Données et méthodes  
Cette partie présente les données analysées et méthodes employées en se centrant dans 
un premier temps sur le réseau de stations météorologiques champenois. Dans un second 
temps, sur les sorties thermiques de modèles du climat exploitées et enfin les méthodes 
utilisées pour évaluer le changement climatique dans le vignoble champenois sur la période de 
contrôle et les scénarios futurs. 
La méthodologie repose quant à elle sur des traitements statistiques uni-variées et bi-
variées ainsi que sur des lois des extrêmes : en effet, les extrêmes thermiques sont 
défavorables à la vigne et deviennent un e njeu majeur dans les questions relatives au 
changement climatique d’où l’importance de les mettre en évidence dans les distributions 
statistiques. 
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Chapitre 4  
Les données de températures observées et simulées 
La base de données de températures de la Champagne est issue des mesures de 23 
stations manuelles et automatiques dont l’historique est retracé brièvement. La zone d’étude 
se concentre sur la Marne afin de préserver une certaine homogénéité spatiale topographique 
et exclut les stations plus en retrait. Les données sont testées afin de voir si les séries sont 
stationnaires : les paramètres statistiques du phénomène ne doivent pas évoluer au cours du 
temps (Madelin, 2004). Nous développerons les caractéristiques des trois modèles du climat 
utilisés dans le cadre de cette recherche en précisant les données thermiques obtenues. 
4.1 Données climatiques thermiques du réseau Champagne 
4.1.1 Historique des données thermiques 
Les données thermiques proviennent de deux types de stations issues de plusieurs 
réseaux de mesure implantés à différentes échelles spatiales. Le réseau de la Marne comprend 
23 stations sur les 37 disponibles en Champagne (Figure 4.1) : 
- Une station synoptique, Reims-Courcy, du réseau Météo-France avec les normes 
d’installation l’OMM implantée en plaine et représentative du climat de la région 
viticole. Les données sont disponibles depuis 1947 et l’étude réalisée tient compte du 
passage au mode de relevé automatique. 
- 22 stations automatiques implantées sur les coteaux viticoles. Ces stations sont gérées 
par le CIVC et sont issues de plusieurs réseaux comme l’AGREMAM (Association de 
Gestion du REseau Météo Automatisé de la Marne), implanté entre 1992 e t 1994, 
financé par des structures départementales publiques et des organismes privés tels que 
Mumm et Perrier-Jouët.  
  
80 Chapitre 4 : Les données de températures observées et simulées 
 
Figure 4.1 : Le réseau champenois au complet (Adapté de Madelin, 2004, Source : CIVC) 
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Ce réseau a pris fin en 2004 pour des raisons financières. Le CIVC gère désormais 
les stations sur les coteaux : Avize-Bas, Bouzy haut, Chambrecy, Châtillon, 
Epernay et Mailly inclues dans cette étude ainsi que la station de Béthon non 
concernée par ce t ravail de recherche. Le CIVC, en collaboration avec Météo-
France et des universitaires (M. Lecompte et G. Beltrando), a eu  la volonté 
d’installer un réseau plus complet de stations automatiques en 1991 dans le cadre 
du réseau de Zonage du vignoble : les capteurs sont placés selon différentes 
expositions, positions sur le coteau, altitudes et permettent de représenter au 
mieux la variabilité spatiale du climat sur les coteaux viticoles avec notamment 
des couples de stations bas de coteau / haut de coteau comme Avize bas / Avize 
haut, Bouzy bas / Bouzy haut, Verzenay / Mailly. Les stations Frignicourt, Fère-
Champenoise, Dommartin Lettrée sont exclues car elles sont trop éloignées de la 
zone d’étude choisie. Les données des stations de l’Aube et de l’Aisne ne sont pas 
étudiées.  
4.1.2 Stations et données  
4.1.2.1 Le matériel météorologique  
En Champagne, les stations météorologiques sont des stations automatiques et 
agroclimatiques Enerco de Cimel électronique (Figure 4.2) conforme aux recommandations 
de l’OMM. L’environnement de la station doit être soigné : le sol doit être enherbé et tondu 
régulièrement. En Champagne, le sol est recouvert d’un épandage d’écorce avec désherbage. 
La station est protégée par un enclos grillagé d’environ quatre mètres sur quatre. Ces stations 
sont équipées d’une batterie alimentée par des panneaux solaires permettant leur autonomie. 
Une station automatique peut intégrer plusieurs capteurs selon les variables étudiées : en 
Champagne, les différents capteurs sont : l’anémomètre (avec vitesse et direction), le 
pluviomètre, l’hygromètre, le pyranomètre, l’humectateur, les thermomètres sous abri à 2 m 
du sol et en indice actinothermique13. Les stations ne disposent pas de tous les capteurs, les 
utilisateurs peuvent choisir l’équipement de leurs stations selon leurs besoins. Chaque capteur 
a une marge d’incertitude et une fréquence d’enregistrements qu’il est possible de modifier 
selon les besoins.  
Pour la température, seule variable exploitée, les capteurs relèvent les températures 
minimales, maximales et moyennes de la journée ainsi que les températures horaires à l’heure 
ronde (Tableau IV.I et IV.II). La transmission des données se fait par le réseau téléphonique 
                                                 
13 La température relevée en indice actinothermique est obtenu à partir de capteurs placés à quelques dizaines de 
centimètres du sol en rayonnement libre (Madelin, 2004). 
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ce qui permet une connexion à distance ainsi que de possibles interrogations de la station. Le 
logiciel de transmission pour les stations CIVC est le logiciel Bluesky.  
Les températures en indice actinothermique, intéressantes en cas d e refroidissement 
nocturne mais également lors des canicules estivales car elles sont proches de la température 
réelle des végétaux, ne sont pas utilisées parce que les sorties de modèles obtenues simulent la 
température de l’air à 2 m du sol et non la température au contact de la surface du sol. 
 
Figure 4.2 : Station Enerco de Cimel électronique avec des exemples de capteurs disponibles 
(www.cimel.fr)  
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Tableau IV.I : Variables et descriptifs des capteurs (www.cimel.fr).  
 
Tableau IV.II : Principaux résultats horaires et quotidiens (www.cimel.fr). 
 
4.1.2.2 Les données thermiques retenues 
On utilise les données thermiques des 23 s tations (Annexe IV et Figure 4.3) de la 
Marne. Ces températures de l’air sont mesurées sous abri à deux mètres du sol grâce à des 
capteurs de températures ayant une résolution de 0,1°C ± 0,02°C. Selon les phénomènes 
étudiés et les sorties de modèles analysées, on utilisera la base de données journalière ou 
horaire. Les températures sont relevées toutes les 5 secondes puis les valeurs maximales, 
moyennes et minimales sont mises à disposition au pas de temps quotidien. Pour les données 
horaires, les valeurs sont relevées à l’heure ronde en instantané (Tableaux IV.1 et IV.2).  
L’annexe IV montre que quelques stations ont des longues séries de données, utilisées 
pour la détection d’une éventuelle rupture d’origine climatique : Reims-Courcy, Avize bas, 
Bouzy haut et Fort-Chabrol sont conservées pour cette étude.  
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Figure 4.3 : Les 23 stations de la Marne (Données : CIVC, Météo-France et IGN) 
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4.1.3 Validité et fiabilité des données thermiques 
La vérification de la fiabilité des jeux de données est indispensable. Elle peut 
s’effectuer par le remplacement des données manquantes mais aussi par le fait de valider la 
stationnarité des données en s’intéressant aux éventuels changements de capteurs, de mode de 
relevés, etc. Ici, les ruptures détectées sont de l’ordre d’un changement de stationnarité 
d’origine climatique sur les séries thermiques (Briche, 2007). 
4.1.3.1 Traitement et remplacement des données lacunaires 
Lorsque le nombre de valeurs manquantes est faible, les données ont été reconstituées 
(Briche, 2007). Si ce nombre est trop élevé (généralement supérieur à 5% de la série 
complète), la série est abandonnée. La station de Mailly n’est pas conservée car six mois de 
données sont manquants entre le passage des relevés manuels à automatiques. La série de 
données manuelles de Chambrécy est également écartée de l’étude car les données présentent 
des aberrations considérables.  
Deux méthodes ont été utilisées lors de la vérification de la base de données 
thermique : 
- lorsqu’une valeur journalière14 est manquante au sein de la série, elle est remplacée 
par la moyenne des jours qui l’entourent. 
- lorsqu’il s’agit de plusieurs valeurs, des régressions linéaires sont effectuées avec 
la station « la plus proche » (Madelin, 2004) si le coefficient de corrélation est 
statistiquement significatif. Par exemple, les données de la station Bouzy haut sont 
comblées grâce à la série de données de la station Avize bas ; les deux stations ont 
un coefficient r de corrélation très élevé (r = 0,94 pour Tn et r = 0,97 pour Tx).  
L’origine de ces valeurs manquantes peut être diverse. Elles peuvent être dues à une 
panne de capteur, à un changement de mode de relevés, une erreur lors de l’extraction des 
données. 
4.1.3.2 Détection des ruptures par les tests statistiques d’homogénéité 
Différents tests existent pour identifier les ruptures des séries météorologiques. Ces 
tests sont souvent utilisés pour caractériser l’évolution des températures (Bigot et al., 2002 ; 
Zaharia et al., 2002). Quatre tests dont celui de la normalité effectués grâce au logiciel 
Kronostats sont réalisés pour cette étude.  
Dans la thèse, ces tests servent de prétraitements pour tester les séries thermiques des 
stations mais également pour détecter les ruptures d’origine climatique sur les séries où l’on 
dispose de longues séries de données telles que celle de Reims-Courcy.  
                                                 
14 Cette méthode est uniquement appliquée à la base de données journalière. Pour la base de données horaire 
2003, aucune donnée n’est manquante sur les dates considérées. 
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Le test de Normalité  
Ce test permet de vérifier si les séries de données, ici thermiques, suivent une loi 
normale et la normalité est nécessaire pour la réalisation du test de Lee et Heghinian. La 
distribution de Laplace-Gauss ou loi normale est symétrique. Sa forme représente une cloche 
et la distribution normale est définie par deux paramètres ; la moyenne (position de l’axe de 
symétrie) et l’écart-type (distance entre la moyenne et le point d’inflexion). Les valeurs de la 
fonction de répartition d’une distribution centrée-réduite (moyenne=0, écart-type=1) sont 
utilisées pour n’importe quelle distribution gaussienne.  
Le test de Pettitt, 1979 (Ceresta, 1986) 
Ce test, dérivé du test de Mann-Whiney, est réputé pour sa robustesse. Il s’agit d’une 
méthode non paramétrique qui ne fait pas d’hypothèse sur la nature de la distribution de la 
variable définissant la série d’observations. L’absence de rupture au sein de la série Xi de 
taille N constitue l’hypothèse nulle. Les valeurs des deux échantillons sont regroupées et 
classées par ordre croissant. On calcule alors la somme des rangs des éléments de chaque 
sous-échantillon dans l’échantillon total. A partir de deux sommes ainsi déterminées, une 
statistique est définie et testée sous l’hypothèse nulle d’appartenance des deux sous-
échantillons à la même population (Lubes et al., 1994). Si l’hypothèse nulle est rejetée, une 
estimation de la date de rupture est donnée, avec un seuil de significativité traduisant la 
probabilité de cette hétérogénéité temporelle. 
La méthode bayésienne (Lee et Heghinian, 1977)  
Cette méthode est une approche paramétrique qui requiert une distribution normale 
des variables étudiées. Elle fait l’hypothèse d’un changement de moyenne à un instant 
inconnu. La distribution a priori de l’instant de la rupture est uniforme, et compte tenu de 
cette information et des données, la méthode produit la distribution de probabilité a posteriori 
de l’instant de la rupture. La position dans le temps et l’amplitude d’un changement éventuel 
de moyenne sont définis par des modes des distributions a posteriori. A ces modes sont 
associés des probabilités. 
La méthode de segmentation de Hubert et alii (1989)  
Le principe de cette segmentation est de diviser la série de données en m segments 
(m>1) de telle sorte que la moyenne calculée sur tout segment soit significativement 
différente de la moyenne du ou des segment(s) voisin(s). Cette méthode permet de rechercher 
les éventuels changements de moyenne (Lubes et al., 1994). La segmentation retenue doit être 
telle que pour un or dre m de segmentation donné, l’écart quadratique soit minimum. Cette 
condition est nécessaire mais non s uffisante pour la détermination de la segmentation 
optimale. Il faut lui adjoindre la contrainte suivante selon laquelle les moyennes des deux 
segments continus doivent être significativement différentes.  
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D’après les auteurs du test, cette méthode de segmentation peut être considérée 
comme un test de stationnarité, l’hypothèse nulle définissant la série étudiée comme 
stationnaire. Si la procédure ne produit pas de segmentation acceptable d’ordre supérieur ou 
égal à 2, l’hypothèse nulle est acceptée et aucun niveau de signification n’est attribué à ce test. 
Ces tests ont été réalisés automatiquement avec le logiciel Kronostats en tant que 
« prétraitements » des longues séries de données et donnent des résultats relativement 
similaires (Briche, 2007) avec une rupture d’origine climatique détectée à la fin des années 
80. Le test de Pettitt est choisi pour l’analyse des résultats car il est reconnu pour sa 
robustesse et souvent utilisé dans les détections de ruptures dues au changement climatique 
(Bigot et al., 2002 ; Briche et al., 2009a et b). 
4.1.3.3 L’origine des ruptures 
Une série d’observations météorologiques est considérée comme homogène lorsque 
les conditions de mesure n’ont pas changé au cours du temps, de sorte, qu’elle ne soit affectée 
par aucun élément perturbateur modifiant la loi de distribution du paramètre mesuré sur la 
période d’étude. Une série d’observations météorologiques peut être hétérogène. Cette 
hétérogénéité est soit d’origine climatique si l’évolution est continue, soit d’origine artificielle 
avec une rupture d’homogénéité. Les méthodes statistiques utilisées pour détecter les ruptures 
ne font pas la distinction entre les ruptures d’ordre climatique et les ruptures artificielles : les 
métadonnées sont donc indispensables afin de vérifier s’il y a eu des pannes d’instruments de 
mesure, etc. Il existe beaucoup de paramètres réels ou artificiels (Figure 4.4) qui peuvent 
perturber une série de données thermiques (Mitchell et Dettwiller in Choisnel, 2001). 
En France, six causes principales entraînent des ruptures dans les séries climatiques 
d’amplitude thermique pouvant être supérieure à 1°C  (Mestre, 2000):  
- un changement de capteur et/ou d’abri météorologique, 
- une modification de l’environnement du capteur, 
- un changement d’emplacement du site de mesure, 
- un changement d’observateur, 
- un changement du mode de calcul paramétrique, 
- une valeur reconstituée sur de longue période, 
Selon des études menées en France, il semblerait le déplacement du site provoquerait 
la plus grande hétérogénéité (Tableau IV.III). Des études menées en Finlande par Heino 
(1996) confirment cette observation. 
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Figure 4.4 : Liste des facteurs de toutes origines pouvant entraîner une modification de la température 
mesurée. L’intensité de gris et les cercles concentriques soulignent le caractère additif des différentes 
causes de variation des températures. (Source : Mitchell et Dettwiller in Choisnel, 2002). 
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Tableau IV.III : Principales causes de ruptures d’homogénéité statistique en fonction de leur intensité 
sur différents paramètres météorologiques (d’après Heino, 1996). 
 
En Champagne, les stations du vignoble marnais n’ont jamais changé d’emplacement : 
la source de ruptures la plus importante est donc évitée. Des discontinuités peuvent également 
survenir suite à d es erreurs aléatoires ou à d es erreurs systématiques lors des relevés 
automatiques mais elles sont bien souvent détectées et corrigées par le CIVC. 
4.2 Les trois modèles du climat choisis  
4.2.1 Le modèle du LMD à résolution dite « globale » 
4.2.1.1 Résolution du modèle LMD 
Le modèle du L aboratoire de Météorologie Dynamique (IPSL) est un modèle de 
circulation générale à « points de grille15 ». Pour cette étude, on ut ilise le modèle global en 
deux dimensions - n’incluant pas l’altitude- d’environ 300 km de résolution. Un point de 
grille d’une maille de 2,5°*3,75° de côté et de coordonnées : 1,87°E à 3,75°E et 48,16°N à 
49,43°N est extrait de la grille globale et elle inclut le vignoble marnais16.  
                                                 
15 « Un point de grille » est le centre d’une maille de modèle. 
16 Le point de grille du LMD n’est pas cartographié dans le manuscrit, il est situé en Picardie, hors du vignoble 
marnais étudié (Figure 4.8) 
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4.2.1.2 Données thermiques du LMD 
Les données thermiques journalières (à raison de 360 jours par an) minimales et 
maximales en degrés Kelvin sont obtenues en format netCDF puis converties en °C dans le 
cadre de la thèse avec le logiciel Matlab.  
Quatre séries sont disponibles :  
- une série dite de « contrôle » de 1860 à 2000 ;  
- trois séries de simulations futures (2001-2100) pour les scénarios A1B, B1, A2. 
4.2.1.3 Origine des données LMD 
Le modèle du LMD est la composante atmosphérique du modèle couplé IPSL-CM4-
Version 1 utilisée pour le GIEC-AR4. Cette composante atmosphérique est héritée du modèle 
original du LMD datant du début des années 80 (Sadourny et Laval, 1984).  
Les données en 2D sont accessibles dans le cadre du PCMDI (Program for Climate 
Model Diagnosis and Intercomparison) sur le site de l’IPSL sur une plate-forme adaptée : 
http://mc2.ipsl.jussieu.fr/simules.html. Il fallait choisir : 
-  pour la période de contrôle, la simulation 20C3M (2L18) de 1860 à  2000 qui 
correspond à la série dite de « contrôle » prenant en compte les aérosols et les 
concentrations observées de GES ; 
- pour les simulations futures de 2000 à 2100, les scénarios 2L26 (A2), 2L27 (A1B) 
et 2L28 (B1). 
Dans le cadre du GIEC, c’est la version appelée « LMDz.3 » qui est utilisée dans le 
modèle couplé IPSL-CM4-Version 1 ; il s’agit de la seconde génération de modèle développé 
par le LMD. Ce modèle est nommé « LMDz » car le modèle peut être zoomable comme le 
modèle ARPEGE-Climat et surtout car sa résolution peut être plus fine que la résolution dite 
« globale » utilisée dans la thèse17. 
4.2.2 Le modèle ARPEGE-Climat (RETIC) à résolution dite « régionale » 
4.2.2.1 Résolution du modèle ARPEGE-Climat (RETIC) 
La grille d'ARPEGE-Climat est étirée pour augmenter la résolution dans une zone 
d'intérêt autour d’un point appelé « pôle » et elle a la capacité d’être basculée (Figure 4.5) 
pour changer la position du pôl e : il s’agit d’un downscaling dynamique. Cette capacité de 
zoom a permis de développer des études régionales du climat avec ARPEGE-Climat (Déqué 
et al., 1994 ; Déqué et Piedelievre, 1995 ; Déqué et al., 1998 ; Gibelin et Déqué, 2003 ; Déqué 
et al., 2005 ; Li et al., 2006 ; Somot et al., 2008). Le modèle ARPEGE-Climat version 4.6 
possède un pôle placé en mer Tyrrhénienne avec un f acteur d’étirement de 2.5 e t une 
                                                 
17 Le modèle du Laboratoire de Météorologie Dynamique est appelé modèle LMD dans la thèse. 
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résolution horizontale de l’ordre de 50 k m dans la zone Europe-Méditerranée-Afrique du 
Nord.  
 
Figure 4.5 : Points de grille du modèle ARPEGE-Climat en maille variable, zoomé sur la 
Méditerranée.  
4.2.2.2 Données thermiques du modèle ARPEGE-Climat (RETIC) 
Les données des scénarios climatiques sont stockées sur la grille étirée d’ARPEGE-
Climat qui n’est donc pas une grille régulière en latitude et longitude. Les coordonnées 
géographiques des quatre points (Figure 4.6) de restitution des données ont été fournies en 
accompagnement des données.  
Les données proposées sont celles de quatre simulations déjà réalisées : 
- la première couvre la période dite de « contrôle » 1950-2000 et utilise les forçages 
radiatifs (gaz à effet de serre, aérosols) observés ;  
- les trois autres couvrent la période 2001-2100, en continuité avec la première 
simulation, et utilisent les forçages radiatifs des scénarios préconisés par le GIEC : 
A1B, A2 et B1.  
Les données thermiques minimales et maximales à 2  m quotidiennes des quatre 
simulations disponibles ont été récoltées pour quatre points de grille couvrant la Champagne 
viticole. Les températures proposées répondent aux définitions climatologiques habituelles : 
les températures minimales de Jour (J) sur la période 18 H UTC J-1 à 18 H UTC J et les 
températures maximales de J sur la période 06 H UTC J à 06 H UTC J+1. 
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4.2.2.3 Origine des données ARPEGE-Climat (RETIC) 
Ces données sont issues du "Réseau d'Etudes et de Transfert Interne des 
Connaissances" (RETIC, Toulouse) qui facilite le transfert de connaissances des équipes de 
recherche du CNRM vers les services opérationnels de Météo-France à travers la réalisation 
d'actions finalisées. Le modèle ARPEGE-Climat (Salas y Mélia et al., 2005), dérivé du 
modèle de prévision opérationnelle de Météo-France, est devenu au cours du t emps la 
composante atmosphérique du m odèle "système terre" du CNRM couplant les différentes 
composantes du système climatique (atmosphère, océan, végétation, glace de mer). Comme le 
modèle ne simule pas l'évolution de l'océan, la température de surface de la mer (TSM) 
provient des simulations du G IEC-AR4 réalisées à Mét éo-France avec une version basse 
résolution non étirée (300 km) d'ARPEGE couplée au modèle d'océan OPA. 
Le modèle du système terre utilisé pour le rapport IPCC-AR4 (2007) est décrit dans un 
article de Salas y Melia et al. (2005). 
La physique utilisée dans le cadre de ce travail de recherche est basée sur la version 
4.6 du modèle. Son maillage recouvre le globe avec plus de 35 000 points, dont environ 10% 
couvrent le territoire métropolitain dans la version étirée.  
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Figure 4.6 : Localisation du vignoble et des quatre points de grille ARPEGE-Climat (RETIC), 
(Données : SRTM, IGN, Météo-France in Briche et al., 2010). 
4.2.3 Différences entre les deux modèles français  
Les différences majeures entre le modèle ARPEGE-Climat (CNRM) et le modèle du 
LMD (IPSL) résident dans leur dynamique atmosphérique et leur résolution. Le modèle du 
LMD a une dynamique explicite (Annexe V et Annexe VI) tandis que le modèle du CNRM a 
une dynamique semi-lagrangienne semi-implicite traitée par méthode spectrale (Déqué et al., 
2007 ; Dufresne et Royer, 2007). Ces différentes dynamiques impliquent des paramétrisations 
temporelles différentes : l’intégration du temps est réalisée au moyen de différents schémas ; 
ces méthodes servent à assurer une stabilité numérique. Il s’agit souvent de mettre en place un 
filtre temporel faible permettant des intégrations prolongées pour la modélisation du climat. 
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L’autre différence est la résolution de ces modèles. Le modèle LMD a une résolution à 
l’échelle globale tandis que le modèle ARPEGE-Climat (RETIC) a une résolution considérée 
comme « propice » aux études d’impacts régionales concernant la métropole.  
Le modèle LMD peut être comme ARPEGE-Climat un modèle à maille variable, dans 
sa version LMDz avec un zoom de facteur 2 est appliqué pour avoir une résolution spatiale 
d’environ 160 km en France (Li, 1999). 
A l’exception du transfert radiatif, les calculs de la physique des deux modèles sont 
basés sur des paramétrisations différentes, notamment pour les processus nuageux et la 
convection. Pour les processus en surface le modèle couplé de l’IPSL utilise le modèle 
ORCHIDEE (Krinner et al., 2005), tandis que le modèle du CNRM utilise le modèle ISBA 
(Mahfouf et al., 1995). Les forçages pris en compte pour les deux modèles sont ceux des 
projets ENSEMBLES - projet européen de 2004 à  2009 - et ESCRIME, visant à 
l’intercomparaison de plusieurs modèles pour le premier et des deux modèles français (Terray 
et Braconnot, 2007) pour le second. Les scenarios RETIC sont issus du même modèle que 
celui utilisé pour le projet ENSEMBLES mais sont réalisés à partir de NEC au lieu de Fujitsu 
qui sont les « superordinateurs » capables de faire tourner les simulations. 
4.2.4 Le modèle RAMS18 à résolution dite « locale » 
4.2.4.1 Résolution du modèle RAMS 
Le modèle à méso-échelle RAMS (Regional Atmospheric Modeling System) mis au 
point par l’Université du Colorado est un modèle à sy stème de grilles imbriquées. Il s’agit 
d’un modèle à haute résolution dont le but est d’obtenir une simulation à échelle fine jusqu’à 
200 m de résolution des paramètres météorologiques sur la période de contrôle - et jusqu’à 5 
km sur la période future en cours de réalisation - en l’occurrence ici les températures, au sein 
du vignoble champenois. Dans le cadre de la thèse et du projet TERVICLIM, un système de 
quatre grilles imbriquées utilisées à des résolutions de 25 km, 5 km, 1 km et 200 m (Figure 
4.7) dont la dernière couvre les domaines viticoles étudiés tels que celui de la Champagne qui 
représente une zone d’environ 70 k m de côté avec 352 poi nts de grille en abscisse et 332 
points de grille en ordonnée. La grille 1 est synoptique et met en évidence les fronts, les 
champs de vents occidentaux avec un pas de maille de 25 km, il y a  environ 70 mailles en 
latitude et 60 mailles en longitude.  
                                                 
18 Ces travaux ont bénéficié d’un accès aux moyens de calcul du CINES au travers de l’allocation de ressources 
2011 (dossier : c2011016342 / pr ojet : uhb6342) attribué par GENCI (Grand Équipement National de Calcul 
Intensif). 
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4.2.4.2 Données thermiques du modèle RAMS 
Ce modèle est étalonné, testé et validé sur une période de contrôle. L’année 2003 
permet d’étalonner le modèle du fait de ses conditions particulières et par conséquent 
difficilement modélisables.  
En effet, cette année est marquée par un a léa gélif dommageable au printemps, plus 
précisément en avril avec des températures minimales très faibles et la canicule de l’été 2003 
qui a touché une grande partie de l’Europe de l’Ouest.  
Des dates clés ont été choisies dans le cadre du projet TERVICLIM car les calculs 
nécessitent beaucoup de temps : du 4 a u 9 avril et du 4 au 8 a oût 2003. Une réflexion en 
amont a donc été réalisée pour le choix des dates gélives printanières et estivales caniculaires 
récurrentes dans les vignobles français étudiés avec le modèle RAMS (Val de Loire, 
Bordelais et Champagne). Ce modèle à m éso-échelle est très largement étudié dans la 
communauté des modélisateurs du climat pour des études très fines mais également par des 
géographes-climatologues. 
4.2.4.3 Origine des données RAMS 
La version 6.0 du modèle est utilisée. Le modèle RAMS est un modèle eulérien non-
hydrostatique, parallèle (Pielke et al., 2002). Ce modèle est basé sur des équations physiques 
qui reproduisent les processus physiques de l’atmosphère. Il s’agit d’un modèle 
météorologique développé pour la simulation et la prévision des phénomènes atmosphériques 
à méso-échelle, c'est-à-dire à aire limitée par opposition à des modèles globaux (Cotton et al., 
2003). Il est construit autour d'un ensemble d'équations non-hydrostatiques (Annexe VI) et 
compressibles permettant de décrire la dynamique (équations du mouvement) et la 
thermodynamique atmosphérique (équation thermodynamique) en prenant en compte les 
mouvements verticaux de l’atmosphère, non négligeables à ces échelles. Ce jeu d’équations 
est complété par les équations de conservation de la masse et de continuité du rapport de 
mélange pour chaque type d'hydrométéores pronostiqués. Si l’échelle spatiale est 
suffisamment fine pour que le phénomène physique soit résolu, alors les équations sont dites 
explicites ; par contre, si l’échelle spatiale est trop grande, alors le phénomène se déroule à 
une échelle inférieure à la maille (le domaine de simulation est subdivisé en un certain 
nombre de mailles ou cellules élémentaires) : alors, des paramétrisations plus ou moins 
complexes selon l’application sont utilisées. Cette approche permet d’évaluer tous les 
processus à petite échelle tels que la turbulence, la convection, la microphysique ou encore les 
processus radiatifs, qui jouent un rôle prépondérant aux échelles plus importantes. De 
nombreuses paramétrisations sont donc incluses dans RAMS pour simuler la diffusion 
turbulente, le rayonnement solaire et terrestre, les mécanismes décrivant la formation des 
nuages et la précipitation, la convection nuageuse, les effets cinématiques dus à l a 
topographie, les échanges de chaleur latente et sensible entre le sol et l’atmosphère. Un 
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modèle de sol/végétation comprend plusieurs niveaux à l’intérieur du sol et prend en compte 
les différentes caractéristiques de la texture du sol et du couvert végétal (LEAF3, Walko et al, 
2000 ; Walko et Tremback, 2004). Des données observées sur le terrain sont insérées dans le 
modèle afin de l’ajuster le mieux possible à la réalité mais pas celles des stations implantées 
sur les coteaux viticoles. Ce modèle intègre différents paramètres aux échelles emboitées tels 
que la texture du sol avec une classification réadaptée par l’équipe pour intégrer les modes de 
classifications françaises aux classes de texture anglo-saxonnes. Il tient compte également 
d’un équilibre entre le sol et l’atmosphère en terme de température (°C) et d’humidité, prend 
en compte l’hétérogénéité de surface, la forme de la côte, la topographie est suivie pour la 
couche de surface. La couche limite varie selon la journée en termes de gradient de vitesse, de 
températures par rapport aux corps, la couche de surface quant à e lle est une couche à flux 
constants. Le modèle RAMS intègre un forçage aux limites des champs synoptiques par un 
modèle à petite échelle ECMWF-Reading, à partir de modèles petite échelle. Il intègre un 
modèle de végétation, de sol et d’hydrologie qui ne s’avère pas très performant en termes de 
ruissellement, un m odèle de nuage avec une microphysique détaillée comprenant sept 
hydrométéores. 
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Figure 4.7 : Schématisation des grilles imbriquées de RAMS avec un z oom sur la grille 1 e t 
l’occupation dominante (Données : RAMS, Réalisation : S. Cautenet et E. Briche, 2011). 
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4.3 Les trois scénarios du GIEC retenus 
Les scénarios (A1B, A2 et B1) sont les plus couramment utilisés dans les études 
d’impacts du changement climatique (Tableau IV.IV).  
Tableau IV.IV : Récapitulatif des scénarios de simulations futures utilisés dans le cadre de l’étude 
(adapté du Rapport Spécial du GIEC, Scénario d’émissions, Résumé à l’intention des décideurs, 
Nakicenovic et Swart, 2000 ; in Briche et al., 2009a ; 2010 ; 2011a).  
 
A1B 
Le canevas et la famille de scénarios A1 décrivent un monde futur dans lequel la 
croissance économique sera très rapide, la population mondiale atteindra un maximum au milieu du 
siècle pour décliner ensuite et de nouvelles technologies plus efficaces seront introduites 
rapidement.  
Le scénario A1B se caractérise par un équilibre entre les sources ce qui signifie que l'on ne 
s'appuie pas excessivement sur une source d'énergie particulière, en supposant que des taux 
d'amélioration similaires s'appliquent à toutes les technologies de l'approvisionnement énergétique 
et des utilisations finales. 
A2 Le canevas et la famille de scénarios A2 décrivent un monde très hétérogène. Les schémas 
de fécondité entre régions convergent très lentement, avec pour résultat un accroissement continu de 
la population mondiale. Le développement économique a une orientation principalement régionale. 
B1 Le canevas et la famille de scénarios B1 décrivent un monde convergent avec la même 
population mondiale culminant au milieu du siècle et déclinant ensuite avec des changements 
rapides dans les structures économiques vers une économie de services et d'information, avec des 
réductions dans l'intensité des matériaux et l'introduction de technologies propres et utilisant les 
ressources de manière efficiente. L'accent est sur des solutions mondiales orientées vers une 
viabilité économique, sociale et environnementale, y compris une meilleure équité, mais sans 
initiatives supplémentaires pour gérer le climat. 
CONCLUSION DU CHAPITRE 4 
Ce chapitre a permis de présenter les données thermiques utilisées en expliquant 
d’une part le réseau disponible pour la Champagne puis d’autre part, les modèles à 
échelles spatio-temporelles différentes dont des données thermiques ont été extraites 
pour cette étude (Figure 4.8). 
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Figure 4.8 : Schéma récapitulatif des modèles et de leur résolution spatiale
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Chapitre 5  
Les données environnementales et agronomiques 
Une base de données complémentaire aux données thermiques est indispensable pour 
les données d’entrée du modèle à méso-échelle RAMS à 200 m et 5 km de résolution mais 
aussi pour la géo-localisation de la zone d’étude dans son contexte topographique et 
environnementale. 
5.1 Les données environnementales 
5.1.1 Le SRTM et la BD Alti 
Le modèle numérique de terrain (MNT) est un outil essentiel pour la réalisation de 
cartes explicites afin de visualiser les caractéristiques topographiques de la zone d’étude, ici 
un vignoble dont les conditions thermiques sont fortement dépendantes de l’exposition, de la 
pente et de l’altitude des coteaux viticoles. Cette information peut être obtenue à la fois sous 
forme raster, l’espace est divisé en cellules, ou en format vecteur lorsque les éléments 
graphiques sont des lignes telles que des courbes de niveau (isohypses). Ces MNT permettent 
de visualiser, d’analyser le relief et éventuellement modéliser les phénomènes qui lui sont 
liés. Dans le cadre de cette étude, deux MNT à résolutions différentes sont utilisés ; le SRTM 
venant combler les lacunes de la BD Alti de l’IGN, obtenue morcelée par le CIVC. 
5.1.1.1 Le SRTM 
Le SRTM data version 4.1 ou « Shuttle Radar Topography Mission » fait référence à 
des fichiers vectoriels topographiques permettant la création du modèle numérique de terrain 
fournies en accès libre à 90 m de résolution sur le site glcf en format .tiff en degrés décimaux 
avec le système de projection WGS 84 en latitude et longitude. La base de données est 
importable en fichier ascII sous un logiciel de SIG. Le satellite utilisé est le « Space Shuttle 
Endeavor » (http://glcf.umiacs.umd.edu/index.shtml). 
5.1.1.2 La BD Alti de l’IGN 
La BD Alti a été acquise par le CIVC auprès de l’IGN. Ces MNT ont été construits à 
partir de la numérisation de cartes topographiques au 1/50000e ou 1/25000e et à partir de 
photographies aériennes (1/30000e ou 1/60000e). La base de données obtenue est en ascII en 
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trois colonnes contenant les coordonnées en Lambert II étendu (X et Y) et les altitudes en 
mètres (Z) par rapport au niveau de la mer avec une précision de 3 et 5 mètres. Les 
coordonnées sont obtenues avec une résolution de 50 mètres sur quatre zones découpées du 
vignoble champenois (Madelin, 2004) ce qui pose un inconvénient de morcellement spatial 
lorsque l’on souhaite représenter les points de grille des sorties de modèles avec le fond 
altitudinal. 
5.1.2 La BD Carto de l’IGN 
La BD Carto de l’IGN est une base de données complète, structurée en plusieurs 
thématiques (réseau routier, hydrographie, unités administratives, toponymes, etc.), il s ’agit 
d’une « représentation de l’image de la surface terrestre que l’on peut observer dès que l’on 
s’élève au-dessus du sol, ou encore une schématisation de l’image qu’en donnent les cartes à 
l’échelle du 1/100000e » (CERTU et IGN, 1998). La BD Carto est issue de cartes au 1/50000e 
de l’IGN, des images satellitaires de SPOT. La marge d’incertitude de ces données est entre 
15 et 50m. L’information géographique est donnée par des informations sémantiques, des 
informations géométriques. 
Le thème occupation du sol a été extrait de la BD Carto. Il p ermet l’obtention des 
parcelles viticoles et de délimiter l’environnement des stations qui influence très largement les 
températures. La base de données de la BD Carto est une « image du terrain réel vu à travers 
les spécifications de la BD Carto à une date donnée » (CERTU et IGN, 1998). 
5.1.3 La base de données RAMS à 200 m 
5.1.3.1 Les images MODIS 
Les images Modis /Terra 16 jours de NDVI à 250 m de résolution sont en accès libre 
et peuvent être téléchargées sur « EOS Data Gateway » prises aux dates clés de 2003 choisies 
pour la calibration du modèle à méso-échelle RAMS. Les images SST de Modis de 
températures de surface de la mer ont été également téléchargées sur cette plateforme. 
5.1.3.2 La texture du sol 
Le modèle RAMS inclut 12 classes de sol issues de la nomenclature USDA - c’est-à-
dire issues de la carte mondiale des sols FAO-UNESCO - qui diffèrent des nomenclatures des 
types de sol françaises. La différence réside dans les seuils de fractions en argile, limon et 
sable. En France, les deux nomenclatures les plus couramment utilisées sont celles de GEPPA 
(Groupe d’Etudes des Problèmes de Pédologie Appliquée) et de Jamagne (Figures 5.1 et 5.2) 
utilisée pour la cartographie des sols de l’Aisne (Richer de Forges et al., 2008). Le triangle de 
GEPPA comporte 17 classes ; celui de Jamagne 15 classes dans sa version modifiée. 
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Figure 5.1 : Triangle des textures de GEPPA (Source : www.sols-de-bretagne.fr) 
 
Figure 5.2 : Triangle des textures de Jamagne et al., 1977 (Source : www.afidol.org) 
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Ces nomenclatures sont mises en relation avec le fichier SIG fourni par le CIVC qui 
donne la texture du sol avec les 3 lettres L pour limon, A pour argile et S pour sable. Ces 
textures sont disponibles à plusieurs profondeurs, pour la base de données RAMS, la structure 
en surface est prise en compte. Ce fichier SIG est issu de relevés effectués avec des trous de 
tarière environ tous les 4 hectares selon un maillage régulier par Catillon pour la Marne et 
l’Aisne (1975) et Kossura pour l’Aube et la Marne qui ont établi la cartographie des sols 
(Communication privée avec le CIVC). 
Pour la base de données à 200 m, des classes ont été ajoutées au modèle RAMS pour 
obtenir une nomenclature en 16 classes (Annexe VII) correspondant aux types de sol observés 
dans le Val de Loire et en Champagne. Cette nomenclature proposée a été validée par les 
agronomes et pédologues de l’INRA d’Angers. Le maximum de concordance entre les types 
de sols RAMS et ceux observés pour les deux vignobles septentrionaux essentiellement issus 
du triangle de GEPPA a été gardé. 
Toutes les données de la base environnementale ont servi d’entrées au modèle à méso-
échelle RAMS. Des prétraitements SIG ont été effectués afin de convertir toutes les données 
en format raster à 200 m de résolution en projection identique (WGS 84 – Lat/Long) puis 
converties en ascII pour être fournies à l’équipe de modélisation de Clermont-Ferrand. 
5.2 Données agronomiques 
5.2.1 Stades phénologiques 
Ces données sont issues de la base de données Magister. « Magister Champagne est 
un Groupement d’Intérêt Economique qui a été créé en 1993. Cette structure autonome 
permet de réunir les différents partenaires de la filière viticole soucieux de mettre en œuvre 
une protection raisonnée au sein du vignoble champenois. Ce réseau a été créé afin de 
promouvoir la lutte raisonnée au sein du vignoble et de proposer aux viticulteurs les appuis 
techniques nécessaires à une protection de la vigne réfléchie, efficace et mettant en œuvre des 
pratiques respectueuses du milieu naturel » (Information Magister, 2002). 
Pour les stades phénologiques, sur la période 1951 à 2010:  
- le débourrement est relevé à mi- débourrement, 
- la floraison est relevée à la pleine floraison, 
- la véraison est relevée au début. 
Les données obtenues sont une moyenne des dates phénologiques tous cépages 
confondus (Pinot noir, Meunier et Chardonnay). 
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5.2.2 Données de maturité et dates de vendanges 
En Champagne, le départ des vendanges nécessite un réel suivi de la maturité, 
véritable diagnostic de la bonne qualité. Pour cela une normalisation des relevés a été mise en 
place notamment concernant le poids moyen des grappes, la richesse en sucre des raisins, 
l’acidité totale er le niveau d’attaque de la pourriture grise. Le réseau maturité a été mis en 
place dès 1956, il compte aujourd’hui environ 400 parcelles échantillonnées le mois avant les 
vendanges, ces parcelles sont de plus géolocalisées ce qui permet de travailler sous SIG. 
Les données de maturité sont issues du réseau Magister également de 1951 à 2010. On 
a obtenu :  
- le taux moyen d’alcool par an pour les trois cépages en degré potentiel d’alcool en 
% /vol. ; 
- la moyenne annuelle d’acidités totales pour les trois cépages en gH2SO4/L ; 
- la date officielle de début des vendanges moyenne pour les trois cépages 
confondus. 
5.2.3 Pourcentages des parcelles gelées 
La base de données 2003 de surfaces gelées au printemps a ét é récoltée auprès du 
CIVC. Cette base de données, issue du réseau Magister, contient le pourcentage gelé par 
cépages par commune étudiée mais également le pourcentage total gelé par rapport à l a 
surface des parcelles.  
CONCLUSION DU CHAPITRE 5 
Les deux précédents chapitres récapitulent par thématique les données requises 
pour ce travail de thèse : les données thermiques observées et simulées au cœur de la 
réflexion proposée mais aussi les données complémentaires pour l’ajustement de la 
démarche ou pour compléter les données d’entrées de la modélisation à méso-échelle 
RAMS.  
Trois modèles sont utilisés : ils ont des résolutions spatiales et temporelles 
différentes. En effet, pour travailler à l’échelle d’un coteau viticole, les MCG et les 
modèles à maille variable ne suffisent pas mais permettent néanmoins de donner une 
prospective des conditions thermiques futures au sein de la région viticole étudiée. Pour 
affiner l’analyse et obtenir des simulations à l’échelle topoclimatique, le modèle à méso-
échelle paraît plus adapté mais les temps de calcul sont très longs. Les simulations 
RAMS peuvent être obtenues sur un espace restreint et un temps très court. Elles 
complètent l’apport des autres modèles d’où la nécessité de faire un lien entre les 
différentes prospectives possibles et d’en dégager les informations adaptées.  
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Chapitre 6  
Approches méthodologiques 
Afin de répondre à la problématique envisagée dans le cadre de cette thèse et de 
pouvoir exploiter les sorties des modèles sélectionnés selon leur résolution spatiale et 
temporelle, les choix temporels et spatiaux sont développés afin de montrer la méthodologie 
scalaire appliquée pour obtenir une modélisation spatiale du changement climatique à 
l’échelle locale du vignoble de la Marne. Plus la résolution spatiale et temporelle augmente, 
plus les extrêmes seront analysés en détail et quantifiés statistiquement car ce sont ces 
extrêmes thermiques, qui, dans un contexte de changement climatique, pourraient être les 
plus défavorables pour la viticulture champenoise. Plus l’échelle d’analyse s’affine au cours 
de l’étude, plus la méthodologie fera appel aux systèmes d’information géographique pour 
intégrer les champs de températures simulés sur la période de contrôle puis sur les scénarios 
futurs.  
6.1 La question du temps 
Ce travail de recherche traite de la température. Cette dernière est analysée sur 
différents pas de temps : il s ’agit d’une analyse diagnostique. La démarche diagnostique 
s’appuie sur une analyse statistique de la variabilité climatique et de l’élaboration 
d’hypothèses explicatives. Les sorties de modèles sont validées et testées sur une période de 
contrôle puis des simulations sont effectuées sur le futur. Pour cela, une méthodologie adaptée 
à chaque échelle d’analyse est mise en place. 
6.1.1 La base de données quotidienne (1950-2000 et 2001-2100) 
Une étude diagnostique - destinée à analyser la variabilité climatique principalement 
aux échelles mensuelles, saisonnières et annuelles sur un pas de temps intermensuel à 
interannuel - est réalisée sur la période de contrôle (1950-2000) puis sur les scénarios de 
simulations du climat futur (2001-2100).  
Trois pas de temps (mensuels, saisonniers, annuels) tenant compte du cycle végétatif 
de la vigne (avril à septembre) sont utilisés notamment pour : 
- L’évolution des températures à l’échelle annuelle ; 
- Les fréquences saisonnières, mensuelles d’extrêmes ; 
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- Les calendriers de probabilités durant la période végétative (avril à septembre) 
pour des températures comprises de 20 à  30°C, sachant que ces températures 
correspondent à un i ntervalle optimal pour la maturation des baies de raisin 
pendant la période estivale (Huglin, 1986) ; un calendrier de probabilités étant « un 
moyen d’expression permettant de représenter le comportement saisonnier de la 
variabilité d’un paramètre climatique » (Peguy, 1976). L’échelle verticale est 
logarithmique afin d’obtenir plus de précisions sur les plus faibles valeurs et 
chaque courbe représente une valeur de température (en °C) ; 
- Les indices bioclimatiques de Huglin, Winkler calculés durant la saison végétative 
ainsi que l’indice de fraîcheur des nuits sur les nuits avant les vendanges ; 
- L’utilisation des lois des extrêmes. 
Ces analyses sont réalisées pour les modèles ARPEGE-Climat (RETIC) et du LMD. 
6.1.2 La base de données horaire (2003) 
La base de données horaire est disponible pour les 23 stations du vignoble de la Marne 
et ce pas de temps est celui du modèle à méso-échelle RAMS. En effet, les sorties à méso-
échelle à 200 m de résolution nécessite un long temps de calcul d’où le choix de dates clés en 
amont avant de lancer la simulation pour l’année de référence choisie : 2003. 
6.1.2.1 Les dates retenues :  
9 jours sur l’année 2003 ont été simulés du fait de leur caractère exceptionnel. Cette 
année est particulière en Champagne durant la période du cycle végétatif de la vigne d’avril à 
septembre. Elle est marquée par : 
- un aléa gélif printanier prononcé au moment du dé bourrement : 5 jours sont 
simulés, du 4 au 9 avril 2003 ; 
- la canicule estivale, due à l’installation d’un anticyclone ancré sur l’Europe 
occidentale à l’origine de températures record notamment durant la première 
quinzaine d’août, pendant la maturation des baies. La littérature sur le changement 
climatique considère souvent la canicule 2003 comme pouvant donner un « aperçu 
du climat futur » (André et al., 2004 ; Agenis-Nevers, 2006). 4 jours sont simulés, 
du 4 au 8 avril.  
Les conditions météorologiques du printemps 2003 sont extrêmement particulières en 
Champagne. En effet, dès février, le réchauffement est rapide, les sommes thermiques 
nécessaires au débourrement sont atteintes précocement début avril (le 4 avril contre le 14 
avril en moyenne) et cette précocité s’associe à une sensibilité accrue de la vigne aux gelées 
printanières. Ces dernières sont brutales en avril et le bilan est lourd fin avril : 29 000 hectares 
sont touchés et plus de 13 000 hectares sont détruits à 100% (Langellier et al., 2003a et b). 
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L’été 2003 fait suite à de nombreux dégâts provoqués par le gel printanier : les 
températures maximales sont très élevées en juillet et caniculaire la première quinzaine d’août 
(Langellier et al., 2003a et b). Des températures jamais observées auparavant en Champagne 
sont enregistrées de l’ordre de 42°C ; pourtant les vignes ne souffrent pas de la sécheresse 
hydrique puisant dans les recharges hydriques de l’automne précédent. Néanmoins, sur 
certaines parcelles, des pertes importantes sont dues à l’échaudage des baies lors de la 
maturité. 
Pour les deux périodes, sont obtenues par l’équipe de modélisation du Laboratoire de 
Météorologie Physique (LaMP) de Clermont-Ferrand : 
- les données permettant de réaliser des champs de températures à 5h du matin et à 
15h l’après-midi, qui sont respectivement les heures d’obtention des minimas et 
maximas journaliers en .ascII ainsi que toutes les heures pour deux dates : les 8 
avril et 8 août 2003 ;  
- les 24h de données thermiques pour les 9 jours simulés en .ascII ; 
- les transects longitudinaux et latitudinaux des températures (verticales) de 
l’atmosphère sur les stations de référence du vignoble de la Marne servant de 
référence pour cette échelle d’analyse en .cgm ; 
- les graphiques journaliers (en .cgm) modèle/station avec les marges d’incertitude 
des températures du modèle dans un rayon de 1,5 km de la station sont obtenus 
lors de la modélisation à méso-échelle. 
Toutes ces d onnées sont issues du modèle RAMS sur la simulation 2003 a vec le 
système de grilles imbriquées présentés dans le chapitre 4 et ont une résolution de 200 m . 
 Quelques champs de pression, température, vitesse et direction du vent ont été obtenus 
pour la grille 1 (en .cgm) afin d’être mis en relation avec les situations synoptiques des dates 
clés choisies. 
Les données RAMS collectées pour ce travail de thèse sont conséquentes : elles ont été 
obtenues auprès de Sylvie et Guy Cautenet en différents formats puis triées et analysées dans 
ce travail. Les données en .ascII ont notamment permis la réalisation de graphiques pour 
certaines, d’autres ont été intégrées et traitées sous SIG afin d’obtenir des champs 
thermiques ; celles en .cgm ont été retouchées sous un logiciel de DAO. 
6.1.2.2 Comparaison de l’évolution des températures simulées et observées au cours de la nuit   
Les températures décroissent de 14h-15h à 4h-5h : à partir du lever du soleil, le 
réchauffement est rapide du fait de l’apport énergétique du rayonnement solaire.  
Les minimas nocturnes sont entre 4h e t 5h du matin, plus particulièrement à 5h du 
matin pour les dates choisies. L’heure moyenne du minimum n’est pas la même selon les 
stations. Pour les données simulées RAMS, 7 stations sont étudiées et comparées aux sorties à 
méso-échelle : nous prendrons donc 5 h du matin afin d’avoir les mêmes transects pour toutes 
les stations retenues.  
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L’aléa gélif printanier de 2003 est analysé par le suivi de l’évolution des températures 
minimales au cours de la nuit en s’attachant au refroidissement nocturne (cf. chapitre 2, 
2.3.3.1). Pour cela, on analyse les nuits gélives observées sur les stations choisies pour la 
modélisation RAMS en comparant statistiquement les résultats observés aux résultats simulés. 
On calcule donc la différence entre les températures horaires observées sur les stations et 
simulées par le modèle entre 19h la veille et 5h du matin, soit approximativement entre 
l’heure ronde moyenne du coucher du soleil et la température la plus froide en moyenne au 
cours de la nuit.  
6.2 Choix des stations suivant la résolution des modèles 
La dimension spatiale est quant à elle prise en compte une fois les résultats obtenus. 
La représentation cartographique facilite et permet la visualisation du phénomène étudié et 
surtout de sa représentation au sein de la zone d’étude. Ces résultats seront combinés avec 
d’autres éléments d’information telle que l’occupation du sol ou l e relief ; le but étant de 
rechercher d’éventuelles structures spatiales au sein du vignoble comme voir si le changement 
climatique est homogène sur tout le vignoble. 
6.2.1  A l’échelle régionale : la station de Reims-Courcy comme 
représentative du climat de la région viticole de la Marne 
On a choisi la station de Reims-Courcy comme référence de la période de contrôle sur 
les données de simulations LMD et ARPEGE-Climat ; cela se justifie par le fait que : 
- Reims-Courcy est une station du réseau synoptique Météo-France et caractérise le 
climat moyen de la Champagne viticole, plus précisément la région viticole de la 
Marne, étudiée dans ce travail de recherche  
- Les données de cette station sont disponibles sur toute la période de contrôle 
(1950-2000). 
6.2.1.1 Critique de la représentativité de la station Reims-Courcy 
La station de Reims-Courcy est utilisée comme référence pour le vignoble, cependant 
elle n’est pas implantée sur les coteaux viticoles et une critique des données de cette station 
est nécessaire. Les stations disponibles sur la période 1979-2000 sont fortement et 
significativement corrélées. La station de Reims-Courcy présente des températures moyennes 
annuelles plus basses que les autres stations (Figure 6.1) ; cela est observé également de 
manière plus flagrante, sur la figure 6.2 réalisée à p artir d’un indice. Ce dernier est la 
moyenne des trois stations sur la période présentée, sachant que ces trois stations sont les 
seules disponibles avec des longues séries de données fiables. 
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Figure 6.1 : Comparaison des températures moyennes annuelles entre des stations implantées sur les 
coteaux viticoles et Reims-Courcy (Source : Météo-France, CIVC) 
 
Figure 6.2 : Comparaison des températures moyennes annuelles entre l’indice de la Marne et Reims-
Courcy (Source : Météo-France, CIVC) 
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6.2.1.2 Choix d’un seul point de grille ARPEGE-Climat (RETIC) 
Un seul point de grille ARPEGE-Climat (RETIC), celui situé au cœur du vi gnoble 
(point D) est conservé pour la suite de l’étude. Ce choix s’explique du fait que les mailles des 
autres points de grille couvrent beaucoup moins le vignoble de la Marne mais aussi parce que 
les quatre points de grille ont des coefficients de corrélation statistiquement significatifs entre 
eux supérieurs à 0,9 ; l’étude des quatre points s’avère redondante. 
6.2.2 A l’échelle topoclimatique : les stations du vignoble 
Pour la modélisation à échelle locale, voire même topoclimatique, le réseau des 23 
stations est utilisé pour étudier et analyser les évènements extrêmes de l’année 2003. 7 
stations ont été retenues pour la validation des simulations sur l’année 2003 du modèle 
RAMS. Il s’agit de Bouzy haut, Avize bas, Châtillon-sur-Marne, Epernay, Verzenay, Fleury-
la-Rivière et Reims-Courcy. Ces stations sont représentatives des trois grandes régions 
viticoles de la Marne : la Montagne de Reims, la Côte des Blancs et la vallée de la Marne. 
Elles ont des altitudes, expositions et position sur les coteaux bien différentes avec notamment 
une station réputée comme « froide » et dans une zone où le refroidissement nocturne en 
situation radiative est très marqué comme Verzenay. La station de Reims-Courcy reste la 
station de référence tout au long de la thèse afin d’avoir, pour tous les types de modélisation 
utilisés, une comparaison commune. 
6.3 Les outils statistiques utilisés  
Les méthodes statistiques sont classées en différents types selon leur utilisation. Pour 
résumer l’information, il s’agit de statistiques descriptives ; elles sont explicatives lorsqu’un 
phénomène est expliqué par un a utre. Ici, nous verrons plutôt les méthodes statistiques 
utilisées selon le nombre et la nature des variables étudiées. 
6.3.1 Statistiques univariées et bivariées 
E. Vigneron (1997) définit la statistique comme un « ensemble de méthodes visant à 
décrire, à résumer et à interpréter des phénomènes dont le caractère essentiel est la 
variabilité. Elle a pour vocation unique de fournir de la manière la plus rigoureuse possible 
des éléments d’appréciation utiles à l’explication ou à la prévision de ces phénomènes mais 
par elle-même elle n’explique ni ne prévoit aucun d’entre eux ». 
Les statistiques univariées s’attachent à l a description des variables une par une. La 
description est réalisée par des paramètres dits de position ou valeurs centrales (moyenne, 
médiane et mode) et par des paramètres de dispersion (écart-type, étendue, etc.). Ces 
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paramètres permettent entre autres, de caractériser la forme de la distribution statistique, 
indispensable en vue d’une représentation cartographique la plus appropriée possible. 
Ces paramètres, bien souvent compilés sur les valeurs brutes des séries de données, 
permettent de décrire la variabilité à la fois spatiale et temporelle des phénomènes étudiés 
comme les températures à différents pas de temps et selon différents résultats issus des sorties 
de modèles ou de stations implantées au cœur du vignoble. 
Les statistiques bivariées, quant à e lles, s’attachent à quantifier, qualifier, détecter la 
relation entre deux caractères. Différentes méthodes sont possibles selon la nature des 
variables étudiées telles que par exemple pour deux caractères quantitatifs, le coefficient de 
Bravais-Pearson. 
6.3.1.1 Le coefficient de Bravais-Pearson (R)  
La corrélation simple mesure l’intensité de la relation entre deux variables. Le 
coefficient de Bravais-Pearson (R) mesure l’intensité de la relation entre deux caractères 
quantitatifs. Le nuage de points permet tout d’abord de vérifier la forme de la relation et 
également de vérifier l’effet de certains points sur une éventuelle droite de régression. La 
relation entre les deux caractères peut-être non linéaire. Ce coefficient est compris entre -1 et 
1 et le signe indique le sens de la relation (Groupe Chadule, 1997). Il est ensuite nécessaire de 
tester la significativité de la relation grâce à la table des valeurs critiques du r d e Bravais-
Pearson (Annexe VIII). Cette table indique pour un r isque d’erreur α donné et le nombre 
d’individus (degrés de liberté), le seuil du r à franchir pour que la relation soit significative. 
Cette corrélation est utilisée pour tester la significativité des séries de données thermiques 
entre elles : modèle/station, stations entre elles. 
6.3.1.2 L’écart-type et le coefficient de variation 
L’écart-type est le paramètre de dispersion absolu le plus utilisé du fait de sa précision. 
La valeur de l’écart-type s’exprime dans l’unité de mesure de la variable étudiée (Vigneron, 
1997). Il est intéressant pour comparer des distributions avec la même unité de mesure. 
Le coefficient de variation est quant à lui le rapport entre l’écart-type et la moyenne et 
c’est un paramètre de dispersion relatif : il est généralement exprimé en % et permet la 
comparaison de séries de données n’ayant pas la même unité de mesure. 
6.3.1.3 La fréquence 
Une fréquence est par définition un effectif relatif (Groupe Chadule, 1997). Une 
fréquence s’exprime avec un nombre entre 0 e t 1 ou e n pourcentage. Il s’agit d’un effectif 
(nombre d’individus ou occurrences) exprimé en pourcentage de l’effectif total. 
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6.3.1.4 La moyenne mobile 
La moyenne mobile est une technique statistique permettant de simplifier une 
chronique en lissant le bruit, l’irrégularité des cycles. « La technique des moyennes mobiles 
consiste à l isser les irrégularités en associant aux valeurs yti d’une chronique de nouvelles 
valeurs zti qui sont les moyennes arithmétiques d’une valeur originelle yti et des valeurs qui 
l’encadrent » (Groupe Chadule, 1997). Des moyennes mobiles pondérées sur cinq ou dix ans 
sont utilisées pour lisser les chroniques.  
6.3.2 Tests statistiques  
Des tests statistiques sont requis pour vérifier la relation entre différentes séries de 
données. Chaque test développé ci-dessous est utilisé dans ce travail de recherche notamment 
en ce q ui concerne la comparaison entre les données thermiques observées des stations du 
réseau champenois et les données thermiques simulées des sorties de modèles du climat. 
6.3.2.1 Le test de Student 
Le test de Student permet de comparer deux moyennes observées sur deux 
échantillons, ces deux distributions étant supposées normales et de même variance (Vigneron, 
1997). Dans un premier temps le test consiste à calculer une estimation de la variance 
commune. On peut ensuite calculer le coefficient t par une formule transposée de l’écart 
réduit. Une fois le coefficient t calculé, le degré de signification de cette valeur se lit dans la 
table t de Student (Annexe IX) sur la ligne correspondant au nombre de degrés de liberté 
(ddl). Si la valeur absolue de t calculé est supérieure à la valeur de t critique lu dans la table au 
risque 5%, les deux moyennes sont significativement différentes. 
6.3.2.2 Le test d’Anderson-Darling 
Le test d’Anderson-Darling est utilisé comme test de Normalité afin de justifier 
l’utilisation du test non-paramétrique précédent. Ce test (Stephens, 1974) permet de vérifier si 
une distribution suit une loi Normale. Les valeurs critiques de ce test sont dépendantes de la 
loi testée. Il s’agit d’un test d’hypothèse. L’hypothèse nulle (H0 : La distribution suit une loi 
Normale) est rejetée si le test statistique donne une valeur plus grande que la valeur critique 
de la table associée.  
Ce test est utilisé pour les distributions d’extrêmes froids printaniers et chauds 
estivaux sur la période de contrôle. Ces distributions ne suivent pas une loi normale et ce de 
manière statistiquement significative à 5% d’après les résultats du test d’Anderson-Darling, 
utilisé en préalable à l’utilisation du test non paramétrique suivant dans la démarche 
statistique utilisée pour qualifier les distributions statistiques des données observées.  
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6.3.2.3 Le test de Kolmogorov-Smirnov 
Le test de Kolmogorov-Smirnov (Siegel et Castellan, 1988 ; Williams, 2001) permet 
de comparer dans le cadre de ce travail de thèse, les distributions de chaque sortie de modèle à 
la distribution de la station Reims-Courcy et de déterminer si elles suivent la même loi de 
manière statistiquement significative (avec alpha=5%). L’hypothèse nulle (H0 : les deux 
distributions suivent une même loi) est rejetée si la valeur critique de la table associée est 
inférieure à la valeur du test observée sur les données. Ce test est souvent utilisé dans les 
études sur les extrêmes hydro-climatiques en préalable de la réalisation de loi de Gumbel qui 
permet de calculer la période de retour d’évènements extrêmes (Kharin et Zwiers, 2000). 
Dans ce cas , le test permet de déterminer quelle loi des extrêmes est la plus adaptée aux 
échantillons de données traitées. Il s’agit d’un test d’hypothèse non pa ramétrique : il n’y a 
aucune hypothèse sur la distribution sous-jacente des données. Ici, les échantillons étudiés 
(modèle/station) sont indépendants. 
Le test de Kolmogorov-Smirnov convient lorsque les distributions ne sont pas 
normales, présentent des queues allongées et généralement dissymétriques. Ces 
caractéristiques sont observées sur les périodes étudiées. Par définition, les extrêmes se 
produisent très souvent à u ne résolution spatiale fine d’où la difficulté de les modéliser 
précisément et l’importance de les traiter dans des études de comparaison modèle/station 
(Palutikof et al., 1997). Ces phénomènes rares sont souvent, d’un point de vue statistique, en-
dessous du 1er décile et au-dessus du 9ème décile (Beniston et al., 2007) des distributions de 
températures voire même en-dessous du 5ème centile et au-dessus du 95ème centile (Kharin et 
Zwiers, 2000). Les extrêmes, valeurs à fréquence faible ou de faible amplitude, diminuent 
graduellement en deux queues (inférieure et supérieure) qui entourent les valeurs à grandes 
fréquences.  
Les extrêmes dommageables pour la vendange en qualité et quantité sont mis en 
évidence en observant et en comparant, sur la période de contrôle, les distributions statistiques 
des sorties des modèles à l a mesure sur la station de référence aux deux périodes clés 
identifiées pour la vigne : au moment de l’aléa gélif printanier (avril) et durant la période 
estivale de maturation des baies.  
6.3.3 Statistiques et extrêmes thermiques : lois statistiques des extrêmes 
Avant de développer la mise en place de l’application d’une loi des extrêmes sur les 
données de sorties de modèles régionales et sur les données observées de la station Reims-
Courcy, nous justifierons le choix d’une telle démarche et les étapes nécessaires. Les lois des 
extrêmes sont notamment utilisées en hydrologie pour déterminer la probabilité de retour 
d’une crue, de fortes précipitations. 
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6.3.3.1 Définition d’une loi de probabilité 
Une loi de probabilité est une formulation mathématique et se distingue des autres lois 
par le fait qu’elle inclut un certain nombre de paramètres dans sa formulation mathématique. 
Les paramètres déterminés pour les lois de probabilités sont : 
- des paramètres de forme (k) qui peuvent caractériser l’aplatissement, l’asymétrie, 
etc. Il peut y avoir entre 0 et 2 paramètres de forme, 
- des paramètres d’échelles qui caractérisent les variations de la variable X, ce sont 
généralement les paramètres de dispersion, 
- des paramètres de position dits x0, qui se situent dans la zone de variation de X.  
Souvent, sont utilisées les valeurs centrales de la population ou une des bornes de 
l’intervalle de variation. 
6.3.3.2 Etapes de la démarche 
La démarche des hydrologues est utilisée afin d’énoncer des probabilités concernant 
l’avenir à partir des données passées sur lesquelles la loi de probabilité la plus appropriée est 
choisie pour établir une prospective à p artir des scénarios futurs. Les extrêmes sont 
caractérisés par leur intensité, leur fréquence et parfois leur durée et on cherche à déterminer 
la probabilité que l’intensité de -2°C au printemps ou de 35°C en été ne soit pas atteinte ou 
dépassée. Cette probabilité est appelée fréquence de non-dépassement, probabilité de non-
dépassement ou fréquence de non-apparition. Elle est calculée en fonction d’une période de 
retour de l’évènement extrême, notamment d’un à une dizaine de jours dans cette étude. 
Cette démarche suppose généralement plusieurs étapes : 
- La sélection des observations en rapport avec le phénomène étudié : ici les 
températures extrêmes minimales gélives printanières (mars et avril) et maximales 
estivales (juin, juillet et août), ces données étant largement étudiées avant d’être 
testées sur ce type de lois de probabilités, 
- L’ajustement des distributions statistiques des fréquences étudiées à une loi de 
probabilité théorique, 
- L’utilisation des résultats de l’étape précédente pour énoncer des probabilités 
concernant l’avenir mais ici, surtout utiliser les scénarios futurs. 
6.3.3.3 Prétraitements réalisés  
Afin de déterminer les probabilités de non-dépassement des températures extrêmes sur 
la période de contrôle puis sur la période de simulation future avec des périodes de 1 à une 
dizaine de jours19, des lois statistiques dites lois des extrêmes sont utilisées. Les lois des 
                                                 
19 Les périodes de retour de 1 à 7 jours sont choisies en fonction de la vigne. Un jour extrême peut contribuer au 
gel ou à l’échaudage. Plus la vigne est sujette à des aléas extrêmes, plus elle peut devenir vulnérable et le risque 
de dommages augmente. D’autres facteurs tels que l’humidité du bourgeon au printemps entrent en jeu. 
  
117 Deuxième Partie : Données et méthodes 
valeurs extrêmes (Figure 6.3), régulièrement utilisées, sont la loi de Jenkinson ou loi 
Généralisée des Valeurs Extrêmes (GEV) et la loi de Gumbel, qui est un cas particulier de la 
première loi.  
La loi de Jenkinson (1955 in Lubes et Masson, 1991) résume les trois types de lois 
possibles : la loi de Fréchet lorsque k>0, la loi de Gumbel lorsque k = 0 et la loi de Fréchet 
lorsque k<0 (Figure 6.3). Les trois lois se distinguent par leur courbure sur le papier 
fonctionnel de Gumbel (Lubes et Masson, 1991).  
 
Figure 6.3 : Représentation graphique des lois des extrêmes (Source : Laborde Jean-Pierre, 2009) 
Pour déterminer la loi la plus adaptée, on doit déterminer le signe de k. D es 
simulations ont donc été effectuées avec la série temporelle la plus longue possible, Reims-
Courcy de 1947 à 2010, afin de déterminer le paramètre de forme k pour les extrêmes chauds 
estivaux puis pour les extrêmes froids printaniers.  
Une simulation aléatoire20 sur 1000 ans est réalisée afin de déterminer quelle loi de 
probabilité est la plus adaptée aux données de Reims-Courcy : on cherche à r ejeter 
l’hypothèse d’un ajustement à une loi de Gumbel. On obtient ainsi (Figure 6.4) : 
- k estimé = 0,12 (Figure 6.4, A) pour les températures extrêmes chaudes estivales 
avec un intervalle de confiance à 90% : -0,16 < k estimé < 0,17. Si la population 
suit une loi de Gumbel dans la réalité, k est différent de 0 donc l’hypothèse que la 
série de référence suive une loi de GEV est acceptée. 
- k estimé = 0,6 (Figure 6.4, B) pour les températures extrêmes froides printanières. 
Pour 1000 tirages aléatoires, il n’y en a eu aucun de négatif, l’intervalle de 
confiance à 90% est de 0,38< k estimé < 0,76. k e st positif de manière 
indiscutable, la loi de GEV est donc acceptée. 
                                                 
20 La simulation est réalisée pour chaque hypothèse : les échantillons suivent une loi de GEV et les échantillons 
suivent une loi de Gumbel. 
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Figure 6.4 : Ajustement des données de la station de Reims-Courcy au modèle issu de la loi de GEV 
pour une période de retour de 1 jour pour les extrêmes estivaux (A) et les extrêmes printaniers (B). 
Les distributions statistiques suivent une loi de GEV et non une loi de Gumbel avec 
l’intervalle de confiance à 90%. 
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La méthode des moments pondérés (Lubes et Masson, 1991) a été utilisée pour définir 
les paramètres sur la longue série de données de Reims-Courcy qui sert de référence pour les 
simulations (Annexe X). 
Avec les k obtenus, on trace les courbes d’ajustement de GEV pour les températures 
journalières minimales de mars et avril et les températures maximales journalières de juin, 
juillet, août de 1950 à  2000 pour  les quatre points de grille et la série Reims-Courcy. Ces 
calculs nous permettent d’obtenir les fréquences21 des températures extrêmes. Ces fréquences 
sont calculées pour le futur sur les trois scénarios en gardant les paramètres de la loi de GEV 
préalablement définis sur la longue série de Reims-Courcy. 
6.4 Les SIG : de la cartographie à la modélisation spatiale 
Le système d’information géographique est utilisé dans le cadre de ce travail 
notamment dans la dernière partie sur la modélisation à échelles fines afin de restituer les 
résultats du modèle à méso-échelle RAMS. L’intérêt est de pouvoir gérer une base de données 
conséquente, de la hiérarchiser, d’en extraire les informations les plus pertinentes en rapport 
avec la problématique posée et surtout de localiser les phénomènes étudiés. 
Dans ce t ravail, le SIG permet de réaliser des traitements spatiaux avec des 
croisements d’information spatiale selon une approche multi-couches.  
6.4.1 La cartographie ponctuelle 
La cartographie ponctuelle est utilisée pour mettre en évidence les différences 
thermiques entre les stations du réseau de la Marne lors de certaines dates mais aussi pour 
comparer les températures observées aux champs de températures simulées par le modèle à 
méso-échelle RAMS. 
Les méthodes de discrétisation sont choisies selon la forme des distributions 
statistiques des séries de données à car tographier et sont les plus couramment utilisées en 
cartographie en implantations ponctuelles telle que les méthodes de discrétisations en 
amplitudes égales, en effectifs égaux… 
6.4.2 Le modèle conceptuel de données pour obtenir la modélisation des 
températures 
Un modèle conceptuel de données a été mis en place notamment pour la phase de 
traitement des données à méso-échelle RAMS dans le but : 
                                                 
21 Les fréquences sont obtenues à partir de la formule empirique de Hazen avec F =(r-0.5)/n avec r le rang de 
l'échantillon et n la taille de l'échantillon. 
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- de définir les étapes pour l’obtention d’un rendu final mettant en évidence les 
phénomènes étudiés ; 
- d’automatiser la chaîne des géo-traitements à partir d’un modèle builder sous le 
logiciel Arcgis. 
L’analyse spatiale implique l’exécution de plusieurs opérations, qui doivent être 
effectuées sur chaque fichier notamment pour les différentes dates clés choisies pour RAMS. 
Le modèle builder est un modèle de traitement permettant d’automatiser les 
manipulations SIG. Une ou plusieurs opération ou tâche peuvent être réalisées en incluant les 
intrants qui sont les données spatiales existantes avant l’exécution du modèle, les opérations 
qui sont les traitements à appliquer et enfin les extrants qui sont les données spatiales 
générées par l’opération. Le modèle (Annexe XI) a permis à partir d’un fichier .txt contenant 
les latitudes, longitudes et les températures de la zone d’étude dégradées en points de grille à 
200 m de résolution, de géolocaliser les données, de les interpoler afin d’obtenir un champ de 
températures puis de réaliser un découpage pour cibler la zone d’étude.  
L’interpolation (Dobesch et al., 2008) est ici réalisée « en plus proche voisin » car il 
s’agit juste de passer des données ponctuelles à des données lissées à partir d’un fichier ascII 
où la maille est régulière, c’est-à-dire avec un point de température tous les 200 m. Ces 
données en fichier ascII sont issues de champs de températures désagrégés à partir du modèle 
à méso-échelle RAMS. L’utilisation de la méthode « en plus proche voisin » est utilisée par 
les modélisateurs du climat afin de conserver la dynamique du c hamp original 
(www.cerfacs.fr). La valeur de chaque cellule de la surface est égale à la valeur de la donnée 
située le plus près. La taille et la forme des polygones ne dépendent donc que de la 
distribution des points d’échantillonnage.  
Ce modèle est ensuite appliqué à tous les fichiers horaires disponibles sur les dates 
clés de 2003 utilisées pour la modélisation à méso-échelle. 
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CONCLUSION DU CHAPITRE 6 
La méthodologie (Figure 6.5) s’appuie sur l’articulation des échelles spatiales et 
temporelles étudiées. A chaque modèle utilisé, une base de données du vignoble de la 
Marne adaptée à la fois sur l’échelle temporelle et l’échelle spatiale. De plus, le modèle à 
méso-échelle RAMS est forcé à ses bornes par le modèle ARPEGE-Climat pour 
l’obtention des simulations futures d’où la nécessité de bien valider ces données 
thermiques à l’échelle régionale et surtout d’en quantifier les biais, notamment en ce qui 
concerne les extrêmes thermiques. Même si ceux-ci sont difficilement modélisables et de 
ce fait, peu étudiés dans les études d’impacts du changement climatique (Seguin, 2010), 
ils constituent un enjeu crucial dans le cadre de cette étude ciblée sur la viticulture 
champenoise qui pourrait fortement devenir tributaire des fréquences d’aléas extrêmes 
thermiques dommageables pour la vigne dans le futur d’où l’importance d’en donner 
une prospective même avec des marges d’incertitudes. 
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Figure 6.5 : Schéma récapitulatif de la méthodologie de la thèse 
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Troisième partie 
Les sorties régionales de modèles du climat : Du 
climat passé à la prospective climatique et 
bioclimatique future au sein du vignoble 
champenois 
Cette première partie de résultats montrent comment s’articulent les modèles de 
circulation générale du climat (MCG) dans la réflexion sur la modélisation du climat à 
l’échelle du vignoble champenois. Les modèles sont les seuls outils actuels capables 
d’anticiper les conditions thermiques futures ; la température étant le principal facteur du bon 
déroulement du c ycle végétatif de la vigne. Cet outil, en dépit des marges d’incertitude 
inhérentes à la modélisation numérique, apporte une prospective à l’échelle d’une région 
viticole en tenant compte des évolutions socio-économiques possibles du m onde. Cette 
prospective permet d’anticiper les conditions bioclimatiques, thermiques extrêmes futures afin 
de mieux appréhender les changements possibles au sein du vignoble.  
Suite à une comparaison de sorties de MCG dont l’un à maille variable, cette partie 
montrera que le modèle ARPEGE-Climat (RETIC) à 50 km de résolution s’avère plus adapté 
que le modèle du L MD à 300 k m dans le cadre d’une étude d’impacts du c hangement 
climatique à l’échelle d’une région viticole telle que la Champagne.  
Ce modèle est ensuite testé, validé et critiqué par comparaison avec la station 
synoptique (Reims-Courcy) du v ignoble, considéré comme les conditions thermiques à 
l’échelle de la région viticole et permet ensuite, en tenant compte des biais du m odèle, de 
donner une vision prospective des conditions thermiques de la Champagne. 
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Chapitre 7  
Comparaison thermique entre les observations et 
les simulations de 1950 à 2100 pour les modèles 
numériques LMD et ARPEGE-Climat (RETIC) 
Ce chapitre présente l’analyse des résultats obtenus avec les sorties de MCG : l’état 
de l’art et la méthodologie ont montré que certains modèles sont mieux adaptés à l’échelle 
régionale notamment en raison de leur résolution. 
Une inter-comparaison entre les deux modèles français et la station synoptique du 
vignoble Reims-Courcy est réalisée afin de déterminer les résultats les plus probants pour 
une modélisation du changement climatique à l’échelle du vignoble de Champagne. Ces 
sorties de modèles du climat sont issues de Météo-France – CNRM (ARPEGE-Climat) et de 
l’Institut Pierre Simon Laplace (modèle dit « LMD » du Laboratoire de Météorologie 
Dynamique). Elles sont étudiées à différentes échelles temporelles : des moyennes annuelles 
aux extrêmes thermiques journaliers de moments clés pour la vigne tels que pendant le 
débourrement ou la véraison sur une période dite de contrôle 1950-2000 puis sur les trois 
scénarios de simulations futures les plus couramment utilisés dans les études de prospective 
future : les scénarios A1B, B1 et A2.  
7.1 Comparaison des températures des sorties de modèles du LMD 
et ARPEGE-Climat (RETIC) avec la station Reims-Courcy 
Pour savoir si les sorties de modèles thermiques peuvent être directement utilisées 
dans les études d’impacts, des comparaisons statistiques avec des données observées (Reims-
Courcy) sont effectuées. Les formes de distributions des données thermiques annuelles sont 
comparées notamment durant le cycle végétatif de la vigne d’avril à septembre afin de valider 
les sorties de modèles. 
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7.1.1 Comparaison thermique entre les simulations des deux modèles et les 
observations de la station Reims-Courcy sur les températures moyennes 
annuelles de 1950 à 2000 
La période de contrôle permet de tester les séries simulées des modèles : le point 
« D22 » pour le modèle ARPEGE-Climat (RETIC) et le point « LMD » pour le modèle de 
l’IPSL avec les données collectées de la station Reims-Courcy. Les données de températures 
de l’air sous abri de cette station sont utilisées pour la comparaison avec les sorties des 
modèles. Cette série dispose d’une longue série dont l’homogénéité a été testée au préalable 
(Pettitt, 1979) sur la période dite de « contrôle ». Une rupture détectée en 1987 pour la station 
Reims-Courcy (Briche et al., 2009a) sur les températures moyennes annuelles. Cette rupture 
est statistiquement significative (α = 5%) d’origine climatique car elle ne résulte pas d’un 
changement de capteur ou d’un déplacement de la station ; elle est observée sur un grand 
nombre de stations météorologiques françaises (Moisselin et al., 2002). Le même test est 
réalisé sur les deux modèles : une rupture est détectée en 1984 pour ARPEGE-Climat 
(RETIC).  
 
Figure 7.1 : Température moyenne annuelle de 1950 à 2000 pour le point de grille LMD, le point D et 
la station Reims-Courcy (Données : IPSL et Météo-France)  
Le graphique avec les températures moyennes annuelles (Figure 7.1) montre que la 
courbe du LMD est plus froide que celles de la station Reims-Courcy et du po int D sur la 
période de contrôle de 1950 à 2000. Si l’on compare les moyennes annuelles sur la période, 
                                                 
22 Le point de grille ARPEGE-Climat (RETIC) choisi pour ce chapitre de comparaison avec le point de grille 
LMD est celui au centre du vignoble de la Marne appelé le « point D ». 
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celle du LMD est de 8,9°C, celle du point D de 9,4°C tandis que celle de la station est de 
10,2°C. Le point de grille du L MD présente un biais froid d’environ 1°C tandis que celui 
d’ARPEGE-Climat (RETIC) présente un b iais autour de 0,5°C, moins évident que pour le 
modèle LMD et d’environ 0,5°C. En effet, le modèle ARPEGE-Climat simule mieux les 
températures aux moyennes latitudes que le modèle LMD (Dufresne et al., 2006 ; Dufresne et 
Royer, 2007). Sur le graphique, la courbe du point D semble mieux reproduire la distribution 
de celle de la station : ceci est dû également à la variabilité interannuelle plus forte du point 
LMD avec 0,8 (écart-type) de dispersion autour de la moyenne contre 0,6 pour la station ; 
cette forte dispersion est bien marquée sur le graphique de 1950 à 1970 avec des années où la 
température moyenne annuelle est très basse pour le LMD, d’environ 7°C. 
7.1.2 Comparaison thermique entre les simulations des deux modèles et les 
observations de la station Reims-Courcy sur les températures moyennes 
d’avril à septembre de 1950 à 2000 
La comparaison entre les deux modèles et la station de référence est également 
réalisée sur les températures moyennes annuelles d’avril à sep tembre sur la période de 
contrôle (Figure 7.2). 
 
Figure 7.2 : Température moyenne annuelle d’avril à septembre de 1950 à 2000 pour la station Reims-
Courcy, pour le point de grille LMD et le point D (Données : IPSL et Météo-France) 
Sur les températures moyennes annuelles durant le cycle végétatif de la vigne (avril à 
septembre), le biais froid est également constaté avec pour la station Reims-Courcy, une 
moyenne de 14,8°C et de 13,5°C pour le point D et de 13,8°C pour LMD. Un biais froid est 
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également constaté d’environ 1°C pour le modèle LMD, il est moins évident pour le modèle 
ARPEGE-Climat (RETIC). La variabilité interannuelle est à nouveau plus forte pour le LMD 
(écart-type de 0,8) tandis que celle d’ARPEGE-Climat (écart-type de 0,7) est beaucoup plus 
proche que celle de la station (écart-type de 0,6). 
Ces sorties sont étudiées à une échelle temporelle plus fine afin de comparer les deux 
modèles à la réalité observée sur Reims-Courcy sur des questions qui touchent à la sensibilité 
de la vigne. En effet, ce sont les températures extrêmes, qui, lorsqu’elles dépassent certains 
seuils peuvent être défavorables au bon développement de la vigne durant son cycle végétatif 
(Seguin, 2010). Cette question est encore peu développée dans les études d’impacts du 
changement climatique mais nécessite d’être soulevée afin de donner une fourchette 
d’estimation de ces extrêmes par les modèles. 
7.2 Comparaison des sorties thermiques journalières extrêmes 
entre les sorties de modèles ARPEGE-Climat (RETIC) et LMD 
avec la station Reims-Courcy 
On compare donc les séries de températures minimales et maximales journalières 
issues du point de grille ARPEGE-Climat, de celui du LMD et de la station de référence du 
vignoble. La période de contrôle (1950-2000) permet de mettre en évidence les biais des 
distributions statistiques des sorties des modèles en termes d’estimation de fréquences 
d’extrêmes.  
7.2.1 Des aléas gélifs printaniers redoutés 
Les allures des distributions des sorties de modèles et de Reims-Courcy (Figure 7.3) 
sont assez similaires : elles ont une forme plutôt gaussienne ; pourtant celles des modèles ne 
suivent pas la même distribution que la station de manière statistiquement significative 
(Kolmogorov-Smirnov à 5%). La moyenne des températures journalières d’avril de Reims-
Courcy sur la période de contrôle est de 3,8°C ; elle est plus chaude de 0,6°C (LMD) à 1,2°C 
(point D) par rapport aux sorties de modèles. Les sorties de modèles présentent un biais froid 
évident corroboré par les queues inférieures des distributions qui mettent en valeur les 
extrêmes gélifs printaniers (<-2°C) : le minimum de Reims-Courcy est de -5,5°C contre -
9,2°C (point D) et -7,5°C (LMD). Les sorties de modèles sur la queue inférieure sont entre 
3,7°C (point D) et 2°C (LMD) plus froides que la station de référence à proximité du vignoble 
considérée elle-même comme froide par rapport à l’ensemble du v ignoble (Madelin, 2004) 
lors des gelées printanières. Les distributions montrent que les fréquences égales à -2°C font 
partie des grandes fréquences : les courbes s’affinent et les queues inférieures apparaissent 
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autour de -5°C (Briche et al., 2010). En avril, les fréquences de températures inférieures et 
égales au seuil de -2°C sont presque triplées pour le point de grille D (14 % pour chaque point 
en cumul) par rapport à la station Reims-Courcy (5% en cumul) avec un biais froid moyen de 
2°C. Les fréquences égales à -2°C sont considérées comme extrêmes pour la vigne car elles 
suscitent le gel agronomique même si elles ne font pas partie des extrêmes statistiques 
inférieures au 5ème centile. 
 
Figure 7.3 : Distributions statistiques des températures minimales journalières en avril pour Reims- 
Courcy, les points de grille LMD et D de 1950 à  2000 (Données : CIVC, LMD et Météo-France – 
CNRM)  
7.2.2 Des extrêmes estivaux dommageables peu fréquents 
Le test de Kolmogorov-Smirnov appliqué sur montre que les distributions statistiques 
des sorties de modèles, qui ont des allures assez similaires avec un décalage plus prononcé 
vers les températures maximales les plus élevées pour la courbe LMD, ne suivent pas les 
mêmes distributions que la station Reims-Courcy (Figure 7.4) de manière statistiquement 
significative à 5%.  
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Figure 7.4 : Distributions statistiques des températures maximales journalières en juin, juillet et août 
pour Reims-Courcy, les points de grille LMD et D de 1950 à 2000 (Données : CIVC, LMD et Météo-
France – CNRM). 
Sur les queues supérieures de distributions, le maximum de la station Reims-Courcy 
est de 37,7°C contre 34,8°C pour le modèle LMD et 36,7°C pour le point D : un biais froid de 
1°C pour le modèle ARPEGE-Climat et de 3°C pour le modèle LMD est observé sur les 
extrêmes chauds estivaux. En termes de fréquences par rapport au seuil des 35°C, les 
températures extrêmes pour le modèle ARPEGE-Climat cumulent 0,15% (point D) 
d’extrêmes supérieurs ou égaux à 35°C, 0,13% pour le point de grille LMD contre 0,87% 
pour Reims-Courcy : les sorties de modèles présentent un biais froid en termes d’extrêmes 
estivaux. Ce biais froid est également constaté sur les queues inférieures des distributions des 
sorties de modèles : le minimum de Reims-Courcy est de 10,5°C tandis que celui du poi nt 
LMD est de 5,8°C avec un bi ais de 4,7°C et le minimum du poi nt de grille du modèle 
ARPEGE-Climat est de 8°C avec un biais de 2,5°C. 
7.2.3 Synthèse critique 
Les extrêmes tels que les gelées printanières sont le résultat d’une combinaison de 
paramètres météorologiques difficiles à modéliser qui résultent de divers processus (advectif, 
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radiatif ou c ombinés) et qui sont fortement tributaires de la couche nuageuse. Les modèles 
climatiques actuellement disponibles ne disposent pas d’une résolution spatio-temporelle 
suffisamment fine pour fournir des simulations précises des extrêmes. Les résultats obtenus 
lors de cette comparaison corroborent les conclusions en termes d’extrêmes : les modèles ne 
simulent pas encore correctement les extrêmes car leur distribution spatiale se r approche 
moins de la réalité (Terray et Braconnot, 2007), notamment parce que sur cette étude ; les 
extrêmes simulés par les modèles sont ceux de mailles à échelle nationale et régionale, 
beaucoup plus larges que le climat de la région viticole que la station synoptique représente. 
En effet, les différences entre les données simulées représentatives de mailles de 50 
km ou 300 km de côté et les données ponctuelles d’une station de référence font partie des 
marges d’incertitude de ce type d’étude : une maille simplifie les paramètres spatiaux pris en 
compte par la station retenue. Dans ce contexte, le modèle ARPEGE-Climat (RETIC), dédié 
aux études d’impacts du changement climatique aux échelles régionales de la France semble 
plus adapté à l’étude sur le vignoble marnais et le biais froid peut être en partie corrigé par 
une prise en compte de l’altitude. Des données désagrégées du type SAFRAN à 8 km de 
résolution et au pas de temps horaire (Pagé, 2008) pourraient mieux correspondre à ce type 
d’étude ou encore l’utilisation d’un MCR tel que RAMS peut permettre la désagrégation des 
données à l’échelle d’un coteau viticole afin de mieux prendre en compte les caractéristiques 
locales tells que la topographie. 
Les deux modèles présentent des biais froids évidents, plus intenses sur la distribution 
des extrêmes thermiques journaliers pendant les périodes où la vigne est sensible lors de son 
développement végétatif. Cette sous-estimation est plus faible pour le modèle ARPEGE-
Climat (RETIC), plus adapté à l’étude du vi gnoble champenois, du f ait de sa résolution 
régionale à 50 km mais aussi car il prend mieux en compte la topographie du fait qu’il soit 
tridimensionnel. Ces biais, pris en compte, font partie des marges d’incertitude de la 
modélisation du climat, seuls outils disponibles pour anticiper les conditions thermiques 
futures au sein du vignoble abordées dans cette dernière partie.  
Il s’agit de voir si les fréquences d’aléas extrêmes vont augmenter dans le futur. 
Conformément aux conclusions du GIEC, la fréquence des extrêmes chauds estivaux dans le 
futur devrait augmenter tandis que les extrêmes froids d’avril, au moment du débourrement, 
devraient diminuer. Cependant, dans un contexte de changement climatique, le débourrement 
pourrait être éventuellement plus précoce et des extrêmes froids printaniers en mars 
pourraient provoquer un gel accru des bourgeons. Des fréquences plus élevées de ces 
extrêmes, auxquels la vigne est sensible lors de son cycle végétatif, pourraient modifier les 
conditions thermiques et les rendements du vignoble marnais.  
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7.3 Prospective sur les températures de 2001 à 2100 pour les deux 
modèles retenus 
La prospective future donne un aperçu du climat futur, cet aperçu traite de la première 
décennie commune entre données observées en Champagne du XXIème siècle sur la station de 
référence et données simulées sur les trois scénarios futurs pour établir la valeur de ces 
prévisions socio-économiques (GIEC, 2007). La période complète disponible est ensuite 
étudiée par décennie. 
7.3.1 Comparaison modèles / station sur les trois scénarios sur la période 
2001-2010 
La Figure 7.5 montre une comparaison sur les températures minimales et maximales 
moyennes annuelles sur 2001-2010. Sur les températures minimales, la courbe de Reims-
Courcy est plus chaude avec des températures en moyenne de 6,6°C tandis que les trois 
scénarios confondus ont une moyenne de 5,4°C, c’est-à-dire d’environ 1°C plus froid comme 
sur la période de contrôle 1950-2000 pour le modèle ARPEGE-Climat (RETIC). Par contre, 
pour le modèle LMD, plus froid sur la période de contrôle qu’ARPEGE-Climat, est sur les 
températures moyennes annuelles minimales plus proches de la station Reims-Courcy 
notamment avec les scénarios A2 et B1 donnant des températures moyennes sur la période 
étudiée de 2001 à 2010 é gales à celle de Reims-Courcy (6,6°C). Sur les températures 
maximales, un bi ais froid est constaté pour les deux modèles français étudiés ; ce biais est 
plus prononcé pour le modèle LMD d’environ 2,5°C pour le scénario A1B à 2°C pour les 
scénarios B1 et A2. Pour le modèle ARPEGE-Climat (RETIC), ce biais est d’environ 1°C à 
1,5°C selon le scénario utilisé. 
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Figure 7.5 : Températures moyennes minimales (A) et maximales (B) annuelles sur 2001-2010 pour 
Reims-Courcy, les trois scénarios simulés pour le point LMD et le point D au centre du vi gnoble 
(Données Météo-France – CNRM, IPSL- LMD et CIVC) 
Les scénarios futurs présentent également un biais froid sur la période connue par 
rapport à l a station Reims-Courcy, du même ordre que sur les températures moyennes 
annuelles de la période de contrôle pour le modèle ARPEGE-Climat (RETIC). Pour le modèle 
LMD, le biais varie selon s’il s’agit des températures maximales ou minimales moyennes 
annuelles. Ces sorties futures sont étudiées à u ne échelle plus fine afin d’anticiper la 
fréquence des aléas extrêmes auxquels la vigne est particulièrement soumise et sensible. 
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7.3.2 Comparaison des simulations futures des extrêmes thermiques 
journaliers de 2001 à 2100  
Les scénarios futurs permettent d’obtenir un aperçu de l’évolution des extrêmes 
climatiques, en tenant compte des biais inhérents aux sorties de modèles et des marges 
d’incertitude, au sein du vignoble afin de pouvoir anticiper les conséquences d’une nouvelle 
donne climatique et surtout aider la profession viticole à s’adapter à des évènements extrêmes 
probablement plus marqués et plus fréquents. Ces extrêmes sont analysés par décennie afin de 
lisser la forte variabilité interannuelle que produisent les deux modèles sur la période 2001-
2100. 
7.3.2.1 Extrêmes froids printaniers probables 
Les fréquences (Figure 7.6.) simulées pour les extrêmes froids d’avril futurs présentent 
des tendances générales à la baisse pour les deux modèles cependant les fréquences sont 
beaucoup plus faibles (autour de 3% en moyenne) pour le LMD que pour le modèle 
ARPEGE-Climat (autour de 6% en moyenne), ce qui corrobore sur la période future, 
l’accentuation dans la distribution statistique des températures gélives printanières très froides 
pour le modèle ARPEGE-Climat, observée sur la période 1950-2000 (Figure 7.3). Pour le 
modèle ARPEGE-Climat, la baisse la plus élevée sur la période future est observée pour le 
scénario le plus chaud (A2) et la moins importante pour le scénario B1. Les fréquences 
futures prévues par le modèle LMD présentent une baisse sur la période mais cette fois le 
scénario A1B a l a diminution la plus faible. Des baisses importantes des extrêmes froids 
printaniers signifient que le vignoble marnais pourrait être moins soumis dans le futur à l’aléa 
gélif en avril ; cependant, la hausse des températures pourrait favoriser un débourrement plus 
précoce dans le temps, en l’avançant en mars. Pour ce mois, le modèle ARPEGE-Climat 
(RETIC) annonce une légère hausse des fréquences d’aléas gélifs pour le scénario B1, tandis 
que l’on remarque cette même caractéristique pour le scénario A2 du LMD (Annexe XII).  
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Figure 7.6 : Evolution décennale future des extrêmes printaniers (avril) inférieurs ou égaux à -2°C de 
2001 à 2100 pour les deux modèles étudiés (point D ARPEGE-Climat et point LMD) et pour les trois 
scénarios de simulations (Données : Météo-France -CNRM ; IPSL-LMD in Briche et al., 2010) 
En effet, le gel peut être fréquent entre fin mars et début mai. Le réchauffement 
climatique observé influe sur les stades phénologiques : en Champagne, la précocité de la 
floraison est avérée. Dans le futur, les jeunes bourgeons pourraient être soumis à des aléas de 
gel plus fréquents à la fois en mars (Annexe XII) si la vigne débourre plutôt mais également 
au moment de la floraison où quelques aléas de gel sont encore visibles en mai. Cet aléa gélif 
inquiète les viticulteurs notamment en ce qui concerne les cépages précoces tels que le 
Chardonnay en Champagne : afin de le rendre plus résistant au gel, des apports en potassium 
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et phosphore pourront être réalisés (A.V.C., 2010). La température joue ici un rôle seuil en 
étant défavorable au développement de la vigne lors des aléas de gel pluriannuels mais 
également un rôle « cumulatif » en fragilisant le ceps de vigne du fait des impacts répétés des 
contraintes climatiques : en effet, le gel peut provoquer des lésions qui favorisent l’apparition 
de maladies, qui parfois s’installent sur le ceps. 
7.3.2.2 Extrêmes chauds estivaux probables 
Les simulations (Figure 7.7) des scénarios A2 et A1B du modèle ARPEGE-Climat 
(RETIC) prévoient, sur la période future, des hausses des extrêmes estivaux plus importantes 
que pour le modèle LMD (Briche et al., 2010). Pour le scénario B1, le plus optimiste, les 
fréquences prévues par les deux modèles sont très proches jusqu’à la décennie 2071-2080 
avec une hausse rapide pour le modèle ARPEGE-Climat (RETIC). Le modèle du L MD 
prévoie des extrêmes estivaux beaucoup moins fréquemment (environ 2,5% en moyenne) que 
le modèle ARPEGE-Climat dans le futur (environ 3,5% en moyenne). 
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Figure 7.7  : Évolution décennale future des extrêmes estivaux (J/J/A) supérieurs ou égaux à 35°C de 
2001 à 2100 pour les deux modèles étudiés (point D ARPEGE-Climat et point LMD) et pour les trois 
scénarios de simulations (Données : Météo-France - CNRM ; IPSL – LMD in Briche et al., 2010)  
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CONCLUSION DU CHAPITRE 7 
Le modèle ARPEGE-Climat (RETIC) donne une meilleure approximation de la 
réalité de la station synoptique du vignoble Reims-Courcy même si un biais froid 
d’environ 1°C est constaté sur l’échelle temporelle la plus grossière et d’environ 2°C sur 
les extrêmes thermiques défavorables à la vigne.  
Sur la prospective future, les simulations proposées semblent présenter un biais 
froid également même pour le scénario A2, le plus pessimiste d’environ 1°C également 
sur la période commune avec les données observées de 2001 à 2010.  
Le modèle zoomé sur la France est plus adapté, notamment par sa résolution de 
50 km, pour être validé en comparaison avec la station de référence et établir une 
analyse prospective future critique basée sur un biais froid d’environ 1°C, voire 2°C 
pour les extrêmes thermiques.  
Les sorties du modèle ARPEGE-Climat (RETIC) sont analysées plus en détail au 
sein des chapitres 8 et 9. 
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Chapitre 8  
Comparaison entre ARPEGE-Climat (RETIC) et la 
station sur la période de contrôle (1950-2000) : 
Aspects thermiques et bioclimatiques 
Dans ce huitième chapitre, les aspects thermiques et bioclimatiques des données 
thermiques journalières du point de grille ARPEGE-Climat (RETIC) sont étudiés à deux 
échelles temporelles afin de tester plus finement le modèle requis pour cette étude de 
modélisation du changement climatique au sein du vignoble champenois. Les sorties de 
températures sont testées à l’aide de tests statistiques afin de vérifier si les distributions 
statistiques du modèle correspondent à celles de la station de référence pour permettre dans 
un second temps le calcul d’indices bioclimatiques relatifs à la vigne permettant de 
déterminer le climat approprié d’une région viticole. 
8.1 Validité des températures des sorties de modèles sur la période 
de contrôle 1950-2000  
Des températures annuelles aux températures journalières extrêmes, les séries 
thermiques sont analysées statistiquement afin de déterminer leur validité par rapport à la 
station de référence Reims-Courcy. 
8.1.1 Températures moyennes annuelles minimales et maximales 
Les températures moyennes annuelles, moyennes annuelles maximales et minimales 
sont étudiées afin de comparer les sorties de modèle à l a station synoptique du vignoble 
Reims-Courcy. 
8.1.1.1 Les températures maximales moyennes annuelles 
Sur les températures maximales moyennes annuelles de 1950 à 2000 (Figure 8.1), une 
rupture statistiquement significative, avec l’hypothèse nulle d’absence de rupture rejetée au 
seuil de confiance à 90% est détectée en 1987 avec le test de Pettitt (1979) avec une moyenne 
de 14,3 a vant et de 15,1 a près la rupture, soit un saut de 0,8°C. Pour le point de grille du 
modèle ARPEGE-Climat (RETIC), une rupture est détectée en 1984. La rupture de la fin des 
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années 1980 est souvent détectée dans les études régionales sur le changement climatique 
(Mestre, 2000 ; Moisselin et al., 2002). La figure 8.1 montre que la phase chaude est plus 
marquée pour la station de référence que pour le point de grille du modèle. Ces périodes 
chaudes sont également plus intenses (en année et mois) à partir des ruptures détectées pour la 
station (1987) et pour le point de grille (1984). 
 
Figure 8.1 : Températures maximales annuelles pour le point de grille ARPEGE-Climat et la station 
Reims-Courcy23 (Données : Météo-France – CNRM, CIVC).  
Sur les températures maximales moyennes annuelles de 1950 à 2000, une rupture 
statistiquement significative avec l’hypothèse nulle d’absence de rupture rejetée au seuil de 
confiance à 90% est détectée en 1987 avec le test de Pettitt (1979) avec une moyenne de 14,3 
avant et de 15,1 après la rupture soit un saut de 0,8°C. Pour le point de grille du modèle 
ARPEGE-Climat (RETIC), une rupture est détectée en 1984 avec une hausse d’environ 0,7°C 
selon le point étudié. Le rupture de la fin des années 1980 est souvent détectée dans les études 
régionales sur le changement climatique (Mestre, 2000 ; Moisselin et al., 2002). 
                                                 
23 La première classe en blanc intègre les températures inférieures à 16°C. 
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8.1.2 Les températures minimales moyennes annuelles 
Sur les températures minimales moyennes annuelles, une rupture au seuil de confiance 
à 90% est détectée en 1973 pour la station Reims-Courcy et en 1980 pour le point de grille. 
Les températures augmentent nettement après ces ruptures sur les deux séries. 
 
Figure 8.2 : Températures minimales annuelles pour le point de grille ARPEGE-Climat et la station 
Reims-Courcy (Données : Météo-France – CNRM, CIVC).  
Le modèle reproduit plutôt bien la courbe des températures minimales de la station 
(Figure 8.2) avec en moyenne un biais froid de 0,5°C : en effet pour la station, la moyenne est 
de 5,6°C contre 5,1°C pour le modèle. Concernant la variabilité interannuelle, la dispersion 
autour de la moyenne avec l’écart-type est de 0,7 contre 0,6 pour la station. 
8.1.3 Comparaison des distributions statistiques des températures 
moyennes maximales et minimales annuelles 
Le test de Student permet de déterminer si les distributions statistiques des sorties de 
modèles ARPEGE-Climat (RETIC) sont statistiquement représentatives de la station de 
référence du vignoble Reims-Courcy. Ce test permet donc de justifier la comparaison des 
températures moyennes annuelles de la série de référence Reims-Courcy et des sorties du 
modèle ARPEGE-Climat (RETIC). La distribution statistique du poi nt de grille retenu est 
comparée, testée et critiquée par rapport à Reims-Courcy (Figure 8.3). Les paramètres 
statistiques ont permis de constater que les moyennes sont proches : elle est égale sur les 
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températures maximales moyennes annuelles de 1950 à  2000 à 14,6°C pour Reims-Courcy 
alors qu’elle est de 13,6°C pour le point de grille24 soit 1°C plus froide. 
 
Figure 8.3 : Occurrences des températures maximales (A) et minimales (B) moyennes annuelles. 
Station de Reims- Courcy et point de grille sur la période de contrôle de 1950 à 2000 (Données : 
CIVC et Météo-France – CNRM in Briche et al., 2009a) 
                                                 
24 Le point de grille ARPEGE-Climat (RETIC) est à partir de ce chapitre appelé « point », « point  de grille » 
étant donné que celui du LMD n’apparaît plus dans la démarche. 
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De plus, les distributions sont testées sur les données thermiques annuelles avec le 
Test de Student avec en préalable, la réalisation d’un test de normalité et de variances, qui 
permet de démontrer que pour la plupart des séries des trois variables étudiées (températures 
minimales, maximales et moyennes), les moyennes sont d’un point de vue statistique, 
significativement différentes pour le point de grille (Briche et al., 2009a). 
Le modèle ARPEGE-Climat (RETIC) représente correctement l’allure gaussienne de 
la distribution de la station synoptique Reims-Courcy même s’il comporte un biais froid 
évident : les courbes de Reims-Courcy pour les deux graphiques sont décalées vers les 
températures les plus chaudes. 
8.2 Températures optimales et extrêmes (à partir des données 
mensuelles et/ou journalières) 
Les températures sont maintenant étudiées à un pas de temps correspondant au cycle 
végétatif de la vigne (d’avril à septembre) et pendant les périodes clés (débourrement et 
véraison) du développement de la vigne durant lesquelles des températures extrêmes peuvent 
être défavorables aux futures vendanges. 
8.2.1 Températures extrêmes gélives printanières 
Les températures minimales d’avril influencent directement le bon développement de 
la plante. Le risque de gel des bourgeons, au moment du débourrement est très surveillé par la 
communauté viticole champenoise du fait de la fréquence de cet aléa printanier. Les 
distributions statistiques des températures journalières minimales du mois d’avril sur la 
période de contrôle 1950-2000 (Figure 8.4) montrent que la série du modèle est assez proche 
de la station Reims-Courcy. Le modèle simule cependant plus d’occurrences gélives (<0°C) 
que la station de référence, pourtant elle-même considérée comme froide (Madelin, 2004). En 
avril, les occurrences de températures inférieures à -2°C, seuils du gel agronomique, sont 
presque triplées pour le point de grille par rapport à la station Reims-Courcy (Briche et al., 
2009a et b). 
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Figure 8.4 : Distributions statistiques des températures minimales en avril pour la station de référence 
et les points de grille de 1950 à 2000 (Données : CIVC et Météo-France – CNRM).  
8.2.2 Températures optimales et extrêmes estivales 
Les températures estivales sont étudiées au pas de temps saisonnier (moyenne sur les 
trois mois d’été) et au pas de temps journalier pour tester la modèle sur la période estivale au 
sein du vi gnoble à partir de graphiques de températures mais également de calendriers de 
probabilités. 
Les distributions statistiques du modèle ARPEGE-Climat (RETIC) calculées à partir 
des températures maximales estivales sur la période de contrôle sont différentes de la station 
Reims-Courcy (Figure 8.5). Cette dernière, d’allure gaussienne, présente un décalage vers les 
extrêmes chauds tandis que les séries du modèle ARPEGE-Climat montrent un biais froid 
évident avec un décalage des distributions vers les températures moyennes maximales les plus 
froides (inférieures à 22°C). Pour les températures supérieures à 25°C, la série du modèle est 
assez proche, en termes d’occurrences (autour de 2) de la station de référence même si l’allure 
de la courbe est différente. 
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Figure 8.5 : Distributions statistiques des températures maximales estivales (moyenne des trois mois : 
juin, juillet et août) pour la station de référence et le point de grille de 1950 à 2000 (Données : CIVC et 
Météo-France – CNRM)  
La figure 8.6 représente le calendrier de probabilités des températures au-delà de 
seuils thermiques favorables au bon développement de la plante (Huglin, 1986) : l’optimum 
thermique de la vigne se situe entre 20 et 30°C environ entre la floraison et la véraison. Ce 
calendrier montre les températures maximales mensuelles de ces seuils durant la période de 
contrôle pour le point de grille, situé au cœur du vignoble marnais ainsi que pour la station de 
référence Reims-Courcy. Les probabilités d’occurrences des températures chaudes du point de 
grille D montrent à nouveau le biais froid : les courbes de la série de modèle (en pointillés) 
suivent la même distribution que celles de la station Reims-Courcy avec un « s aut » de  
probabilités. De plus, le maximum de probabilités est obtenu en juillet pour Reims-Courcy et 
plutôt en août pour le modèle. Sur cette figure, la maille au centre du vignoble marnais simule 
un biais froid et les courbes simulées reproduisent correctement les températures optimales 
mais de manière beaucoup plus biaisée les extrêmes supérieures à 3 5°C défavorables à l a 
vigne durant la véraison et pouvant entraîner l’échaudage des baies (Huglin, 1986 ; Bergqvist 
et al., 2001 ; Matus et al., 2006). 
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Figure 8.6 : Calendrier de probabilités des températures chaudes durant le cycle végétatif de la vigne 
(avril à s eptembre) entre la station Reims-Courcy et le point de grille du modèle ARPEGE-Climat 
(RETIC) de 1950 à 2000 (Données : CIVC et Météo-France – CNRM in Briche et al., 2009a). 
8.3 Discussion sur le biais froid : proposition d’une correction 
empirique par l’altitude 
Les sorties de modèle ARPEGE-Climat (RETIC) sont tridimensionnelles : elles 
prennent en compte l’altitude. De ce fait, en prenant en compte l’altitude de la station Reims-
Courcy (95m), on c orrige les séries de températures du modèle après avoir effectué une 
correction en fonction de l’altitude où le gradient altitudinal préconise une baisse de la 
température de 0,6°C tous les 100 mètres. Ainsi, une partie du biais froid peut-être expliquée 
par une correction dite altitudinale avec une correction de 0,4°C pour le point de grille. 
Cette correction altitudinale (Figures 8.7 et 8.8) a été appliquée sur les distributions 
statistiques des températures minimales journalières d’avril et maximales journalières des 
mois d’été (juin, juillet et août). 
Sur les températures minimales journalières d’avril sur la période de contrôle (Figure 
8.7), la correction permet de corriger environ 1°C du bi ais d’environ 2°C sur la queue de 
distribution inférieure correspondant aux extrêmes thermiques gélifs printaniers. En effet, si 
l’on prend la courbe du point de grille avant et après correction ; pour une fréquence de 3%, 
on a une température de -4°C avant correction puis de -3°C après correction sachant que la 
station Reims-Courcy, pour cette même fréquence d’apparition, présente une température de -
  
149 Troisième Partie : Les sorties régionales de modèles du climat 
2°C. Pour les températures maximales journalières estivales (Figure 8.8), le biais corrigé sur 
les extrêmes thermiques estivaux sur la queue de distribution supérieure est équivalent à celui 
observé sur les températures minimales d’avril même si pour les températures entre 29°C et 
32°C, l’écart entre la station et les points corrigés restent importants, d’environ 2°C. 
 
Figure 8.7 : Distributions statistiques des températures minimales journalières en avril de 1950 à 2000  
de la station Reims-Courcy et du point ARPEGE-Climat avant et après correction altitudinale 
(Données ARPEGE-Climat (RETIC) et CIVC). 
 
Figure 8.8 : Distributions statistiques des températures maximales journalières en été de 1950 à 2000  
de la station Reims-Courcy et du point ARPEGE-Climat avant et après correction altitudinale 
(Données ARPEGE-Climat (RETIC) et CIVC).  
Les variations d’altitude entre les points de grille du m odèle ARPEGE-Climat 
(RETIC) et la station de référence Reims-Courcy expliquent donc en partie (environ 1°C) le 
biais froid. Cependant, cette correction est à nuancer : en effet, l’altitude du modèle est une 
altitude moyenne sur la maille de 50 km de côté, elle est donc considérée comme un facteur 
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zonal et ne représente donc pas la variabilité spatiale de la topographie au sein du vignoble et 
surtout les conditions locales autour de la station. De plus, cette correction est réalisée de 
manière empirique, dans prise en compte des échanges de chaleur avec l’environnement, de la 
condensation et des précipitations or la variabilité spatiale de la température est importante 
dans le vignoble du fait des conditions de surface telles que l’état de la biomasse végétale, de 
la topographie, de l’exposition des coteaux.  
Les sorties ARPEGE-Climat (RETIC) pourraient être remplacées par des sorties plus 
localisées, issues de méthodes de régionalisation statistiques et/ou dynamiques (cf. 4.2.1.2, 
chapitre 4) qui corrigent les données issues de ce modèle à maille variable pour obtenir une 
résolution de 8 km au pas de temps horaire comme les sorties SAFRAN issues de la 
désagrégation par les types de temps (Pagé, 2008) ou encore la méthode de Déqué (2007) 
dans le cadre du projet IMFREX qui permet la désagrégation, cette fois-ci point par point en 
corrigeant les données de résolution à 50 km. Certaines de ces d onnées corrigées sont 
d’ailleurs désormais disponibles et en libre accès. 
Le modèle ARPEGE-Climat (RETIC), comme déjà annoncé dans le chapitre 
précédent, rend dans l’ensemble bien compte des conditions thermiques extrêmes au sein du 
vignoble champenois sur la période de contrôle de 1950 à  2000 avec un biais récurrent de 
sous-estimation. Ces données thermiques permettent de porter l’intérêt sur des indices 
bioclimatiques, certes empiriques, mais permettant la synthèse d’un type de climat d’une 
région viticole. 
8.4 Comparaison modèle / station à partir d’indices bioclimatiques 
Les indices de Huglin (1978) et de Winkler (1962) sont les indices bioclimatiques les 
plus couramment utilisés dans les études du changement climatique dans les régions viticoles. 
Ils sont basés sur des calculs simples de cumuls de degrés-jours ou températures actives 
supérieures à 10°C durant le cycle végétatif de la vigne.  
8.4.1 Observation de l’évolution du cumul des degrès-jours et comparaison 
de l’indice de Winkler 
L’indice de Winkler (1962), initialement établi pour définir cinq types de région 
viticole en Californie en fonction des températures moyennes journalières permet de donner 
un aperçu du type de climat d’une région viticole. Pour la Champagne, sur la station Reims-
Courcy, et pour la période 1950-2000, l’indice de Winkler vaut 1016 degrés-jours contre 839 
pour le point ARPEGE-Climat. La courbe du modèle (Figure 8.9) est plus faible que la station 
Reims-Courcy et les deux courbes appartiennent à la zone 1 de l’indice de Winkler (Huglin, 
  
151 Troisième Partie : Les sorties régionales de modèles du climat 
1986) avec des indices inférieurs à 1390 de grés-jours correspondant à la zone tempérée 
fraîche. 
 
Figure 8.9 : Indice de Winkler de 1950 à 2000 pour la station Reims-Courcy et le point de grille du 
modèle ARPEGE-Climat (RETIC) (Données : Météo-France – CNRM, CIVC). 
La figure 8.10 qui montre le cumul des degrés-jours sur la période de l’indice de 
Winkler, à partir des températures moyennes journalières, corrobore le biais froid des sorties 
de modèles ARPEGE-Climat (RETIC) : en effet, la courbe du modèle a la même allure que la 
courbe de la station Reims-Courcy mais avec des valeurs plus faibles. Par exemple, au 28 
octobre, la station a cumulé environ 1000 degrés-jours contre 800 pour le point D.   
 
Figure 8.10 : Cumul moyen des degrés-jours du 1er avril au 31 octobre sur la période 1950-2000 pour 
la station Reims-Courcy et le point de grille ARPEGE-Climat (RETIC) (Données : Météo-France - 
CNRM, CIVC). 
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Concernant les stades phénologiques (Figure 8.11), le biais froid du p oint de grille 
montre que les stades phénologiques sont atteints beaucoup plus tard sur le modèle si l’on 
considère les sommes thermiques nécessaires pour l’atteinte de chaque stade : ainsi la 
vendange ne peut pas être placée sur la courbe du modèle car elle n’atteint pas les 1000 
degrés-jours nécessaires. Sur l’application bioclimatique, même si le point de grille reproduit 
la croissance de manière fiable, le biais est trop prononcé pour évaluer les dates obtenues pour 
les stades phénologiques. 
 
Figure 8.11 : Comparaison du c umul de degrés-jours de 1950 à 2000 pour la point de grille et la 
station de Reims-Courcy ; date des stades phénologiques en moyenne (Données : Météo-France – 
CNRM, CIVC).  
8.4.2 Observation et comparaison de l’évolution de l’indice de Huglin sur la 
période de contrôle 1950-2000 pour la station de référence et le point de 
grille ARPEGE-Climat (RETIC) 
Sur la période 1950-2000, l’évolution de l’indice de Huglin (Figure 8.12) montre que 
le type de climat du v ignoble champenois semble évoluer du c limat « très frais » vers le 
« frais », voire vers « le tempéré frais » si la dernière décennie 2001-2010 est prise en compte. 
Pour le point de grille, le type de climat ne dépasse pas le « frais » avec très peu 
d’occurrences du type « frais ». 
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Figure 8.12 : Évolution de l’indice de Huglin de 1950 à 2000 pour le point de grille et la station 
Reims-Courcy (Données : Météo-France – CNRM). 
8.4.3 Observation et comparaison de l’évolution de l’indice de fraîcheur des 
nuits sur la période de contrôle 1950-2000 pour la station de référence et le 
point de grille ARPEGE-Climat (RETIC) 
L’indice de fraîcheur des nuits (Figure 8.13, A) calculé à partir des températures 
minimales de septembre est, de 1950 à 2000 pour les deux courbes étudiées, relativement 
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stable de 9°C pour le point de grille et de 9,6°C pour la station : on retrouve le biais froid du 
modèle ARPEGE-Climat (RETIC) autour de 0,5°C. 
 
Figure 8.13 : Evolution de l’indice de fraîcheur des nuits de 1950 à 2000 (A) et calculé de mi-août à 
mi-septembre (B) pour le point de grille et la station Reims-Courcy (Données : Météo-France – 
CNRM). 
Cet indice est également calculé du 15 a oût au 15 s eptembre (Figure 8.13, B ) : en 
effet, dans le contexte du réchauffement des températures, les vendanges sont déjà plus 
précoces. En effet, en moyenne, elles débutent le 25 septembre sur la période 1950-2000, par 
contre si l’on considère la rupture validée de la fin des années 80, la date moyenne sur la 
période post-rupture est le 17 septembre. Cette précocité peut être défavorable pour la bonne 
maturité des baies avant les vendanges qui ont besoin de fraîcheur la nuit or les températures 
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d’août sont généralement plus élevées que celles de septembre. En effet, la maturation est la 
période entre la véraison et les vendanges, le réchauffement climatique modifie les conditions 
nycthermiques de la vigne en raccourcissement la période maturation et en la décalant vers le 
mois d’août (Madelin et al., 2010) ce qui empêche la maturation lente et progressive des baies 
et entraîne une baisse de qualité des futurs moûts. 
Le graphique 8.13 montre que si l’on décale le calcul de l’indice dans le temps, les 
nuits sont beaucoup plus chaudes, d’environ 1°C d’où les risques possibles dans le futur 
sachant que les températures continueront d’augmenter. Les moyennes de la station et du 
point de grille sont presque égales : 10,7°C pour le point de grille et 10,9°C pour la station. 
CONCLUSION DU CHAPITRE 8 
Les indices bioclimatiques montrent que pour un type de climat d’une région 
viticole, le modèle ARPEGE-Climat (RETIC), même s’il présente un biais froid estime la 
même chose que la station de référence Reims-Courcy soit un type de climat « très 
frais » évoluant vers un type de climat « frais » sur la période de contrôle 1950-2000. 
Les sorties du modèle ARPEGE-Climat sont étudiées en détail pour une 
prospective future sur les scénarios de changement climatique tenant compte de 
l’évolution socio-économique du monde tout en prenant en considération les biais froids 
développés jusqu’à présent. 
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Chapitre 9  
Analyse prospective climatique et bioclimatique 
avec ARPEGE-Climat (RETIC) de 2001 à 2100 
Ce chapitre développe l’analyse prospective du climat des conditions thermiques au 
sein du vignoble champenois à partir des trois scénarios les plus couramment utilisés dans les 
études d’impacts du changement climatique à l’échelle régionale : les scénarios A1B, B1 et 
A2. Les sorties thermiques et indices bioclimatiques calculés sont étudiés sur la période 
commune station / scénarios de 2001 à 2010 pour enfin être analysés en détail sur toute la 
période de simulation future. 
9.1 Comparaison entre la station Reims-Courcy et les simulations 
futures (2001-2100)  
Les données thermiques du modèle ARPEGE-Climat (RETIC) sont traitées sur 
différentes périodes plus ou moins longues où les données de la station de Reims-Courcy sont 
disponibles et fiables afin d’aborder la prospective par une critique des biais présents sur les 
scénarios futurs. 
9.1.1 Températures et indices bioclimatiques sur 2001-2010 
9.1.1.1 Les températures minimales et maximales de 2001 à 2010 
La variabilité interannuelle est très marquée (cf. Figure 7.5, A et B) du fait de 
l’observation des données sur une période décennale. La canicule 2003 n’est pas lissée à ce 
pas de temps : elle apparaît nettement sur les courbes des températures minimales et 
maximales de la station. Le modèle ARPEGE-Climat ne la reproduit pas.  
9.1.1.2 L’indice bioclimatique de Huglin de 2001 à 2010. 
Le graphique suivant (Figure 9.1) montre l’évolution de l’indice de Huglin sur la 
décennie 2001-2010 pour la station Reims-Courcy et le point de grille du modèle ARPEGE-
Climat (RETIC) pour chaque scénario. Cette décennie est considérée par l’OMM 
(www.omm.fr) comme la plus chaude depuis les relevés météorologiques effectués à l a 
surface du globe et le type de bioclimat d’après Huglin tend vers un type de climat tempéré 
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(entre 1800 et 2100 degrés-jours) alors que sur la période de contrôle 1950-2000, le type de 
climat moyen est « frais ». Le point de grille du modèle simule sur les trois scénarios des 
types de climat plutôt « très frais » inférieurs à 1500 degrés-jours et la variabilité 
interannuelle est très forte : cette caractéristique est observée sur les sorties de modèles du 
climat sur les simulations futures (Dufresne et al., 2006 ; Dufresne et Royer, 2007). La courbe 
du modèle a la même tendance que celle de la station : on ne retrouve pas le pic de 2003 mais 
« le contraire aurait été le fruit du hasard » (Déqué in www.imfrex.mediasfrance.org).  
En effet, les données de sorties de modèles du climat sont à an alyser en termes de 
distribution et non en termes d’évènements précis car le modèle ne simule pas les années 
extrêmes précisément. 
 
Figure 9.1 : Indices bioclimatiques de Huglin de 2001 à 2010 pour le point de grille ARPEGE-Climat 
(RETIC) sur les trois scénarios de simulations futures et pour la station Reims-Courcy sur les données 
observées (Données : Météo-France – CNRM et CIVC) 
La résolution du modèle ARPEGE-Climat ne permet pas de simuler les évènements 
extrêmes de l’année 2003 tels que la canicule estivale : le modèle à méso-échelle RAMS 
permettra, dans une seconde partie de résultats d’établir une analyse temporelle plus fine afin 
de voir si ce type de modèle parvient à reproduire la situation particulière de 2003. Chaque 
modèle a sa capacité de résolution spatiale mais aussi temporelle. 
9.1.2 Comparaisons 1971-2000 / 2071-2100 
Les fins des XXème et XXIème siècles sont étudiées afin d’observer les changements 
bioclimatiques futurs. Les simulations masquent généralement la tendance au réchauffement 
jusqu’en 2050 du fait de la forte variabilité interannuelle. Les études d’impact s’intéressent 
sur la période 2071-2100 (Déqué, in www.imfrex.mediasfrance.org) lorsque le signal du 
changement climatique est évident.  
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9.1.2.1 Sur l’indice de Huglin 
L’indice de Huglin est étudié pour une comparaison entre la station de référence 1971-
2000, le point de grille au sein du vignoble sur cette même période et sur la période 2071-
2100 sur les trois scénarios de simulations futures (Figure 9.2). La courbe de contrôle du point 
de grille reproduit correctement celle de la station Reims-Courcy mais le biais froid est 
évident, d’environ 400 degrés-jours. Sur la période 1971-2000, le type de climat de la courbe 
Reims-Courcy est « frais » contre « très frais » sur le modèle pour la même période. Le point 
de grille simule pour les 30 dernières années du XXIème siècle un type de climat « tempéré » 
pour le scénario B1 à « tempéré chaud » pour le A2 déjà annoncé par García de Cortázar 
Atauri (2006). Ceci s’explique par le fait que le scénario A2 est le plus pessimiste d’où un 
climat beaucoup plus chaud. 
 
Figure 9.2 : Comparaison de l’indice de Huglin pour la station Reims-Courcy et du point de grille au 
sein du vi gnoble (à partir des données de la période dite de « contrôle ») de 1971 à  2000 avec les 
simulations futures pour les trois scénarios du point de 2071 à 2100 (Données : Météo-France – 
CNRM, CIVC).  
9.1.2.2 Sur les cumuls de degrés-jours 
Afin de bien montrer l’évolution thermique et l’empreinte du changement climatique, 
les cumuls de degrés-jours moyens sur la période 2001-2100 pour les trois scénarios sont 
comparés à ceux sur la période 2071-2100 (Figure 9.3). 
L’analyse de la courbe montre que pour les trente dernières années de simulation 
cumulent plus de sommes thermiques efficaces à p artir de juillet pour atteindre pour le 
scénario A2 1800 degrés-jours fin octobre contre 1300 s ur le siècle complet. De plus, le 
scénario B1 sur les trente dernières années équivaut au scénario A1B sur la période complète 
ce qui corrobore les conclusions du GIEC (2007) annonçant un réchauffement plus intense en 
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2100 avec un c hangement climatique bien prononcé et non l issé par la variabilité 
interannuelle après 2050. 
 
Figure 9.3 : Comparaison des cumuls de degrés-jours moyennés du 1 er avril au 31 oc tobre sur les 
périodes 2001-2100 et 2071-2100 pour le point de grille du modèle ARPEGE-Climat (RETIC) pour 
les trois scénarios de simulations futures (Données : Météo-France – CNRM). 
9.1.2.3 Sur l’indice de fraîcheur des nuits 
Le scénario le plus pessimiste (A2) montre que les températures pourraient augmenter 
de manière statistiquement significative dans le futur : les températures minimales 
évolueraient d’environ 12°C à 18°C à la fin du XXIème siècle (Figure 9.4). Le rafraîchissement 
des nuits pourrait ne plus être suffisant et correspondre à d es nuits chaudes (Tonietto et 
Carbonneau, 2004). 
 
Figure 9.4 :Évolution de l’indice de fraîcheur des nuits de mi-août à mi-septembre sur la périodes 
2001-2100 pour le point de grille du modèle ARPEGE-Climat (RETIC) pour le scénario de simulation 
future A2 (Données : Météo-France – CNRM). 
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Jusque 2065 environ, les nuits favoriseraient la synthèse des anthocyanes (Koshita et 
al., 2007). La question de l’encépagement pourrait se poser dans le futur : en effet, des 
cépages tels que ceux que l’ont trouve en Grèce (Koundouras et al., 2006) supportent des 
nuits sèches contrairement à ceux implantés en Champagne. Pour le moment, les cépages 
champenois bénéficient de meilleures conditions climatiques et bioclimatiques dans ce 
contexte de changement climatique : le réchauffement des nuits profite au vignoble 
actuellement. 
Dans des conditions nocturnes plus chaudes, la maturation ne sera plus aussi lente et 
progressive d’où la nécessité d’anticiper les changements futurs en adaptant les pratiques 
culturales, en augmentant par exemple la surface foliaire pour permettre aux raisins de mûrir 
et de dégager leurs arômes sans endommager les pellicules des baies. (Tonietto et 
Carbonneau, 2004 ; Yamane et al., 2006 ; Koshita et al., 2007) 
9.1.2.4 Sur les extrêmes thermiques défavorables à la vigne pendant son cycle végétatif 
Les lois hydroclimatiques telles que celle de GEV (Generalized Extreme Value) 
permettent d’appréhender les périodes de retour de fréquences de températures extrêmes 
défavorables à la vigne durant son cycle végétatif. La figure 9.5 montre les fréquences des 
températures extrêmes froides printanières en mars-avril (A),et extrêmes chaudes estivales (B) 
sur la station Reims-Courcy en 1971-2000 et sur le point de grille sur les périodes 1971-2000 
et 2071-2100 à partir du scénario A1B avec une période de retour d’un jour.  
Pour les températures gélives (Figure 9.5, A), la courbe obtenue pour Reims-Courcy 
est très proche de celle du scénario A1B : le biais froid est ici très marqué puisque la courbe 
simulée sur les données de contrôle a l a même tendance que les deux autres mais les 
fréquences sont beaucoup plus accentuées pour les minimas (inférieures à -5°C). Le point de 
grille sur la période 1971-2000 simule 80% de chances d’avoir au moins 1 jour inférieur à -
5°C en mars-avril contre -2,5°C pour le scénario A1B et la station Reims-Courcy.  
L’évolution entre les deux périodes est ici bien marquée avec 2,5°C de réchauffement 
sur les extrêmes froids avec le scénario A1B. Ces lois seraient cependant mieux utilisées 
après correction des données car la courbe future du scénario A1B (2071-2100) est presque 
identique à celle de la station sur 1971-2000. Les extrêmes froids simulés sont accentués sur 
1971-2000 et les prévisions futures conservent ce biais en surestimant la diminution probable 
des températures gélives. 
Pour les extrêmes chauds estivaux (Figure 9.5, B), les trois courbes présentent des 
décalages prononcés même si elles évoluent similairement. Le biais froid du point de grille 
sur la période de contrôle est marqué : il y a 80% de chances d’obtenir au moins une journée 
avec une température supérieure à 32,5°C pour le point contre une température supérieure à 
35°C pour Reims-Courcy. Pour cette même fréquence, la courbe du point sur la période 2071-
2100 avec le scénario A1B est de 40°C : l’évolution des fréquences de températures extrêmes 
estivales future annoncée par le dernier rapport du GIEC (2007) est avérée. 
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Figure 9.5 : Comparaison entre la station Reims-Courcy et le point de grille du modèle ARPEGE-
Climat (RETIC) pour les températures minimales journalières (A) au printemps (mars-avril) et 
maximales journalières (B) estivales (juin, juillet et août) pour des périodes de retour d’un jour 
(Données : Météo-France – CNRM, CIVC). 
Les biais sur la période de contrôle et sur les scénarios de changement climatique 
futurs sont marqués de manière plus ou m oins prononcés selon la méthode d’analyse 
employée.  
9.2 Simulations des températures extrêmes futures 
Les études sur le changement climatique montrent que dans le futur, les longues 
sécheresses estivales, les évènements extrêmes tels que les coups de chaleur (André et al., 
2004 ; Harvard et al., 2010) seront beaucoup plus fréquents et auront des conséquences 
directes sur les écosystèmes tels que la vigne, dépendante des températures, sensible aux 
extrêmes thermiques. Analyser les tendances futures des températures extrêmes donne une 
approximation des conjonctures aux professionnels, qui peuvent alors anticiper des 
adaptations possibles à des températures plus gélives en mars et des canicules (Meehl et 
Tebaldi, 2004) plus fréquentes en été. 
9.2.1 Observation des températures gélives printanières futures 
La fréquence des gelées de printemps peut limiter la durée du cycle végétatif en 
détruisant complètement ou partiellement les bourgeons : les récoltes sont alors aléatoires et 
moins rentables (Galet, 2000). Les aléas gélifs printaniers sont une des premières inquiétudes 
des professionnels champenois cependant le vignoble dispose de meilleures conditions 
thermiques depuis quelques décennies qui pourraient limiter la fréquence de ces aléas. 
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9.2.1.1 Fréquences des températures extrêmes gélives futures 
Dans le futur, la fréquence des températures extrêmes gélives inférieures à -2°C 
diminue en mars et en avril pour les trois scénarios (Figure 9.6 A et B). Cette baisse est 
surtout marquée après 2050 pour le scénario A2 en mars et avril, en avril pour les scénarios 
A1B et A2.  
En 2001, pour le scénario A2, le plus proche de la décennie 2001-2010 de la station 
Reims-Courcy, la fréquence est de 30% en mars, d’environ 20% en avril. Cette fréquence est 
d’environ 20% vers 2100 en mars et de moins de 5% en avril. Même si les courbes des trois 
scénarios baissent nettement en avril, les courbes pour le mois de mars tendent à augmenter à 
nouveau vers 2070. 
 
Figure 9.6 : Moyennes mobiles pondérée sur cinq ans des températures inférieures à -2°C en mars (A) 
et en avril (B) pour le point de grille sur les trois scénarios de simulation future (Données : Météo-
France – CNRM).  
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9.2.1.2 Fréquences de non-dépassement des températures extrêmes gélives futures 
Les fréquences de non-dépassement des températures gélives futures au printemps 
pour les périodes de retour de 1 et 7 jours (Figure 9.7) montrent que les trois scénarios sont 
presque confondus. Sur la période 2001-2100, il y a en moyenne, 80% de chances qu’il y ait 
au moins un jour inférieur à -2,5°C et 40% de chances d’avoir 7 jours inférieurs à -2,5°C sur 
la période future (2001-2100). 
 
Figure 9.7 : Températures gélives extrêmes printanières (mars-avril) obtenues sur la période 2001-
2100 à partir d’une loi de GEV pour les trois scénarios de simulations futures avec des périodes de 
retour de 1 jour  (A) et 7 jours (B), (Données : Météo-France – CNRM).  
9.2.2 Observation des températures optimales et extrêmes estivales futures 
9.2.2.1 Températures estivales extrêmes de plus en plus fréquentes  
La figure 9.8 montre les fréquences d’extrêmes estivaux futurs supérieurs à 35°C pour 
les trois scénarios : ils présentent tous une tendance à l’augmentation. Cette augmentation est 
plus nette et marquée à partir des années 2070 notamment pour le scénario A2, le plus 
pessimiste des scénarios.  
La forte variabilité interannuelle lissée par les moyennes mobiles pondérées sur cinq 
ans, est marquée pour les trois scénarios et la tendance au réchauffement est beaucoup plus 
nette en fin de siècle conformément à la bibliographie (GIEC, 2007 ; Dufresne et al., 2006 ; 
Déqué et Somot, 2010).  
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Figure 9.8 : Fréquences des températures estivales supérieures à 35°C et moyenne mobile pondérée 
sur cinq ans pour le point de grille (Données : Météo-France CNRM).  
De plus, pour les trois scénarios, une forte variabilité interannuelle est observée avec 
une hausse importante des fréquences après 2070 (Déqué, 2007). Ces observations valident 
les conclusions du GIEC (2007) à l’échelle globale qui prévoient une hausse des fréquences 
d’évènements extrêmes chauds ainsi qu’une variabilité interannuelle plus forte dans le futur 
(Tableau IX.I). La moyenne trentenaire 2071-2100 montre une dispersion par rapport à la 
moyenne de 9% pour le scénario A2 alors qu’elle est de 1% sur la première période (2011-
2040) équivalente à celle de la station sur la période 1971-2000 : la variabilité interannuelle 
augmente notamment après 2070 (Briche et al., 2011a). 
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Tableau IX.I : Dispersion par rapport à la moyenne (écart-type) pour la station Reims-Courcy de 1971 
à 2000 et pour le point de grille sur les trois scénarios par période de 30 ans des fréquences de 
températures maximales extrêmes (supérieures à 35°C) estivales (Données : CIVC, Météo-France – 
CNRM, in Briche et al., 2011a). 
 1971-2000 2011-2040 2041-2070 2071-2100 
Reims-Courcy 0,01    
B1  0,02 0,02 0,05 
A1B  0,02 0,04 0,07 
A2  0,01 0,03 0,09 
 
9.2.2.2 Évolution des seuils de températures estivaux optimaux et extrêmes 
La figure 9.9 présente l’exemple de l’évolution des fréquences de seuils thermiques 
estivaux possibles pour le scénario A1B. Les quatre courbes montrent une tendance à l a 
hausse des fréquences de températures maximales estivales et une rupture semble apparaître 
autour de 2050 : elle est bien marquée pour les températures supérieures à 2 5°C (Test de 
Pettitt significatif au seuil de 5%) et correspond à la logique des scénarios. En effet, le signal 
de changement climatique n’apparaît réellement qu’à partir des années 2050, il est masqué 
avant par la variabilité interannuelle (Déqué in www.imfrex.mediasfrance.org). Cette hausse 
de températures favorise la précocité des stades phénologiques : les sommes thermiques sont 
atteintes plus rapidement. La hausse des températures supérieures à 3 5°C après 2050 
signifierait également la hausse possible des aléas extrêmes chauds estivaux, voire 
caniculaires, défavorables à la plante.  
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Figure 9.9 : Fréquences des températures journalières estivales (juin, juillet et août) au-delà de certains 
seuils et moyennes mobiles sur 10 ans pour le point de grille, sur la période simulée 2001-2100, avec 
le scénario A1B (Données : Météo-France – CNRM in Briche et al., 2009)  
9.2.2.3 Fréquences de non-dépassement des températures estivales journalières extrêmes 
Les fréquences de non-dépassement de températures extrêmes estivales journalières 
chaudes pour des périodes de 1 et 7 jours (Figure 9.10) pour les trois scénarios présentent les 
mêmes tendances pour les trois scénarios mais de manière moins homogène que pour les 
extrêmes gélifs printaniers : en effet, la courbe du scénario B1 se démarque beaucoup plus des 
deux autres scénarios. Sur la période 2001-2100, les scénarios A1B et B1 préconisent presque 
90% de chances d’apparition d’au moins une température journalière maximale supérieure à 
40° contre 35°C pour le scénario B1. Il y a 90% de chances d’avoir dans le futur, en moyenne, 
au moins 7 jours pouvant dépasser une température de 35°C durant l’été pour les scénarios 
A1B et A2 contre 100% de chances pour le B1 : le maximum atteint par le scénario pour 7 
jours d’apparition est donc 35°C.  
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Figure 9.10 : Fréquences de non-dépassement des températures extrêmes estivales obtenues sur la 
période 2001-2100 à partir d’une loi de GEV pour les trois scénarios de simulations futures avec des 
périodes de retour de 1 jour (A) puis 7 jours (B), (Données : Météo-France – CNRM).  
9.2.3 Année 2003, représentative des températures futures ? 
L’été 2003 est significatif car il est caractérisé par un épisode exceptionnel d’environ 3 
mois combinant des températures chaudes supérieures à la normale (Bessemoulin et al., 2004) 
et une période de forte sécheresse (André et al., 2004 ; Beniston, 2004 ; Seguin, 2010) 
impliquant des dommages tels que l’échaudage des baies mais également une date des 
vendanges extrêmement précoce (Chuine et al., 2004) avec un degré alcoolique généralement 
très élevé et des acidités faibles (Seguin et García de Cortázar Atauri, 2004).  
Cette canicule pourrait anticiper les conditions thermiques futures au sein des 
vignobles et permet donc d’interroger les résultats des simulations thermiques et 
bioclimatiques futures sachant que 2003 pour rait être une année « typique » dans le futur 
(Meehl et Tébaldi, 2004 ; Seguin, 2004 ; Agenis-Nervers, 2006 ; Seguin, 2010).  
Durant l’été 2003, 16 jours ont atteint des températures maximales supérieures à 30°C 
et 8 ont atteint des températures maximales supérieures à 35°C. Les probabilités d’obtenir 
dans le futur, sur la période 2001-2100, des occurrences de températures supérieures à 30°C et 
35°C égales ou supérieures à l’été 2003 sont : 
- Pour les températures maximales journalières supérieures à 30°C, 37% d’années sur la 
période 2001-2100 seront susceptibles d’atteindre le nombre d’occurrences de l’année 
2003, 39% pour le scénario A1B et 20% pour le B1 ; 
- Pour les températures maximales journalières supérieures à 35°C, 14% des années de 
la période de simulation future pourront atteindre les occurrences obtenues en 2003 
pour le scénario A2, 9 % pour le A1B et 1% pour le B1. 
Les résultats obtenus à l’échelle de la France (Terray et Braconnot, 2007) sont validés 
à l’échelle de la région viticole de Champagne : les vagues de chaleur, définies comme des 
séries d’au moins cinq jours consécutifs où la température diurne dépasse la normale 
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climatique (1961-1990) d’au moins 5°C, pourraient augmenter dans le futur. Ce nombre est 
d’environ 20 en Champagne autour de 2050 avec le scénario A2 du modèle ARPEGE-Climat 
de Météo-France utilisée dans le cadre du projet ESCRIME.  
L’augmentation des vagues de chaleur estivales pourrait poser des problèmes en 
Champagne pendant la maturation des raisins. Cette période correspondant à celle pendant 
laquelle la « baie ayant atteint sensiblement son volume définitif subit des transformations 
chimiques importantes : accumulation de sucres, diminution de l’acidité »,  (Guillon, 1905 in 
Galet, 2000) est particulièrement sensible car le risque de grillage peut être atteint 
généralement entre 35°C et 42°C selon la bibliographie avec une photosynthèse qui devient 
nulle autour de 40°C (Motorina, 1958). Des températures en juillet supérieures ou égales à 
30°C « sont généralement garantes d’une bonne réussite viticole » (Gadille, 1967) cependant 
la sécheresse peut retarder la véraison provoquant l’échaudage. 
Les prévisions futures diffèrent selon les scénarios climatiques issus des scénarios 
socio-économiques et sont conformes aux conclusions du GIEC (2007) à l’échelle globale : 
une forte variabilité interannuelle, un signal de changement climatique mieux détecté après 
2050, des canicules estivales plus fréquentes.  
La vigne risque, en Champagne, d’être soumise aux aléas climatiques tels que les 
vagues de chaleur de manière plus fréquente et plus intense, souvent à l’origine de 
l’échaudage des baies pendant la maturation. L’aléa gélif pourra être moins important en avril 
mais fréquent en mars ce qui peut s’avérer inquiétant dans la perspective d’un débourrement 
plus précoce. Cette précocité sera inhérente à l’atteinte plus rapide du cumul de degrés-jours 
nécessaires pour la sortie de dormance.  
Les indices bioclimatiques sont analysés sur la période future d’afin d’en déduire le 
type de climat futur probable au sein du vignoble champenois. 
9.3 Prospective bioclimatique 
De nombreuses études d’impacts du changement climatique sur la viticulture utilisent 
la prospective bioclimatique pour tenter d’évaluer les conditions viables pour les cépages 
traditionnels implantés historiquement dans les régions viticoles et d’anticiper les glissements 
d’aires de culture de la vigne.  
9.3.1 Simulations de l’indice bioclimatique de Winkler 
Les degrés-jours de Winkler constitués par la somme des températures moyennes 
journalières au-dessus de 10°C pour la période du 1 er avril au 30 o ctobre, soit 7 mois, 
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préconisent un cumul de 993°C à Reims-Courcy faisant appartenir la Champagne à la région I 
où l’on retrouve Bordeaux, Beaune et Genève (Huglin, 1986 ; Galet, 2000).  
Les scénarios A1B et A2 (Figure 9.11) prévoient un c hangement de région viticole 
avec des sommes qui pourraient atteindre en 2100 la région III pour le A1B (entre 1649 à  
1927 °C) et la région IV (entre 1924 et 2204°C) correspondant à des régions viticoles 
méditerranéennes telles que celles de Florence ou Venise, voire des régions plus arides telles 
que Mendoza en Argentine ce qui soulève la question de l’adaptation des pratiques agricoles, 
voire celle du changement des cépages ancestraux.  
Ces indices doivent être cependant nuancés, ils sont calculés de manière empirique et 
proposent des classifications générales sans tenir compte des pratiques agro-culturales locales 
qui permettent aux viticulteurs de s’adapter aux changements progressivement, voire même 
selon les conditions thermiques de l’année. 
 
Figure 9.11 : Simulation de l’indice de Winkler de 2001 à 2100 pour le point de grille du modèle 
ARPEGE-Climat (RETIC) pour les trois scénarios de simulations futures (Données : Météo-France – 
CNRM)  
9.3.2 Simulations de l’indice bioclimatique de Huglin 
L’évolution de l’indice héliothermique de Huglin pour le vignoble champenois tend 
vers le type de climat tempéré-chaud dans le futur sur la moyenne trentenaire de 2070 à 2099 
pour le scénario A2 (Figure 9.12) ce qui correspond dans la bibliographie à des régions telles 
que celles de Santiago du Chili, la Napa en Californie, Madrid, Montpellier ou encore Bastia 
pour la France et aux cépages tels que le Carignan, le Grenache ou l ’Aramon (García de 
Cortázar Atauri, 2006). Cela ne signifie pas que la Champagne sera équivalente à ce s 
vignobles mais plutôt que le type de climat évolue vers celui de régions chaudes. 
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L’indice de Huglin (1978) permet de classifier les zones climatiques viticoles et les 
cépages associés à chacune de ces régions. Le changement climatique abordé dans différentes 
études est abordé dans la viticulture par cet indice qui permet de montrer le changement de 
zonage et par conséquent des cépages traditionnels implantés depuis des décennies (Seguin et 
Garcia de Cortazar, 2004 ; Duchêne et Schneider, 2004 ; Jones et al., 2005) même si cet 
indice repose sur un mode de calcul empirique qui ne prend pas en compte les caractéristiques 
locales telles que la topographie. 
 
Figure 9.12 : Simulation de l’indice de Huglin de 2001 à 2100 pour le point de grille du 
modèle ARPEGE-Climat (RETIC) pour les trois scénarios de simulations futures (Données 
Météo-France - CNRM)   
  
172 Chapitre 9 : Analyse prospective climatique et bioclimatique avec ARPEGE-Climat (RETIC) de 2001 à 2100 
CONCLUSION DU CHAPITRE 9 
Ce chapitre a permis de développer les perspectives futures thermiques et 
bioclimatiques de la région viticole champenoise. Même si la vision que donne les indices 
bioclimatiques peut paraître alarmiste ; leur mode de calcul est bien souvent empirique 
et se base sur des classifications sommaires.  
La région viticole champenoise tend vers un type de climat plus chaud, qui lui est 
favorable pour le moment et les nuits plus chaudes contribuent au meilleur 
développement des baies et à leur bonne maturité. 
CONCLUSION DE LA PARTIE 3 
Cette partie a permis la validation et la critique des sorties de modèles issus des 
MCG et plus précisément des sorties du modèle à maille variable d’ARPEGE-Climat 
(RETIC).  
Même si les biais sont évidents, les validations réalisées sur la période de contrôle 
montrent que la tendance thermique des dix dernières années de la station Reims-
Courcy est très proche de celle du point de grille avec le scénario A2.  
Nous avons pu donner un aperçu thermique futur pour la région viticole de 
Champagne mais il est nécessaire de prospecter à une échelle plus fine, prenant en 
compte les facteurs locaux. De ce fait, cette prospective permet d’anticiper des 
phénomènes extrêmes qui seront de plus en plus récurrents et défavorables au bon 
déroulement du cycle végétatif de la vigne. Les viticulteurs vont devoir s’adapter à un 
cycle végétatif plus court, décalé dans le temps, avec des risques de gel toujours 
importants au printemps, des canicules estivales de plus en plus fréquentes et surtout 
des conditions thermiques durant la maturation beaucoup plus chaudes 
qu’actuellement. Néanmoins, les pratiques culturales donnent un éventail large de 
possibilités d’adaptation en termes d’intrants permettant aux cépages précoces tels que 
le chardonnay de résister au gel, de gestion de la masse foliaire en été, etc.  et la 
Champagne, comme en témoignent les indices bioclimatiques bénéficie d’un meilleur 
type de climat donnant un optimum thermique aux cépages champenois. Les 
inquiétudes peuvent être certes relativisées mais il est nécessaire d’anticiper les futures 
décennies. 
Pour cela, le modèle à méso-échelle RAMS est paramétré afin d’obtenir des 
sorties à résolution de 200 m sur la période de contrôle (et à 5 km sur la période future. 
L’année 2003 sert d’étalonnage et vient compléter la démarche précédente en ciblant les 
aléas extrêmes qui risquent d’être plus fréquents dans le futur afin de déterminer leur 
répartition sur les coteaux viticoles grâce à une modélisation spatiale. 
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Quatrième partie 
Modélisation spatiale à méso-échelle RAMS en 
2003 
Cette partie montre les applications réalisées sur le vignoble de La Marne avec le 
modèle à m éso-échelle RAMS. Ce modèle permet d’obtenir sur la période de contrôle une 
résolution de 200 m, tenant compte des caractéristiques (occupation du sol, évolution de la 
végétation, texture du sol…) de la Champagne à l’échelle topoclimatique. 
L’année 2003 sert d’étalonnage et de validation des simulations à méso-échelle car les 
conditions particulières de 2003 sont difficiles à modéliser. En effet, le vignoble champenois 
a été touché par une phase gélive intense au printemps au moment du débourrement et par la 
canicule estivale observée sur toute l’Europe Occidentale.  
Quelques dates clés, marquante de ces deux phases extrêmes sont extraites du modèle 
à méso-échelle afin d’être comparées à quelques stations du vignoble. La bibliographie sur le 
changement climatique considère souvent la canicule 2003 comme pouvant donner un 
« aperçu du climat futur » (André et al., 2004 ; Bessemoulin et al., 2004 ; Agenis-Nevers, 
2006 ; Seguin, 2010). 
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Chapitre 10  
Observation, validation et simulation de l’aléa gélif 
printanier  
La première phase extrême de l’année 2003 est une phase gélive. Les gelées 
printanières sont assez fréquentes en Champagne du fait de sa position septentrionale qui 
rend le vignoble vulnérable à ce type d’accidents climatiques et celles de 2003 ont été 
dommageables pour les vignes. Les jeunes bourgeons, à peine sortis, sont fragiles et 
vulnérables et peuvent être détruits si l’évènement gélif est intense notamment pour le 
Chardonnay dont le débourrement est plus précoce que les deux autres cépages traditionnels 
en présence : le pinot noir et le pinot meunier. 
10.1 L’aléa gélif printanier 2003 dans le vignoble marnais  
Il s’agit dans cette partie de déterminer l’importance de l’épisode de gel 2003 a u 
printemps : les dommages causés par le gel ont fragilisé les vignes dès le début du cycle 
végétatif.  
10.1.1 La période gélive 2003 au sein d’un temps plus long (1981-2010) 
10.1.1.1 Observation des températures minimales d’avril 
L’année 2003 s’inscrit dans la tendance observée du réchauffement climatique : en 
effet de 1981 à  2010 ( Figure 10.1), les températures moyennes minimales du pr intemps et 
plus particulièrement d’avril tendent à augmenter d’environ 1,5°C sur la normale étudiée en 
conformité avec les conclusions du GIEC (2007). La moyenne des températures d’avril en 
2003 est de 4,1°C ce qui correspond à la moyenne observée sur la période : les températures 
d’avril 2003 ne sont donc pas exceptionnellement plus froides que d’ordinaire. Par contre, en 
2003, le débourrement est observé le 4 avril contre en moyenne le 14 avril tous cépages 
confondus sur la période 1951-2010. Les sommes thermiques nécessaires au débourrement 
sont acquises précocement avec une sortie de l’hiver plutôt douce d’où des bourgeons 
fortement susceptibles d’être gelés début avril où les températures minimales sont beaucoup 
plus basses que durant la période. 
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Figure 10.1 : Température minimale moyenne du m ois d’avril 2003 de la station Reims-Courcy de 
1981 à 2010 (Source : Météo-France et CIVC). 
10.1.1.2 Observation et comparaison du printemps 2003 par quinzaine 
La seconde quinzaine du mois de mars et surtout la première quinzaine d’avril 2003 
(tableau X .I) sont beaucoup plus froides que sur la période 1981-2010 d’où le risque de gel 
des jeunes bourgeons précoces notamment pour le Chardonnay de la Côte des Blancs, qui a 
été le plus touché par la destruction des bourgeons lors de l’aléa gélif 2003 (cf. chapitre 3, 
3.4). 
Tableau X.I : Températures minimales moyennes en °C par quinzaine sur le printemps pour la station 
Reims-Courcy. 
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10.1.2 L’aléa gélif 2003 en Champagne 
10.1.2.1 Détermination et isolation de la période gélive printanière 
En 2003, l a période gélive s’étend essentiellement du 7 a u 11 a vril, juste après le 
débourrement des bourgeons, plus précoce qu’en moyenne. Deux nuits notamment 
occasionnent des dégâts importants : la nuit du 7 au 8 avril et celle du 10 au 11 avril (Figure 
10.2). Lorsque le vent est calme et que le ciel est clair, la situation radiative (Geiger, 1965 ; 
1969 ; Carrega, 1994 ; Halley et al., 2003) est à l’origine de différences importantes entre des 
stations éloignées de quelques kilomètres comme 8°C en Champagne (Beltrando, 1998). Cette 
variabilité spatiale des températures est expliquée par le rôle de la topographie dans un 
paysage de coteaux viticoles (Madelin et Beltrando, 2005). 
 
Figure 10.2. : Observations des températures horaires d’avril à septembre 2003 (discrétisation en 
moyenne et écart-type) pour deux stations du vignoble (Données : CIVC). 
Les conditions météorologiques du printemps 2003 sont extrêmement particulières en 
Champagne (Langellier et al., 2003, Moncomble et al., 2007). En effet, dès février, le 
réchauffement est rapide, les sommes thermiques nécessaires au débourrement sont atteintes 
précocement début avril (le 4 avril contre le 14 avril en moyenne) et cette précocité s’associe 
à une sensibilité accrue de la vigne aux gelées printanières. Ces dernières sont brutales en 
avril (Figure 10.2.) et fin avril, 29 000 hectares sont touchés et plus de 13 000 hectares sont 
détruits à 100% (Langellier et al., 2003a et b).  
La station de Reims-Courcy montre une phase gélive plus intense : ceci est dû à sa 
position dans une cuvette et lors de phases gélives, l’air froid ne s’écoule pas comme le long 
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des coteaux viticoles (Fort-Chabrol) et s’accumule. Du 7 au 11 avril, cette station est celle qui 
enregistre le plus d’heures gélives météorologiques (inférieures à 0°C) (Figure 10.2).  
10.1.2.2 Les conditions météorologiques des nuits gélives 
Deux nuits ont été très gélives en 2003 : les nuits du 07 au 08 avril et du 10 au11 avril 
et les conditions météorologiques ont été très favorables au gel radiatif. En effet, les nuits du 
printemps 2003 sont favorables à l’accentuation du r efroidissement par des déperditions 
énergétiques d’origine radiative suite au dégagement du c iel. Le gel peut alors être 
dommageable pour la vigne, à peine sortie du débourrement. 
Une dorsale anticyclonique s’étend de la Scandinavie à l’Atlantique le 8 avril (Figure 
10.3). Elle apporte un air froid et sec sur toute la France, même si le bassin méditerranéen est 
plus soumis à des nuages bas et quelques bruines. Le vignoble champenois est directement 
soumis à l ’arrivée de cette masse d’air en provenance de Scandinavie. Il en résulte des 
températures extrêmement négatives comme à Reims avec -6°C. La nuit du 07 a u 08 avril, 
précédée par cette journée très froide avec un vent de secteur N à N E, est une nuit claire 
jusqu’au lever du j our en situation radiative avec une vitesse du ve nt inférieure à 2 m/s  
favorisant le gel (Figure 10.3, 10.4 et 10.5). En effet, à Reims-Courcy, la direction maximale 
des 7 et 8 avril est de 90° et 100°) soit une direction d’est et la vitesse maximale est faible le 8 
avril : 5 m/s. A Fleury, le vent est relevé à 2 m du sol, la nuit du 7 au 8 avril est bien marquée 
par un vent faible inférieur à 2 m/s avec une direction N-NE. Le vent de Reims-Courcy, plus 
élevé en vitesse maximale journalière, s’explique par le fait l’anticyclone a apporté l’air froid 
advectif. 
Les deux types de refroidissement – advectif et radiatif - se combinent lors de cette 
phase gélive 2003 : l’air froid venant de l’est est apporté par advection et la nuit, si le ciel se 
dégage,  le refroidissement en cours est accentué par des déperditions radiatives notamment 
dans les secteurs topographiques abrités tels que les cuvettes. 
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Figure 10.3 : Bulletin Hebdomaire d’Etudes et de Renseignements de Météo-France, du 8 a vril 2003 
en surface et en altitude, 12H UTC. 
 
Figure 10.4 : Vitesse et direction25 maximales quotidiennes du vent à Reims-Courcy du 4 avril au 11 
avril 2003 (Données : CIVC et Météo-France). 
                                                 
25 Le vent est relevé à 10 m du sol à Reims-Courcy pour limiter les perturbations et turbulences de l’écoulement 
(Madelin, 2004). 
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Figure 10.5 : Vitesse et direction26 maximales horaires du vent à F leury-la-Rivière du 4 a u 11 avril 
2003 (Données : CIVC). 
Le 10 avril, la perturbation du sud-ouest est présente sur l’est de la France et a apporté 
des précipitations notamment neigeuses (Figure 10.6). L’advection d’air plus froid et sec est 
toujours présente sur le nord de la France. La journée du 10 avril est nuageuse et caractérisée 
par des précipitations neigeuses dans l'après-midi (entre 14:00 et 16:00) puis dans la nuit 
(entre 22:30 et 23:30) ; elle marque le retour à une situation advective et la fin de l’épisode 
froid printanier 2003. Les dégâts majeurs ont été observés la nuit du 10 au 11 avril. La vigne 
est fragilisée et plus vulnérable : gorgés d’eau, les bourgeons gèlent par cristallisation des 
tissus suite au refroidissement nocturne lors du dégagement du ciel avec un vent faible 
inférieur à 2 m/s à Fleury entre 21h et 6h avec un f lux de N-NW ; à R eims-Courcy, la 
                                                 
26 Le vent est relevé à 2 m du sol à Fleury. 
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direction maximale du 10 a vril étant de N-NE et la vitesse de 6m/s (Figures 10.4 et 10.5) 
(Quénol, 2002). Tous ces paramètres définissent le risque de gel des bourgeons avec un aléa 
gélif intense et des jeunes bourgeons fragilisés. 
  
 
Figure 10.6 : Analyse synoptique du 10 avril (Source : www.wetterzentrale.de)  
10.1.2.3 La nuit du 8 avril 2003 
La carte des minimas printaniers horaires atteints durant la nuit du 08 avril (Figure 
10.7) montre qu’il est difficile de repérer des différences spatiales majeures en tenant compte 
des pentes. Certaines stations enregistrent les températures les plus basses (entre -9°C et -
5,1°C). Il s’agit de Chambrecy (bas de coteau, ouest, 125 m), Savigny (mi-coteau, sud, 125 
m), et Sacy (mi-coteau, nord, 155 m) situées au nord-ouest de la montagne de Reims à des 
altitudes plutôt élevées sur les coteaux ; Verzenay (bas de coteau, nord, 95 m) située dans un 
secteur plutôt gélif avec une exposition nord et une situation en bas de coteau moins 
favorables et Germaine (bas de coteau, ouest, 175 m), considérée comme un poste très froid 
(Madelin, 2004). Les stations de la vallée de la Marne ou à proximité comme Fleury, Bouzy 
haut, Chouilly enregistrent en revanche des minimas moins négatifs (entre -0,3 et -1,7°C). 
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Figure 10.7 : Minimas horaires thermiques observés le 8 avril (entre 2h et 6h du m atin) pour les 23 
stations du vignoble marnais (données : CIVC, SRTM, BDCarto©IGN).  
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La variabilité spatiale des températures pour cette nuit à f ort refroidissement 
essentiellement radiatif n’est pas évidente à partir de la cartographie ponctuelle cependant la 
topographie joue un rôle prépondérant dans cette répartition : en effet, les stations implantées 
en cuvette ou en bas de coteau ont enregistré des températures plus négatives. De plus, le 
nord-est du vignoble apparaît plus froid sur cette carte : ceci est dû à l’apport de froid par un 
flux de nord/nord-est. Cette date est utilisée pour la réalisation d’une modélisation spatiale 
avec le modèle RAMS. 
10.2 Comparaison modèle/stations lors de la phase gélive à partir 
des données horaires 
10.2.1 Simulations du 4 au 9 avril 2003 entre RAMS et les stations de 
référence 
10.2.1.1 Les corrélations linéaires sur les données horaires du 4 au 9 avril 2003 
Du 4 au 9 avril, les corrélations de Bravais-Pearson entre les données observées sur les 
7 stations choisies et les données simulées par RAMS sont statistiquement significatives à 5% 
avec des coefficients supérieurs à 0,87. Le modèle RAMS reproduit bien la chronologie des 
évènements, les courbes sont très proches et ont les mêmes cycles sur la période étudiée avec 
une reproduction correcte du cycle journalier avec les extrêmes froids printaniers nocturnes à 
5h ou 6h du matin (Figure 10.8). Les courbes montrent que les simulations sont de plus en 
plus précises au fur et à m esure de la simulation, en effet, les premiers jours servent 
d’étalonnage du modèle. Les nuits les plus froides où les extrêmes froids sont observés pour 
toutes les stations sont les nuits du 7 au 8 et du 8 au 9 avril avec des températures inférieures à 
0°C, seuil du gel météorologique et qui atteignent le seuil de gel agronomique pour certaines 
stations (températures inférieures à -2°C). Avant le lever du j our, pour Reims-Courcy, les 
températures sont inférieures à -2°C les 8 et 9 avril ainsi que pour Verzenay, Châtillon, Avize 
bas et Epernay le 8 avril qui est l’une des deux nuits les plus gélives en Champagne en 2003. 
Ces températures sont simulées par le modèle avec une accentuation des extrêmes nocturnes 
(entre 4 et 6h) : le modèle RAMS montre un biais froid évident notamment pour la station de 
Fleury-la-Rivière avec une différence de température de 7,2°C à 5h du matin le 9 avril. 
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Figure 10.8 : Températures horaires observées pour les stations sélectionnées et simulées (en gris la 
courbe simulée, en noir la courbe observée).par le modèle RAMS sur la période du 4 au 9 avril 2003 
avec une résolution à 200 m (Données : RAMS ; Réalisation : E. Briche, 2011). 
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10.2.1.2 Tests statistiques sur les distributions des températures horaires sur la période simulée 
par le modèle du 4 au 9 avril 2003 
Sur la période du 4 a u 9 avril, le test de comparaison des moyennes pour les stations 
de Verzenay, Fleury, Epernay, Châtillon, Bouzy haut et Avize bas est statistiquement 
significatif à 5% : les moyennes sont statistiquement différentes pour toutes les stations sauf 
Reims-Courcy alors que les températures moyennes sur les journées simulées sont 
relativement proches quantitativement entre les données simulées et observées.  
Même si les chroniques sont bien représentées dans le temps comme en témoignent les 
coefficients de corrélation, le modèle présente des biais validé par le test de Kolmogorov-
Smirnov qui montre que les distributions sont statistiquement différentes à 5 % pour les 7 
stations étudiées. Ceci est dû aux extrêmes et la forte dispersion des valeurs du modèle 
notamment lors de l’extrême thermique de la nuit à 5h du matin : en effet, sur les dates 
simulées, sur les 7 stations confondues, les écarts entre la température observée et la 
température simulée sont entre -0,8°C et 7,2°C, sachant que la plupart des biais froids sont 
quantifiés d’environ 2,6 à 4,5°C ce qui n’est absolument pas négligeable. Cela témoigne des 
limites du modèle : il ne parvient pas à reproduire les conditions locales de situation 
d’extrêmes et accentue les températures minimales ; elles sont plus négatives qu’en réalité. 
Les biais proviennent certainement d’erreurs sur l’état de la végétation, sur la convection, etc. 
ou tout simplement de la difficulté à reproduire les mécanismes de refroidissement nocturnes. 
Pour le modèle, le seuil des -2°C dommageable pour la vigne, au moment du débourrement 
est atteint plus rapidement. 
10.2.1.3 Simulation journalière pour chaque date avec les marges d’incertitude issues du 
modèle RAMS à 200 m de résolution 
Les simulations par date pour chaque station sont obtenues avec les marges 
d’incertitudes du modèle dans un rayon de 1,5 km autour de la station. L’évolution journalière 
pour Avize bas (Figure 10.9) sur la période est bien reflétée par le modèle avec généralement 
un minimum vers 5h du matin et un maximum vers 15h, ces extrêmes thermiques journaliers 
sont parfois décalés par le modèle : les 5 et 6 avril, les maximas sont plutôt à 16h pour le 
modèle et en revanche à 15h pour  la station. Pour Avize bas, le modèle s’étalonne les 
premiers jours puis se rapproche de la réalité observée: les courbes simulées suivent celles 
d’Avize à partir du 7 a vril 2003. On remarque également que la dispersion des températures 
autour de la station est beaucoup plus importante lors des minimas à 5h du matin ce qui 
confirme la difficulté du modèle à reproduire l’extrême thermique négatif défavorable à la 
vigne à peine débourrée mais aussi de la forte variabilité spatiale des températures minimales 
journalières, ayant lieu la nuit. Ainsi, dans un rayon de 1,5 km autour de la station, la 
température minimale à 5h du matin le 9 avril pour Avize bas peut varier entre -9°C et -1°C, 
la marge d’incertitude étant beaucoup plus forte pour les températures les plus négatives. On 
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peut donc constater que le modèle simule l’aléa gélif au bon moment : en effet les 8 et 9 avril, 
au matin, avant le lever du soleil, les températures sont négatives et sont entre les seuils de gel 
météorologique et agronomique pour le modèle et pour la station. Même si le modèle 
accentue les températures négatives de ces deux nuits gélives, il rend compte de l’ordre de 
grandeur du seuil thermique potentiellement dommageable pour les bourgeons. Pour le 7 
avril, la station montre des températures proches de 0 avant le lever du soleil. Si l’on tient 
compte des marges d’incertitude du modèle dans un rayon de 1,5 km autour de la station, le 
modèle reproduit les mêmes tendances. Ces observations sont valables pour les autres stations 
étudiées (Annexes XIII).  
En comparant les résultats des 7 stations sur les simulations quotidiennes, le modèle 
conserve les ordres de grandeur des basses températures nocturnes. Par exemple, à 5 h du 
matin, le 8 avril, la température simulée à Verzenay est de -9°C contre -5°C environ observée 
sur la courbe de la station en bas de coteau, réputée pour sa si tuation gélive : c’est la 
température la plus basse simulée pour les 7 stations, le modèle reproduit donc la variabilité 
spatiale des températures minimales dans le vignoble de la Marne. Le biais entre la 
température simulée et la température observée varie de 2 à 4 °C selon les stations et les 
heures simulées mais la température simulée rend compte des différences spatiales entre les 
stations : la station en bas de coteau est plus froide que les autres stations, suivie de Reims-
Courcy en plaine, les stations de la vallée de la Marne (Epernay, Fleury et Châtillon) ayant 
des températures plus élevées que les précédentes. Concernant les fourchettes d’incertitudes, 
elles varient selon les stations de quelques degrés à p lus d’une dizaine de degrés d’écart 
comme pour Châtillon le 8 avril à 5h, l ’observation enregistrée est de -3°C environ, la 
simulation donne -4,5°C mais avec une fourchette allant de -2°C à -11°C. Le biais froid est 
donc relativement faible (1,5°C) mais la fourchette est conséquente. Le modèle simule donc 
pour Châtillon une forte variabilité spatiale de la température minimale dans un r ayon de 
1,5km autour de la station. 
La variabilité topographique est prise en compte par RAMS même si un biais froid 
accentue les extrêmes thermiques pour toutes les stations au moment du minimum à 5h du 
matin mais également durant la période de refroidissement nocturne. 
 
  
187 Quatrième Partie : Modélisation spatiale à méso-échelle Rams en 2003  
 
Figure 10.9 : Évolution journalière de la température simulée par RAMS et observée pour la station 
Avize bas du 4 au 9 avril 2003 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
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10.2.1.4 Qualité du modèle RAMS sur le refroidissement nocturne 
Les refroidissements nocturnes des nuits simulées sont observés pour les 7 stations 
servant de test pour vérifier la qualité du modèle RAMS. 
Le tableau (X.II) présente les différences entre la température observée la veille, à 
l’heure moyenne du coucher du soleil (19h) et l’heure la plus froide en moyenne (5h). Les 
différences les plus importantes sont observées lors de la nuit la plus froide du 7 au 8 avril 
2003) pour toutes les stations sauf Reims-Courcy, la nuit la plus froide étant celle du 8 au 9 
avril. Les stations implantées sur les coteaux viticoles ont un refroidissement d’environ 7°C 
en moyenne entre 19h e t 5h du m atin la nuit du 7 au 8 avril, ce refroidissement étant plus 
marqué pour les stations de Châtillon et Epernay à cette date alors que le modèle simule un 
refroidissement d’environ 9°C en moyenne et plus marqué pour Reims-Courcy et Verzenay. 
Le biais froid est observé pour toutes les stations : le modèle accentue les refroidissements 
nocturnes d’environ 3°C en moyenne sur la période simulée. Les données observées de 
Châtillon sont les mieux représentées par le modèle la nuit du 7 au 8 avril et également en 
moyenne sur toute la période avec un bi ais de 1,5°C mais il faut tenir compte de la forte 
dispersion de la température dans un rayon de 1,5 km autour de la station vue précédemment. 
Les simulations RAMS montrent qu’en dépit du biais froid, les températures enregistrées par 
les stations sont plutôt bien reproduites avec un refroidissement nocturne de plus en plus 
accentué durant la phase gélive sauf pour Châtillon et Fleury où le refroidissement nocturne le 
plus froid est simulé dans la nuit du 6 au 7 avril 2003.  
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Tableau X.II. : Refroidissements nocturnes pour la période de simulation du printemps 2003 calculés à 
partir de la différence entre la température au coucher du soleil la veille (19h) et la température de 
l’heure la plus froide en moyenne (5h) 
 
10.2.2 Cartographie des champs de températures pour les dates simulées 
par le modèle RAMS à méso-échelle à 200 m de résolution 
10.2.2.1 Simulation du 4 au 9 avril 2003 
Les températures évoluent au sein du vignoble du 4 a u 9 a vril 2003 (Figure 10.10) 
avec les journées des 7, 8 et 9 avril beaucoup plus froides et surtout gélives avec des 
températures négatives accentuant la vulnérabilité de la vigne, à peine débourrée. La 
Montagne de Reims est beaucoup plus touchée par les températures négatives comme par 
exemple en bas de coteau où les écoulements d’air froid stagnent la nuit et provoquent « un 
lac d’air froid », c’est le cas à Verzenay, en bas de coteau, avec des phénomènes d’inversion 
thermique récurrents. Les dommages ont été observés en 2003 sur la Côte des Blancs, la 
plupart du temps les coteaux viticoles étant en mono-cépage chardonnay. Ce cépage est plus 
précoce ; de ce fait les bourgeons sont d’autant plus vulnérables au gel. La succession de nuits 
aux températures négatives gélives a pu contribuer à intensifier la vulnérabilité de la vigne et 
les ceps ont été atteints (cf. chapitre 3). 
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Figure 10.10 : Évolution de la température à 5h du matin du 4 au 9 avril 2003 simulée par le modèle RAMS sur les coteaux viticoles à 200 m de résolution (Données : RAMS, CIVC, BD©IGN ; Réalisation : E. Briche, 2011). 
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10.2.2.2 Etude de cas : la nuit du 7 au 8 avril 2003  
La nuit du 7 au 8 avril a été l’une des deux nuits les plus dommageables avec celle du 
10 au 11 avril exploitée avec le modèle méso-NH de Méteo-France dans la thèse de Malika 
Madelin (2004). Ces dommages sont dus au dépassement du seuil défavorable à la vigne de -
2°C qui correspond au gel agronomique mais également du fait des conditions radiatives avec 
un ciel clair et un vent calme lors de cette nuit gélive.  
Les conditions synoptiques : champs de pressions, vents et températures sur la grille 1 
Le 8 avril à 5h du matin, le modèle RAMS reproduit ces conditions radiatives sur la 
grille 1 du s ystèmes de grilles imbriquées du modèle (Figures 10.11, 10.12 e t 10.13) : le 
temps est anticyclonique au niveau de la Champagne avec des pressions entre 980 et 1020 mb 
(Figure 10.11), le vent synoptique est un flux de nord-est avec une vitesse entre 3,50 et 4,50 
m/s (Figure 10.12) et une température inférieure à 0°C (Figure 10.13). L’apport d’air froid 
venant de la dorsale anticyclonique est bien marquée ainsi que les conditions radiatives 
nocturnes même si le vent est supérieur à 2 m/s. Ceci s’explique à la fois par l’échelle de la 
grille 1 qui représente les conditions synoptiques et non locales au sein du vi gnoble mais 
certainement aussi par le flux de NE imposé par l’advection qui impose une vitesse de vent 
relativement modérée. 
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Figure 10.11 : Champ de pressions simulé par le modèle RAMS à 5h du du matin le 8 avril 2003 sur la 
grille 1 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
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Figure 10.12 : Champ de vitesse et direction du vent simulé par le modèle RAMS à 5h du du matin le 
8 avril 2003 sur la grille 1 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
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Figure 10.13 : Champ de températures simulé par le modèle RAMS à 5h du du matin le 8 avril 2003 
sur la grille 1 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011).  
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Le refroidissement nocturne du 7 au 8 avril 2003 sur les stations 
La simulation du r efroidissement nocturne (Figure 10.14) est variable selon les 
stations  : un «  redoux27 » inexistant sur les données enregistrées est observé à minuit pour 
toutes les simulations. Avize bas, Epernay, Reims-Courcy, Verzenay et Châtillon présentent 
des températures observées très basses, en dessous du seuil de gel agronomique : les stations 
de Verzenay, Avize bas et Epernay sont en bas de coteau, où des lacs d’air froid se so nt 
probablement formés en fin de nuit. En effet, dès le coucher du soleil, les températures 
baissent fortement jusqu’à former un palier bien visible sur ces stations qui laisse supposer 
que le lac d’air froid est bien installé (Madelin, 2004). En conditions radiatives, l’air froid 
stagne près du sol, le brassage par le vent est faible et une inversion thermique avec une 
augmentation de la température en haut de coteau se forme. Le froid s’est écoulé et accumulé 
dans les zones basses (bas de coteau, replat) par gravité : ce sont les « vents catabatiques » ( 
Roten, 1964 ; Bouchet, 1965 ; Geiger, 1969 ;  Mahrt et André, 1982 ; Bridier et al., 1995 ;  
Fallot, 1992 ; Madelin, 2004). 
Ces inversions thermiques (Figure 10.15) sont visibles sur deux couples de stations 
bas de coteau / haut de coteau : les couples Verzenay / Mailly et Avize bas / Avize haut 
montrent que la courbe de la station bas de coteau est plus froide entre 22h le 7 avril et 6h du 
matin le 8 avril avec un redoux entre 3 et 6h pour le premier couple et un redoux entre 1h et 
6h pour le second couple ce qui témoignent bien du remplissage du lac d’air froid en bas de 
coteau. Le dernier couple Bouzy bas / Bouzy haut ne présente pas d’inversion thermique :  ces 
stations sont beaucoup plus proches sur le coteau que les autres couples ; la topographie est 
moins propice sur ce coteau au phénomène d’inversion. 
Concernant le modèle, il simule également ce type d’inversion thermique, sur un 
transect nord/sud passant par la station de Vernezay (Figure 10.16), le bas de coteau est plus 
froid : un lac d’air froid stagne sur le replat du coteau viticole et la température est plus élevée 
à 200 m en altitude. 
                                                 
27 Il s’agit d’un « artefact » de la méthodologie RAMS à la reprise des calculs (Source : S. Cautenet). 
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Figure 10.14. : Refroidissement nocturne de la nuit du 7 au 8 avril 2003 pour les stations de référence 
en noir et les simulations RAMS en grisée (Réalisation : E. Briche, 2011). 
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Figure 10.15 : Courbes des températures du 7  avril à midi au 8 avril à midi pour trois couples de 
stations bas de coteau (en noir) et haut de coteau (en gris) (Données : CIVC ; Réalisation : E. Briche, 
2011). 
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Figure 10.16 : Transect longitudinal issu de la simulation RAMS permettant d’observer les 
températures de l’atmosphère le 8 avril 2003 pour la station de Verzenay (Réalisation : S. Cautenet et 
E. Briche, 2011) 
Champ thermique sur la grille 4 le 8 avril à 5h du matin 
Le 8 avril à 5h du matin, la répartition spatiale de la température est hétérogène et 
tributaire de la topographie (Figure 10.17) : le nord-est de la Montagne de Reims présente les 
températures les plus gélives, la vallée de la Marne est plus fraîche ainsi que le sud de la Côte 
des Blancs. De plus, les pentes exposées à l’est de la Montagne de Reims et de la Côte des 
Blancs ont les températures les plus basses du fait de l’arrivée de l’air froid. 
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Figure 10.17 : Champ thermique à 5h du m atin le 8 avril 2003 dans le vignoble de Champagne 
(Données : RAMS, SRTM, CIVC) 
Le modèle parvient à simuler les inversions thermiques à 5h du m atin. Ainsi, la 
température est plus basse en bas de coteau qu’en haut de coteau pour le couple de stations 
Mailly/Verzenay avec un gradient thermique évident (Figure 10.18). Cette inversion apparaît 
également pour les stations Bouzy haut/ Bouzy bas alors que sur les données observées, il n’y 
a pas d’inversion thermique à 5h du matin (Figure 10.15). L’inversion thermique n’est pas 
vraiment marquée sur la Côte des Blancs où le bas de coteau n’est pas beaucoup plus froid 
que le haut de coteau au niveau d’Avize haut/ Avize bas. 
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Figure 10.18 : Zooms réalisés sur le champ thermique du 8 avril à 5h ( Données : RAMS, SRTM, 
CIVC).  
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CONCLUSION DU CHAPITRE 10 
Ce chapitre sur l’aléa gélif 2003 montre que la simulation RAMS rend compte de 
l’hétérogénéité de la variabilité spatiale des températures sur les coteaux viticoles 
champenois, notamment lors de conditions radiatives favorisant un refroidissement 
nocturne à l’origine de températures gélives dommageables sur les bourgeons de la 
vigne. Le modèle parvient à bien reproduire le cycle journalier des températures, les 
phénomènes tels que les inversions thermiques et rend compte des phases extrêmes 
même si les extrêmes thermiques nocturnes sont bien souvent accentués par un biais 
froid du modèle. 
Ces biais, essentiellement froids, sont dus au fait qu’il est extrêmement difficile de 
rendre compte des phénomènes météorologiques et climatiques extrêmes du fait de leur 
temporalité et échelle bien souvent très fines et surtout car ils sont issus de mécanismes 
complexes simplifiés par les équations du modèle RAMS, même à cette échelle de 200 m 
de résolution. De plus, des marges d’incertitudes sont inhérentes également à ce type de 
modélisation du fait : 
- de la dispersion des températures autour d’une maille de 200 m ; 
- d’une possible mauvaise prise en compte de l’état de la végétation par le modèle 
à partir des données MODIS au moment du débourrement ; 
- des processus de downscaling dynamique entre les grilles imbriquées aux 
incertitudes inhérentes : les processus physico-chimiques sont par exemple simplifiés par 
le modèle ; 
- du temps de latence nécessaire pour l’étalonnage du modèle sur les premières 
dates de simulation. 
  
  
  
  
203 Quatrième Partie : Modélisation spatiale à méso-échelle Rams en 2003  
Chapitre 11  
Observation, validation et simulation de la canicule 
estivale  
La seconde phase extrême de l’année 2003 est la canicule estivale. En effet, le mois 
d’août 2003 est marqué par une canicule généralisée sur toute la France et à caractère 
exceptionnel. Cette canicule dure du 4 au 13 août dans la plupart des régions françaises. Elle 
pourrait préfigurer des conditions thermiques futures estivales récurrentes dans le contexte 
du changement climatique (André et al., 2004 ; Bessemoulin et al., 2004 ; Agenis-Nevers, 
2006, Seguin, 2010). 
11.1 La canicule estivale 2003 dans le vignoble marnais 
11.1.1 La canicule 2003 au sein d’un temps plus long (1981-2010) 
Sur la normale trentenaire (1981-2010), la station synoptique de Reims-Courcy met en 
évidence la canicule estivale, observée sur toute l’Europe aux échelles synoptiques. La 
canicule 2003 e st exceptionnelle sur cette normale avec une moyenne de 13,9°C pour les 
températures minimales des trois mois d’été contre 12,1°C en moyenne (Figure 11.1.A) ; cela 
s’observe également pour les températures maximales des trois mois d’été de 26,6°C contre 
23,6°C sur la normale (Figure 11.1.B), soit 3°C de hausse reflétant le caractère exceptionnel 
de l’évènement très largement diffusé dans la presse de vulgarisation mais également dans la 
communauté scientifique.  
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Figure 11.1 : A : Température minimale moyenne et B : Température maximale moyenne sur les trois 
mois d’été de 1981 à 2010 pour la station Reims-Courcy (Données : Météo-France). 
11.1.2 La canicule en 2003 
11.1.2.1 Détermination de la période caniculaire estivale 
La canicule est enregistrée en Champagne du 4 au 13 août avec des maximas atteints 
de températures les 7 et 12 août selon les stations (Figure 10.2). Fort-Chabrol, en mi-coteau, 
exposée à l’est, présente une phase caniculaire plus intense avec deux phases extrêmes début 
août sur les thermo-isophlètes.  
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Malgré quelques différences locales, la canicule de 2003 est commune à t out le 
vignoble car résultante de grandes circulations atmosphériques à l’échelle de l’Europe (André 
et al., 2004). La plupart des stations ont enregistré des températures supérieures à 35°C en 
août.  
11.1.2.2 Les conditions météorologiques de la canicule estivale 2003 
La canicule estivale 2003 est due à une dorsale d’altitude qui s’est développée de 
Gibraltar aux Pays-Bas puis qui s’est renforcée sur la France ce q ui a apporté de l’air très 
chaud et sec en Méditerranée. Cette situation en altitude est complétée par des conditions 
anticycloniques de surface avec un air très sec et stable sur la France (Bessemoulin et al., 
2004). 
Le 8 août, par exemple, la dorsale anticyclonique des jours précédents est toujours 
bien marquée (Figure 11.2) et les températures sont caniculaires (Figure 11.3) aboutissant à 
une journée sèche et caniculaire dans le nord-est et en Champagne avec des températures de 
36,6 °C à Reims-Courcy, et 37,8°C à Avize bas par exemple. Le 12 août, plusieurs stations 
ont enregistré des températures proches de 40°C au moment du m aximum à 15h comme 
Chambrecy, Sillery et Orbais-l’Abbaye. 
L’été 2003 fait suite à de nombreux dégâts provoqués par le gel printanier : les 
températures maximales sont très élevées en juillet et caniculaire la première quinzaine d’août 
(Langellier et al., 2003). Des températures jamais observées auparavant en Champagne sont 
enregistrées ; pourtant les vignes ne souffrent pas de la sécheresse hydrique grâce à la capacité 
de stockage des sols calcaires ; les réserves d’eau dans le sol des précipitations de l’automne 
précédent ont suffi. Les vignes souffrent davantage d’un stress thermique que d’un stress 
hydrique (Langellier et al., 2003) et sur certaines parcelles, des pertes importantes sont dues à 
l’échaudage des baies lors de la maturité. 
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Figure 11.2 : Géopotentiels à 500hPa issues des réanalyses NCEP du 8 août 2003 (Source : 
www.wetterzentrale.de) 
 
Figure 11.3 : Températures en °C sur l’Europe Occidentale à 8 50 hPa le 8 août 2003 issues des 
réanalyses NCEP (Source : www.wetterzentrale.de) 
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11.2 Comparaison modèle/stations lors de la phase caniculaire à 
partir des données horaires 
11.2.1 Simulations du 4 au 8 août 2003 entre RAMS et les stations de 
référence 
11.2.1.1 Les corrélations linéaires sur les données horaires du 4 au 8 août 2003 
Pour toutes les stations étudiées, les corrélations de Bravais-Pearson sont 
statistiquement significatives à 5 % : les courbes simulées sont fortement corrélées aux 
courbes observées avec des coefficients supérieurs à 0,89. Le coefficient de détermination est 
également utilisé afin de mesurer la qualité du modèle: pour les 7 stations, le modèle est en 
adéquation avec les stations à p lus de 75% ; les chroniques temporelles sont assez bien 
représentées par la modélisation RAMS. 
11.2.1.2 Tests statistiques sur les distributions des températures horaires sur la période simulée 
par le modèle du 4 au 8 août 2003 
Des tests statistiques sont effectués comme pour les températures horaires d’avril, pour 
Avize bas, Bouzy haut et Fleury uniquement, la comparaison de moyennes avec le test de 
Student montre que les résultats obtenus sont statistiquement différents de manière 
significative. Les autres stations présentent des moyennes semblables entre le modèle et la 
station ce qui n’est pas observé sur les tests d’avril.  
Partant de la même hypothèse que précédemment, c'est-à-dire que les moyennes sont 
statistiquement différentes du fait des extrêmes thermiques simulés par la station, le test de 
Kolmogorov-Smirnov permet de tester les distributions statistiques. Pour Avize bas 
uniquement, les distributions statistiques sont identiques de manière significative. Toutes les 
autres stations présentent des distributions différentes du modèle. Ceci peut s’expliquer par le 
fait que pour toutes les stations, le modèle tend à sous-estimer le maximum journalier, 
souvent observé à 15h, le biais sur la comparaison du m aximum de chaque journée de la 
station et du modèle (même si l’heure est différente) peut être de 4°C. Par contre, les minimas 
journaliers sont souvent surestimés par le modèle. Les simulations RAMS, en août, réduisent 
l’amplitude thermique journalière en ne reproduisant pas correctement les extrêmes 
journaliers du matin et de l’après-midi (Figure 11.4) même si toutes stations et journées 
confondues, le biais est plutôt froid et très faible (environ -0,2°C).  
Beaucoup de paramètres précis influencent les relevés des stations automatiques et les 
paramètres locaux sont sans doute difficiles à modéliser et sont simplifiés. Le modèle présente 
certainement une « cascade » d’incertitudes lors du pa ssage d’une échelle à l’autre avec le 
système de grilles imbriquées et ne traduit certainement pas les mécanismes complexes 
topoclimatiques et microclimatiques. 
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Les simulations s’éloignent des distributions des stations au fur et à mesure de la 
période. Le modèle ne simule pas parfaitement l’extrême maximum journalier et ce plus, les 
journées se réchauffent. Ainsi, le biais est plus important le 8 août, journée la plus chaude la 
période étudiée. 
11.2.1.3 Simulation journalière pour chaque date avec les marges d’incertitude issues du 
modèle RAMS à 200 m de résolution 
Sur la planche (Figure 11.5), les biais énoncés précédemment sont d’autant plus 
visibles. Cependant si l’on tient compte des marges d’incertitude de 1,5km autour de la 
station, le modèle reproduit plutôt bien les cycles journaliers des stations (Annexe XIV).  
De plus, il n’existe pas de différences majeures entre les stations : la canicule a bien 
touché toutes les stations retenues et elle est plutôt homogène sur tout le vignoble.  
Par exemple, le 8 août, à 15h, les stations enregistrent des températures entre 37°C et 
38°C  (Annexe XIV) ; les simulations présentent des biais froids compris entre 2°C pour 
Epernay et 6°C pour Bouzy haut et Châtillon. Cependant, même si ces biais sont élevés, si 
l’on tient compte de la dispersion des températures dans un rayon de 1,5 km autour de la 
station, toutes les fourchettes d’incertitudes englobent la température observée. Pour 
Verzenay, la température observée est de 37°C, celle simulée de 33°C et la fourchette va de 
32 à 38°C. 
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Figure 11.4 :.Températures horaires observées pour les stations sélectionnées et simulées par le 
modèle RAMS sur la période du 4 au 8 août 2003 avec une résolution à 200 m (en gris la courbe 
simulée, en noir la courbe observée). 
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Figure 11.5 : Évolution journalière de la température simulée par RAMS et observée pour la station 
Avize bas du 4 au 8 août 2003 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
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11.2.1.4 Évaluation des refroidissements nocturnes nécessaires pour la bonne maturité des 
baies 
Concernant le refroidissement nocturne, les écarts entre les profils thermiques simulés 
et observés entre 19h et 5h du matin sont très variables d’une station à l’autre.  
Les températures baissent d’une dizaine de degrés sur les nuits estivales pour les 
stations tandis que le modèle simule une baisse d’environ 5°C. Les simulations ont tendance, 
pour toutes les stations, à surestimer les températures nocturnes et ne modélisent pas le 
refroidissement nocturne estival nécessaire à la bonne maturation de la vigne : les 
températures restent très élevées toute la nuit entre 25 et 30°C.  
Le biais correspond certainement en partie à la difficulté pour le modèle de bien 
prendre en compte les caractéristiques locales du vignoble telles que les aspérités de surface : 
modéliser les températures à cette échelle d’espace et de temps est complexe même avec ce 
type de modélisation intégrant les paramètres du terrain.  
Pour les stations, le profil général correspond à une baisse légère des températures 
entre 19h et 20h, avec un l éger redoux autour de 21h puis une chute importante de 
températures jusqu’au lever du soleil. Les simulations, présentent, quant à elles, un profil 
sensiblement différent avec des températures équivalentes à celles des stations en soirée puis 
un redoux plus tardif et généralement plus prononcé avec une diminution des températures 
lente et régulière jusqu’à 5h du matin. 
11.2.2 Cartographie des champs de températures pour les dates simulées 
par le modèle RAMS à méso-échelle à 200 m de résolution 
11.2.2.1 Les conditions synoptiques simulées par RAMS sur la grille 1 
Le modèle RAMS traduit bien les conditions synoptiques de la canicule estivale 
notamment du 8 a oût 2003 (Figures 11.6, 11.7  et 11.8) : la Champagne est au cœur d’un 
anticyclone avec des hautes pressions comprises entre 980 et 1020 m b (Figure 11.6), à 
l’origine d’air chaud et sec d’une température supérieure à 32°C en moyenne (Figure 11.8). 
Cet air est stable avec un vent très faible, inférieur à 2,5 m/s de direction variable témoigne de 
l’ancrage de l’anticyclone (Figure 11.7). Ces conditions traduisent bien celles développées à 
partir des réanalyses NCEP pour le 8 août. 
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Figure 11.6 : Champ de pressions simulé par le modèle RAMS à 15h le 8 août 2003 sur la grille 1 
(Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
 
Figure 11.7 : Champs de vitesse et direction du vent simulés par le modèle RAMS à 15h le 8 août 
2003 sur la grille 1 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
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Figure 11.8 : Champs de vitesse et direction du vent simulés par le modèle RAMS à 15h le 8 août 
2003 sur la grille 1 (Données : RAMS ; Réalisation : S. Cautenet et E. Briche, 2011). 
11.2.2.1 La journée du 8 août 2003 
Cette journée est la plus chaude de la période simulée avec des températures très 
élevées en journée. Le cycle journalier (Figures 11.9 e t 11.10) est bien reproduit avec une 
période très chaude entre 12h e t 16h. Tout le vignoble est atteint par des températures 
supérieures à 30°C avec des coteaux plus touchés que d’autres notamment les bas de coteaux 
de la vallée de la Marne. Ces planches montrent également que le refroidissement nocturne est 
présent. Les températures restent cependant très élevées, souvent supérieures à 25°C sur les 
coteaux viticoles durant la nuit ce qui est défavorable pour la maturité des raisins. La vigne a 
en effet besoin de fraîcheur nocturne pour une synthèse des tanins (Yamane et al., 2006 ; 
Koshita et al., 2007) optimale et les coteaux les mieux exposés, au sud, se réchauffent la 
journée et ne se refroidissent pas assez la nuit.  
 
  
  
215 Quatrième Partie : Modélisation spatiale à méso-échelle Rams en 2003  
 
 
Figure 11.9 : Champs de températures au cours de la journée du 8 août 2003 de 1h à midi puis de 13h à minuit (Données : RAMS ; Réalisation : E. Briche, 2011)  
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Figure 11.10 : Champs de températures au cours de la journée du 8 août 2003 de 13h à minuit (Données : RAMS ; Réalisation : E. Briche, 2011).  
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11.2.2.2 Le 8 août à 15h 
La carte du 8 août à 15h montre que les températures sont  élevées durant cette journée 
de canicule où les extrêmes ont été enregistrés par les stations (Figure 11.11) : la température 
est supérieure à 32°C sur tout le vignoble de la Marne même si le modèle a tendance à sous-
estimer le maximum thermique de 15h.  
 
Figure 11.11 : Champ de températures à 15h l e 8 août simulé par le modèle RAMS à 200 m de 
résolution (Données : RAMS et SRTM). 
La variabilité topographique apparaît sur ce champ de températures mais la répartition 
spatiale des températures caniculaires est relativement homogène sur tout le vignoble.  
En effet, les mailles où les stations sont en bas de coteau ou exposées au sud 
enregistrent les températures les plus élevées, du fait de l’exposition au sud des coteaux tels 
que ceux de Nogent-l’Abbesse (Figure 11.11) au sud est de Reims-Courcy en milieu d’après-
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midi. En effet, sur les coteaux à Nogent-l’Abbesse, les températures sont largement 
supérieures à 35°C où l’échaudage des baies a pu être important. 
Les coteaux viticoles de la vallée de la Marne (Figure 11.11) et la plaine de Reims-
Courcy (Figure 11.12) ont des températures nettement supérieures à 35°C, favorisant 
l’échaudage des baies. Les bas de coteaux sont plus chauds que les hauts de coteaux 
notamment au nord-est de la Montagne de Reims (Figure 11.12) ainsi que dans la vallée de la 
Marne (Figure 11.13).  
Plus généralement, les coteaux viticoles les plus touchés par des températures 
supérieures au seuil thermique défavorable à la vigne en été sont ceux de Nogent, ceux à 
proximité d’Avize haut, de Vertus pour la Côte des Blancs et ceux d’Ay-Champagne dans la 
vallée de la Marne. 
Un gradient de chaleur est-ouest est également observé en adéquation avec la 
circulation atmosphérique : la dorsale anticyclonique s’est décalée au court de la période 
caniculaire vers l’est ce qui explique que les températures soient moins élevées à l’ouest de la 
zone d’étude le 8 août. 
Cependant, même si le modèle rend compte de la réalité de la répartition des 
températures à cet te date, un biais froid est nettement observé : à 15h, la température 
enregistrée dans les stations retenues pour la validation du modèle est en moyenne de 37,5°C 
contre 33°C sur les mailles simulées. Ce biais froid s’explique par la difficulté du modèle à 
prendre en compte tous les facteurs locaux, à la simplification de mécanismes complexes en 
entrée du modèle comme les nuages et certainement aussi à la propagation de biais au sein 
même du système de grilles imbriquées. 
CONCLUSION DU CHAPITRE 11 
Pour la canicule de l’été 2003, sur la période simulée du 4 au 8 août 2003, le 
modèle RAMS parvient à reproduire, comme pour l’aléa gélif, le cycle journalier des 
températures. Il s’étalonne également sur les premiers jours pour devenir plus 
performant à la fin de la période. 
Deux types de biais sont observés sur les simulations : la sous-estimation du 
maximum journalier parfois de quelques degrés et la surestimation du minimum 
journalier même si en moyenne, le biais est faible. Cela traduit une difficulté de 
simulation sur les phénomènes extrêmes qui ont une fréquence faible, une intensité 
élevée, se produisant généralement sur des espaces relativement restreints sur un court 
laps de temps. 
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Figure 11.12 : Zoom de la Montagne de Reims réalisé à partir du champ de températures à 15h le 8 
août simulé par le modèle RAMS à 200 m de résolution (Données : RAMS, SRTM) 
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Figure 11.13 : Zoom de la Vallée de la Marne et de la Côte des Blancs réalisé à partir du champ de 
températures à 15h le 8 août simulé par le modèle RAMS à 200 m de résolution (Données : RAMS, 
SRTM) 
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CONCLUSION DE LA PARTIE 4 
L’année 2003 se caractérise donc par un aléa gélif printanier et une canicule 
estivale à l’origine de dégâts sur la récolte de l’année tels que le gel de certaines parcelles 
ou l’échaudage des baies.  
Les conditions climatiques, notamment thermiques, ont favorisé un 
développement phénologique plus précoce : une quinzaine de jours d’avance sur le 
débourrement, la pleine floraison et le début de la véraison ainsi que des vendanges très 
précoces (à partir du 27 août) ont été observés. Concernant la qualité de la vendange 
2003, elle a donné un degré moyen annuel de 10,6 contre 9,6 en moyenne, une acidité 
totale (gH2SO4/L) de 5,8 contre 8,3. Une baisse d’acidité peut entraîner une diminution 
de la composition aromatique du vin. Le rendement a baissé avec 8256 kg/ha contre 
environ 11 400 kg/ha en moyenne les autres années. Cependant, malgré ces petits 
rendements, de nombreuses maisons et vignerons ont millésimé cette année particulière 
du fait de l’obtention de moûts très aromatisés (Langellier et al., 2003). 
Le modèle RAMS rend bien compte des conditions thermiques au sein du 
vignoble notamment pour la canicule estivale, où les températures élevées sont 
relativement homogènes sur tout le vignoble.  
Concernant les biais du modèle, ce dernier à tendance à accentuer les extrêmes 
printaniers nocturnes gélifs, à surestimer les températures minimales en août et à sous-
estimer les maximales. La modélisation des extrêmes est complexe même à cette échelle 
topoclimatique où les données locales telles que la topographie, l’occupation du sol, l’état 
de la végétation, etc ont été intégrés en entrées de RAMS. Ces simulations sur l’année 
2003 ont permis d’identifier les biais thermiques notamment en termes d’extrêmes et 
présentent un réel intérêt quand à la modélisation spatiale des champs thermiques. 
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Conclusion 
Un des objectifs de cette thèse était d’établir une prospective des conditions 
thermiques futures au sein du vignoble de Champagne à partir de données simulées de sorties 
de modèles du climat en insistant sur les fréquences possibles d’extrêmes défavorables à la 
vigne dans le futur : l’aléa gélif printanier et les canicules estivales. L’analyse devait mettre 
en évidence les biais inhérents aux modélisations climatiques dans une démarche critique 
pour ensuite déterminer des prospectives thermiques et bioclimatiques. 
Concernant les deux modèles français à échelles globale pour le LMD (IPSL) et 
régionale pour ARPEGE-Climat (RETIC) de Météo-France, les sorties du second modèle 
s’avèrent plus adaptées pour ce type d’étude en raison de leur résolution correspondant mieux 
à l’échelle de la région viticole et d’une meilleure prise en compte de l’altitude.  
L’étude montre que le modèle ARPEGE-Climat (RETIC) simule correctement l’allure 
des distributions de températures journalières sur les périodes clés étudiées (printemps et été) 
de la station de référence pour la validation Reims-Courcy. Cependant, il témoigne d’un biais 
froid et tend à accen tuer les extrêmes thermiques printaniers car il est encore difficile 
d’estimer avec précision les interactions et processus complexes à l’origine des évènements 
extrêmes. 
Néanmoins après une mise en évidence d’un biais froid sur la période de contrôle 
(1950-2000), des prospectives sur les scénarios de changement climatique sont possibles : 
- l’aléa gélif diminuera probablement en avril dans le futur mais le réchauffement 
des températures pourra provoquer l’atteinte plus précoce des sommes thermiques 
favorisant le débourrement d’où la nécessité d’anticiper les conditions de gel en 
mars qui pourront augmenter selon les scénarios, 
- des canicules estivales équivalentes à ce lles de 2003 seront de plus en plus 
fréquentes dans le futur pour les trois scénarios notamment après 2070,  
- la période future témoigne d’une forte variabilité interannuelle, 
- les trois scénarios envisagent une tendance à la précocité de la maturité/récolte ce 
qui risque de perturber les équilibres traditionnels du vi n et d’en changer la 
typicité,  
- les tendances thermiques du f utur ne sont pas linéaires. Vers 2071-2100, le 
scénario A2 traduira néanmoins la plus forte augmentation des températures 
maximales avec des maximales qui devraient dépasser 35°C pour 18 à 20 % des 
jours d’été à l’horizon 2091-2100. Les viticulteurs devront progressivement 
adapter de nouvelles techniques de conduite agronomiques afin d’éviter 
l’échaudage des vignes. 
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Même si les approches du changement climatique par les modélisateurs du climat sont 
aujourd’hui encore trop approximatives pour apporter des réponses aux échelles locales, elles 
favorisent à l’échelle d’une région viticole l’anticipation des changements thermiques et 
bioclimatiques possibles et donne une vision prospective en s’intéressant aux modifications 
futures des extrêmes thermiques auxquels la vigne est particulièrement sensible selon une 
gamme d’incertitudes matérialisée par les scénarios. Pour les viticulteurs, l’objectif est de 
pérenniser leur culture en vue d’une production de qualité, typique d’un terroir viticole donné 
et de connaître les fréquences probables de ces extrêmes dommageables pour en anticiper les 
répercussions.  
 
Le modèle à méso-échelle RAMS a permis de compléter les résultats obtenus à partir 
des modèles précédents.  
Ce modèle prend en compte les caractéristiques locales en entrées du modèle et sa 
résolution locale de 200 m permet l’obtention de sorties de modèles aboutissant à u ne 
modélisation spatiale de la température ce qui était impossible avec un seul point de grille de 
modèle d’une résolution de 50 km. Quelques dates clés de la période gélive et de la canicule 
2003 ont permis d’évaluer la capacité du modèle à reproduire les phénomènes extrêmes et de 
dégager des structures spatiales dans la répartition des températures minimales pour une des 
nuits gélives dans le vignoble de la Marne et des températures maximales lors des dates 
caniculaires. Ce modèle ne reproduit que partiellement les extrêmes thermiques qui sont 
surestimés ou sous-estimés : même à une résolution locale, les sorties de modèles présentent 
des marges d’incertitudes liées ici à la complexité de prendre parfaitement en considération 
les phénomènes météorologiques et climatique à cette échelle d’analyse. 
En 2003, l’aléa gélif a causé des dommages sévères pour la vendange en gelant les 
nouveaux bourgeons et les températures caniculaires ont provoqué l’échaudage des baies dans 
certaines parcelles faisant souffrir les vignes d’une sécheresse thermique. Il était donc 
intéressant de considérer une année exceptionnelle comme étalonnage du modèle à méso-
échelle mais surtout car cette année 2003 est représentative des conditions probables dans le 
futur comme l’a confirmé l’étude à l’échelle régionale.  
Les biais du modèle RAMS sont donc mis en évidence et seront pris en compte dans la 
modélisation avec le scénario A2 en cours de réalisation afin de poursuivre la méthodologie 
qui vise à valider les sorties de modèles sur une période de contrôle puis à obtenir une 
prospective future à partir de scénarios. Le modèle RAMS va en effet être forcé à ses bornes 
par le scénario A2 d’ARPEGE-Climat afin d’obtenir des simulations à 5 km de résolution sur 
quelques décades futures notamment autour de 2030 afin de prendre en considération la durée 
de vie d’un ceps de vigne (environ 30 ans) dans un premier temps puis des dates extrêmes 
seront sélectionnées afin d’être analysées. Une phase préliminaire a permis de comparer les 
données ARPEGE-Climat aux données RAMS sur une période de contrôle de 1990 à 2000.  
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Par ailleurs, des tests et validations ont déjà été effectués sur une période dite de 
référence (1991 2000) sur les données quotidiennes des mois d’avril, juillet et août. Les biais 
entre les données observés de quatre stations : Reims-Courcy, Bouzy haut, Avize bas et 
Epernay (Fort-Chabrol) et les données simulées RAMS ont été mis en évidence : 
- 0,6°C de biais froid sur le mois d’avril, 
- 1°C de biais chaud pour le mois de juillet,  
- et 0,4°C de biais chaud pour le mois d’août. 
Ces validations ont été réalisées également sur les données thermiques ARPEGE-
Climat obtenues pour la France dans le cadre de la modélisation RAMS effectuées sur 
plusieurs vignobles du projet TERVICLIM. Sur 1991-2000, le biais est plus important pour 
ARPEGE-Climat, d’environ 2°C. 
Les sorties ARPEGE-Climat obtenues pour le forçage de RAMS, sont légèrement 
différentes de celles obtenues dans le cadre de la thèse : 
- celles de la thèse sont issues de la version 4.6 du m odèle dans le cadre du 
programme RETIC, 
- celles du projet et des travaux en cours sont issues de la version 3 du projet 
PRUDENCE. 
Ces simulations futures vont permettre de compléter les travaux réalisés dans le cadre 
de cette thèse afin d’analyser la probable répartition spatiale des températures extrêmes dans 
le futur lors des seuils thermiques défavorables à la vigne. 
 
Ce type d’étude, au carrefour entre les sciences de la modélisation climatique et de 
l’agronomie, met en évidence les limites inhérentes à l’utilisation de sorties de MCG. Malgré 
les incertitudes qui en résultent, il apparaît une tendance robuste à l’augmentation de la 
fréquence probable d’aléas extrêmes dommageables pour le cycle végétatif et à la récolte, qui 
se superposera à l’évolution lente du c limat moyen. La disponibilité de projections 
climatiques avec des résolutions spatiales fines est donc une nécessité de plus en plus forte 
pour préparer les mesures d’adaptation nécessaires dans le vignoble. Ces mesures 
d’adaptation aux changements climatiques sont d’ailleurs actuellement la préoccupation 
majeure des nouveaux contrats de recherche. 
 
Une des perspectives de ce travail de recherche est de développer un travail à échelles 
plus fines avec des mesures de terrain complémentaires, voire même itinérantes pour 
compléter la modélisation spatiale obtenue avec le modèle RAMS et ainsi affiner l’analyse et 
la comparaison aux données observées. Cela permettrait d’obtenir un j eu de données, à 
l’échelle non plus du topoclimat mais du terroir viticole avec des parcelles expérimentales 
comme terrain de recherche, il s’agira de prendre en considération les autres variables que la 
température et de poursuivre plus en détails le travail de validation et comparaison modèle-
terrain sur les extrêmes. 
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L’étude réalisée dans le cadre de ce doctorat pourrait être également complétée par 
une étude ciblée non plus sur l’aléa mais sur la perception du changement climatique et de ses 
répercussions sur les parcelles viticoles par les acteurs de la communauté viti-vinicole dans le 
but de les mettre en relation avec les données quantitatives thermiques et d’établir des champs 
d’actions possibles sur les parcelles. En effet, la qualité du vin est fortement tributaire du 
climat de l’année et dans le futur, vraisemblablement, il y aura encore des fluctuations avec 
des années précoces, des années tardives concernant le cycle végétatif de la vigne mais 
également des années chaudes, d’autres plus fraîches, etc cependant ces années fluctueront 
autour d’une nouvelle année moyenne à l’origine plus précoce et plus chaude (Seguin, 2010). 
La typicité des vins pourraient changer avec les modifications engendrées par le changement 
climatique d’où la nécessité de développer des stratégies d’adaptation au changement 
climatique souvent dans une volonté de mettre en place des systèmes de production agricole 
durable (AVC, 2010). Cela permettrait également d’évaluer les zones vulnérables en termes 
de dommages socio-économiques et de mettre en place des stratégies de prévention pour 
réduire la vulnérabilité de l’économie viticole mais également d’adaptation aux modifications 
futures. Il s’agit de mettre en place des outils de diagnostic spatialisé en concertation avec les 
professionnels. Dans cet esprit, le projet Terradclim (http://www2.gip-ecofor.org/publi/) fait 
suite à l’ANR Terviclim et cible le Val de Loire et l’Argentine. Il a pour but de définir des 
stratégies d’adaptation à partir de simulations telles que celles réalisées avec le modèle 
RAMS, à éch elles fines afin de tenir compte des conditions de surface mais aussi des 
capacités des viticulteurs en termes de moyens économiques et de pratiques agro-culturales. 
Les stratégies d’adaptation des vins de terroir pourront être élaborées avec une plateforme de 
système multi-agents (S.M.A.). 
Parmi les adaptations envisagées, à mettre en relation avec ces futurs travaux, 
certaines concernent les pratiques viticoles : 
- à court terme, pour éviter l’échaudage des grappes en été, l’effeuillage peut être 
réduit mais cela peut poser des problèmes sur la vigueur de la vigne,  
- à long terme, de nouveaux porte-greffes des cépages traditionnels pourraient être 
implantés afin de jouer sur la précocité. Il existe ainsi un conservatoire génétique 
sur le domaine de Plumecoq (AVC, 2010) où la variabilité génétique des cépages 
champenois est conservée : ce matériel végétal pourrait être utilisé dans le cas de 
pratiques d’adaptation s’il correspond mieux aux nouvelles conditions thermiques. 
- la désalcoolisation pourrait être également envisagée avec des modifications des 
techniques de vinifications (Seguin, 2010). 
La géographie du vignoble pourrait être ainsi modifiée pour implanter les vignes là où 
l’exposition n’est pas la meilleure comme dans des zones de cuvette ou au nord, plus fraîches 
pour limiter les dommages estivaux sur la maturité des grappes quitte à risquer le gel. Ces 
transformations territoriales à l’échelle des terroirs pourraient impliquer des mutations socio-
économiques nécessitant une expertise basée sur la confrontation des acteurs dans la 
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recherche de stratégies d’adaptation tenant compte des contraintes locales à la fois 
climatiques, économiques et politiques. 
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Annexe II 
Tableau des classes de types de climat viticole à partir des indices utilisés dans le Système de 
Classification Climatique Multicritère (SCCM)  
 
(Source : Tonietto et Carbonneau, 2004) 
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Annexe III  
E. Vaudour, 2003, Les terroirs viticoles, définitions, caractérisation et protection, Editions La Vigne, 
Dunod, Paris, 293p. 
Extraits de : A- Les notions de terroir, 1- Diversité de sens et d’usages, 1-2- Les différentes notions de 
terroir :  
 
Typologie des notions de terroir 
« Il est opportun de proposer une typologie des notions signifiées par le « terroir ». La notion de 
« terroir » peut-être décomposée en 4 notions types : « terroir-matière », « terroir-espace », « terroir-
conscience », « terroir-slogan ». L’origine, la pérennité, la spécificité, la typicité, sont des traits 
communs à ces notions types, et en principe synonymes de non-reproductibilité (…) 
1-2-1 Le terroir agrocultural 
Le « terroir-matière », que l’on nommera « agrocultural » se rapporte à l’aspect technologique et 
agronomique du terroir. Il désigne l’ensemble des potentialités naturelles du milieu donné pour faire 
naître une production spécifique (…). 
1-2-2 Le terroir territorial 
(…) Le « terroir-espace » est le terroir envisagé dans ses organisations spatiales au sein du milieu 
physique (…). 
Cependant le « terroir-espace » se réfère surtout à des lieux de production peuplés, conquis, exploités 
au cours d’une longue histoire, inscrits dans des finages (…). 
1-2-3 Le terroir identitaire 
Le « terroir-conscience », ou terroir « identitaire », se réfère aux significations ethnologique, 
sociologique et culturelle de l’origine, en lien avec la mémoire et la conscience identitaires. Il 
se rapporte aux méandres de la conscience collective, de ces représentations, croyances et 
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sentiments communs à la moyenne des membres d’une société, auxquels s’ajoutent des idéaux 
collectifs érigés à l’état de valeur (…). 
1-2-4 Le terroir publicitaire 
Le « terroir-slogan », ou terroir « publicitaire », terroir évoqué sous la forme de formules brèves et 
frappantes, apparaît comme un vecteur de communication à forte valeur symbolique. A travers les 
documents de vulgarisation ou de promotion des vignobles et de leurs produits, la signification du 
terroir apparaît sous la forme squelettisée du slogan (…). Outre, le repère symbolisant la quête de 
valeurs du monde rural, le terroir publicitaire place le rêve à la portée du verre de vin défini comme 
vin de terroir (…) ». 
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Annexe IV 
Récapitulatif des données thermiques des stations de la Marne 
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Annexe V 
Résumé des caractéristiques des modèles du CNRM et de l’IPSL 
 
(Source : Dufresne et al., 2006) 
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Annexe VI 
Dynamique et équations des trois modèles utilisés 
1) Les équations des modèles : des équations aux dérivées partielles.  
Un modèle météorologique ou climatique, quelle que soit son échelle spatiale (modèle local, régional 
ou global), est essentiellement constitué par un ensemble d’équations. Ces équations décrivent le 
comportement, dans le temps et dans l’espace, des  variables atmosphériques. Ces variables sont 
principalement la vitesse du vent, la température, l’humidité de l’air, la pression, etc. 
Ces variables sont des inconnues dont il faut résoudre les équations. Ces équations sont presque toutes 
des équations différentielles, qui dépendent des coordonnées d’espace, mais aussi du temps. La forme 
typique d’une équation différentielle est :  
             )(XF
t
X 

  
Où :  
- X est l’une de ces inconnues. Par exemple, X est la vitesse. Le terme F(X) au second membre 
représente toutes les forces qui peuvent influer sur la vitesse (le frottement sur la surface, la 
turbulence, la pression, l’apport de chaleur par le courant de fluide,…etc.…).  
- le symbole 
t
X

  représente ce que l’on appelle la « dérivée partielle» de X par rapport au 
temps, c’est-à-dire sa tendance locale. On considère ce calcul en un point donné fixe, un point 
qui ne bouge pas dans l’espace (par exemple une station météo).  
On dit que ces équations sont « prédictives » ou « pronostiques », car elles contiennent un terme situé 
dans le futur (X(t+t). 
t
X

  est la dérivée partielle de X par rapport au temps, mais il y a aussi, dans 
ces équations, des dérivées partielles par rapport à l’espace : par exemple, par rapport à la 
coordonnée verticale que l’on appellera z.  
L’espace est rapporté à un repère fixe, dont l’origine est au sol. Il s’agit d’un repère comportant trois 
axes perpendiculaires. L’origine du repère est appelée O (par exemple, le centre de la grille principale 
de RAMS). De là, on a les axes Ox (ouest-est, par ex) et Oy (sud-nord, par ex). Le 3è axe : Oz, c’est la 
verticale locale, orientée du bas vers le haut.  
 
2) Représentation eulérienne et représentation lagrangienne. 
Représentation eulérienne de l’atmosphère  
On dit que l’on utilise une représentation eulérienne des phénomènes lorsque chaque variable (vitesse, 
ou toute autre grandeur) est définie en un point de coordonnées (x,y,z) de l’espace et à chaque instant 
t.  
Les champs de vitesse, de température, etc sont définis en chaque point de ce système d’axes et à 
chaque instant. Cette représentation eulérienne a été introduite en mécanique des fluides.  
Représentation lagrangienne de l’atmosphère 
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Il existe une autre représentation, dite lagrangienne.  Cette représentation est plutôt utilisée dans la 
mécanique des solides qui s’intéresse à la trajectoire d’objets bien isolés or l’air est un fluide par 
exemple. Les mécaniciens des fluides utilisent un peu cette représentation lagrangienne le temps pour 
eux d’établir leurs équations du mouvement des fluides : ils matérialisent (fictivement) l’isolation 
d’une certaine particule de fluide (par exemple quelques cm3, ou quelques m3) en utilisant l’équation 
fondamentale de la dynamique (due à Newton) : pour tout corps donné (solide, liquide ou gazeux), la 
somme des forces appliquées à ce corps est égale au produit de la masse du corps par son accélération. 
Pour un fluide, les forces appliquées sont les forces de pression, les frottements des particules les unes 
sur les autres (viscosité) ou avec les parois (ou la surface du sol…), le poids. Ils raisonnent sur un très 
court intervalle de temps et d’espace, et cela leur permet de trouver les équations différentielles du 
mouvement des fluides. Très précisément, cette étape ne sert qu’à mettre en place les équations puis 
tout est traduit en représentation eulérienne. Leurs équations, dont les inconnues sont la vitesse, la 
pression, etc utilisent le repère eulérien.  
3) Discrétisation des équations 
Les équations de l’atmosphère sont en gros toujours les mêmes, quel que soit le modèle. Plus 
précisément, un type de modèle donné, par exemple des modèles à méso-échelles tels que RAMS ou 
MesoNH utilisent à peu près le même ensemble d’équations.  
Chaque modèle, cependant, peut avoir ses particularités, qui tiennent notamment à la façon de 
résoudre les équations.  La difficulté de ces modèles est qu’on ne sait pas résoudre analytiquement une 
équation aux dérivées partielles, sauf cas particuliers ultra simplifiés. Pour des équations du troisième 
degré et au-dessus, il n’y a plus de solution analytique en général. La résolution est possible par le 
calcul numérique… 
Les équations sont donc résolues numériquement, en discrétisant les variables : 
- On découpe les 3 axes Ox, Oy et Oz en intervalles plus ou moins grands (petits pour un 
maximum de précisions). Par exemple, la grille fine de RAMS est découpée en segments x = 
Y = 200m, et la verticale Oz est découpée aussi, mais en général on fait de petits intervalles 
près du sol (z = 30m, par exemple), et ça augmente quand on prend de l’altitude. 
- On dit que l’on a discrétisé l’espace (et le temps). Une représentation continue du champ de 
vitesse, par exemple, supposerait que l’on puisse connaître la vitesse au point M, et aussi en 
un point infiniment voisin M’. En réalité, la vitesse est connue en des points situés sur les 
sommets de petits parallélépipèdes de côtés (x, y et z), et aux instants t, t+t, t+2t, etc. 
 
4) Les schémas explicites et les schémas implicites. 
On dit que l’on a un schéma explicite il n’y pas plus d’une inconnue dans l’équation discrétisée et de 
méthode implicite dès lors que, dans l’expression discrétisée, il y a plus d’une inconnue ce qui 
nécessite plus de temps de calcul mais le résultat est plus précis. 
Il existe différentes méthodes pour discrétiser les équations : des méthodes explicites et des méthodes 
implicites.  
Chaque point M de l’espace est représenté par un jeu de trois coordonnées (Figure 1) : x, y et z, mais 
plus précisément par 3 nombres entiers i,j et k. A l’origine O, on a i = j = k = 0. Tout point M (x,y,z)  
sera donc noté M (i,j,k). Toute variable X en ce point (la vitesse, par exemple) pourra être notée Xijk.  
(i, j et k sont « en indice »). Comme de plus la variable dépend du temps t et que le temps est découpé 
en intervalles t, le temps s’écoule par sauts : 
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O
x
Y (Nord)
Z (verticale)
(Est)
Plan (Ox,Oy)= plan horizontal
x
y
z
L’axe des x correspond à l’indice i, celui des y à l’indice j, et l’axe des z à l’indice k.
M
Le point est repéré par ses 
trois coordonnées x, y et z.   
On voit, sur la figure, que 
ces coordonnées sont: 
X=3 x, y=5y et z=4z). 
Donc, en sous-entendant à 
chaque fois x, y et z, on 
peut tout aussi bien dire qu’il 
a pour coordonnées i=3, j=5 
et k=4
Par suite, la vitesse au point   
M , que l’on peut noter V(M), 
peut aussi être notée 
V(x,y,z) ou, mieux encore, 
Vijk (pour l’instant, on oublie le 
temps t)
t = 0, t, 2t, 3t, …, nt, etc. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 : Discrétisation de l’espace (3 dimensions). 
 
5) Les modèles ARPEGE-Climat (RETIC) et LMD 
Le modèle ARPEGE-Climat : une dynamique semi-implicite semi-lagrangienne 
Cela signifie que toutes les équations ne seront pas traitées avec le même schéma. Celles qui sont liées 
à des phénomènes se propageant lentement seront traitées avec le schéma explicite. Par contre, 
certains types de schémas implicites sont inconditionnellement stables et seront mis en jeu pour traiter 
les équations décrivant les phénomènes rapides. Cela peut faire gagner du temps de calcul afin d’éviter 
l’instabilité de calcul du modèle eulérien. 
Un intérêt de ces schémas lagrangiens est que le pas de temps peut être plus long que dans les schémas 
eulériens, d’où un gain de temps… 
Certaines variables sont donc traitées de façon eulérienne, d’autres par schémas lagrangiens. D’où le 
nom de semi-lagrangien. 
Le Modèle LMD : une dynamique eulérienne explicite 
Le modèle LMD utilise un schéma eulérien explicite appelé leapfrog car il utilise un double pas de 
temps.  
 
(Source : Communication privée avec Guy Cautenet)  
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Classes de texture de Rams 
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Table de Bravais-Pearson 
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Table de Student 
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Annexe X 
Méthode des moments pondérés 
« On estime tout d’abord les trois premiers moments pondérés b0, b1 et b2 : 

 




n
1i
i2
n
1i
i1
n
1i
i0 x)2n)(1n(
)2i)(1i(
n
1betx
1n
1i
n
1b,x
n
1b
 
(n étant la taille de l’échantillon et i le rang dans l’échantillon classé par ordre 
croissant) 
On peut montrer que ces trois premiers moments pondérés b0, b1 et b2, sont liés au 
trois paramètres xo, s et k par les relations : 
)21)(k1(
k
s
bb2et)]k1(1[
k
s
xb,
21
31
bb2
bb3 k
0100k
k
01
02 








 
La première équation ne contient qu’une seule inconnue, le terme k, et on peut la 
résoudre par itérations successives. Dans le cas générale où 5.0k5.0   on peut évaluer k 
explicitement par la relation : on va estimer k 
)3(Ln
)2(Ln
bb3
bb2
cavec²c9554.2c8590.7k
02
01 



 
 On en déduit immédiatement les valeurs de s et xo par : 
k
1)k1(
sbxet
)k1()21(
k)bb2(
s 00k
01 




»  
(Source : Laborde, communication privée) 
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Modèle conceptuel sous Arcgis en vue d’une automatisation 
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Annexe XII 
Evolution décennale future des extrêmes printaniers (mars) inférieurs ou égaux à -2°C de 2001 à 2100 
pour les deux modèles étudiés (point D ARPEGE-Climat et point LMD) et pour les trois scénarios de 
simulations (Données : Météo-France -CNRM ; IPSL-LMD) 
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Annexe XIII 
Evolution journalière de la température simulée par RAMS et observée pour la station Bouzy haut du 
4 au 9 avril 2003 (Données : RAMS). 
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Evolution journalière de la température simulée par RAMS et observée pour la station Châtillon du 4 
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Abstract
Résumé
Changement climatique dans le vignoble de Champagne : 
Modélisation thermique à plusieurs échelles spatio-temporelles (1950-2100)
 Les eets du changement climatique à l’échelle planétaire ont déjà des répercussions sur la viticulture et ces changements 
engendrent des interrogations sur son fonctionnement futur. L’évaluation des modications possibles sur le vignoble de Champagne, 
notamment en termes d’extrêmes thermiques dommageables pour la vigne tels que l’aléa gélif printanier et les canicules, présente donc 
un intérêt pour la profession. Les températures inuencent en eet le bon déroulement du cycle végétatif de la vigne et une avancée des 
stades phénologiques est déjà observée en Champagne. Ce vignoble présente un intérêt particulier du fait de sa position septentrionale 
mais aussi parce que les analyses y sont facilitées par la densité du réseau météorologique en place depuis  près de 20 ans.
 Pour établir une prospective des conditions thermiques possibles, des sorties des modèles du climat français LMD et 
ARPEGE-Climat (RETIC) respectivement, à 300 km et 50km de résolution sont validées et analysées sur une période de contrôle 
(1950-2000). Ils permettent ensuite de donner un aperçu des conditions thermiques et bioclimatiques futures (2001 à 2100) selon 
trois scénarios de changement climatique, les plus couramment utilisés : A1B, B1 et A2. La période de contrôle permet de mettre en 
évidence les biais froids des distributions statistiques des sorties de modèles au printemps et en été en termes d’estimation de fréquences 
d’extrêmes et de choisir le modèle ARPEGE-Climat (RETIC). Les sorties thermiques de ce modèle sont alors utilisées pour évaluer 
l’évolution jusqu’à 2100 des conditions bioclimatiques et thermiques futures. La fréquence des extrêmes gélifs printaniers au moment 
du débourrement devrait diminuer en avril mais dans l’hypothèse d’un débourrement plus précoce, ces extrêmes devraient, d’après les 
modèles, rester importants en mars et provoqueraient un gel accru des bourgeons. Celle des extrêmes chauds estivaux devrait augmen-
ter dans le futur.                                                                                                                   
 L’analyse à échelle régionale est complétée par une analyse topoclimatique grâce au modèle à méso-échelle RAMS, qui permet 
d’obtenir une modélisation spatiale des températures. Incluant les facteurs locaux, ce modèle produit des résultats à résolution de 
200m. Les simulations de validation sont réalisées sur les évènements extrêmes gélifs printaniers (du 4 au 9 avril) et caniculaires 
estivaux (du 4 au 8 août) de l’année 2003, qui a provoqué le gel des bourgeons et l’échaudage des baies et qui est considérée ici comme 
exceptionnelle et représentative « du climat futur ». Les températures simulées (200m) sur la Champagne sont comparées aux tempé-
ratures enregistrées par des stations sur les coteaux. Le modèle reproduit bien le cycle journalier des températures avec des biais plus ou 
moins bien marqués notamment sur les minimas et maximas journaliers.                                                                                       
Mots-clés : aléa gélif printanier, canicule, températures extrêmes, changement climatique, vignoble de Champagne, modèles du climat.
Climate change in Champagne vineyard: 
ermal modeling at several spatio-temporal scales (1950-2100)
 Global climatic change has already consequences on viticulture worldwide and these modications imply some questions 
about future. Evaluation of possible modications in Champagne vineyard is necessary in terms of thermal extremes for vineyard as 
spring frost during budbreak and heat-waves. Indeed temperature inuences phenological cycle and earlier phenological stages have 
already been observed. is vineyard is particularly interesting to study because of its northern location and thanks to a large network 
of weather stations since 20 years.                                                                             
 To establish a prospective of thermal possible conditions, data of French climate models LMD and ARPEGE-Climate model, 
respectively at 300km and 50km of resolution, are validated and analyzed on a control period (1950-2000). ey are also used to give 
an overview of bioclimatic and thermal future conditions (2001 to 2100) with three scenarios, currently used (A1B, B1 and A2). e 
control period shows cold biases within statistical distributions of climate models data in spring and summer, in terms of extremes 
frequencies estimation and better results with ARPEGE climate model. Data of this model are used to assess thermal and bioclimatic 
futures conditions. Summer extremes could increase in the future while cold spring extremes could decrease during budbreak. 
Budbreak could be earlier and spring cold extremes in March could cause more severe frost of buds.
 Regional analysis is completed by a local analysis with RAMS meso-scale model, which downscales simulations at a resolution 
of 200m, taking into account local factors. e validation modeling is proceeded during the 2003 extreme climatic events (late spring 
frost and summer heat wave), this year is considered as exceptional and representative of the “future climate” which caused buds frost 
and berries warming. Simulated temperatures (200 m) for the Champagne vineyard were compared to recorded temperatures by 
weather stations located within the vineyards. e model reproduced the diurnal cycle of temperatures correctly with biases more or 
less marked depending dates.                                                                                    
Key-words: Champagne vineyard, climate change, climate model, extreme temperature, heat-wave, spring frost. 
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