Design of an offshore wind turbine requires estimation of loads on its rotor, tower and supporting structure. These loads are obtained by time-domain simulations of the coupled aero-servo-hydro-elastic model of the wind turbine. Accuracy of predicted loads depends on assumptions made in the simulation models employed, both for the turbine and for the input wind and wave conditions. Currently, waves are simulated using a linear irregular wave theory, which is not appropriate for nonlinear waves in shallow water depths, where wind farms are typically sited. The present study investigates the use of irregular nonlinear (second-order) waves for estimating loads on the support structure (monopile) of an offshore wind turbine. We present the theory for the irregular nonlinear model and incorporate it in the commonly used wind turbine simulation software, FAST, which had been developed by National Renewable Energy Laboratory (NREL), but which had the modeling capability only for irregular linear waves. We use an efficient algorithm for computation of nonlinear wave elevation and kinematics, so that a large number of time-domain simulations, which are required for prediction of long-term loads using statistical extrapolation, can easily be performed. To illustrate the influence of the alternative wave models, we compute loads at the base of the monopile of the NREL 5MW baseline wind turbine model using linear and nonlinear irregular wave models. We show that for a given environmental condition (i.e., the mean wind speed and the significant wave height), extreme loads are larger when computed using the nonlinear wave model. We then compute long-term loads, which are required for a design load case according to the International Electrotechnical Commission guidelines. We show that 20-year long-term loads can be significantly higher when the nonlinear wave model is used.
I. Introduction
Offshore wind energy is becoming an important part of the overall energy mix in Europe and has great potential within the United States and other parts of the world. The potential for offshore wind power in the United States, in water depths less than 30 meters where current fixed-bottom support structure technologies can be used, is about 98 GW.
1 Europe has a target of generating about 12% of its electricity from wind by the year 2020, of which about one-third, or about 30 GW (gigawatts), is expected to come from offshore projects. 2, 3 To meet such demand, it is important to develop appropriate simulation tools for design of offshore wind turbines.
Response of an offshore wind turbine to the input wind and waves, both of which are stochastic in nature, is estimated using coupled aero-servo-hydro-elastic simulation in time domain. Such time-domain simulations are also used to obtain the data on load extremes, which are needed for calculation of long-term (for a return period of 20 or 50 years) extreme loads using the statistical extrapolation method as recommended by the IEC 61400-3 standard 4 from International Electrotechnical Commission (IEC). The accuracy of the turbine response depends on the proper modeling and interfacing of various parts of the physics (aeroelasticity, dynamics, control systems etc) of an offshore wind turbine, as well as on the appropriate modeling of the incident wind and waves. In this paper, we exclusively focus on how alternate wave models influence the turbine response.
The current practice to model waves on offshore wind turbines is limited to linear irregular waves, which are not an accurate representation of waves in shallow waters where offshore wind turbines are most commonly sited. In shallow waters, waves are generally nonlinear in nature, therefore we attempt to incorporate a nonlinear irregular wave model in the coupled aero-servo-hydro-elastic simulation of offshore wind turbines.
Among several nonlinear irregular wave models available in the literature, the one that has been recommended by offshore guidelines 5 and that has been increasingly applied to a variety of problems in recent years [5] [6] [7] [8] is the second-order nonlinear irregular wave model developed by Sharma and Dean 9 for finite water depths. This second-order nonlinear irregular wave model is based on the solution of the Laplace equation in velocity potential, associated with nonlinear boundary conditions, using a second-order perturbation expansion of the relevant variables (velocity potential and sea surface elevation) and a Taylor series expansion of nonlinear boundary conditions about the free surface. Such an approach was first presented by LonguetHiggins 10 and Hasselmann 11 for infinite water depths. Since its introduction in 1979, the second-order nonlinear irregular wave model developed by Sharma and Dean has been studied by several researchers. Hu and Zhao, 12 Langley, 13 Longuet-Higgins 14 and Forristall, 15 among others, investigated the statistical properties (skewness in particular) of this nonlinear irregular wave model. Forristall 16 compared various stretching techniques for calculating wave kinematics above the mean sea level. Due to such maturity of this nonlinear irregular wave model and because of its theoretical basis (as distinct from some semi-empirical models, such as the New Wave model, 17 the constrained New Wave model 18 and a hybrid wave model 19 ), and also due to its computational efficiency for simulations (as distinct from more realistic though computationally very expensive models based on Boussinesq theory 20, 21 ), we will use this second-order nonlinear irregular wave model, as developed by Sharma and Dean, 9 to simulate nonlinear irregular waves in shallow water depths for offshore wind turbine loads predictions.
The outline of this paper is as follows: we first present an overview of the hydrodynamics-employing the currently used linear irregular wave model-in the coupled simulation of offshore wind turbines. We present the theoretical formulation of the second-order nonlinear irregular wave model. We limit our focus to unidirectional (long-crested) waves. We then present a detailed procedure, which we have incorporated in the turbine response simulation software, FAST, 22 for efficient simulation of the sea surface elevation and the water particle kinematics process based on the nonlinear irregular wave model. We use a utility-scale 5MW offshore wind turbine model developed at the National Renewable Energy Laboratory (NREL) 23 to compare turbine response (mainly the fore-aft tower bending moment at the mudline) due to linear and nonlinear irregular waves. we compute the turbine response for a representative environmental state, and show that when nonlinear waves are used, turbine loads can be larger and tower dynamics can be influenced to some extent as well. We finally show that long-term loads are significantly larger with nonlinear waves, and therefore, it is important to use nonlinear wave model in the design of offshore wind turbines.
II. Hydrodynamics in Coupled Simulation of Offshore Wind Turbines
Structural response of wind turbines-both onshore and offshore-in the time domain is analyzed using coupled aero-servo-hydro-elastic simulation programs. One such program is FAST (Fatigue, Aerodynamics, Structures and Turbulence), 22 developed at the National Renewable Energy Laboratory (NREL). FAST is a medium-complexity program that models a wind turbine as a combination of rigid and flexible bodies wherein flexible beam elements (representing the blades and the tower) are formulated in terms of generalized coordinates. Aerodynamic forces on the rotating blades of a horizontal-axis wind turbine are commonly computed using the blade element momentum theory. 24 FAST models various control systems including blade and pitch control, yaw control, and high-speed shaft brake control. FAST uses irregular linear wave model with Morison's equation to compute hydrodynamic loads for offshore wind turbines. Perhaps the most important aspect of the FAST program is the proper interfacing of various parts of the physicsaeroelasticity, dynamics, control systems, hydrodymaics, etc-of an offshore wind turbine. Without such coupling, it is not possible to accurately assess the response of wind turbines. We next discuss hydrodynamic calculations in FAST, while highlighting its limitations to model shallow water waves.
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II.A. Irregular Linear Wave Simulation
In the current version of FAST program, waves are modeled using the irregular linear wave model, which is the most common model to represent stochastic (or irregular) ocean waves. A flow-chart for calculation of wave kinematics using irregular linear wave model for unidirectional waves and the resulting hydrodynamic loads on the monopile support structure of the offshore wind turbine is shown in Fig. 1 . These calculations are rather standard and may be found in several well-established references, 25, 26 so we discuss them only briefly here.
The starting point in simulation of irregular waves is a (one-sided) wave spectrum, S(ω m ), where ω m refers to the frequency of the m th wave component; the integer, m, refers to a frequency index that ranges from 1 to N . Random seeds are used to generate the random phase, φ m , which are assumed to be uniformly distributed over [0, 2π] , and Rayleigh distributed amplitudes, A m , whose mean square value, E[A 2 m ], is 2S(ω m )∆ω. Fourier coefficients, X(ω m ), for the the sea surface elevation process, η 1 (x, t p ), (the subscript "1" denotes the linear, or first-order, wave model) are then computed. Here, the spatial location is denoted by x (see Fig. 2 for a schematic) , and the time-instant is denoted by t p = p∆t, where ∆t = T /N , such that p = 1, 2, ..., N . Fourier coefficients for the water particle velocity, X u (h, z, ω m ), and for the water particle acceleration, Xu(h, z, ω m ), are then computed using formulae from irregular linear wave model as shown in the flow-chart. Once these are available, time-series of sea surface elevation, and water particle velocity and acceleration, are computed using the inverse Fast Fourier Transform (IFFT) algorithm. Hydrodynamic forces per unit length, f (0, z, t) (for simplicity of notation, we will drop the argument (0, z, t) hereon), at any node located at a depth z, along the centerline of the monopile, which we arbitrarily chose at x = 0 (Fig. 2) are computed using the Morison's equation 25 as follows:
where f D and f M are drag and inertia forces, respectively. Also, C D and C M are the drag and the inertia coefficients, respectively; ρ is the density of water, and D is the diameter of the cylinder. The variables u(= u 1 ) andu(=u 1 ) are the undisturbed water particle velocity and acceleration, respectively. Variablesq andq denote the velocity and acceleration of the corresponding node on the structure, which are obtained from the dynamic analysis of the entire turbine system, including blade aero-elasticity, structural dynamics, control actions, generator etc at each time step. Note that such aero-servo-elastic analysis needs to be "coupled" with the hydrodynamic analysis in order to correctly account for the relative motion between water particles and the monopile in calculation of hydrodynamic loads according to Eq. 1. One limitation of the existing FAST program is the use of linear irregular wave model, which is not appropriate for shallow water depths, where waves are irregular as well as nonlinear. We address this model limitation by incorporating a second-order nonlinear irregular wave model in FAST program for the coupled aero-servo-hydro-elastic simulation of offshore wind turbines.
III. Second-order Nonlinear Irregular Waves
Linear wave theory for regular or irregular waves involves solution of Laplace's equation expressed in terms of a velocity potential and the use of linearized boundary conditions. 25 For nonlinear waves, the theory involves application of a perturbation approach to solve Laplace's equation with nonlinear boundary conditions. Sharma and Dean 9 used such an approach to derive a nonlinear wave theory for finite water depths. We will use the formulation of Sharma and Dean, which is described very briefly below. This theory is also recommended in some guidelines for offshore structures.
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III.A. Theoretical Model
The nonlinear sea surface elevation, η(t), may be expressed as a sum of first-and second-order components, such that η(t) = η 1 (t) + η 2 (t). The first-order component, η 1 (t), is expressed as in linear wave theory by
where ω m refers to the frequency of the m th wave component. The random phase, φ m , and the amplitudes of the wave components, A m , have been defined in Fig. 1 . The second-order component, η 2 (t), is obtained as a result of the interactions of sums and differences of frequencies as follows:
where ψ m = (ω m t − φ m ) and the second-order transfer functions, B The velocity potential, Φ, is comprised of first and second-order components such that Φ = Φ 1 + Φ 2 . These first and second-order velocity potentials are given as follows:
where
, relates the wave number, k m , to the frequency, ω m , where h is the water depth and g is acceleration due to gravity. Expressions for the transfer functions, B ± mn and D ± mn , appearing in Eqs. 3 and 5, respectively, were derived by Sharma and Dean, 9 and are also summarized in Appendix A. The horizontal water particle velocity, u(z, t), and the horizontal water particle accelerationu(z, t) may be obtained from the velocity potential by taking derivatives such that
Second-order waves are thus obtained as a result of sum and difference interactions between pairs of frequencies. The phases of the second-order contributions are also determined by sum and difference interactions of the phases of the first-order component phases, which are random.
III.A.1. Statistics of Nonlinear Sea Surface Elevation
The area under the power spectral density function of the sea surface elevation process, S(ω m ), is equal to the variance of a simulated linear irregular sea surface elevation ensemble, a fact that can be used to evaluate the accuracy of the simulations. Likewise, one can compute the skewness from wave spectra that should match that from a simulated nonlinear sea surface elevation ensemble. In fact, nonlinearity described by the second-order irregular wave model is directly related to the process skewness. Langley 13 developed a procedure, based on Volterra series models, to compute the statistical moments of a nonlinear sea surface elevation process. The procedure for calculation of variance, skewness and kurtosis from spectrum is not presented here for brevity, and the reader is referred to the paper by Langley.
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III.A.2. Validity of the Second-order Wave Model
While the second-order irregular wave model is a more accurate representation of irregular seas in shallow waters compared to the linear irregular wave model, it obviously does not model the complete nonlinear character of waves, and is not valid for all cases. The physical parameter that determines the range of validity is the wave steepness. When the wave steepness exceeds a certain value, the second-order model is no longer valid, and a higher-order model is required. In fact, when waves become too steep, they can break and no model based on solution of Laplace's equation (in terms of velocity potential) is valid. The wave steepness, s, according to DNV guidelines, 5 is defined s = H s /L z , where H s is the significant wave height and L z is the wavelength based on the mean zero-crossing period (obtained using the linear dispersion relation). Based on results from numerical simulations, Hu and Zhao 12 suggested that the second-order wave model presented above is valid as long as the wave steepness is smaller than approximately 0.08. This empirical limit can be used to ascertain whether the second-order wave model should be used for a given significant wave height and wavelength combination.
III.B. Numerical Implementation
While this second-order wave model has been discussed in several published studies, 5, 15, 27-29 a complete recipe for the numerical simulation of such second-order waves is not yet available in one place. This is in contrast to the case for linear irregular waves, for which a recipe for numerical simulation with all the pertinent details is available in several places.
25, 30 Therefore, we discuss the numerical simulation of secondorder waves in detail below.
Numerical Simulation of irregular (random) linear or first-order waves, which involves a single summation (Eq. 2), can be efficiently performed using the Inverse Fast Fourier Transform (IFFT). On the other hand, simulation of random nonlinear or second-order waves according to Eq. 3 involves a double summation, which can be very expensive. However, one can rewrite the double summation as a single summation by appropriately re-assembling and rewriting indices (or coefficients) in the double summation. Once the indices for an equivalent single summation are assembled, a one-dimensional IFFT procedure, similar to that for linear waves, can be used to perform the nonlinear wave simulations more efficiently.
The double sum in Eq. 3, to simulate the second-order component of the sea surface elevation process, may be rewritten as
where t p = p∆t, ω m = m∆ω and ω n = n∆ω; m, n, p = 1, 2, ..., N . Also, ∆t = T /N , where T is the period (duration) of the simulations and ∆ω = 2π/T . Performing this sum (as given by Eq. 7) is computationally inefficient even for moderate values of N , as a total of N 2 terms are to be summed. Therefore, we seek an implementation based on the IFFT (inverse Fast Fourier Transform) technique. We start by rewriting the double summation in Eq. 7 as an equivalent single summation as follows:
Note that the term within the summation in Eq. 9 is the definition of the inverse discrete Fourier transform of Y ± j , which can be efficiently computed using inverse Fast Fourier transform (IFFT) techniques, such that
The Fourier coefficients Y ± j are obtained by "equating" Eq. 9 to Eq. 7. This involves conversion of a two-dimensional sum over N 2 terms to a one-dimensional sum over N terms by collecting all (m, n) pairs that yield a sum, or difference, equal to j, for sum-and difference-frequency interactions, respectively. For example, (m, n) = (1, 3), (2, 2) and (3, 1) would all yield a sum for j = 4; so, these three X + mn contributions must be collected to form Y + 4 . Note that both the time index, p, and the frequency indices, j, still range from 1 to N .
For sum-frequency interaction, as m and n range from 1 to M , the sum, (m + n), ranges from 2 to 2M . Note that more than one (m, n) pair may result in the sum, j = m + n. The Fourier coefficients Y
with Y + 1 = 0. For difference-frequency interactions, as m and n range from 1 to M , the difference, (m − n), ranges from −(M − 1) to (M − 1). Note that Eq. 7 requires only cosine terms to be computed, and since cos(ψ m − ψ n ) = cos(−(ψ m − ψ n )), negative difference-frequencies have the same effect as positive difference-frequencies. Therefore, we need to concern ourselves only with cos(|ψ m − ψ n |) or, effectively, with |m − n|. When creating the terms Y − j , we need to keep the consistent phases, φ − mn (= φ m − φ n ), to make sure the IFFT-based simulation (Eq. 9) is the same as the summation-based simulation (Eq. 7). Following from the symmetry of the cosine function, we need
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with Y − j = 0 for j ≥ M . Using the procedure described above, we can obtain the coefficients, Y ± j , for Eq. 9 from Eqs. 11 and 13, and simulate the time series of the second-order sea surface elevation, η 2 (t p ), using Eq. 10.
Second-order components of the wave kinematics, such as the horizontal particle velocity at x = 0 and at a depth z, u(0, z, t p ), and the horizontal particle acceleration,u(0, z, t p ), can be simulated by a similar approach. Again, to simplify notation, we denote these variables as u(z, t p ) andu(z, t p ). By substituting the second-order velocity potential (Eq. 5) in the definition of particle kinematics given by Eqs. 6, we obtain the following expressions for velocity and acceleration:
where ℑ(·) denotes the imaginary component of the argument, and
Also, sgn(q) denotes the signum function such that
The simulation of particle velocity and acceleration according to Eqs. 14 and 15, respectively, requires a double summation. We can reduce these double summations to single summations just as we did for sea surface elevation, and can readily simulate particle velocity and acceleration according to the following equations:
The Fourier coefficients, W ± j , in Eq. 20 andẆ ± j in Eq. 21, are assembled from the coefficients, U ± mn anḋ U ± mn , respectively, using exactly the same approach as for the coefficients, Y ± j , in Eq. 9 that were in turn assembled from the coefficients, X ± mn , in Eq. 7. A flowchart for calculation of irregular nonlinear wave kinematics and resulting hydrodynamic loads is described in Fig. 3 . These calculations are implemented in the computer program FAST for coupled aero-servo-hydro-elastic analysis of offshore wind turbines. A switch for irregular wave model (linear or nonlinear) is the only additional input to be provided by the user. Because of the use of the efficient simulation algorithm described above, the computation time for nonlinear irregular model is similar to that for the linear irregular waves, and a large number of time-domain simulations required for load extrapolation can easily be performed. 
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III.C. Wave Simulation Example
We simulate linear and nonlinear waves with significant wave height, H s , of 7.5 m. We assume a peak spectral period, T p , of 12.3 sec, and use a JONSWAP spectrum. A water depth of 20 m is assumed (same as for the wind turbine model discussed later in the paper). Based on 50 simulations, each of 10-minute duration, average value of statistical moments, maxima and extreme peak factors for the sea surface elevation process, simulated using linear and nonlinear irregular waves, are summarized in Table 1 . Statistical moments are computed from the simulated time series, and they were found to match the target moments computed from a theoretical formulation presented by Langley. 13 Nonlinear waves have a non-zero skewness and a kurtosis larger than three, which indicates the non-Gaussian character of these nonlinear waves. Because of the larger skewness and kurtosis and, hence the somewhat larger peak factor, associated with nonlinear waves, extremes based on the use of a nonlinear wave theory are larger than those based on linear waves. Since nonlinear waves tend to have sharper crests, the maximum of the sea surface elevation is larger (by about 1 m or 18%) than is the case for linear waves.
Estimates of the maximum horizontal particle velocity, u max , and acceleration,u max , at the free surface are presented in Table 2 . It is clearly seen that maximum velocity and acceleration values increase when nonlinear waves are modeled, and the increase is about 40% for the water depth of 20 m. Table 2 also shows that influence of nonlinear waves decreases with increase in water depth. This is because at larger water depths, waves tend to become more and more linear.
As a result of larger particle velocities and accelerations, the hydrodynamic loads, and hence the lateral base forces, on a monopile would be larger for nonlinear waves, compared to those for linear waves. Furthermore, due to larger wave heights for nonlinear waves, it is expected that a greater portion of the monopile would get submerged and, as a result, the loads would be further amplified. For a more detailed discussion of influence of nonlinear waves on drag and inertia forces, and how forces vary for a range of monopile diameter and water depths, the reader is referred to a previous study by authors. 
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IV. Effect of Wave Model on Turbine Loads
We now investigate how the alternative wave models discussed above affect the response of an offshore wind turbine. We focus on the fore-aft tower bending moment and the shear force at mudline, as these are directly effected by waves. Loads on the turbine rotor, on the other hand, are not affected as much by waves as by wind. In the following, we first discuss the turbine model used, and then compare time-series and statistics of the fore-aft tower bending moment resulting from linear and nonlinear wave models. We finally compute loads for a return period of 20 years in order to assess influence of the alternative wave models on long-term loads.
IV.A. Turbine Model
A 5MW wind turbine model developed at NREL 23 closely representing utility-scale offshore wind turbines being manufactured today is considered here. The turbine is a variable-speed, collective pitch-controlled machine with a maximum rotor speed of 12.1 rpm; its rated wind speed is 11.5 m/s. It is assumed to have a hub height of 90 meters above the mean sea level, and a rotor diameter of 126 meters. It is assumed to be sited in 20 meters of water; it has a monopile support structure of 6 m diameter, which is assumed to be rigidly connected to the seafloor. The turbine is assumed to be installed at an IEC Class I-B wind regime site.
4 A Kaimal power spectrum and an exponential coherence spectrum are employed to describe the inflow turbulence random field over the rotor plane, which is simulated using the computer program, TurbSim.
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For the hydrodynamic loading on the support structure, irregular long-crested waves are simulated using a JONSWAP spectrum. 33 This same wave spectrum is used for simulating linear and nonlinear irregular waves. Hydrodynamic loads are computed using Morison's equation (Eq. 1); Wheeler stretching 5 is used to represent water particle kinematics and hydrodynamic loads up to the changing instantaneous sea surface.
IV.B. Turbine Response
We consider environmental conditions involving a significant wave height of 7.5 m with a mean wind speed of 18 m/s. This combination of V and H s governs long-term fore-aft tower bending moment at the mudline for a return period of 20 years; we will discuss long-term loads later in the paper, and for now, we discuss how linear and nonlinear irregular waves influence the turbine response. Table 3 shows statistics of the fore-aft tower base shear (FATBS) and the fore-aft tower bending moment (FATBM) at the mudline, averaged over 100 ten-minute simulations. The 10-minute maximum FATBM with the nonlinear waves is 99 MN-m, which is about 9% larger than that due to the linear waves. The maximum FATBS due to the nonlinear waves is, however, almost 27% larger than that due to the linear waves. Note that because of a larger lever arm (hub height of 90 meters), aerodynamic forces on the turbine rotor have a greater influence on the fore-aft tower bending moment than they have on the fore-aft tower base shear (see 34 for more details on how wave nonlinearity affects tower loads in presence and absence of wind). Shear forces at the base of the tower are influenced more directly by hydrodynamic loads, hence the larger sea surface elevation and particle kinematics due to nonlinear waves result in a greater increase in base shear than in bending moment. Table 3 . Comparison of 10-minute statistics, averaged over 100 simulations, of the fore-aft tower base shear (FATBS) and the fore-aft tower bending moment (FATBM) at the mudline for linear and nonlinear waves, for a JONSWAP spectrum with Hs = 7.5 m and Tp = 12.3 sec, and wind speed, V = 18 m/s.
FATBS (MN) FATBM (MN-m)
Wave Model → linear nonlinear linear nonlinear We can further understand hydrodynamic loads by studying the non-Gaussian character in these load processes. The degree to which a process is non-Gaussian relates to the extent by which its skewness deviates from zero and its kurtosis deviates from three. A process with a positive skewness and a kurtosis greater than three (as is the case here) will generally lead to larger peak factors. This will, in turn, result in larger extremes associated with any specified rare probability level compared to those predicted for a Gaussian process. Note that it is such low exceedance probability levels that are of eventual interest in predicting long-term loads for ultimate limit states. Table 3 shows that skewness, kurtosis and peak factor estimates from the simulations are always larger with nonlinear waves. As a result, extreme loads predicted based on the use of nonlinear waves will also be larger. Furthermore, increments in skewness, kurtosis and peak factor (or deviations from the Gaussian) due to nonlinear, and non-Gaussian, waves are larger for the base shear than for the bending moment; this, again, is because waves affect base shear more directly.
We study a representative 200-second segment from a single ten-minute simulation time history to further understand the influence of wave nonlinearity. Figure 4a shows that crests of the sea surface elevation process, and those of fore-aft tower bending moment and base shear, are systematically higher for the nonlinear wave model than for the linear model. Moreover, the maxima of tower loads occur almost at same instant as the maxima of sea surface elevation, which clearly indicates that the maxima of tower loads is influenced by waves. In a previous study, 34 correlations of occurrences of large loads and large wave heights have been used to show that the influence of the nonlinear wave model on extreme loads becomes more pronounced at larger wave heights.
The power spectrum of the sea surface elevation (Fig. 4b ) for the nonlinear case shows a secondary peak at about 0.16 Hz, which is twice the spectral peak frequency of 0.08 Hz (since T p = 12.3 sec), and another small peak close to a zero frequency. Such secondary peaks arise due to sum and difference interactions of frequencies according to the second-order nonlinear wave model (see Eq. 3). These secondary peaks also appear in power spectra of both the tower base shear and the tower bending moment (Fig. 4b) . The tower bending moment power spectrum has a significant peak at around 0.27 Hz, which is the natural frequency for the first bending mode of vibration of the tower in the fore-aft direction; the peak is somewhat suppressed but that is due to the aerodynamic damping from turbine rotor. 31, 35, 36 These observations suggest that tower dynamics, which may be important in the overall response, may be influenced by the nonlinear waves.
Using the statistics, time-series and power spectral density of load process, we have shown that the nonlinear waves, which better represent waves in the shallow water depths, can influence the tower loads. We next discuss how nonlinear waves affect long-term tower loads, which are relevant in the design of offshore wind turbines. . Empirical probability distributions of ten-minute maxima of the fore-aft tower bending moment at the mudline based on 500 ten-minute simulations.
IV.C. Long-term Loads
In the design of offshore (as well as onshore) wind turbines, one is required to compute long-term loads for a return period on the order of 20 or 50 years. Such long-term loads, according to the design standard 4 from International Electrotechnical Commission (IEC), are to be computed using the statistical extrapolation method. The load extremes data required for the statistical extrapolation in obtained by stochastic turbine response simulations in time domain. While we have so far discussed how nonlinear waves influence the turbine response for a given environmental state, we now discuss how long-term loads differ when irregular waves are modeled using linear or nonlinear theory. We would like to note that the effect of the alternative wave models on long-term turbine loads was discussed in detail in a previous study 34 by authors, and we briefly present a few results here to highlight why it is important to incorporate the nonlinear irregular waves in the coupled simulation of offshore wind turbines, which is the focus of this paper.
In the statistical extrapolation using the so-called direct integration method, one estimates the turbine nominal load for design, l T , associated with an acceptable probability of exceedance, P T , or, equivalently, with a target return period of T years, as follows:
where f X (x) represents the joint probability density function of the environmental random variables, X, and L represents the load measure of interest. For different trial values of the load, l T , Eq. 22 enables one to compute the long-term probability by integrating the short-term load exceedance probability conditional on
, with the relative likelihood of different values of X. This method, while exact, is expensive as one is required to integrate over the entire domain of all the environmental random variables. In this study, two environmental random variables comprise X; these are the ten-minute average wind speed, V , at hub height in the along-wind direction and the significant wave height, H s , for waves assumed to be aligned with the wind. The direct integration method is numerically very expensive. An alternative to compute long-term loads is the inverse first-order reliability method (FORM)
37 (see Appendix), which has been shown in an earlier study 38 to be as accurate as the direct integration method for the same offshore wind turbine. The longterm loads discussed in the following have been derived using the inverse FORM. The focus here is how the short-term load distributions, which are required in both the inverse FORM and the direct integration method, are affected when linear or nonlinear irregular waves are used. Figure 5 shows empirical short-term probability distributions of ten-minute load (fore-aft tower bending moment at the mudline) for the two environmental states: (a) V = 16 m/s and H s = 5.5 m, which governed long-term loads when linear waves were used, and (b) V = 18 m/s and H s = 7.5 m, which was the governing environmental state for nonlinear waves. The distributions of load maxima for linear and nonlinear waves are quite different for V = 18 m/s and H s = 7.5 m while they are almost identical for V = 16 m/s and H s = 5.5 m, which shows that nonlinear waves have a greater influence on extreme loads for larger significant wave heights. Table 4 shows extrapolated 20-year loads estimated using the inverse FORM. Listed are the median estimates of long-term loads obtained from ten sets of 50 simulations. To estimate the desired fractile level corresponding to the return period of 20 years, a two-parameter Weibull distribution was fitted to the abovemedian (i.e., the largest 25 load extremes out of 50) load extremes. The required exceedance probabilities (estimated using Eq. 32) are 2.03 × 10 
V. Summary and Conclusions
We incorporated a second-order nonlinear wave model in the coupled aero-servo-hydro-elastic simulation of offshore wind turbines in time domain. The objective was to have an irregular wave model that is more appropriate for shallow water depths, where most offshore wind turbines are sited, than the commonly used linear irregular wave model. We presented the theoretical formulation for the second-order nonlinear irregular waves as developed by Sharma and Dean. 9 We outlined an efficient algorithm for numerical simulation of sea surface elevation and water particle kinematics for irregular nonlinear waves.
We investigated the effect of linear versus nonlinear irregular wave models on the response and the longterm loads for a utility-scale 5MW offshore wind turbine sited in 20 meters of water. This turbine has a monopile support structure (a cylinder of 6 m diameter). Our focus was primarily on the fore-aft tower bending moment at the mudline. Using a representative environmental state, we showed that the nonlinear waves result in larger loads than those due to linear waves. The loads due to nonlinear waves tend to be more non-Gaussian and, therefore, extreme loads due to nonlinear waves are predicted to be larger. Moreover, nonlinear waves also influence the dynamic behavior of the tower loads.
Finally, we studied the influence of the alternate irregular wave models on the short-term load distributions, and on the long-term loads, which are of interest in the design of turbines, for a return period of 20 years. It was found that the loads associated with rare fractile levels in short-term distributions and the long-term loads can be significantly higher when nonlinear waves. In other words, estimated long-term loads can be unconservative if the simplistic linear irregular wave model is used. 
VI. Appendix
In the above, k is the wave number which is related the frequency, ω, and the water depth, h, via the dispersion relation. Related parameters that are needed are given as follows:
where g refers to acceleration due to gravity.
VI.B. Inverse First-order Reliability Method
In the inverse FORM, for the present application, one considers a surface in a three-dimensional space, Y = (V, H s , L), of physical random variables, on one side of which (i.e., the "failure" side), it is assumed that L > l T . It is possible to mathematically transform this space to an independent standard normal space U = (U 1 , U 2 , U 3 ). A sphere of radius, β, in the standard normal space is defined as follows:
This sphere is such that all values of U within it occur with a probability greater than P T while all values outside it occurs with a probability less than P T . It is noted here that β is directly related to the target probability of load exceedance; namely, P T = Φ(−β), where Φ() represents the cumulative distribution function of a standard normal random variable. The transformation of the random variables involved from the physical space, Y , to the standard normal U space is carried out via the Rosenblatt transformation such that F V (v) = Φ(u 1 ), F H|V (h) = Φ(u 2 ), and F L|V,H (l) = Φ(u 3 ), where F () denotes the cumulative distribution function in each case. A point on the sphere defined by Eq. 31 where the load attains its maximum value is the "design" point, and this load represents the desired nominal T -year return period load, l T .
According to inverse FORM, we estimate the load for the fractile level, p 3 = Φ(u 3 ), for all possible (V, H s ) pairs, and largest of such load fractiles is the nominal load, l T . Based on Eq. 31, the fractile level, p 3 , corresponding to the target reliability index, β, is obtained as follows:
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