Abstract
Introduction
Commercial products are beginning to appear that incorporate a microprocessor and configurable logic on a single chip, such as Triscend's 8051-based E5 chips and Arm-based A7 chips [21], Atmel's FPSLIC [3] , Xilinx's Virtex II Pro [28] , and Altera's Excalibur [1] . One purpose of the on-chip logic is to support the incorporation of different numbers and types of peripherals, such as timers, UARTs (universal asynchronous receiver/transmitters), pulse-width modulators, etc. An embedded system designer can thus configure such a chip to have exactly the right combination of peripherals. Such configuration is in contrast to the more typical situation of a designer having to choose from tens or hundreds of different chip variations, each with different combinations of peripherals. The on-chip logic approach enables very high volume production of a single chip design, resulting in reduced cost per chip due to better amortized nonrecurring engineering costs, higher yield, and other economy of scale benefits related to chip fabrication -the Triscend E5 series, for example, is expected to sell for only around $3 per chip [4] .
A second purpose of the on-chip logic is to implement coprocessors and other custom logic that would otherwise have been implemented using a separate applicationspecific integrated circuit (ASIC) chip. This reduces the number of chips in a system, which can have extremely important advantages in cost and size sensitive embedded systems.
We propose that available configurable logic can be additionally used for a third purpose, namely for reducing the energy of the software running on the microprocessor. Low energy is an increasingly important requirement in embedded systems, allowing for longer battery life, among other things.
Our approach makes use of the situation of embedded systems typically executing a single program for their lifetimes -the program is "fixed." For example, the program executing on a microprocessor in a digital camera typically does not change during the camera's lifetime. The approach also makes use of the situation of many embedded system programs spending a large percentage of their runtime in a few small loops, and of such programs repeating a main task with a given period.
In short, the approach consists of profiling the fixed program using representative input stimuli, detecting the most critical loops, re-implementing the program so that some subset of those loops execute on the configurable logic while the microprocessor waits in a low-power state, and taking advantage of the resulting faster task completion by putting the entire system in a low-power state during the greater idle-time of the task's period. Alternatively, we can take advantage of the faster task completion to run the entire system at a lower voltage, until the task executes at the same speed as the original all-software implementation -yielding even greater energy savings than the low-power state method.
Although software speedups using configurable logic have been reported by many previous researchers, such speedup does not necessarily imply reduced energy. Configurable logic tends to consume much more power than software. Since energy is the product of power and time, the power increases that accompany speedup could result in energy decreases or increases.
In this paper, we present our hardware/software partitioning approach and the energy results of such partitioning through estimation for a 32-bit MIPS-based device, and through physical measurements of two lowcost devices having an 8-bit 8051 microprocessor with onchip configurable logic and a similar 32-bit ARM system. We also estimate the additional savings had those three devices been voltage scalable.
Previous Work
Extensive previous work has examined the performance benefits of partitioning a program among a microprocessor and configurable logic (e.g., [2] [12]), including systems that can page new hardware in and out on demand [10] [27], as well as language support for partitioning [9] . Such hardware/software partitioning can integrate the logic at various levels with the microprocessor, including within the datapath, on the memory bus, on the peripheral bus, or even through a special port of the microprocessor. Tighter integration tends to support the addition of custom microprocessor instructions, while more distant integration tends to support co-processing.
Extensive work on general hardware/software partitioning, in which the hardware component is implemented on configurable logic or as an ASIC, has also been performed (e.g., [5] [6][17] [22] ).
Improved performance through hardware/software partitioning could result in reduced energy, but not necessarily so. Energy is the product of power and time. While using configurable logic may reduce time, it potentially could increase power such that the energy savings are very small, or even such that energy is increased.
Some researchers have begun investigating the energy advantages of hardware/software partitioning. Henkel [13] [14] partitioned several examples among a microprocessor and semi-custom ASIC, while utilizing low-power idle modes of the microprocessor and custom hardware, obtaining average energy savings of 60% compared to an all software solution. Wan et al [26] partitioned DSP algorithms among the Pleiades project's architecture of a microprocessor connected through an interconnection network to hardware accelerators programmable at multiple levels of granularity, showing 10 times overall energy improvements for certain examples, obtained due to the reduced microprocessor clock enabled by the partitioning.
Our work differs from Henkel's and Wan's in that we utilize standard on-chip configurable logic available in current commodity parts, as opposed to an ASIC or a custom multi-level configurable architecture. While such a commodity part may not achieve as great of energy savings, it does have significant cost and time-to-market advantages over other approaches.
Loop Analysis
We began by profiling a number of examples from Motorola's Powerstone embedded software benchmarks [18] to determine to what extent they spent time executing small loops. If much of their time was spent in a few small highly-iterating loops, then mapping those loops to configurable logic could yield considerable energy improvements. On the other hand, if most time was spent in a few very large loops, or in a large number of smaller loops, then those loops' sizes in hardware might exceed the available on-chip logic capacity. Furthermore, if most time was spent in small loops but those loops only iterated a few times per loop visit, then the cost of switching back and forth between software and hardware would likely outweigh potential savings.
We examined 16 examples, including a voice encoder (adpcm), a cyclic redundancy check (crc), a data encryption standard (des), an engine controller (engine), a fax decoder (g3fax), a JPEG decoder (jpeg), a handwriting recognizer (summin), and a modem encoder/decoder (v42). We executed each example, using the input vectors in Powerstone, on instruction set simulators for a MIPS microprocessor as well as an 8051 8-bit microcontroller. Those simulators were augmented to output instruction traces, and we used an additional tool to parse the traces and gather loop statistics.
Complete results of the loop study appear in [23] . The main results showed that the programs running on the MIPS spend 66% of their time in loops with a static size of 256 instructions or less, while the 8051 programs spent 76% of their time in such loops. Furthermore, 77% of time spent in loops (or 51% of total time) on the MIPS was spent in loops whose static size was 32 instructions or less. More importantly, many of the examples contained several small loops that dominated the execution time, and generally iterated many times per execution. For example, g3fax contains two loops that represent 62% of total execution time and only consist of 6 assembly instructions each. In addition, one of these loops iterates 1,729 times on each visit. For all of the tested examples, the two most frequent loops accounted for 40% of total execution time for the MIPS and over 70% of execution time on the 8051.
Thus, there does exist the potential for good speedups through re-implementing just a few small loops in hardware -but whether such speedup could be obtained, and whether such speedup would result in actual energy savings, depends on the speed and increase in power consumption from using configurable logic.
For our experiments, we modified the Powerstone benchmarks so that they would loop many times, allowing us to achieve more accurate and stable physical measurements. In addition, for several examples, we moved the data initialization code into the main program loop, since data acquisition would occur during every iteration if the benchmark were implemented in an embedded system. These changes cause slightly different loop statistic results than for the same benchmarks described in [23] .
Partitioning Method
Our general method of using the configurable logic for energy improvement consisted of moving as much of the software execution as possible onto the logic. Thus, based on the analysis of the loop regions of a given program, we tried to partition the most time-dominating regions onto the logic. Such partitioning was limited by the size of the logic, so we sometimes had to take the second most timedominating region. In addition, sometimes the best partitioning involved a combination of other regions that together accounted for more of the overall time.
We implemented a given region on the logic by manually writing a synthesizable VHDL model for that region. In doing so, we looked at the C source code to determine the region's high-level behavior, and we then wrote the best performing VHDL model that we could, with knowledge of the size limit of the configurable logic. Sometimes that model looked very similar to the C code, but other times it could be quite different. Finding the best set of regions for implementation on the configurable logic, and creating the best synthesizable model of those regions, provide two dimensions to the hardware/software partitioning problem that are interdependent. We relied on human design expertise to find the solutions for each example. Automated exploration involving both dimensions (most automated approaches only consider the first dimension) remains an area of future work.
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If multiple synthesizable regions were mapped to the configurable logic, we included them as sub-states of a single state machine, so that when synthesized they would share hardware. Such sharing was possible because we were guaranteed that the regions would not execute concurrently to one another, since they came from sequential software.
Our target architecture was based on the Triscend E5 and A7 chips. A general view of the E5 chip's architecture is shown in Figure 1 . Communication between the microprocessor and configurable system logic (CSL) takes place via shared memory and several direct signals. The E5 uses an 8051 microprocessor (8-bit) and the A7 uses an ARM microprocessor (32-bit). We also evaluate results assuming a MIPS (32-bit) processor, as will be described. For the MIPS experiments, the architecture is slightly different. We removed the DMA because the execution of the microprocessor and the custom hardware are mutually exclusive. This has the advantage of a smaller system, but increases the complexity of the custom hardware by requiring the memory communication to be implemented in the configurable logic.
We implemented each partitioning by replacing the selected software regions with handshaking behavior. The software would activate the CSL using a start signal, and then wait for the CSL to set a done signal. The microprocessor enters a low-power state while waiting for the CSL, and the CSL enters a low-power state by not executing while waiting for the microprocessor.
Power and Performance Evaluation
We used the testbenches that come with the Powerstone benchmarks to generate dynamic power and performance data for the benchmarks.
The E5 chip implements a microprocessor and CSL in a 0.35 micron technology. The A7 chips typically use 0.18 micron techonology, but the version we tested was fabricated using 0.25 micron technology. We took physical measurements, utilizing a digital multimeter, to determine the current and hence the power for our examples. We executed each example first as an allsoftware implementation with the CSL in a low-power 8051 Benchmarks MIPS Benchmarks mode, and then as a partitioned example, utilizing lowpower modes of the 8051 and CSL when the other was active. We enclosed each example in a long-running loop to obtain a stable power reading. Performance was measured by using the serial communication on the chip in order to specify the start and end of the application. A timer running on a workstation measured the differences between the starting and ending times in order to determine the actual execution times.
For our MIPS-based evaluation, we used a simulation-based approach for performance evaluation. We ran each example on a MIPS architectural simulator [8] that outputs the number of cycles each example executes. In order to determine power of the MIPS processor, we use the reported power consumption of a typical MIPS core [19] , based on 0.18 micron technology. All examples ran at 100 MHz with a supply voltage of 1.8V. We used Xilinx's Virtex Power Estimator [24] to estimate power of the configurable logic for each example, also utilizing a 0.18 micron FPGA technology (in particular, the XCV50E). We also used Xilinx's Xpower tool, with similar results. These tools require an estimate of the average switching frequency of the FPGA's internal nets. The Virtex Power Estimator User Guide [25] states that the frequency is typically between 6% and 12%. We thus use 9% as our value.
Any configurable system on a chip requires a way to connect the microprocessor to the configurable system logic. The E5 chip uses what Triscend calls a configurable system interface (CSI) bus. This bus (a simplified version can be seen in Figure 1 ) allows the configurable system logic to access resources without requiring any time from the microprocessor. It also acts as the interface between the configurable system logic and the microprocessor. Fundamentally, the CSI bus consists of an 8-bit data bus and a 32-bit address bus. The power dissipation of the CSI bus can add significantly to the overall power dissipation of the chip.
The number of selectors (connecting the address bus to the configurable system logic) increases as the size of the configurable system logic itself increases. Therefore, the power dissipation of the microprocessor subsystem (microprocessor plus bus) will be different depending on the size of the configurable system logic.
Synthesis of the selected loop regions to the CSL for the E5/A7 was done using the Synopsys FPGA Compiler [20] , and placement, routing and mapping was done by the Triscend tools. All synthesis, placement, and routing for the MIPS examples was done by Xilinx tools.
Software performance for the MIPS examples was evaluated using the MIPS simulator, and counting the number of required cycles. Hardware performance for a given loop was evaluated by counting the number of cycles required by the synthesized hardware to execute the loop. Because some loops had multiple paths, we conservatively considered the longest path only.
Our results are based on the assumption that the power consumption of the system in power-down mode is insignificant during the idle period that is created from the speedup. Depending on the actual system used, the power may be higher, resulting in slightly lower energy savings. Table 1 contains information regarding the software examples. Size corresponds to the static size of the application in terms of instruction bytes. Therefore, for the MIPS, the number of instructions is the size divided by four. For the 8051, the number of instructions ranges between the total size and the size divided by three. This is because the 8051 uses variable length instructions, ranging from 1 byte to 3 bytes. Loop Size is the static number of instruction bytes in the most frequent loops. The Loop Time is the percentage of total dynamic instructions that are executed in these loops. CSL Size is the number of CSL blocks required by the CSL in order to implement the most frequent loops in hardware. For the 8051-based device, each CSL block corresponds to . This is due to the fact that the MIPS is a 32-bit RISC processor and the 8051 is an 8-bit CISC processor. The CSL size differs for the two systems because of different synthesis tools and target combinational logic. The MIPS system uses the Virtex XCV50E from Xilinx which has a total of 1728 logic cells and the 8051 system uses the Triscend E5 chip which has 2048 CSL blocks. Both devices use blocks that consist of 4-bit lookup tables.
Results

Estimated Results for a MIPS-Based Device
Results for several PowerStone examples running on a MIPS simulator are shown in Table 2 . The first several columns describe the performance of the examples. Sw is the total number of cycles to execute the example completely in software. Loop in sw is the total cycles required by the loop when running in software. Loop in CSL is the number of cycles required by the loop when running in custom hardware. Sw/CSL is the number of cycles required to execute the entire program after partitioning. Speedup is the resulting speedup after partitioning. The next three columns show the power consumption, where Sw is the power of the software on the microprocessor, CSL is the power of the custom hardware, and Total is the power of the entire system. The last three columns represent the execution time, energy, and energy savings of the partitioned system. The average speedup for the MIPS examples is 1.46. These speedups were achieved by moving very small amounts of the original application into hardware running on the CSL. In fact, the average percentage of total assembly instructions used by the loops was only 2.2%. This corresponds to an average of 30 instructions and required an average of 241 configurable logic blocks. These loops account for an average of 36% of the total execution time, and was as high as 66% for the crc example.
For our experiments, we used the same clock frequency of 100 MHz for both the MIPS and the CSL. This is based on the fact that many current platforms, such as the Triscend A7, run 32-bit processors and the configurable logic using the same clock.
The power column in the table presents power data for the microprocessor and for the CSL when they are active. By analyzing the E5 device, we estimated for the MIPSbased system that the interconnect power, namely the power consumed by the system buses and shared memory, would be about 0.1W. Furthermore, we are assuming a low-power state of 25% of the active state on the microprocessor [15] , and the CSL's low-power state consisted only of quiescent power, and thus used the following equation to compute total power: Total power = %Sw * Sw + %CSL* (CSL + .25*Sw) + Interconnect Power + Quiescent Power where %Sw is the percent of time spent in software, %CSL the percent time spent in the CSL, Sw is the power of the software when the microprocessor is active, and CSL is the power of the CSL when active. Note that the values shown for software power and CSL power in Table  2 do not include the interconnect and quiescent power. Interconnect and quiescent power are only included as part of total power. The power of the CSL consumed on average 67% more power than the microprocessor. Despite this significant difference, total power increased by only 3% compared to 
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Power (W) the software-only version. The reason for this small increase is that in the partitioned system, the CSL was active for only 10% of total execution time. The average energy savings were 25%. If we had used a CSL switching frequency of 12% rather than 9%, the energy savings would have been 21%. The main limit to energy savings is lack of speedup. Some of the tested examples did not spend enough time in a small loop in order to achieve an effective speedup.
We point out that, although energy savings for the MIPS platform were modest, we achieved average overall speedups of 1.46 without sacrificing energy and in most cases saving a small amount of energy. Also, it is possible that implementing the memory communication in the configurable logic has a considerable power overhead compared to using a DMA component.
Measured Results for Triscend E5
Results for several Powerstone examples on the E5 are shown in Table 3 . All columns labeled Sw correspond to the software only version and Sw/CSL corresponds to the partitioned version. The first several columns show the measured performance results. Speedup is the corresponding speedup after partitioning. The next two columns show the power consumption of the software version and the partitioned version. The final three columns represent energy results.
Note that the average speedup is 7.53. This speedup is achieved by moving an average of 513 instruction bytes into the CSL. Excluding the brev example, which uses by far the largest number of instructions in the loop, the average instruction bytes moved to hardware is only 114.
The reason for this large amount is that the 8051 is an 8-bit processor, and may require a large amount of instructions to implement even a small loop. These instructions account for approximately 76% of the total execution time.
Power consumption only increased by an average of 18 milliwatts compared to the software versions. This resulted in energy savings of 71.2%.
Measured Results for Triscend A7
We have recently started testing energy savings on the Triscend A7 chip, which combines a 32-bit ARM processor with configurable logic. The results so far are shown in Table 4 .
The average speedup for the three examples was 2.32. Power consumption only increased by an average of 8 milliwatts when using the CSL. This resulted in energy savings of 53.2%.
Comparing these three systems shows that the E5 achieves the greatest energy savings. This is due mainly to the large speedups that were achieved on the E5. This was possible because the 8051 on the E5 is a relatively slow microprocessor compared to the MIPS and ARM. Therefore, given the same percentage of execution time for a loop, it is much easier to get a larger speedup using the E5. We do not have loop analysis results for the ARM processor and therefore could not compare the percentage of total execution time of the loops. We thus assume that the speedup of crc is higher on the A7 than on the E5 due to the application spending more time in the implemented loops on the ARM processor for this example. All three devices showed similar power increases when using the 
Potential Results with Voltage Scaling and Low-Power Configurable Logic
Voltage-scalable processors are increasing in popularity in low-power embedded systems. Since much of the power consumed in CMOS-based systems is proportional to the voltage-squared, reducing voltage to the minimum possible while meeting timing constraints can yield excellent power savings. In this section, we update our results based on hypothetical microprocessor/CSL devices that are voltage scalable.
The large speedups achieved by implementing loops in the CSL creates the potential for reducing the voltage and clock frequency of the system to a point where performance is equal to that of the software version, but yet consumes much less power due to the quadratic reduction in power. We know of no current devices that implement voltage scaling for CSL. However, we can estimate the energy consumption of such a system for the previous examples, using the following formulas [11] :
where T is the delay of the critical path, V is the supply voltage, V t is the threshold voltage, and k is a designdependant constant.
Using the previous formulas, we are able to derive an equation for determining the clock frequency at a given supply voltage:
where F is the clock frequency.
We first estimate the delay of the critical path by using the maximum clock frequency. Using this delay, we can determine k. We use a threshold voltage of 0.8 V. The normal supply voltages for the systems are 1.8 V for the MIPS, 2.5 V for the A7, and 3.3 V for the E5. We next determine how much we can reduce the clock in order to match the performance of the software-only design. With this information, we can determine the minimum supply voltage that allows the design to run at the reduced clock speed. Once we have determined this voltage, we can estimate power for the voltage-scaled system in the following way:
where P o , V o , and F o are the power, voltage, and clock frequency of the system before voltage scaling, C is the capacitance of the system and a is the switching fequency. P, V, and F are the power, voltage, and clock frequency after voltage scaling. Therefore, we are first estimating the capacitance of the system in terms of the power, voltage, switching activity, and clock frequency. Once we have determined C, we can estimate the power of the voltage scaled system using the power of the original system and the voltages and clock frequencies of both systems. Results are shown in Table 5 . PSR is the potential speed reduction of the system while still achieving the same performance as software. CLK is the updated clock frequency used to achieve this speed reduction. The original clock speeds were 100 MHz for the MIPS, 40 MHz for the A7, and 25 MHz for the E5. V is the lowest voltage possible for the given clock speed, assuming the appropriate technology for each device. Power, energy, and savings are the results of the entire system based on the new voltage and clock. Power is measured in Watts and energy is in Joules. Note that the Triscend A7 and E5 do not support voltage scaling, but we are estimating the results in order to show the potential benefits of such scaling. There are currently voltage scalable ARM-based chips available [15] [16] but none of them currently contain configurable logic. Although the A7 doesn't support voltage scaling, it does support clock scaling. We tried using the speedups to slow the clock down, but found almost no energy savings, compared to the normal partitioning, due to a linear increase in execution time and linear decrease in power consumption. In some cases, clock scaling may lead to worse energy consumption due to a slightly nonlinear decrease in power. This occurs because some of the power consumption on this chip is unrelated to the clock, i.e. quiescent power.
Notice that the savings shown in Table 5 for the MIPS based system increased from 25% to 39% when using voltage scaling. For the A7, energy savings improved from an average of 53% to 75%. The E5 improved from 71% to 89%.
Furthermore, as configurable logic continues to find its way into final products rather than just prototypes, lowpower configurable logic will likely begin to appear (most low-power FPGAs today are actually just low-power when idle, and still consume much more power than microprocessors). A low-power FPGA by George [7] showed power reductions of an order of magnitude over commercial low-power FPGAs.
Conclusions
We examined the potential benefits of using on-chip configurable logic to reduce software energy by moving critical loops to the configurable logic in order to decrease execution time. We based our target architecture and our time and power evaluation on commercial commodity chips with configurable logic available at low cost. We conservatively estimated savings of 25% for a 32-bit MIPS microprocessor based device, while we found through physical measurements energy savings of 71% for a commercial 8-bit microprocessor based device, and 53% for a commercial 32-bit microprocessor based device. We also showed that if voltage scalability were added to such devices, the energy savings could be increased substantially. Furthermore, we showed that the configurable logic currently consumes much more power than the microprocessor -pointing to the need for lowpower configurable logic.
Energy savings could be further improved by parallelizing the execution of the software and configurable logic when possible, by considering moving entire subroutines rather than just loops to the configurable logic, and by parallelizing the hardware through loop unrolling and other means -these remain areas for future investigation. Furthermore, as on-chip configurable logic size increases, more software can be mapped to that logic, for even greater savings.
