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1. Introduction
Volcanic unrest is often accompanied by anomalous geophysical and geochemical signals that are general-
ly attributed to processes within the subvolcanic plumbing system (Salvage et al., 2017). Precise eruption 
forecasting remains a key issue in volcanology and depends on the correlation of volcanic precursors to sub-
surface causative mechanisms (Magee et al., 2018; Sparks, 2003). A major challenge in volcano monitoring 
is to establish whether a period of volcanic unrest will culminate in an eruption or wane without eruptive 
activity (Gottsmann et al., 2017; Phillipson et al., 2013; Sparks et al., 2012).
Volcano deformation is a prevalent observable during volcanic unrest (Sparks et al., 2012) caused by pres-
sure changes in the magma reservoir (Lisowski, 2006). Geodetic modeling exploits observed surface dis-
placement to constrain source properties (e.g., pressure changes) and mechanisms driving unrest periods 
(e.g., Delgado et al., 2018; Gottsmann, Biggs et al., 2020; Head et al., 2019; Hickey et al., 2016).
Volcanic aquifers are sensitive to magmatic stressing which manifests as pore pressure variations and 
head changes (Newhall et al., 2001). For instance, well-level changes prior to the volcanic eruption of 
Abstract Pre-eruptive electrical signals at active volcanoes are generally interpreted in terms of 
electrokinetic processes. Spatio-temporal self-potential (SP) signals can be caused by strain-induced 
fluid flow in volcanic aquifers, however, previous studies lack the quantitative assessments of these 
phenomena and the underpinning poroelastic responses. Here we use Finite-Element Analysis to study 
poroelastic responses induced by subsurface stressing from sill and dike sources by jointly solving for 
ground displacements, pore pressure, and SP signals. We evaluate the influence of pressure source 
orientation on the poroelastic response in two different volcanic aquifers (pyroclastic and lava flow) to 
provide insights on emergent geodetic and SP signals and their sensitivity to governing parameters. Strain-
induced SP amplitudes deduced from a reference parameter set vary in both aquifer models and are of 
negative polarity (−0.35 and −22.6 mV) for a pressurized dike and of positive polarity (+4 and +20 mV) 
for a pressurized sill. Importantly, we find uniquely different SP and ground displacement patterns 
from either sill or dike intrusions. Our study shows that SP signals are highly sensitive to the subsurface 
Young's modulus, streaming potential coupling coefficient and electrical conductivity of the poroelastic 
domains. For the set of parameters tested, the dike model predicts SP amplitudes of up to −947 mV which 
are broadly representative of recorded amplitudes from active volcanoes. Our study demonstrates that 
electrokinetic processes reflect magma-induced stress and strain variations and highlights the potential of 
joint geodetic and SP studies to gain new insights on causes of volcanic unrest.
Plain Language Summary Prior to a volcanic eruption a variety of geochemical and 
geophysical precursors may occur. For example, the subsurface accumulation of magma can result in 
volcano uplift. Pressure changes associated with the arrival of new magma can cause fluid flow in aquifers 
and generate a naturally occurring electrical signal. Here we use computer models to study whether 
electrical signals can be used to determine the processes behind magma accumulation. We find that the 
electrical signals mirror patterns of volcano deformation signals with distinct patterns for different storage 
geometries (vertical vs. horizontal storage). Predicted values of signals are similar to those measured 
at active volcanoes. This indicates that our multiphysical approach provides insights into subsurface 
processes beneath active volcanoes prior to an eruption.
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Usu in 2000 has been ascribed to strain-induced groundwater flow caused by an inflating magma reservoir 
(Shibata & Akita, 2001). This phenomenon has been observed at several volcanoes (e.g., Mayon, Sakuraji-
ma, Vesuvius; Newhall et al., 2001, and references therein) and is generally known as poroelasticity due to 
the coupling between solid deformation and fluid flow (Wang, 2000).
It is widely recognized that the electrical self-potential (SP) method is sensitive to subsurface fluid flow 
in aquifers and hydrothermal systems (e.g., Corwin & Hoover, 1979; Revil et al., 2012). SP anomalies 
in volcanic areas show a recognizable feature known as volcano-electric effect (positive SP anomalies 
above the volcanic summit; Revil, Saracco et al., 2003) resulting from upwards migrating hydrothermal 
fluid (Zlotnicki & Nishida, 2003) or from a conductive structure beneath the crater (Ishido, 2004). The 
SP method is a powerful tool to map hydrothermal systems and morphological features of volcanoes 
(e.g., Barde-Cabusson et al., 2014; Revil et al., 2011; Villasante-Marcos et al., 2014) but also to monitor 
volcanic activity (Zlotnicki, 2015). Anomalous electrical signals have been observed during periods of 
volcanic unrest at several volcanoes (Hashimoto & Tanaka, 1995; Zlotnicki et al., 2001, 2005) and even 
appear prior to other geophysical signals (e.g., seismicity; Zlotnicki, 2015, and references therein). SP 
tomography and 3D time-lapse inversion algorithms can accurately identify water flow patterns and 
SP source locations if the subsurface resistivity structure is known (e.g., Crespy et  al.,  2008; Jardani 
et al., 2008, 2007) with application to active volcanic systems (e.g., Vulcano [Revil et al., 2008] and Ton-
gariro [Miller et al., 2018]).
SP measurements are inexpensive, non-intrusive, and efficient (Nyquist & Corry, 2002). The link between 
electrokinetic processes and solid deformation has already been approached theoretically (Revil, 2007), nu-
merically (Mahardika et al., 2012; Revil & Mahardika, 2013), and tested in a sandbox experiment (Crespy 
et al., 2008). However, the use of SP anomalies for interrogating volcanic unrest phenomena from strain-in-
duced fluid flow has not yet been tackled. Here we develop a suite of novel numerical models solving for 
poroelastic effects due to magmatic stressing to jointly and simultaneously evaluate resultant geodetic and 
SP signals from fluid flow in volcanic aquifers.
2. Methods
2.1. Poroelasticity
Poroelasticity describes the interaction between an elastically deforming solid and fluid flow (e.g., 
Wang, 2000; see Appendix A for constitutive equations). In a poroelastic medium, fluid absorbs stresses 
from solid mechanics, which in turn drives fluid flow. The fluid translates changes in volumetric strain 
(Equation A4) to pore pressure. Compression (decrease in pore space) is accompanied by an increase in 
pore pressure, dilation by a decrease. As a result fluid can either be expelled from or pulled into a porous 
media by compression or dilation, respectively (Comsol, 2008; Wang, 2000).
2.2. Self-Potential
The electrical SP is a naturally occurring electrical potential difference (Sill,  1983). The most important 
source mechanisms in volcanic areas are assigned to the electrokinetic, electrochemical, and thermoelectric 
effect (e.g., Michel & Zlotnicki, 1998). Electrokinetic processes are caused by fluid flow through a porous 
media in response to a hydraulic pressure gradient (e.g., pore pressure variations). This gives rise to the 
streaming potential, provided the presence of the electrical double layer (EDL) (Figure 1). The EDL forms 
in the pore fluid within a fluid-saturated porous media and is divided into the immobile Stern and mobile 
diffuse layer. Ions in the Stern layer are adsorbed to the mineral boundary to balance the electric charged 
grain surface which can develop from chemical reactions with the pore fluid. Excess charge (ionic charges 
of both polarities) accumulates in the diffuse layer which can be mobilized and transported with the fluid, 
generating a streaming current and consequently a SP signal (e.g., Revil & Florsch, 2010; Revil et al., 2012; 
Revil, Naudet et al., 2003). In this study, we focus exclusively on SP signals resulting from electrokinetic 
processes (see Appendix B for theoretical background).




We use COMSOL Multiphysics (v5.3) to develop a suite of finite-element (FE) forward models that solve for 
solid mechanics, poroelasticity, and electrokinetic processes. Figure 2 illustrates the model setup including 
an overview of material properties and applied boundary conditions. We utilize a 2D model geometry with 
horizontal extent of 100 km in x-direction and vertical dimension of 50 km (z) to construct a layered, het-
erogeneous model space consisting of host rock (bottom), aquifer (middle), and cap rock (top). A deform-
ing vertical magmatic intrusion (dike) is embedded in the purely elastic host rock, stressing the overlying 
domains. A dike promotes the transport of magma from a deep-seated reservoir toward the surface (Gud-
mundsson, 2012), while dike pressurization results from injection of new magma (Gudmundsson, 2011) 
provoking vertical opening (Magee et al., 2018). We modify the approach by Hickey & Gottsmann, (2014) 
and implement the pressurized dike as a Bézier polygon instead of a rectangular cavity to reduce meshing 
problems, which would occur around the edges when using a cavity. The 5 km long dike top is located 
at a depth of 4 km below the free surface and centered at x = 0 km (Figure 2). We assume instantaneous 
pressurization, by allocating a stepped overpressure (ΔP) of 10 MPa at t = 10−7 d to the boundaries of the 
Bézier polygon. We apply a free surface boundary condition at the top of the model, roller conditions (free 
of vertical displacement) at the lateral boundaries, and a fixed constraint at the model bottom. Stress and 
displacement at the internal boundaries are continuous.
Poroelastic and electrokinetic processes are incorporated within aquifer and cap rock, by manually cou-
pling solid-to-fluid mechanics (Strehlow et al., 2015) and resultant hydroelectric effects (Comsol, 2008). 
Both domains are assumed to be fully saturated with water, which allows us to use a single-phase fluid. 
Consequently, no time-dependent saturation from the aquifer into the cap rock is considered for the pur-
pose of simplicity. Incorporating fluid flow in the cap rock allows us to capture potential groundwater 
flow from the aquifer into the overlying domain. Additionally, pore pressure variations in the cap rock 
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Figure 1. Simplified illustration of the electrical double layer in a fluid-saturated porous media. A mineral grain 
can develop a surface charge (negative ions, X−) due to chemical reactivity with the pore water. This is balanced by 
positive ions (M+, counterions) within the pore fluid, forming the immobile Stern layer. The remainder of counter- 
and co-ions (A−, negative ions) aggregate within the mobile diffuse layer as excess charge, which can be transported 
with the fluid in the presence of a pressure gradient. In the left figure, counterions and co-ions are represented as 
positive (+) and negative (−) charge, respectively. Figure modified after Revil and Florsch (2010).
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are crucial for superficial SP signals. In our study, we couple electroki-
netic processes to the pore pressure gradient, however, streaming cur-
rent density can also be linked to hydraulic head changes as described 
by Revil, Naudet et al. (2003). Furthermore, during electrokinetic pro-
cesses, the generation of the streaming current density induces fluid 
flow of the opposite direction, which is characterized as electroosmotic 
drag or flow. This process is of negligible importance in most applica-
tions (e.g., Revil, Pezard et al., 1999; Rizzo et al., 2004; Sill, 1983), but 
was integrated in our numerical models. However, we find that it does 
not affect the model output significantly.
A no-flow boundary and electrical insulation is applied around both 
layers, while the internal boundary obeys continuity for fluid flow and 
streaming current density. A no-flow boundary condition implies fluid 
flow is confined within the domain with no flow across the boundary. 
Furthermore, we apply a reference potential of φRef = 0 V to the top right 
corner of the cap rock owing to the nature of the electrical potential to 
be a relative measure to a reference point. We set initial pore pressure 
conditions in both domains as hydrostatic (ph = pf gz).
In this study, we investigate coupled poroelastic and electrokinetic effects 
over a time series of 1,000 days and evaluate SP signals and total displace-
ment at the ground surface. Total displacement is given as an absolute 
value derived from vertical and horizontal displacement.
2.4. Parameterization
We test two distinct reference models (i) a pyroclastic aquifer overlain by 
a lava flow cap rock (pyroclastic aquifer [PA] model) and (ii) a lava flow 
aquifer overlain by a pyroclastic cap rock (lava flow aquifer [LFA] model). 
Aquifer parameterizations are consistent with the nature of aquifers in 
volcanic areas (Nichols et al., 1996), similar to the approach by Strehlow 
et al. (2015). Pyroclastic domains are represented by an unconsolidated, 
mechanically soft pyroclastic material in contrast to the stiff and compact 
basaltic lava flow deposit. In the latter, porosity is given by connected 
vesicular pore space. Reference parameters and ranges used in this study 
are given in Table 1.
Elastic parameters (ν, E) of all domains, except for the pyroclastic layer, are derived using rock density data 
and equations presented in Brocher (2005). For the host rock, we use typical density values of a granitic 
crust (Lowrie, 2018), while basalt rock densities are chosen for LFA domains (Gudmundsson, 2011). Elas-
tic properties of the PA domains are chosen according to unconsolidated sand. Poroelastic parameters are 
required in drained conditions (measured under constant pressure), with little data available for volcanic 
rocks. Therefore, we use dry elastic values for the poroelastic domains, but allowed a wider range to account 
for the uncertainty between dry and drained poroelastic values.
Hydraulic and electric parameters are chosen according to basalt (LFA domains) and unconsolidated sand 
(PA domains). A key parameter in electrokinetics is the streaming potential coupling coefficient (CSP). Al-
though there is discussion in the wider literature on its dependence on material and chemical properties 
(Jouniaux & Pozzi, 1995; Jouniaux et al., 2000; Revil, Saracco et al., 2003), here we choose CSP according-
ly to pore fluid salinity. CSP for groundwater and meteoric water and salinities <1,000 ppm (USGS, 2018) 
ranges between 10−5 and 10−7 (V/Pa; Vinogradov et al., 2010). In both models, CSP in aquifer and cap rock 
is identical. Although we neglect a material-dependence of CSP, the streaming current coupling coefficient 
LSP is different in both aquifers and cap rocks as the models incorporate distinct variations of the electrical 
conductivity in the modeling domains (Equation B4).
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Figure 2. Illustration of the 2D model setup. A boundary load (ΔP) is 
applied to a vertical polygon at depth. This represents the pressurized 
dyke which is embedded in a linear elastic host rock. Subsurface strains 
induce fluid flow in aquifer and cap rock giving rise to an electrical 
self-potential. There is no fluid flow nor electrical potential outside these 
domains, while a continuity boundary condition is applied at the internal 
boundary between cap rock and aquifer. An electrical reference potential 
of 0 (V) is applied to the top right corner of the cap rock owing the nature 
of the electrical potential to be a relative measure to a reference point. 
Boundary conditions for solid mechanics are treated as free surface at 
the upper boundary, fixed at the bottom, and roller conditions at the 
lateral boundaries. Stress and displacement at the internal boundaries are 
continuous. Use Table 1 for symbols and their explanation.
Geochemistry, Geophysics, Geosystems
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Parameter Domain Reference value Range Reference
Young's modulus Host rock—EHR 70 GPa 63–80 GPa Brocher (2005)
Young's modulus pyroclastic PA aquifer—Eaq 25 MPa 10−100 MPa Gudmundsson (2011); 
Schön (2011)LFA cap rock—Ec
Young's modulus lava flow LFA aquifer—Eaq 90 GPa 35−127 GPa Brocher (2005)
PA cap rock—Ec
Poisson's ratio Host rock—νHR 0.25 Constant Brocher (2005)
Poisson's ratio pyroclastic PA aquifer—νaq 0.3 0.2–0.4 Gudmundsson (2011); 
Schön (2011)LFA cap rock—νc
Poisson's ratio lava flow LFA aquifer—νaq 0.26 0.25–0.27 Brocher (2005)
PA cap rock—νc
Density Host rock—ρHR 2,670 kg m−3 2,600−2,700 kg m−3 Lowrie (2018)
Density pyroclastic PA aquifer—ρaq 1800 kg m−3 1,400−2,300 kg m−3 Gudmundsson (2011); 
Schön (2011)LFA cap rock—ρc
Density lava flow LFA aquifer—ρaq 2,800 kg m−3 2,400−3,000 kg m−3 Gudmundsson (2011); 
Schön (2011)PA cap rock—ρc
Permeability pyroclastic PA aquifer—κaq 10−11 m2 10−8−10−14 m2 Freeze and Cherry (1979); 
Schön (2011); Fetter (2013)LFA cap rock—κc
Permeability lava flow LFA aquifer—κaq 10−12 m2 10−9−10−14 m2 Freeze and Cherry (1979); 
Schön (2011); Fetter (2013)PA cap rock—κc
Porosity pyroclastic PA aquifer—ϕaq 0.35 0.25–0.5 Fetter (2013)
LFA cap rock—ϕc
Porosity lava flow LFA aquifer—ϕaq 0.1 0.01–0.2 Fetter (2013)
PA cap rock—ϕc
Biot-Willis coefficient pyroclastic PA aquifer—αaq 0.6 0.6–1 Wang (2000)
LFA cap rock—αc
Biot-Willis coefficient lava flow LFA aquifer—αaq 0.2 0.2–1 Wang (2000)
PA cap rock—αc
Electrical conductivity pyroclastic PA aquifer—σaq 10−4 S m−1 10−5−10−3 S m−1 Telford et al. (1990); 
Schön (2011)LFA cap rock—σc
Electrical conductivity lava flow LFA aquifer—σaq 5 × 10−4 S m−1 10−6−10−3 S m−1 Telford et al. (1990); 
Schön (2011)PA cap rock—σc
Streaming potential coupling 
coefficient
PA/LFA aquifer—CSPaq −10−6 V Pa−1 −10−5−10−7 V Pa−1 Vinogradov et al. (2010)
PA/LFA cap rock—CSPc CSPaq Model variant
Streaming current coupling coefficient PA/LFA aquifer—LSPaq CSPaq × σaq Model variant Equation B4
PA/LFA cap rock—LSPc CSPc×σc Model variant
Water compressibility χf 4 × 10−10 Pa−1 T-dependent (Table S1) Fetter (2013)
Water density ρf 1,000 kg m−3 T-dependent (Table S1) Turcotte and Schubert (2002)
Water viscosity ηf 10−3 Pa s T-dependent (Table S1) Turcotte and Schubert (2002)
Dike pressurization ΔP 10 MPa Constant Gudmundsson (2011)
Dike top depth zd 4 km 2−8 km -
Distance aquifer dike daq/d 3 km 1−7 km -
Table 1 
Overview of Parameter Space Used in This Study
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2.5. Parametric Study
We perform a Global Sensitivity Analysis (GSA) using the SAFE toolbox (Pianosi et al., 2015) to identify the 
most influential parameters on key model outputs (wavelength and amplitude of SP signals; see Appendix C 
for details). We tested 17 selected input parameters and calculated the sensitivity for an ensemble of 540 (given 
n = 30) model runs. The randomly generated sampling matrix is implemented in COMSOL Multiphysics by 
a parametric sweep. We acknowledge that the randomly selected sampling matrix might include parameter 
combinations which are physically unrealistic, but essential for the GSA. We test the GSA on elastic, hydrau-
lic, and electric properties. Elastic parameters include the Young's modulus (materials resistance to strain), 
Poisson's ratio (negative ratio of lateral to longitudinal strain), and the rock density. Permeability, the mobility 
of water circulation in interconnected voids, porosity (void space), and Biot-Willis coefficient (degree of poroe-
lastic coupling) are grouped into hydraulic parameters. Electrical properties are the electrical conductivity and 
the streaming potential coupling coefficient, which links pore pressure and electrical potential. Fluid parame-
ters, host rock Poisson's ratio as well as spatial features of aquifer and dike were kept constant during the GSA.
While the streaming coupling coefficient is kept identical in cap rock and aquifer in the GSA, we separately 
test the influence of cap rocks streaming potential (CSPc) on SP signals. For this, we vary CSPc by ± one order 
of magnitude relative to reference value  6SPRefC 10 V / Pa  .
Beside the sensitivity analysis, we test a variety of spatial and thermal parameters and their influence 
on spatio-temporal SP signals. We evaluate the effect of pressure source orientation between a vertical 
 ddikedike, 4 kmZ    and a horizontal intrusion  dsillsill, 6.5 kmZ    on electrokinetic processes, keeping 
the center of both intrusions constant at −6.5 km. Additionally, we investigate the influence of varying 
aquifer thickness (taq), aquifer depth (zaq) and distance between aquifer and dike (daq/d) on SP signals. When 
exploring these effects solely one feature is changed at a time, while all others are kept constant. This is done 
to investigate each spatial effect in isolation and to exclude additional influences.
Moreover, we investigate the effect of temperature on SP signals by integrating temperature-dependent fluid 
parameters in the top layers. We used Steam97Web (2020) to calculate pore fluids viscosity, compressibility, 
and density for several temperatures depending on the lithostatic pressure. For the PA model an average 
lithostatic pressure of 3.7 and 11.2 MPa is used for the cap rock and aquifer, respectively, whilst values of 
6.4 MPa (cap rock) and 19.3 MPa (aquifer) are calculated for the LFA model. Table S1 gives an overview 
of temperature-dependent fluid parameters used in this study. We test (i) the effect of each temperature 
independently and (ii) a linear heating. The latter is subdivided into rapid and slow heating modes, where-
by temperature is increased to 200°C within 10 days (rapid) and 100 days (slow). Note, that changes in 
temperature and associated fluid properties are varied simultaneously in both the cap rock and the aquifer. 
Although the sensitivities of temperature-dependent rock properties (e.g., σ) on SP signals are explored as 
part of the GSA, we do not consider them in the remainder of the models in order to prevent masking of the 
contribution to SP signals from temperature-dependent pore fluid properties.
3. Results
3.1. Reference Simulations
Figure 3 (panels a and b) show the initial response (expressed at t = 10−5d = 1s throughout this study) 
after dike pressurization of the reference simulation. A dike provokes a similar superficial V-shape spatial 
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Table 1 Continued
Parameter Domain Reference value Range Reference
Aquifer top depth zaq 500 m 100−750 m -
Aquifer thickness taq 500 m 100−750 m -
Note. Model properties are given for HR, aq, and c for PA and LFA model.
Abbreviations: aq, aquifer; c, cap rock; HR, host rock; LFA, lava flow aquifer; PA, pyroclastic aquifer
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pattern for both total displacement and SP anomaly, with minimal values at the center (x = z = 0) and a 
local maximum between 5 and 6 km distance. We observe fundamental differences in the magnitudes of 
both signals between the PA and the LFA model. Total displacement at the free surface is highest in the LFA 
model (Figure 3b), with central displacement of 3.4 cm and a vertical uplift of 19 cm at ∼5 km distance 
from the origin. Central SP amplitudes are greatest in the PA model (−22.6 mV) compared to LFA model 
(−0.35 mV), while the difference in the SP amplitudes at 5 km distance is only 0.3 mV between both models.
The temporal evolution of the SP and total displacement at the central surface point (x = z = 0) is shown 
in Figure 3 (panels c and d). Total displacement in the PA model increases markedly from log(t) = 0 days 
to a maximum of ∼2.4 cm, while displacement in the LFA model peaks at log(t) = 1.3 days, followed by a 
continuous decrease with time without equilibrating. In contrast to the distinct temporal evolution of the 
total displacement, the SP signal shows similarities in both models. An initial SP increase within the first 
minutes to days after the dike intrusion is followed by a continuous decrease in the LFA model, while the 
SP signal stabilizes around −13 mV (log(t)∼2.4 days) in the PA model.
3.2. Sensitivity Analysis
Figure 4 shows the results of the GSA for the reference models at different times after dike pressurization. 
The sensitivity at five different superficial locations (z = 0) between 0 and 20 km from the model center is 
given by the stacked Elementary Effect Test (EET) mean, which is a measure of the overall influence of an 
input parameter on the SP signal. In both models, SP signals are spatio-temporally sensitive to elastic prop-
erties except for the rock density of all domains. Hydraulic parameters show an initial effect on SP signals 
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Figure 3. Upper panels (a and b) show the results of the reference simulations along the free surface at t = 1 s after dike pressurization for (a) PA and (b) LFA 
model. SP (right y-axis) and total ground displacement (absolute values, left y-axis) show a V-shape spatial patterns, with minimal values observed directly 
above the pressure source. Note, that the secondary maximum of total displacement in the LFA model represents ground subsidence in reality. Lower panels 
(c and d) display the evolution of the SP anomaly and total ground displacement with time (log-scale) at the central superficial point (x = z = 0) for (c) PA and 
(d) LFA model. The amplitude and temporal evolution of total displacement and SP anomaly depends strongly on the domain properties of aquifer and cap 
rock. LFA, lava flow aquifer; PA, pyroclastic aquifer; SP, self-potential.
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Figure 4. Results of the sensitivity analysis for (a) PA and (b) LFA model at t = 1 s, 10 days, 1,000 days after dike pressurization. The sensitivity of 17 model 
parameters on SP signals is evaluated. Colored bars represent the sensitivity by the stacked EET (y-axis) mean. Sensitivity at five different locations from the 
model center (x = 0, 2.5, 5, 10, 20 km; z = 0) are displayed. Input parameters are grouped in elastic (red), hydraulic (blue), and electric (yellow) properties along 
the x-axis. Parameter space is categorized into non-influential (I), semi-influential (II), and influential (III) effect on SP signals. Stacked sensitivity values of 
negligible parameters are ≤ 0.1% of the maximum stacked EET means, which are 1.35 (PA) and 0.12 (LFA), respectively. While influential parameters affect the 
SP signal throughout time, semi-influential parameters show the highest effect after the initial response but becomes non-influential with time. For example, 
porosity of the cap rock (a; group II) has a significant influence on SP signals at t ≤ 10 days, yet, negligible sensitivity at t = 1,000 days. EET, Elementary Effect 
Test; LFA, lava flow aquifer; PA, pyroclastic aquifer; SP, self-potential.
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after source pressurization, which diminishes with time apart from Biot-Willis coefficient of the cap rock 
(LFA model). The influence of hydraulic parameters on SP signals decrease markedly in the first 10 days 
after source pressurization in the PA model compared to the LFA model. Electric parameters show an over-
all influence on SP signals throughout time in both models with values comparable to elastic properties.
3.3. Cap Rock Streaming Potential Coupling Coefficient (CSPc)
Figure  5 shows the influence of varying cap rock streaming potential coupling coefficient (CSPc) on the 
SP anomaly, while keeping aquifer values constant at CSPaq V Pa 
10 6( / ) . For the largest value tested 
( / ))CSPc (V Pa 
10 5 , we observe SP anomalies amplified by up to a factor of ∼78 times greater than that 
of the maximal SPRef value in the PA model. The SP signal shows greatest spatio-temporal SP deviations 
from the reference simulations with time for ( ( / ))CSPc V Pa 
10 5 , while SP amplitudes remain broadly 
unchanged for SP SPc RefC C  (Figures 5c and 5d).
3.4. Dike Versus Sill Intrusion
Figure  6 shows the effect of the pressure source orientation (vertical dike or horizontal sill) on SP and 
ground deformation along the free surface. A pressurized sill provokes a spatial SP and deformation pattern 
which is inverse to the dike-induced V-shape feature. For a pressurized sill, we observe a central uplift of 5.2 
(PA) and 2.8 (LFA) times that of the corresponding maximal reference displacement. A horizontal pressure 
source produces amplified SP values up to ∼19 (PA) and ∼3.9 (LFA) times that of maximal SPRef.
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Figure 5. Influence of cap rock streaming potential coupling (CSPc) on the SP signal, while keeping aquifer values constant (CSPaq = −10−6 (V/Pa)). Upper 
panels show the normalized SP signal along the ground surface (distance normalized to dike depth at 4 km) at t = 1s for (a) PA and (b) LFA model. SP is 
normalized to maximal values of the reference simulations (SPPA = 1.7 mV, SPLFA = 2 mV). The CSPc value controls the magnitude of the SP signal, with 
greatest variations of ∼78 (PA) and ∼1.4 (LFA) relative to the maximal SPRef values. Lower graphs show the temporal evolution (log-scale) of the SP signal for 
(c) PA and (d) LFA model at the central surface point (x = z = 0). SP values are normalized to SPPA = −22.6 mV and SPLFA = −0.35 mV at t = 1 s and are of 
positive polarity for SP variations <0 relative to SPRef. LFA, lava flow aquifer; PA, pyroclastic aquifer; SP, self-potential.
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3.5. Influence of Distance Between Pressure Source and Aquifer
For the case of a pressurized dike, we have tested the influence of its proximity to the aquifer on the SP sig-
nal. Higher SP amplitudes correlate with greater proximity of the two domains (Figures 7a and 7b). For the 
closest distance tested (daq/d = 1 km), we observe maximal SP variations of ∼1.5 (PA) and ∼2 (LFA) relative 
to the initial SPRef. SP amplitudes remain broadly unchanged over time for daq/d > dRef in comparison to the 
reference model or daq/d < dRef.
An increase in aquifer depth and thickness shortens the distance between aquifer and pressure source. For 
a shallower-seated aquifer with constant thickness (tRef = 500 m), we observe a greater deviation from the 
reference simulation in the PA model and in particular in the temporal occurrence of the peak amplitude. 
For the shallow-most aquifer SP signal peaks at log(t) = −3 days compared to log(t) ∼ 0 days for deeper aq-
uifers. In the LFA model, the peak amplitude changes compared to the reference model are most significant 
for the case of the shallow-most aquifer tested in this section. In addition, the SP signal is double-peaked at 
log(t) = 0.5 days and log(t) = 1.5 days. The temporal evolution of SP amplitudes remains broadly unchanged 
for deeper-seated aquifers.
Increasing aquifer thickness at constant depth (zRef = 500 m) has minor effects in terms of peak amplitude 
and its temporal evolution in the LFA model. The SP amplitude deviates markedly from the reference sim-
ulation in the PA model for the case of the thinnest aquifer tested.
3.6. Thermal Influence
We have tested the effect of temperature-dependent fluid parameters on the SP signal (Figures 8a and 8b) 
for the case of a pressurized dike. We observe a change in peak amplitude of ∼0.12 (PA) and ∼0.0009 (LFA) 
relative to initial SPRef values for the highest temperature tested. In both models, the temporal occurrence 
of the peak amplitude deviates from the reference simulations, with earlier peaks for higher temperatures. 
Figures 8c and 8d show the influence of linear heating on the SP signal, where aquifer and cap rock are 
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Figure 6. Comparison between normalized superficial SP anomaly and total displacement at t = 1 s for (a) PA and (b) 
LFA model. Results underline the fundamental differences in the spatial SP and deformation pattern between a vertical 
(solid line) and horizontal pressure source (dashed line). Distance (x-axis) is normalized to the dike depth (4 km). SP 
and total displacement are normalized to maximal reference values of SPPA = 1.7 mV, SPLFA = 2 mV, disPA = 11 cm, 
and disLFA = 19 cm. SP values are of negative polarity for SP variations <0 relative to SPRef. LFA, lava flow aquifer; PA, 
pyroclastic aquifer; SP, self-potential.
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heated to 200°C in 100 days (slow; heating 1) or 10 days (fast; heating 2). In the heating-study, we notice the 
greatest deviation in peak amplitude compared to the reference simulation in the LFA model for the case 
of fast heating. However, absolute SP variations in the LFA model are relatively small. Independent of the 
heating rate, SP values peak simultaneously within the LFA (log(t) ∼ 1 day) and PA model (log(t) ∼ 0 days) 
but are time-shifted compared to their reference simulations.
4. Discussion
4.1. Reference Simulation
Our joint multiphysical approach shows that strain-induced fluid flow produces SP anomalies of detectable 
amplitude, with a spatial correlation between SP signal and total displacement. Predicted surface displace-
ments in the range of a few to tens of cm are broadly consistent with GPS data recorded during recent dike 
intrusions (e.g., Bonaccorso et al., 2002; Bonforte et al., 2013; Segall et al., 2001). We observe fundamental 
spatio-temporal differences in SP amplitude and ground deformation between both reference models for an 
equivalent source pressurization and model geometry. Elastic properties of the layered crust govern the me-
chanical response to subsurface stressing and hence surface displacement. As the LFA is much stiffer than 
the PA, stress and strain attenuation is smaller, resulting in greater surface deformation. These mechanical 
differences between both models influence the poroelastic response and resulting pore pressure induced 
electrokinetic process.
The initial pore pressure distribution is governed by the poroelastic response to source pressurization, where 
dilatational strain correlates with a fall in pore pressure. In both models, the lateral opening of the dike pro-
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Figure 7. Effect of spatial variation of pressure source and aquifer on the temporal SP evolution (x-axis, log-scale) at the central surface point (x = z = 0). 
Normalized SP is shown in (a) PA, (b) LFA for proximity between dike and aquifer, (c) PA, (d) LFA aquifer depth, and (e) PA, (f) LFA aquifer thickness. All 
variations provoke changes in magnitude and temporal occurrence of the peak amplitude compared to the reference simulations. SP values are normalized 
to SPPA = −22.6 mV and SPLFA = −0.35 mV at t = 1 s and are of positive polarity for SP variations < 0 relative to SPRef. Note, that increasing aquifer depth and 
thickness shorten the distance between aquifer and pressure source. LFA, lava flow aquifer; PA, pyroclastic aquifer; SP, self-potential.
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vokes central dilation in the aquifer and compression close to the free surface (Figure S1). Vertical uplift at 
5 km distance provokes dilatational strain in most domains of both models, except for the PA. Here, the stiff 
cap rock prevents the soft PA from dilating, resulting in compression and a pore pressure rise. Even though 
pore pressure variations (relative to hydrostatic pressure) are highest in the aquifer of the LFA model, the PA 
model yields greater superficial SP amplitudes. This might result from the overall higher pore pressures in the 
PA model, especially in the cap rock, as SP anomalies at the ground surface result from the superposition of 
electrokinetic processes in aquifer and cap rock. The negative polarity of the central SP anomalies can be ex-
plained by the inverse relationship between pore pressure and electrical potential (Equation B4). In ground-
water investigations, positive SP anomalies are accompanied by a fall in well-levels (Revil, Naudet et al., 2003; 
Rizzo et al., 2004) coinciding with SP signals due to pore pressure reduction in areas of dilation in this study.
The temporal evolution of pore pressure and SP signals are governed by strain-induced groundwater flow 
(Figure S2). Fluid flow is initiated to balance the topographic gradient and spatial pore pressure variations. 
Pore pressure time series (Figure S1) indicates that fluid-driven equilibration processes are sustained in the 
cap rock (LFA model) throughout time, while stabilizing in the aquifer (LFA model, log(t) ∼ 0 days) and 
PA model (log(t)∼ 2.4 days). The temporal evolution of SP anomalies perfectly mirror the pore pressure 
curves in aquifer and cap rock of the PA model. SP signals in the PA reference and no-flow cap rock model 
(Figure S3b; see Section S.1) equilibrate around the same value. Therefore, we can conclude that electroki-
netic processes in the aquifer are the main source of superficial SP variations over time in the PA model. In 
contrast, SP signals in the LFA model most likely originate from poroelastic processes in the cap rock as pore 
pressure in the aquifer equilibrates rapidly, but SP variations are protracted. This matches with findings 
reported by Strehlow et al. (2015) where fluid flow equilibrates in the lava flow aquifer within days. Dif-
ferences in time-dependent fluid flow and pore pressure variations are governed by the hydraulic domain 
properties. While the permeable PA is overlain by a less permeable cap rock, the LFA has lower permeability 
and porosity compared to the overlying cap rock. Therefore, fluid flow in the LFA model occurs predomi-
nantly in the cap rock after log(t) ∼ 0 days.
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Figure 8. Effect of temperature on SP signal with time at the central surface point (x = z = 0) for an individual temperature increase (a and b) and linear 
heating (c and d). Temperature-dependent fluid properties are changed simultaneously in aquifer and cap rock, while other parameters are kept constant. 
Heating is accomplished by increasing temperature linearly to 200°C, (i) in 100 days (heating 1) and (ii) in 10 days (heating 2). SP values are normalized to 
SPPA = −22.6 mV and SPLFA = −0.35 mV at t = 1 s. Temperature and linear heating influence the magnitude and temporal occurrence of the peak amplitude. 
LFA, lava flow aquifer; PA, pyroclastic aquifer; SP, self-potential.
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Strain-induced fluid flow governs surface deformation with time. While the elasticity of crustal rocks con-
trols the initial mechanical response, poroelasticity of the aquifer and cap rock distorts the displacement 
field compared to purely elastic mechanics. The spatio-temporal deformation signal deviates strongest rela-
tive to the elastic solution in the PA model (Figure S4). This highlights that elastic and poroelastic responses 
to an initial stress perturbation control the evolution and partitioning of stress and strains in the subsurface, 
and the amplitude of surface deformation.
4.2. Evaluation of Parameter Space Exploration
The sensitivity analysis allows us to categorize the parameter space into (i) non-influential, (ii) semi-in-
fluential, and (iii) influential parameters on superficial SP signals. In terms of domain properties, rock 
densities are non-influential but 14 domain properties are. Of the elastic parameters Young's modulus and 
Poisson's ratio influence SP anomalies over time (group iii), as they govern the stress-strain response to the 
instantaneous pressurization (Equation A4) and fluid-induced pore pressure variations (Equation A2) in 
the poroelastic domains (cap rock and aquifer). It follows that as long as fluid flow is present with time, 
elastic parameters govern the poroelastic response and consequently electrokinetic processes. Hydraulic 
properties show a significant influence up to a few days after dike pressurization (group ii) as they accom-
modate initial stresses and strains. Relative to elastic and electric parameters, hydraulic properties become 
negligible with time, except for the cap rocks Biot-Willis coefficient in the LFA model. The influence of αc 
(LFA model) with time might be due to fluid flow and poroelastic processes occurring predominantly in the 
cap rock, or the parameter range chosen for the sensitivity analysis. Electric properties show an influence 
(group iii) throughout time, which can be expressed by the streaming current coupling coefficient (LSP, 
Equation B4). As long as the domain is subjected to a pressure gradient, an electrical signal is generated 
which in turn is controlled by the electrical parameters (σ, CSP).
Our results indicate that cap rock streaming potential coupling coefficients (CSPc) strongly affect the magni-
tude and temporal evolution of SP anomalies. CSP is a key parameter in hydroelectric processes, determining 
the strength of coupling between electrical potential and hydraulic gradient (Equation B4). Both in turn 
govern the SP magnitude. The effect of CSPc on SP signals, together with the sensitivity analysis, highlights 
that knowledge of subsurface material properties aids the interpretation of observed SP anomalies. There-
fore, a priori laboratory measurements of the CSPc magnitude similar to Revil et al., (2008) are beneficial for 
the evaluation of SP signals.
We show that pore fluid temperatures affect the spatio-temporal SP pattern. In both conceptual models test-
ed in this study, higher SP magnitudes correlate with lower temperatures. The greatest absolute SP devia-
tions compared to the reference simulation are observed in the PA model. While different heating rates yield 
similar SP peak amplitude in the PA model, peak SP amplitudes for the case of rapid heating deviate from 
reference values and slow heating in the LFA model. Beside pore fluid parameters, the temperature-depend-
ence of electric properties (σ, CSP) is well known (Ikard & Revil, 2014; Revil et al., 2013). We did not account 
for electric rock properties in the temperature study, as their sensitivity is assessed during the parametric 
analysis and precise rock specific temperature-dependent values are scarce. In active hydrothermal areas, 
where a strong thermal gradient is present, electrical resistivity data can be used to account for the thermal 
effect and constrain electric parameters (e.g., Finizola et al., 2010; Revil et al., 2008).
4.3. Source Orientation and Distance to Aquifer
We show that pressurization of either a sill or a dike intrusion produces distinguishable spatial SP and 
ground deformation patterns, provoked by distinct poroelastic and electrokinetic processes. Resultant dif-
ferences in pore pressure variations induce negative SP polarities at the center of the reference dike model, 
whereas positive SP signals are attributed to a pressurized sill. Despite the modeled deeper source location 
of the horizontal intrusion (zsill = −6.5 km) SP amplitudes are markedly higher than that produced by the 
dike intrusion (zdike = −4 km). Matching results reported by Strehlow et al. (2015), a fall in hydraulic head/
pore pressure caused by the vertical displacement of country rock is observed directly above the dilating 
sill source. The reduction in pore pressure induces positive SP signals above the pressure source, coinciding 
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with SP anomalies observed above pumping wells (Revil, Naudet et al., 2003; Rizzo et al., 2004), and hydro-
thermal systems (volcano-electric effect; Revil, Saracco et al., 2003; Zlotnicki & Nishida, 2003).
Our results indicate that the spatio-temporal behavior of the SP signal in terms of peak amplitudes is de-
pendent on the proximity of the pressure source to the aquifer as well as on aquifer depth and thickness. 
Highest SP variations relative to the reference values are observed for the greatest proximity between dike 
and aquifer. These amplified SP signals correlate with higher pore pressures as observed in models by Stre-
hlow et al.  (2015) for magma reservoirs located closest to an aquifer, resulting from a larger quantity of 
strain absorbed by the aquifer. In our study, a thin (100 m thickness) and a shallow-seated (100 m depth) PA 
generates SP signals that are markedly different in peak amplitude and their temporal behavior compared to 
reference values. For the same parameter sets, the LFA model produces minor absolute deviations from the 
reference values. As distance between the dike and aquifer is equivalent for the thinnest and shallow-most 
aquifer in both models, the same amount of strain is transferred into the aquifer. It follows that SP signals 
are governed by the aquifer parameterization and equally by the domain properties of the overlying cap 
rock, whose extent varies along with changes in aquifer thickness and depth.
4.4. Implications for Volcanic Unrest Monitoring
We have shown that SP anomalies can reflect subsurface stressing beneath volcanoes, suggesting that their 
implementation could be of great value for volcano monitoring efforts. SP measurements are cost-effective, 
fast (Nyquist & Corry, 2002), and easily applicable in challenging volcanic terrains (Grobbe & Barde-Cabus-
son, 2019). At several volcanoes, electric precursors have been observed prior to a volcanic crisis (e.g., Friedel 
et al., 2004; Zlotnicki et al., 2001, 2005) sometimes even before the presence of seismicity and ground defor-
mation (Zlotnicki, 2015, and references therein), indicating that SP signals may provide first insights into 
volcanic unrest. This might be especially important in areas where non-electric precursors might occur 
only shortly before an eruption (e.g. at the monogenetic Auckland Volcanic Field; Sherburn et al., 2007) 
and where unrest is accompanied by protracted ground deformation. As ground displacement and SP pat-
terns show a spatio-temporal correlation, the combination of these methods could become an important 
component in volcanic unrest monitoring to track the evolution and orientation of a pressurized magmatic 
intrusion. Joint inversion of geodetic (e.g., Gottsmann, Flynn et al., 2020; Hickey et al., 2015; Montgom-
ery-Brown et al., 2010; Segall et al., 2013) and SP data (e.g., Crespy et al., 2008; Jardani et al., 2008) could be 
used to characterize the source of volcanic unrest such as its location, shape, and orientation. Mahardika 
et  al.  (2012) has shown in a coupled seismoelectric study, that electrical signals can determine seismic 
events in time and space, and provide additional insights on causative processes compared to seismic data 
alone. In absence of surface deformation, SP/electrical anomalies might still provide first-order evidence 
of volcanic unrest, while the combination with other monitoring signals can constrain driving mechanism 
behind volcanic unrest.
Strain-induced SP anomalies are transient signals on top of the background level. Interpretation of these 
signals depends on a priori information of background behavior (continuous SP data) and non-volcan-
ic processes that produce SP signals (e.g., meteorological processes). Infiltration of meteoric water or ex-
traction of groundwater for water supply induces well-level fluctuations in aquifers, resulting in seasonal 
SP variations. Up-to-date meteorological and water table data are essential to assess SP anomalies due to 
well-level changes. Additionally, a prior geoelectrical and geochemical survey can be used to constrain 
electrical parameters and identify preferential fluid pathways for rainwater (e.g., Finizola et al., 2002, 2010; 
Revil et al., 2008, 2011), where electrokinetic processes emerge and superimpose on SP signals from sub-
surface stressing. Injection of hydrothermal fluids can equally modify SP amplitudes as observed in the 
temperature study. Upwards migrating hot fluids can produce positive SP anomalies along the ground 
surface (e.g., Revil, Saracco et al., 2003; Zlotnicki & Nishida, 2003), which is most essential for areas with 
an inherent active hydrothermal system. All these processes can act either simultaneously or in isolation 
and need to be considered carefully when assessing strain-induced SP signals.
We model central superficial SP anomalies of −0.35 mV (LFA) to −22.6 mV (PA) in the reference simula-
tions, with values up to −947 mV (PA) and −7.3 mV (LFA) in the parametric analysis. In geothermal and 
volcanic areas, SP anomalies between a few tens of millivolts to a few volts are widely recognized (e.g., 
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Corwin & Hoover, 1979; Fitterman & Corwin, 1982; Zlotnicki & Nishida, 2003). While modeled SP ampli-
tudes in the PA model fall within the range of observed SP anomalies, SP values in the LFA model fall below 
the lower bound and might only be detectable in a noise-free environment. Resolution of SP/electrical 
field measurements varies between a few microvolts (Crespy et al., 2008; Zlotnicki, 2015) to 100 microvolts 
(Grobbe & Barde-Cabusson,  2019; Revil & Jardani,  2013). Repeated SP surveys predominantly focus on 
identifying changes in hydrothermal activity of active volcanoes, rather than eruption monitoring. How-
ever, continuous SP measurements have shown the sensitivity of the technique to monitor changes in vol-
canic activity. Large SP anomalies characterize volcano-seismic events (Taal; Zlotnicki et al., 2018) as well 
as variations in fumarolic activity (Merapi; Byrdina et al., 2012). Continuous SP surveillance throughout a 
volcanic crisis is scarce, but electrical field data resulting from electrokinetic processes exist at Miyake-jima 
volcano (Zlotnicki, 2015). Here, a sharp spike of 175 mV/km in the horizontal electrical field component 
accompanied the submarine eruption at Miyake-jima volcano in 2000, which is ∼22 (PA) and ∼250 (LFA) 
times higher than in our reference simulations. SP signals between −50 and −300 mV were observed along 
different SP profiles a few weeks prior to the eruption. While SP amplitudes in our reference simulations are 
relatively small compared to observed values at Miyake-jima volcano, we have shown that SP amplitudes 
are conditional on input parameters as well as thermal and spatial effects. In reality, signal amplitudes 
might be higher than predicted in our reference simulations.
4.5. Model Limitations
Our multiphysical modeling approach is exclusively focused on strain-induced electrokinetic effects and 
thus contains inherent but necessary simplifications. First, we assume a priori water-saturation in both cap 
rock and aquifer. Time-dependent saturation processes are not studied. Second, we assume homogeneous 
domain properties throughout the individual layers. In reality, however, spatial heterogeneities exist. Third, 
our models do not account for topography and associated gradient flow, or seasonal well-level fluctuations. 
The latter may arise from variations in precipitation or the extraction of groundwater by pumping. Such 
perturbations are expected to influence the temporal SP pattern. Finally, we consider a single-phase fluid 
and neglect temperature-dependent phase changes of the pore fluid (e.g., liquid to vapor). While our para-
metric study has shown that temperature-dependent fluid parameters influence the temporal evolution of 
the SP signal, we do not consider processes in a system that contains a free-vapor phase such as in a hydro-
thermal system. Our study is focused on a cold crust scenario and neglects inelastic stress responses due 
to protracted thermal effects in the subsurface by shallow-seated and long-term magma accommodation. 
Strong thermal gradients induce an electrical SP resulting from thermoelectric processes, which is super-
imposed on the streaming potential (Corwin & Hoover, 1979; Fitterman & Corwin, 1982). Here we neglect 
thermoelectric SP anomalies.
In addition to the electrokinetic effects studied here, SP anomalies in volcanic settings can also arise from 
electrochemical, thermoelectric and redox-processes (e.g., Zlotnicki & Nishida, 2003) within hydrothermal 
systems and alteration zones and may need to be quantified separately. Furthermore, SP amplitudes are 
sensitive to the water-saturation in soils above aquifers (Matsushima et al., 2017) and heterogeneities in 
subsurface resistivity (e.g., Ishido, 2004). A number of studies show that the streaming potential coupling 
coefficient depends not only on the water salinity but also on hydraulic rock properties, temperature, pore 
water conductivity and EDL properties (e.g., Ishido, 2004; Jouniaux & Pozzi, 1995; Jouniaux et al., 2000; 
Revil, Saracco et al., 2003). Controlled laboratory studies on rock samples from the field area may help to 
address these contributions.
5. Conclusions
In this study, we have analyzed SP anomalies from strain-induced fluid flow utilizing fully coupled numer-
ical models. We have shown that a pressurized dike and sill intrusion produces substantial and measurable 
SP signals at the ground surface, which are broadly representative of observations from volcanic areas. Elec-
trokinetic processes are governed by the initial poroelastic response and temporal pore pressure changes by 
fluid flow due to subsurface strains. Source pressurization and distance between the magmatic intrusion 
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and the aquifer determine the amplitude of the surface strains, while elasticity governs strain partitioning 
throughout the crust. The parametric study revealed that the Young's modulus of all domains, together with 
the streaming potential coupling coefficient and electrical conductivity of aquifer and cap rock, are most 
influential in controlling the evolution of SP signals with time. In contrast, most hydraulic properties are 
only significant shortly after source pressurization. SP anomalies and ground deformation signals can be 
used to deduce source orientation (dike vs. sill), due to their distinct spatial pattern. We have shown that SP 
anomalies mirror ground deformation patterns and are hence sensitive to subsurface strains (ϵvol ranging 
between a few to a few tens of microstrains). Once SP data are corrected for non-volcanic background and 
seasonal trends by aquifer head changes and rainfall, SP time series should provide valuable insights into 
pre-eruptive processes, especially when combined with geodetic or other geophysical observations. For ex-
ample, joint inversions of geodetic and SP time series should help to constrain source properties and driving 
mechanisms behind volcanic unrest.
Appendix A: Poroelasticity
The underlying physics of poroelasticity is governed by (a) fluid-to-solid coupling by applying an initial pore 
fluid pressure in solid mechanics and (b) solid-to-fluid coupling in the fluid dynamics (use Biot, 1962; Com-
sol, 2018; Wang, 2000 for further reading). Poroelasticity is based on the Navier-Stokes equation for solids:
,b a    g (A1)
where σb is the stress tensor and the body force (Fv = ρag), calculated from the average density (ρa) of the po-
rous medium and the gravitational acceleration (g) acting on it. The solid is threated as quasistatic, thus in-
ertial forces are neglected. Solid deformation in a poroelastic material obeys Hooke's law of linear elasticity:
  b fp E    C I C C , ,with (A2)
which relates the stress tensor (σb) with the strain tensor (ϵ). Here, C is the drained elasticity matrix, which 
is represented by the Young's modulus (E) and the Poisson's ratio (ν). The term α pf characterizes the flu-
id-to-solid coupling, with α being the Biot-Willis coefficient, pf being the pore pressure and I being the unity 
matrix. The Biot-Willis coefficient is a key poroelastic property, which relates volumetric strain to pore fluid 
volume (or pore pressure) and determines the degree of poroelastic response. Values of α range between the 
materials porosity to 1, approaching 1 for soft media.
Fluid flow in a poroelastic medium is given by Darcy's law, which includes gravity effects:
  ,f f
f
p g Z 

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and the mass conservation:
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where q is the Darcy velocity, ρf is the fluid density, κ is the solid permeability, ηf is the fluid viscosity, Z is 
the elevation, S is the poroelastic storage, Q is the mass source or sink, and ϵvol is the volumetric strain. The 
solid-to-fluid coupling is achieved by linking the volumetric strain rate (∂ϵvol/∂t) to the fluid modulus. The 
poroelastic storage is expressed as
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where ϕ is the porosity of the porous medium and χf the compressibility of the fluid.




The constitutive equations describing the electrokinetic phenomena in a fluid-saturated porous media, 
combines the macroscopic electrical current density with Darcy's velocity (for details see Bolève et al., 2011; 
Ishido & Mizutani, 1981; Revil, Pezard et al., 1999; Revil, Schwaeger et al.,1999):
SP SP ,    j J (B1)
where jSP is the streaming current density, σ is the electrical conductivity of the porous media, φ is the 
electrical potential, and JSP is the streaming current density. The continuity equation for electrical charge 
is given by
SP 0.  j (B2)
The subscript SP indicates that corresponding mechanisms are of electrokinetic origin. The streaming cur-
rent density given in Equation B1 can be expressed as
SP SP ,L p  J (B3)
and is sensitive to the fluid pressure gradient characterized by Darcy's law (Equation A3) and to the macro-
scopic streaming current coupling coefficient LSP. The latter is related to the streaming potential coupling 
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CSP is a crucial parameter to quantify hydroelectrical mechanisms, determining the strength of coupling 
between pore pressure and electrical potential (e.g., Boleve et al., 2011; Revil, Schwaeger et al.,1999).
Appendix C: Sensitivity analysis
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is generated from a set of input values (x), where k is the total number of parameters and j = k+1 represents 
an independent model run or row. The sampling matrix B is constructed that the first row of each block rep-
resents a randomly sampled assembly of parameters, while only one input factor varies in each subsequent 























where n is the number of model runs, while the total number of sampling points (rows) or model runs in X 
is r = n × j (Morris et al., 1991).
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We use the Elementary Effect Test (EET; Morris, 1991), which is an efficient and computational reasonable 
approach for screening the parameter space for negligible input factors. An Elementary Effect EETi is com-
puted for each model input (i = 1,…,k) of the sampling matrix as followed:














Here Y is the associated 1 × j output matrix for each model run, while xmax and xmin define the maximal and 
minimal range of each input factor, respectively. This calculation is repeated for n model runs to obtain n 
EET (EETn,i) for each input parameters (Price et al., 2018). The EET sensitivity can be assessed by the mean, 
which denotes the degree of influence of an input factor, and the standard deviation, evaluating the inter-
action between parameters. As we are predominantly interested in the overall influence of the parameter 












The upper (xmin) and lower (xmax) bound of the parameter space can be taken from Table 1.
Data Availability Statement
Comsol Multiphysics (https://uk.comsol.com) and Matlab (https://www.mathworks.com) were used for 
data modeling and processing. Data informing this manuscript are available from http://zenodo.org (doi: 
http://doi.org/10.5281/zenodo.3946649). Model source files are available from the corresponding author 
upon reasonable request.
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