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E-mail address: n.kang@erasmusmc.nl (N. Kang).Recognition of medical concepts is a basic step in information extraction from clinical records. We wished
to improve on the performance of a variety of concept recognition systems by combining their individual
results.
We selected two dictionary-based systems and ﬁve statistical-based systems that were trained to
annotate medical problems, tests, and treatments in clinical records. Manually annotated clinical records
for training and testing were made available through the 2010 i2b2/VA (Informatics for Integrating Biol-
ogy and the Bedside) challenge. Results of individual systems were combined by a simple voting scheme.
The statistical systems were trained on a set of 349 records. Performance (precision, recall, F-score) was
assessed on a test set of 477 records, using varying voting thresholds.
The combined annotation system achieved a best F-score of 82.2% (recall 81.2%, precision 83.3%) on the
test set, a score that ranks third among 22 participants in the i2b2/VA concept annotation task. The
ensemble system had better precision and recall than any of the individual systems, yielding an F-score
that is 4.6% point higher than the best single system. Changing the voting threshold offered a simple way
to obtain a system with high precision (and moderate recall) or one with high recall (and moderate pre-
cision).
The ensemble-based approach is straightforward and allows the balancing of precision versus recall of
the combined system. The ensemble system is freely available and can easily be extended, integrated in
other systems, and retrained.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Automated extraction of information from unstructured text in
clinical records is a burgeoning ﬁeld of research, with applications
in clinical decision support, diagnostic coding of diseases, adverse
event detection, and clinical text mining, among others [1,2]. The
recognition of named entities or concepts, such as medical prob-
lems, tests, and treatments, is a basic initial step in information
extraction from clinical records. Many different methods for
named entity recognition in the biomedical ﬁeld have been devel-
oped, but no single method has yet been shown to generally per-
form best.
In this study, we leveraged the performance of a number of sys-
tems that recognizemedical concepts in clinical records by combin-
ing the output of the individual systems. Apart from performance
improvement, our approach should allow for easy adjustment of
the balance between precision and recall of the ensemble system,
which could be ﬁtted for tasks that require either a high precision
or a high recall. We tested our approach by partaking in the conceptll rights reserved.
edical Informatics, Erasmus
Rotterdam, The Netherlands.extraction task of the 2010 i2b2/VA (Informatics for Integrating
Biology and the Bedside) challenge on clinical records [3]. The
ensemble system, called ACCCA (A Combined Clinical Concept
Annotator), is available as a web service or can be downloaded
(http://www.biosemantics.org/ACCCA_WEB).2. Background
A number of systems have speciﬁcally been developed for infor-
mation extraction from clinical records, e.g., HITEx [4], MedLEE [5],
cTAKES [6], MPLUS [7], MEDSYNDIKATE [8], and BioTeKS [9]. These
systems have been applied to many different tasks, e.g., detection
of adverse events in medical records of hospitalized patients [10],
extraction of family history from discharge summaries [11], and
detection of signs of pneumonia in radiology reports [12], to name
a few. Although these systems generally perform very well, many
contain rule-based components that are not easily trained and
may require considerable effort to adjust to the task at hand. Also,
many of the systems are not publicly available, or only under a
license construction.
In addition to these clinical record processing systems, there are
numerous other tools that were originally designed for named-
entity recognition (NER) in biomedical literature, but also have
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Map [13], a program that identiﬁes concepts from the Uniﬁed Med-
ical Language System (UMLS) Metathesaurus [14] in biomedical
text. MetaMap is a dictionary-based system and cannot be auto-
matically trained, but many other systems, such as Lingpipe [15]
or tools from the OpenNLP suite [16], are based on a statistical
model and can be trained for a particular task if an appropriate
training set is available.
Several recent reports [17–23] describe a number of systems
that were used in the 2010 i2b2/VA challenge. These systems uti-
lize a variety of machine learning classiﬁers or are based on exist-
ing NER tools that were retrained for the i2b2 concept annotation
task. Most systems operate on large feature sets, derived from the
text itself or from external sources, such as UMLS. Several systems
combine the statistical model with postprocessing rules for error
correction and disambiguation [17,19,22]. An overview of all sys-
tems that participated in the i2b2 challenge can be found in [3].
For our ensemble system, we selected ﬁve statistical and two
dictionary-based NER systems. The statistical systems include AB-
NER [24], Lingpipe [15], OpenNLP Chunker [16], JNET [25], and
StanfordNer [26]. They are all publicly available, can easily be
trained, and utilize a variety of statistical models. The dictionary-
based systems are MetaMap [13] and Peregrine [27], a concept-
recognition tool developed in our institute. Both systems could
easily be adapted to the i2b2 challenge task.
Ensemble systems, also called multiple classiﬁer systems, com-
bine the output of different classiﬁers, and have been shown to
perform better than the best individual classiﬁer [28]. They have
been applied in many different ﬁelds, including that of biomedical
text processing. For example, Smith et al. [29] combined the results
of 19 systems for gene mention recognition in the BioCreative II
corpus. They found that the combined system outperformed the
best individual system by 3.5% points in terms of F-score. In a study
by Baumgartner et al. [30] with the same data set, the results of
three systems for gene name recognition were combined. The com-
bined system had an F-score that outperformed the best single sys-
tem by 3.4% point. In the same study six gene tagging systems
were combined using a voting threshold of one in order to maxi-
mize recall. Kim et al. [31] combined eight systems for event
extraction related to protein biology and showed that the perfor-
mance of the combined system increased by 4% points with respect
to the best individual system. We previously combined six publicly
available text chunkers using a simple voting approach [32]. The
F-score of the combined system improved by 3.1% points for
noun-phrase recognition and by 0.6% point for verb-phrase recog-
nition as compared to the best single chunker.
Although ensemble systems appear to work well in various
biomedical domains, it has not yet been investigated whether the
approach is also effective for concept recognition in clinical re-
cords, which is regarded as more difﬁcult than concept recognition
in scientiﬁc literature [1]. The outcome is uncertain because there
is still much unclarity about what the characteristics of individual
systems should be for an ensemble system to work. System diver-
sity is generally acknowledged to be an important factor [28,33],
but although many measures have been proposed to quantify
diversity, studies that correlated diversity measures with system
performance have shown inconclusive results [34].3. Methods
3.1. Clinical records
The clinical records used in this research were provided by the
i2b2 National Center for Biomedical Computing. The data consisted
of discharge summaries from Partners Healthcare and Beth IsraelDeaconess Medical Center, and discharge summaries and progress
notes from the University of Pittsburgh Medical Center. All records
had been manually annotated for three types of concepts or named
entities (medical problems, tests, and treatments), according to
guidelines provided by the i2b2/VA challenge organizers. A total
number of 18,550 medical problems, 12,899 tests, and 13,560
treatments were annotated. An example annotation is: ‘‘The
patient had [increasing dyspnea]PROBLEM on exertion, he had [a
bronchoalveolar lavage]TREATMENT performed, and [CBC]TEST was
unremarkable.’’ A set of 349 records was made available for train-
ing, and an additional set of 477 records was released for testing.3.2. Concept annotation systems
We selected seven annotation systems that reﬂect a variety of
approaches to the recognition of named entities. Two of themwere
dictionary-based systems, the other ﬁve were statistical named-
entity recognizers and chunkers. All of them were downloaded di-
rectly from their ofﬁcial websites, except our locally developed
Peregrine [27]. For all systems their default conﬁgurations and
parameters were used for both training and testing, and no at-
tempt was made to optimize their performance. The following sys-
tems were used.
1. A Biomedical Named Entity Recognizer (ABNER) (http://
pages.cs.wisc.edu/~bsettles/abner/) is a software tool for
text analysis in molecular biology [24]. The core of the sys-
tem is a statistical machine learning system using a linear-
chain conditional random ﬁeld (CRF) model [35] with a
variety of orthographic and contextual features. We used
version 1.5, released in 2005.
2. Lingpipe (http://alias-i.com/lingpipe) is a suite of Java
libraries for natural language processing, including part-
of-speech (POS) tagging, named entity recognition, spelling
correction, etc. [15]. The Lingpipe chunker supports rule-
based, dictionary-based, and statistical chunking. We used
the statistical chunker based on a hidden Markov model
[36], which according to the Lingpipe website is the most
accurate one. The version we used is 3.8, released in 2009.
3. MetaMap (http://mmtx.nlm.nih.gov/) is a dictionary-based
system to identify concepts from the UMLS Metathesaurus
in biomedical text [13]. Based on a minimal commitment
parser texts are split into chunks, in which concepts are
identiﬁed. MetaMap cannot be trained. MetaMap Transfer
(MMTx) is a distributable version of MetaMap written in
Java. We used the 2010 version. UMLS concepts identiﬁed
by MetaMap were mapped to the three concept types in
the i2b2/VA task following guidelines from the challenge
organizers [3].
4. OpenNLP Chunker (http://opennlp.sourceforge.net) is made
available by OpenNLP, an organizational center for open
source projects related to natural language processing. An
Unstructured Information Management Architecture
(UIMA) [37] wrapper for OpenNLP has been developed by
JULIE Lab (http://www.julielab.de) [16]. The wrapper
divides the OpenNLP package into small modules that per-
form sentence detection, tokenization, POS tagging, chunk-
ing (OpenNLP Chunker), etc., which makes it easy to
conﬁgure the pipeline for different purposes. OpenNLP
Chunker is based on a maximum entropy model [38]. We
used version 2.1, released in 2008.
5. JNET (JULIE Lab Named Entity Tagger) (http://www.juli-
elab.de/) is a generic and conﬁgurable named entity recog-
nizer [25]. The comprehensive feature set allows to employ
JNET for most domains and entity types. JNET uses a CRF
model. The version we used is 2.3, released in 2008.
Table 1
Performance of the annotation systems on the i2b2 test set.
Annotation system Recall Precision F-score
ABNER 69.3 79.6 74.1
JNET 76.5 78.8 77.6
Lingpipe 74.0 73.1 73.5
Metamap 21.2 22.5 21.8
OpenNLP Chunker 63.3 78.4 70.0
Peregrine 40.0 56.5 46.8
StanfordNer 72.3 82.0 76.8
Combined system (with MetaMap) 81.0 83.1 82.0
Combined system (without MetaMap) 81.2 83.3 82.2
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identiﬁcation tool, developed at the Erasmus University
Medical Center (http://biosemantics.org). Peregrine
includes a number of disambiguation rules to improve per-
formance [27]. For the i2b2/VA challenge, we used the
UMLS 2009 Metathesaurus ﬁltered for relevant semantic
types, in combination with chunking annotations to
improve precision. The UMLS semantic types were mapped
to the clinical concept types as speciﬁed in the i2b2/VA
challenge guideline.
7. StanfordNer (http://nlp.stanford.edu/software/CRF-
NER.shtml) is a named entity recognizer developed by the
StanfordNatural Language Processing Group [26]. It is based
on a linear chain CRFmodel.We used version 1.1, released in
2009.3.3. Training of systems
All ﬁve statistical systems were trained on the 349 records of
the i2b2/VA training corpus. The i2b2 record annotations were eas-
ily converted to the required input format for each of the systems.
All systems used tokens and contextual information as their input
features. Some systems (OpenNLP Chunker and JNET) also needed
part-of-speech (POS) information. We used the OpenNLP POS mod-
ule to generate the POS tags, and integrated them in the training
records. As MetaMap and Peregrine are dictionary-based systems,
training was not needed.3.4. Processing and evaluation pipeline
All systems were integrated in the UIMA framework, which was
easily accomplished since the systems either had UIMA compo-
nents or a webservice interface. The 477 records in the i2b2/VA test
set were read by the UIMA Collection Reader and annotated by each
of the seven systems. Subsequently, for each record the annotation
results of the systems were combined into a combined annotation,
output in the i2b2/VA annotation format, and submitted for evalu-
ation in the i2b2/VA challenge. Precision, recall, and F-score of the
individual annotation systems and the ensemble systemwere com-
puted for two boundary matching strategies: exact matching (both
the start and the end of the system annotation must match the
reference annotation), and inexact matching (at least one of the
annotation boundaries must match). Exact and inexact matching
was done both with and without the requirement that the concept
types (problem, test, treatment) of the annotations should match.Fig. 1. Performance of the ensemble system for varying voting threshold.3.5. Combination of annotations
We used a simple voting scheme to combine the results of the
different systems. For each annotation by a system, the number
of systems that exactly matched that annotation was counted. If
the count was larger or equal than a preset voting threshold, the
annotation was considered to be conﬁrmed by the combined sys-
tem, otherwise it was discarded. In case systems made two differ-
ent but overlapping annotations that both qualiﬁed for the voting
threshold, the annotation that was supported by the largest num-
ber of systems was selected and the other one discarded. If the
number of systems that supported each overlapping annotation
was the same, one annotation was randomly selected.4. Results
4.1. Performance of individual and combined annotation systems
The performance of the seven individual annotation systems on
the test set, as well as the performance of the combined system
with and without incorporating MetaMap, are given in Table 1.
The voting thresholds for the two combined systems were based
on the thresholds that gave the highest F-score on the training
set: 3 for the system with MetaMap, 2 for the system without. In
terms of F-score, the three trainable named-entity recognizers
(ABNER, JNET, and StanfordNer) performed best, the dictionary-
based systems (Peregrine and MetaMap) performed worst. Since
performance of the combined system increased, however slightly,
when MetaMap was excluded, we chose to do our further analyses
based on the ensemble system without MetaMap.
Recall, precision, and F-score of this system are all higher than
those of any individual system. The improvement in F-score of
the combined system as compared to the best performing single
system, JNET, is 4.6% points. The F-score of this ensemble system
ranked third among the performances of 22 different systems that
participated in the i2b2/VA concept annotation task. When we de-
rived the combined annotation from ﬁve rather than six individual
systems, the F-score of the combined system decreased by 0.1%
point (leaving out Peregrine) to 0.9% point (leaving out JNET).
When we stepwise varied the number of systems in the ensemble
system from six to three, at each step removing the system with
the smallest performance contribution to the ensemble, perfor-
mance decreased from 82.2% (six systems) to 82.1% (ﬁve systems,
Peregrine removed), 81.1% (four systems, OpenNLP Chunker re-
moved), and 79.7% (three systems, Lingpipe removed).
To measure the diversity between the systems, we pairwise
determined the F-score and assumed that the higher the F-score,
the lower the diversity (an F-score of 100% indicating perfect agree-
ment, i.e., no diversity). The F-scores ranged from 47.2% (MetaMap
Table 2
Performance of the combined annotation system for different boundary and concept
type matching of the annotations against the reference.
Boundaries Concept type Recall Precision F-score
Exact Same 81.2 83.3 82.2
Exact Different 83.6 85.8 84.7
Inexact Same 90.9 90.3 90.6
Inexact Different 91.2 93.5 92.3
Table 3
Examples of common errors made by the combined annotation system.
Error type Example
Wrong/
missed
Reference: . . .[new T wave inversion in III]PROBLEM in patients. . .
System: . . .new T wave inversion in III in [patients]PROBLEM. . .
Overlap Reference: He denies [increased urinary frequent]PROBLEM ...
System: He denies increased [urinary frequent]PROBLEM ...
Punctuation Reference: . . . For [Pain]PROBLEM, Mild (1–3), ...
System: . . . For [Pain, Mild]PROBLEM (1–3), ...
Coordination Reference: He denies [increased urinary frequent]PROBLEM or
[urgency]PROBLEM ...
System: He denies [increased urinary frequent or
urgency]PROBLEM ...
Concept
type
Reference: Exam remarkable for [b / l carotid bruits]PROBLEM ...
System: Exam remarkable for [b / l carotid bruits]TREATMENT ...
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between the dictionary-based systems and the statistical systems
(57.5%) was much higher than the diversity between MetaMap
and Peregrine (73.6%), or than the averaged diversity between the
ﬁve statistical systems (77.3%).4.2. Effect of varying the voting threshold
When we varied the voting threshold from 1 to 6, precision in-
creased from 60.7% to 97.6%, and recall dropped from 84.0% to
19.3% (Fig. 1). The F-score was highest for a threshold of 2.4.3. Error analysis
Table 2 shows detailed performance results of the combined
system with voting threshold 2 for different matching strategies.
A number of errors were due to mismatches in concept type (prob-
lem, test, treatment) of the combined annotation and the reference
annotation. When the concept types were not required to match,
the F-score increased by 2.5% points, to 84.7%. If additionally only
one of the boundaries of the combined annotation had to match
the reference annotation, the F-score further rose to 92.3%. The
remaining errors (false positive and false negative annotations)
had a mismatch at both the start and the end of the annotation
boundaries. The differences in F-scores of the combined system
for each of the three concept types were at most 1.8% point. For
the individual systems, these differences were within 3% points.
In a further analysis, we randomly selected ten clinical records
and categorized the errors made by the ensemble system, based on
exact match. It was found that 35% of the errors were caused by
completely wrong or missed annotations, 20% were caused by
overlapping but not exactly matching annotations, 16% by punctu-
ation differences, 15% by coordination handling, and 14% of the er-
rors were caused by wrong concept types. Table 3 shows some
examples of these errors. Note that overlap, punctuation, and coor-
dination errors disappear if inexact boundary matching is applied.5. Discussion
To our knowledge, this is the ﬁrst study showing that the recog-
nition of medical concepts in clinical records can be improved con-
siderably by combining the output of different annotation systems
through a simple voting scheme. The ensemble system had higher
precision, recall, and F-score values than any of the individual sys-
tems considered in this study. In terms of F-score, the combined
system outperformed the best single system, JNET, by 4.6% point.
The system is freely available (http://www.biosemantics.org/AC-
CCA_WEB), can easily be extended or integrated with other sys-
tems, and can be retrained for other tasks.
The statistical systems that were designed for NER (ABNER,
JNET, StanfordNer) performed better than the other systems, as
might be expected. Remarkably, the two chunkers in our study,
Lingpipe and OpenNLP Chunker, which we used here for a concept
recognition task, did not lag far behind in performance. The low
performance of MetaMap and Peregrine may partly be explained
by the use of UMLS, which is not speciﬁcally geared towards terms
in clinical records. Also, these systems carry out concept identiﬁca-
tion, a more difﬁcult task than concept recognition [39], and then
assign the identiﬁed concepts to the three categories at hand, a
somewhat roundabout way of named entity recognition. A better
ﬁltering of UMLS terms, possibly expanded with the reference
annotations in the i2b2/VA training corpus, would likely improve
these systems’ results. Another factor that may well have affected
the results, is that the statistical systems were speciﬁcally trained
for the current task, whereas the dictionary-based systems were
not.
Contrary to other top-ranking systems in the i2b2/VA challenge
[17,20,22,23], we did not try to optimize the parameters of the
individual systems in our study, nor did we use more advanced
contextual features, e.g., those based on negation or speculation
detection, which might have further improved the performance
of our systems. It is notable that even with the simple and straight-
forward approach that we took, the ensemble system ranked
among the best-achieving systems in the i2b2 challenge, which
shows the practicality and viability of the approach.
Removal of the worst performing system, MetaMap, from the
ensemble system slightly increased its performance, but subse-
quent removal of any of the other individual systems resulted in
performance degradation of the ensemble system. This suggests
that almost all systems, even a low-performing system like Pere-
grine, contribute to the high performance of the combined annota-
tion system.
What characteristics of the individual systems make our
ensemble system perform well? Classiﬁer diversity is generally
considered a necessary condition for performance improvement
of ensemble systems [28]. We have tried to achieve diversity by
combining different types of classiﬁers. However, as mentioned
above, it is difﬁcult to quantify diversity, and the relationship be-
tween classiﬁer diversity and performance of the combined system
is not clear [34]. Moreover, the diversity measures proposed in the
literature assume that a ﬁxed set of samples is classiﬁed [28,34],
but this is not the case for our systems, which recognize varying
amounts of concepts. In our approach, we used pair wise F-scores
as a measure to quantify diversity between concept recognition
systems. Apart from diversity, the accuracy of the classiﬁers should
play a role: clearly, one would like classiﬁers to agree on a classiﬁ-
cation if it is correct.
Our results suggest that classiﬁer accuracy correlates better
with the performance of the ensemble system than classiﬁer diver-
sity. The two systems with the lowest performance, MetaMap and
Peregrine, had the largest diversity with the other systems but
hardly added to, or even deteriorated, the performance of the
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ensemble, the least performing systems gave the smallest contri-
bution to the ensemble performance. Improvement may be
achieved by the addition of other, better performing systems than
MetaMap or Peregrine, but considering the ﬂattening F-score curve
with increasing number of systems in the ensemble, we suspect
such improvement not to be large.
Similarly to previous studies that used voting approaches in
natural language processing tasks [29,30,32], we have used a sim-
ple voting scheme. Other, more advanced combination methods
exist, e.g., weighted majority voting [40], Borda count [41], behav-
ior knowledge space [42], decision templates [43], Bayesian ap-
proaches [44], and Dempster–Shafer rule [45], amongst other
methods [46]. There is no consensus as to which of them performs
best [28], although simple methods such as (weighted) majority
approaches have shown consistent performance over a broad spec-
trum of applications [47,48]. Other than for the simple voting
approach that we used, these combination schemes require addi-
tional information, such as ranks or probabilities of the individual
classiﬁcations, information which is not provided by the systems in
our study. It might be possible to assign weights to the individual
classiﬁers based on prior knowledge, and use this information in a
weighted voting scheme, but whether this would result in better
achievement of the ensemble system is left for future research.
A potential beneﬁt of an ensemble-based system is the possibil-
ity to tune the operating characteristics of the system to a speciﬁc
application. The system with the highest F-score is not under all
circumstances the best. Some tasks may require high precision,
even if this implies moderate recall and F-score, whereas other
tasks require high recall. The individual systems show some vari-
ability in their performance ﬁgures (cf. Table 1), but none of their
precision or recall values is really high. Our combination approach
offers the possibility to vary the combined system across a large
range of precision and recall values by varying the voting threshold
(cf. Fig. 1). Thus, the performance of a combined system can easily
be tuned to best meet speciﬁc requirements.
Our error analysis indicated that a small part of the errors of the
combined system can be attributed to a wrongly assigned concept
type. Almost half of the remaining errors were due to a mismatch
in one of the annotation boundaries. Many of these errors resulted
from incorrect handling of coordination or punctuation, which are
also common error types for the recognition of noun phrases in
biomedical text [32,49]. The impact of these errors on the perfor-
mance of a whole information extraction pipeline is still an open
question. For example, it may well be that erroneously splitting
or joining annotations is less important in terms of information
extraction performance than missing or inserting annotations. It
would be interesting to learn how different annotation errors affect
real clinical record processing tasks.6. Conclusion
The combination of six existing systems for recognizing medical
concepts in clinical records provides substantially better results
than any of the individual systems. The ensemble-based approach
is straightforward and allows the balancing of precision versus re-
call of the combined system.Acknowledgments
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