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Abstract
Convolutional Neural Networks have achieved impres-
sive results in various tasks, but interpreting the internal
mechanism is a challenging problem. To tackle this prob-
lem, we exploit a multi-channel attention mechanism in fea-
ture space. Our network architecture allows us to obtain
an attention mask for each feature while existing CNN vi-
sualization methods provide only a common attention mask
for all features. We apply the proposed multi-channel at-
tention mechanism to multi-attribute recognition task. We
can obtain different attention mask for each feature and for
each attribute. Those analyses give us deeper insight into
the feature space of CNNs. The experimental results for the
benchmark dataset show that the proposed method gives
high interpretability to humans while accurately grasping
the attributes of the data.
1. Introduction
In recent years, Convolutional Neural Networks (CNNs)
have made great achievements in various tasks [4, 3]. De-
spite such success, it is known that an interpretation of the
CNNs is difficult for humans. There are various kinds of re-
search to understand the inference mechanism of CNNs to
tackle this problem [8, 11, 6]. In particular, ”Visual expla-
nation”, which visualizes the inference mechanism of the
CNN, is an important task.
We aim to obtain highly interpretable neural networks
using an attention mechanism to acquire features that are
important for classifiers. Our main idea is to train sub-
networks with multi-channel attention mask for each at-
tribute. The attention mask applied to the sub-network is
not common in the feature map but has the same number of
channels as the feature map. This multi-channel attention
mechanism can reveal which channel in the feature map fo-
cuses on which part of the image.
Figure 1 shows a grid visualization of the mean values
of each channel of attention masks. Our analysis reveals
that similar channels of features are commonly used for at-
tributes of ”Black Hair” and ”Blond Hair”. Important chan-
nels for attributes of ”Mouth Slightly Open” and ”Smiling”
are also similar. This result suggests that the features used
for each attribute are limited and can be applied to a very
Figure 1. Average of attention mask of each feature. One element
means one-dimensional mean value of attention mask, and there
are 128 elements.
wide range of applications. Our contributions are as fol-
lows:
• We suggest that applying different attention masks to
each channel of the feature map which gives us enables
deeper insights into CNNs.
• We propose a novel framework to visualize important
features for each attribute by using an attention mech-
anism.
• We performed a useful analysis on the features of
CNNs using the proposed framework.
Our analysis is highly versatile and leads to a broad range
of applied research, such as improvement of classification
accuracy, network pruning, image generation, and other ap-
plications.
2. Related Works
There are several methods for visualizing important fea-
tures for CNNs in images [8, 11]. Grad-CAM [8] visualizes
the area that brings a large gradient to the output neuron
when the target class is specified. GAIN [11] is the frame-
work that provides direct guidance on the attention mask
generated by weakly supervised learning. In addition, ABN
[2] made reasoning to CNN using the mechanism of Global
Average Pooling (GAP). WiG [9] achieved the performance
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Figure 2. Overview of proposed network architecture. Here, there are K binary classification components, where K is the number of
attributes.
improvement of CNNs by applying the gating by attention
mechanism as the activation function.
In our network architecture, we can obtain an attention
mask for each feature while existing CNN visualization
methods provide only a common attention mask for all fea-
tures.
3. Proposed Method
We aim to interpret and theorize the internal mechanisms
of CNNs using attention mechanism. Figure 2 shows an
overview of our proposed network architecture. In the pro-
posed method, multiple outputs corresponding to an image
with multiple attributes.
Let X = {x1,x2, . . . ,xn}Ni=1 be a sample set, Y =
{y1,y2, . . . ,yn}Ni=1 be a label set,N is the number of sam-
ples. The details of each component are as follows.
3.1. Feature Extractor
Feature extractor ff extracts generic feature used by all
the following networks. This component performs feature
extraction. For this component, we use the Dilation Net-
work [10].
3.2. Binary Classifiers with Attention Mechanism
Binary classifiers Fb = {f1b , f2b , . . . , fkb }Kk=1, where K
is number of attributes, are components that perform binary
classification corresponding to each attribute of the image.
This network is our main component. The loss for the bi-
nary classifiers can be expressed by a sum of binary cross
entropy of each attribute as
Lb = − 1
N
N∑
i=1
K∑
k=1
yki log yˆ
k
b,i + (1− yki ) log (1− yˆkb,i) ,
(1)
yˆkb,i = f
k
b ((1 +M
k(ff (xi)))⊗ ff (xi)) , (2)
where Mk(·) is the attention mask for k-th attribute, and ⊗
represents element-wise product operation. Note that the at-
tention maskMk has the same number of channels as that of
feature ff . It differentiates from existing importance visual-
ization algorithms. We apply attention mask as 1+Mk(·) to
emphasize the area of interest while keeping the low value
of the attention mask following in [2].
3.3. Multi-Label Classifier
Multi-label classifier is a component that classifies mul-
tiple labels. The loss for the multi-label classifier is
Lm = − 1
N
N∑
i=1
K∑
k=1
yki log yˆ
k
m,i + (1− yki ) log (1− yˆkm,i) ,
(3)
yˆkm,i = f
k
m(ff (xi)) . (4)
We put this network component to obtain better feature rep-
resentation.
3.4. Reconstructor
Reconstructor fr is a component that reconstructs a input
image from extracted feature. The reconstruction loss Lr is
Figure 3. Visualizing attention masks on multiple facial attributes recognition. One element is one channel of the attention mask. The
number under each mask means feature IDs.
as follows.
Lr =
1
N
N∑
i=1
(xi − fr(ff (xi)))2 . (5)
This component aims to obtain better feature representation
ff (·).
3.5. Overall Loss Function
The overall loss function is:
L = α · Lb + β · Lm + γ · Lr + λ · ‖M‖1 , (6)
where, α, β, γ, and λ are weight parameters of each compo-
nent, and ‖M‖1 means L1 sparseness to the attention mask
which is used to extract features that are really important for
the data.
4. Experimental Results
We evaluate our method using the CelebA dataset [7],
which consists of 40 facial attribute labels and 202,599 im-
ages (182,637 training images and 19,962 testing images).
The parameters of the proposed method are α = 1, β = 1,
γ = 4 and λ = 0.00001. The dimension of the attention
mask and feature map is 128. The reproduction code is
available online1.
Figure 3 shows the visualization of the attention mask
by our proposed method. In this figure, common feature
channels are visualized for each attribute, and each column
means the top three features which have high importance
for each attribute. Our attention masks focus on areas that
may be important to attributes. In addition, this experimen-
tal result suggests that analysis of feature space reveals the
relationship among attributes. For example, feature IDs 25,
14 and 50 are not used in Mouse Slightly Open, although
they are used in Smiling. On the other hand, IDs 105 and
50 are used in the therapy of Smiling and Mouse Slightly
Open, and ID 8 is not used in Smiling. Only the mouth
region is focused for the attribute of Mouse Slightly Open,
while a wide region including mouse and eyes are focused
for the attribute of Smiling. Those results are consistent
with the human instinct.
1http://www.ok.sc.e.titech.ac.jp/%7Emtanaka/proj/mam/
Figure 4 shows the visualization of the correlation of the
feature space. Table 1 lists some of the feature IDs and
their highly correlated features. Our multi-channel attention
mechanism makes it possible to obtain correlations among
each channel of the feature map.
Table 2 lists some of the attributes and their highly cor-
related attributes. Correlations of attributes are estimated
based on correlations of features. Attributes that are intu-
itively similar are highly correlated. This result makes it
possible to group highly correlated attributes. In addition,
experimental results may even reveal potential relationships
among attributes.
Table 3 shows the experimental results of the classi-
fication task in the CelebA dataset. In this experiment,
MT-RBM PCA [1], LNets+ANet [7], and FaceTracer [5]
are used as comparison methods. The proposed method
achieves good performance with many attributes and all av-
erage accuracy.
Figure 4. Visualization of correlation in feature space. In this fig-
ure, deeper color means higher correlation.
5. Conclusion and Discussion
We proposed a novel network architecture and attention
mechanism that can give a visual explanation of CNNs. Our
multi-channel attention mechanism makes it possible to ob-
Table 1. Correlation among the features. It lists the target features, highly correlated features with the target, and correlation.
Target Feature ID Top5 Highly Correlated Feature IDs
1 72 (0.98) 87 (0.95) 44 (0.94) 92 (0.94) 87 (0.94)
32 111 (0.96) 114 (0.95) 100 (0.95) 15 (0.94) 119 (0.94)
64 127 (0.97) 15 (0.97) 119 (0.97) 114 (0.97) 57 (0.97)
Table 2. Correlation among the attributes. It lists the target attributes and the top five attributes that are highly correlated with the target.
Target Attribute Top5 Highly Correlated Attributes
Black Hair Blond Hair, Brown Hair, Bald, Wearing Hat, Gray Hair
Heavy Makeup Wearing Lipstick, Male, Rosy Cheeks, Attractive, Young
Bushy Eyebrows Bags Under Eyes, Eyeglasses, Arched Eyebrows, Heavy Makeup, Attractive
Table 3. Classification accuracy on the CelebA dataset. In this
experiment, MT-RBM PCA [1], LNets+ANet [7], and FaceTracer
[5] are used as comparison methods.
Attribute Ours [1] [7] [5]
5 Shadow 92.85 90 91 85
Arched Eyebrows 81.37 77 79 76
Attractive 80.71 76 81 78
Bags Under Eyes 83.79 81 79 76
Bald 98.30 98 98 89
Bangs 94.10 88 95 88
Big Lips 70.14 69 68 64
Big Nose 83.67 81 78 74
Black Hair 88.39 76 88 70
Blond Hair 95.10 91 95 80
Blurry 95.33 95 84 81
Brown Hair 86.55 83 80 60
Bushy Eyebrows 91.87 88 90 80
Chubby 96.02 95 91 86
Double Chin 96.68 96 92 88
Eyeglasses 98.67 96 99 98
Goatee 96.72 96 95 93
Gray Hair 97.89 97 97 90
Heavy Makeup 89.49 85 90 85
High Cheekbone 86.77 83 87 84
Male 97.38 90 98 91
Mouth Open 93.67 82 92 87
Mustache 96.60 97 95 91
Narrow Eyes 86.38 86 81 82
No Beard 94.87 90 95 90
Oval Face 73.33 73 66 64
Pale Skin 97.67 96 91 83
Pointy Nose 75.62 73 72 68
Recede Hair 93.44 96 89 76
Rosy Cheeks 94.67 94 90 84
Sideburns 97.65 96 96 94
Smiling 92.28 88 92 89
Straight Hair 81.60 80 73 63
Wavy Hair 81.64 72 80 73
Earring 84.61 81 82 73
Hat 98.92 97 99 89
Lipstick 92.52 89 93 89
Necklace 86.37 87 71 68
Necktie 96.30 94 93 86
Young 87.00 81 87 80
Average 92.05 87 87 81
tain correlations among each channel of the feature map.
We suggest that analysis of feature maps obtained by the
proposed method is highly versatile and lead to a broad
range of applied research, such as improvement of classi-
fication accuracy, network pruning, image generation, and
other applications.
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