Abstract. We present a method for solving the Stokes problem in unbounded domains. It relies on the coupling of the transparent boundary operator and a spectral method in spherical coordinates. It is done explicitly by the use of vector-valued spherical harmonics. A uniform inf-sup condition is proved, which provides an optimal error estimate.
Introduction
When solving a steady partial differential equation in an unbounded domain, various strategies can be used. Most of them rely on the use of integral equations and fast algorithms (see for instance [15] , [4] , [14] , and references therein). An alternative approach is to introduce an artificial boundary and a coupling between a numerical method in the interior and either an eigenmode decomposition or an integral equation on the artificial boundary ( [8] , [11] ). Successful computations using spectral methods in two dimensions have been reported in [2] , and theoretical formalism for the two-dimensional Stokes problem has been introduced in [9] . It relies on a polar decomposition of vector fields and produces an optimal method, i.e., with a uniform inf-sup condition. The aim of the present paper is to extend the method to the three-dimensional Stokes problem. We start in Section 2 with the Stokes system in a ball, with a Dirichlet boundary condition      −∆u + grad p = f in Ω, div u = 0 in Ω, u = 0 on Γ.
(1.1)
We write a mixed formulation in (H (Ω). Owing to a well-known result by Babuska and Brezzi (see [7] ), the most delicate property to fulfill for the well-posedness is the so-called inf-sup condition. It necessitates the computation of the following quantity:
. According to classical theory, this property prevents the apparition of parasitic modes for the pressure and allows for optimal error estimates, as proved in subsection 3.3.
With all these tools in hand, we are now able to handle the problem of unbounded domains in Section 4. Considering the Stokes problem in R 3 , we show how to reduce the problem to a bounded domain by introducing a fictitious boundary, the sphere of radius R, in subsection 4.1. In subsection 4.2, we give an explicit representation of the transparent operator, which in turn provides easy proofs of its properties. The last two subsections in Section 4 are devoted to a Galerkin method for the problem. The path is the same as in Sections 2 and 3, and gives the exact value in the inf-sup condition.
The Stokes system in a ball
2.1. A few elements in functional analysis. We recall here some well-known results on Sobolev spaces. For details see [7] .
For any three-dimensional domain Ω, L 2 (Ω) is the (complex) Hilbert space of square-integrable functions, furnished with the inner product 
and the corresponding norm is denoted by . m,Ω (as usual, In order to analyze the Stokes problem in bounded or exterior domains, with various boundary conditions, it is convenient to introduce the following abstract frame (see [7] ). Let M and X be two Hilbert spaces, furnished with the inner product (., .) M and (., .) X , and the corresponding norms . M and . X . Let a be a sesquilinear form on X × X (i.e., linear with respect to the first variable and antilinear with respect to the second variable) and b be a sesquilinear form on X × M (i.e., linear with respect to the variable in M and antilinear with respect to the variable in X). We shall call the mixed or saddle point formulation the following problem.
We introduce the subspace of X, V = {v ∈ X, ∀q ∈ M, b(v, q) = 0}. The general result by Babuska and Brezzi reads (see [7] ) Theorem 2.1. Suppose the following assumptions are fulfilled :
The sesquilinear form a is continuous on X and there exists a positive constant
α such that for any v in V ,
The inf-sup condition is fulfilled: there exists a real number C positive such that
inf q∈M sup v∈X |b(v, q)| v X q M ≥ C. (2.5)
L is an antilinear continuous form on X.
Then problem (2.3) has a unique solution.
Variational formulation in a bounded domain.
Let Ω be a bounded open connected subset of R 3 with smooth boundary Γ. The Stokes problem in Ω with homogeneous Dirichlet boundary data reads: Find (u, p) such that
The notations grad , div and ∆ give the gradient, divergence and Laplace operators, respectively, 
We shall call a solution to (2.3) with the definitions in (2.8) a weak solution to (2.6). Theorem 2.1 gives the well-posedness of problem (2.6) as follows (see [7] ):
We shall now consider the case where Ω is the unit ball. We shall identify the best constant in the inf-sup condition. For that purpose, we introduce a decomposition of vector fields on the sphere.
2.3. Spherical harmonics, vector-valued spherical harmonics. We describe here a theory based on well-known results in quantum mechanics (see [3] ). They have been introduced in the frame of functional analysis by Nedelec to handle exterior problems for Maxwell equations ( [14] ).
A point in R 3 is defined by its spherical coordinates (r, θ, ϕ), and the corresponding moving frame is {e r , e θ , e ϕ }. These coordinates are related to the euclidean coordinates {x 1 
On S, sphere in R 3 of radius 1, L 2 (S) is the (complex) Hilbert space of squareintegrable functions on S, furnished with the inner product (2.12) and the corresponding norm is denoted by . 0,S .
The Laplace-Beltrami operator ∆ S is given by 
The functions Y m,l are written in closed form as
where P l m is the associate Legendre polynomial defined by
and P m is the mth Legendre polynomial on [−1, 1] (see [1] ). We introduce the tangent gradient
and the Hilbert space
furnished with the inner product
The following Green's formula holds: For further purpose, following [14] , we shall define, for any real number s, H s (S) as
It is furnished with the norm
Let us come now to the vector fields. As mentioned in subsection 2.3, L 2 (S) denotes the space of vectors whose three components (in the canonical frame) belong to L 2 (S). The vector-valued Laplace-Beltrami operator is defined by
or, to be more precise,
We can write the Green formula as
Let us now define a complete set of vectors, orthogonal in L 2 (S), by 
where, for u = u(θ, ϕ), the vector-valued curl operator is given by
and, for A(θ, ϕ) = A θ (θ, ϕ)e θ +A ϕ (θ, ϕ)e ϕ , the divergence and scalar curl operators are defined by
This operator has the same properties as ∆ S : it is self-adjoint, negative on T L 2 (S). For any A in L 2 (S), the projection of ∆ S A on the tangent space vect{e θ , e ϕ } coincides with∆ S A T , where A T is the projection of A on vect{e θ , e ϕ }. The Laplace-Beltrami operator we defined first is better suited for our purpose.
Thus, any p in L 2 (Ω) can be expanded as
By separation of variables, the following space of functions depending on the rvariable arises naturally:
It is a Hilbert space when equipped with the natural inner product (2.35) and the corresponding norm, denoted by . r .
The Parseval identity reads in this case
Any u in L 2 (Ω) can be expanded in the same was as 
Proof. As in [9] , we write
where, for q in M , w(q) is the unique solution to the problem
or equivalently,
We now expand q as in (2.33) and w as in (2.37). ∆w and grad q are expanded on the {{T m,l }, {V m,l }, {W m,l }} basis as well, and identifying the coefficients to zero yields
where, in (2.48), ∆ r denotes the part of the Laplace operator corresponding to the r-variable, i.e.,
In (2.49) and (2.50), the following identity has been used: (Ω), given by its coefficients q m,l , we have found a solution w to (2.46). Its coefficients in the expansion (2.37) are given by
(2.56)
A Galerkin method for the Stokes system in a ball
For any integer L, P L ([0, 1]) denotes the space of polynomials in the variable r of degree lower than or equal to L.P L ([0, 1]) is the subspace of P L ([0, 1]), whose elements vanish for r = 1. We introduce discrete spaces for pressure and velocity: 
In order to prove the well-posedness for (3.6), we only need the inf-sup condition in Theorem 2.1. We shall actually prove a uniform inf-sup condition. 
Proof. As in subsection 2.4 we have
where, for q in M N , w(q) is the unique solution to the problem 
For any positive integer τ , we denote by H Proof. The proof is now classical and will be omitted here. Results of the same type have been obtained in [1] for the weight ω α,α and in [9] for the weight r. It follows the same path as in the proof of Theorem 3.4. It relies on the expansion of q on the Jacobi polynomials J α,β n+1 (here α = 0 and β = 2) and multiple use of the Green formula.
Approximation results.
Due to the ellipticity of the sesquilinear form a and the uniform inf-sup condition, Theorem 1.1 in [7] gives a first approximation result: there exists a positive constant C such that, for any N ≥ 2, if (u, p) and (u N , p N ) are the solutions to (2.3) and (3.6), respectively,
where V N is the discrete space corresponding to V :
It remains to estimate the expressions in the right-hand side of (3.18).
Theorem 3.4. Let τ be a positive integer. For any q in
Moreover,q belongs to M and
Proof. We denote by π S,K the projection in L 2 (S) on the K first eigenspaces, i.e.,
Using the fact that the Y m,l are the eigenfunctions for the eigenvalues λ m = m(m + 1), we get for any integer n
It is well known (see [12] ) that for any real number σ, (−∆ S ) σ η 0,S ≤ η 2σ,S , so that, for any integer n, if η belongs to H n (S). (3.27) and, using Theorem 3.3, the proof is now complete.
Theorem 3.5. Let τ be a positive integer. For any v in
Proof. We first identify the space V . Recall that it is defined by
Any q in M is written as We look now forw m,
Due to the orthogonality conditions in L 2 r 2 ,w m,l andt m,l can be defined bỹ By construction it belongs to V ∩ X N , and, by Theorem 3.4 and its proof, the estimate follows. 
Coupling spectral method and transparent boundary condition
In order to settle a variational formulation to problems in unbounded domains, weighted Sobolev spaces have been introduced in [10] . We recall here the definitions and some useful properties. For a smooth unbounded domain Ω, we introduce the space
It is a Hilbert space, furnished with the natural inner product and corresponding norm
The properties of such spaces can be found for instance in [6] . The notations are extended to vectors by boldfacing. Consider first the Stokes problem in the whole space
The data f is assumed to be compactly supported in the ball B(R) of radius R. Following [6] , if f is compactly supported and belongs to
Remark 4.1. In the two-dimensional case, R belongs to W 1 (Ω), an orthogonality condition is needed on f , and the pressure p is defined modulo a constant.
In order to compute (u, p), we shall introduce a fictitious boundary, the sphere of radius R, and solve the Stokes problem in the ball B(R) with the so-called transparent boundary condition. This boundary condition accounts for the solution outside B(R).
4.1.
Transparent boundary condition and reduction to a bounded domain. Following, we shall denote Ω = B(R), Ω = R 3 − Ω, S R their common boundary. The unit normal vector to S R is oriented toward the exterior of Ω, and we shall call it n (it is e r in the notation of subsection 2.3). Problem (4.3) is equivalent to the coupling
with the transmission conditions
where σ n is the normal strain, i.e.,
This problem is well posed, due to the key properties of this weighted space, i.e., a Poincaré inequality. Let W 
Denote by K the linear operator defined on H Using the transmission conditions on S R , problem (4.3) is equivalent to the following boundary value problem in the bounded domain Ω:
(4.10)
We shall now give an explicit form for K and some useful properties. 
