This article presents new metaheuristics denoted as multipath adaptive tabu search (MATS). The algorithms employ adaptive tabu search (ATS) as the main search heuristics, and incorporate partitioning, sequencing, and discarding mechanisms, respectively. The algorithms are explained in details with their convergence analyses presented. The article also gives an illustrative application of identification of nonlinear force in a cart-plus-pendulum system.
INTRODUCTION
To date, real-world optimization problems are very complex, and contain mixture of continuous and discrete variables as well as objective functions. A great number of these problems are NP hard (non-deterministic polynomial-time hard) and multi objective. Classical optimization methods often face difficulties solving them. Metaheuristics, a kind of approximate methods, have been widely used as efficient tools for solving such combinatorial optimization problems. Among those algorithms, tabu search (TS) (Glover, 1986 (Glover, , 1989 Glover and Laguna, 1997 ) is one of the most efficient memorybased methods. However, the original TS cannot completely handle the deadlock problems. The modified versions of the original TS have been consecutively proposed to improve its performance and overcome such problems, for example, the reactive tabu search (RTS) (Battiti and Tecchiolli, 1994; Wassan, 2006) , the parallel tabu search (PTS) (Crainic et al., 1997; Talbi et al., 1998; Sait et al., 2000) , the modified tabu search (MoTS) *Corresponding author. E-mail: deachap@sau.ac.th. (Nowicki and Smutnicki, 2005; Zhang et al., 2007; Glover, 2006) , the probabilistic tabu search (PrTS) (Xu et al., 1997; Kochetov and Goncharov, 2000; Ghosh, 2003) , and the directed tabu search (DTS) (Hedar and Fukushima, 2006; Karim and Seddiki, 2010a, b) .
One of the enhanced versions of the original TS is referred to as adaptive tabu search (ATS) . Performance of the TS has been enhanced by additional adaptive neighborhood to accelerate the search, and backtracking mechanism to escape from local solution lock. The ATS has been successfully applied to various real-world problems including power system protection (Areerak et al., 2004) , identification (Puangdownreong and Sujitjorn, 2006) , control (Puangdownreong and Sujitjorn, 2007) , and signal processing (Sriyingyong and Attakitmongcol, 2006) . During 2008 to 2012, multipath ATS or MATS has been proposed with search performance assessment (Kluabwang et al., 2008 (Kluabwang et al., , 2012 . However, the convergence property of the algorithms has not yet been analyzed.
In this article, the MATS algorithms are described. After the main results of the MATS convergence properties are presented, the application of the MATS to identification problem is then illustrated before the study is finally concluded.
DESCRIPTION OF THE ALGORITHM
The proposed MATS consists of four components namely the ATS, partitioning, sequencing, and discarding Puangdownreong et al. 5289 mechanisms (PM, SM and DM), respectively. The algorithms can be considered as a pseudo-parallel method, in which the SM arranges the search in sequential form otherwise the search runs in parallel.
Since the MATS uses the ATS as the main search algorithms, the ATS is explained first. The ATS begins searching with some heuristic or random initial solutions in a neighborhood. Solutions in a neighborhood are evaluated and ranked due to their cost values. For a minimization problem, a solution with minimum cost is set as a new starting solution, and memorized in a block of memory called tabu list (TL). A new neighborhood is generated around this new starting solution, and the process is repeated. A number of visited solutions of high quality stored in the TL are useful for the search to escape from a solution entrapment. This is achieved by use of the backtracking mechanism (BT) regarded as an aspiration criterion (AC). Once BT is activated, visited solutions stored in the TL will be ranked by the objective function to arrange the signification of distance apart from an entrapped solution. The BT retrieves the most significant solution ranked from the TL for the ATS to use as a new starting solution. Therefore, a new neighborhood is generated around it, and further leads to a new search path departing from the previous one experiencing a deadlock. Once the search moves toward an elite local solution, the adaptive search radius mechanism (AR) is activated. Also regarded as AC, the AR decreases the search radius of a neighborhood corresponding to reduction in the cost of the current solution to provide a finer solution within a short duration. Figure 1 discloses the ATS algorithms with the BT and the AR mechanisms. The AC stands for the aspiration criteria. In the ATS , the BT and AR mechanisms are considered as the AC. The TC in Figure  1 is the termination criteria. In general, TC can be defined as the maximum number of searches, the objective function value found reached a satisfied value or less, or the objective function value did not improve in maximum consecutive iterations of allowance. Figure 2 presents an example of some search moves of the ATS.
The MATS employs a few to many ATS paths. These search paths are managed by three mechanisms that will be explained next.
The MATS is proposed for use on a single CPU platform. Its first managerial components is the partitioning mechanism (PM) operating only once at the beginning of the search. The PM starts with decomposing the entire search space into a number of sub-searchspaces defined by the user. It defines explicit search boundaries, each of which is given an individual initial solution and an independent ATS path. The boundaries are totally removed just before launching the searches such that all ATS paths can search freely on the entire search space. This technique helps reduce any conflicts that may arise during the search along the border lines.
STEP 0: Initialization
Generate an initial solution , neighbourhood ; set best -solution, AC, TC, TL and iteration counter.
STEP 1: Iteration
Generate search space and possible solutions .
Evaluate cost values for all solutions belonging to the neighbourhood . If the current best -solution from the neighbourhood has a lower cost than the best -solution , replace the best -solution by the current best and update the TL by storing (tabuing ) the (previous ) best-solution , otherwise the best -solution remains unchanged and the current best -solution becomes tabu instead .
If the search has not been able to improve the best-solution for a certain time , update counter and go to STEP 3.
STEP 2: Termination
Exit with the global solution if the TC is (are) met, otherwise go to STEP 1.
STEP 3: Aspiration
Perform algorithmically according to the AC . If deadlock occurs , invoke the BT mechanism .
If the cost value of the current best -solution is lower than the preset cost , invoke the AR mechanism. Update TL , and counter . Go to STEP 1.
(a)
STEP 1 : Ranking Rank visited solutions stored in the TL by the objective function to arrange the signification of distance apart from an entrapped solution .
STEP 2 : Retrieving
Retrieves the most significant solution ranked from the TL .
STEP 3 : Setting
Set the solution from STEP 2 as the next solution of ATS .
STEP 4 : Return to ATS
Exit BT and return to ATS .
(b)
STEP 1 : Redius reduction
Reduce the search radius by an amount related to the cost value . STEP 2 : Exit.
If the AR criterion is not met , use the default search radius and exit AR . The sequencing mechanism (SM), the second managerial component, is considered as a time-sharing strategy used on a single CPU platform to organize the ATS paths to run one-by-one. Assuming that there are n search paths, the first path begins its first trial. Afterward, it enters a wait state. Next the CPU provides the service to the second path. Once the second path finishes its first search trial, it has to wait. The operation goes on in this manner until the last path finishes its first search trial. The process is repeated until one of the ATS paths hits a qualified solution, or the iteration reaches its maximum count. Figure 4 summarizes the SM procedures.
During the operation of the SM, communication with the third managerial component called the discarding mechanism (DM) is necessary. The DM is designed to reduce the overall search time of the MATS by forcing some low-quality search paths to stop as soon as possible. Among various possible approaches, a simple implementation of the recency strategy via the evaluation of the cost values of the current best-solutions of the search paths is demonstrated.
The DM reduces the number of search paths by half. However, the number of search paths to be reduced can be arbitrarily adjusted to suit an application. After this forced termination, the DM transfers the information concerning the being-terminated and the existing paths to the SM. The DM procedures are summarized in Figure  5 . Figure 6 represents the procedural list of the MATS. Search performance assessment of the MATS on a single CPU platform compared with the ATS has been published (Kluabwang et al., 2012) .
In this regard, the MATS is about two-times faster than the ATS as the best case. For the worst case, its performance is about the same as the ATS. Moderately, the MATS provides 30% reduction in the search time compared with the ATS. 
STEP 0: Initialization (PM, SM and ATS)
Decompose the search domain, initialize all ATS paths. Release all search paths to perform freely on the original search space.
STEP 1: Iteration (SM and ATS)
Perform sequential search using ATS.
STEP 2: Aspiration (DM)
If the discarding criterion (DC) is met, force the corresponding ATS path(s) to stop.
STEP 3: Termination (ATS)
Exit with the global optimum solution if the TC is (are) met, otherwise go to STEP 1. 
Convergence analysis
Here, an analysis of convergence property of the proposed MATS is presented. Since the MATS uses the ATS as its search core unit, our analysis is fundamentally based-on the convergence of the ATS. Existing three theorems are restated as follows:
(1) If a sub-space has a large member of its total members to give good enough representatives of a neighborhood, a local minimum in the vicinity can be found by generating a few successive sub-spaces.
(2) The AR accelerates the search to reach the minimum. The search rapidly converges to the local minimum by suitably adjusting the search radius.
(3) With the BT, the search process obtained multiple local minima, one of which is the global minimum.
The following two theorems confirm the convergence of the MATS, and its efficacy in comparison with the ATS.
Theorem 1
Once the ATS possesses the global convergence property for an optimization problem, the MATS that uses Puangdownreong et al. 5291 the ATS search cores, search parameters of which are all the same, will also possess the global convergence property.
Proof: For minimization problems, the global convergence property 
For the MATS, the PM is invoked to divide an entire search space into sub-spaces, and initiate an individual initial solution for each ATS path. After removing subspace partitions, all ATS paths search freely on an entire search space. This property can be expressed in (2), where m f is the objective function of the m th ATS path; 0 j x is an initial solution in n dimensions of the j th ATS;
are solutions in n dimensions at the k th iteration of the j th ATS.
With the SM, all ATS paths are periodically interrupted, and put into some wait states in each trial with their statuses memorized. All search paths are evaluated by the DM such that some low-quality paths are discarded. Then, the active ATS paths continue searching freely on the entire search space with their statuses resumed after being interrupted. With the DM, the number of ATS paths is decreased, while the property of each ATS path remains unchanged. Once
is the maximum iteration), the DM is invoked. This means that the MATS has not yet found the global solution. The expression in (2) can be restated as in (3). When the MATS continues searching repeatedly within reasonable finite time, only one ATS path left can reach the global minimum as expressed in (4), which is equivalent to (1).
( )
From (2) to (4), since all ATS paths possess the global convergence property , one of the paths remained after the activation of the DM still possesses the property. It continues searching until the global minimum is found. This can be concluded that the MATS possess the global convergence property as the ATS does. This completes the proof.
Theorem 2
Setting the MATS parameters appropriately causes the MATS to find the global minimum faster than the ATS does. (6) to (7) is the number of iterations of the MATS, which is equivalent to that of the ATS.
Proof: Let
In (7), N is the search core matrix (row). for this example). It can be concluded that the MATS can reach the global minimum faster than the ATS does. The analysis is completed.
This implies that

APPLICATION TO IDENTIFICATION PROBLEM
Experimental setup
An application of the MATS to parametric model identification of a cart-plus-pendulum (CPP) system is presented in this section. The CPP system practically represents a crane lifter that is intrinsically nonlinear and unstable. Figure 7 shows the diagram representing the system having non-uniform force excitation, f , generated by a motor, and transmitted through a flexible belt. The belt motion consists of at least three modes: longitudinal (left-right), up-down swing, and sway depending on the motor input voltage, u . In this case, the pendulum swings unpredictably.
The angles of oscillation, φ , and the cart position, y , of the system can be modeled in (8) and (9), respectively. Derivation of the models is based on the Lagrange's equation of motion (Bloch et al., 2000) . In both (8) and (9), M = cart mass = 0.9549 kg., f = force excited by belt (not known), m = pendulum mass = 0.251 kg., l = length of pendulum rod = 0.4 m., and g = gravity = 9.81 m/s 2 .
The pendulum rod is assumed to be weightless. In this work, the non-uniform force, f , is assumed as in (10) [ ] 
IDENTIFICATION RESULTS AND DISCUSSION
Parametric model of the CPP system will be identified by the MATS. Results obtained from the MATS will be compared with those obtained from the ATS. To identify the CPP system parameters by the ATS and the MATS, the objective function, J , is formed as in (11). J is the sum-squared error between the measured pendulum angles (φ ), and those obtained from models (φ′ ). Figure  8 provides the list of the calculation procedures for the objective function of the problem.
Referring to f in (10) and J in (11), the parameters For the MATS, it uses 15 ATS paths. The DM operates as follows: at the 10-th iteration, it reduces 15 to 8 paths; at the 20-th iteration, it reduces 8 to 4 paths; at 30-th iteration, it reduces 4 to 2 paths, and at 40-th iteration, it reduces 2 to 1 path, respectively. The search parameters of the ATS (search core unit in the MATS) are as follows: 10,000 or J < 3.1895 for the TC. The ATS and the MATS algorithms were coded by MATLAB running on Intel Core2 Duo 2.0 GHz 3 Gbytes DDR-RAM computer. From the results shown in Figure 9 , the TC of the ATS (J = 3.1894 < 3.1895) is met at the 1,713-rd iteration within 643.54 sec, while the TC of the MATS (J = 3.1891 < 3.1895) is met at the 655-th iteration within 351.53 sec by the 14-th path of the MATS. It can be noticed that the MATS can effectively save the search time of 45.38% and the iterations of 61.76% compared to the ATS. The solutions, tabu search (MATS), and its convergence analysis. The MATS consists of the ATS search core units, partitioning, sequencing and discarding mechanisms, respectively. Analysis shows that the proposed algorithms run faster than the ATS. Furthermore, the article presents an application of the MATS to an identification problem of nonlinear excitation force in a cart-plus-pendulum system. As results, the MATS renders 45.38% reduction in the search time and 61.76% saving in the iterations compared to the ATS. The model obtained from the MATS is superior and more suitable to explain the cartplus-pendulum system behavior. Validation results confirm the effectiveness and practicality of the proposed algorithms.
