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In this paper we continue our study of doubly-periodic sequences. It is shown 
that the set of eventually doubly-periodic sequences over a finite field has the 
structure of a Hopf algebra and that it factors as the tensor product of the Hopf 
algebra of eventually singly periodic sequences with itself. As an application of this 
result, we generalize a previous theorem by introducing a coalgebra structure for a 
space of doubly-periodic sequences (which solve a two-dimensional recurrence) 
and decomposing it as a sum of products of coalgebras of singly periodic se- 
quences. The result is further applied to the well-known construction of two- 
dimensional cyclic product codes using cyclic ordering yielding an induced coalge- 
bra structure for these codes. 6 15x2 Academic press, Inc. 
1. INTR~DU~ION 
If N is the set of non-negative integers and F is a field, then recall that 
a sequence u = (ui): N + F is eventually periodic if there is a positive 
integer p and a non-negative integer L such that u~+~ = ui for all i 2 L in 
N. If L = 0, u is periodic, and we call the least such p the period of the 
sequence u. Moreover, define the double sequence (infinite matrix) s = 
(sij>: N X N + F to be eventually doubly-periodic if there exist positive 
integers p and q, and non-negative integers L and M such that s~+~, j = 
sij = si, j+4 for all i r L or j 2 M in N. If L = M = 0, then define s to be 
doubly-periodic. 
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Doubly-periodic sequences are a natural generalization of periodic 
sequences. They can be shown to make up the solution space of two 
simultaneous linear recurrences. The general theory of doubly-periodic 
sequences has been studied by Sakata [8], MacWilliams and Sloane [5], 
and Homer and Goldman [4]. They can be shown to have autocorrelation 
properties similar to those of linear sequences. Eventually periodic se- 
quences (both single and double indices) occur in the characterization of 
linear and quadratic automata. Other applications have arisen related to 
coding, particularly involving multidimensional cyclic codes as well as 
general Abelian codes (see Sakata [9] and MacWilliams [6]). 
In [4] the authors studied doubly-periodic sequences over commutative 
rings in terms of the recurrence relations they satisfied. In the case where 
certain polynomials associated with the recurrences had all distinct roots 
in a finite base field, it was shown that the solution space of doubly-peri- 
odic sequences decomposes as the vector space tensor product of solution 
spaces of associated periodic sequences. The main theorem of this paper 
shows that eventually doubly-periodic sequences over any finite field are 
isomorphic (as a Hopf algebra) to the tensor product of the space of 
eventually periodic sequences with itself. The first application of this 
theorem extends our former decomposition theorem in certain circum- 
stances to show that over any finite field, the space of doubly-periodic 
solutions to a double recurrence is isomorphic (as a coalgebra) to the sum 
of tensor products of solution spaces of associated single index recur- 
rences. As another application of these ideas, we show that a standard 
construction [2,5] of a two-dimensional cyclic product code has an induced 
coalgebra structure. These results suggest he prospect of further applica- 
tions of coalgebra structure theory to the study of periodic sequences and 
certain codes. 
Further references for both the theory and applications of periodic and 
doubly-periodic sequences may be found in [4, 51. In addition, we will rely 
upon Abe [l] and Sweedler [lo] for Hopf algebra concepts and upon 
Peterson and Taft [7] for the notion of linearly recursive sequences as 
Hopf algebras. The authors are grateful to Earl Taft for his comments 
upon a preliminary version of this paper. Basic results on periodic se- 
quences can be found in Zierler [ll]. 
2. PRELIMINARIES 
Throughout this paper F will denote a finite field and all tensor 
products will be taken over F. The coalgebra structure of the algebra of 
polynomials, F[x], is given by the comultiplication A: F[xl + F[x] 8 F[x] 
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defined by 
A(P) = i (1)~~ 8 x”-~ 
i=O 
and linearity, and the counit E: F[x] + F defined by E(x”) = a,,, (the 
Kronecker delta) and linearity. It is known that with this coalgebra 
structure and the usual algebra structure F[x] is a bialgebra [l, 101. In 
fact, F[x] is a Hopf algebra with antipode S satisfying S(P) = (- l)n~“, 
but we often suppress mention of antipodes, since they will not be 
explicitly used in this paper. 
Let A be a coalgebra over F with comultiplication A and counit E. 
Denote the full linear dual of A by A* and suppose f and g belong to 
A*. Equip A* with the convolution product f * g defined by < f * gXc> = 
<f @ gXAc); then A* is an associative algebra over F with unit E [l, lo]. 
Now assume A is an algebra as well. Set A“ = the set of all f E A* such 
that there exists an ideal J of A with f(J) = 0 and the dimension of A/J 
is finite. Under these conditions A” can be endowed with the structure of 
a coalgebra [l, 101; if A is a Hopf algebra, then A” is also a Hopf algebra. 
Finally, we have A” Q A” isomorphic to (A Q A)” as Hopf algebras. 
In particular, the ideas above apply to A = F[xl as follows. We can 
identify A* = F[x]* with F[[Z]], the algebra of divided power series. That 
is, F[[Z]] consists of formal (divided) power series in Z with Z’(xj) = aij 
and product Z’Zj = i lj 
f E FKZII = Rx]* 
( 1 
Zi+j. It will also be useful at times to think of 
as an infinite sequence f = <f,>~So = XJnZn, where 
f(x”) = f,. Each element of F[x]” belongs to F[[Z]] and the coalgebra 
structure operations for polynomials in F[x]” satisfy the formulas 
A(p) = 2 zi 8 p-i 
i=O 
and 
e(Z”) = a,,. 
As indicated above, since S: Cf,,> --) ((- l>“fJ is an antipode, F[x]” is a 
Hopf algebra. 
Finally, it is shown in [7] that the set F[x]O is exactly the set of linearly 
recursive sequences; that is, for f c F[x]“, f = (f,J~=,,, there is an integer 
r > 0 and constants, hi, h,, . . . , h, E F such that for n 2 r, 
f,, = h,fn-, + h,fn-, + . . . +h,fn-,- (*) 
LEMMA 1. If 9 denotes the set of eventually periodic sequences over the 
finite &Id F, then P= FIX]“. Th us, 9 has the Hopf algebra structure of 
F[ xl“. 
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Prooj As mentioned above f E F[x]” iff f is a linearly recursive 
sequence. It is proved in [ll] that if h, # 0, a sequence, f, of elements of 
F satisfies the linear recurrence relation (*I iff f is periodic. If h, = 0, 
then f is eventually periodic. Since the converse of this last statement is 
clear, the lemma follows. 
3. THE PRODU~ THEOREM AND AN APPLICATION TO 
TWO-DIMENSIONAL RECURRENCES 
We will freely identify the tensor product of algebras F[x] 8 F[x] with 
F[x] 0 F[ y] and hence with F[x, yl, where x and y are independent 
indeterminates over F. In addition, F[x, y] is a coalgebra under the 
comultiplication and counit given by 
and 
A: x”ym * i;a( :)( ;)xiyj 8 ~~-~y”‘-j 
E: xnym I-+ 6,,6,,. (1) 
In a similar fashion, we identify F[[Z]] o F[[Zl] with F[[Z]] Q F[[W]] 
with the subspace of finite linear combinations of tensor products in 
F[[Z, WI], the algebra of divided power series in Z and W. The algebra 
product of F[[Z, WI] is given by 
(2) 
while the following formulas for coalgebra diagonalization and augmenta- 
tion maps hold: 
~(znwm) = t E ziwj Q zn-iwm-j 
(3) 
i=Q j=O 
E( ZnWm) = 6,,6,,. 
We are now in a position to characterize the dual of F[x, y]. 
LEMMA 2. F[x, yl* is tiomotphic as an algebra to F[[Z, WI]. 
Proof. Since F[x, y] is a coalgebra, we know F[x, y]* is an algebra 
under the convolution product. One can think of s E F[x, y]* as either 
s = (sij);j=o or Ci, jsijZiWj, where ZiWi(x”ym) = GinSi,,,. Thus, s(x”y”) 
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=S nm. To prove the lemma we must show that the convolution product is 
compatible with the divided power product. To this end we compute the 
effect of Z’Wj* ZkW’ on a basis element of F[x, yl: 
(Z’W’* ZkW’)(x”ym) 
= (Z’W’ 8 Z”W’)(A(x”y”)) 
= i.;oim Z’W’( xqy’) 0 ZkW’( Xn--qym--r) from (1) 
= m(;)(Y) ‘iqsjrsk,n-q&t,m-r = 
4 r 
ifi+k=n 
and j + t = m 
otherwise 
Thus, using (2), both products agree, since a power series in F[[ Z, W]] acts 
only on finite linear combinations of basis elements. Further, &“ym) = 
wmo = ZOWo(x”y”), so the unit elements coincide. This proves Lem- 
ma 2. 
THEOREM 1. Let 9 be the Hopf algebra of eventually periodic sequences 
over a finite field F. If 9 is the set of eventually doubly-periodic sequences 
over F, then 9 may be endowed with the structure of a Hopf algebra and 
as Hopf algebras. 
Proof. We know in general that F[x]” Q F[x]O = (F[ x] Q F[x])“. 
Thus, 9 8 9 = F[ x, y lo from Lemma 1. Fix, y I” is a Hopf algebra, since 
F[x, y] is a Hopf algebra (as the tensor product of the Hopf algebras F[x] 
and F[ y]). Lemma 2 shows that F[x, ylo inherits the algebra structure of 
F[[Z, WI]. Let s = (sij) belong to Fix, yY. Therefore we may take s = 
cRkElgk @ hk, where gk = C,cfZ’ and h, = CjdfWj are eventually peri- 
odic sequences of periods pk and qk for index values not less than Lk and 
Mk respectively for k = 1,. . . , n. Consequently, 
s = csijziwj = C t C;djkziwj 
i,i i,j k=l 
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and so 
sii = i c fdf . (4) 
k=l 
Set p = l.c.m.(p,, . . . ,p,}, q = l.c.m.(q,, . . . , qn), L = max(L,, . . . , L,), 
and it4 = max{M,, . . . , M,}. For i 2 L, from (41, s~+~, j = Cc:+Pdf = sij, 
since (ck) has eventual period pk(p for k = 1,. . . , n. Similarly, sij = Si,j+4 
for j 2 M. So s belongs to 9. In the other direction, let s belong to 9, 
s = Xi, jsijZi Wj, with s of period p in the index i for i 2 L, and of period 
q in the index j for j 2 M. We have s(~~yj(x~+~ - xL)> = s~+~+~,~ - 
si+L j = 0 for all i, j in N. A similar computation holds for Y*+~ - y”, 
thus’ s vanishes on the ideal (x~+~ - xL, y9+M - y”), which is of finite 
codimension in F[ x, y], implying s belongs to F[x, yp. This proves 
Theorem 1. 
We now apply Theorem 1 to determine the coalgebra structure of a 
particular space of doubly-periodic sequences. Let (co, ci, . . . , cm) E Fm+i 
and Cd,, d,, . . . , d,) E F”+l for m, n r 1, c,,c,,, # 0, and d,d, # 0. 
Choose the mn elements sij, i = 0,. . . , m - 1 and j = 0,. . . , PZ - 1 of F 
arbitrarily and define a double sequence (sij): N X N + F using the pair 
of simultaneous recurrences given by 
E CkSi-k,t = 0 
k=O 
i drsk,j-r = 0 
r=O 
for all integers i 2 m and 
integers t = 0, 1, . . . , n - 1 
for all integers j 2 n (**I 
and all integers k 2 0. 
In [4] it is shown that every doubly-periodic sequence satisfies recurrence 
relations of the form (* *) and that, conversely, all solutions of (* *) are 
doubly-periodic. Moreover, it is clear that the set of all double sequence 
solutions to (* *) is a vector space over F of dimension mn. Call this 
space the solution space of (* *). Set 
f(X, J’) = i i Ckd,Xm-kyn-t, 
k=Ot=O 
where the coefficients arise in (* * >. Let s E F[ X, y ]* and, as in Lemma 2, 
represent s = (sij>~j=O = Ci,jsijZiWj. It can be shown [4] that s is a 
solution of (* *) if and only if s(Pypf(~, y)) = 0 for all cy, p E N. 
Denote the ideal generated by f(x, y) in F[x, y] by (f(x, y)). The 
foregoing implies that the solution space of (* * 1 is 
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Consequently (f(x, y))’ is a subcoalgebra of dimension mn of F[x, y]O 
and <f(x, y)) is of codimension mn in F[x, y] [lo]. 
One can associate two single index recurrences and corresponding 
polynomials to ( * * 1: namely, the recursion relation C~=,,C~U~-~ = 0 for 
all i r m and polynomial g(x) = Crlo~kx”-k E Fix], and C~=,d,vj-, = 
0, for all j 2 n and h(y) = C:,adty”-’ E F[y]. For (g(x)> and (h(y)), 
the ideals generated by g(x) and h(y) in F[x] and F[yl respectively, it is 
apparent that 
and 
(h(Y))L = (v E F[Yl%[(h(Y))l = q 
are subcoalgebras of respective dimensions m and n and that they are the 
solution spaces of the single recurrences. We are now in a position to 
generalize Theorem 8 of [4]. 
THEOREM 2. Let F be u finite field, (co,. . . , cm> E F”‘+‘, and 
(d O,...,d,) E F”+l with cO, c,, d,, d, nonzero elements of F. Suppose s is 
any nonzero solution to the simultaneous recurrences (* * 1 and that u and v 
are nonzero solutions to the associated recurrences CjlzOckuimk = 0, for all 
i r m and C:,,d,v,-, = 0, for all j 2 n whose corresponding polynomials, 
g(x) and h(y) are irreducible. Then C,, the subcoalgebra of F[x, y I 
generated by s, is the solution space of (* *>, C, and C,, the subcoalgebras 
generated by u and v in F[x]” and F[ y]’ are the solution spaces of the 
associated recurrences, and 
as a tensor product of coalgebras. 
Proof. Set f(x, y) = C~-OC:-Ockd,xm-ky”-r, g(x) = 
Cjlt_gCkXm-k, h(y) = &,dry”-’ and note that f(x, y> = g(x)h(y). Be- 
cause g(x) is irreducible, g(x) is the minimal polynomial of every nonzero 
u E (g(x)>’ [ll]. Thus, as on page 12 of [7], C, = (g(x))‘. Similarly, 
C, = (h(yBL. 
Let s be any nonzero solution of (* *). Then C, is spanned by 
{s 0 r&bja, b E N), where rt is right multiplication by z in F[x, y]. Thus, 
thinking of s as an element of F[x, y]* = F[[Z, WI], we have 
so rXnyb(Xiyj) = S(d+‘, y j+‘) = s~+=,~+~. It is convenient to rephrase this 
in terms of partial difference operator shifts. Define the operators D and 
E on double sequences by D(sij) = (s~+~, j> and E(sij) = (si, j+r). The 
operators D and E commute and s 0 rXayb = DaEbs. Because s satisfies 
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(* * 1, we conclude that 
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C,=spanof{D0Ebs]05aIm-l,OIbIn-1). 
Since <f(x, y)) 1 is a subcoalgebra of F[ x, y]’ of dimension mn which 
contains s, we have C, c (f(x, y>>’ .
Suppose {P.Ebs) above is a linearly dependent set. We can lexicograph- 
ically order this set and conclude that some elements are linear combina- 
tions of preceding ones. Thus, they satisfy new double recurrence relations 
of the form (* *) with an associated nontrivial polynomial f’(x, y) and 
corresponding parameters m’ and n’ with either m’ < m or II’ < n. If 
g’(x) and h’(y) of degrees m’ and n’ are the polynomials of the associated 
single index recurrences, then f’(x, y) = g’(x)h’(y). Clearly the solution 
space of the new relations, (f’(x, y))’ , is contained in (f(x, y))’ ; 
consequently, by Lemma 10 of 141, f’(x, y>lf(x, y) in Fix, y], which 
implies g’(x)]g(x) and h’(y)lh(y) in F[x] and F[y], respectively. At least 
one of these last two relations is impossible because of the assumed 
irreducibility. This contradiction forces dim C, = mn and therefore C, = 
Cf<x, Y)>’ . 
Now C, 8 C, is a subcoalgebra of 9 @ 9 = F[ xl0 8 F[ y ]” and we can 
consider the restriction of the isomorphism 9 8 9-, 9 of Theorem 1 to 
the domain C, 63 C,. This restriction is a l-l coalgebra map into 9 = 
F[x, y]O whose action [lo] on f(x, y> is given (after a small abuse of 
notation by considering D and E to act as the usual shift on sequences) by 
(D”u @ EbvXf(x, y)) = (0% 8 Ebv)(g(x) 8 h(y)) = D?.&(x)) . 
Ebv(h(y)) = 0. Thus, the image of C, 8 C, is a subcoalgebra of 
<f<x, y))” . We need only to compare dimensions to conclude C, 8 C, = 
C, and Theorem 2 is proved. 
COROLLARY. Let g(x) and h(y) be the polynomials associated with the 
single index recurrences of Theorem 2 and let s be any nonzero solution to 
(* * ). Suppose 
and 
are factorizations of g and h into distinct irreducible polynomials p, and q8 
over F. Choose any nonzero elements u, E (p,(x)>’ and us E (qp(y))l. 
Then for G 2 H, 
as coalgebras. 
56 GOLDMAN AND HOMER 
Proof: Write &k(y) = lJ~==,p,(x)q,(y) * lJ~=H+l~a(~). The proof 
is immediate from Theorem 2 and [ll or 71, where it is shown that 
(p(x))’ @(q(x))l = (p(x)q(x))’ if p(x) and q(x) are relatively prime. 
We close this section with an observation due to Professor Taft that the 
set of periodic sequences in F[x]” is generally not closed under the 
convolution product. For a E F, set e(a) = (~“)~=a = C~=aunZn, a geo- 
metric series in F[x]” [7]. It is easy to show that e(u)* e(b) = e(a + b). 
Now let the characteristic of F = 3 and observe that 
e(1) = (l,l,l,...) 
e(2) = (1,2,1,2 ,...) 
e(0) = e(l)*e(2) = (l,O,O ,... ). 
Here e(l) and e(2) are periodic, while e(0) is not periodic but only 
eventually periodic. 
4. AN APPLICATION TO A CLASS OF CODES 
The periodic sequences of greatest interest to coding theorists are those 
sequences of maximal period which may be generated by shift registers. 
Such sequences are often called pseudo-random sequences [5] and may be 
transformed to matrices using a construction introduced in [3] known as 
cyclic ordering or @ding [2, 51. Considering the codewords as two-dimen- 
sional is useful in combatting errors occurring in bursts. We show that the 
cyclic ordering correspondence maps a subcoalgebra of 9 isomorphically 
into Z@ and, moreover, that the correspondence is a kind of comultiplica- 
tion since it is coassociative. 
Let a = (UJ be a periodic sequence with period n = qklkz - 1 such that 
n, = qk’ - 1, n 2 = n/n1 > 1, and IZ~ and n2 are relatively prime, where 
F = GF(q), the Galois field with q elements. (Note that q = 2, n = 63, 
k, = 3, k, = 2, n, = 7, and n2 = 9 furnish one such example. Other 
example sequences may always be obtained from the shift register corre- 
sponding to a primitive polynomial of degree k,k, [5, 111.) For each 
i,O I i I n - 1, there exist unique integers i, and i, with 0 I i, < ni, 
0 I i, < n2 satisfying the simultaneous congruences 
i = i,(mod n,) 
i = i,(mod nz). (5) 
Since (n,, n,) = 1, the Chinese remainder theorem guarantees that the 
correspondence i c) (ii, i,) given by (5) is a bijection from integers in 
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[O, n) to lattice points in [0, n,> x [O, n,). We know from [ill that all 
sequences satisfying the minimal linear recurrence relation of a = (a,) 
have the same period as a, form a subspace, C,, of 9, and are all cyclic 
shifts of a. Furthermore, we know from [7] that C, is a subcoalgebra of 
9= I;[x]” and from [l, 101 that the comultiplication AII of C, + C, Q C, 
is the restriction to C, of the comultiplication of 9. Define the map (+ on 
the domain C, into the set of double sequences over F as follows. (We 
will refer to (+ as the cyclic ordering map.) For a E C, and for 0 I i I n 
- 1, set bit,iZ = ai, where 0 < i, < nr and 0 < i, < n2 satisfy (5) above. 
Extend the n1 X n2 array of biliZ to be doubly-periodic by requiring the 
first index to have period n, and the second index to have period n2. 
Define a(a) = ~(a,) = (biliZ) E 9. 
LEMMA 3. The map u: C, + 9 defined above is well-defined, one-one, 
and linear. 
Proof: Since any sequence in C, is just a shift of u, we lose no 
generality using a for the definition. We have also noted above that C, is 
a vector space over F. Because a has period n, a is uniquely determined 
by its initial segment a,, a,, . . . , u, _ r; similarly, by requiring that b = (bili,> 
be periodic of period n1 in i, and n2 in i,, b is uniquely determined by 
bili2,0 I i, I n, - 1,O I i, I n2 - 1. Thus, u is well defined and injec- 
tive because (5) defines a bijection. 
To show linearity, let (a,) and (ai) belong to C,. Suppose (a:) = 
(~~+~),(a~) shifted by k. Therefore for 0 I i < n, ui + ai = ui + u~+~, 
where we can assume 0 I i + k < n by reducing mod n. Using (5), we 
have unique i,, ii, i,, ii with 0 I i,, ii < n, satisfying i = i, (mod n,) and 
i + k = ii (mod n,) for t = 1,2. Thus, ii = i, + k (mod n,) and (a + u’ji 
= uj + ui = bili, + bilq, showing (+ is linear. This proves the lemma. 
The space C, is a cyclic code [2] and as explained above has a coalgebra 
structure. The next theorem makes clear that the cyclic ordering map (+ 
induces a coalgebra structure on the two-dimensional cyclic code a(C,>, 
which is compatible with the coalgebra structure of 9 
THEOREM 3. (T: C, + 9 us defined above is a coulgebru tiomorphism 
into 9. 
Proof: We must first show that the diagram below is commutative 
where A, is the comultiplication of F[x1° restricted to C, and A is the 
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comultiplication of F[x, yp. It suffices to chase the diagram using the 
element a, since it generates C, under shifts. 
From the definition, a(a) = C,,,b,,Z”W = (b,,). Thus, we can use the 
comultiplication formula in (3) to obtain 
A@(a)) = c e i b,,Z’W’ 8 Z”-‘W’-‘. 
3,t i=O j=O 
(6) 
The computation the other way around is more complex. First observe 
from a = &z,Z’ and the comultiplication of F[x]” that 
A,(u) = &z, i Z’ Q Z’-’ = xb,,ZS 8 Z’, 
r i=O s,t 
where r = s (mod n,), and r = t (mod n,) and we sum rectangularly 
rather than diagonally. But A,(u) belongs to C, 8 C, c 9 Q 9 = 9, by 
Theorem 1. Write A,(u) = CTzlgk 8 h,, where each of g, and h,, k = 
1 ,*-*, m, are sequences in C, and therefore in the domain of u because 
they are of period it and cyclic shifts of a. Represent gk = C,c”Z’ and 
h, = C.dkZj and let J J 
a(~?) = (e$), +q) = (fyka) fork = l,...,m. 
We have A,(u) = C~=r&c~Z’ 8 CjdfZj = Ci,jC~zlcfdfZi Q Z’. Com- 
paring expressions for A,(u) we conclude that 
bst = 
Now 
(u Q d&W) = 
E c,kd,k for all s and t. (7) 
k=l 
2 u(~cfZ’) o u( cd:z’) 
k=l ’ i I ‘i ’ 
= c C e,kpZaWs C3 C f,k8ZyWs 
[ k=l a,p Y,S I 
cc,” i ZiWs-’ 8 zd,k i Z’W’-j 
s i=O t j=O I 
Now we use (7), the fact that the twist map is used in defining comultiplica- 
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tion on a tensor product, and the fact that we are working in F[[Z]] QD 
F[[Z]] Q F[[Z]] 8 F[[Z]] to continue the last equation, 
(a 8 a)(A,(a)) = c i i b,,Z’ o Z’ 8 W”-’ 8 W’-’ 
s,f i=O j=O 
s f 
= c c c b,,Z’ @ W’ 8 Z”-’ 8 WI-‘, 
s,ii=Oj=O 
which is equal to (6) in view of our identifications. 
By virtue of Lemma 3, the proof of Theorem 3 will be complete if we 
showegOc=ec; this is clear because the evaluation of the left side is b,, 
and of the right is a,. 
The last result of this paper shows that the cyclic ordering map is a close 
relative of diagonalization. 
THEOREM 4. The map u defined above is coassociative. That is, in 
situations where the components are well defined, (a Q I)0 CT = (I Q a>~ u. 
Proof: We use the symbols introduced in the proof of Theorem 3, with 
the following small variation. Write u(a) = Xi, jbijZiWj = Crx,g, 8 h,, 
where g, = Cc,kZ” E F[[Z]] and h, = Cd,kV’ E F[[V]], which is isomor- 
phic as an algebra to F[[W]]. Coassociativity only has a meaning here 
when all of the sequences g, and h, are members of C,. The relation (7) 
is also valid here. With a(g,) = (e,k,), we compute 
((u@Z)ou)(a) = 5 c e,k,d,kZ”WBVY. 
k=l ~,B,Y 
(8) 
Moreover, with u(hk) = <fiy), we compute 
((I 03 u)w)(a) = E c c,kf;yz”wwy. 
k=l a,&~ (9) 
From (5) and the definition of u we know that e$ = c:, where s = (Y 
(mod n,) and s = /I (mod n2), and f:y = df, where t E @ (mod n,) and 
t = y (mod n,). The construction u(a) = (b,,) E d provided that b,, has 
period n, in S, period n2 in t. Therefore, t = y (mod n2), together with 
(7), yields 
b,, = b,, = E c,kdyk = 5 e&d:. 
k=l k=l 
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Similarly, s = (Y (mod nil, relation (71, and the definition of u imply 
b,, = b,, = CT= pz,” fs”y. Hence, expressions (8) and (9) are equal and 
Theorem 4 is proved. 
5. CONCLUSIONS AND OPEN PROBLEMS 
We have presented a general decomposition theorem for eventually 
doubly-periodic sequences as Hopf algebras. We then used coalgebra 
techniques to decompose the solution space of a double recurrence as an 
application. The theorem was further applied to certain two-dimensional 
product codes. This approach can be extended to higher dimensions in a 
straightforward way. This appears to be the first time applications of 
coalgebra structure theory to periodic sequences or codes have been noted 
in the literature, following ground broken in [7]. 
As proposed in [l, 101, the theory of Hopf algebras is very well 
developed. One future direction to pursue is to try applying other results 
from this theory to further understand doubly-periodic sequences. This 
was essentially done in 171 for singly periodic sequences. In particular, 
efficient algorithms for generating multidimensional codes might be ob- 
tained using the algebraic theory. 
Further applications of periodic sequences can be pursued. Several 
questions arise here. Can this theory be recreated over a finite commuta- 
tive ring rather than a finite field? In [4] some of this theory is developed 
over a commutative ring. Can autocorrelation results for doubly-periodic 
sequences be obtained directly from the algebraic theory developed here? 
Will it yield stronger results ? Finally, are there periodicity properties 
corresponding to related classes of non-linear codes? Can such classes be 
studied using a theory parallel to that developed here? 
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