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QUOTIENTS OF MGL, THEIR SLICES AND THEIR
GEOMETRIC PARTS
MARC LEVINE AND GIRJA SHANKER TRIPATHI
Abstract. Let x1, x2, . . . be a system of homogeneous polynomial generators
for the Lazard ring L∗ = MU2∗ and let MGLS denote Voevodsky’s alge-
braic cobordism spectrum in the motivic stable homotopy category over a
base-scheme S [Vo98]. Take S essentially smooth over a field k. Relying on
the Hopkins-Morel-Hoyois isomorphism [Hoy] of the 0th slice s0MGLS for
Voevodsky’s slice tower with MGLS/(x1, x2, . . .) (after inverting the char-
acteristic of k), Spitzweck [S10] computes the remaining slices of MGLS as
snMGLS = Σ
n
THZ ⊗ L
−n (again, after inverting the characteristic of k).
We apply Spitzweck’s method to compute the slices of a quotient spectrum
MGLS/({xi : i ∈ I}) for I an arbitrary subset of N, as well as the mod p
version MGLS/({p, xi : i ∈ I}) and localizations with respect to a system
of homogeneous elements in Z[{xj : j 6∈ I}]. In case S = Spec k, k a field of
characteristic zero, we apply this to show that for E a localization of a quotient
of MGL as above, there is a natural isomorphism for the theory with support
Ω∗(X)⊗L−∗ E
−2∗,−∗(k)→ E2m−2∗,m−∗
X
(M)
for X a closed subscheme of a smooth quasi-projective k-scheme M , m =
dimk M .
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Introduction
This paper has a two-fold purpose. We consider Voevodsky’s slice tower on the
motivic stable homotopy category SH(S) over a base-scheme S [Vo00]. For E in
SH(S), we have the nth layer snE in the slice tower for E . Let MGL denote
Voevodsky’s algebraic cobordism spectrum in SH(S) [Vo98] and let x1, x2, . . . be
a system of homogeneous polynomial generators for the Lazard ring L∗. Via the
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classifying map for the formal group law for MGL, we may consider xi as an
element of MGL2i,i(S), and thereby as a map xi : Σ
2i,iMGL→MGL, giving the
quotient MGL/(x1, x2, . . .). Spitzweck [S10] shows how to build on the Hopkins-
Morel-Hoyois isomorphism [Hoy]
MGL/(x1, x2, . . .) ∼= s0MGL
to compute all the slices snMGL of MGL. Our first goal here is to extend
Spitzweck’s method to handle quotients of MGL by a subset of {x1, x2, . . .}, as
well as localizations with respect to a system of homogeneous elements in the ring
generated by the remaining variables; we also consider quotients of such spectra
by an integer. Some of these spectra are Landweber exact, and the slices are thus
computable by the results of Spitzweck on the slices of Landweber exact spectra
[S12], but many of these, such as the truncated Brown-Peterson spectra or Morava
K-theory, are not.
The second goal is to extend results of [DL14, L09, L15], which consider the
“geometric part”X 7→ E2∗,∗(X) of the bi-graded cohomology defined by an oriented
weak commutative ring T -spectrum E and raise the question: is the classifying map
E∗(k)⊗L∗ Ω
∗ → E∗
an isomorphism of oriented cohomology theories, that is, is the theory E∗ a theory
of rational type in the sense of Vishik [Vi12]? Starting with the case E = MGL,
discussed in [L09], which immediately yields the Landweber exact case, we have
answered this affirmatively for “slice effective” algebraic K-theory in [DL14], and
extended to the case of slice-effective covers of a Landweber exact theory in [L15].
In this paper, we use our computation of the slices of a quotient of MGL to show
that the classifying map is an isomorphism for the quotients and localizations of
MGL described above.
The paper is organized as follows: in §1 and §2, we axiomatize Spitzweck’s
method from [S10] to a more general setting. In §1 we give a description of quotients
in a suitable symmetric monoidal model category in terms of a certain homotopy
colimit. In §2 we begin by recalling some basic facts and the slice tower and its
construction. We then apply the results of §1 to the category of R-modules in a
symmetric monoidal model category (with some additional technical assumptions),
developing a method for computing the slices of an R-moduleM, assuming that R
andM are effective and that the 0th slice s0M is of the form M/({xi : i ∈ I}) for
some collection {[xi] ∈ R−2di,−di(S), di < 0} of elements in R-cohomology of the
base-scheme S; see theorem 2.3. We also discuss localizations of such R-modules
and the mod p case (corollary 2.4 and corollary 2.5). We discuss the associated slice
spectral sequence for suchM and its convergence properties in §3, and apply these
results to our examples of interest: truncated Brown-Peterson spectra, Morava K-
theory and connective Morava K-theory, as well as the Landweber exact examples,
the Brown-Peterson spectra BP and the Johnson-Wilson spectra E(n), in §4.
The remainder of the paper discusses the classifying map from algebraic cobor-
dism Ω∗ and proves our results on the rationality of certain theories. This is es-
sentially taken from [L15], but we need to deal with a technical problem, namely,
that it is not at present clear if the theories [MGL/({xi : i ∈ I})]2∗,∗ have a multi-
plicative structure. For this reason, we extend the setting used in [L15] to theories
that are modules over ring-valued theories. This extension is taken up in §5 and
we apply this theory to quotients and localizations of MGL in §6.
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1. Quotients and homotopy colimits in a model category
In this section we consider certain quotients in a model category and give a
description of these quotients as a homotopy colimit (see proposition 1.9). This is
an abstraction of the methods developed in [S10] for computing the slices ofMGL.
Let (C,⊗, 1) be a closed symmetric monoidal simplicial pointed model category
with cofibrant unit 1. We assume that 1 admits a fibrant replacement α : 1 → 1
such that 1 is a 1-algebra in C, that is, there is an associative multiplication map
µ1 : 1⊗1→ 1 such that µ1◦(α⊗id) and µ1◦(id⊗α) are the respective multiplication
isomorphisms 1⊗ 1→ 1, 1⊗ 1→ 1.
For a cofibrant object T in C, the map T ∼= T ⊗ 1
id⊗α
−−−→ T ⊗ 1 is a cofibration
and weak equivalence. Indeed, the functor T ⊗ (−) preserves cofibrations, and also
maps that are both a cofibration and a weak equivalence, whence the assertion.
Remark 1.1. We will be applying the results of this section to the following situa-
tion: M is a cofibrantly generated symmetric monoidal simplicial model category
satisfying the monoid axiom [ScSh, definition 3.3], R is a commutative monoid in
M, cofibrant in M and C is the category of R-modules in C, with model structure
as in [ScSh, §4], that is, a map is a fibration or a weak equivalence in C if and only
if it is so as a map in M, and cofibrations are determined by the LLP with respect
to acyclic fibrations. By [ScSh, theorem 4.1(3)], the category R-Alg of monoids in
C has the structure of a cofibrantly generated model category, with fibrations and
weak equivalence those maps which become a fibration or weak equivalence in M,
and each cofibration in R-Alg is a cofibration in C. The unit 1 is C is just R and
we may take α : 1→ 1 to be a fibrant replacement in R-Alg.
Let {xi : Ti → 1 | i ∈ I} be a set of maps with cofibrant sources Ti. We assign
each Ti an integer degree di > 0.
Let 1/(xi) be the homotopy cofiber (i.e., mapping cone) of the map xi : 1⊗Ti →
1 and let pi : 1→ 1/(xi) be the canonical map.
Let A = {i1, . . . , ik} be a finite subset of I and define 1/({xi : i ∈ A}) as
1/({xi : i ∈ A}) := 1/(xi1)⊗ . . .⊗ 1/(xik).
Of course, the object 1/({xi : i ∈ A}) depends on a choice of ordering of the
elements in A, but only up to a canonical symmetry isomorphism. We could for
example fix the particular choice by fixing a total order on A and taking the product
in the proper order.The canonical maps pi, i ∈ I composed with the map 1 → 1
give rise to the canonical map
pI : 1→ 1/({xi : i ∈ A})
defined as the composition
1
µ−1
−−→ 1⊗k → 1⊗k
pi1⊗...⊗pik−−−−−−−→ 1/({xi : i ∈ A}).
For finite subsets A ⊂ B ⊂ I, define the map
ρA⊂B : 1/({xi : i ∈ A})→ 1/({xi : i ∈ B})
as the composition
1/({xi : i ∈ A})
µ−1
−−→ 1/({xi : i ∈ A})⊗ 1
id⊗pB\A
−−−−−−→ 1/({xi : i ∈ A})⊗ 1/({xi : i ∈ B \A}) ∼= 1/({xi : i ∈ B}).
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where the last isomorphism is again the symmetry isomorphism.
Because C is a symmetric monoidal category with unit 1, we have a well-defined
functor from the category Pfin(I) of finite subsets of I to C:
1/(−) : Pfin(I)→ C
sending A ⊂ I to 1/({xi : i ∈ A}) and sending each inclusion A ⊂ B to ρA⊂B.
Definition 1.2. The object 1/({xi : i ∈ I}) of C is defined by
1/({xi}) = hocolim
A∈Pfin(I)
1/({xi : i ∈ A}).
More generally, for M ∈ C, we define M/({xi : i ∈ I}) as
M/({xi : i ∈ I}) := 1/({xi : i ∈ I})⊗QM,
where QM → M is a cofibrant replacement for M . In case the index set I is
understood, we often write these simply as 1/({xi}) or M/({xi}).
Remark 1.3. 1. The object 1/(xi) is cofibrant and hence the objects 1/({xi : i ∈
A}) are cofibrant for all finite sets A. As a pointwise cofibrant diagram has cofibrant
homotopy colimit [Hir03, corollary 14.8.1, example 18.3.6, corollary 18.4.3], 1/({xi :
i ∈ I}) is cofibrant. Thus M/({xi : i ∈ I}) := 1/({xi : i ∈ I}) ⊗ QM is also
cofibrant.
2. We often select a single cofibrant object T and take Ti := T
⊗di for certain
integers di > 0. As T is cofibrant, so is T
⊗di. In this case we set deg T = 1,
degT⊗di = di.
We let [n] denote the set {0, . . . , n} with the standard order and ∆ the category
with objects [n], n = 0, 1, . . . , and morphisms the order-preserving maps of sets.
For a small category A and a functor F : A → C, we let hocolimA F∗ denote the
standard simplicial object of C whose geometric realization is hocolimA F , that is
hocolim
A
Fn =
∐
σ:[n]→A
F (σ(0)).
Lemma 1.4. Let {xi : Ti → 1 : i ∈ I1}, {xi : Ti → 1 : i ∈ I2} be two sets of maps
in C, with cofibrant sources Ti. Then there is a canonical isomorphism
1/({xi : i ∈ I1 ∐ I2}) ∼= 1/({xi : i ∈ I1})⊗ 1/({xi : i ∈ I2}).
Proof. The category Pfin(I1∐I2) is clearly equal to Pfin(I1)×Pfin(I2). For functors
Fi : Ai → C, i = 1, 2, [hocolimA1×A2 F1 ⊗ F2]∗ is the diagonal simplicial space
associated to the bisimplicial space (n,m) 7→ [hocolimA1 F1]n ⊗ [hocolimA2 F2]m.
Thus
hocolim
A1×A2
F1 ⊗ F2 ∼= hocolim
A2
[hocolim
A1
F1]⊗ F2.
This gives us the isomorphism
1/({xi : i ∈ I1 ∐ I2})
= hocolim
(A1,A2)∈Pfin(I1)×Pfin(I2)
1/({xi : i ∈ A1})⊗ 1/({xi : i ∈ A2})
∼= hocolim
A1∈Pfin(I1)
1/({xi : i ∈ A1})⊗ hocolim
A2∈Pfin(I2)
1/({xi : i ∈ A2})
= 1/({xi : i ∈ I1})⊗ 1/({xi : i ∈ I2})

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Remark 1.5. Via this lemma, we have the isomorphism for all M ∈ C,
M/({xi : i ∈ I1 ∐ I2}) ∼= (M/({xi : i ∈ I1})/({xi : i ∈ I2}).
Let I be the category of formal monomials in {xi}, that is, the category of
maps N : I → N, i 7→ Ni, such that Ni = 0 for all but finitely many i ∈ I, and
with a unique map N → M if Ni ≥ Mi for all i ∈ I. As usual, the monomial
in the xi corresponding to a given N is
∏
i∈I x
Ni
i , written x
N . The index N = 0,
corresponding to x0 = 1, is the final object of I.
Take an i ∈ I. For m > k ≥ 0 integers, define the map
×xm−ki : 1⊗ T
⊗m
i → 1⊗ T
⊗k
i
as the composition
1⊗ T⊗mi = 1⊗ T
⊗m−k
i ⊗ T
⊗k
i
id1⊗x
⊗m−k
i ⊗idT⊗k
i−−−−−−−−−−−−−→ 1⊗m−k+1 ⊗ T⊗ki
µ⊗id
−−−→ 1⊗ T⊗ki .
In case k = 0, we use 1 instead of 1⊗1 for the target; we define×x0 to be the identity
map. The associativity of the maps µ1 shows that ×x
m−k
i ◦×x
n−m
i = ×x
n−k
i , hence
the maps ×xni all commute with each other.
Now suppose we have a monomial in the xi; to simplify the notation, we write
the indices occurring in the monomial as {1, . . . , r} rather than {i1, . . . , ir}. This
gives us the monomial xN := xN11 · . . . · x
Nr
r . Define
TN∗ := 1⊗ T
⊗N1
1 ⊗ . . .⊗ 1⊗ T
⊗Nr
r ⊗ 1;
in case Ni = 0, we replace . . .⊗1⊗1⊗1⊗T
⊗Mi+1
i+1 ⊗ . . . with . . .⊗1⊗T
⊗Mi+1
i+1 ⊗ . . .,
and we set T 0∗ := 1.
Let N → M be a map in I, that is Ni ≥ Mi ≥ 0 for all i. We again write the
relevant index set as {1, . . . , r}. Define the map
×xN−M : TN∗ → T
M
∗
as the composition
TN∗
⊗r
j=1 ×x
Nj−Mj
j
−−−−−−−−−−→ 1⊗ T⊗M11 ⊗ . . .⊗ 1⊗ T
⊗Mr⊗1
r
µM
−−→ T⊗M∗ ;
the map µM is a composition of ⊗-product of multiplication maps µ1 : 1⊗ 1→ 1,
with these occurring in those spots with Mj = 0. In case Ni = Mi = 0, we simply
delete the term ×x0i from the expression.
The fact that the maps µ1 satisfy associativity yields the relation
×xM−K ◦ ×xN−M = ×xN−K
and thus the maps ×xN−M all commute with each other.
Defining Dx(N) := T
N
∗ and Dx(N →M) = ×x
N−M gives us the I-diagram
Dx : I → C.
We consider the following full subcategories of I. For a monomial M let I≥M
denote the subcategory of monomials which are divisible by M , and for a positive
integer n, recalling that we have assigned each Ti a positive integral degree di,
let Ideg≥n denote the subcategory of monomials of degree at least n, where the
degree of N := (N1, . . . , Nk) is N1d1 + · · · + Nkdk. One defines similarly the full
subcategories I>M and Ideg>n.
Let I◦ be the full subcategory of I of monomials N 6= 0 and I◦≤1 ⊂ I
◦ be the full
subcategory of monomials N for which Ni ≤ 1 for all i. We have the corresponding
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subdiagrams Dx : I◦ → C and Dx : I◦≤1 → C of Dx. For J ⊂ I a subset, we
have the corresponding full subcategories J ⊂ I, J ◦ ⊂ I◦ and J ◦≤1 ⊂ I
◦
≤1 and
corresponding subdiagrams Dx. If the collection of maps xi is understood, we write
simply D for Dx.
Let F : A → C be a functor, a an object in C, ca : A → C the constant functor
with value a and ϕ : F → ca a natural transformation. Then ϕ induces a canonical
map ϕ˜ : hocolimA F → a in C. As in the proof of [S10, Proposition 4.3], let C(A) be
the category A with a final object ∗ adjoined and C(F, ϕ) : C(A)→ C the functor
with value a on ∗, with restriction to A being F and which sends the unique map
y → ∗ in C(A), y ∈ A, to ϕ(y). Let [0, 1] be the category with objects 0, 1 and
a unique non-identity morphism, 0 → 1 and let C(A)Γ be the full subcategory of
C(A)× [0, 1] formed by removing the object ∗× 1. We extend C(F, ϕ) to a functor
C(F, ϕ)Γ : C(A)Γ → C by C(F, ϕ)Γ(y × 1) = pt, where pt is the initial/final object
in C.
Lemma 1.6. There is a natural isomorphism in C
hocolim
C(A)Γ
C(F, ϕ)Γ ∼= hocofib(ϕ˜ : hocolim
A
F → a).
Proof. For a category A we let N (A) denote the simplicial nerve of A. We have an
isomorphism of simplicial sets N (C(A)) ∼= Cone(N (A), ∗), where Cone(N (A), ∗) is
the cone over N (A) with vertex ∗. Similarly, the full subcategory A×[0, 1] of C(A)Γ
has nerve isomorphic to N (A)×∆[1]. This gives an isomorphism of N (C(A)Γ) with
the push-out in the diagram
N (A) 

//
 _
id×δ0

Cone(N (A), ∗)
N (A) ×∆[1]
This in turn gives an isomorphism of the simplicial object hocolimC(A)Γ C(F, ϕ)
Γ
∗
with the pushout in the diagram
hocolimA F
  //
 _

C(hocolimA F, a)
C(hocolimA F, pt).
This gives the desired isomorphism. 
Lemma 1.7. Let J ⊂ K ⊂ I be finite subsets of I. Then the map
hocolim
J ◦
≤1
Dx → hocolim
K◦
≤1
Dx
induced by the inclusion J ⊂ K is a cofibration in C.
Proof. We give the category of simplicial objects in C, C∆
op
, the Reedy model
structure, using the standard structure of a Reedy category on ∆op. By [Hir03,
theorem 19.7.2(1), definition 19.8.1(1)], it suffices to show that
hocolim
J ◦≤1
D∗ → hocolim
K◦≤1
D∗
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is a cofibration in C∆
op
, that is, for each n, the map
ϕn : hocolim
J ◦
≤1
Dn ∐Ln hocolimJ◦
≤1
D∗ L
n hocolim
K◦
≤1
D∗ → hocolim
K◦
≤1
Dn
is a cofibration in C, where Ln is the nth latching space.
We note that
hocolim
J ◦≤1
Dn =
∨
σ∈N (J ◦≤1)n
D(σ(0))
where we view σ ∈ N (J ◦≤1)n as a functor σ : [n] → J
◦
≤1; we have a similar
description of hocolimK◦
≤1
Dn. The latching space is
Ln hocolim
J ◦≤1
D∗ =
∨
σ∈N (J ◦≤1)
deg
n
D(σ(0)),
where N (J ◦≤1)
deg
n is the subset of N (J
◦
≤1)n consisting of those σ which contain an
identity morphism; Ln hocolimK◦≤1 D∗ has a similar description. The maps
Ln hocolim
J ◦≤1
D∗ → hocolim
J ◦≤1
Dn, L
n hocolim
J ◦≤1
D∗ → L
n hocolim
K◦≤1
D∗,
Ln hocolim
K◦≤1
D∗ → hocolim
K◦≤1
Dn, hocolim
J ◦≤1
Dn → hocolim
K◦≤1
Dn
are the unions of identity maps on D(σ(0)) over the respective inclusions of the
index sets. As N (K◦≤1)
deg
n ∩ N (J
◦
≤1)n = N (J
◦
≤1)
deg
n , we have
hocolim
J ◦≤1
Dn ∐Ln hocolimJ◦
≤1
D∗ L
n hocolim
K◦≤1
D∗ ∼= hocolim
J ◦≤1
Dn
∨
C,
where
C =
∨
σ∈N (K◦≤1)
deg
n \N (J ◦≤1)
deg
n
D(σ(0)),
and the map to hocolimK◦
≤1
Dn is the evident inclusion. As D(N) is cofibrant for
all N , this map is clearly a cofibration, completing the proof. 
We have the n-cube n, the category associated to the partially ordered set of
subsets of {1, . . . , n}, ordered under inclusion, and the punctured n-cube n0 of
proper subsets. We have the two inclusion functors i+n , i
−
n : 
n−1 → n, i+n (I) :=
I ∪ {n}, i−n (I) = I and the natural transformation ψn : i
−
n → i
+
n given as the
collection of inclusions I ⊂ I ∪ {n}. The functor i−n induces the functor i
−
n0 :

n−1 → n0 .
For a functor F : n → C, we have the iterated homotopy cofiber, hocofibnF ,
defined inductively as the homotopy cofiber of hocofibn−1(F (ψn)) : hocofib(F ◦
i−n ) → hocofib(F ◦ i
+
n ). Using this inductive construction, it is easy to define
a natural isomorphism hocofibnF ∼= hocolimn+10
Fˆ , where Fˆ ◦ i−n+10 = F and
Fˆ (I) = pt if n ∈ I.
The following result is proved in [S10, Lemma 4.2 and Proposition 4.3].
Lemma 1.8. Assume that I is countable. Then there is a canonical isomorphism
in Ho C
1/({xi | i ∈ I}) ∼= hocofib[hocolim
I◦
Dx → hocolim
I
Dx]
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Proof. As 1 is the final object in I, the collection of maps ×xN : TN∗ → 1 defines
a weak equivalence pi : hocolimI Dx → 1. In addition, for each N ∈ I◦, the
comma category N/I◦1 has initial object the map N → N¯ , where N¯i = 1 if Ni > 0,
and N¯i = 0 otherwise. Thus I◦1 is homotopy right cofinal in I
◦ (see e.g. [Hir03,
definition 19.6.1]). Since Dx is a diagram of cofibrant objects in C, it follows from
[Hir03, theorem 19.6.7] that the map hocolimI◦1 Dx → hocolimI◦ Dx is a weak
equivalence. This reduces us to identifying 1/({xi}) with the homotopy cofiber of
pi◦≤1 : hocolimI◦1 Dx → 1, where pi
◦
≤1 is the composition of pi with the natural map
: hocolimI◦1 Dx → hocolimI Dx.
Next, we reduce to the case of a finite set I. Take I = N. Let Pfin(I) be the
category of finite subsets of I, ordered by inclusion, consider the full subcategory
POfin(I) of Pfin(I) consisting of the subsets In := {1, . . . , n} and let I
◦
n,≤1 ⊂ I
◦
≤1
be the full subcategory with all indices in In. As POfin(I) is cofinal in Pfin(I), we
have
colim
n
hocolim
I◦
n,≤1
Dx ∼= hocolim
I◦≤1
Dx.
Take n ≤ m. By lemma 1.7 the the map hocolimI◦
n,≤1
Dx → hocolimI◦
m,≤1
Dx is
a cofibration in C. Thus, using the Reedy model structure on CN with N considered
as a direct category, the N-diagram in C, n 7→ hocolimI◦
n,≤1
Dx, is a cofibrant object
in CN. As N is a direct category, the fibrations in CN are the pointwise ones, hence
N has pointwise constants [Hir03, definition 15.10.1] and therefore [Hir03, theorem
19.9.1] the canonical map
hocolim
n∈N
hocolim
I◦
n,≤1
Dx → colim
n∈N
hocolim
I◦
n,≤1
Dx
is a weak equivalence in C. This gives us the weak equivalence in C
hocolim
n
hocolim
I◦
n,≤1
Dx → hocolim
I◦≤1
Dx.
Since N is contractible, the canonical map hocolimN 1→ 1 is a weak equivalence in
C, giving us the weak equivalences
hocofib[hocolim
I◦
≤1
Dx → 1]
∼ hocofib[hocolim
n∈N
hocolim
I◦
n,≤1
Dx → hocolim
n∈N
1]
∼ hocolim
n∈N
[hocofib[hocolim
I◦
n,≤1
Dx → 1]].
Thus, we need only exhibit isomorphisms in Ho C
ρn : hocofib[hocolim
I◦
n,≤1
Dx → 1]→ 1/(x1, . . . , xn) := 1/(x1)⊗ . . .⊗ 1/(xn),
which are natural in n ∈ N.
By lemma 1.6 we have a natural isomorphism in C,
hocofib[hocolim
I◦
n,≤1
Dx → 1] ∼= hocolim
C(I◦
n,≤1)
Γ
C(Dx, pi)
Γ.
However, I◦n,≤1 is isomorphic to 
n
0 by sending N = (N1, . . . , Nn) to I(N) :=
{i | Ni = 0}. Similarly, C(I◦n,≤1) is isomorphic to 
n, and C(I◦n,≤1)
Γ is thus isomor-
phic to n+10 . From our discussion above, we see that hocolimC(I◦n,≤1)Γ C(Dx, pi)
Γ
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is isomorphic to hocofibnC(Dx, pi), so we need only exhibit isomorphisms in Ho C
ρn : hocofibnC(Dx, pi)→ 1/(x1)⊗ . . .⊗ 1/(xn)
which are natural in n ∈ N.
We do this inductively as follows. To include the index n in the notation, we
write C(Dx, pi)n for the functor C(Dx, pi) : 
n → C. For n = 1, hocofib1C(Dx, pi)1
is the mapping cone of µ1 ◦(×x1⊗ id) : 1⊗T1⊗1→ 1, which is isomorphic in Ho C
to the homotopy cofiber of ×x1 : 1 ⊗ T1 → 1. As this latter is equal to 1/(x1),
so we take ρ1 : hocofib1C(Dx, pi)1 → 1/(x1) to be this isomorphism. We note that
C(Dx, pi)n ◦ i+n = C(Dx, pi)n−1 and C(Dx, pi)n ◦ i
−
n = C(Dx, pi)n−1 ⊗ Tn ⊗ 1.
Define C(Dx, pi)′n by C(Dx, pi)
′
n◦i
−
n = C(Dx, pi)n−1⊗1⊗Tn⊗1, C(Dx, pi)
′
n◦i
+
n =
C(Dx, pi)n−1 ⊗ 1, with the natural transformation C(Dx, pi)′n ◦ ψn given as
C(Dx, pi)n−1 ⊗ 1⊗ Tn ⊗ 1
(id⊗µ)◦(id⊗×xn⊗id1)
−−−−−−−−−−−−−−→ C(Dx, pi)n−1 ⊗ 1.
The evident multiplication maps give a weak equivalence C(Dx, pi)′n → C(Dx, pi)n,
giving us the isomorphism in Ho C
ρn : hocofibnC(Dx, pi)n → 1/(x1)⊗ . . .⊗ 1/(xn)
defined as the composition
hocofibnC(Dx, pi)n ∼= hocofibnC(Dx, pi)
′
n
∼= hocofib(hocofibn−1(C(Dx, pi)n−1 ⊗ 1⊗ Tn)
hocofibn−1(id⊗×xn)
−−−−−−−−−−−−−→ hocofibn−1(C(Dx, pi)n−1 ⊗ 1))
∼= hocofib(hocofibn−1(C(Dx, pi)n−1)⊗ 1⊗ Tn
id⊗×xn−−−−−→ hocofibn−1(C(Dx, pi)n−1)⊗ 1)
∼= hocofibn−1(C(Dx, pi)n−1)⊗ hocofib(×xn : 1⊗ Tn → 1)
= hocofibn−1(C(Dx, pi)n−1)⊗ 1/(xn)
ρn−1⊗id
−−−−−→ 1/(x1)⊗ . . .⊗ 1/(xn−1)⊗ 1/(xn).
Via the definition of hocofibn,
hocofibnC(Dx, pi)n = hocofib[hocofibn−1(C(Dx, pi)n ◦ i
−
n )
hocofibn−1(C(Dx,pi)n−1(ψn))
−−−−−−−−−−−−−−−−−−−→ hocofibn(C(Dx, pi)n ◦ i
+
n ]
and the identification C(Dx, pi)n ◦ i+n = C(Dx, pi)n−1, we have the canonical map
hocofibn−1(C(Dx, pi)n−1)→ hocofibn(C(Dx, pi)n. One easily sees that the diagram
hocofib[hocolimI◦
n−1,≤1
Dx → 1]
∼

// hocofib[hocolimI◦
n,≤1
Dx → 1]
∼

hocofibn−1(C(Dx, pi)n−1) //
ρn−1

hocofibn(C(Dx, pi)n)
ρn

1/(x1)⊗ . . .⊗ 1/(xn−1) ρ{1,...,n−1}⊂{1,...,n}
// 1/(x1)⊗ . . .⊗ 1/(xn)
commutes in Ho C, giving the desired naturality in n. 
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Now letM be an object in C, let QM →M be a cofibrant replacement and form
the I-diagram Dx ⊗QM : I → C, (Dx ⊗QM)(N) = Dx(N)⊗QM .
Proposition 1.9. Assume that I is countable. Let M be an object in C. Then
there is a canonical isomorphism in Ho C
M/({xi | i ∈ I}) ∼= hocofib[hocolim
I◦
Dx ⊗QM → hocolim
I
Dx ⊗QM ]
Proof. This follows directly from lemma 1.8, noting the definition of M/({xi | i ∈
I}) as [1/({xi | i ∈ I})]⊗QM and the canonical isomorphism
hocofib[hocolim
I◦
Dx ⊗QM → hocolim
I
Dx ⊗QM ]
∼= hocofib[hocolim
I◦
Dx → hocolim
I
Dx]⊗QM

Proposition 1.10. Let F : Ideg≥n → C be a diagram in a cofibrantly generated
model category C. Suppose for every monomial M of degree n the natural map
hocolimF|I>M → F(M) is a weak equivalence. Then the natural map
hocolimF|deg≥n+1 → hocolimF
is a weak equivalence.
Proof. This is just [S10, lemma 4.4], with the following corrections: the statement of
the lemma in loc. cit. has “hocolimF|I≥M → F(M) is a weak equivalence” rather
than the correct assumption “hocolimF|I>M → F(M) is a weak equivalence” and
in the proof, one should replace the object Q(M) with colimQ|I>M rather than
with colimQ|I≥M . 
2. Slices of effective motivic module spectra
In this section we will describe the slices for modules for a commutative and
effective ring T -spectrum R that satisfies certain additional conditions. We adapt
the constructions used in describing slices of MGL in [S10], which go through
without significant change in this more general setting.
Let us first recall the definition of the slice tower in SH(S). We will use
the standard model category Mot := Mot(S) of symmetric T -spectra over S,
T := A1/A1 \ {0}, with the motivic model structure as in [J00], for defining the
triangulated tensor category SH(S) := HoMot(S).
For an integer q, let ΣqTSH
eff (S) denote the localizing subcategory of SH(S)
generated by Sq := {Σ
q
TΣ
∞
T X+ | p ≥ q,X ∈ Sm/S}, that is Σ
q
TSH
eff (S) is the
smallest triangulated subcategory of SH(S) which contains Sq and is closed under
direct sums and isomorphisms in SH(S). This gives a filtration on SH(S) by full
localizing subcategories
· · · ⊂ Σq+1T SH
eff (S) ⊂ ΣqTSH
eff (S) ⊂ Σq−1T SH
eff (S) ⊂ · · · ⊂ SH(S).
The set Sq is a set of compact generators of Σ
q
TSH(S) and the set ∪qSq is
similarly a set of compact generators for SH(S). By Neeman’s triangulated version
of Brown representability theorem [N97], the inclusion iq : Σ
q
TSH
eff (S)→ SH(S)
has a right adjoint rq : SH(S)→ Σ
q
TSH
eff (S). We let fq := iq ◦ rq. The inclusion
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Σq+1T SH
eff (S)→ ΣqTSH
eff (S) induces a canonical natural transformation fq+1 →
fq. Putting these together forms the slice tower
(2.1) · · · → fq+1 → fq → · · · → id.
For each q there exist triangulated functor sq : SH(S) → SH(S) such that for
every E ∈ SH(S), sq(E) ∈ Σ
q
TSH
eff (S) and there is a canonical and natural
distinguished triangle
fq+1(E)→ fq(E)→ sq(E)→ Σfq+1(E)
in SH(S).
Pelaez has given a lifting of the construction of the functors fq to the model
category level. For this, he starts with the model category Mot and forms for each
n the right Bousfield localization ofMot with respect to the objects ΣmT FnX+ with
m − n ≥ q and X ∈ Sm/S. Here FnX+ is the shifted T -suspension spectrum,
that is, Σm−nT X+ in degree m ≥ n, pt in degree m < n, and with identity bonding
maps. Calling this Bousfield localization Motq, the functor rq is given by taking a
functorial cofibrant replacement in Motq. As the underlying categories are all the
same, this gives liftings f˜q of fq to endofunctors on Mot. The technical condition
on Mot invoked by Pelaez is that of cellularity and right properness, which ensures
that the right Bousfield localization exists; this follows from the work of Hirschhorn
[Hir03]. Alternatively, one can use the fact thatMot is a combinatorial right proper
model category, following work of J. Smith, detailed for example in [B10].
The combinatorial property passes to module categories, and so this approach
will be useful here. The category Mot is a closed symmetric monoidal simplicial
model category, with cofibrant unit the sphere (symmetric) spectrum SS and prod-
uct ∧. Let R be a commutative monoid in Mot. We have the model category
C := R-Mod of R-modules, as constructed in [ScSh]. The fibrations and weak
equivalences are the morphisms which are fibrations, resp. weak equivalences, af-
ter applying the forgetful functor to Mot; cofibrations are those maps having the
left lifting property with respect to trivial fibrations. This makes C into a pointed
closed symmetric monoidal simplicial model category; C is in addition cofibrantly
generated and combinatorial. Assuming that R is a cofibrant object in Mot, the
free R-module functor, E 7→ R ∧ E , gives a left adjoint to the forgetful functor
and gives rise to a Quillen adjunction. For details as to these facts and a general
construction of this model category structure on module categories, we refer the
reader to [ScSh]; another source is [Hov], especially theorem 1.3, proposition 1.9
and proposition 1.10.
The model category R-Mod inherits right properness from Mot. We may there-
fore form the right Bousfield localization Cq with respect to the free R-modules
R∧ΣmT FnX+ with m−n ≥ q and X ∈ Sm/S, and define the endofunctor f˜
R
q on C
by taking a functorial cofibrant replacement in Cq. By the adjunction, one sees that
Ho Cq is equivalent to the localizing subcategory of Ho C (compactly) generated by
{R∧ΣmT FnX+ | m−n ≥ q,X ∈ Sm/S}. We denote this localizing subcategory by
ΣqTHo C
eff , or Ho Ceff for q = 0. We call an object M of C effective if the image
of M in Ho C is in Ho Ceff , and denote the full subcategory of effective objects of
C by Ceff .
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Just as above, Neeman’s results give a right adjoint rRq to the inclusion i
R
q :
ΣqTC
eff → C and the composition fRq := i
R
q ◦ r
R
q is represented by f˜
R
q . One
recovers the functors fq and f˜q by taking R = SS .
Lemma 2.1. Let R be a cofibrant commutative monoid in Mot. The functors
fRq : Ho C → Ho C and their liftings f˜
R
q have the following properties.
(1) Each fRn is idempotent, i.e., (f
R
n )
2 = fRn .
(2) fRn Σ
1
T = Σ
1
T f
R
n−1 for n ∈ Z.
(3) Each f˜Rn commutes with homotopy colimits.
(4) Suppose that R is in SHeff (S). Then the forgetful functor U : HoR-
Mod → SH(S) induces an isomorphism U ◦ fRq ∼= fq ◦ U as well as an
isomorphism U ◦ sRq ∼= sq ◦ U , for all q ∈ Z.
Proof. (1) and (2) follow from universal property of triangulated functors fRn . In
case R = SS , (3) is proved in [S10, Cor 4.5]; the proof for general R is the same.
For (4), it suffices to prove the result for fq and f
R
q . Take M ∈ C. We check
the universal property of UfRq M→M: Since R is in SH
eff (S) and the functor
−∧R is compatible with homotopy cofiber sequences and direct sums, −∧R maps
ΣqTSH
eff (S) into itself for each q ∈ Z. As U(R ∧ E) = R ∧ E , it follows that
U(ΣqTHoR-Mod
eff ) ⊂ ΣqTSH
eff (S) for each q. In particular, U(fRq (M)) is in
ΣqTSH
eff (S). For p ≥ q, X ∈ Sm/S, we have
HomSH(S)(Σ
p
TΣ
∞
T X+, U(f
R
q (M)))
∼= HomHo C(R∧ Σ
p
TΣ
∞
T X+, f
R
q (M))
∼= HomHo C(R∧ Σ
p
TΣ
∞
T X+,M)
∼= HomSH(S)(Σ
p
TΣ
∞
T X+, U(M))
so the canonical map U(fRq (M))→ fq(U(M)) is therefore an isomorphism. 
From the adjunction HomC(R,M) ∼= HomMot(SS ,M) and the fact that SS is
a cofibrant object of Mot, we see that R is a cofibrant object of C. Thus C is a
closed symmetric monoidal simplicial model category with cofibrant unit 1 := R
and monoidal product ⊗ = ∧R. Similarly, TR := R∧ T is a cofibrant object of C.
Abusing notation, we write ΣT (−) for the endofunctor A 7→ A⊗ TR of C.
We recall that the category Mot satisfies the monoid axiom of Schwede-Shipley
[ScSh, definition 3.3]; the reader can see for example the proof of [Hoy, lemma 4.2].
Following remark 1.1, there is a fibrant replacement R → 1 in C such that 1 is an
R-algebra; in particular, R → 1 is a cofibration and a weak equivalence in both C
and in Mot, and 1 is fibrant in in both C and in Mot.
For each x¯ ∈ R−2d,−d(S), we have the corresponding element x¯ : T⊗dR → R in
Ho C, which we may lift to a morphism x : T⊗dR → 1 in C. Thus, for a collection of
elements {x¯i ∈ R−2di,−di(S) | i ∈ I}, we have the associated collection of maps in
C, {xi : T
⊗di
R → 1 | i ∈ I} and thereby the quotient object 1/({xi}) in C. Similarly,
forM an R-module, we have the R-module M/({xi}), which is a cofibrant object
in C. We often write R/({xi}) for 1/({xi}).
Lemma 2.2. Suppose that R is in SHeff (S). Then for any set
{x¯i ∈ R
−2di,−di(S) | i ∈ I, di > 0}
of elements of R-cohomology, the object R/({xi}) is effective. If in addition M is
an R-module and is effective, then M/({xi}) is effective.
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Proof. This follows from lemma 2.1 since fRn is a triangulated functor and C
eff is
closed under homotopy colimits. 
Let A be an abelian group and SA the topological sphere spectrum with A-
coefficients. For a T -spectrum E let us denote the spectrum E ∧ (SA) by E ⊗A. Of
course, if A is the free abelian group on a set S, then E ⊗A = ⊕s∈SE .
Let {x¯i ∈ R−2di,−di(S) | i ∈ I, di > 0} be a set of elements of R-cohomology,
with I countable. Suppose that R is cofibrant as an object in Mot and is in
SHeff (S). Let M be in Ceff and let QM→M be a cofibrant replacement. By
lemma 1.8, we have a homotopy cofiber sequence in C,
hocolim
I◦
Dx ⊗QM→ QM→M/({xi}).
Clearly hocolimI◦ Dx ⊗ QM is in Σ1THo C
eff , hence the above sequence induces
an isomorphism in Ho C
sR0 M
σM−−→ sR0 (M/({xi})).
Composing the canonical map M/({xi}) → sR0 (M/({xi})) with σ
−1
M gives the
canonical map
piRM :M/({xi})→ s
R
0 M
in Ho C. Applying the forgetful functor gives the canonical map in SH(S)
piM : U(M/({xi}))→ U(s
R
0 M) ∼= s0(UM).
This equal to the canonical map U(M/({xi}))→ s0(U(M/({xi}))) composed with
the inverse of the isomorphism s0(UM)→ s0(U(M/({xi}))).
Theorem 2.3. Let R be a commutative monoid inMot(S), cofibrant as an object in
Mot(S), such that R is in SHeff (S). Let X = {x¯i ∈ R−2di,−di(S) | i ∈ I, di > 0}
be a countable set of elements of R-cohomology. LetM be an R-module in Ceff and
suppose that the canonical map piM : U(M/({xi}))→ s0(UM) is an isomorphism.
Then for each n ≥ 0, we have a canonical isomorphism in Ho C,
sRnM
∼= ΣnT s
R
0 M⊗ Z[X ]n,
where Z[X ]n is the abelian group of weighted-homogeneous degree n polynomials
over Z in the variables {xi, i ∈ I}, deg xi = di. Moreover, for each n, we have a
canonical isomorphism in SH(S),
snUM∼= Σ
n
T s0UM⊗ Z[X ]n.
Proof. Replacing M with a cofibrant model, we may assume that M is cofibrant
in C; as R is cofibrant in Mot, it follows that UM is cofibrant in Mot.
Since piM = U(pi
R
M), our assumption on piM is the same as assuming that pi
R
M is
an isomorphism in Ho C. By construction, piRM extends to a map of distinguished
triangles
(hocolimI◦ Dx)⊗M //
α

M //M/({xi})
piRM

// Σ(hocolimI◦ Dx)⊗M
Σα

fR1 M //M // s
R
0 M // Σf
R
1 M,
and thus the map α is an isomorphism. We note that α is equal to the canonical
map given by the universal property of fR1 M→M.
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We will now identify fRn M in terms of the diagram Dx|Ideg≥n ⊗M, proving by
induction on n ≥ 1 that the canonical map hocolimDx⊗M|deg≥n → fRn M in Ho C
is an isomorphism.
As I◦ = Ideg≥1, the case n = 1 is settled. Assume the result for n. We claim
that the diagram
f˜Rn+1[Dx ⊗M|deg≥n] : Ideg≥n → C
satisfies the hypotheses of proposition 1.10. That is, we need to verify that for
every monomial M of degree n the natural map
hocolim f˜Rn+1[D>M ⊗M]→ f˜
R
n+1[D(M)⊗M]
is a weak equivalence in C. This follows by the string of isomorphisms in Ho C
hocolim f˜Rn+1D>M ⊗M ∼= hocolim f˜
R
n+1Σ
n
TDdeg≥1 ⊗M
∼= hocolimΣnT f˜
R
1 Ddeg≥1 ⊗M
∼= ΣnT f
R
1 hocolimDdeg≥1 ⊗M
∼= ΣnT f
R
1 f
R
1 M
∼= ΣnT f
R
1 M
∼= fRn+1Σ
n
TM
∼= fRn+1[D(M)⊗M].
Applying proposition 1.10 and our induction hypothesis gives us the string of iso-
morphisms in Ho C
fRn+1M
∼= fRn+1f
R
n M
∼= fRn+1 hocolim[Dx ⊗M|deg≥n]
∼= hocolim f˜Rn+1[Dx ⊗M|deg≥n] ∼= hocolim f˜
R
n+1[Dx ⊗M|deg≥n+1]
∼= hocolimDx ⊗M|deg≥n+1,
the last isomorphism following from the fact that Dx(xN ) ⊗ M is in Σ
|N |
T C
eff ,
and hence the canonical map f˜Rn+1[Dx ⊗M] → Dx ⊗M is an objectwise weak
equivalence on Ideg≥n+1.
For the slices sn we have
sRnM := hocofib(f˜
R
n+1M→ f˜
R
n M) ∼= hocofib(f˜
R
n+1f˜
R
n M→ f˜
R
n M)
∼= hocofib(hocolim f˜Rn+1[Ddeg≥n ⊗M]→ hocolimDdeg≥n ⊗M)
∼= hocolimhocofib(f˜Rn+1[Ddeg≥n ⊗M]→ Ddeg≥n ⊗M).
At a monomial of degree greater than n, the canonical map f˜Rn+1[Ddeg≥n ⊗M]→
Ddeg≥n⊗M is a weak equivalence, and at a monomialM of degree n the homotopy
cofiber is given by
hocofib(f˜Rn+1[D(M)⊗M]→ D(M)⊗M) = hocofib((f˜
R
n+1[Σ
n
TM]→ Σ
n
TM)
∼= hocofib(ΣnT f˜
R
1 M→ Σ
n
TM) ∼= Σ
n
T s
R
0 M
Let s˜R0 be the functor on C
eff , N 7→ hocofib(f˜R1 N → N ), and let FnM :
Ideg≥n → Ceff be the diagram
Fn(M) =
{
pt for degM > n
ΣnT s˜
R
0 M for degM = n.
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We thus have a weak equivalence of pointwise cofibrant functors
hocofib(f˜Rn+1[Ddeg≥n ⊗M]→ Ddeg≥n ⊗M)→ Fn : Ideg≥n → C,
and therefore a weak equivalence on the homotopy colimits. As we have the evident
isomorphism in Ho C
hocolim
Ideg≥n
Fn ∼= ⊕M,degM=nΣ
n
T s
R
0 M,
this gives us the desired isomorphism sRnM ∼= Σ
n
T s
R
0 M ⊗ Z[X ]n in Ho C. Ap-
plying the forgetful functor and using lemma 2.1 gives the isomorphism snUM ∼=
ΣnT s0UM⊗ Z[X ]n in SH(S). 
Corollary 2.4. Let R, X andM be as in theorem 2.3. Let Z = {zj ∈ Z[X ]ej} be a
collection of homogeneous elements of Z[X ], and let M[Z−1] ∈ C be the localization
of M with respect to the collection of maps ×zj : M → Σ
−ej
T M. Then there are
natural isomorphisms
sRnM[Z
−1] ∼= ΣnT s
R
0 M⊗ Z[X ][Z
−1]n,
snUM[Z
−1] ∼= ΣnT s0UM⊗ Z[X ][Z
−1]n.
Proof. Each map ×zj : M → Σ
−ej
T M induces the isomorphism ×zj : M[Z
−1] →
Σ
−ej
T M[Z
−1] in Ho C, with inverse ×z−1j : Σ
−ej
T M[Z
−1]→M[Z−1]. Applying fRq
gives us the map in Ho C
×zj : f
R
q M→ f
R
q Σ
−ej
T M
∼= Σ
−ej
T f
R
q+ejM.
As fRq+ejM is in Σ
q+ej
T Ho C
eff , both Σ
−ej
T f
R
q+ejM and f
R
q M are in Σ
q
THo C
eff .
The composition
Σ
−ej
T f
R
q+ejM→ Σ
−ej
T M
×z−1j
−−−→M[Z−1]
gives via the universal property of fRq the map Σ
−ej
T f
R
q+ejM→ f
R
q M[Z
−1]. Setting
|N | =
∑
j Njej , this extends to give a map of the system of monomial multiplica-
tions
×zN−M : Σ
−|N |
T f
R
q+|N |M→ Σ
−|M|
T f
R
q+|M|M
to fRq M[Z
−1]; the universal property of the truncation functors fn and of localiza-
tion shows that this system induces an isomorphism
hocolim
N∈Iop
Σ
−|N |
T f
R
q+|N |M
∼= fRq M[Z
−1]
in Ho C. As the slice functors sq are exact and commute with hocolim, we have a
similar collection of isomorphisms
hocolim
N∈Iop
Σ
−|N |
T s
R
q+|N |M
∼= sq(M[Z
−1]).
Theorem 2.3 gives us the natural isomorphisms
Σ
−|N |
T s
R
q+|N |M
∼= Σ
q
T s
R
0 M⊗ Z[X ]q+|N |;
via this isomorphism, the map ×zj goes over to idΣq
T
sR0 M
⊗ ×zj , which yields the
result. 
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Corollary 2.5. Let R, X andM be as in theorem 2.3. Let Z = {zj ∈ Z[X ]ej} be a
collection of homogeneous elements of Z[X ], and let M[Z−1] ∈ C be the localization
of M with respect to the collection of maps ×zj :M→ Σ
−ej
T M. Let m ≥ 2 be an
integer. We let M[Z−1]/m := hocofib×m : M[Z−1] →M[Z−1]. Then there are
natural isomorphisms
sRnM[Z
−1]/m ∼= ΣnT s
R
0 M/m⊗ Z[X ][Z
−1]n,
snUM[Z
−1]/m ∼= ΣnT s0UM/m⊗ Z[X ][Z
−1]n.
This follows directly from corollary 2.4, noting that sRn and sn are exact functors.
Remark 2.6. Let P be a multiplicatively closed subset of Z. We may replace Mot
with its localization Mot[P−1] with respect to P in theorem 2.3, corollary 2.4 and
corollary 2.5, and obtain a corresponding description of sRnM and snUM for a
commutative monoid R in Mot[P−1] and an effective R-module M.
For P = Z\{pn, n = 1, 2, . . .}, we writeMot⊗Z(p) forMot[P
−1] and SH(S)⊗Z(p)
for HoMot⊗ Z(p).
3. The slice spectral sequence
The slice tower in SH(S) gives us the slice spectral sequence, for E ∈ SH(S),
X ∈ Sm/S, n ∈ Z,
(3.1) Ep,q2 (n) := (s−q(E))
p+q,n(X) =⇒ Ep+q,n(X).
This spectral sequence is not always convergent, however, we do have a convergence
criterion:
Lemma 3.1 ([L15, lemma 2.1]). Suppose that S = Spec k, k a perfect field. Take
E ∈ SH(S). Suppose that there is a non-decreasing function f : Z → Z with
limn→∞ f(n) =∞, such that pia+b,bE = 0 for a ≤ f(b). Then the for all Y , and all
n ∈ Z, the spectral sequence (3.1) is strongly convergent.1
This yields our first convergence result. For E ∈ SH(S), Y ∈ Sm/S, p, q, n ∈ Z,
define
Hp−q(Y, pi−q(E)(n− q)) := HomSH(S)(Σ
∞
T Y+,Σ
p+q,ns−q(E)).
Here Σa,b is suspension with respect to the sphere Sa,b ∼= Sa−b∧G∧bm . This notation
is justified by the case S = Spec k, k a field of characteristic zero. In this case, there
is for each q a canonically defined object piµq (E) of Voevodsky’s “big” triangulated
category of motives DM(k), and a canonical isomorphism
EMA1(pi
µ
q (E)) ∼= Σ
q
T sq(E),
where EMA1 : DM(k) → SH(k) is the motivic Eilenberg-MacLane functor. The
adjoint property of EMA1 yields the isomorphism
Hp−q(Y, piµ−q(E)(n− q)) := HomDM(k)(M(Y ), pi
µ
−q(E)(n− q)[p− q])
∼= HomSH(S)(Σ
∞
T Y+,Σ
p+q,ns−q(E)).
We refer the reader to [P11, RO08, Vo04] for details.
1As spectral sequence {Epqr } ⇒ Gp+q converges strongly to G∗ if for each n, the spectral
sequence filtration F ∗Gn on Gn is finite and exhaustive, there is an r(n) such that for all p
and all r ≥ r(n), all differentials entering and leaving Ep,n−pr are zero and the resulting maps
Ep,n−pr → E
p,n−p
∞ = Gr
p
F
Gn are all isomorphisms.
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Proposition 3.2. Let R be a commutative monoid in Mot(S), cofibrant as an ob-
ject in Mot(S), with R in SHeff (S). Let X := {x¯i ∈ R−2di,−di(S)} be a countable
set of elements of R-cohomology, with di > 0. Let P be a multiplicatively closed
subset of Z and let M be an R[P−1]-module, with UM ∈ SH(S)eff [P−1]. Suppose
that the canonical map
U(M/({xi}))→ s0UM
is an isomorphism in SH(S)[P−1]. Then
1. The slice spectral sequence for M∗∗(Y ) has the following form:
Ep,q2 (n) := H
p−q(Y, piµ0 (M)(n− q))⊗Z Z[X ]−q =⇒M
p+q,n(Y ).
2. Suppose that S = Spec k, k a perfect field. Suppose further that there is an
integer a such that M2r+s,r(Y ) = 0 for all Y ∈ Sm/S, all r ∈ Z and all s ≥ a.
Then the slice spectral sequence converges strongly for all Y ∈ Sm/S, n ∈ Z.
Proof. The form of the slice spectral sequence follows directly from theorem 2.3,
extended via remark 2.6 to the P -localized situation. The convergence statement
follows directly from lemma 3.1, where one uses the function f(r) = r − a. 
We may extend the slice spectral sequence to the localizations M[Z−1] as in
corollary 2.4
Proposition 3.3. Let R, X, P and M be as in proposition 3.3 and that assume
all the hypotheses for (1) in that proposition hold. Let Z = {zj ∈ Z[X ]ej} be a
collection of homogeneous elements of Z[X ], and let M[Z−1] ∈ C be the localization
of M with respect to the collection of maps ×zj : M → Σ
−ej
T M. Then the slice
spectral sequence for M[Z−1]∗∗(Y ) has the following form:
Ep,q2 (n) := H
p−q(Y, piµ0 (M)(n− q))⊗Z Z[X ][Z
−1]−q =⇒M[Z
−1]p+q,n(Y ).
Suppose further that S = Spec k, k a perfect field, and there is an integer a such
that M2r+s,r(Y ) = 0 for all Y ∈ Sm/S all r ∈ Z and all s ≥ a. Then the slice
spectral sequence converges strongly for all Y ∈ Sm/S, n ∈ Z.
The proof is same as for proposition 3.2, using corollary 2.4 to compute the slices
of M[Z−1].
Remark 3.4. Let R be a commutative monoid in Mot, with R ∈ SHeff (S). Sup-
pose that there are elements ai ∈ R2fi,fi(S), i = 1, 2, . . ., fi ≤ 0, so that M is
the quotient module R/({ai}). Suppose in addition that there is a constant c such
that R2r+s,r(Y ) = 0 for all Y ∈ Sm/S, r ∈ Z, s ≥ c. Then M2r+s,r(Y ) = 0 for all
Y ∈ Sm/S, r ∈ Z, s ≥ c. Indeed
M := hocolim
n
R/(a1, a2, . . . , an)
so it suffices to handle the case M = R/(a1, a2, . . . , an), for which we may use
induction in n. Assuming the result for N := R/(a1, a2, . . . , an−1), we have the
long exact sequence (f = fn)
. . .→ N p+2f,q+f (Y )
×an−−−→ N p,q(Y )→Mp,q(Y )→ N p+2f+1,q+f (Y )→ . . .
Thus the assumption forN implies the result forM and the induction goes through.
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4. Slices of quotients of MGL
The slices of a Landweber exact spectrum have been described by Spitzweck in
[S10], but a quotient ofMGL or a localization of such is often not Landweber exact.
We will apply the results of the previous section to describe the slices of the motivic
truncated Brown-Peterson spectra BP 〈n〉, effective motivic Morava K-theory k(n)
and motivic Morava K-theory K(n), as well as recovering the known computations
for the Landweber examples [S12], such as the Brown-Peterson spectra BP and the
Johnson-Wilson spectra E(n).
Let MGLp be the commutative monoid in Mot⊗Z(p) representing p-local alge-
braic cobordism, as constructed in [PPR, §2.1]2. As noted in loc. cit., MGLp is a
cofibrant object ofMot⊗Z(p). The motivic BP was first constructed by Vezzosi in
[Ve01] as a direct summand ofMGLp by using Quillen’s idempotent theorem. Here
we construct BP and BP 〈n〉 as quotients ofMGLp; the effective Morava K-theory
is similarly a quotient of MGLp/p. We consider as well the . Our explicit descrip-
tion of the slices allows us to describe the E2-terms of slice spectral sequences for
BP and BP 〈n〉.
The bigraded coefficient ring pi∗,∗MGLp(S) contains pi2∗MU ≃ L∗, localized at
p, as a graded subring of the bi-degree (2∗, ∗) part, via the classifying map for the
formal group law of MGL, split by the appropriate Betti or e´tale realization map.
The ring L∗p := L∗ ⊗Z Z(p) is isomorphic to polynomial ring Z(p)[x1, x2, · · · ] [A95,
Part II, theorem 7.1], where the element xi has degree 2i in pi∗MU , degree (2i, i)
in pi∗,∗MGLp and degree i in L∗.
The following result of Hopkins-Morel-Hoyois [Hoy] is crucial for the application
of the general results of the previous sections to quotients of MGL and MGLp.
Theorem 4.1 ([Hoy, theorem 7.12]). Let p be a prime integer, S an essentially
smooth scheme over a field of characteristic prime to p. Then the canonical maps
MGLp/({xi : i = 1, 2, . . .}) → s0MGLp → HZ(p) are isomorphisms in SH(S).
In case S = Spec k, k a perfect field of characteristic prime to p, the inclusion
L∗p ⊂ pi2∗,∗MGLp(S) is an equality.
We define a series of subsets of the set of generators {xi | i = 1, 2 . . .},
Bcp = {xi : i 6= p
k − 1, k ≥ 1},
Bp = {xi : i = p
k − 1, k ≥ 1},
B〈n〉cp = {xi : i 6= p
k − 1, 1 ≤ k ≤ n},
B〈n〉p = {xi : i = p
k − 1, 1 ≤ k ≤ n},
k〈n〉p = {xpn−1}.
We also define
k〈n〉cp = {xi : i 6= p
n − 1, and x0 = p} ⊂ {p, xi | i = 1, 2 . . .}.
Definition 4.2 (BP, BP 〈n〉 and E(n)). The Brown-Peterson spectrum BP is
defined as
BP :=MGLp/({xi | i ∈ B
c
p}),
2This gives MGL as a symmetric spectrum, we take the image in the p-localized model struc-
ture to define MGLp
QUOTIENTS OF MGL, THEIR SLICES AND THEIR GEOMETRIC PARTS 19
the truncated Brown-Peterson spectrum BP 〈n〉 is defined as
BP 〈n〉 :=MGLp/({xi | i ∈ B〈n〉
c
p})
and the Johnson-Wilson spectrum E(n) is the localization
E(n) := BP 〈n〉[x−1pn−1].
Definition 4.3 (Morava K-theories k(n) and K(n)). Effective Morava K-theory
k(n) defined as
k(n) :=MGLp/({xi | i ∈ k〈n〉
c
p})
∼= BP 〈n〉/(xp−1, . . . , xpn−1−1, p).
Define Morava K-theory K(n) as the localization
K(n) := k(n)[x−1pn−1]
The spectra BP,BP 〈n〉, E(n), k(n) and K(n) are MGLp-modules. BP and
E(n) are Landweber exact. We let C denote the category of MGLp-modules.
Lemma 4.4. The MGLp-module spectra BP,BP 〈n〉 and k(n) are effective. BP
and E(n) have the structure of oriented weak commutative ring T -spectra in SH(S).
Proof. The effectivity of these theories follows from lemma 2.2 and the fact that
homotopy colimits of effective spectra are effective. The ring structure for BP and
E(n) follows from the Landweber exactness (see [NSO09]). 
We first discuss the effective theories BP,BP 〈n〉 and k(n).
Proposition 4.5. Let p be a prime, k a field with exponential characteristic prime
to p and S an essentially smooth k-scheme. Then in SH(S):
1. The zeroth slices of both BP and BP 〈n〉 are isomorphic to p-local motivic
Eilenberg-MacLane spectrum HZ(p), and the zeroth slice of k(n) is isomorphic to
HZ/p.
2. The quotient maps from MGLp induce isomorphisms
s0BP ≃ (s0MGL)p ≃ s0BP 〈n〉
and
s0k(n) ≃ (s0MGL)p/p.
3. The respective quotient maps from BP , BP 〈n〉 and k(n) induce isomorphisms
BP/({xi : xi ∈ Bp}) ≃ s0BP
BP 〈n〉/({xi : xi ∈ B〈n〉p}) ≃ s0BP 〈n〉
k(n)/(xpn−1) ≃ s0k(n)
Proof. By theorem 4.1, the classifying map MGL → HZ for motivic cohomology
induces isomorphisms
MGLp/({xi : i = 1, 2, . . .}) ∼= s0MGLp ∼= HZ(p)
in SH(S)⊗ Z(p).
Now let S ⊂ N be a subset and Sc its complement. By remark 1.5, we have an
isomorphism
(MGLp/({xi : i ∈ S
c}))/({xi : i ∈ S}) ∼=MGLp/({xi : i ∈ N}).
Also, as xi is a map Σ
2i,iMGLp → MGLp, i > 0, the quotient map MGLp →
MGLp/({xi : i ∈ Sc}) induces an isomorphism
s0MGLp → s0[MGLp/({xi : i ∈ S
c})].
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This gives us isomorphisms
(MGLp/({xi : i ∈ S
c}))/({xi : i ∈ S}) ∼= s0[MGLp/({xi : i ∈ S
c})] ∼= s0MGLp
with the first isomorphism induced by the quotient map
MGLp/({xi : i ∈ S
c} → (MGLp/({xi : i ∈ S
c}))/({xi : i ∈ S}).
Taking S = Bp, B〈n〉p, {xpn−1} proves the result for BP , BP 〈n〉 and k(n), respec-
tively. 
For motivic spectra E = BP, BP 〈n〉, k(n), E(n) and K(n) defined in 4.2
and 4.3 let us denote the corresponding topological spectra by Etop. The graded
coefficient rings Etop∗ of these topological spectra are
Etop∗ ≃


Zp[v1, v2, · · · ] E = BP
Zp[v1, v2, · · · , vn] E = BP 〈n〉
Zp[v1, v2, · · · , vn, v
−1
n ] E = E(n)
Z/p[vn] E = k(n)
Z/p[vn, v
−1
n ] E = K(n)


where deg vn = 2(p
n − 1). The element vn corresponds to the element x¯n ∈
MGL2n,n(k).
Corollary 4.6. Let p be a prime, k a field with exponential characteristic prime
to p and S an essentially smooth k-scheme. Then in SH(S), the slices of Brown-
Peterson, Johnson-Wilson and Morava theories are given by
siE ≃
{
ΣiT HZp ⊗ E
top
2i E = BP, BP 〈n〉 and E(n)
ΣiT HZ/p ⊗ E
top
2i E = k(n) and K(n)
}
where Etop2i is degree 2i homogeneous component of coefficient ring of the corre-
sponding topological theory.
Proof. The statement for BP and BP 〈n〉 follows from theorem 2.3, and remark 2.6.
The case of E(n) follows from corollary 2.4 and the cases of k(n) and K(n) follow
from corollary 2.5. 
Theorem 4.7. Let p be a prime, k a field with exponential characteristic prime to
p and S an essentially smooth k-scheme. The slice spectral sequence for any of the
spectra E = BP, BP 〈n〉, k(n), E(n) and K(n) in SH(S) has the form
Ep,q2 (X,m) = H
p−q(X,Z(m− q))⊗Z E
top
−2q ⇒ E
p+q,m(X)
where Z = Zp for E = BP, BP 〈n〉 and E(n), and Z = Z/p for E = k(n) and
K(n). In case S = Spec k and k is perfect, these spectral sequences are all strongly
convergent.
Proof. The form of the slice spectral sequence for E follows from corollary 4.6. The
fact that the slice spectral sequences strongly converge for S = Spec k, k perfect,
follows from remark 3.4 and the fact that MGL2r+s,r(Y ) = 0 for all Y ∈ Sm/S,
r ∈ Z and s ≥ 1. This in turn follows from the Hopkins-Morel-Hoyois spectral
sequence
Ep,q2 (n) := H
p−q(Y,Z(n− q))⊗ L−q =⇒MGL
p+q,n(Y )
which is strongly convergent by [Hoy, theorem 8.12]. 
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5. Modules for oriented theories
We will use the slice spectral sequence to compute the “geometric part” E2∗,∗
of a quotient spectrum E = MGLp/({xij}) in terms of algebraic cobordism, when
working over a base field k of characteristic zero. As the quotient spectra are
naturallyMGLp-modules but may not have a ring structure, we will need to extend
the existing theory of oriented Borel-Moore homology and related structures to
allow for modules over ring-based theories.
5.1. Oriented Borel-Moore homology. We first discuss the extension of ori-
ented Borel-Moore homology. We use the notation of [LM09]. Let Sch/k be the
category of quasi-projective schemes over a field k and let Sch/k′ denote the sub-
category of projective morphisms in Sch/k. Let Ab∗ denote the category of graded
abelian groups, Ab∗∗ the category of bi-graded abelian groups.
Definition 5.1. Let A be an oriented Borel-Moore homology theory on Sch/k.
An oriented A-module B is given by
(MD1) An additive functor B∗ : Sch/k
′ → Ab∗, X 7→ B∗(X).
(MD2) For each l. c. i. morphism f : Y → X in Sch/k of relative dimension d, a
homomorphism of graded groups f∗ : B∗(X)→ B∗+d(Y ).
(MD3) For each pair (X,Y ) of objects in Sch/k a bilinear graded pairing
A∗(X)⊗B∗(Y )→ B∗(X ×k Y )
u⊗ v 7→ u× v
which is associative and unital with respect to the external products in the theory
A.
These satisfy the conditions (BM1), (BM2), (PB) and (EH) of [LM09, definition
5.1.3]. In addition, these satisfy the following modification of (BM3)
(MBM3) Let f : X ′ → X and g : Y ′ → Y be morphisms in Sch/k. If f and
g are projective, then for u′ ∈ A∗(X ′), v′ ∈ B∗(Y ′), one has
(f × g)∗(u
′ × v′) = f∗(u
′)× g∗(v
′).
If f and g are l. c. i. morphisms, then for u ∈ A∗(X), v ∈ B∗(Y ), one has
(f × g)∗(u× v) = f∗(u)× g∗(v).
Let f : A → A′ be a morphism of Borel-Moore homology theories, let B be an
oriented A-module, B′ an oriented A′-module. A morphism g : B → B′ over f is a
collection of homomorphisms of graded abelian groups gX : B∗(X)→ B′∗(X), X ∈
Sch/k such that the gX are compatible with projective push-forward, l. c. i. pull-
back and external products.
We do not require the analog of the axiom (CD) of [LM09, definition 5.1.3]; this
axiom plays a role only in the proof of universality of Ω∗, whereas the universality
of Ω for A-modules follows formally from the universality for Ω among oriented
Borel-Moore homology theories (see proposition 5.3 below).
Example 5.2. Let N∗ be a graded module for the Lazard ring L∗ and let A∗
be an oriented Borel-Moore homology theory. Define AN∗ (X) := A∗(X) ⊗L∗ N∗.
Then with push-forward fN∗ := f
A
∗ ⊗ idN∗ , pull-back f
∗
N := f
∗
A⊗ idN∗ , and product
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u × (v ⊗ n) := (u × v) ⊗ n, for u ∈ A∗(X), v ∈ A∗(Y ), n ∈ N∗, AN∗ becomes an
oriented A module. Sending N∗ to A
N
∗ gives a functor from graded L∗-modules to
oriented A-modules.
In case k has characteristic zero, we note that, for A∗ = Ω∗, we have a canon-
ical isomorphism θN∗ : Ω
N∗
∗ (k)
∼= N∗, as the classifying map L∗ → Ω∗(k) is an
isomorphism [LM09, theorem 1.2.7].
Just as for a Borel-Moore homology theory, one can define operations of A∗(Y )
on B∗(Z) via a morphism f : Z → Y , assuming that Y is in Sm/k: for a ∈ A∗(Y ),
b ∈ B∗(Z), define a ∩f b ∈ B∗(Z) by
a ∩f b := (f, idZ)
∗(a× b)
where (f, idZ) : Z → Y ×k Z is the (transpose of) the graph embedding. As Y is
smooth over k, (f, idZ) is an l. c. i. morphism, so the pullback (f, idZ)
∗ is defined.
Similarly, B∗(Y ) is an A∗(Y )-module via
a ∪Y b := δ
∗
Y (a× b).
These products satisfy the analog of the properties listed in [LM09, §5.1.4, propo-
sition 5.2.1].
Proposition 5.3. Let A be an oriented Borel-Moore homology theory on Sch/k
and let B be an oriented A-module. Let ϑA : Ω∗ → A∗ be the classifying map.
There is a unique morphism θA/B : Ω
B∗(k)
∗ → B∗ over ϑA such that θA/B(k) :
Ω
B∗(k)
∗ (k)→ B∗(k) is the canonical isomorphism θB∗(k).
Proof. For X ∈ Sch/k, b ∈ B∗(k) and u ∈ Ω∗(X), we define θA/B(u ⊗ b) :=
ϑA(u)× b ∈ B∗(X ×k k) = B∗(X). It is easy to check that this defines a morphism
over ϑA. Uniqueness follows easily from the fact that the product structure in A
and Ω is unital. 
5.2. Oriented duality theories. Next, we discuss a theory of modules for an
oriented duality theory (H,A). We use the notation and definitions from [L08]. In
particular, we have the category SP of smooth pairs over k, with objects (M,X),
M ∈ Sm/k, X ⊂ M a closed subset, and where a morphism f : (M,X)→ (N, Y )
is a morphism f :M → N in Sm/k such that f−1(Y ) ⊂ X .
Definition 5.4. Let A be a bi-graded oriented ring cohomology theory, in the
sense of [L08, definition 1.5, remark 1.6]. An oriented A-module B is a bi-graded
cohomology theory on SP, satisfying the analog of [L08, definition 1.5], that is: for
each pair of smooth pairs (M,X), (N, Y ) there is a bi-graded homomorphism
× : A∗∗X (M)⊗B
∗∗
Y (N)→ B
∗∗
X×Y (M ×k N)
satisfying
(1) associativity: (a × b) × c = a × (b × c) for a ∈ A∗∗X (M), b ∈ A
∗∗
Y (N),
c ∈ B∗∗Z (P )
(2) unit: 1× a = a.
(3) Leibniz rule: Given smooth pairs (M,X), (M,X ′), (N, Y ) with X ⊂ X ′ we
have
∂M×N,X′×N,X×N(a× b) = ∂M,X′,X(a)× b
QUOTIENTS OF MGL, THEIR SLICES AND THEIR GEOMETRIC PARTS 23
for a ∈ A∗∗X′\X(M \X), b ∈ B
∗∗
Y (N). For a triple (N, Y
′, Y ) with Y ⊂ Y ′ ⊂
N , a ∈ Am,∗X′ (M), b ∈ BY ′\Y (N \ Y ) we have
∂M×N,M×Y ′,M×Y (a× b) = (−1)
ma× ∂N,Y ′,Y (b).
We write a ∪ b ∈ BX∩Y (M) for δ∗M (a× b), a ∈ A
∗∗
X (M), b ∈ B
∗∗
Y (M).
In addition, we assume that the “Thom classes theory” [P09, lemma 3.7.2] arising
from the orientation on A induces an orientation on B in the following sense: Let
(M,X) be a smooth pair and let p : E →M be a rank r vector bundle onM . Then
the cup product with the Thom class th(E) ∈ A2r,rM (E)
B∗∗X (M)
p∗
−→ B∗∗p−1(X)(E)
th(E)∪(−)
−−−−−−−→ B2r+∗,r+∗X (E)
is an isomorphism.
Let SP′ be the category with the same objects (M,X) as in SP, and where a
morphism f : (M,X) → (N, Y ) is a projective morphism f : M → N such that
f(X) ⊂ Y . One proceeds just as in [L08] to show that the orientation on B gives
rise to an integration on B, that is, one has for each morphism F : (M,X)→ (N, Y )
in SP′ a pushforward map F∗ : B
∗∗
X (M)→ B
∗−2d,∗−d
Y (N), d = dimkM − dimkN ,
defining an integration with supports for B, in the sense of [L08, definition 1.8], with
the introduction of the bi-grading and the evident change to definition 1.8(2), in
that the product f∗(−)∪ is a map from A∗∗Z (M) ⊗B
∗∗
Y (N) to BY ∩f−1(Z)(N), and
∪ is similarly a map from A∗∗Z (M) ⊗ B
∗∗
X (M) to BX∩Z(M). One similarly proves
the analog of [L08, theorem 1.12], that the integration so constructed is the unique
integration on B subjected to the orientation induced by the orientation on A.
Definition 5.5. Let (H,A) be an oriented duality theory, in the sense of [L08,
definition 3.1]. An oriented (H,A)-module is a pair (J,B), where
(D1) J : Sch/k′ → Ab∗∗ is a functor
(D2) B is an oriented A-module,
(D3) For each open immersion j : U → X there is a pullback map j∗ : J∗∗(X) →
J∗∗(U)
(D4) i. for each smooth pair (M,X) and each morphism f : Y →M in Sch/k and
bi-graded cap product map
f∗(−)∩ : AX(M)⊗H(Y )→ H(f
−1(X))
ii. For X,Y ∈ Sch/k a bi-graded external product
× : H∗∗(X)⊗ J∗∗(Y )→ J∗∗(X × Y ).
(D5) For each smooth pair (M,X), a graded isomorphism
βM,X : J∗∗(X)→ B
2d−∗,d−∗
X (M); d = dimkM.
(D6) For each X ∈ Sch/k and each closed subset Y ⊂ X , a map
∂X,Y : J∗+1,∗(X \ Y )→ J∗∗(Y ).
These satisfy the evident analogs of properties (A1)-(A4) of [L08, definition 3.1],
where we make the following changes: Let d = dimkM , e = dimkN . One replaces
H with J∗∗ throughout (except in (A3)(ii)), and
• in (A1) one replaces AY (N), AX(M) with B
2d−∗,d−∗
Y (N), B
2d−∗,d−∗
X (M),
• in (A2) on replaces AY (N), AX(M) with B
2e−∗,e−∗
Y (N), B
2d−∗,d−∗
X (M),
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• in (A3)(i) one replaces AY (M) with B
2d−∗,d−∗
Y (M) and AY ∩f−1(X)(N)
with B2e−∗,e−∗Y ∩f−1(X)(N),
• in (A3)(ii) one replaces AY (M) with B
2e−∗,e−∗
Y (N) and AX×Y (M ×N)
with B
2(d+e)−∗,d+e−∗
X×Y (M ×N), H(X) with H∗∗(X), H(Y ) with J∗∗(Y )
and H(X × Y ) with J∗∗(X × Y ).
• in (A4) one replaces AX\Y (M \ Y ) with B
2d−∗,d−∗
X\Y (M \ Y ).
Remark 5.6. Let (H,A) be an oriented duality theory on Sch/k, for k a field
admitting resolution of singularities. By [L08, proposition 4.2] there is a unique
natural transformation
ϑH : Ω∗ → H2∗,∗
of functors Sch/k′ → Ab∗ compatible with all the structures available for H2∗,∗
and, after restriction to Sm/k is just the classifying map Ω∗ → A2∗,∗ for the
oriented cohomology theory X 7→ A2∗,∗(X). We refer the reader to [L08, §4] for a
complete description of the properties satisfied by ϑH .
Via ϑH and the ring homomorphism ρΩ : L∗ → Ω∗(k) classifying the formal
group law for Ω∗, we have the ring homomorphism ρH : L∗ → H2∗,∗(k). If (J,B)
is an oriented (H,A)-module, then via the H2∗,∗(k)-module structure on J2∗,∗(k),
ρH makes J2∗,∗(k) a L∗-module. We write J∗ for the L∗-module J2∗,∗(k).
Proposition 5.7. Let k be a field admitting resolution of singularities. Let (H,A)
be an oriented duality theory and (J,B) an oriented (H,A)-module. There is a
unique natural transformation ϑH/J : Ω
J∗
∗ → J2∗,∗ from Sch/k
′ → Ab∗ satisfying
(1) ϑH/J is compatible with pullback maps j
∗ for j : U → X an open immersion
in Sch/k.
(2) ϑH/J is compatible with fundamental classes.
(3) ϑH/J is compatible with external products.
(4) ϑH/J is compatible with the action of 1st Chern class operators.
(5) Identifying ΩJ∗∗ (k) with J2∗,∗(k) via the product map Ω∗(k)⊗L∗ J2∗,∗(k)→
J2∗,∗(k), ϑH/J (k) : Ω
J∗
∗ (k)→ J2∗,∗ is the identity map.
Proof. For X ∈ Sch/k, we define ϑH/J (X) by
ϑH/J (u⊗ j) = ϑH(u)× j ∈ J2∗,∗(X ×k Spec k) = J2∗,∗(X),
for u ⊗ j ∈ ΩJ∗∗ (X) := Ω∗(X) ⊗L∗ J2∗,∗(k). The properties (1)-(5) follow directly
from the construction. As Ω∗(X) is generated by push-forwards of fundamental
classes, the properties (2), (3) and (5) determine ϑH/J uniquely. 
Remark 5.8. Let k, (H,A) and (J,B) be as in proposition 5.7. Suppose that
J∗ := J2∗,∗ has external products ×J and there is a unit element 1J ∈ J0(k)
for these external products. Suppose further that these are compatible with the
external products H∗(X)⊗ J∗(Y )→ J∗(X ×k Y ), in the sense that
(h× 1J)×J b = h× b ∈ J∗(X ×k Y )
for h ∈ H∗(X), b ∈ J∗(Y ), and that 1H × 1J = 1J . Then ϑH/J is compatible with
external products and is unital. This follows directly from our assumptions and the
identity
ϑH/J ((u ⊗ h)× (u
′ ⊗ j′)) = ϑH(u)× ϑH/J (u
′ ⊗ (h× j)).
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5.3. Modules for oriented ring spectra. We now discuss the oriented duality
theory and oriented Borel-Moore homology associated to a module spectrum for an
oriented weak commutative ring T -spectrum.
Let ph be the two-sided ideal of phantom maps in SH(S), that is a map f : E →
F that vanishes after pre-composition with a map from a compact object. Let E
be a weak commutative ring T -spectrum, that is, there are maps µ : E ∧ E → E ,
η : SS → E in SH(S) that satisfy the axioms for a monoid modulo phantom maps.
An E-module is similarly an object N ∈ SH(S) together with a multiplication map
ρ : E ∧ N → E that makes N into a unital E-module modulo phantoms.
Suppose that (E , c) is an oriented weak commutative ring T -spectrum in SH(k),
k a field admitting resolution of singularities. We have constructed in [L08, the-
orem 3.4] a bi-graded oriented duality theory (E ′∗∗, E
∗∗) by defining E ′a,b(X) :=
E2m−a,m−bX (M), whereM ∈ Sm/k is a chosen smooth quasi-projective scheme con-
taining X as a closed subscheme and m = dimkM . Let N be an E-module. For
E →M a rank r vector bundle onM ∈ Sm/k and X ⊂M a closed subscheme, the
Thom classes for E give rise to a Thom isomorphism N ∗∗X (M)→ N
2r+∗,r+∗
X (E).
Using these Thom isomorphisms, the arguments used to construct the oriented
duality theory (E ′∗∗, E
∗∗) go through without change to give N ∗∗ the structure of an
oriented E∗∗-module, and to define an oriented (E ′∗∗, E
∗∗)-module (N ′∗∗,N
∗∗), with
canonical isomorphisms N ′a,b(X)
∼= N
2m−a,m−b
X (M), m = dimkM , and where the
cap products are induced by the E-modules structure on N .
5.4. Geometrically Landweber exact modules.
Definition 5.9. Let (E , c) be a weak oriented ring T -spectrum and let N be an
E-module. The geometric part of E∗∗ is the (2∗, ∗)-part E∗ := E2∗,∗ of E∗∗, the
geometric part of N is the E∗-module N 2∗,∗, and the geometric part of N ′ is
similarly given by X 7→ N ′∗(X) := N
′
2∗,∗(X). This gives us the Z-graded oriented
duality theory (E ′∗, E
∗) and the oriented (E ′∗, E
∗)-module (N ′∗,N
∗).
Let (E , c) be a weak oriented ring T -spectrum and let N be an E-module. By
proposition 5.7, we have a canonical natural transformation
ϑE′/N ′ : Ω
N ′∗(k)
∗ → N
′
∗
satisfying the compatibilities listed in that proposition.
We extend the definition of a geometrically Landweber exact weak commutative
ring T -spectrum (see [L15, definition 3.7]) to the case of an E-module:
Definition 5.10. Let (E , c) be a weak oriented ring T -spectrum and let N be
an E-module. We say that N is geometrically Landweber exact if for each point
η ∈ X ∈ Sm/k
i. The structure map pη : η → Spec k induces an isomorphism p∗η : N
2∗,∗(k) →
N 2∗,∗(η).
ii. The product map ∪η : E1,1(η) ⊗N 2∗,∗(η) → N 2∗+1,∗+1(η) induces a surjection
k(η)× ⊗N 2∗,∗(η)→ N 2∗+1,∗+1(η)
Here we use the canonical natural transformation tE : Gm → E1,1(−) defined in
[L15, remark 1.5] to define the map k(η)× → E1,1(η) needed in (ii).
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The following result generalizes [L15, theorem 6.2] from oriented weak commu-
tative ring T -spectra to modules:
Theorem 5.11. Let k be a field of characteristic zero, N an MGL-module in
SH(k), (N ′∗∗,N
∗∗) the associated oriented (MGL′∗∗,MGL
∗∗)-module, and N ′∗ the
geometric part of N ′. Suppose that N is geometrically Landweber exact. Then the
classifying map
ϑMGL′∗/N ′∗ : Ω
N ′∗(k)
∗ → N
′
∗
is an isomorphism.
Remark 5.12. Let k be a field of characteristic zero, and let (E , c) be an oriented
weak commutative ring T -spectrum in SH(S), and let N be an E-module. Via
the classifying map ϕE,c : MGL → E , N becomes an MGL-module. In addition,
the classifying map ϑE′ : Ω∗ → E ′∗ is induced from ϕE,c and the classifying map
ϑMGL′∗/N ′∗ factors through the classifying map ϑE′∗/N ′∗ : E
′N ′∗(k)
∗ → N ′∗ as
ϑMGL′∗/N ′∗ = ϑE′∗/N ′∗ ◦ (ϕE,c ⊗ idN ′∗(k)).
Thus, theorem 5.11 applies to E-modules for arbitrary (E , c). Moreover, if (E , c)
is geometrically Landweber exact in the sense of [L15, definition 3.7], the map
ϑ¯E′∗ : Ω
E′∗(k)
∗ → E ′∗ is an isomorphism ([L15, theorem 6.2]) hence the map ϑE′∗/N ′∗ is
an isomorphism as well.
proof of theorem 5.11. The proof of theorem 5.11 is essentially the same as the proof
of [L15, theorem 6.2]. Indeed, just as in loc. cit., one constructs a commutative
diagram (see [L09, (6.4)])
(5.1)
⊕η∈X(d)k(η)
× ⊗N ′∗−d+1
DivN
// Ω
N ′∗(1)
∗ (X)
ϑ¯(1)

i∗
// Ω
N ′∗
∗ (X)
ϑ¯(X)

j∗
// ⊕η∈X(d)Ω
N ′∗
∗ (η) //
ϑ¯

0
⊕η∈X(d)k(η)
× ⊗N ′∗−d+1 divN
// N
′(1)
2∗,∗(X) i∗
// N ′2∗,∗(X) j∗
// ⊕η∈X(d)N
′
2∗,∗(η) // 0
where we write N ′∗ for N
′
∗(k), d is the maximum of dimkXi as Xi runs over the
irreducible components of X , and N
′(1)
2∗,∗(X) is the colimit of N
′
2∗,∗(W ), as W runs
over closed subschemes of X containing no dimension d generic point of X . A
similarly defined colimit of the Ω
N ′∗
∗ (W ) gives us Ω
N ′∗(1)
∗ (X). The maps ϑ¯
(1), ϑ¯(X)
and ϑ¯ are all induced by the classifying map ϑMGL′∗/N ′∗ . The top row is a complex
and the bottom row is exact; this latter fact follows from the surjectivity assumption
in definition 5.10(ii). The map ϑ¯ is an isomorphism by part (i) of definition 5.10 and
ϑ¯(1) is an isomorphism by induction on d. To show that ϑ¯(X) is an isomorphism, it
suffices to show that the identity map on ⊕ηN ′∗−d+1⊗k(η)
× extends diagram (5.1)
to a commutative diagram.
To see this, we note that the map divN is defined by composing the boundary
map
∂ : ⊕η∈X(d)N
′
2∗+1,∗(η)→ N
′(1)
2∗,∗(X)
with the sum of the product mapsMGL′2d−1,d−1(η)⊗N
′
∗−d+1(k)→ N
′
2∗+1,∗(η) and
the canonical map tMGL(η) : k(η)
× → MGL1,1(η) = MGL′2d−1,d−1(η) (see [L09,
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remark 1.5]). For MGL′, we have the similarly defined map
divMGL : ⊕η∈X(d)k(η)
× ⊗ L∗−d+1 →MGL
′(1)
2∗,∗(X),
after replacingMGL′∗−d+1(k) with L∗−d+1 via the classifying map L∗ →MGL
′
∗(k).
We have as well the commutative diagram (see [L09, (5.4)])
⊕η∈X(d)k(η)
× ⊗ L∗−d+1
Div
// Ω
(1)
∗ (X)
ϑ
(1)
MGL

⊕η∈X(d)k(η)
× ⊗ L∗−d+1
divMGL
// MGL
′(1)
2∗,∗(X),
which after applying −⊗L∗ N
′
∗ gives us the commutative diagram
(5.2) ⊕η∈X(d)k(η)
× ⊗N∗−d+1
DivN
// Ω
N ′∗(1)
∗ (X)
ϑ
(1)
MGL⊗id

⊕η∈X(d)k(η)
× ⊗N∗−d+1
divMGL
// MGL
′(1)
2∗,∗(X)⊗L∗ N
′
∗
The Leibniz rule for ∂ gives us the commutative diagram
(5.3) ⊕η∈X(d)k(η)
× ⊗N∗−d+1
divMGL
// MGL
′(1)
2∗,∗(X)⊗L∗ N
′
∗
∪

⊕η∈X(d)k(η)
× ⊗N ′∗−d+1 divN
// N
′(1)
2∗,∗(X);
combining diagrams (5.2) and (5.3) yields the desired commutativity. 
6. Applications to quotients of MGL
We return to our discussion of quotients of MGLp and their localizations. We
select a system of polynomial generators for the Lazard ring, L∗ ∼= Z[x1, x2, . . .],
deg xi = i. Let S ⊂ N, Sc its complement and let Z[Sc] denote the graded polyno-
mial ring on the xi, i ∈ Sc, deg xi = i. Let S0 ⊂ Z[Sc] be a collection of homoge-
neous elements, S0 = {zj ∈ Z[Sc]ej}, and let Z[S
c][S−10 ] denote the localization of
Z[Sc] with respect to S0.
We consider a quotient spectrum MGLp/(S) := MGLp/({xi | i ∈ S}) or an
integral version MGL/(S) := MGL/({xi | i ∈ S}). We consider as well the
localizations
MGLp/(S)[S
−1
0 ] :=MGLp/(S)[{z
−1
j | zj ∈ S0}],
MGL/(S)[S−10 ] :=MGL/(S)[{z
−1
j | zj ∈ S0}].
and the mod p version
MGL/(S, p)[S−10 ] :=MGLp/(S)[S
−1
0 ]/p
Proposition 6.1. Let p be a prime, and let S = Spec k, k a perfect field with expo-
nential characteristic prime to p. Let S be a subset of N and S0 a set of homogeneous
elements of Z[Sc]. Then the spectra MGLp/(S)[S
−1
0 ] and MGLp/(S, p)[S
−1
0 ] are
28 MARC LEVINE AND GIRJA SHANKER TRIPATHI
geometrically Landweber exact. In case char k = 0, MGL/(S)[S−10 ] is geometrically
Landweber exact.
Proof. We discuss the cases MGLp/(S)[S
−1
0 ] and MGLp/(S, p)[S
−1
0 ]; the case of
MGL/(S)[S−10 ] is exactly the same.
Let A be a finitely generated abelian group and let η be a point in some X ∈
Sm/k. Then the motivic cohomology H∗(η,A(∗)) satisfies
H2r(η,A(r)) = H2r+1(η,A(r + 1)) = 0
for r 6= 0,
H0(η,A(0)) = A, H1(η,A(1)) = k(η)× ⊗Z A.
We consider the slice spectral sequences
Ep,q2 (n) := H
p−q(η,Z(n− q))⊗ Z[Sc][S−10 ]−q ⇒ (MGLp/(S)[S
−1
0 ])
p+q,n(η)
and
Ep,q2 (n) := H
p−q(η,Z/p(n− q)) ⊗ Z[Sc][S−10 ]−q ⇒ (MGLp/(S, p)[S
−1
0 ])
p+q,n(η)
given by proposition 3.3. As in the proof of theorem 4.7,MGL2n+a,np (η) = 0 for a >
0 and n ∈ Z, and thus by remark 3.4, the convergence hypotheses in proposition 3.3
are satisfied. Thus, these spectral sequences are strongly convergent. As discussed
in the proof of [L15, proposition 3.8], the only non-zero E2 term contributing to
(MGLp/(S)[S
−1
0 ])
2n,n(η) or to (MGLp/(S, p)[S
−1
0 ])
2n,n(η) is En,n2 (n), the only
non-zero E2 term contributing to (MGLp/(S)[S
−1
0 ])
2n−1,n(η) or contributing to
(MGLp/(S, p)[S
−1
0 ])
2n−1,n(η) is En,n−12 (n), and all differentials entering or leaving
these terms are zero.
This gives us isomorphisms
(MGLp/(S)[S
−1
0 ])
2n,n(η) ∼= Z(p)[S
c][S−10 ]n
(MGLp/(S, p)[S
−1
0 ])
2n,n(η) ∼= Z/(p)[Sc][S−10 ]n
(MGLp/(S)[S
−1
0 ])
2n−1,n(η) ∼= Z(p)[S
c][S−10 ]n ⊗ k(η)
×
(MGLp/(S, p)[S
−1
0 ])
2n,n(η) ∼= Z/(p)[Sc][S−10 ]n ⊗ k(η)
×
from which it easily follows that MGLp/(S)[S
−1
0 ] and MGLp/(S, p)[S
−1
0 ] are geo-
metrically Landweber exact. 
Corollary 6.2. Let S = Spec k, k a field of characteristic zero. Fix a prime p and
let N = MGL/(S)[S−10 ], MGLp/(S)[S
−1
0 ] or MGLp/(S, p)[S
−1
0 ], let (N
′,N ) be
the associated (MGL′,MGL)-module and N ′∗ the geometric part of N
′
∗∗. Then the
classifying map
ϑN ′∗(k) : Ω
N ′∗(k)
∗ → N
′
∗
is an isomorphism of Ω∗-modules.
This follows directly from proposition 6.1. As immediate consequence, we have
Corollary 6.3. Let S = Spec k, k a field of characteristic zero. Fix a prime
p and let N = BP , BP 〈n〉, E(n), k(n) or K(n), let (N ′,N ) be the associated
(MGL′,MGL)-module and N ′∗ the geometric part of N
′
∗∗. Then the classifying
map
ϑN ′∗(k) : Ω
N ′∗(k)
∗ → N
′
∗
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is an isomorphism of Ω∗-modules. In case N = BP or E(n), ϑN ′∗(k) is compatible
with external products.
Remark 6.4. Suppose that the theory with supports N 2∗,∗ has products and a unit,
compatible with itsMGL2∗,∗-module structure. Then by remark 5.8, the classifying
map ϑN ′∗(k) is also compatible with products.
In the case of a quotient E of MGL or MGLp by subset {xi : i ∈ I} of the
set of polynomial generators, the vanishing of MGL2r+s,r(k) for s > 0 shows that
E2∗,∗(k) =MGL2∗,∗(k)/({xi : i ∈ I}), which has the evident ring structure induced
by the naturalMGL2∗,∗(k)-module structure. Thus, the rational theory Ω
E∗(k)
∗ has
a canonical structure of an oriented Borel-Moore homology theory on Sch/k; the
same holds for E a localization of this type of quotient. The fact that the classifying
homomorphism ϑE : Ω
E′∗(k)
∗ → E ′∗ is an isomorphism induces on E
′
∗ the structure of
an oriented Borel-Moore homology theory on Sch/k; it appears to be unknown if
this arises from a multiplicative structure on the spectrum level.
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