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In this mainly pedagogical article, we discuss under what circumstances measurements play a
special role in quantum processes. In particular we discuss the following facts which appear to be
a common area of confusion: i) from a fundamental point of view measurements play no special
role whatsoever: all dynamics that can be generated by measurements can be generated by uni-
tary processes (for which post-selection is no exception); ii) from a purely physical point of view,
measurements are not “outside” of quantum mechanics; iii) the only difference between the abilities
of measurement-based protocols and unitary circuits for quantum computing comes from practical
(technology dependent) constraints. We emphasize the importance of distinguishing between dif-
ferences that are i) fundamental but without physical import; ii) fundamental and possess physical
import; iii) are not fundamental but have practical import. We also emphasize the importance of
separating theoretical and experimental elements of measurement, primarily projection and ampli-
fication, which are physically very different. Note that since we are concerned with facts regarding
physical processes, this article has little if anything to do with interpretations of quantum mechanics.
PACS numbers: 03.65.Ta, 03.67.Lx, 02.30.Yy
I. INTRODUCTION
Quantum measurement theory, by which we mean the
projection postulate and the formalism that follows from
it, has an odd history; for decades physicists tried to
avoid it, motivated by the curious philosophical issues
that it raises [1–6]. As experiments advanced, however,
the action of measurements on individual systems in real-
time became impossible to ignore, and quantum measure-
ment theory was fully embraced in the quantum optics,
quantum information, and related communities [7–9]. In
taking measurement theory on board, it appears that
practitioners generally adopted the point of view that
quantum measurements introduce into quantum mechan-
ics some element that is otherwise absent. Recent con-
versations with a number of physicists lead us to believe
that there was, and still is, widespread confusion as to
what this element is. Indeed it is not so surprising that
such a confusion might exist, given the ways that mea-
surements tend to be referred to in the literature [10].
In fact, as far as dynamical processes are concerned —
that is, anything that can be achieved by any physical
process or protocol — measurements introduce nothing
new, and are thus not “outside” of quantum mechanics.
Any protocol that employs explicit measurements can be
rewritten entirely in terms of unitary processes, and is
thus contained within the theory of quantum mechan-
ics. Similarly any experiment that uses measurements
to generate some physical process can be reproduced by
an experiment that uses only unitary processes (with the
sole exception of a single measurement performed at the
end of the process, a measurement that does not affect
the dynamical description). If a physical measurement-
based process is designed to produce a single outcome,
then even the measurement at the end is unnecessary.
These statements follow from the fact that the so-called
“measurement problem” of quantum theory has no im-
pact on the physical predictions of the theory. This does
not mean that the measurement-based and unitary ver-
sions of an experiment will be equally easy to implement
— that depends on the available technology.
Nevertheless, practical considerations motivate prob-
lems that involve constraints. These constraints may dis-
tinguish in some way between measurements and unitary
processes so as to render them inequivalent as far as the
problem is concerned. But the only way to distinguish
between the two, from a physical point of view, is to
expand the definition of measurement so that a “mea-
surement” does more than merely select out one of a set
of mutually orthogonal subspaces. A prime example of
a problem that involves practically-motivated constraints
is fault-tolerant quantum computation (FTQC), in which
quantum gates, the source of unitary operations, come
with an error probability. In this case the definition of
measurement is expanded to include amplification. Am-
plification is the act of taking a set of states that have
only small differences in energy and transforming them
into a set of states in which the energy differences are
much larger. The importance of amplification is that it
allows the information encoded in the set of states to be
stored and processed on a classical computer. The larger
energy scale is what allows the classical computer to store
and process information error-free. Since systems with a
larger energy scale are harder to protect from decoher-
ence, amplification is associated with a loss of coherence
in a given basis, and this is of course entirely compati-
ble with making measurements. (The fact that classical
computers are always decohered in a given basis is the
reason that one equates the conversion of information
from a mesoscopic quantum device to a classical com-
puter with a measurement process.) For quantum com-
putation, since mesoscopic quantum gates must maintain
coherence, it is natural to restrict these gates so that they
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2cannot include amplification. Since measurement is now
the sole provider of amplification, and amplification is
a physical process (projection is not), measurement now
brings a unique physical element to the problem and thus
has a special role. This special role is to allow classical
information (information stored in a given basis) to be
processed error-free.
In fact, as we discuss below, amplification is not re-
quired for error-free classical processing. This can be
achieved with mesoscopic (and thus error-prone) gates
by using them to construct fault-tolerant circuits. In
view of this, unitary circuits can provide all the proper-
ties of measurement-based protocols that we have con-
sidered so far: measurement, processing of the classical
measurement results, and feedback consisting of opera-
tions applied to the computational qubits. Given that
there may be technological advantages in implementing
FTQC without measurements [11, 12], it is an interest-
ing question as to precisely what effective measurement
errors and feedback errors unitary circuits can achieve
when used to replace measurements, for a given gate er-
ror. The above fact also begs the question as to why all
high-threshold FTQC schemes developed to-date involve
measurements. We devote some space in what follows to
these two questions.
There is one further special property with which mea-
surements (actually amplification) are commonly imbued
in analyses of FTQC schemes. This special property is
the assumption that macroscopic classical gates are much
faster than quantum gates. That is, a mesoscopic quan-
tum gate that performs a given classical logic operation
(AND, OR, NOT, etc) is assumed to take significantly
longer than the equivalent macroscopic gate. This con-
fers on measurements the ability to provide much faster
classical processing than possible with unitary circuits.
Although this assumption may be true of present-day
devices, it is not clear that it is justified in the longer
term. While the energy scale of macroscopic systems is
(by definition) larger than that of mesoscopic quantum
systems, and this difference might lead to a fundamental
gap between the speed of mesoscopic and macroscopic
gates, it is not clear that it does so. Certainly the funda-
mental timescale of mesoscopic superconducting qubits
— the separation of their energy levels — is in the GHz
range, and thus similar to the clock speed of classical
electronics [13–17].
In the following we explain in detail, and thus eluci-
date and justify, the various statements and claims made
in the above discussion. We explain how measurement-
based processes are rewritten as unitary processes, espe-
cially those involving post-selection for which this trans-
lation is less obvious. Two areas in which the relationship
between measurement-based (those that employ ampli-
fication) and purely unitary (purely mesoscopic) proto-
cols are most relevant are those of FTQC and quantum
feedback control. For the former we discuss in some de-
tail how purely mesoscopic schemes can be designed to
reproduce the behavior of amplification-based schemes.
For the latter we consider a range of open questions that
are somewhat different from those posed by FTQC. We
also elucidate the difference between the “measurement
problem” and the question of the physical properties of
measurements.
II. PHYSICAL PROCESSES
A specification of the way in which the state of a phys-
ical system changes with time is called a dynamical pro-
cess. We will refer to a dynamical process as a physical
process: the state of a system is a complete description
of its physical properties, and so a physical process is
something that describes how the physical properties of
a system change with time. Quantum Mechanics is a
probabilistic theory, so our physical processes must be
able to describe random changes in the state of a sys-
tem. We therefore define a physical process as follows: it
is something that, given an initial state at time t, spec-
ifies all the possible states at a time t′ > t, as well as
the probability with which each will occur. Central to
our discussion here is the fact that a physical process is
completely defined by the final states and the probabili-
ties of these states. The question of which of the final
outcomes actually occurs is irrelevant for the purposes of
specifying the process. Specifying which of the outcomes
occurs is equivalent to simulating a single “run” of the
process, but since one does not know which realization of
the process will occur before the run, and all the possi-
ble realizations are already specified by the process, the
mere act of simulating a run does not provide any further
information about the physical behavior.
In quantum mechanics a physical process, which is gen-
erated by the fundamental forces (the laws of physics), is
specified by a unitary transformation, along with a parti-
tioning of Hilbert space into a set of mutually orthogonal
subspaces. The subspaces define the mutually exclusive
outcomes, and the probabilities of these outcomes are
given by the Born rule: they are the square moduli of
the projections of the final state of the system onto each
of the subspaces. The unitary transformation and the set
of subspaces completely determines the physical process.
In fact, to be more precise, the process is already fully
defined by the unitary transformation alone (and thus
by the laws of physics): this unitary transformation tells
us, for every way in which we may choose to break up
Hilbert space into a set of mutually exclusive outcomes,
the probabilities of these outcomes.
To look ahead a little, quantum measurement theory
is the machinery — consisting essentially of sets of pro-
jectors — that actually performs the projections onto
the mutually exclusive subspaces, and thus picks real-
izations of the physical process. The “use of measure-
ments” in any protocol or process means merely that one
is explicitly introducing projection operators so as to de-
scribe the process in terms of an individual realization
(the state projected onto one of the subspaces). The op-
eration of the protocol is then described as an explicit
3stochastic process with classical probabilities. One can
alternatively remove the projection operators from the
analysis, so that the evolution is described in the full
Hilbert space that contains all the possibilities simulta-
neously. In that case no explicit classical probabilities
need be involved, except to record the probabilities of
the final outcomes of the protocol (if needed). But in
both cases the physical process is the same: the only role
of measurement is to select out a subspace and thus pick
a realization. For this reason, from a fundamental point
of view, all protocols that involve measurements are au-
tomatically also protocols that are purely unitary. The
two kinds of protocols are inseparable.
Where is the “measurement problem”?
The “measurement problem” arises from the fact that
the unitary evolution of quantum mechanics can, in gen-
eral, place systems in superpositions of any chosen basis
of orthogonal states. Since mutually orthogonal states
can be distinguished by an observer, upon doing so an ob-
server must find the universe to be in one of these states,
and not a superposition. However, the evolution of quan-
tum mechanics does not provide any dynamical process
(any evolution via a fundamental force) that “collapses”
a superposition of a set of states to one of these states
when a measurement is made. As a result measurement
is described merely as a process in which the possible
states of an observer become correlated with those of
the system being measured. The Born rule, which con-
nects quantum states to our observed reality, says that
the observer will find the universe to be in one of a set of
possible orthogonal states and determines the probabil-
ity for each one. Because the observer’s possible states
are correlated with a set of states of the system, if we
select one of these states as reality we necessarily select
one state for the system, and the observer will find the
system to be in that state.
Thus quantum theory determines the possible states
that will be observed, and the respective probabilities
for these states, but provides no mechanism where by
one of the states actually becomes reality, since the joint
system of the observer, the system, and the rest of the
universe continues to exist in a superposition of all the
possibilities. This description of the universe is at vari-
ance with our everyday experience: quantum mechanics
asserts that the universe is actually in a superposition
of a certain set of possible orthogonal states, while we
actually observe the universe to be in just one of these
states. As pointed out above, however, this conundrum
(usually referred to as the “quantum measurement prob-
lem”) is philosophical, not physical, since it is separate
from the question of the predictions of the theory as to
the dynamics of physical processes: a physical process is
defined only by the set of possible states and their re-
spective probabilities. We are therefore not concerned in
this article with the quantum measurement problem.
III. UNITARY IMPLEMENTATIONS OF
MEASUREMENT-BASED FEEDBACK
To gain insight into how measurement-based protocols
map into unitary protocols it is useful to consider a sim-
ple measurement-based feedback procedure. A measure-
ment on a quantum system S, whose state is given by the
density matrix ρ, is described by a set of “measurement
operators” {An}, in which the final state of the system
for outcome n is given by
ρ˜n =
AnρA
†
n
Pn
, (1)
where
Pn = Tr[A
†
nAnρ] (2)
is the probability that this outcome occurs. Once an ob-
server has obtained the measurement result (the value of
n), then he or she can apply a unitary transformation to
the system that depends on this result. Denoting each
of these unitary operations by Un, the complete dynam-
ics resulting from the measurement and the “feedback”
operation is
ρ˜′n =
UnAnρA
†
nUn
Pn
. (3)
We can implement the above measurement and feed-
back operation unitarily using a second “auxiliary” quan-
tum system, A, with dimension n. Denoting a basis for
A by {|n〉a}, we first prepare A in the state |0〉a, and
then apply a joint unitary V to S and A. By choosing V
appropriately we can arrange that the final joint state of
the two systems is
σ = V (ρ⊗ |0〉a〈0|a) =
∑
n,m
AnρA
†
m ⊗ |n〉a〈m|a. (4)
The relationship between the set of operators {An} and
the required unitary V is quite simple (see, e.g. [9]). The
state σ is one for which the system S is in the state
ρ˜n = AnρA
†
n/Pn when A is in the state |n〉 . To see this,
first we separate out the diagonal terms in the sum:
σ =
∑
n
AnρA
†
n⊗|n〉a〈n|a +
∑
k 6=m
AkρA
†
m⊗|k〉a〈m|a. (5)
If we want to examine the state of S when A is in state
|n〉a, then we need to examine the joint density matrix
restricted to the subspace in whichA is in state |n〉a. This
is given by the term in the expression for σ above that
contains only the outer product |n〉a〈n|a. The state of the
system in this subspace is the coefficient of |n〉a〈n|a, and
is thus AnρA
†
n. This state is not normalized, however. To
normalize it we divide it by its trace with is Tr[A†nAnρ] =
Pn. The result is the state ρ˜n defined above.
To determine the probability that A is in state |n〉a
we use the Born rule, and thus calculate the trace of the
4state obtained by projecting σ into the subspace defined
by |n〉a. Since this projected state is just AnρA†n, this
trace is Tr[A†nAnρ] = Pn.
To summarize the above analysis, if we define the out-
comes of our physical process by partitioning the Hilbert
space into the subspaces given by the states {|n〉a} of
A, then the state σ precisely encodes the physical state
corresponding to having the outcomes ρ˜n occurring with
probability Pn, and thus to the physical process given by
the measurement with operators {An}.
To apply to S the feedback unitaries Un all we have
to do is to apply a joint unitary to the two systems that
applies the unitary Un to the system when A is in state
|n〉a. This unitary is
W =
∑
n
Un ⊗ |n〉a〈n|a. (6)
Applying W to σ the joint state of the two systems be-
comes
σ′ =
∑
n
UnAnρA
†
mU
†
m ⊗ |n〉a〈m|a, (7)
which, as we have seen above, describes the physical sit-
uation in which the system is in one of the states ρ˜′n
with the corresponding probabilities Pn. From a physi-
cal point of view the unitary process is thus equivalent to
the measurement-based feedback process above, in that
an observer who measures in the basis |n〉a will see the
same outcomes with the same probabilities.
Physical processes with a single outcome
Often the purpose of a protocol is to produce a single
final state rather than a number of possibilities. In such
protocols, especially those that must deal with random
external influences, there may be a large number of inter-
mediate possibilities that must somehow be reduced to a
single final outcome. If we wish to reduce all outcomes
of all subsystems taking part in our process to a single
outcome, then this is only possible if we reverse the evo-
lution of the external systems that have generated the
multiple possibilities. But so long as we have enough
auxiliary systems taking part in our process then we can
always place the system of interest in a single final state,
no matter the number of intermediate possibilities. This
can be done, for example, by using an auxiliary system
to implement a feedback process similar to the one de-
scribed above. If system S is in a mixture of some set of
orthonormal states |n〉s, each having probability pn, then
S can be transformed into a single pure state |ψ〉s in the
following way. First we initialize the auxiliary system in
the state |0〉a. Then we define a unitary operator
U =
∑
n
|n〉s〈n|s ⊗ |n〉a〈0|a + U˜ (8)
designed to correlate system S with the auxiliary. Here
the operator U˜ is chosen merely to ensure that U is uni-
tary. For example we could set
U˜ = |0〉s〈0|s ⊗
∑
n 6=0
|n〉a〈n|a
+
∑
n 6=0
|n〉s〈n|s ⊗
(
|0〉a〈n|a +
∑
k 6=0,n
|k〉a〈k|a
)
. (9)
Now we apply U to the two systems. Since the auxiliary
is initially in the state |0〉a the operator U˜ has no effect
and the result is the correlated state
σU =
∑
n
pn|n〉s〈n|s ⊗ |n〉a〈n|a. (10)
We now define the unitary operator
V =
∑
n
|ψ〉s〈n|s ⊗ |n〉a〈n|a + V˜ , (11)
in which, once again, V˜ is chosen merely to ensure that
V is unitary. Applying V to the two systems implements
the “feedback” process and produces the final state
σfin = |ψ〉s〈ψ|s ⊗
[∑
n
pn|n〉a〈n|a
]
. (12)
Note that this feedback process actually transfers the ini-
tial state of the system into the auxiliary. Since the en-
tire process is unitary (and thus reversible), it must also
transfer the initial state of the auxiliary into the system
(up to a local unitary transformation), which it does.
We could, of course, combine the two unitary operations
together to obtain the “swap” unitary S = V U . Here
we implemented the “swap” in two parts to show how it
is achieved by using a correlating process (essentially a
measurement) followed by a “feedback” process. Since all
basic physical processes are logically reversible, to reset a
system to a predefined pure state one must always swap
the entropy in the system to another system. This is the
origin of Landauer’s erasure principle, in which erasing
the information in a bit (reseting a bit) requires raising
the entropy of the environment [9, 18].
IV. TRANSLATING MEASUREMENT-BASED
PROTOCOLS INTO UNITARY PROTOCOLS
In the analysis above we showed how any physi-
cal measurement-based feedback process can be imple-
mented with a purely unitary process. One can clearly
construct a unitary protocol that reproduces any proto-
col involving measurements merely by using the above
equivalence to replace all occurrences of a measurement
with a unitary process involving an auxiliary quantum
system. Nevertheless, it appears to be a natural tendency
to assume that the unitary processes that result from re-
placing measurements with auxiliary systems would be
much more complex and cumbersome to implement than
the equivalent measurement-based protocols because of
the need to “carry around” all the Hilbert space and use
5all those auxiliary systems. However a simple line of rea-
soning shows that this is not the case.
Consider a unitary protocol U that performs the same
physical process as a measurement-based protocol M.
The parts of U that implement each of the measure-
ment and feedback subprocesses, in the manner described
in Section III above, do not require coherence between
the states of the basis used for the auxiliary. We can
thus allow the all the auxiliary systems to decohere
in the appropriate bases. This decoherence does not
change the complexity of the implementation. It does
however, render the unitary implementation identical to
the measurement-based implementation. The auxiliary
quantum systems can now be thought of as classical
systems performing the feedback operations. In fact,
the unitary protocol is now an exact description of the
measurement-based protocol, and as such the unitary
protocol is no more complex that the measurement-based
one.
In a measurement-based protocol the macroscopic clas-
sical systems that perform the measurement and feed-
back operations are continually being reused. The infor-
mation contained in the classical bits is thus repeatedly
erased, which ultimately involves dumping this entropy
to an environment. In exactly the same way, the qubits in
a unitary protocol can be reused by swapping their states
into a cold reservoir to reset them to zero. Since parts
of a unitary protocol may be decohered and/or erased
by interactions with a bath, doing so is likely to be the
simplest way to perform the protocol. The resulting evo-
lution is still unitary, but if one traces out the bath(s)
involved the resulting description of the protocol is no-
longer unitary. To avoid confusion that might arise from
referring to such protocols as unitary, we will instead use
the term “measurement free”. This emphasizes the key
property, which is that the protocol does not use mea-
surements, without concerning ourselves with whether
baths are used to allow reset operations or induce deco-
herence.
Even given that unitary and measurement-based pro-
tocols can have the same structure, it is not immediately
clear from the above analysis how post-selection proto-
cols are implemented unitarily. We discuss the imple-
mentation of these protocols in next two sections.
A. “Static” vs. “Dynamic” unitary circuits
Post-selection is the term used for a process in which a
collection of systems is prepared in some joint state, some
of the systems are measured, and depending on the mea-
surement result the rest of the systems are either used as
part of an ongoing process, or discarded. If the rest of
the systems are discarded, then the process is repeated
until the measurement returns a result that allows the
systems to be used. In this way an iterative process with
a variable number of iterations is used to prepare quan-
tum states that are required for some process, such as a
fault-tolerant quantum computation.
Unitary implementations of quantum computing are
assumed to use a circuit (meaning a specified sequence
of quantum gates applied to a number of qubits) that
is fixed at the start of the computation and then imple-
mented. Post-selection, however, involves running a uni-
tary circuit to prepare the state of a collection of qubits,
and then deciding whether or not to run the circuit again
based on the result of a measurement. These two kinds of
implementation seem somewhat different, so let us refer
to an implementation that involves a fixed gate sequence
as a “static” circuit, and one in which the gate sequence
is changed as the process proceeds based on (random)
measurement outcomes as a “dynamic” circuit.
A first sight it may seem that the amplification of mea-
surement provides a unique ability to modify the gates
performed on qubits because these gates are implemented
with macroscopic controls. These controls apply macro-
scopic forces to the qubits to implement the gates in the
fastest way. We cannot merely replace the measurement
and feedback processes that choose the gates with meso-
scopic unitary processes because the mesoscopic elements
cannot control the macroscopic elements that implement
the gates. But let us suppose for a moment that we do
wish to use a mesoscopic qubit Q to control which gates
are applied to and between other qubits. Since quantum
gates are typically two-qubit gates, having the action of
these gates controlled by another qubit merely means re-
placing the two-qubit gates with three-qubit gates. We
then arrange things so that all the gates in the circuit to
be controlled are controlled by the same qubit, namely
Q. But we also know that two qubit gates are universal
for unitary computation, so all the three qubit gates can
be replaced by two-qubit gates. There is therefore no
problem at all with having Q control the action of gates
between other qubits. The complexity of the circuit has
been increased somewhat (there are now more two-qubit
gates than there were before), but the additional com-
plexity is presumably no more than the complexity of
the classical controller that would otherwise have to act
based on the results of a measurement.
Now note that to implement post-selection by having
one or more qubits, Q, control whether or not a given cir-
cuit, C, is applied to some other qubits, we do need the
ability to run circuit C repeatedly. We can, of course, do
this merely by continually repeating the fixed sequence
of gates that constitute C. While this gate sequence is
fixed, the action of the gates, and thus the circuit C, is
different each time because this action depends on the
value of the control qubit(s) Q. The circuit C is part of
a larger circuit L that is also run each time C is run.
The circuit L includes the gates that correlate the con-
trol qubit(s) Q with a subset of the other qubits (so that
Q effectively stores the result of a measurement on these
qubits), and thus updates the value of Q each time it
is run. We now have a perfectly deterministic circuit,
L, that is able to implement a repeat-until-success post-
selection protocol. It does so by virtue of the fact that its
action on each repetition depends on information stored
6on previous repetitions. In fact, by introducing a pro-
cess of repeating a fixed circuit an indefinite number of
times to perform a computation we are merely employing
the procedure already used by classical computers. It is
precisely this method of operation that allows classical
computers to perform universal computation (and thus
post-selection) with fixed circuits. We see that the dis-
tinction between “static” and “dynamic” unitary circuits
is merely that the former consist of a fixed sequence of
gates applied once, whereas the latter consist of a fixed
sequence of gates applied repeatedly until the computa-
tion is complete.
B. Post-selection with a fixed-time circuit
In the previous discussion we saw that unitary circuits
can be used to perform post-selection processes in the
same “dynamic” repeat-until-success manner employed
by measurement-based protocols. However, we feel it is
worth noting that one can also perform post-selection
processes with “static circuits”, meaning a gate sequence
that is performed only once and that does not involve the
repetition of state preparations. This is achieved by hav-
ing all the preparations done simultaneously at the start
(in parallel), which requires effectively fixing the number
of repetitions that the post-selection process is allowed
to use. Fixing the number of repetitions does not make
a significant difference to the output of the protocol for
two reasons. The first is that the number of repetitions
that a dynamic procedure can use to prepare a state for
use in a computation is in any case limited by practi-
cal considerations. The second is that the probability
that the procedure does not produce a correct state for
the computation reduces exponentially with the number
of repetitions, so in practice only a small number is re-
quired.
Let us consider an example in which the post-selection
protocol involves i) preparing two identical states of m
qubits each, ii) applying gates that interact the combined
set of 2m qubits, iii) performing a measurement on one
of the m-qubit subsets, and iv) keeping or discarding the
other subset depending on the result of the measurement.
To perform this protocol with a fixed circuit we apply N
copies of the circuit that performs steps i) and ii) simul-
taneously on N respective sets of 2m qubits. We then
mimic step iii (the measurement) by applying (again si-
multaneously) to each of the N sets a circuit that cor-
relates one of their two m-qubit subsets a single control
qubit (each of the N sets has its own control qubit, which
stores the result “keep” or “discard”). We now construct
a register of m new qubits, R, that will contain the out-
put of our protocol. We then go to each of the N sets
in turn, and perform a swap operation that swaps its
unmeasured subset of m qubits into R, conditional on
the state of the control qubit for that set. In this way,
each of the m subsets is loaded into the output register
in turn, but only if it contains a state that has passed
the “measurement test”. The larger the value of N the
less likely it is that the register does not contain the de-
sired output state, with the likelihood dropping exponen-
tially in N . The action of this circuit is the same as that
of the measurement-based repeat-until-success protocol
with the maximum number of repetitions fixed at N (ex-
cept for the time that the output states have to spend
sitting in the output register, which is linear in N).
C. Unitary error-free classical processing
To fully replace measurements with unitary circuits
we must have an explicit construction by which the uni-
tary circuits can perform perfect (that is, fault-tolerant)
classical computation. This could be achieved by using
the concatenation methods of FTQC, but these have a
component-wise error threshold of around 1× 10−3 [19].
Further, the information that we wish to process, which
is stored in the computational basis states of mesoscopic
qubits, must be encoded first so that fault-tolerant pro-
cessing can be performed on it. We must therefore have
an explicit circuit for performing this encoding, and con-
sider the probability that this circuit encodes the state in-
correctly. This error probability for encoding is precisely
equivalent to the measurement error in a measurement-
based protocol. We recently presented an explicit scheme
for encoding classical information and processing it reli-
ably using unitary gates [20]. This method builds upon
von Neumann’s “multiplexing” method [21], appears to
be quite feasible to implement (unlike previous multi-
plexing protocols), and achieves an error threshold close
to von Neumann’s ideal value of  = 1/6 for a ”majority
organ” (see below) in an error-correcting network. We
now briefly summarize the performance of this method.
Our encoding and processing circuits are based on the
simplest classical coding scheme, namely repetition cod-
ing, in which the state of the qubit is simply stored in
some number of qubits. The state can be faithfully re-
covered so long as more than half the qubits retain the
correct state. The circuit shown in Fig. 1 achieves the
encoding process by copying the state of a single qubit
to 3n qubits by using a “cascade” of “AMP” gates, in
which each AMP copies the classical information in a sin-
gle qubit to two others (using, e.g., two CNOT’s). The
probability that there is an error in the resulting encod-
ing is ≈ 0.51p, in which p is the probability that there is
a (quantum) error in at least one of the outputs of the
AMP gate [20]. Thus the equivalent measurement error
incurred by this encoding circuit is ≈ 0.51p, and thus less
than that of an individual AMP gate.
To process the information in the repetition code fault-
tolerantly we must have an error correction procedure
(that is, a unitary circuit) which is applied periodically
to the 3n bits in the code. To achieve this error correc-
tion von Neumann used a “majority organ” that takes
three input bits and, so long as it works correctly, out-
puts three bits with the value shared by the majority of
the inputs [21]. We construct this irreversible three-bit
gate with two three-bit unitary gates- a reversible major-
7ity counting gate, and an AMP gate to copy the correct
output to two ancillary bits. Applying the majority or-
gan to triples of the 3n code bits certainly corrects errors,
but it also produces correlations between the bits belong-
ing to each triple, degrading the code. Von Neumann got
around this problem by randomly regrouping the bits into
new triples each time one desires a correction operation.
In this way, so long as there are enough bits in the code,
the bits input to each majority gate remain sufficiently in-
dependent to achieve a stable steady-state. Nevertheless
the procedure demands highly complex wiring with the
result that its scalability is unclear [22, 23] (see also [24–
28]). It turns out that it is possible to use majority
gates in a manner that is much simpler and has a per-
formance which is quite similar. By i) arranging the 3n
code qubits in an n-dimensional hypercube, ii) defining
a single correction operation as that of sequentially ap-
plying majority gates along each of the n dimensions of
the hypercube in turn, and iii) defining the code “bits”
as the 3n−1 groups containing three mutually correlated
bits, one obtains a high-threshold fault-tolerant correc-
tion circuit that is highly efficient in that it enables a
compact (wiring) configuration [20]. As an example, an
81-(qu)bit code (n=4) turns a three-bit unitary gate error
of p = 0.4% into a logical error probability of 1.5×10−11.
Finally we must have a way to process the information
stored in the repetition code. This is not difficult, since
a logical operation on a logical (coded) bit is obtained
merely by applying that operation to each of the coding
(qu)bits. In fact, the AMP and majority gates are univer-
sal for classical computation. Since all inputs of a three-
input gate must be correct in order to produce a correct
logical result, the threshold is slightly smaller for univer-
sal computation and was calculated to be p = 5.5% [20]
or  ≈ 13%.
D. Summary: measurement-based discrete
feedback vs. a unitary implementation
To reproduce measurement-based feedback operations
using unitary circuits requires encoding the information,
processing it, and then using the result to apply an op-
eration to one or more qubits (the “feedback”). We dis-
cussed the first two above. To apply the feedback opera-
tion to some “target” qubit we can simply use any one of
the code qubits, since the error-correction circuit main-
tains each on of them as a copy of the encoded logical
bit, with some (steady-state) probability of error. Using
the error-correction circuits described above, this prob-
ability is q ≈ 0.51p. If the feedback operation is then
performed by applying a two-qubit gate to the chosen
code qubit and the target qubit, the total probability of
error is that of the two-qubit gate (which we take to be
p) plus that of the coding qubit, and is thus ≈ 1.51p.
We can now summarize the equivalent measurement
error and feedback error achievable with unitary circuits
using majority gates with error probability of p. The
FIG. 1. A circuit that encode a single classical bit (which may
be stored in a qubit) into a repetition code of 3n qubits, in
which the encoding error is less than 0.51 of the error prob-
ability of the AMP gate. We also show the AMP gate in
terms of controlled-not gates. Of course, the bits in the re-
sulting code contain mutual correlations. These correlations
can be effectively eliminated (for a subset of 3n−1 bits) by us-
ing majority counting gates to realize a stable error-correction
circuit. The result is a repetition code with effectively 3n−1
bits.
equivalent measurement error (as discussed above) is no
more than 0.51p, the processing has an arbitrarily low
error, and there is an error on the feedback operation of
0.51p in addition to the basic gate error (which is that
incurred by the equivalent classical feedback operation).
To put this succinctly, unitary circuits can implement any
measurement and feedback operation, and do so with an
error probability very similar to the unitary gate error
probability p.
E. Fault-tolerant quantum computation
In their analysis of FTQC, Aharanov and Ben-Or used
an explicitly measurement-free implementation [29, 30].
Their purpose was to demonstrate that scalable FTQC
was possible, and not to provide a scheme with a high
threshold, and their scheme had a threshold of p ≈ 10−12.
Since then quite a few fault-tolerant schemes have been
devised with the purpose of obtaining higher thresh-
olds [31–40], with the most recent claiming a threshold of
p ≈ 0.01. All of these latter FTQC schemes employ mea-
surements, thus begging the question as to whether mea-
surements are required for high threshold FTQC. As we
have explained above, there can be no difference between
measurement-based and unitary schemes that originates
from quantum theory itself; any difference can only be
due to technological factors.
Now consider the technological difference that arises
between measurement-based and unitary FTQC schemes
when measurements come with the ability to perform am-
plification. We have discussed above the fact that any
amplification-based process that forms part of an FTQC
8protocol can be replaced by mesoscopic unitary circuits,
and this can be done in such a way that the resulting error
probabilities are very similar to those of the basic unitary
quantum gates. Therefore, as far as error probabilities
go, one expects the ultimate limits to the thresholds for
unitary and measurement-based protocols to be similar.
However, the error rate is not the only property of the
feedback processes that is important for FTQC thresh-
olds. The time required by these processes is also im-
portant. Any time that the computational qubits spend
waiting for classical information to be processed incurs
the accumulation of errors and thus affects the thresh-
old. The relative thresholds of measurement-based and
unitary FTQC protocols will thus depend, among other
factors, on the relative time required by amplification as
compared with encoding, something that again depends
on technology.
V. MEASUREMENTS VS. UNITARY
QUANTUM CONTROL: OPEN QUESTIONS
We have discussed the relationship between measure-
ments and unitary processes from a fundamental point
of view, and from a more practical (technological) point
of view in the context of quantum computation. There is
another area in which the practical relationship between
measurements and unitary processes is especially salient,
and that is feedback control [9, 41]. Quantum compu-
tation certainly uses feedback control, but when refer-
ring to feedback control as a subject in itself one usually
has in mind applications of feedback for controlling the
state of a system (rather than to dynamical processes
that enable the processing of information, as in FTQC).
The difference is that the processing of information re-
quires that the control protocol does not know the state
of the system (it must operate correctly for any input
state) whereas this is not the case if one wants merely
to prepare a given state or realize a specific evolution.
Because of this the problems typically studied under the
term “quantum feedback control” tend to be much sim-
pler as far as the protocols are concerned, but have other
features that distinguish them from those in quantum
computation.
Feedback control is usually concerned with continuous-
time processes, rather than the discrete gates of compu-
tation, and the relevant constraints are restrictions on the
sizes of the available forces and the rates at which these
forces can be changed. The questions of interest tend
to involve the fidelities that can be achieved under the
relevant constraints in the presence of specified damping
and/or noise sources. The problems are thus mainly of
a dynamical nature rather than an information theoretic
one. Nevertheless, since feedback protocols must usually
transfer entropy from the system to the controller, envi-
ronment, or other auxiliary systems, this area of research
lies on the border between quantum dynamics, thermo-
dynamics, and information theory [42–46].
As in quantum computation it is natural to define
measurements as including amplification. Measurements
thus bring with them error-free processing of the infor-
mation obtained from the system. Further, depending
on the technological constraints relevant to a particu-
lar problem, there may be some differences between the
fidelity or speed of the control operations that can be
applied to a quantum system by a macroscopic, as op-
posed to a mesoscopic, device [47]. The second differ-
ence between measurement-based controllers and meso-
scopic quantum controllers is that measurement-based
controllers are more restricted in the way in which they
can interact with the system being controlled. As we have
emphasized in this article, measurements do not provide
any fundamentally new dynamics. In fact, the require-
ment that a controller interact with a system via making
measurements on it actually restricts the dynamics that
the controller can employ. For example, the controller
cannot use joint dynamical processes that generate en-
tanglement between the system and the controller.
We see that the question of the usefulness of measure-
ments for control is somewhat different from that of their
usefulness for FTQC. While measurement (more pre-
cisely amplification) provides stronger control forces and
error-free processing of the information obtained about
the system, a controller that is a classical system, and
whose interactions with the system must effectively in-
volve measurements, cannot access the full range of dy-
namical interactions available to a controller that is a
quantum system. When comparing the performance of
measurement-based and coherent control one must also
decide whether the constraint on the strength of the in-
teraction between the system and the quantum controller
should be the same as that for the probe system that
makes the measurements for the measurement-based con-
troller. Certainly setting these to be the same makes
sense for present technologies, and the results we describe
below are obtained under this assumption.
To-date the question of the relative advantages of
measurement-based and coherent feedback control is
largely unexplored. Some results have been obtained for
ideal controllers (that is, controllers that are not them-
selves subject to noise, and are able to make minimal-
noise (quantum limited) measurements, etc.). It is known
that ideal linear quantum controllers outperform classi-
cal (measurement-based) linear controllers for controlling
linear quantum systems [48–50]. It is known that when
there is a bound on the maximum eigenvalues of the in-
teraction between the system and the controller, a quan-
tum controller can outperform a measurement-based con-
troller [51]. It is also known that there are some tasks,
especially for information processing, that quantum con-
trollers can perform that measurement-based controllers
cannot [52, 53]. There has been virtually no research on
regimes in which measurement-based control is superior
to that by mesoscopic quantum systems; this may well
be the case when mesoscopic controllers are subject to
various kinds of noise. In fact there are many open ques-
9tions regarding the operation and performance of coher-
ent controllers and their relationship to measurement-
based control. For classical controllers it is clear that
the controller must obtain information about the system
in order to effect control, and this information is easily
quantified and its dynamics elucidated using established
techniques. For quantum controllers the relationship be-
tween control achieved and information obtained is not
at all clear; whether information is irrelevant to quan-
tum controllers, or whether there are measures of quan-
tum information that are relevant to quantum control is
unknown. Exactly what mechanism(s) allow quantum
controllers to outperform classical controllers has been
scarcely elucidated, and whether there is any relation-
ship with entanglement that may be generated between
the controller and the system is unknown. In classical
controllers the data obtained from measurements of the
system must often be processed with complex circuits to
effect good control, while those coherent control methods
explored to date use virtually no processing. The value
of processing to quantum controllers, or equivalently the
value of increasing the complexity of quantum controllers
has not been explored. The ultimate limits to control
imposed by finite resources, such as interaction strength,
are also largely unknown [47, 54].
VI. CONCLUSION
We have elucidated in detail how measurements, de-
fined as the action of projecting onto a subspace to ob-
tain a measurement result, do not generate any physi-
cal effect that cannot be obtained via a unitary process.
Because of this, no physical process or protocol can re-
quire the use of measurements for its implementation,
unless by “measurement” one means more than the se-
lection of an outcome along with any outcome-dependent
actions. However, real measurements of mesoscopic sys-
tems in the laboratory always involve not only projec-
tion but also amplification. While projection does not
effect the physics of a process, amplification does since it
is a physical process itself. We have also explained how
amplification processes can be replaced by mesoscopic en-
coding processes, which shows that while amplification is
physical it doesn’t necessarily imbue measurement-based
protocols with novel power.
One way to summarize the main concepts we have dis-
cussed is to consider a statement that is fairly common in
the literature, and has been referred to as “the principle
of deferred measurement”. This statement is “measure-
ments that are applied part-way through any physical
process may always be removed and replaced by mea-
surements at the end of the process”. If the reader has
fully digested our discussion, we would expect that he
or she might comment on this statement in the following
way: “If by measurement one means the application of
projection operators in the manner of the standard quan-
tum measurement formalism, then measurements at the
end of the process are no more necessary than those in
the middle; they are equivalent merely to defining the ba-
sis with which an observer would wish to correlate his or
her measuring apparatus. The phrase ‘make a measure-
ment at the end of the process’ is somewhat misleading
when referring only to applying a projector, since it does
not involve any physical process and thus any action. If
one is instead referring to measurement as the act of am-
plifying a signal (one of a set of quantum states) so as
to correlate these states with a macroscopic measuring
device, then from a practical point of view it is not nec-
essarily the case that measurements can be removed from
a process and placed at the end. Since amplification is a
physical process, in general it will depend on the avail-
able technology as to whether the use of amplification as
part of implementing a process is advantageous or not.”
We have also considered the question as to whether
unitary protocols that maintain coherence have any
unique power over that of measurement-based protocols.
In the most general context the answer is yes, since quan-
tum computing can perform tasks that classical compu-
tation cannot. Here we considered this question in the
context of the dynamical control of quantum systems by
other systems, often referred to as (measurement-based
or coherent) feedback control. In this case it does ap-
pear that unitary protocols have some advantages over
measurement-based protocols, at least in certain situ-
ations, but relatively little is yet known. As with the
question of the relative advantages of measurement-base
versus unitary protocols for implementing fault-tolerant
quantum computation, it seems likely that in practice the
answer will be dominated by technological rather than
fundamental considerations.
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