Introduction
Lows flows are critically important in the operation of run of the river power plants and water supply works. The diluting capacity of the river is highly reduced during low flow periods resulting in water quality problems. Also, a good knowledge of low flows is essential to support fish and wildlife, commercial and recreational uses. This paper compares the various low flow probability distributions in selecting the low flow of a given return period.
Frequency analysis is the procedure for estimating the probability of occurrence of an event. The sample for this type of analysis usually consists of the set of extreme values for each year. For floods, the maximum mean daily flow for each year is used. For low flows, the duration of the extreme value for each year is often taken to be something other than one day. Longer durations are used because the harmful effects of low flows are often felt only after a prolonged period. This is especially true of instream flows where the harmful effects on fish and other wildlife become noticeable only after a few days. The durations commonly used for low flow analysis are 1, 3,7, 14, 30, 60, 90, 120, 150, and 273 days (ASCE Task Committee Report 1980) . As an example, if the seven day low flow is desired, the lowest mean flow for seven consecutive days in each year is taken as the sample.
For floods, a calendar year or water year is generally used. For low flows, some sort of climatic year, different from either of these years, is used. Critical periods of low flows usually occur in summer, fall, or winter. For long durations it is possible that the critical period could be separated into two incomplete parts by the end of a calendar or water year. This separation destroys the underlying premise of frequency analysis, that of the independence of the observations. To avoid this problem, a climatic year which begins April 1 of one year and ends March 31 of the next year is used. This climatic year is recommended by the American Society of Civil Engineers (ASCE) Task Committee on Low-Flow Evaluation, Methods, and Needs (1980) and is used in the Hydrologic Information Storage and Retrieval System (HISARS) data bank for the state of Virginia (Johnson et al. 1975) .
A number of distributions have been proposed for the analysis of low flows. These distributions may be grouped into the following categories: The three transformation methods considered, all transform the sample to a near normal distribution. It is called near normal distribution because the convergence of probabilities to the normal distribution may not be exact. It depends on the underlying distribution of the sample data. But the normal distribution provides a good approximation in the transformed range for the required probabilities. All of the distributions are three parameter distributions except the Weibull (a,P,O) and normal distributions. Based on previous research, Boughton (1980) concluded that distributions with at least three parameters should be used for the frequency analysis of floods. At least three parameters are required to account for the variations in the shape of the underlying distributions at different stations.
The main objective of this study is to select the most suitable distribution for Virginia for the frequency analysis of low flows. The major criteria for selection are: 1) accuracy, and 2) reliability. Accuracy is the ability of the method to correctly find the low flow associated with a given return period. Since streamflow samples are from limited records, the accuracy obtainable is limited by the degree to which the sample is representative of the true underlying distribution. Thus, accuracy is the goodness of fit of a particular distribution to the sample. Sometimes, the theoretical probabilities based on the fitted distribution are compared with the plotting positions (Jennings and Benson 1969) . But Cunnane (1978) points out the theoretical variations of plotting position formulas depending upon the true underlying distributions. Thus, theoretically it seems more reasonable to adopt goodness of fit test as the measure of accuracy. In this paper KolmogorovSmirnov test (K-S test) is adopted. The reliability of a given distribution is the ability to perform accurately over a wide range of basin characteristics. This then is the ability of the method to perform well for basins of varying size, topography, geology, etc.
Transformation Methods
In recent years a great deal of research has been undertaken to find a probability distribution that will adequately model the underlying distribution at any given station. The transformation methods attempt to find a unique distribution in the transformed range regardless of the distribution of the original sample.
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The proper value for h is the value that produces a transformed sample with a coefficient of skewness (C,) of zero. Alternatively, a maximum likelihood procedure can be used (Box and Cox 1964) . An inverse transformation is required to convert the transformed cutoff points for each return period back to the low flows of interest. The inverse of the power transformation is as follows where: QT is the discharge having a return period of T; z~ is given by + (zT) = 11T = P(Z < zT); + is the normal cumulative probability distribution function.
If the transformed values are actually normally distributed, the skewness C, and the kurtosis Ck will be equal to zero and three respectively.
SMEMAX Transformation -This transformation was first proposed by Bethlahmy (1977) for the frequency analysis of floods. Prakash (1981) successfully applied the transformation to the analysis of low flows. A modified SMEMAX transformation was proposed by Rasheed et al. (1982) . Calculation of the parameters used in the SMEMAX transformation equation is much easier than calculation of A as required by the power transformation. For the SMEMAX transformation, the transformation equations simply ensure that, in the transformed sample, there are equal number of observations on either side of the mean value and thus the mean approximates the median. This relationship provides for near symmetry but is not a sufficient condition for normality. In the following a new general derivation of the SMEMAX transformation is proposed. Both the original SMEMAX and the modified SMEMAX are shown to be the special cases of this new derivation. The following notation is used: X original sample data point (known); X, smallest (known); Xm median (known); X I largest (known); Z transformed value (computed); Z, smallest (chosen arbitrarily); Zm median = (Z1 Frequency Analysis of Low Flows
Eqs. (6) and (7) It is noted that the median flow has a return period of 2 years. Thus, for higher return periods the low flows will be less than the median flow. Also, Z is normally distributed. From Eq. (8) the T year low flow Q T for the original SMEMAX can be written as
Also from Eq. (6) QT for the modified SMEMAX can be written as
The new derivation has the following advantages over the original and the modified SMEMAX and the power transformations:
1) The new derivation is simple and direct.
2) The new derivation allows for the control of the range of values that the transformed variable Z can take. It is noted that the modified SMEMAX by Rasheed et al. (1982) assumes Z, = 0, whereas in the new derivation 2, is arbitrary. 3) In the power transformation, large negative h values can lead to transformed values clustered around l / h whereas in the proposed method the user controls the range of the transformed values.
Hypothetical Distribution Based Methods
In this section, three well known distributions will be investigated. The extreme value type I11 or three parameter Weibull (a,P,y), two parameter Weibull (a,P,O) and Log Pearson Type I11 are considered. The Weibull (a,B,y) is based on the analytical study of distribution of minima whereas log Pearson Type I11 is chosen purely for the purpose of flexibility in curve fitting. The same procedure is followed in applying all three methods. First, the parameters of the selected distribution are calculated from the sample. The cumulative distribution function (cdf) is then used to find the low flows associated with the return periods of interest. The difficulty in the application of some distributions to frequency analysis is the calculation of the ordinates of the cdf. The cdf of the Weibull distribution, has a tractable functional form. Like the normal distribution which is used in the transformation methods, the cdf of the log-Pearson distribution can only be stated as an integral of the probability density function (pdf). This greatly complicates calculation of the low flows associated with the return periods of interest.
Weibull (a,P,y) Distribution -The cdf for this distribution is given as
where: F(y) is the probability of a low flow less than or equal to y; y is the cutoff value; $ is the characteristic low flow (a location parameter); y is the lower limit to y; a is a scale parameter.
The return period, T is defined as Substituting Eq. (13) into Eq. (12) and rearranging the low flow QT with return period T is A number of techniques have been proposed to calculate the parameters a,P, and y. Based on Deininger and Westfield (1969) and Kite (1977) the following methods are used: 1) the method of moments, 2) the maximum likelihood procedure, and 3) the method of smallest observed drought.
As previously noted, y is the lower bound to the distribution. There are limits to the value that y can assume. For a large river, the value of y will in all likelihood be found to be greater than zero. The probability of a flow occurring below this lower bound is zero. From a purely physical viewpoint, there is a positive probability, of a low flow being less than any given positive value. Thus, any lower bound greater than zero cannot be completely justified. The lower bound is also limited by the fact that negative flows are impossible. Thus, actual lower bound should be zero. However, it may be practical to use a lower bound greater than zero if the fit can be improved.
By matching the sample and distribution moments, there is no limit on the value of y. The value of y need not be at all reasonable. This can take two forms: a value of y that is less than zero, or a value of y that is greater than one of the observed values. If y is negative, there is a positive probability that the flow less than zero can occur. Thus, for small values of F(x) (i.e., for long return periods), the computed low flows can become negative. A value of y greater than the smallest observed value leads to similar problems. The smallest observed value clearly means that there is a positive probability associated with flows of this magnitude. The fitted distribution, however, excludes these probabilities.
In the maximum likelihood procedure, the objective is to select the distribution parameters such that the probability associated with the occurrence of the sample values is maximized. This procedure is preferred because of its ability to generate the minimum variance estimates but there is no guarantee that y will be nonnegative. Another alternative estimating technique is the method of smallest observed drought. This method was proposed by Gumbel(1963.) as a means of avoiding the situation where the smallest observed value is less than the calculated value of y. The value of y is estimated from the probability function of the smallest drought in a period of n years. While this method does guarantee a value of y less than or equal to the smallest observed value, there is still no guarantee that y is nonnegative.
Weibull (a,P,O) Distribution -The cdf of this distribution is given as a ~( y )
In a manner analogous to that used for the Weibull (a,P,y) distribution, Eq. (18) can be rearranged to give the low flows of interest as a function of the return period
The method of moments can again be used to find the parameters of this distribution (Tadikamalla 1978) . At first glance this method appears to have significant advantages over the Weibull (a,P,y) distribution. The distribution can assume a variety of shapes. It is easier to use because only two parameters must be estimated. Also, there are no problems associated with the lower bound. However, it is found that the ability of the Weibull (a,P,O) distribution to model low flows at different stations is not adequate as shown in the comparison of methods section.
Log-Pearson Type ZZZ Distribution - Bobee (1975) gives an excellent discussion of the properties of this distribution. The effect of variations of the parameters on the distribution shape is shown by a number of graphs. This shape flexibility is one of the major advantages of the log-Pearson distribution.
The probability density function is given as
where: f(y) is the value of the pdf at y; a is a scale parameter; @ is a shape parameter (always positive); y is a location parameter; r(P) is the gamma function evaluated at P. Kite (1977) and Bulletin 17A present an approximating equation that gives KT as a function of Cs and the standard normal deviate zT which is applicable for -1.0 <C, <1.0 It is interesting to note that if the skewness coefficient of the log transformed values is zero, the log-Pearson distribution approaches the log-normal distribution (Johnson and Kotz, p 170, 1970; Benson 1968) . Thus, when the value of Cs is equal to zero, KT is equal to the standard normal deviate. Similarly, a value of h. near zero reduces the power transformation to a log transformation and thus reduces to the log-normal distribution. Bobee (1975) suggested the direct method of moments. In this method, the moments of the distribution are matched to the moments of the actual sample (not the moments of the log transformed sample). By avoiding the distortion that accompanies the log transformation, this method gives each observation equal weight. Thus, this method is theoretically sound.
From the definition of log -Pearson distribution given in Eq. (17), it is seen that depending on the sign of a , the distribution has either a lower bound or an upper bound. Thus, the comments with regard to the lower bound on the Weibull (a,P,y) distribution apply to the log Pearson as well. As pointed out in the comparison of methods to follow, eight stations had a positive a implying a positive lower bound, out of the twenty stations considered. In such cases the use of the log Pearson is not physically justifiable.
Plotting Position Based Methods
Plotting position based methods are probably the most straightforward of the various types of methods. For each observed discharge, a plotting position formula is used to estimate an exceedence probability. A curve is then fit through the data points. Since exceedence probability is one minus the probability of nonexceedence, the cdf can be generated directly. Thus, this approach directly fits the cdf to the probabilities as evidenced by the sample. In this study, one of these plotting position methods is used. The return period is given in terms of a variable Gi which is defined as where T* is the return period for floods. This equation can be rewritten in terms of the return period for low flows as where T is the return period for low flows. Boughton observed that the function relating Ki and Gi very nearly fits a hyperbolic curve given by where A and C are constants to be determined. Boughton did not present a cdf for this distribution. From the equations given above, however, an estimator of the cdf can be derived (see Fig. 2 below, CS,I(z-M,-AS,) goes to -a. Thus, F(z) approaches one. As z exceeds M,+AS, by a small amount, however, the term becomes positive infinity and thus F(z) approaches zero. Thus, a discontinuity exists at M,+AS, and F(z) must be redefined to be one for z > (M,+AS,) (see Fig. 2 ). The estimator F(z) is used in the Kolmogorov-Smirnov goodness of fit test (Benjamin and Cornell 1970) . For methods similar to the log-Boughton distribution, the critical step is the selection of the plotting position formula to be used. Boughton and Shirley (1983) use the plotting position formula developed by Cunnane (1978) which is This formula is used to estimate the vaTues of Gi in Eq. (21). Cunnane recom-
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mends this formula as the best compromise plotting position for all distributions. Srikanthan and McMahon (1981) also found that the same formula gave good results when the underlying distribution was log-Pearson type 111.
The parameter estimation technique developed by Boughton and Shirley (1983) used Eq. (23) to minimize the mean squared error of C. This procedure yields optimal A and C values. By using these optimal A and C values in Eq. (23) along with Gi for the data point Zi the frequency factor for the fitted curve KT may be written as Thus, for a data set of n values, there are n pairs of (KT, Zi) values. By using the form of Eq. (20) it can be written as Eq. (30) is treated as a linear regression with coefficients M* and SX and these are estimated. Thus found M* and S* are used to estimate the low flow of return period T, QT as KT is the frequency factor computed from Eq. (29) based on GT which is a function of the return period of interest T.
Intermittent Streams
For the frequency analysis of low flows, intermittent streams are a major concern for two reasons: 1) many of the distributions require the calculation of the logarithms of the sample data and the logarithm of zero is negative infinity, and 2) continuous probability distributions lead to a zero probability that a specific flow will occur and thus, even if the stream is usually dry, the analysis produces a probability of a dry stream equal to zero. The first of these concerns can easily be rectified by transforming the data to a positive series by adding a constant to all of the data points. After application of the selected distribution, the calculated low flows are then found by subtracting the constant from the low flows found from the distribution. The fact the probability of the flow equal to the transformed zero flow is still zero is not addressed by this approach. Jennings and Benson (1969) proposed that a mixed distribution be used to alleviate the problem. A point mass is placed at the origin equal to the probability occurrence of a zero discharge. The positive discharges are then represented by a truncated probability distribution. The point mass at zero is estimated as where: P(X=O) is the probability that the random variable X equals zero; d is the number of zero observations in the sample; n is the sample size.
Eq. (32) assumes that n is large enough so that dln approaches the true probability of zero flows. The conditional probability is given as P(X < x I X > 0) which is the probability that X is less than or equal to x given that X i s greater than zero. Thus, where F*(x) equals P ( X < x I X > 0). The cdf can be written as
To apply this approach, a selected distribution can be fit through the positive subset to obtain F*(x). Eq. (34) is then used to find F(x). A slightly different procedure can be used with the log-Boughton distribution. The exceedence probabilities associated with the sample can still be estimated from the sample with Eq. (28) using the total sample size in the denominator. A cutoff return period is defined at the exceedence probability associated with the zero flows. The flow for any return period greater than this cutoff return period is then set to zero. The low flow for shorter return periods is found directly from the distribution fitted through the positive values.
The conditional probability approach can be very difficult to apply. For methods with a tractable cdf, the method is very easy. But for methods such as those which use the log-Pearson and normal distributions, this method can be complex. Problems of interest usually require calculation of x for a given F(x). In the case of non-intermittent streams, the problem typically reduces to that of finding the frequency factor associated with standard values of F(x). With intermittent streams, however, the value of x associated with F*(x) must be found which in general requires a numerical integration of the pdf with varying upper limits by trial and error for intractable cdf's. This numerical integration is in general tedious. Thus, normal and log Pearson are hard when intermittent streams are considered.
Also, positive skew for the log Pearson implies a positive lower bound. The Weibull (a,B,y) also can have a positive lower bound. Thus, for the intermittent streams, when the Weibull or the log Pearson is used along with the conditional probability approach, there is a positive mass at zero but any flow between the positive lower bound and zero has a probability zero. This aspect is physically unreasonable.
Comparison of Methods
A computer program has been written to implement each of the distributions discussed in this paper. Twenty stations in Virginia with continous streamflow records exceeding 30 years were randomly selected from the HISARS data base. The summary in the Appendix contains the seven day low flows for return periods of 2, 5, 10, 25, 50, and 100 years. The results are given by individual stations and are identified by their USGS station numbers.
A comparison of the results from the SMEMAX and modified SMEMAX methods for the 20 stations leads to the conclusion that in all cases C, is closer to zero for the transformed data than for the original data. The power transformation always produces a coefficient of skewness equal to zero. While the skewness using the SMEMAX transformation is near zero, it typically does not exactly equal to zero. The values of C, in fact range from -0.153 to 0.176.
The transformation methods had much less success in obtaining a value of Ck near three in the transformed range. The results from the 20 stations indicate a definite bias in the value of Ck'. In all 20 cases using the power transformation and in 19 of the 20 cases using the SMEMAX transformation, the transformed value of Ck was found to be less than three. Thus, there is a bias towards platykurptic (flatter than normal) distributions. The bias is a much more difficult problem with the SMEMAX transformation since the data may or may not be symmetrical. Also, Westphal (1984) has shown that the SMEMAX transformation could lead to non-unimodal distributions.
Based on the ability of the power transformation to produce a symmetrical distribution, the power transformation is probably a better transformation method. Both methods, however, suffer because of the use of the normal distribution. Since a tractable form of the cdf is not available, the theoretically desirable approach developed by Jennings and Benson (1969) for intermittent streams cannot easily be applied on a computer. The transformation methods often produced negative flows (which show up as zeros) for large return periods. The negative flows are due to negative cutoff values (frequency factors) at low probabilities for normal distribution. Thus, the ability of these methods to adequately model the lower tails is in doubt.
Chander et al. found that for floods, the value of h in the power transformation was usually between -1 and 1. In this study, h for the 20 stations ranged from -1.733 to 0.662. The large negative value of h causes the transformed values to group around llh. Double precision arithmetic is required to differentiate between the transformed values.
The Weibull (a,P,y) distribution when applied using the method of moments fitting procedure, was found to give very poor estimates of the lower bound.
Physically reasonable values were generated in only 4 of 20 cases. In 14 cases, y was found to be less than zero and in 2 cases y was greater than the smallest observed value. The maximum likelihood fitting procedure was also found to be unacceptable. In 14 cases the technique failed to converge to an answer and thus produced no results. The method of smallest observed drought suffers from both of these shortcomings to a lesser degree. In 3 cases, the method did not converge to an answer. In 8 of the remaining 17 cases, a value of y less than zero was found.
The Weibull (a,P,O) distribution when there is a practical lower bound near zero (station 16150.00), compares favorably with the other methods. When there is a practical lower bound significantly different from zero (station 31730.00), however, the Weibull distribution tends to produce resultsthat are less than those found by the other methods. Since reliability is an important characteristic for hydrologic applications this distribution is not acceptable for low flows even though it has shape flexibility (Tadikamalla 1978) .
In fitting the log-Pearson type I11 distribution, the indirect method of moments tends to perform reliably for all stations. The method of moments, direct, while being more theoretically sound, is also more complex. This complexity can cause problems. When a value of a greater than zero is found, this method results in very small values of a and very large values of (station 16695.00). Since the pdf of the distribution requires calculations of t E gamma function of P, a computational overflow situation normally occurs. Because of these difficulties with the direct method of moments for low flows, the indirect method of moments is preferable. Positive a values were obtained for eight out of 20 cases. Positive a also implies a positive lower bound on the flow values. Even though a positive lower bound was imposed, the fit was generally good as shown in the Appendix.
The log-Boughton method does not suffer from the shortcomings of the other methods. Intermittent streams are handled with ease. There is also no need to try and guess the underlying distribution. Finally, the method directly fits the probabilities to the observed values. The other methods use the observed sample only in estimating the moments, coefficients, etc. of the distribution. Also frequency factors are directly obtained without the need of tables.
Summary and Conclusions
The new general SMEMAX transformation enables the user to choose arbitrary lower and upper bounds; the method is also simpler than those found in literature (Bethlahmy 1977; Rasheed et al. 1982) . It is also found that the power transforma-tion leads to a more symmetrical distribution than the SMEMAX. The results of power transformation also compare favorably with the other distributions. There are at least three parameters needed in the distribution function to model the low flow probabilities. It is seen that Weibull (a,fi,O) distribution does not provide a good fit. Even though Normal distribution has only two parameters, other parameters are introduced in transforming the data: h in the case of the power transformation, Z, and Z1 in the case of SMEMAX. The Weibull (a,fi,y) and log Pearson suffer from the problem of positive lower bound which is physically hard t o justify; but the three parameters lead to a better curve fit. The intermittent streams pose the special problem of prolonged zero flows. The point mass at zero must be considered. In the case' of positive lower bounds, the probability mass being zero between the lower bound and zero is not physically justifiable. If the cumulative distribution does not have a closed form, extensive numerical schemes are required. In such cases log Boughton with Cunnane's plotting position may be preferred. 
