We study the following nonlocal mixed order Gross-Pitaevskii equation
Introduction
The static and dynamic properties of a Bose-Einstein condensate (BEC) can be studied through an effective mean field equation known as the Gross-Pitaevskii equation (GPE)
a variant of the famous nonlinear Schrödinger equation. Here Ψ is the BEC wavefunction, V ext is an external potential needed to keep the BEC in place (the trapping potential), |g| = 4π 2 N|a|/m, N is the total number of particles in the condensate, m > 0 denotes the mass of a particle and a ∈ R its corresponding scattering length. The latter can be tuned to be either positive or negative, corresponding to an repulsive (defocusing) or attractive (focusing) quantum pressure. Moreover, the wavefunction Ψ is normalized so that Ψ(t) 2 = 1 for all t. This is the classical model for BECs; for more details on mean field theory see for example [18] and references therein.
BECs made of dipolar (i.e. highly magnetic) atoms (e.g. chromium, dysprosium, erbium etc) were first created in the mid 2000's by the group of T. Pfau in Stuttgart. For such gases, a dipole-dipole interaction between the atoms becomes important. This action is long ranged and anisotropic and gives rise to a rich array of new phenomena ( [19] ). However, recent observations have been made ( [17, 31] ) during experiments with dysprosium, not accounted for by the standard mean field theory corresponding to (1) . These experiments produced a stable droplet crystal, similar to ones observed in classical ferrofluids. In contrast to the observation, mean field theory predicted the collapse of these droplets to extremely high densities. It was then first suggested that the repulsive dipolar interaction is responsible for the stabilization of the condensate. However, mean field calculations have shown that this is not the case, i.e. adding a dipolar interaction term does not necessarily stabilize the condensate (for more details see [17] and references within).
Thus it was suggested to modify (1) by adding a nonlocal (convolution integral) term and a nonlinear higher order term, respectively modelling the long range dipole-dipole interactions and the beyond mean field quantum fluctuations (the so-called Lee-Huang-Yang correction); see also [9, 26] and references therein.
The extended dipolar Gross-Pitaevskii equation (edGPE) reads:
where the potential V dip : R 3 → R describes the dipole-dipole interaction. We consider only the case g p > 0. For p = 5 we obtain the Lee-Huang-Yang correction; the Lee-Huang-Yang coefficient g 5 is then always positive (see [26] ). The case p = 6 corresponds to the energy critical case and, with a positive coefficient g 6 , may describe short-range conservative threebody interactions (see [10] ); the case g 6 < 0 models three-body losses ( [28] ) and due to its high complexity lies out of the scope of this paper.
This type of pattern formation is a very interesting phenomenon: similar to the so-called Rosensweig instability of ferrofluids (see e.g. [15, 29] and references therein), it appears in a system as a stable state. On the other hand, it has been mostly pattern formation at systems driven far from equilibrium (e.g. Rayleigh-Bénard convection, Taylor-Couette flow or current instabilities) that has been the usual case of study ([30] ).
Moreover, after experimental observations ( [31] ) there has been numerical evidence ([3] ; concerning edGPE theory described above) that the aforementioned patterns remain stable even after the trapping potential is turned off. This is another surprising feature that is not present in the classical GPE theory and motivates the setting in this paper.
Here is a summary of our results: for p = 6 we prove that the stabilizing effect of the highest order term (the Lee-Huang-Yang correction for p = 5) is indeed very strong, so that (2) is well-posed in H 1 (R 3 ; C), i.e. it possesses a unique (up to invariances) global in time solution, that scatters for small initial data. Moreover, for p ∈ (4, 6], we prove the existence of a parameter regime where the solutions are standing waves; we prove that standing waves do not exist outside this regime. It is quite cumbersome to give an explicit definition of this regime, however, we are able to give some estimates.
Local well-posedness for the time-dependent problem is proven by a standard fixed-point argument using Strichartz estimates (Kato's method). We then give uniform in time bounds for the local solution to extend it to the whole real line. For the energy critical case (p = 6) it is well-known that one cannot proceed this way (see e.g. [33] and references therein); this will be an object of future research. Scattering is proven as in the cubic NLS case (proving boundedness of some Strichartz admissible norm) taking into consideration that the nonlocal term defines a Calderón-Zygmund operator.
Standing waves are found as critical points of the energy. We show that the latter is bounded below on any L 2 -sphere
√ c, so that we look for minimizers; the physical case corresponding to c = 1. We show that the infimum γ(c) of the energy on S(c) is non-positive and that minimizers exist for all c > c b · · = max{c > 0 : γ(c) = 0}. On the other hand we show that for all c < c b minimizers do not exist; the case c = c b remains unclear. We also give upper and lower bounds for c b .
The nonlocal term does not possess the full SO(3) symmetries and is not monotone with respect to symmetric rearrangements. Thus the problem is lacking compactness, i.e., we are unable to apply Strauss' embedding theorem ( [32] ) and are forced to deploy a concentrationcompactness argument. The reason for considering the problem on S(c) and not on S(1) lies in the fact that we cannot exclude dichotomy on S(1) and we are led to study the subadditivity property of the mapping c → γ(c). This we are also not able to prove directly but proceed as follows: we prove strict monotonicity by studying trajectories from S(c 1 ) to S(c 2 ) and then use a reflection argument similar to the one in [27] together with some nonlocal identities taken from [23] to prove concavity. Our method is applicable for all p ∈ (4, 6], assuming that the highest order term is repulsive (defocusing).
Finally we would like to mention a number of works that have studied the dipolar GPE without the LHY-correction term (up to our knowledge this work is the first rigorous study of edGPE). That case differs from ours, since the dipolar term competes with the NLS term and yields an explicitly defined stable and unstable (blow-up of local solutions) parameter regime. A well-posedness theory and some dimension reduction results were first proven in [12] . The threshold of global existence and finite time blow up in the focusing case was studied in [24] . Existence of solitary waves via a Weinstein-type scaling invariant functional was proven in [2] . Dimension reduction, ground states and dynamical properties of a condensate in anisotropic confinement were the subject of [4] . A sharp blowup threshold was given in [25] , the case of a dipolar GPE system was studied in [22] . Stability of standing waves and their symmetry and orbits was studied in [11] . Standing waves in the unstable regime, scattering and stability were studied in [7] . More dimension reduction results, including cigar-shaped traps are found in [5] . Standing waves that concentrate around local minima of the trapping potential were constructed in [16] . Finally, a rigorous derivation from many-body quantum mechanics was done in [34] .
The extended dipolar Gross-Pitaevskii equation
We study the equation in the following dimensionless form:
where p ∈ (4, 6], K is a convolution kernel, λ 1 , λ 2 , λ 3 are given real constants. In particular, we consider
where θ(x) is the angle between x ∈ R 3 and a given (fixed) dipole axis n ∈ R 3 with |n| = 1, i.e., cos θ(x) = x · n |x| .
We assume that the applied magnetic field is parallel to the x 3 -axis, i.e., n · · = (0, 0, 1), so that
If we use the Fourier transform
on K, we get
see [12, Lemma 2.3] . When it comes to the trap, we consider two cases: either V ext = 0 (the "self-bound" case) or a potential well:
A typical trap is set with a harmonic potential:
where ω 1 , ω 2 , ω 3 are the frequencies of the trap, in the x 1 , x 2 , x 3 -directions respectively. Since the "self-bound" case seems to be the most technically challenging, we will present the proofs for the case V ext = 0. In the last section of the paper we will comment on and partially prove results for the case V ext = 0. Equation (edGPE) possesses a dynamically conserved energy functional E, which, for u : R → C, is formally defined by
With the help of Parseval's identity the latter becomes
For an arbitrary c > 0, we look for ground states of (5), that is, for functions u ∈ H 1 (R; C) such that u 2 2 = c, that are critical points of E and study their qualitative properties. Note that a ground or excited state of E corresponds to standing waves for (edGPE) through the Ansatz ψ(x, t) = e −i β t u(x); β denotes the so-called chemical potential. After making the standing wave Ansatz in (edGPE), the problem reduces into finding a function u : R 3 → C satisfying the side constraint u 2 2 = c and a number β ∈ R such that (u, β) satisfies the Standing Wave extended dipolar Gross-Pitaevskii Equation:
The rescaling we used (the same as in [7] ) is such, that c = 1 corresponds to the physical problem. The reason for studying the equation for a general c > 0 is of technical nature and becomes apparent later in the paper (a brief explanation was given in the introduction). Definition 2.1. We will make extensive use of the following quantities:
Throughout the paper we make the following banal assumption:
Remark 2.2. The "virial functional" Q is closely related to the Pohozaev identity. It is defined as such, so that critical points will satisfy Q(u) = 0 (Proposition 4.1).
Remark 2.3. Due to (3), we have
. This is an optimal inequality, since it becomes an equality (with plus or minus sign) for λ 1 , λ 2 having the same sign and K(ξ) = −4π/3 or K(ξ) = 8π/3. We thus have the following optimal estimate
Remark 2.4. With the above definitions (and with V ext = 0) the following identity holds:
Remark 2.5. In the experiments, the dipole-dipole interaction can be tuned to be either attracting (λ 2 < 0) or repulsive (λ 2 > 0); see [14] .
We point out that the Laplacian −∆ :
is well-defined for all s ∈ R (see for instance [1, Theorem 3.41, p.71]). On the other hand, the embedding 1. Let I ⊆ R be an interval with 0 ∈ I and
for all t ∈ R and ψ(0) = ψ 0 ; in particular, if I = R we call the solution global.
2. We call (u, β) ∈ H 1 (R 3 ; C) × R a solution to (SWedGPE), if the latter is satisfied in H −1 (R 3 ; C) (with no side constraints).
Solutions to (SWedGPE) will be constructed as critical points of the energy E in the constraint set
where
The space Σ is then a Banach space equipped with the norm
see also [13, Chapter 9.2] . The following (non-)compactness result is then standard (see for instance [36, Lemma 3.1]), since the trap is assumed to be coercive. It is the reason which makes the case V ext = 0 more challenging.
Moreover, for a more detailed exposition on the geometry of S(c) as a Finsler manifold we refer to [8] and references therein. Finally, we define the infimum function γ :
for c > 0 and γ(0) · · = 0, the (possibly infinite) number
(depending only on λ 1 , λ 2 , λ 3 , p). We will also use optimal Gagliardo-Nirenberg inequalities in R 3 . We write them in the form
The following result holds:
, where ψ is the ground state of the equation
Main results
As already noted, we present the results for the case V ext = 0; the case of a coercive trap will be treated in the last section. Our first results concern a well-posedness and small data scattering theory for (edGPE), not covering the energy critical case (i.e., p = 6).
Theorem 3.1 (Existence). Let V ext = 0, λ 3 > 0 and p ∈ (4, 6). Then, for each ψ 0 ∈ H 1 (R 3 ; C), (edGPE) possesses a unique strong global solution ψ with initial datum ψ 0 . In particular,
2. the particle number and energy conserve, i.e.,
2 and E(ψ(t)) = E(ψ 0 ) for all t ∈ R, and 3. the initial value problem for (edGPE) is well-posed in H 1 (R 3 ; C).
Theorem 3.2 (Scattering)
. Let V ext = 0, c > 0, λ 3 > 0 and p ∈ (4, 6). Then there exists some δ > 0 such that, for all ψ 0 ∈ H 1 (R 3 ; C) with ψ 0 H 1 < δ, exist ψ ± ∈ H 1 (R 3 ; C) such that, for the unique global solution ψ of (edGPE) with initial value ψ 0 (given by Theorem 3.1), we have The next theorem deals with existence and non-existence of standing waves; the energy critical case p = 6 is included. 1. Assume that λ 1 , λ 2 satisfy either (12) or (13), where
Then E(u) > 0 for all u ∈ S(c) and γ(c) = 0, i.e., E(u) possesses no minimizer on S(c) for all c ∈ (0, ∞).
2. Assume that λ 1 , λ 2 satisfy either (14) or (15), where
Then c b = max{c > 0 : γ(c) = 0} > 0. In particular, E(u) > 0 for all u ∈ S(c) and E possesses no minimizer on S(c) for all c ∈ (0, c b ). On the other hand, E possesses at least one minimizer u on S(c) for all c ∈ (c b , ∞).
Next, we summarize some qualitative properties of minimizers. The symmetry assertions are obtained via the method of [23] consisting in a reflection argument and integral identities. The rest can be obtained using standard techniques. 3. The modulus |u| is also a minimizer of E on S(c)
4 Pohozaev, boundedness and positivity
We start by proving some first properties of the model under consideration, and tools that will be needed in later analysis. Note that the Pohozaev identities cannot be extracted for the energy critical case by testing the equation with x · ∇u. However, we overcome this problem since we are dealing with minimizers. This section is devoted to the proof of the following proposition. 1. The energy E is bounded below in S(c). Moreover, γ(c) ≤ 0.
2. If u ∈ S(c) is a minimizer of E on S(c), then there exists β > 0 such that (u, β) is a solution to (SWedGPE).
3. If u ∈ S(c) is a minimizer of E on S(c), then the following Pohozaev identities hold:
Proof. 1. Recall that
Suppose that E(u) is unbounded below. Then there exists a sequence {u n } n∈N ⊂ S(c) with E(u n ) → −∞ as n → ∞. It then follows directly that A(u n ) and C(u n ) are positive. Thus we must have B(u n ) → −∞ as n → ∞. Since from (6) and the nondegeneracy assumption follows u n
we obtain that u n 4 → ∞ as n → ∞. On the other hand, from Hölder and GagliardoNirenberg inequalities we have
where C 1 is the corresponding Gagliardo-Nirenberg constant (see Theorem 2.8). Thus we obtain that
as u n 4 → ∞ (since 2(p − 2) > 4), which is a contradiction. Therefore, E is bounded below on S(c).
For t ∈ (0, ∞) we define the scaling
Transforming the corresponding integrals we obtain that
Thus it follows
which implies that E(u t ) converges to 0 as t shrinks to 0. Thus we infer that γ(c) ≤ 0. 2. and 3. That u solves (SWedGPE) with some chemical potential β ∈ C follows immediately from Lagrange multiplier theorem. Since u is a minimizer, we obtain that the real function t → E(u t ) is smooth in (0, ∞) and has a minimum at t = 1. Thus
which shows (16) . Multiplying (SWedGPE) withū we obtain that
Eliminating A(u) from (16) and (21) we obtain that β u
which shows (17) and β ∈ R. It is left to show β > 0. From (17) we obtain that β u
since γ(c) ≤ 0 due to 1. and p > 4. This completes the proof.
Remark 4.2. Let {u n } n∈N ⊂ S(c) be a minimizing sequence, i.e., E(u n ) = γ(c) + o(1). Then due to the uniform boundedness of E(u n ) and of B(u n ) (which is obtained in the above proof), we also obtain the uniform boundedness of A(u n ) and C(u n ).
Global well-posedness theory
We will prove Theorem 3.4 using the so-called Kato's method. To that end we first show the existence of local solutions and then give uniform bounds in time.
Proposition 5.1. Let p ∈ (4, 6) and λ 3 > 0. For each ψ 0 ∈ H 1 (R 3 , C) exist T min , T max ∈ (0, ∞] maximal, such that (edGPE) possesses a unique strong solution ψ on the interval (−T min , T max ), with initial datum ψ 0 . In particular, the particle number and energy conserve, i.e., ψ(t) 2 2 = ψ 0 2 2 and E ψ(t) = E(ψ 0 ) for all t ∈ (−T min , T max ).
Moreover the initial value problem is locally well-posed in H 1 (R 3 ; C) (in the sense of [13, Definition 3.1.5]). (23), we obtain (using Plancherel's identity and the generalized Hölder inequality) that
where C is the constant appearing in the embedding
Concerning (24), taking v = 0 in (25) we already see that g(u) ∈ L 4 3 (R 3 , C). Hence, we only need to show that
. We obtain that
2 ) finishes the proof.
Proof of Theorem 3.1. To show the global well-posedness, one only needs to show that the local solution ψ given by Proposition 5.1 belongs to L ∞ (R; H 1 (R 3 ; C)), since the general results from [13] that were used in the proof for local existence assert the blow-up alternative (i.e. the existence interval is maximal). In the same way we obtained (18), we get that
where C 1 is the corresponding Gagliardo-Nirenberg constant (see Theorem 2.8). From (26) , one directly obtains that ψ(t) 4 is uniformly bounded in time by some positive constant C depending only on λ 1 , λ 2 , λ 3 , ψ 0 and p. Now we also obtain that
since C(ψ(t)) is positive for all t ∈ R. Thus we obtain that ∇ψ(t) 2 is uniformly bounded for all t ∈ R. Together with particle conservation we obtain the result.
Existence of scattering states for small initial data
We will use some shorthand definitions in order to keep the notation as simple as possible. First some function spaces: for 1 ≤ q, r, s ≤ ∞ and an interval I ⊆ R with 0 ∈ I define
We will also use the following notation: 3. For a function f : R → C, the function Ψ f is defined by
We also recall the Strichartz estimates (see for instance [13, Theorem 2.3.3, Corollary 2.3.6, Remark 2.3.8]): For every admissible pair (q, r) and (q 1 , r 1 ) there exist some positive constants C q,r , c q,r , C q,r,q 1 ,r 1 and c q,r,q 1 ,r 1 such that
x , where q ′ , r ′ , q Remark 6.1. We will mainly use the following admissible pairs:
, p .
Proof of Theorem 3.2. For convenience we will use M for some positive constant which may vary from line to line, but depends only on λ 1 , λ 2 , λ 3 , p and Sobolev embedding constants, in various inequalities. Recall Duhamel's formula
From [7, Theorem 1.4] and the standard Strichartz estimates we already have:
,p,
Notice that (30) is based on the continuity of the convolution operator with kernel K and on the boundedness of the L ∞ R H 1 x -norm of the solution ψ, which is ensured by Theorem (3.1) ; from its proof we obtain that M( ψ 0 H 1 ) → 0 for ψ 0 H 1 → 0. Now we derive the corresponding Strichartz estimates for the term Ψ |ψ| p−2 ψ . Notice that the conjugate of the admissible pair (
). We obtain using Hölder's inequality that
On the other hand, define
.
Since p ∈ (4, 6), we obtain that ω(p) > 0, so that
from the Sobolev embedding theorem and the fact that ψ L ∞ R H 1 x is bounded due to Theorem 3.1. Then from (31) and (32) we obtain that
Analogously we obtain that
The last two estimates imply that
Next, we estimate ψ
. Using Hölder's inequality and Sobolev embedding again we obtain that
To sum up, we obtain from Duhamel's formula and the Strichartz estimates that > 1 for p ∈ (4, 6). Thus choosing ψ 0 H 1 sufficiently small, say ψ 0 < δ for some δ > 0, there exist some positive constants a, b with 0 < a < b < ∞ such that
converges to zero as t shrinks to zero and
which implies that
Defining
as t, τ → ∞, by dominated convergence. Therefore, {v(t)} t≥0 is a Cauchy net in H 1 (R 3 ; C). We denote its H 1 -limit by ψ + . Then
This shows the existence of a scattering state ψ + . Analogously we show a scattering state ψ − for t → −∞. This completes the proof.
Upper and lower estimates for the critical mass
In this section we give some quantitative estimates on the regime where no standing waves exist. We also want to point out that such estimates imply that c b (which is given by (10) ) is indeed finite (in the suitable parameter regime (14)- (15)). In the proof of Theorem 3.4 we will show that the regimes that we find in this section can be optimized to (0, c b ) and (c b , ∞). We are however unable to provide with a closed form characterization for c b .
We first construct c a such that c a ≤ c b .
Lemma 7.1. Let p ∈ (4, 6] and (λ 1 , λ 2 , λ 3 ) ∈ R 2 × (0, ∞). Then there exists some c a > 0, depending on λ 1 , λ 2 , λ 3 , p, such that for all c ∈ (0, c a ) we have E(u) > 0 for all u ∈ S(c) and γ(c) = 0, i.e., E(u) possesses no minimizer on S(c). Moreover, if (λ 1 , λ 2 ) satisfies (12) or (13), then c a = ∞.
Proof. If B(u) is nonnegative, then we have already E(u) > 0, so let us assume that B(u) < 0. We then discuss two cases: u 4 ≥ 1 and u 4 < 1. First assume that u 4 ≥ 1. We obtain from Hölder's inequality that
Also recall estimate (6); we obtain that (where C 1 is an optimal constant given by Theorem 2.8). Suppose that E(u) ≤ 0. We obtain that
On the other hand,
we obtain the contradiction 0 > 0. Then
where C 1 is given by Theorem 2.8, satisfies the assertion of the lemma. In particular, if (12) or (13) is satisfied, B(u) is always nonnegative, thus c a = ∞.
In what follows, we construct c c , depending only on λ 1 , λ 2 , λ 3 , p, such that γ(c c ) < 0. The construction is implicit and we present it for the cases p = 5, 6. From the monotonicity of the infimum function (which will be proven in the next section) we obtain that c b ≤ c c .
The main idea is to calculate the energy of a Gaussian and tune the parameters such that it becomes negative; all calculations were made with Mathematica 10.2. To that end, for σ, τ, c > 0 define
and note that u σ,τ,c ∈ S(c). One obtains that
We first treat the case p = 5. The inequality a 1 c + a 2 c 2 + a 3 c 5/2 < 0 with positive coefficients a 1 and a 3 is satisfied for c ∈ (P 2 , P 3 ), where P i denotes the ith root of the polynomial
. Defining a 1 , a 2 , a 3 by the expression for the energy above and setting σ = √ τ , we find that
> 0 for λ 1 , λ 2 satisfying (14) . SinceÃ( √ τ , τ ) becomes arbitrarily small for τ arbitrarily large,
there exists τ sufficiently large such that E(u √ τ ,τ,c ) < 0. For λ 1 , λ 2 satisfying (15), we rescale like τ = √ σ to find
so that E(u σ, √ σ,c ) < 0 for σ sufficiently large. Concerning the case p = 6, solving the inequality a 1 c + a 2 c 2 + a 3 c 5/2 < 0 for positive c, is equivalent to having two distinct roots for the binomial P (c) · · = a 1 + a 2 c + a 3 c 2 . This happens for a 2 < 0 and a
we see that the positive term dominates the negative one for τ sufficiently small. Thus, there exist τ small enough and σ < τ sufficiently close to τ such that
and thus E(u σ,τ,c ) < 0.
Monotonicity and concavity of the infimum function
The following construction is originally proved in [7] .
Lemma 8.1. Let (14) or (15) be satisfied. Then for each c > 0 there exists some u ∈ S(c) such that B(u) < 0.
Proof. We only consider the case (14) , namely λ 2 ≥ 0 and λ 1 − 4π 3 λ 2 < 0, the case (15) can be dealt similarly. We define the following scaling
for t > 0. Then = λ 1 − 4π 3 λ 2 < 0.
Then using the dominated convergence theorem we obtain that there exists some sufficiently large t such that B(u t ) < 0. This completes the proof.
We now prove the monotonicity of the infimum function. In order to do so, we need to work with a rescaling that leaves the highest order term invariant. We are then able to study how the energy varies with respect to the L 2 -norm, in order to obtain the result. Proof. We first define the following scaling Now let γ(c 0 ) < 0. Supposing that c → γ(c) is not strictly decreasing on [c 0 , ∞), we 
for all λ 2 ∈ R. Since ε is arbitrary, we obtain (44). Together with Lemma 7.1 and Lemma 8.2 we see that the statements 
Existence of ground states
This entire section is devoted to the proof of existence of standing waves and their qualitative properties. Using the geometry of the infimum function we will exclude the possibility of dichotomy for a minimizing sequence. 10 The case of an active trapping potential Existence of minimizers. Let {u n } n∈N ⊂ S(c) be a minimizing sequence, i.e., E(u n ) = γ(c) + o(1). Then due to Lemma 2.7, {u n } n∈N converges weakly to some u ∈ S(c), such that u n → u in L p for all p ∈ [2, 6). Using the lower semicontinuity of L p -norm and strong L 4 -convergence (which implies a.e. convergence) we immediately obtain that u is a minimizer of E on S(c).
Well-posedness theory. For a proof of the unique local solution, we refer to [13, Theorem 9.2.6] . In order to show that the solution is global we estimate like in (26) and (27) , by replacing ∇ψ 
