Abstract-This paper describes a fault location method which uses sparsely located wide-area synchronized phasor measurements. The main contribution is the way fault location is reformulated as a sparse estimation problem. Faulted system is modeled by equivalent terminal bus injections which would cause the same changes in bus voltages with the fault current drawn at any point along the faulted line. Once these injections are estimated, the fact that the ratio between equivalent injections at the two terminal buses depends only on the ratio of serial impedances on each side of the fault point can be used to locate the fault. It is shown that this formulation applies to both two terminal lines as well as teed lines regardless of fault type or resistance. Assuming availability of an accurate three-phase network model and a sufficient number of phasor measurements over the entire network, an underdetermined set of linear equations can be formed and then solved for the sparse equivalent bus injections. This is accomplished by applying two norm regularization optimization methods namely Lasso and overlapping group Lasso. Effectiveness of these methods are verified by extensive simulations.
I. INTRODUCTION

F
AULT location is one of the critical problems in the operation of power networks [1] . Accurate and timely fault location can avoid time consuming and costly manual examinations and can facilitate repair and restoration of faulted lines, reducing economic losses to both the system operator and consumers. Fault location methods currently used for transmission system faults can be broadly classified as traveling wave-based methods [2] - [6] or impedance-based methods [7] - [16] .
Traveling-wave based methods make use of the electromagnetic transients induced by the fault to locate the time of arrival of the traveling wave from the fault point. Thus, modal domain wave velocities need to be calculated in order to obtain the distance from the fault point to the measuring device where the traveling wave is recorded. These velocities can not always be accurately defined given the variation of the velocities with frequency and tower configurations. In addition, there usually is a non-negligible cost associated with the required high-frequency sampling of the waveforms. Impedance based methods are methods that use phasors to locate the fault. There is a large volume of papers describing such methods using single-ended or double-ended measurements (e.g., [7] , [10] , [11] , [15] ). These methods require at least one of the terminals of the faulted line to be equipped with a monitoring device like a digital fault recorder or other types of IEDs (intelligent electronic devices) [17] . Recently several studies proposed the use of wide-area phasor measurements and locating the fault not just based on single or double-ended measurements, but based on several measurements taken at various locations over the whole system. The work in [13] derived a fault location factor as a function of fault distance for every bus. The homogeneity of this factor over a network is used to identify firstly the fault region and then the exact location. In [18] , the expected change of phasors due to faults at different points of a network are used to be matched with measured phasors using an optimization scheme. Similar to [13] , its diagnosis process is also hierarchal.
In this paper a straightforward wide-area measurement based fault location method is proposed. Preliminary work has been described earlier in [19] , where the fault location problem is transformed as sparse estimation problem and solved by regularization techniques. Furthermore, while in [19] both voltage and current injection measurements of a set of buses are assumed to be available, this paper shows that fewer number of PMUs measuring only bus voltage phasors are sufficient and their optimal placement can be readily obtained by binary programming.
The use of sparse estimation techniques in power systems is not new, in fact they have been used by various researchers for purposes of detection and identification of faults. One recent work reported in [20] uses several compressive sensing algorithms to pinpoint the location of a faulted bus. In [21] the authors employ greedy orthogonal matching pursuit (OMP) method and the least-absolute shrinkage and selection operator (Lasso) to identify line outages at affordable complexity. In another study [22] the authors derive an algorithm to detect and localize malicious data attacks using regularization for the generalized likelihood ratio test.
Some of the differentiating features of the proposed method which will be described in this paper include the fact that in addition to fault location for conventional two terminal lines, this method also works for faults on teed circuit lines and that there is no need to identify the type of the faulted line beforehand. Previous work on fault location for multi-terminal lines either require measurements on the faulted line terminal buses or specific algorithms designed exclusively for multi-terminal lines [4] , [14] , [23] .
The rest of this paper is organized as follows. Section II describes how the fault location problem is formulated as a sparse estimation problem and supports this formulation with EMTP-ATP simulation. Sections III and IV introduce the regularization techniques for solving the underdetermined set of linear equations with sparsity constraints. The criterion for checking the validity of the results is explained in Section V and a second stage back-up estimation is introduced. In addition, an extended formulation considering possible gross error is described in Section VI. Finally, simulation results illustrating the overall applicability and performance of the proposed method is presented in Section VII.
II. TRANSFORMING THE FAULT LOCATION PROBLEM INTO SPARSE ESTIMATION
A. Derivation of Equivalent Injection
The proposed method aims to use the pre-fault steady state model of a power system and represent a fault or multiple faults of any type on any combination of phases by current injection into the fault point so as to keep the consistency of the system model. To discover how a fault can be identified using the pre-fault system model, a series of classical fault analysis is conducted. Consider a single phase to ground fault in an bus system, first an extended bus impedance matrix is built with the fault point as the th node. The change of bus voltages due to the fault is computed by multiplying the th column of with a fault current . Then using (1) where and represent the bus admittance matrix and bus voltages of the original bus system, a sparse is derived and the sparse bus current injections can be regarded as equivalent with the fault current injection in terms of their effect on bus voltages:
The result unveils an interesting feature that the nonzero entries in only exist in the terminal buses of the faulted line and their ratio is determined solely by the serial impedances of branches incident to the fault point. If the faulted line is homogeneous, the distance from the fault point to each terminal can be readily calculated from the ratio of the equivalent injections which is a real number. Otherwise it would take some effort to look up the line parameters for translating the ratio of injections to ratio of distances, which is not within the scope of this paper. Note that the aforementioned feature does not require the system to be balanced, nor does it require the shunt capacitances to be neglected, the only pre-requisition is accurate Pi-models of lines and load data at the time of the fault. Since the bus impedance matrix for any system during the fault instant can be seen as a constant matrix, the rule of superposition can be applied for multi-phase faults and multiple faults in the system, their equivalent bus injections will appear in multiple phases or multiple terminal buses instead of a single pair in the case of single phase to ground fault. It has to be clarified that although the equivalent injection representations of fault have been built from scratch by the authors, it also appears in literatures such as [24] and has been utilized in a different formulation.
To support the general applicability of the proposed method, detailed demonstration of the equivalent injections will be introduced separately for two and three terminal lines. 
1) Two Terminal Lines:
For conventional two terminal lines, consider the scenario shown in Fig. 1 where the terminal buses are indexed as and and the serial line impedances from the fault point to the terminals are named and , respectively. Here the single phase representation is used for the sake of simplicity. Following the derivation in Section II-A, the injections equivalent to the fault current are
As shown in (4) the ratio of the derived equivalent injections is inversely proportional to the ratio of the serial impedance on each side of the fault point and has nothing to do with the rest of the network.
2) Teed Lines: Representation of faults by equivalent bus injections applies not only to conventional two terminal lines, but also to three terminal lines where the T-node is typically not monitored. In Fig. 2 the terminal buses are named as , and and the T-node as . and are the impedances between the fault point and bus and the T-node respectively. The branch impedances of line and are denoted by and . Given a fault between and with a fault current , the equivalent terminal injections will be given by (5) (6) (7) (8) Although the relationships between the injections seem more complicated than in (4) they are still determined only by the ratios of the serial branch impedances on the faulted line. By comparing and , the line segment can be readily identified as the faulted segment and the distance to fault point can then be determined by either comparing and or and .
B. Determination of Fault Type and Fault Line Type
From the derivations in Sections II-A and II-A2 it can be concluded that the number and location of nodes with equivalent injection inherently indicates the type of the faulted line. When multi-phase fault occurs, the pair of equivalent injection on nodes of the same phases would still present the proportional relationships in (4) and (8) . The only difference is that the sparsity of the computed current injection vector in two and three phase fault cases will be respectively two and three times of the sparsity in single phase fault case. Based on the Kirchhoff's Law, if all elements of the equivalent injections sum up to zero, it indicates that the fault is ungrounded, otherwise it is a grounded fault. Therefore there will be no need to know the type of the faulted line and the fault or adjust the approach before computing these equivalent injections. Instead, they can be determined by simple inspection following the decision making diagram in Fig. 3 .
Since the faulted branch of any type is replaced by a current source branch, the feasibility of the equivalent injection representation and decision making diagram is not affected by the value of fault resistance as long as it is not so large that the fault current can be neglected. Hence, the proposed method is independent of the fault resistance.
C. Simulation Verification of the Equivalent Injection Theory
To add to the credibility of the equivalent injection theory, simulation have been run in EMTP-ATP regarding a fault in an unbalanced system (Fig. 4) modified from the 13-Bus feeder case in [25] . All 11 buses and 10 line sections are marked on the picture. A phase A and B to ground fault on the part of Section V between Bus 2 and 6 has been simulated. Using the simulated change of bus voltages, the equivalent current injections have been computed. Figs. 5 and 6 are plots of the real and imaginary part of the current injection vector.
It can be readily seen from the plots that the non-zeros do appear in the terminal nodes (node 4, 5, 14, 15 correspond to the A&B phases of Bus 2&6) and proportional relationship between the pairs of equivalent injections are valid. In addition, the decision making diagram can be easily utilized to identify that the fault is a double phase to ground fault.
D. Building the Linear Estimation Equations
As shown in (1) and the supporting simulation verification, it is possible to estimate the equivalent injections by a simple matrix-vector product, which however assumes full observability of the system, i.e., the pre and post fault voltages at all buses are assumed to be available and synchronized. Unfortunately, this is not a very realistic assumption for most power systems today. Thus, this assumption is relaxed by considering that the system is partially observable with voltage phasors known at only out of buses. Voltage phasors at these buses can be measured by PMUs placed at these buses or derived from voltages measured by PMUs at neighboring buses and current flow measurements on lines connecting these neighbors. This will lead to the following underdetermined version of nodal equations for the system: (9) where and are extracted from and such that their rows correspond to the observable buses. In order for this complex-valued equation to be solved by existing sparse recovery algorithms, it is converted into a larger set of real equations as described in [26] and shown in the following: (10) (11) As a result, the following real-valued estimation problem is obtained:
The solution vector will contain two sub-vectors, namely the real and imaginary parts of the equivalent injections.
III. LASSO FORMULATION AND CONDITION FOR UNIQUE SOLUTION
A. Lasso Formulation and Solution Algorithm
The linear equation given by (12) is underdetermined and would normally have infinite solutions. However, it could be proved that when the number of non-zeros in is smaller than half of the number of rows in , its sparsest solution will be unique [27] . The sparsest solution for fault in-between line terminals could only be the one with equivalent bus injections because otherwise any sparser injections would indicate a fault on a bus. Therefore the most straightforward formulation for solving (12) with a sparsity constraint is (13) where the norm of the solution is defined as (14) Since this minimization formulation is non-convex and NP-hard as it involves combinatorial optimization, the authors turn to the formulation of minimization because norm is proved to be a convex relaxation of norm. A popular norm minimization formulation is Lasso (least absolute shrinkage and selection operator) [28] : (15) where the tuning of parameter leads to solutions with different sparsity. One efficient algorithm for solving this formulation is least angle regression and shrinkage (LARS) which iteratively selects a predictor with an equal correlation criterion [29] . The merit of this algorithm is that it is parameter-free and requires little computation time.
B. Measurement Placement for Unique Solution
The dictionary matrix in (15) should satisfy certain conditions in order for (15) to be solvable, and this condition can be used in placing the voltage measurements. Based on the KKT optimality conditions for (15), a sufficient condition for its unique solution is introduced in [30] . Firstly the concept of equicorrelation set is developed as follows: (16) In other words, is the set containing only the non-zero entries of the solution . Then the condition for unique solution will be given by the following theorem:
Lemma 1: For any , and , if , or equivalently , then the Lasso solution is unique. In order to apply this condition for the placement of PMUs, the columns of the dictionary matrix and the variables in are divided into groups where is the total number of lines and group contains the indices of columns in (also the indices of elements in ) corresponding to the terminal buses of the th line. Assuming that the fault occurs at one line at a time, the non-zero entries in the solution vector will appear in only one of the groups. To guarantee that the Lasso problem for each line has a unique solution, the submatrix should have full column rank. Note that if the positive sequence network of a system is to be studied, the submatrix extracted from according to the grouping of will only have two column vectors(or three for teed lines). If the full three phase model is used, the submatrix will contain six column vectors corresponding to the terminal buses in phases A, B, and C. However, even for this case, only two single phase columns need to be compared due to the inherent independence between columns of different phases.
Intuitively speaking, for two normalized column vectors if the entries at the same row are different from each other then it will be sufficient to consider them to be independent of each other. However, the bus impedance matrix is usually ill-conditioned with highly correlated columns, thus the numerical threshold for two entries to be different has to be large enough for reliable performance of Lasso solvers. This is accomplished by assigning of the maximum difference between two columns as the threshold. As an example, for the th line from bus to bus the following operation is performed:
This relationship can be summarized as a binary matrix in which each row is related with each branch and each column with each bus in the system: if otherwise.
Since a given bus voltage can be measured either directly by a PMU installed at the bus or indirectly by a PMU at one of its neighboring buses, similar to the procedure for optimally placing PMUs for state estimation [31] , the ( is the number of buses) bus incidence matrix is defined as if bus is connected with bus otherwise.
In order to obtain a unique solution using the minimum number of PMUs the following binary integer optimization problem will be formulated, where implies an installed PMU at bus , and the non-zero entries in the product represent the buses whose voltages can be obtained based on the chosen PMU placement: (21) (22) The solution of this optimization will yield only partially observable system, unlike the case of PMU-based state estimation which requires full network observability.
IV. OVERLAPPING GROUP LASSO FORMULATION
In addition to the formulation of Lasso optimization, an alternative formulation is also considered, where the structural feature of the solution is taken into account, that is, the non-zero injections in the solution only appear in the terminal buses of a line. Therefore the solution is sparse not only element-wise but also group-wise. Recalling Section III-B where the buses in a system with lines can be grouped by , it is recognized that these groups are overlapping since a bus in transmission system is usually connected to more than one line. Therefore, incorporating the penalty on group sparsity leads to the following formulation [32] : (23) This reformulated problem can be solved by using the "CVX", a software package for specifying and solving convex programs [33] , [34] .
V. INSPECTION OF RESULTS AND SECOND STAGE ESTIMATION
After Lasso or overlapping group Lasso solvers return the solution vector for (15) or (23), the following criteria are used to check the validity of the solution.
1) After thresholding the absolute value of the entires in the solution with a small number , the sparsity of the solution vector belongs to either 2,4,6 or 3,6,9 where the latter case indicates fault on a teed circuit line. 2) The indices of "non-zero" entries in the solution belongs to one of the groups of indices . 3) The ratio between the non-zeros on each bus should satisfy either (4) or (8) . If the solution does not satisfy all the above conditions, then it will be necessary to fix the result based on whatever Lasso or overlapping group Lasso yields. Fortunately when these two solvers fail to give the correct coefficients in the solution, the support of the invalid solutions do contain the indices corresponding to at least one of the faulted line terminals. As a result, several groups of indices from the set overlapping with the support of the invalid solution are to be considered as suspect indices. Then the valid solution can be computed by a second stage unregularized least square estimation which has also been suggested in [29] under the name "LARS-OLS hybrid". In the case of the proposed method, this is done by extracting the columns of the dictionary matrix using the suspected group indices (denoted by ) and solving an overdetermined linear equation via (24): (24) The resulting with the least error will be the final solution. This second stage backup evaluation can be regarded as a reliable protection for the proposed method which might not work well under certain noises.
VI. ROBUST FORMULATION AGAINST SPARSE GROSS ERROR
A. Detail of Extended Formulation
Since chances are individual measurement unit in the system may fail or suffer from corruption, it is considered necessary to investigate the robustness of the proposed method against such gross error. This leads us to an extended Lasso formulation in [35] , which incorporates sparse missing or grossly corrupted measurements into the unknown sparse vector in (15) . Below is the extended version of the underdetermined linear equation (12) , where stands for sparse gross errors added to the correct voltage measurements:
The non-zero entries in correspond to the failed or corrupted measurement units. Since the sparsity of such united may differ with the sparsity of the equivalent injections, a positive variable can be introduced to tune the bound for sparsity of the gross error, as in (26): (26) Using (26), the only difference in the solution routine is the replacement of the original dictionary matrix with the extended matrix . The rest of the solution routine is the same with the original formulation. After obtaining the solution vector, the locations and values of gross errors along with correct equivalent injections can be identified simultaneously.
B. Recursive Solution Routine With Correction of Erroneous Measurement(s)
To achieve better performance using the extended robust formulation, the estimated gross error vector can be recycled to correct the measurements backwards, a corresponding recursive routine is designed as in Fig. 7 . The initially corrupted measurement vector will be updated with the estimated and then used for the next round of Lars routine until no gross error is detected. This approach helps improving the final accuracy of the fault location even though it comes with the increase of computation time which is not so critical since fault location is an offline application and single round of Lars takes little time to run.
VII. SIMULATION RESULTS
To generate an overall picture of the method's capability and performance (accuracy, efficiency, robustness), various tests have been performed from different perspectives. 
A. EMTP-ATP Cases for Verifying Applicability to Unbalanced Network and Various Fault Types
Using the same unbalanced ATP test case as in Section II-C, the applicability of the proposed method to identifying faults of various types on both balanced and unbalanced lines has been validated. For the 10 line sections in the test system (Fig. 4) , all five types of fault (single to three phase, grounded and ungrounded) are simulated and the equivalent injections are estimated using full measurements of all buses because the system is too small to apply the optimized PMU placement. The measurement noise and gross error is not taken into consideration in this case, since in later subsections these will be discussed for larger test cases. The relative error of the estimated distance for all simulated faults are summarized in Table I , where "SLG, DL, DLG, 3L, 3LG" stand for single phase to ground fault, double phase short circuit fault, double phase to ground fault, three phase short circuit fault and three phase to ground fault, respectively. The fault resistance is set to be 0.1 ohm.
From the statistics above it can be seen that the accuracy of the equivalent injection estimation is comparatively better in grounded faults than ungrounded fault. This is only a rough observation because the electromagnetic measurements provided by ATP have to be fitted into phasors, the performance of curve fitting also has effect on the final error. In any case, the proposed method can be regarded as accurate from practical point of view.
B. Wide-Area Cases for Comparing Lasso and Overlapping Group Lasso
In this subsection the performance of the proposed method in wide-area systems which is the primary focus of this work will be addressed using the IEEE 118-bus system from [36] as test system. Even though for large transmission cases only the positive sequence branch data of each line are accessible, they can be considered sufficient since the compatibility of the proposed method to unbalanced full three phase network has already been verified. The PMU placement optimization result indicates that a total of 24 PMUs are needed for the 118-bus system, and these PMUs will provide 96 out of 118 bus voltages. For faults on each of the 170 lines, changes in bus voltages are simulated by injecting a pair of proportional currents at the terminal buses commensurate with the description of equivalent injections in (4). The location results for all 170 lines in noise free condition as well as under different levels of Gaussian measurement noises are collected to generate statistical performance metrics. Both the LARS algorithm for Lasso and the CVX package are employed in Matlab environment using a 2.6-GHz Intel i5 processor.
The performance of the two formulations are compared in terms of four metrics: average computation time, average number of iterations, average error, and number of cases requiring second estimation among all fault cases. Since the software package CVX uses a more general purpose interior-point algorithm other than the LARS algorithm used for Lasso, it is much slower than LARS and the comparison of computation time is only for the sake of completeness. Graphic representation of comparison results are shown in Figs. 8-11 . Comparisons of the number of iterations and solution errors indicate that solving Lasso via LARS is more efficient and accurate than solving via overlapping group Lasso. However, if the number of failed cases which indicates the reliability of the solver is taken into account, overlapping group Lasso outperforms Lasso. It should be noted that for both implementations, their robustness against slightly higher noises as shown in number of 2nd evaluations are not quite satisfactory. This can be attributed to the incompleteness of measurements and high correlation among the columns of bus impedance matrix. Therefore so far the proposed method has to rely on the PMU measurements' accuracy to work well. The robustness of the method against gross errors will be addressed later.
C. Verification of Applicability to Teed Line Faults
To verify the equivalent three terminal injections described in Section II-A2, Bus 71 in the 118-bus system is reduced as a teed point since it is a zero-injection bus with only bus 70, 72, and 73 as its neighbors. Faults are simulated on line section 70-71, 71-72, and 71-73, respectively, and each fault can be located correctly. For instance, for a fault on line 70-71 at a point th of the line distance away from bus 70, the equivalent injections estimated by LARS without using the extended formulation are (27) (28) (29) Therefore, the location of the fault which is th of the total distance from bus 70 to the teed point (bus 71) is accurately estimated.
D. Verifying Robustness Against Gross Error(s)
To evaluate the robustness of the extended robust formulation, the same set of fault cases under Gaussian noises are solved using LARS with one and two failed measurements (output equals zero) respectively and each case is run twice: one with and the other without the recursive routine. Hence there are four records of performance to be compared with that of the gross error free cases. The parameter in (26) is set to be 0.1. In each gross error-corrupted case the error vector can be accurately estimated and used for correcting the measurement in the recursive routine. Fig. 12 demonstrates the comparison of estimation error under different levels of noise. It can be concluded that the effect sparse gross errors have on the accuracy of the location method is within acceptable limits. Applying the recursive routine will help approximate the accuracy towards that of the gross error-free cases.
VIII. CONCLUSIONS
The major contribution of this work is the transformation of fault location problem of both two terminal lines and teed circuit lines into a sparse estimation problem which can be solved efficiently by regularization techniques. Using the condition for unique solution to the Lasso formulation, an optimal PMU placement scheme is designed which results in only partial observability of the system. Besides Lasso, the overlapping group Lasso formulation is also implemented. An extended robust Lasso formulation to tackle sparse gross errors is also applied and equipped with an recursive routine for correcting the discrepant measurements. The general applicability of the proposed method to unbalanced system and teed circuit faults is verified using specific cases. The overall performance of the method under different level of noises, as well as robustness against gross error using the extended formulation, are evaluated using wide-area transmission cases.
When the system size becomes significantly large, an approach to conserve the efficiency of the proposed method is to decompose the system into multiple areas which will require decomposition of the sparse estimation problem into several sub-problems that can be solved in parallel. Future research will address this possibility along with approaches to enhance robustness of regularization techniques against higher noise levels.
