ABSTRACT: A total of 16 data sets on wild and cultivated fishes, crustaceans and molluscs were used to test and compare conventional growth curves (von Bertalanffy, Logistic, Gompertz and Richards) and a new growth model. Statistical properties for estimation of the models were evaluated and compared to determine suitability. The absolute value of the Hougaard measure of skewness of parameter estimates (h) was used as the criterion to evaluate statistical behavior of the models. For conventional curves, the cases where the estimates were severely skewed or contained considerable nonlinearity (h > 0.15) were: von Bertalanffy (93.5%), Logistic (87.5%), Gompertz (85.1%) and Richards (97.6%). Depending on the parameterization used in the new model, 87.5 to 91.6% had negligible skewness (h ≤ 0.1), indicating desirable close-to-linear behavior and better performance than conventional growth curves. The poor statistical properties for estimation of conventional growth curves call for a critical reconsideration of their indiscriminate use to model growth of fishes, crustaceans and molluscs. The new model can be reliably used to analyze growth of organisms under a wide variety of situations and to derive statistical inferences of possible relations of its parameters with ecological or management variables.
INTRODUCTION
Modeling growth of fishes, crustaceans and molluscs has received considerable attention in studies of population dynamics and management of wild and cultivated species. Commonly used curves to study growth, when measured by weight, are the von Bertalanffy, Logistic, Gompertz and Richards. Little emphasis has been placed on the statistical properties of these conventional nonlinear models.
If the parameters of a regression model are all linear, as in the 'straight-line' model or a multiple linear regression model, the least-squares estimators of those parameters are unbiased, normally distributed and achieve the minimum possible variance defined by the so-called 'minimum variance bound'. Such properties are generally agreed to be the most desirable properties that an estimator can possess. However, if the regression model has at least one nonlinear parameter, these properties are not achieved and the leastsquares estimates of all the parameters will be biased, not normally distributed, and may have variances far in excess of the minimum variance bound. In general terms, only when the sample sizes are very large, approaching infinity, can one be certain that the leastsquares estimators will approach these properties. In summary, nonlinear behavior is undesirable because, among other inconveniences, distributions of the estimators of the parameters will not be normally distributed, the estimates and their standards errors will be biased, and this will lead to grossly incorrect inferences (Ratkowsky 1983 (Ratkowsky , 1990 .
Comparisons of growth parameters are useful to determine whether differences in growth of a species occur under different ecological conditions. Comparison of parameters of the von Bertalanffy growth curve, for example, can be accomplished for different data sets. It must be noted, however, that the parameters k and L ∞ of that curve are inversely related, and they must be used jointly when assessing the growth performance of fish (Prein 1993) . A convenient and robust tool for the comparison of growth parameters of different data sets is the growth performance index φ (= log 10 k + 2 log 10 L ∞ ) described by Moreau et al. (1985) .
Other problems relate to poor estimation properties of asymptotic parameters. For example, Urban (2002) compared the von Bertalanffy, Logistic, Gompertz and Richards curves for modeling different developmental stages of the Caribbean pearl oyster Pinctada imbricata under laboratory and natural conditions, observing that the asymptotic length may be under-or overestimated, therefore lacking biological relevance.
In other cases, estimates of growth parameters may be functionally dependent on specific environmental or management variables, such as temperature or stocking density (Pardy et al. 1983 , Sadeh et al. 1986 , Hernandez-Llamas et al. 1993 . In every circumstance, a statistically well-behaved, close-to-linear growth model is highly desirable.
In this study, the most commonly used curves are reconsidered for modeling growth of fishes, crustaceans and molluscs by evaluating the inconveniences derived from their highly nonlinear behavior and concomitant poor statistical properties for estimation. To overcome such inconveniences, statistical behavior of a new model is presented and compared with the conventional growth curves. This new, nonlinear growth curve is based on an alternate parameterization of the von Bertalanffy equation with a desirable close-to-linear behavior that was developed by Schnute & Fournier (1980) and Ratkowsky (1986) . The parameterization used by those authors, however, is restricted to length data for the analysis of asymptotic curves and is not capable of describing sigmoid-shaped growth curves, as is frequently the case when weight data are studied. Similar to other growth curves, our model is intended for general use, so its advantages are tested on a wide variety of species growing under different environmental conditions. We emphasized the desirable statistical properties for estimation of the model as a basic tool for reliably analyzing growth in relation to distinct ecological or management factors. To compare models, data sets of growth of wild and cultivated marine fishes, crustaceans and molluscs were used. Additionally, data of some cultivated freshwater species were also evaluated.
MATERIALS AND METHODS
Conventional models. Three 3-parameter models, von Bertalanffy (Pauly 1984) , Logistic (Tian et al. 1993 , Urban 2002 and Gompertz (Ratkowsky 1990) , and one 4-parameter model, Richards (Ratkowsky 1990) were used for modeling growth.
New model. Ratkowsky (1986) proposed the following close-to-linear model to predict growth by measuring length:
where l i and l ƒ are the initial and final length of the individuals, k relates to the rate at which L t changes from its initial value to its final value, n is the number of data points and m is time modified according to:
where t i and t ƒ are initial and final time. Eq. (1) is a generalization of the parameterization proposed by Schnute & Fournier (1980) , which is only suited for equally-spaced time (age) values, whereas the generalization given for m in Eq. (2) is completely unrestricted. In Eq.
(1), if l i is set equal to 0 and the difference l ƒ -l i is defined as total gain in length (l g ), it is possible to predict net length gain as a function of time (L t ) according to:
The isometric weight-length relationship (Ricker 1979) , on the other hand, enables the prediction of weight (w) as a function of length (l) according to:
where a is an allometric coefficient. The substitution of length in Eq. (4) by net length gain of Eq. (3) allows us to calculate net weight gain (W t ) as:
By using the weight-length relationship, the total weight gain (w g ) can be calculated as:
The substitution of this expression in Eq. (5) results in:
where net weight gain is now a function of total weight gain.
To calculate growth in terms of weight (w t ), rather than net weight gain, a parameter estimating the initial weight of the individuals (w i ) can be added to the expression above, as follows:
An alternative parameterization of the previous expression is:
where total weight gain is replaced by the difference between final weight (w ƒ ) and initial weight (w i ).
Statistical analysis. The conventional models were statistically evaluated and compared with the parameterizations of the new model (Eqs. 8 & 9) . Data sets describing sigmoid-shaped growth curves from 16 marine and freshwater species were used to test the models. The data sets are representative of wild and cultivated fishes, crustaceans and molluscs ( Table 1) .
The absolute value of the Hougaard measure of skewness (h) in the estimators of individual parameters of a nonlinear regression model is a direct measure of undesirable nonlinear behavior (Ratkowsky 1990) . Recently, Haines et al. (2004) reviewed all previously published measures of nonlinearity in nonlinear regression models and developed a new curvature measure based on kurtosis. They showed that kurtosis and skewness are closely linked and that rules of thumb, leading to similar conclusions, could be developed for either measure to assess the extent of nonlinearity in the estimator of any individual parameter. Since the skewness measure (i.e. Hougaard's) is available in SAS, Version 8.1, whereas the new kurtosis measure is not yet available in a standard statistical package, we chose to use the Hougaard measure to assess nonlinearity.
Using h, results were classified for skewness according to the values recommended by Haines et al. (2004) , which are: negligible skewness (h ≤ 0.1), moderate skewness (0.1 < h ≤ 0.15) and severe skewness (h > 0.15). Parameter correlation, residual sum of squares (RSS) and residual variance (RV) were also used as complementary criteria for model performance. Following Ratkowsky (1990) , residual variance was used as a criterion for comparison of models incorporating different numbers of Table 1 . Data sets used to evaluate growth models; n: sample size, t: time period parameters, in this case, the 4-parameter Richards model versus the 3-parameter models. Prior to analysis, weight data were standardized to lie in the range 0 to 1. This facilitated the comparison of RSS and RV, and was accomplished by dividing all values of a data set by the highest observed weight in the data set.
The Gauss-Newton and Levenberg-Marquardt nonlinear regression procedures available in SAS 8.01 (SAS Institute) and STATISTICA 6.0 (StatSoft) were used to conduct the statistical analyses. Parameter estimations were carried out using least squares as the loss function.
RESULTS
Significant results, in terms of regression ANOVA, were obtained in all cases analyzed with the different models (p < 0.05). The growth curves obtained from those regression analyses are presented in Fig. 1 for some of the data sets. All the fitted models were sigmoid-shaped with the exception of the von Bertalanffy, Logistic and Gompertz models for the data set corresponding to red claw crayfish Cherax quadricarinatus (Fig. 1b) . Residual values from the regression analysis showed the same pattern of behavior for all models, i.e. data points having large residuals for one model tended to have large residuals for all other models. The growth curves obtained using Eqs. (8) & (9) are presented in Fig. 2 for all the data sets. Although scarcely discernible, the curve corresponding to blue marlin exhibited an inflection point after 75% of the period.
The h values obtained for the parameters in the models and data sets are presented in Table 2 . The models where the statistical software was unable to compute h values for at least one of the parameters were von Bertalanffy (2 cases), Gompertz (1 case) and Richards (8 cases). Behavior of parameters depended on the model used, rather than on species or group of species. Larger h values were observed for the data set with the smallest sample size (lion paw scallop, n = 4) in all models. In the Richards model, regression analysis was not possible because of the small sample size.
The conventional models showed clear nonlinear behavior. Parameter estimation for the von Bertalanffy curve resulted in 93.5% (43 of 46 estimates) being severely skewed (h > 0.15). The Logistic model had 87.5% (42 of 48 estimates) and the Gompertz model had 85.1% (40 of 47 estimates) within the same category. The Richards model exhibited the worst performance, 97.6% (42 of 43 estimates). For species where complete sets of parameters were computed, asymptotic weight (w ∞ ) was the parameter most frequently appearing with severe skewness, with 100% of its estimates in the von Bertalanffy, Logistic and Gompertz models and all but one of the estimates in the Richards model having h > 0.15.
Eqs. (8) & (9) clearly showed statistical advantages since h values were lower than those observed in the conventional models (Table 2) . Negligible skewness (h ≤ 0.1) was observed in 44 of 48 parameter estimates (91.6%) for Eq. (8) and in 42 of 48 estimates (87.5%) for Eq. (9). Both equations, being alternative parameterizations, exhibited the same h values for the common parameters w i and k (Table 2) . Parameter k showed moderate and severe skewness in 25% of the estimates. Moderate skewness was observed for parameter w ƒ (Eq. 9) in only 12.5% of the estimates. Eq. (8) produced more cases in the negligible skewness category than Eq. (9) because parameter w g showed better estimation properties than w ƒ .
Median and range values of parameter correlation, RSS and RV of the models are presented in Table 3 . The median parameter correlation was smallest for Eqs. (8) & (9), and largest for the Richards curve. For RSS and RV, the smallest median values were obtained with the Richards curve, while the largest value of RSS was observed for Eqs. (8) (9), for all the data sets. A common curve for each species is used for both equations, as they gave the same results. The time period analyzed for each species was standardized (percentage) to facilitate representation. M.p. = mother of pearl, L.p. = Lion paw
DISCUSSION
The conventional growth curves exhibited poor statistical properties for estimation, whereas the parameterizations (Eqs. 8 & 9) of the proposed model presented satisfactory close-to-linear behavior and performed better than the conventional curves. The data sets used in this study corresponded to the growth of several fish, crustacean and molluscs species under a wide variety of situations, thus demonstrating the adaptability of the proposed model. The only situation that produced moderate to severe skewness corresponded to the estimation of k for the lion paw scallop Nodipecten subnodosus, where a very small sample size (n = 4) was available for analyzing growth.
Close-to-linear behavior is highly desirable because it allows nonlinear regression procedures to converge easily and to conduct tests for parameter invariance more reliably. Invariance tests are particularly useful when one determines if the parameter values in a model are significantly different between 2 or more data sets. Ratkowsky (1983) gave examples of this test in agricultural research. Hernandez-Llamas et al. (1995) used parameters in Eq. (1) to test for significant differences in growth response of shrimp cultured in ponds, with varying productivity linked to alternative fertilization programs.
Nonlinear estimation procedures require definition of initial values of the parameters to start the convergence process. Obtaining good initial values may be a difficult 242 Data set von Bertalanffy Logistic Gompertz task. Moreover, regression procedures do not necessarily work in the absence of good initial estimates, which appear to be essential to guarantee convergence (Ratkowsky 1983) . Eqs. (8) & (9) easily converged even when, for example, the initial value (0.1), set by default in STATISTICA, was used for all of the parameters.
Alternatively, values for weight gain, initial weight and final weight obtained from the observed data set can be used as reliable initial values for w g , w i and w ƒ . Several parameters of the conventional growth curves correspond to asymptotes and extrapolations. Defining initial values for these parameters was sometimes difficult and their estimators exhibited high skewness. Using asymptotes and extrapolations was particularly inconvenient when the initial weight values in the data sets were far from zero, as was the case for juvenile red claw crayfish Cherax quadricarinatus (Fig. 2b) . Under such circumstances, the fitted curves, using the von Bertalanffy, Logistic and Gompertz curves, closely approximated a straight line. An extra parameter in the Richards model allowed some approximation to the sigmoid pattern exhibited by the growth data. Eqs. (8) & (9), however, resulted in a better description of the sigmoid nature of the growth curve and lower values of RSS and RV, thus supporting our contention that they are good basic models.
Using parameters that correspond to asymptotes and extrapolations in, for example, the von Bertalanffy curve, has been questioned because they lack biological meaning and frequently yield unrealistic estimates (Roff 1980 , Schnute & Fournier 1980 . As stated earlier, Urban (2002) reported similar problems when modeling different developmental stages of the pearl oyster Pinctada imbricata.
Parameters w g , w i and w ƒ in Eqs. (8) & (9) are socalled 'expected-value' parameters. They fall within the observed range of the data and do not correspond to asymptotes or extrapolations. The advantages of 'expected-value' parameters over asymptotic parameters have been emphasized by Ratkowsky (1990) . In this study, w i and w g had negligible skewness for all 16 species, w ƒ had negligible skewness for 14 species and moderate skewness for 2 species (Eq. 9), whereas the asymptotic weight (w ∞ ) consistently had severe skewness in all data sets for the von Bertalanffy, Logistic and Gompertz curves ( Table 2 ). The poor estimation properties of w ∞ were mainly responsible for the nonlinear behavior of these curves. Ratkowsky (1990) noted that the Richards model presents serious inconveniences because of its intrinsic non-linearity and discouraged its continued use. The results of this study confirm this. Parameters in the Richards model showed higher values of skewness and it was the only one sometimes requiring the use of the Levenberg-Marquardt algorithm, which is more powerful than the Gauss-Newton method, to achieve convergence. The Richards curve was the model where the statistical software most frequently failed to compute h values. It was also the model exhibiting higher correlation values and a major flaw was observed for the data set corresponding to redear sunfish, where correlation values were either 0.0 or 1.0, and had to be excluded for calculation of median and range values in Table 3 .
According to Ratkowsky (1990) , judgment on the performance of a model should preferably be based on RV, rather than RSS, which always tends to decrease as extra parameters are added. The value of RV is dependent on the number of parameters used and may increase as parameters are added, if the reduction in the RSS is not sufficient to compensate for the reduction in the number of residual degrees of freedom. The results in this study indicate that there was no overparameterization in the Richards model, which yielded smaller RSS and RV median values. Eqs. (8) & (9) showed satisfactory statistical performance in terms of parameter correlation and goodness of fit. Both equations had low parameter correlations and yielded satisfactory fits to these data sets.
There are no theoretical or empirical reasons to assume that a model with close-to-linear behavior should necessarily yield smaller or larger parameter correlation, RSS and RV values than a model with nonlinear behavior. Our main objective was to compare the statistical properties for estimation of conventional 
