A robust Learning Model Predictive Controller (LMPC) for uncertain systems performing iterative tasks is presented. At each iteration of the control task the closed-loop state, input and cost are stored and used in the controller design. This paper first illustrates how to construct robust invariant sets and safe control policies exploiting historical data. Then, we propose an iterative LMPC design procedure, where data generated by a robust controller at iteration j are used to design a robust LMPC at the next j + 1 iteration. We show that this procedure allows us to iteratively enlarge the domain of the control policy and it guarantees recursive constraints satisfaction, input to state stability and performance bounds for the certainty equivalent closed-loop system. The use of an adaptive prediction horizon is the key element of the proposed design. The effectiveness of the proposed control scheme is illustrated on a linear system subject to bounded additive disturbance. arXiv:1911.09234v1 [eess.SY] 
I. INTRODUCTION
Exploiting historical data to iteratively improve the performance of Model Predictive Controllers (MPC) has been an active theme of research over the past few decades [1] - [14] .
The key idea is to use the stored state, input and cost data to compute at least one of the following control design elements: i) a model to predict the system trajectory for a given initial state and input sequence, ii) a safe set of states from which the control task can be completed using a known safe policy and iii) a value function, which for a given safe policy, maps each state of the safe set to the closed-loop cost to complete the task.
Policy evaluation strategies used to estimate value functions from historical data are studied in Approximate Dynamic Programming (ADP) and Reinforcement Learning (RL) [15] - [17] . For instance, direct strategies compute the estimate value function which best fits the closed-loop cost data over the stored states. On the other hand, in indirect strategies the estimate value function is computed by iteratively minimizing the temporal difference [18] , [19] . A survey on policy evaluation strategies goes beyond the scope of this paper, we refer the reader to [15] , [16] for a comprehensive review on this topic.
The integration of MPC with system identification strategies used to estimate the prediction model has been extensively studied in the literature [1] - [11] . In adaptive MPC strategies [20] - [27] , set-membership approaches are used to identify the set of possible parameters and/or the domain of the uncertainty which characterize the system's model. Afterwards, robust MPC strategies for additive [28] or parametric [29] , [30] uncertainty are used to guarantee recursive constraint satisfaction. Another strategy to identify the system dynamics is to fit a Gaussian Process (GP) to experimental data [2] - [5] . U. Rosolia GP can be used to identify a nominal model and confidence bounds, which may be used to tighten the constraint set over the planning horizon. This strategy provides high-probability safety guarantees [3] , [5] . The effectiveness of GP-based strategies on experimental platform has been shown in [4] , [5] , where an MPC is used to race a 1/43-scale vehicle and to safely fly a drone. Regression strategies may also be used to identify the system model [6] , [11] . For instance, the authors in [6] used a linear regression strategy to identify both a nominal model and the disturbance domain used for robust MPC design. In [11] , we used local linear regression to identify the system model used by the controller, which was able to drive a 1/10-scale race car at the limit of handling.
Model-based and data-based approaches for computing safe sets have also been proposed in literature [7] , [10] , [31] - [38] . In reachability-based strategies safe sets are computed solving a two players game between the controller and the disturbance [31] - [33] . Furthermore, these strategies provide a control policy, which can be used to guarantee safety by robustly constraining the evolution of the system into the safe set [31] . Viability theory may be used to compute safe sets [34] . The authors in [34] showed how to compute an inner approximation of the viability kernel and demonstrated the effectiveness on a RC-car set-up. In [35] the authors showed how to compute safe sets for uncertain systems exploiting data from a robust controller, afterwards they used the safe set in a linear model predictive safety certification framework. In [7] , [10] the authors computed safe sets and the associated control policy combining stored trajectories with polyhedral and ellipsoidal invariant sets. Another approach is proposed in [36] where the stored trajectories are mirrored to construct invariant sets. Finally, in [37] , [38] we have shown how data from a deterministic system can be trivially used to compute safe sets. However, these strategies cannot be used to compute safe sets for uncertain system.
In this paper we present an iterative robust Learning Model Predictive Control (LMPC) design procedure for uncertain systems. We refer to a control task execution as "iteration" and we systematically update the control policy. At each iteration we exploit historical data and the LMPC policy from the previous iteration to construct robust safe sets and approximations to the value function. We show that for each state in the robust safe set there exists a piece-wise affine control policy which can safely complete the control task. This safe control policy is defined over the robust safe set and it is used in the LMPC design. In particular, the controller plans the system trajectory using either a safe policy or a disturbance feedback policy. We show that the proposed strategy guarantees that: i) state and input constraint are recursively satisfied, ii) the closed-loop system is Input-to-State Stable (ISS) and iii) the performance of the certainty equivalent system is bounded by a function Q j (·) which is non-increasing with the iteration index (i.e. Q j+1 (·) ≤ Q j (·)). Finally, we show that the proposed iterative design procedure can be used to collect data on progressively larger region of the state space.
We underline that extending the nominal LMPC approach [37] , [38] to uncertain systems is not straightforward. In fact, as it will be clear later in this paper, standard shifting MPC arguments for proving recursive robust constraint satisfaction do not apply. In particular, the use of an adaptive prediction horizon is one of the key elements of the proposed control design which is necessary for providing robustness guarantees.
This paper is organized as follows: in Section II we recall some definitions from set theory and the definition of Inputto-State Stability (ISS). Section III describes the challenges of learning safe sets from stored data of uncertain systems. Sections IV describes the problem formulation and design requirements. The strategy proposed to compute safe sets and the robust Q-function is described in Section V. Section VI describes the control design strategy and Section VII illustrates the controller properties. Finally, in Section VIII we show the effectiveness of the proposed controller an a double integrator system subject to bounded additive uncertainty.
II. TECHNICAL BACKGROUND
In this section we recall some definitions from set theory [39, Chapter 10] , which will be used later in this work.
Definition 1 (Positive Invariant Set): A set O ⊆ X is said to be a positive invariant set for the autonomous system x t+1 = Ax t , if
x ∈ O → Ax ∈ O.
Definition 2 (Robust Positive Invariant Set):
A set O ⊆ X is said to be a robust positive invariant set for the uncertain autonomous system
Definition 3 (Robust Control Positive Invariant Set):
A set C ⊆ X is said to be a robust control positive invariant set for the uncertain system
Definition 4 (Robust Successor Set): Given a control policy π(·) and the closed-loop system x t+1 = Ax t + Bπ(x t ) + w t , we denote the robust successor set from the set S as
Given the initial state x t , the robust successor set Succ(x t , W) collects the states that the uncertain autonomous system may reach in one time step.
Definition 5 (N-Step Robust Reachable Set): Given a control policy π(·) and the closed-loop system x t+1 = Ax t + Bπ(x t ) + w t with w t ∈ W for all t ≥ 0, we recursively define the N -step robust reachable set from the set S as R t→t+k+1 (S) = Succ(R t→t+k (S), W), R t→t (S) = S for k = {0, . . . , N −1}. Robust reachable sets are also referred to as forwards reachable sets.
Given a linear time-invariant system, the N -Step robust reachable set R t→t+N (S, W) collects the state which can be reached from the set S in N -steps. Finally, we recall the definition of Input to State Stability (ISS) of a robust invariant set [40] , which extends the more widely known notion of ISS of an equilibrium point [41] - [44] . We use the standard function classes K, K ∞ and KL notation (see [45] ) and we define the distance from a point x ∈ R n to a set O ⊆ R n as
Definition 6: [Input to State Stability (ISS) [40] ] Let O be an robust positive invariant set for the autonomous system x t+1 = Ax t + Bπ(x t ) + w t with w t ∈ W. We say that the closed-
where β(·, ·) is a class-KL function and γ(·) is a class-K function.
III. COMPUTING INVARIANT SETS FROM DATA
In order to motivate our work, this section highlights the challenges associated with the computation of invariant sets from data. First, we recall from [37] , [38] how historical data can be used to compute invariant sets for deterministic systems. Consider the discrete time linear system
where π j (·) is a feedback policy known only along the jth stored trajectoryx j = [x j 0 , . . . ,x j t , . . . ,x j T j ]. Assume that π j (·) is able to execute the desired task safely, meaning that x T j ∈ O. At any iteration i > j and time k ≥ 0, if the system state x i k equals a state x j t which has been visited at the previous jth iteration, then the feedback policy π j (·) will drive the system along the jth trajectory. This obvious fact is a consequence of the system being deterministic. More importantly, as the policy π j (·) brings the system to the invariant set O, the convex hull of visited states and O is a control invariant set. Therefore, invariant sets for deterministic systems can be easily built from data.
In contrast, when dealing with uncertain systems, the set of visited states is not an invariant set. In fact, consider the discrete time uncertain system
where the random disturbance w j t belongs to the set W and the jth stored trajectory is x j = [x j 0 , . . . , x j t , . . . , x j T j ]. Assume that π j (·) is able to execute the desired task safely at iteration j. Notice that the stored trajectory x j is associated with a specific disturbance realization [w j 0 , . . . , w j t , . . .]. For this reason at any iteration i > j and time k ≥ 0, if the system state x i k equals a state x j t that has been visited, applying the feedback policy π j (·) may drive the system to a state neither stored nor safe, due to a potentially different disturbance realization [w i 0 , . . . , w i t , . . .]. In conclusion, the set of visited states cannot be naively exploited to compute invariant sets.
Furthermore, we underline that for uncertain system even if we can compute control invariant sets form data, its use in the MPC policy is not straightforward. This issue will become clear later in this paper. In the following, we first present a strategy to construct robust control invariant sets using stored data from a linear uncertain system. We then use these sets in an iterative robust LMPC schema.
IV. PROBLEM FORMULATION
Consider the uncertain linear time-invariant system,
where x j t ∈ R n and u j t ∈ R d are the state and the input at time t of the jth iteration, and the matrices A and B are known. The disturbances w j t are zero mean independent and identically distributed (i.i.d.) with bounded support W.
Assumption 1: The disturbance's support W is a compact polytope described by l vertices {v 1 w , . . . , v l w } and it contains the origin. Furthermore, system (1) is subject to the following convex constraints on states and inputs
for X and U compact.
A. Control Design Objectives
At each iteration j, our objective is to design a statefeedback policy for the uncertain system (1)
such that at each jth iteration and for all x j 0 ∈ C j ⊆ R n we have that:
1) The certainty equivalent system
with u j t = π(x j t ) converges asymptotically to goal set O, i.e. lim t→∞x j t ∈ O.
2) The closed-loop system x j t+1 = Ax j t + Bπ j (x j t ) + w j t is Input to State Stable (ISS) with respect to the set O (see Section II for the definition of ISS).
3) The closed-loop state and input constraints are robustly satisfied, namely
x j t ∈ X and π j (x j t ) ∈ U, ∀w j t ∈ W, ∀t ≥ 0. 4) The domain C j of policy π j (·) does not shrink with the iteration index, i.e., C j ⊆ C j+1 . 5) The iteration cost of the certainty equivalent system (4), defined as
Property 5) implies that, as more data is collected, the upperbound on the performance of the certainty equivalent closedloop system is non-increasing.
Throughout the paper we make the following assumptions. Assumption 2: The set O ⊂ R n is a robust positive invariant set for the autonomous system
.
Assumption 3:
We assume that the stage cost h(·, ·) is continuous and jointly convex in its arguments. Furthermore, we assume that
In the proposed approach O can be a very small neighborhood of the origin. In fact, the iterative nature of the control design will enlarge the closed-loop domain of attraction at each iteration.
V. LMPC PRELIMINARIES In this section, we show how historical data can be used to build a robust safe set of states from which the control task can be executed. Furthermore, we define the robust Q-function which will be used to bound from above the performance of the proposed control strategy. Finally, for each robust safe set we construct a safe policy which may be used to complete the control task.
A. Robust Safe Set
This section shows how to iteratively construct robust control invariant sets. In particular, we run the closed-loop system at iteration j and we exploit the closed-loop trajectory to construct a robust safe set at the next iteration j + 1.
At iteration j = 1, let
be a robust N -steps policy which is applied in a receding horizon fashion to system (1) and consider the resulting closed-loop system
Furthermore, define the robust convex safe set CS 0 = O at iteration j = 0 and assume that the following assumptions hold. Assumption 4: The closed-loop system (6), starting from the initial condition x 1 0 , reaches the robust convex safe set CS 0 = O in T 1 steps, while robustly satisfying state and input constraints (2) .
Assumption 5: For all t ∈ {0, . . . , T 1 }, the N -steps policy π 1 t (·) in (5) steers the predicted closed-loop system
t to the robust convex safe set CS 0 = O in Nsteps, while robustly satisfying state and input constraints (2) .
Let the vectors
collect states and inputs associated with a simulation of the closed-loop system. We notice that, by linearity of the system, any state in the convex-hull of the closed-loop trajectory in (7) can be robustly steered to O. However, the convex hull of the states in (7) and O is not invariant, as it does not necessarily contain the k-steps robust reachable set R t→t+k (x 1 0 ) from the starting state x 1 0 , as shown in Figure 1 . . We notice that the convex-hull of the stored states and O does not contain the robust reachable sets R t→t+k (x j 0 ) and therefore it is not a robust invariant for the closed-loop system (6) . Now, we notice that robust control invariant sets can be computed using k-steps robust reachable sets R t→t+k (x 1 0 ) from the stored states in (7) . In particular, we notice that the union of the k-steps robust reachable sets R t→t+k (x 1 0 ) for k = 0, . . . , N and the robust convex safe set CS 0 = O is a robust control invariant. Therefore, we define the robust convex safe set at iteration j = 1 as the convex hull of the N × T j robust reachable sets and the robust convex safe set CS 0 at iteration 0,
The above robust convex safe set at iteration j = 1 is shown in Figure 2 . The above process is repeated at iteration j starting from data collected at iteration j −1. Clearly, Assumptions 4-5 must hold when CS 0 is replaced with CS j−1 and iteration 1 with j. More formally, given the N -steps policy
and the closed-loop system we assume that the following holds. Assumption 6: The closed-loop system (10), starting from the initial condition x j 0 , reaches the robust convex safe set CS j−1 in T j steps, while robustly satisfying state and input constraints (2) . Furthermore, for all t ∈ {0, . . . , T j }, the N -steps policy π j t from (9) steers the predicted closed-loop system
from the state x j t to the robust convex safe set CS j in N -steps, while robustly satisfying state and input constraints (2) .
Later in Section VI we will show how to synthesize a control polity π j t which satisfies Assumption 6. At iteration j, we exploits CS j−1 to iteratively define the convex safe set:
Details on the computation and storage of the convex safe set are provided next.
B. Robust Convex Safe Set: Vertex Representation
Recall from Assumption (2) that l denoted the number of vertices of the disturbance support. Now, we define the l k vertices of the k-step robust reachable set R t→t+k (
The vertices of the robust reachable sets R t→t+k (x i t ) for all the k ∈ {0, . . . , N -1}, i ∈ {0, . . . , j} and t ∈ {0, . . . , T j } are collected by the following matrix
where at jth iteration v j,i t+k|t represents the ith vertex of the robust reachable sets R t→t+k (x j t ). In the above recursive definition, we set
. . , m} are the vertices of O from Assumption 2.
Finally, as the columns of the matrix X j in (13) collect all vertices of the robust reachable sets R t→t+k (x j t ), the robust convex safe set CS j from (11) can be written as
where 1 is a vector of ones.
Remark 2: Notice that the approach in this paper is based on a commonly used "vertex enumeration approach". Its worst case complexity is exponential in the horizon N of the feedback policy (9) , although independent on the length of the task duration T j . We underline that this paper focuses on the fundamental properties of the controller design. Computationally tractability can be obtained as in any MPC scheme by using a different disturbance model or feedback parametrization.
Remark 3:
We underline that the robust safe set in (11) may be constructed using just one predicted policy, i.e. setting T j = 0. In this case, the proprieties of the proposed design still hold, and the computational complexity of constructing the convex safe set is reduced. Clearly, this approximation will likely shrink the domain of the proposed control policy.
C. Robust Q-Function
The robust Q-function approximates the cost-to-go over the robust convex safe set and it is constructed iteratively as explained next. At iteration j we assume that we are given the robust Q-function Q j−1 (·) which maps each state x ∈ CS j−1 to the closed-loop cost, and we show how to construct a robust Q-function at the next iteration j. This recursion is initialized at iteration 0 setting the robust Q-function Q 0 (·) = 0 and the robust convex safe set CS 0 = O.
While in the nominal case from [37] the vertices of the convex safe set are a subset of the stored trajectory, the convex safe set from (11) may introduce additional vertices representing the worst case predicted realizations. For this reason, a cost-to-go associated with such predicted worst case realizations should be defined. In the following we defined the cost-to-go J j t|t associated with the stored states x j t|t = x j t and predicted cost-to-go J j k|t associated with the predicted state x j k|t at time k. In particular, after completion of the iteration j for t ∈ {0, . . . , T j }, k ∈ {0, . . . , N − 1} and i ∈ {1, . . . , l k−1 }, we compute the cost-to-go for the vertices v j,i k|t of CS j from X j in (13) as
where l k+1 is the number of vertices k + 1-steps robust reachable set R t→t+k+1 (x j t ). In the above recursion we set
Basically, the cost-to-go J j k|t (v j,i k|t ) at time k is computed summing up the running cost and the interpolated cost-to-go at the next predicted time k + 1.
Given Q j−1 (·), the cost-to-go J i k|t (·) is computed for all i ∈ {0, . . . , j}, t ∈ {0, . . . , T j } and k ∈ {0, . . . , N -1}. Then, these cost values are collected in the following vector
where J 0 = [0, . . . , 0] represents the cost-to-go associated with the vertices of O. Finally, we define the Q-function at iteration j which interpolates the cost-to-go over the robust safe set,
where for the matrix X j composed of col(X j ) columns
collects the vectors λ j which can be used to express x as a convex combination of the columns of X j .
D. Set of Safe Policies
At this point we have shown how to compute a robust control invariant set and cost-to-go based on data collected at previous iterations. The last missing element needed for an MPC design is the feedback controller associated to the terminal set.
Here we show how to construct a set of safe policies SP j , which may be used to robustly constraint the evolution of system (1) into CS j , while satisfying state and input constraints (2) . We begin by presenting an implicit parametrization of the set of policies SP j which is amenable for optimization and it can be used to design a predictive controller that guarantees recursive constraint satisfaction. Afterwards, we define a safe policy κ j, * (·) ∈ SP j , which is able to complete the task from any state into the robust convex safe set CS j .
First, we define the matrix U j collecting the inputs associated with the data stored in (13) ,
where the policies π j k|t are defined in (5) . Now, we notice that by linearity of system (1), if a state x ∈ CS j is expressed as a convex combination of the stored states x = X j λ j , then the input u = U j λ j ∈ U will keep the evolution of the system in CS j for all disturbance realizations. More formally, given the set Λ j (·) defined in (18), we have that ∀x ∈ CS j ⊆ X , ∀λ j ∈ Λ j (x)
Therefore, the set of feedback policies κ j (·) :
guarantees that ∀κ j (·) ∈ SP j the robust convex safe set CS j is a robust positive invariant set for the closed-loop system x t+1 = Ax t + Bκ j (x t ) + w t . This statement is formalized by the following Proposition 1.
Proposition 1: Let Assumptions 1-3 hold. Then, for all control policy κ j (·) ∈ SP j and ∀x ∈ CS j we have that Ax + Bκ j (x) + w ∈ CS j ⊆ X ∀w ∈ W and κ j (x) ∈ U.
Proof 1: The proof can be found in the Appendix. Finally, we define the safe policy κ j, * (x) = U j λ j, * (x)
where λ j, * (x) is the minimizer in (17) . Basically, the above safe policy evaluated at x is given by the convex combination of stored inputs, for the multipliers λ j, * (x) which define the robust Q-function at x. In the following propositions, we show that the Q-function is a Lyapunov function for the certainty equivalent closed-loop system (4) and (21) . Furthermore, we show that the policy (21) in closed-loop with system (1) guarantees Input-to-State Stability (ISS). Proposition 2: Let Assumptions 1-3 hold. Consider the Qfunction Q j (·) in (17), we have that for all x ∈ CS j Q j (x) ≥ h(x, κ j, * (x)) + Q j (Ax + Bκ j, * (x))
where κ j, * (·) is the safe policy defined in (21) . Proof 2: The proof can be found in the Appendix. Proposition 3: Consider the system (1) in closed-loop with the safe policy (21) . Let Assumptions 1-3 hold and assume that x 0 ∈ CS j , then the closed-loop system (1) and (21) is Input to State Stable for the robust positive invariant set O.
Proof 3: The proof can be found in the Appendix.
VI. LEARNING MODEL PREDICTIVE CONTROL
This section introduces the iterative control design procedure. At the end of iteration j−1, we collect a data set of costs, inputs and states which are used to construct the robust convex safe set and robust Q-function at iteration j − 1, as described in the Section V. Finally, we exploit these quantities to design a robust Learning Model Predictive Controller (LMPC) for the jth iteration. The LMPC policy is able to safely execute the control task and it can be used to collect new closed-loop data to design the controller at the next iteration j + 1.
A. Policy Synthesis
In this section, we introduce the LMPC policy. For more details on the control design choices we refer to the discussion in Section VI-B and to the properties description in Section VII.
We define the following optimal control problem for the state x j t ∈ R n and the parameter N j t ∈ R,
x j k|t ∈ X , u j k|t (x j k|t ) ∈ U, (23e)
. Equations (23j)-(23k) and the parameter N j t describe the control policy which defines the evolution of the predicted nominal and uncertain trajectories in (23b)-(23c). In particular, for the first N j t predicted time steps the control policy u j k|t (·) equals the disturbance feedback policy (23g), and for the last N − N j t predicted steps u j k|t (·) equals the safe feedback policy (23h)-(23i). Equations (23d)-(23e) represent input and state constraints which must be satisfied robustly for all disturbance realizations. Finally, the terminal constraint (23f) robustly forces x t+N |t into the robust control invariant set CS j−1 .
The finite time optimal control problem (23) is used to define the LMPC algorithm described in Algorithm 1. Given the measured state x j t , Algorithm 1 solves N + 1 instances of Problem (23) and it returns the control policy u j, * t (·) = [u j, * t|t (·), . . . , u j, * t+N −1|t (·)] and the LMPC cost J LMPC,j t→t+N (x j t ). Then, we apply to system (1)
Algorithm 1 is resolved at time t + 1, based on the new state x t+1|t+1 = x j t+1 , yielding a moving or receding horizon control strategy.
B. Design Choices
In standard robust MPC at each time step we a solve an optimal control problem over a fixed space of feedback policies. On the other hand, in Problem (23) the space of feedback policies changes as a function of the predicted time step k. Indeed, the predicted trajectory is computed using a disturbance feedback policy for k ≤ N j t and a safe feedback policy (23h)-(23i) for k > N j t . In the following we discuss why this strategy allows us to guarantee recursive constraint satisfaction.
Recall that in predictive control recursive constraint satisfaction is ensured using a terminal constraint set. In particular, the terminal constraint set should be (robust) control invariant, for a feedback policy that can be used by the (robust) MPC to forecast the evolution of the system [39] . Notice that a disturbance feedback policy (or equivalently an affine state feedback policy [42] ) may not be able to robustly constraint the evolution of the system into the terminal constraint set CS j . For this reason, in Problem (23) we used a time-varying feedback policy, which is defined by the parameter N j t , and in Algorithm 1 we solved Problem (23) for different values of N j t . This strategy guarantees that the safe policy can be used to robustly constraint the evolution of the predicted system into the robust safe set CS j , and it is used in Theorem 1 to show that the LMPC (23) and (24) guarantees recursive feasibility.
Finally, we comment on the computational tractability of the proposed strategy. As already mentioned, Algorithm 1 solves N + 1 instances of Problem (23) to forecast the evolution of the system using either the disturbance feedback policy or the safe policy from Section V-D. We underline that these N + 1 optimal control problems are independent and can be solved in parallel. Therefore, when parallel computing is available, the online computational complexity of the proposed strategy is independent on the controller horizon.
VII. PROPERTIES
This section shows that the LMPC policy (24) satisfies our design requirements from Section IV-A.
A. Recursive Feasibility
We show that if Problem (23) is feasible at time t = 0 for some N j 0 ∈ {0, . . . , N }, then the LMPC policy (24) guarantees that state and input constraints are recursively satisfied. More precisely, we show that if
25) collects the states from which Problem (23) is feasible for some N j 0 ∈ {0, . . . , N }, then Problem (23) is feasible for all time t ≥ 1 for some N j t ∈ {0, . . . , N }. Theorem 1: Consider the closed-loop system (1) and (24) . Let Assumptions 1-3 hold and x j 0 ∈ C j . Then, for all time t ≥ 0 the Problem (23) is feasible for some N j t ∈ {0, . . . , N }, and the closed-loop system (1) and (24) satisfies state and input constraints.
Proof 4: Assume that at time t Problem (23) is feasible for some N j t ∈ {0, . . . , N }. At the next time t + 1, by Proposition 1 we that, for κ j−1, * (·) ∈ SP j−1 , the following candidate policy [u j, * t+1|t (·), . . . , u j, * t+N −1|t (·), κ j−1, * (·)]
is feasible for the Problem (23) for some N j t+1 ∈ {0, . . . , N }. By assumption we have that the Problem (23) is feasible at time t = 0 for some N j 0 ∈ {0, . . . , N }. Furthermore, we have shown that if Problem (23) is feasible for some N j t ∈ {0, . . . , N } at time t, then Problem (23) is feasible for some N j t+1 ∈ {0, . . . , N } at t + 1. Therefore by induction we conclude that for all time t ≥ 0 Problem (23) is feasible for some N j t ∈ {0, . . . , N } and the closed-loop system (1) and (24) satisfies state and input constraints (2) .
B. Input to State Stability (ISS)
In this section, we show that the closed-loop system (1) and (24) is ISS with respect to O. We recall that in standard MPC strategies the finite time optimal control problem can be reformulated as a parametric Quadratic Program (QP). This fact is used in [42] to show smoothness of the value function and then to prove ISS. In the proposed approach, the value function from Algorithm 1 J LMPC,j t→t+N (x t ) = min N j t ∈{0,...,N } C LMPC,j t→t+N (x j t , N j t ) is not given by the solution to a parametric QP. Therefore, smoothness cannot be guaranteed, and the standard technique from [42] cannot be used to prove ISS. Instead, we introduce the standard definition of dissipative-form ISS-Lyapunov function for the robust invariant set O [40] , [44] and we show that the cost of the LMPC J LMPC,j t→t+N (x t ) is a ISS-Lyapunov function.
Definition 7: A dissipative-form ISS-Lyapunov function for the closed-loop system (1) and (24) and the invariant set O is a function V : R n → R ≥0 such that there exists α 1 , α 2 , α ∈ K ∞ and σ ∈ K so that for all x ∈ R n and w ∈ R m ,
Notice that, as in [44] , no assumptions on the continuity of V (·) are required. However (27a) implies that V (·) is continuous on the boundary of O. The above definition can be used to show that the closed-loop system (1) and (24) is ISS with respect to the set invariant set O, as described by the following proposition.
Proposition 4: The following statements are equivalent:
• The closed-loop system (1) and (24) is ISS with respect to the robust invariant set O. • There exists a dissipative-form ISS-Lyapunov function V (·).
Proof 5: The proof follows from [44, Theorem 2.3] substituting |x| with |x| O . Note that we can replace |x| with |x| O as by (27a) we have that V (x) = 0 iff |x| O = 0.
Proposition 5: Let Assumptions 1-3 hold and x j t ∈ C j . We define closed-loop system dynamics
where u j, * t|t (·) is the optimal policy from Algorithm 1. Then there exists L > 0 such that
∀t ≥ 0, ∀w j t ∈ W and α ∈ K ∞ . Proof 6: The proof can be found in the Appendix. The above propositions allow us to prove that the closedloop system (1) and (24) is ISS with respect to O.
Theorem 2: Consider the closed-loop system system (1) and (24) . Let Assumptions 1-3 hold and assume that x 0 ∈ C j , then the closed-loop system (1) and (24) is Input to State Stable (ISS) for the robust positive invariant set O.
Proof 7: First we show that the set O is robust positive invariant for the closed-loop system (1) and (24) . Assume that at time t of iteration j the state x j t ∈ O and recall that the disturbance feedback policy (23g) is equivalent to state feedback policy [42] , then we have that the candidate policy is feasible at t of the jth iteration for N j t = N . Now we notice that the cost associated with the above feasible policy is zero. Therefore, we have that u j t = u j, * t|t (x j t ) = −Kx j t , which together with Assumption 2 implies that closed-loop system x j t+1 = Ax j t + Bu j, * t|t (x j t ) + w j t ∈ O, ∀w j t ∈ W and that O is robust positive invariant for the closed-loop system (1) and (24) .
We notice that the LMPC cost from Algorithm 1 is timeinvariant and we replace J LMPC,j t→t+N (·) with J LMPC,j 0→N (·). Furthermore, Assumption 3 and (23a) imply the existence of
Finally, from Proposition 5, we have that ∀x t ∈ C j
and therefore J LMPC,j 0→N (·) is a ISS-Lyapunov function and the closed-loop system (1) and (24) is Input to State Stable for the robust positive invariant set O.
C. Performance Bound
Finally, we show that whenever x j 0 ∈ CS j−1 the robust Qfunction at iteration j − 1 can be used to upper-bound the performance of the certainty equivalent system at the next jth iteration.
Theorem 3: Consider the certainty equivalent system (4) in closed-loop with the LMPC (23) and (24) . Let Assumptions 1-3 hold and x j 0 ∈ CS j−1 ⊆ C j , then we have that the iteration cost of the certainty equivalent closed-loop system (4) and (24) is upper-bounded by the Q-function constructed at the previous iteration,
where u j, * t|t (·) given by Algorithm 1. Proof 8: By Proposition 2 we have that
where the last inequality hold by the feasibility of safe policy from Section V-D for x j 0 ∈ CS j−1 ⊆ C j . Now consider the LMPC cost at time t, by Proposition 2 we have that which implies that the LMPC cost is decreasing over the closed-loop trajectory of the certainty equivalent closed-loop system,
. By Theorem 2 and Definition 6 we have that the certainty equivalent system asymptotically converges to O. Therefore, using the above equation recursively and the convergence of the certainty equivalent system to O, we have that
h(x j 0 , u j 0 ).
Finally, from the above expression and equation (30) we have that
VIII. SIMULATION RESULTS
We test the proposed controller on a system subject to bounded additive uncertainty. First, we show that the proposed strategy is able to improve the performance of a system executing an iterative task. Afterwards, we show that the proposed LMPC can be used to iteratively construct a robust convex safe set CS j , which is defined over progressively larger regions of the state space. Finally, we show that the data collected by the LMPC can be exploited to construct the safe policy κ j, * from Section V-D. In particular, we show that this safe policy κ j, * robustly steers the uncertain system from any state into the robust safe set CS j to the goal set O.
We consider the following double integrator system
where w t ∈ {w ∈ R 2 : ||w|| ∞ ≤ 0.1}, subject to the following constraints x t ∈ X = {x ∈ R 2 : ||x|| ∞ ≤ 10} and u t ∈ U = {u ∈ R : ||u|| ∞ ≤ 1} for all time instant t ≥ 0. Furthermore, we define the running cost h(x, u) = 10|x| O + |u| KO , which satisfies Assumption (3).
A. Iterative Task
We use the LMPC (23) and (24) to iteratively regulate the system from x 0 = [5.656; 0] to the robust invariant set O. We use a robust MPC to perform the 0th iteration and to construct the robust safe set CS 0 and the robust Q-function Q 0 (·), which are used to initialize the LMPC with N = 3.
We perform 4 iterations of the control task for the certainty equivalent system. At each jth iteration, we store the LMPC predicted policy and the closed-loop data in order to construct the robust safe set CS j and the robust Q-function Q j (·). Table I shows that the closed-loop cost of the certainty equivalent system decreases, until it converges to a steady state value after 4 iterations.
Finally, in Figure 3 we compare the robust safe set and the robust Q-function at the first and last iteration. First, we notice that the robust safe set, which represents the domain of the Q-function, is enlarged. Furthermore, we confirm that Q j (·) is non-increasing (i.e. Q 1 (x) ≤ Q 5 (x), ∀x ∈ CS 5 ) and therefore it guarantees better bounds on the performance of certainty equivalent closed-loop system (4) and (24) , as shown in Theorem 3.
B. Domain Enlargement
We show that the domain of the LMPC policy may be iteratively enlarged. At each iteration, we simulate the uncertain closed-loop system (1) and (24) and we store both the closedloop data and the predicted LMPC policy from Algorithm 1. These stored data are used to construct the robust safe set CS j and robust Q-function as described in Section V.
Notice that by definition (11) CS j ⊆ CS j+1 therefore the set of states which can be steered to O by the LMPC (23) and (24) does not shrink (i.e. C j ⊆ C j+1 ). At each jth iteration, we compute the initial condition x j 0 as the furthest point along the positive or negative x-axis from which the LMPC is feasible. More formally, at each the jth iteration the initial state x j 0 is determined solving the following convex optimization problem
where the row vectors a j = [(−1) j , 0] ∈ R 2 , b = [0, 1] ∈ R 2 and C j is defined in (25) . Figure 5 shows that the robust convex safe set CS j grows at each iteration until it converges to a set which saturates the state constraints. We underline that the closed-loop data used to enlarge CS j are generated by the LMPC, which steers the system to regions of the state space associated with low cost Fig. 4 . Evolution of the robust Q-function Q j through the iterations. Notice that Q j (·) (in blue) is lower-bounded by Q j+1 (·) (in red) for all i ∈ {3, 5, 7, 11}, until convergence is reached and Q 11 (·) = Q 12 (·). values. In other words, the growth of the robust safe set is cost-driven. More importantly, the iterative enlargement of the CS j is performed safely. Indeed, the LMPC guarantees robust state and input constraints satisfaction at each iteration. Figure 4 shows the growth of the Q-function Q j (·), which is non-increasing through the iterations. It is important to underline that Q j (·) is piece-wise affine as it is the solution to a parametric LP [39] . Furthermore, we notice that Q j (·), which upper-bounds the closed-loop cost of the disturbancefee system, resembles a quadratic function. This result makes sense as the optimal value function for this problem is piecewise quadratic [39] . Finally, Figure 6 shows 100 Monte Carlo simulations of the closed-loop system for the 12th iteration. We notice that the closed-loop trajectories satisfy state constraints and converge to the goal set O, regardless of the disturbance realization.
C. Exploiting the safe policy
Finally, we use the stored data from the previous Section V-D to construct the safe policy (21) . We tested this policy for 1000 Monte Carlo simulations, where we randomly sampled the initial condition x 0 from the robust convex safe set CS 12 . We confirm that, for all initial conditions x 0 ∈ CS 12 and disturbance realization, the safe policy (21) steered the system to the goal set O, as shown in Figure 7 .
Finally, we compare the performance of the uncertain system (1) in closed-loop with the safe policy (21) and the LMPC (23) and (24) . In particular, we simulated both the closed-loop system (1) and (21) and the closed-loop system (1) Fig. 6 . Closed-loop trajectories for different disturbance realizations. and (24) for the same random initial condition x 0 ∈ CS 12 and disturbance realization. As reported in Table II , on average it takes ∼ 5ms to evaluate the safe policy (21) and ∼ 4.6s to evaluate the LMPC policy (24) . This result is expected as the safe policy (21) is evaluated solving a LP and the LMPC policy (24) solving N + 1 = 4 QPs. On the other hand, it is interesting to notice that the closed-loop cost associated with safe policy (21) is on average ∼ 3% higher than the cost associated with the LMPC policy (24), as shown in Table II . This result suggests that, in applications where the computational power is not always available, one can first use the proposed LMPC to iteratively construct a large robust convex safe set CS j and robust Q-function Q j . Afterwards, these quantities can be exploited to synthesize a safe control policy, which at the cost of slickly worse performance is able reduce the computational burden. 
IX. CONCLUSIONS
In this work we proposed a robust Learning Model Predictive Controller (LMPC) for linear systems subject to bounded additive uncertainty. At each execution of the control task, we store both the state-input pair and the optimal predicted policy of the LMPC. First, we show how the stored data can be combined with the optimal policy from the LMPC to compute a safe set and a value function. Afterwards, we construct a safe policy which may be used to complete the task from any state in the safe set. Finally, the safe set, the value function and the safe policy are used in the control design, which guarantees input to state stability, robust constraint satisfaction and performance improvement. The effectiveness of the proposed LMPC is tested on a numerical example.
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XI. APPENDIX

A. Proof of Proposition 1
Proof 9: The proof follows from linearity of system (1) and convexity of the constraint set (2) . By Assumption 5 we have that for all v i t (x j t ) collected in the columns of the matrix X j in (13) Av i t (x j t ) + Bπ j k|t (v i t (x j t )) + w ∈ CS j ⊆ X , ∀w ∈ W.
The above equation implies that ∀x ∈ CS j and ∀λ j ∈ Λ(x)
AX j λ j + BU j λ j + w ∈ CS j , ∀w ∈ W.
By definition ∀λ j ∈ Λ(x) and κ j (·) ∈ SP j , we have that x = X j λ j and κ j (x) = U j λ j . Consequently, from the above equation we have that ∀x ∈ CS j and κ j (·) ∈ SP j Ax + Bκ j (x) + w ∈ CS j , ∀w ∈ W.
B. Proof of Proposition 2
Proof 10: Recall that we initialized CS 0 = O and Q 0 (x) = 0 ∀x ∈ CS 0 , then we trivially have that Q 0 (x) ≥ h(x, κ 0, * (x)) + Q 0 (Ax + Bκ 0, * (x)), ∀x ∈ CS 0 . Now, we show that ∀j ≥ 1 and ∀x ∈ CS j−1 Q j (x) ≥ h(x, κ j, * (x)) + Q j (Ax + Bκ j, * (x)).
Let x ∈ CS j then we have Q j (x) = (J j ) λ * ,j .
Now notice that by definitions (15)-(16) each element of J j can be written as
Convexity of h(·, ·), Q j (·) and Equation (32) imply that
≥ h X j λ j, * , U j λ j, * + Q j (X jλj, * ), (33) for someλ j, * such that
The above equation implies that Q j (x) ≥ h X j λ j, * , U j λ j, * + Q j (X jλj, * ) ≥ h(X j λ j, * , U j λ j, * ) + Q j (AX j λ j, * + BU j λ j, * )
Finally, we notice that by definition (21) κ j, * (x) = U j λ j, * , therefore the above equation can be rewritten as
