We consider a set of probability measures on a finite event space Ω. The mutual affinity is introduced in terms of the spectrum of the associated Gram matrix. We show that, for randomly chosen measures, the empirical eigenvalue distribution of the Gram matrix converges to a fixed distribution in the limit where the number of measures, together with the cardinality of Ω, goes to infinity.
Introduction
Given two probability measures, there are several ways to define their distance. This is, e.g., important in problems where a sequence of measures converges and the nature of this convergence has to be dealt with in a quantitative way. Common examples are the relative entropy and the total variation distance.
Here we shall focus on the Hellinger distance. As we shall only consider finite event spaces, say #Ω = N with N ∈ N 0 , probability measures µ on Ω are N-tuples (µ 1 , µ 2 , . . . , µ N ) which satisfy µ α ≥ 0 and α µ α = 1. The Hellinger distance is:
sometimes, the factor 1 2 is left out. The Hellinger distance is a real number between 0 and 1. A related notion is the affinity between two probability measures, defined as Given several measures µ i , i = 1, . . . , K, one can ask for a generalisation of the notion of affinity. The problem is to find a way of measuring how many of those measures are close to each other. Here we propose to use the concept of Gram matrix G := A(µ i , µ j ) i,j=1,... ,K .
G is positive semi-definite and its spectrum is independent of the order of the µ i 's.
A lot of information about the mutual affinities of the probability measures is encoded in the spectrum of G. To appreciate this fact, let us for a moment consider degenerate probability measures. The affinity between any two of these can only be one or zero. In the case all K probability measures are equal, all entries of G are equal to 1 and, therefore, its eigenvalues are K and 0 with respective multiplicities 1 and K − 1. The other extreme situation is K different degenerate probability measures, in which case G is the Kdimensional identity matrix with eigenvalue 1 occurring K times. For an arbitrary set of degenerate measures, i.e. for a set of symbols in Ω, the spectrum of G determines the relative frequencies of the different symbols appearing in the set.
Of course, allowing general probability measures, any positive number can be an eigenvalue of G, but the general picture remains and can be described as follows. An eigenvalue distribution which puts a lot of weight on eigenvalues close to zero indicates that a large group of probability measures are close to each other (have large mutual affinities). If, on the other hand, a sizeable portion of the eigenvalues occur relatively far away from zero, the probability measures have in general low mutual affinities.
Here we shall study the Gram matrix for independently and randomly chosen probability measures with respect to the uniform distribution on the simplex Λ N = {µ = (µ 1 , . . . , µ N ) | α µ α = 1 and µ α ≥ 0}. The Gram matrix and its spectrum are now random objects. We want to study these objects when both the number of measures and the cardinality of the event space become large. More specifically, we study the spectrum of the random Gram matrix in the limit N = #Ω → ∞, the number of measures K(N) → ∞ and K(N)/N → τ where τ is a given positive number. We shall explicitly calculate the limiting expectation value of the empirical eigenvalue distribution
where λ 1 , . . . , λ K are the (random) eigenvalues of the Gram matrix. We shall, moreover, prove that the convergence occurs with probability 1.
The setting of this problem is similar to that of the Wishart matrices: let A be a real random N × K matrix with N(0, 1) i.i.d. entries, let K = τ N for τ ≥ 0 and consider the limit N → ∞. It is known that the empirical eigenvalue distribution of the random matrix A * A/K converges to the distribution
This distribution is known as the Marchenko-Pastur distribution [5] and we shall obtain it in Theorem 1. In [1] , the same distribution arose in the context of Gram matrices associated to random vectors.
The paper consists of two more parts. In Section 2, we discuss some general features of the spectrum of the random Gram matrices and calculate the limiting expectation of the empirical eigenvalue distribution using the Stieltjes transform. The main theorem in this section is Theorem 1. In Section 3, we prove that the convergence of the empirical eigenvalue distribution occurs almost surely. This is the contents of Theorem 2.
Convergence in expectation
Denote by Λ N the simplex {µ = (µ 1 , . . . , µ N ) ∈ R N | µ α ≥ 0 and N α=1 µ α = 1}. It is the space of probability measures on an event space Ω with N elements. On this space, a uniform measure σ can be put in the sense that
for every integrable function f on Λ N supported in AΛ N and for every invertible stochastic matrix A. (A is stochastic if A αβ ≥ 0 and β A αβ = 1). This uniform measure is just the Lebesgue measure on Λ N . We can also obtain this measure in terms of the larger space (R + ) N of which Λ N is a subset. If we choose N independent random variables x i , all distributed according to the exponential distribution with some fixed mean, then µ := (x 1 , . . . , x N )/(x 1 + · · · + x N ) is uniformly distributed on Λ N , a fact which is, e.g., proven in [7] . Now we choose K measures µ j ∈ Λ N , independently and uniformly distributed, and associate with them the Gram matrix G:
We shall study the spectrum of G in the limit K, N → ∞, keeping the ratio K/N =: τ fixed. The Gram matrix is of course a random object but its spectrum has typical properties. The first characteristic of the spectrum is the presence of one eigenvalue much larger than the others. This eigenvalue is the norm of G as G is positive definite and it grows, as we shall show, linearly with N. The remaining eigenvalues are typically concentrated on an interval close to zero. In fact we prove:
The empirical eigenvalue distribution ρ K (x) converges weakly in expectation to the Marchenko-Pastur distribution (1) scaled with the factor
We first prove some lemmas and comment on the (expectation of the) norm of the random Gram matrix. First, we need expectations of arbitrary moments of the components of random probability measures.
Lemma 1 Let µ = (µ 1 , . . . , µ N ) be a uniformly random probability measure from Λ N and let α 1 , . . . , α N ≥ 0; then
Proof: Using the representation of the uniform measure on Λ N in terms of the exponential distribution with mean 1, we write the expectation as
The change of coordinates
Integrating with respect to y N yields
After this step, the successive calculation of the integrals over y N −1 , . . . , y 1 can be completed using
with B the Beta Function.
As a first application of this lemma, we compute the expectation of a single entry in the Gram matrix
This means that in the N → ∞ limit, every matrix element has a non-zero mean and, therefore, the norm of the Gram matrix will grow linearly with N; see e.g. [8] . It turns out that an expression for E ( G ) can be given in terms of the R-transform, a basic notion from free probability; see [9, 4] . To state the result, we need some terminology.
In non-commutative probability, a random variable is an element from a unital algebra and expectation values are given by unital linear functionals Φ on this algebra. The moments of the random variable A are m n := Φ(A n ) with n ∈ N. Another sequence of numbers associated with a random variable are its free cumulants (k n ) n∈N . These are defined in terms of non-crossing partitions. A partition π = {V 1 , . . . , V s } of the set {1, . . . , n} is called crossing when there exist numbers 1 ≤ p 1 < q 1 < p 2 < q 2 ≤ n and 1 ≤ i < j ≤ s for which p 1 , p 2 ∈ V i and q 1 , q 2 ∈ V j . A partition in which no crossing occurs is called non-crossing. Denote by NC(n) the set of all non-crossing partitions on {1, . . . , n}. The free cumulants are defined recursively by the equations
For n = 1, 2, 3 the free cumulants are equal to the usual cumulants of probability theory, where no restriction on the partitions occurs. Only starting from k 4 , there is a difference due to the fact that at least 4 different indices are needed to have a crossing. E.g., for a centred A, which means that Φ(A) = 0, we find
2 for the usual fourth cumulant, while
The relation between the (k n ) n and (m n ) n can be formulated elegantly using formal power series. The first one is the Cauchy transform
and the second the R-transform
The relation between these two transforms is then given by Voiculescu's formula
Lemma 2 Let ϕ be a normalised vector in a Hilbert space H, let X be a bounded, linear, self-adjoint operator on H and let |ϕ ϕ| denote the operator ψ → ϕ, ψ ϕ. The norm of
is given by the asymptotic series
i.e., for any n 0 ∈ N
The (k n ) n are the non-crossing cumulants of X with respect to the expectation Φ(·) := ϕ, ·ϕ .
Proof: For ǫ sufficiently small, A(ǫ) will have an eigenvalue coinciding with its norm. Let ψ(ǫ) be the corresponding eigenvector, then
The vector ψ(ǫ) depends continuously on ǫ and tends to ϕ when ǫ → 0. Moreover, lim ǫ A(ǫ) = 1 [3] . We can rewrite the eigenvalue equation as
Multiplying with ϕ and using ϕ, ψ = 0 for sufficiently small ǫ yields
Then (3) gives
which is valid for arbritrary small ǫ and so
Using Lemma 2, we can compute the asymptotic series for E ( G n ). Set
Using (2) and putting as before
, and
We can repeat this procedure to get with arbitrary accuracy the expectation of any power of the norm of the Gram matrix.
To study the asymptotic eigenvalue distribution, we could, as a first step, try to obtain the moments of the limiting distribution as limits of the expectations of moments of ρ K . The largest eigenvalue of G contributes with a weight 1/K in ρ K , but, as this largest eigenvalue is essentially located around Kπ/4, its contribution to the expectation value of the nth moment of ρ K is of the order K n−1 which leads to a divergence. We must therefore remove that contribution and study the expectations of the moments of the non-normalised distribution
In the limit, the weight of the largest eigenvalue will become negligible and we recover a normalised distribution. It turns out that, in principle, the moments of the limiting distribution can be obtained by calculating the limit of the expectations of the moments of (4) using (2). The first two moments yield
These moments coincide of course with those from Theorem 1. The computation is however very hard, as the nth moment of ρ ′ K requires n terms in the series expansion of E ( G ). A quite complicated combinatorial argument is already required just to cancel the orders of N larger than one in the traces of G. A much more convenient function of the spectrum of the Gram matrices is the normalised trace of its resolvent. The following proof bears some resemblance to the approach presented in [6] , but is technically rather different.
Proof of Theorem 1: Denote by σ(G) the spectrum of G and define for z ∈ C \ σ(G)
The last equality shows that C K is the Stieltjes transform of the empirical eigenvalue distribution.
Let (e j ) j=1,... ,K be the standard orthonormal basis of C K and z ∈ C \ σ(G); then
Now, for every j in the sum, we peel off the jth row and column:
This means that we write C K as C K−1 ⊕ Ce j . The corresponding form for the resolvent is:
Note that in α (j) the vectors ϕ (j) are the only place where random variables of the jth measure occur. The Stieltjes transform can then be written as
We shall now take the limit of the expectation value of (6). Therefore, we fix a compact A ⊂ C \ R + and z ∈ A. We first calculate E j α (j) , where the subscript j means that only the random variables appearing in the jth vector will be averaged out. Let X = 1/(G (j)
. In Lemma 3, we prove that the expectation (now averaging over all random variables) of the second term converges to π/4, uniformly on A. Setting
we get that
with Q(N, z) converging to zero, uniformly on A. In Lemma 4, we show that
where E (R(N, z)) (averaging over all remaining random variables) converges to zero, uniformly on A. This allows us to write
, which goes to zero, uniformly on A. We get
Consider for a fixed z ∈ A the sequence f 1 (z), f 2 (z), . . . . This sequence of complex numbers lies in a compact set, so it must have a convergent subsequence. Moreover, every convergent subsequence has the same limit because there is only one number f (z) that satisfies both the equation
,
π and the condition ℑ(z)ℑ(f (z)) > 0. From this it is immediately clear that
where f MP (z) is the Stieltjes transform of the Marchenko-Pastur distribution. Because the convergence in expectation of f K (z) to f (z) is uniform on compact subsets of C \ R + , it follows that ρ K (x) converges in expectation to ρ MP (x).
In the proof of Theorem 1 we used Lemmas 3 and 4. The idea behind their proofs is the following. Each of the entries in the random Gram matrices has approximately the same value. The eigenvector belonging to the largest eigenvalue, i.e. the norm, of such a matrix, has also nearly constant entries. Vectors like γ (j) defined in Lemma 3 are of this kind. This means that an expression like
In the sequel, we shall drop the superscript (j) in γ and in G as well, moreover, we shall replace K − 1 by K wherever it is not relevant for the result, e.g., wherever we need quantities estimated up to order 1 in K.
uniformly on compact subsets of C \ R + .
Proof: We start with the calculation of some useful expectations, all of them just applications of (2). First,
implies E ( η 2 ) = 1 and
Next, we use the spectral theorem for selfadjoint matrices
Set λ 0 := E ( η, Gη ); the spectral measure d E(λ)η 2 is, in expectation, very much concentrated around λ 0 :
by (7) and (8) . A consequence, using Tchebyshev's inequality, is
Now, we are able to prove the lemma. Consider a compact subset A ⊂ C\R + and choose z ∈ A; then
The second term is equal to
Nπτ − z + O (1) , which goes to zero uniformly on A. The first term of (10) gives
The first integral is bounded from above by
The second integral in (11) is, provided ℜ(z) < λ 0 /2, bounded by
We conclude that (10) can be bounded from above by
which gives a uniform bound on A, going to zero when N → ∞.
Lemma 4
With the notations introduced in the proof of Theorem 1
where E (R (N, z) ) converges to zero, uniformly on compact subsets of C \ R + .
Proof: Using the notation introduced in (5) and still denoting 1/(G (j) − z) by X, we compute the expectation with respect to the random variables appearing in the jth random probability measure by multiple applications of (2). We get
where the symbol
means the sum over all r-tuples (α 1 , . . . , α r ) in which no two entries are equal. Denote the seven restricted sums in this expression X ′ 1 , . . . , X ′ 7 . Rewriting the expression in terms of the unrestricted sums, which we shall denote by X 1 , . . . , X 7 , we get 1 N(N + 1)
This can be written as
From this, the first statement of the lemma is clear. Now it has to be proven that the expectation of the remaining terms tends to zero.
The first term of R(N, z) is
while also E γ (j) , X γ (j) 2 is of order N 2 . We shall show this using the methods of Lemma 3. Again we omit the superscript (j), since this does not change the result in an essential way. We have
γ.
This definition ensures that E ( η ⊗ η
2 ) = 1. (Note that this definition differs slightly from the one given in the previous lemma. The previous definition would have given 1 + O (N −2 ) for the expectation of the square of the norm of γ ⊗ γ.) Again using (2), we have
Denote by E(λ 1 , λ 2 ) the joint spectral family of the commuting operators G ⊗ 1I and 1I ⊗ G and put
As λ 0 is of the order N 2 , these last two inequalities show that the first term of R(N, z) goes uniformly to zero on compact subsets of C \ R + .
The second term of R(N, z) contains the matrix element γ (j) , XG (j) Xγ (j) . Again in the notation of Lemma 3, this gives
The first term can be bounded from above by E ( γ
) by an application of formula (9) . This gives a bound of order O (N). The second term has, provided that ℜ(z) ≤ λ 0 /2, a bound
, which is also, as a consequence of (7) and (8), of order O (N).
The third term of R(N, z) is also of order O (N) by
The fifth term admits the following estimate. Writing ξ α for the vector µ 1/2 kα k=1,... ,K
, we have
The fourth term is estimated as
The first factor can be treated like (12), while the second factor is just
Hence, all terms contributing to R(N, z) are of O (N) divided by N(N + 1). Therefore, the bound on R(N, z) tends to zero for large dimensions.
Almost sure convergence
In fact we can prove a stronger result. The empirical eigenvalue distributions are random measures. The randomness is described by the reference probabil-
We shall denote by P expectations with respect to this reference probability space.
Theorem 2 The convergence in Theorem 1 occurs with probability 1.
Proof: We essentially follow the proof in [2] for the almost sure convergence of the empirical eigenvalue distribution of the complex Wishart matrices, but use a different concentration-of-measure inequality. We need to show that
π and f an arbitrary continuous function on R + vanishing at infinity. We can further restrict ourselves to a dense subset of such functions, namely, we take for f a differentiable function on R + with compact support. Define the function g by setting g(x) := f (x 2 ) for x ∈ R + . Then g is also differentiable with compact support and, like f , a Lipschitz function with constant
denote two sets of K probability measures in Λ N . Define the N × K matrix A µ by
and analogously for A σ . Then A * µ A µ is the Gram matrix associated with the set of measures
. We want to show that the function F satisfies a Lipschitz condition. Define A µ , A σ by
Now Lemma 3.5 in [2] is used to transport the Lipschitz property of g on R + to M N +K (C) sa , the set of (N + K)-dimensional complex selfadjoint matrices. This lemma implies
where A HS := √ Tr A * A. Because Since A µ − A σ HS = A * µ − A * σ HS and because of the Cauchy-Schwarz inequality, we have
with the notation √ µ i = ( √ µ i1 , . . . , √ µ iN ). Now for arbitrary t > 0 we have, using this Lipschitz condition,
Using Lemmas 5 and 6, we know that there exist constants T ≥ 0 and c 2 > 0 such that for t > 2T / √ N
From this, it follows that if we choose N > 8T c 2 1 /τ t 2 , the probability (14) can now be treated analogously as in the proof of Lemma 6 yielding: .
Lemma 6
Suppose that for a random variable X > 0 there exist constants c > 0 and T ≥ 0 such that for all t > T P (X > t) ≤ e −ct ;
then, for N identical independent copies X 1 , . . . , X N of X and for t > 2T
Proof: We prove this by induction on N. The statement is obviously true for N = 1 because t > 2T ≥ T , so P (X 1 > t) ≤ e −ct ≤ e −ct/2 . Suppose now that the statement is true for N − 1 copies, then for t > 2T
−ct/2 + (N − 1)e −ct/2 = Ne −ct/2 .
