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a b s t r a c t
In this paper, we study the solution stability for a class of parametric generalized vector
quasiequilibrium problems. By virtue of the parametric gap function, we obtain a sufficient
and necessary condition for the Hausdorff lower semicontinuity of the solutionmapping to
the parametric generalized vector quasiequilibrium problem. The results presented in this
paper generalize and improve some main results of Chen et al. (2010) [34], and Zhong and
Huang (2011) [35].
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The vector variational inequality (for short, VVI) was first introduced and studied by Giannessi [1] in the setting of finite
dimensional Euclidean spaces. Since then, various kinds of vector variational inequalities have been intensively studied
by many authors in finite and infinite dimensional spaces (see, for example, [2–8] and the references therein). It is well
known that the vector equilibrium problems provide a unified model of several classes of problems, for example, vector
variational inequality problems, vector complementarity problems, vector optimization problems and vector saddle point
problems. The vector equilibrium problemwith constraint is called vector quasiequilibrium problem. In recent years, vector
(quasi) equilibrium problems and their generalizations are used as tools to study vector (quasi) optimization problems,
vector (quasi) saddle point problems, vector (quasi) complementarity problems, vector (quasi) variational inequalities,
vector (quasi) variational-like inequality problems and traffic network equilibria. Research has been focused on the existence
results of solutions for vector (quasi) equilibrium problems and their generalizations (see, for example, [9–16,5,17–19] and
references therein).
The study of the stability of solution sets is among the very interesting and important topics in the field of optimization
problems, vector variational inequalities and vector equilibrium problems. There are, in the literature, a very large number
of papers which deal with the stability of solution sets for optimization problems, vector variational inequalities and
vector equilibrium problems (see, for example, [20–31] and the references therein). Recently, Li and Chen [32] introduced
a key condition (Hg) and prove that (Hg) is sufficient for the Hausdorff lower semicontinuity of the solution mapping
to a parametric single-valued weak vector variational inequality (PWVVI) in finite dimensional spaces. Chen and Li [33]
introduced a similar condition (still denoted byHg) to the one given in [32] and also prove that condition (Hg) is sufficient for
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the Hausdorff lower semicontinuity of the solution mapping for a parametric set-valued weak vector variational inequality
(PSWVVI) in Banach spaces. In [34], Chen et al. extend themain results of [32,33] to the case of parametric generalized vector
quasivariational inequality (PSWVVI). It is noting that all the results mentioned above considered only the sufficiency of
condition (Hg) for the Hausdorff lower semicontinuity of the solution mapping. Thus, it is quite interesting to discuss the
converse, i.e., if the solution mapping is Hausdorff lower semicontinuous, does the condition (Hg) hold? In [35], Zhong and
Huang answer this question and show that condition (Hg) is not only sufficient but also necessary for the Hausdorff lower
semicontinuity of the solution mapping to a parametric set-valued weak vector variational inequality in Banach spaces.
As a continuation of the aboveworks, in this paperwe shall extend themain results of Zhong andHuang [35] to the case of
parametric generalized vector quasiequilibrium problem (PGVQEP). By virtue of the parametric gap function for (PGVQEP),
we introduce a new condition (for convenience, we denote it by (Hg)′) which is similar to the ones given in [34,35]. Then,
we show that condition (Hg)′ is sufficient and necessary for the Hausdorff lower semicontinuity of the solution mapping
to (PGVQEP). We also show that the solution mapping to (PGVQEP) is continuous or Hausdorff continuous if and only if
condition (Hg)′ holds. The results presented in this paper generalize and improve some main results of Chen et al. [34],
Zhong and Huang [35].
The paper is organized as follows. In Section 2, we introduce some basic notations and preliminary results. In Section 3,
we give a sufficient and necessary condition for the Hausdorff lower semicontinuity of the solution mapping to (PGVQEP)
in Banach spaces.
2. Preliminaries
Throughout this paper, let X and Y be Banach spaces with X∗ and Y ∗ be the dual spaces, respectively. Let (Λ, d) be a
metric space and L(X, Y ) be the space of all continuous linear mappings from X to Y . Let C : X → 2Y be a set-valued
mapping such that for any x ∈ X, C(x) is a proper, closed and convex cone in Y with int C(x) ≠ ∅. Let K : X × Λ→ 2X be
a set-valued mapping with closed convex values, T : X ×Λ→ 2L(X,Y ) be a set-valued mapping with nonempty values and
ϕ : X × X × 2L(X,Y ) → Y be a single-valued mapping.
We consider the following parametric generalized vector quasiequilibrium problem (PGVQEP), which consists in finding
x ∈ K(x, λ) and t ∈ T (x, λ) such that
ϕ(x, y, t) ∈ Y \ −int C(x), ∀y ∈ K(x, λ). (2.1)
If ϕ(x, y, t) = ⟨t, y− x⟩ for all (x, y, t) ∈ X ×X ×2L(X,Y ), then (PGVQEP) reduces to the following parametric generalized
vector quasivariational inequality: find x ∈ K(x, λ) and t ∈ T (x, λ) such that
⟨t, y− x⟩ ∈ Y \ −int C(x), ∀y ∈ K(x, λ) (2.2)
which was considered by Chen et al. [34].
If K(x, λ) = K(λ) for all x ∈ X and λ ∈ Λ, ϕ(x, y, t) = ⟨t, y − x⟩ for all (x, y, t) ∈ X × X × 2L(X,Y ) and C(x) ≡ P where
P is a closed, convex, and pointed cone in Y , then (PGVQEP) reduces to the following parametric set-valued weak vector
variational inequality: find x ∈ K(λ) and t ∈ T (x, λ) such that
⟨t, y− x⟩ ∈ Y \ −int P, ∀y ∈ K(x, λ) (2.3)
which was considered by Zhong and Huang [35].
For each λ ∈ Λ, let E(λ) = {x ∈ X |x ∈ K(x, λ)}. We denote the solution set of (PGVQEP) by S(λ) corresponding to
parameter λ, i.e.,
S(λ) = {x ∈ E(λ)|∃t ∈ T (x, λ), s.t.ϕ(x, y, t) ∈ Y \ −int C(x),∀y ∈ K(x, λ)}.
Thus S : Λ→ 2X is a set-valued mapping which is called the solution mapping of problem (2.1). Throughout this paper, we
always assume that S(λ) ≠ ∅ for all λ in a neighborhood of λ¯. Our main concern is to investigate the behavior of S(λ)when
λ varies around λ¯. More precisely speaking, we will discuss the lower semicontinuity of S(·) as a set-valued mapping at λ¯.
Definition 2.1. Let G : Λ→ 2X be a set-valued mapping and λ¯ ∈ Λ be a given point.
(i) G is said to be upper semicontinuous in the sense of Berge (B-u.s.c.) at λ¯, if every open set V satisfying G(λ¯) ⊂ V , there
exists δ > 0 such that for every λ ∈ B(λ¯, δ),G(λ) ⊂ V .
(ii) G is said to be lower semicontinuous in the sense of Berge (B-l.s.c.) at λ¯, if every open set V satisfying G(λ¯) ∩ V ≠ ∅,
there exists δ > 0 such that for every λ ∈ B(λ¯, δ),G(λ) ∩ V ≠ ∅.
(iii) G is said to be upper semicontinuous in the sense of Hausdorff (H-u.s.c.) at λ¯, if for every ε > 0 there exists δ > 0 such
that for every λ ∈ B(λ¯, δ),G(λ) ⊂ U(G(λ¯), ε).
(iv) G is said to be lower semicontinuous in the sense of Hausdorff (H-l.s.c.) at λ¯, if for every ε > 0 there exists δ > 0 such
that for every λ ∈ B(λ¯, δ),G(λ¯) ⊂ U(G(λ), ε).
(v) G is said to be closed if the graph of G is closed, i.e., the set Gr(G) = {(λ, x) ∈ Λ× X : x ∈ G(λ)} is closed inΛ× X .
We say G is H-l.s.c. (resp. H-u.s.c., B-l.s.c., B-u.s.c.) on Λ, if it is H-l.s.c. (resp. H-u.s.c., B-l.s.c., B-u.s.c.) at each λ¯ ∈ Λ. G is
said to be continuous (resp. H-continuous) onΛ if it is both B-l.s.c. and B-u.s.c. (resp. H-u.s.c.) onΛ.
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Lemma 2.1 ([36]). Let G : Λ→ 2X be a set-valued mapping and λ¯ ∈ Λ be a given point.
(i) If G is B-u.s.c. and close-valued, then G is closed.
(ii) If G is closed and X is compact, then G is B-u.s.c.
(iii) If G is compact-valued, then G is B-u.s.c. at λ¯ ∈ Λ if and only if, for any net {λα} ⊂ Λ with λα → λ¯ and for any net
{xα} ⊂ X with xα ∈ G(λα) for all α, there exist x¯ ∈ G(λ¯) and a subnet {xβ} of {xα} such that xβ → x¯.
(iv) G is B-l.s.c. at λ¯ ∈ Λ if and only if, for any net λα → λ¯ and x¯ ∈ G(λ¯), there exists a net xα ∈ G(λα) such that xα → x¯.
Lemma 2.2 ([37]). Let G : Λ→ 2X be a set-valued mapping and λ¯ ∈ Λ be a given point.
(i) If G is B-u.s.c. at λ¯, then G is H-u.s.c. at λ¯. Conversely, if G is H-u.s.c. at λ¯ and G(λ¯) is compact, then G is B-u.s.c. at λ¯.
(ii) If G is H-l.s.c. at λ¯, then G is B-l.s.c. at λ¯. Conversely, if G is B-l.s.c. at λ¯ and cl(G(λ¯)) is compact, then G is H-l.s.c. at λ¯.
Lemma 2.3. Let λ¯ be any given point. Assume that
(i) E(λ¯) is a compact set;
(ii) K(·, λ¯) is B-l.s.c. on X;
(iii) T (·, λ¯) is B-u.s.c. with compact values on X;
(iv) W (·) = Y \ −int C(·) is closed on X;
(v) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then S(λ¯) is a closed set. Moreover, S(λ¯) is a compact set.
Proof. Take any sequence {xn} ⊂ S(λ¯) with xn → x0. By the closedness of E(λ¯), x0 ∈ E(λ¯). Since {xn} ⊂ S(λ¯), there exists
tn ∈ T (xn, λ¯) such that
ϕ(xn, zn, tn) ∈ Y \ −int C(xn), ∀ zn ∈ K(xn, λ¯).
By (iii), there exists some t¯ ∈ T (x0, λ¯) such that tn → t¯ . Let y ∈ K(x0, λ¯) be fixed. From the B-lower semicontinuity of
K(·, λ¯), there exists a sequence { yn}with yn ∈ K(xn, λ¯) such that yn → y. Thus, we get from the above formula that
ϕ(xn, yn, tn) ∈ Y \ −int C(xn). (2.4)
From (2.4) and the closedness ofW (·), we have
ϕ(x0, y, t¯) ∈ Y \ −int C(x0).
Since y ∈ K(x0, λ¯) is arbitrary, this shows that x0 ∈ S(λ¯) and so S(λ¯) is a closed set. Moreover, it follows from S(λ¯) ⊂ E(λ¯)
and the compactness of E(λ¯) that S(λ¯) is a compact set. This completes the proof. 
Lemma 2.4 ([38,34]). Let e : X → Y be a vector-valued mapping and for any x ∈ X, e(x) ∈ C(x). The nonlinear scalarization
function ξe : X × Y → R defined by ξe(x, y) = min{t ∈ R : y ∈ te(x)− C(x)} has the following properties:
(i) ξe(x, y) < r ⇔ y ∈ re(x)− int C(x);
(ii) ξe(x, y) ≥ r ⇔ y ∉ re(x)− int C(x);
(iii) ξe(x, re(x)) = r. Especially, ξe(x, 0) = 0.
Lemma 2.5 ([38]). Let X and Y be two locally convex Hausdorff topological vector spaces. Let C : X → 2Y be a set-valued
mapping such that, for any x ∈ X, C(x) is a proper closed and convex cone in Y with int C(x) ≠ ∅. Let e : X → Y be the
continuous selection of the set-valued mapping int C(·), i.e. e is continuous and e(x) ∈ int C(x), for all x ∈ X. Define a set-valued
mapping V : X → 2Y by V (x) = Y \ int C(x), for all x ∈ X. We have the following.
(i) If V (·) is B-u.s.c. on X, then ξe(·, ·) is upper semicontinuous on X × Y .
(ii) If C(·) is B-u.s.c. on X, then ξe(·, ·) is lower semicontinuous on X × Y .
From Lemma 2.5, we know that if V (·) and C(·) are both B-u.s.c. on X , then ξ(·, ·) is continuous on X × Y .
Now we introduce the following important function. Assume that K(x, λ) and T (x, λ) are compact sets for any (x, λ) ∈
X ×Λ. We also assume that V (·) = Y \ int C(·) and C(·) are B-u.s.c. on X and ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ). We
define a function g : X ×Λ→ R as follows:




ξe(x, ϕ(x, y, t)), x ∈ E(λ).
Since K(x, λ) and T (x, λ) are compact sets, ξe(·, ·) and ϕ(·, ·, ·) are continuous, g(x, λ) is well-defined.
In the following, we will always assume that 0 = ϕ(x, x, t) for all x ∈ E(λ) and t ∈ T (x, λ).
Lemma 2.6. (i) g(x, λ) ≤ 0 for all x ∈ E(λ);
(ii) g(x, λ) = 0 if and only if x ∈ S(λ).
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Proof. (i) Since x ∈ E(λ) and 0 = ϕ(x, x, t) for all x ∈ E(λ) and t ∈ T (x, λ), we have
min
y∈K(x,λ)
ξe(x, ϕ(x, y, t)) ≤ ξe(x, ϕ(x, x, t)) = ξe(x, 0) = 0
and so




ξe(x, ϕ(x, y, t)) ≤ 0.
(ii) Since ξe(·, ·) and ϕ(·, ·, ·) are continuous, g(x, λ) = 0 if and only if there exists t0 ∈ T (x, λ) such that
min
y∈K(x,λ)
ξe(x, ϕ(x, y, t0)) = 0. (2.5)
From Lemma 2.4, (2.5) is valid if and only if for any y ∈ K(x, λ),
ξe(x, ϕ(x, y, t0)) ≥ 0. (2.6)
Clearly, (2.6) holds if and only if for any y ∈ K(x, λ), ϕ(x, y, t0) ∉ −int C(x), that is, x ∈ S(λ). Therefore, conclusion (ii)
holds. This completes the proof. 
Wemay call the function g(·, ·) as a parametric gap function for (PGVQEP) if the properties of Lemma2.6 are satisfied. The
concept of a gap function is well-known in general optimization, variational inequality and vector equilibrium problems.
The minimization of gap functions is a viable approach for solving vector variational inequalities and vector equilibrium
problems. Many authors have investigated the gap functions for vector variational inequalities and vector equilibrium
problems (see, for example, [3,39–41,8] and the references therein). From the computational point of view, the real-valued
gap functions may be more useful.
Lemma 2.7. Suppose that
(i) K(·, ·) is B-u.s.c. with compact values on X ×Λ;
(ii) T (·, ·) is B-l.s.c. on X ×Λ;
(iii) C(·) is B-u.s.c. on X and e(·) ∈ int C(·) is continuous on X;
(iv) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then g(·, ·) is a lower semicontinuous function on X ×Λ.
Proof. Let a ∈ R. Suppose that {(xn, λn)} ∈ X ×Λwith g(xn, λn) ≤ a for all n ∈ N and (xn, λn)→ (x¯, λ¯) as n →∞. Then








ξe(xn, ϕ(xn, y, t)) ≤ a, ∀ t ∈ T (xn, λn). (2.7)




ξe(xn, ϕ(xn, y, t¯n)) ≤ a.
From the continuity of ϕ(·, ·, ·), the lower semicontinuity of ξe(·, ·) and the compactness of K(xn, λn), there exists yn ∈
K(xn, λn) such that
ξe(xn, ϕ(xn, yn, t¯n)) = min
y∈K(xn,λn)
ξe(xn, ϕ(xn, y, t¯n)) ≤ a. (2.8)
Since K(·, ·) is B-u.s.c. with compact values, by Lemma 2.1(iii), there exists some y¯ ∈ K(x¯, λ¯) such that yn → y¯ (taking a
subsequence { yni} ⊂ { yn} if necessary). From (2.8),
ξe(x¯, ϕ(x¯, y¯, t¯)) = lim




ξe(x¯, ϕ(x¯, y, t¯)) ≤ a. (2.9)
Since t¯ ∈ T (x¯, λ¯) is arbitrary, it follows from (2.9) that




ξe(x¯, ϕ(x¯, y, t)) ≤ a.
This proves that, for any a ∈ R, the level set {(x, λ)|g(x, λ) ≤ a} is closed. Hence, g is lower semicontinuous on X ×Λ. This
completes the proof. 
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If the assumptions in Lemma 2.7 are strengthened, then we can obtain the continuity of g(·, ·) on X ×Λ.
Lemma 2.8. Suppose that
(i) K(·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(ii) T (·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iii) V (·) = Y \ int C(·) and C(·) are B-u.s.c. on X and e(·) ∈ int C(·) is continuous on X;
(iv) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then g(·, ·) is a continuous function on X ×Λ.
Proof. From Lemma 2.7, we only need to prove that g(·, ·) is a upper semicontinuous function on X×Λ. Let a ∈ R. Suppose
that {(xn, λn)} ∈ X ×Λwith g(xn, λn) ≥ a for all n ∈ N and (xn, λn)→ (x¯, λ¯) as n →∞. Then




ξe(xn, ϕ(xn, y, t)) ≥ a.
Letg : L(X, Y )× X ×Λ be a function defined byg(t, x, λ) = min
y∈K(x,λ)
ξe(x, ϕ(x, y, t)), ∀ x ∈ K(x, λ), t ∈ L(X, Y ).
Since ξe(·, ϕ(·, ·, ·)) is continuous with respect to (x, y, t) and K(·, ·) is continuous with compact values on X × Λ, by
Proposition 19 in Section 3 of Chapter 1 [36], we can deduce thatg(t, x, λ) is continuous with respect to (t, x, λ). Thus,
from the compactness of T (xn, λn), there exists tn ∈ T (xn, λn) such that




ξe(xn, ϕ(xn, y, t))
= g(tn, xn, λn)
= min
y∈K(xn,λn)
ξe(xn, ϕ(xn, y, tn))
≥ a.
Since T (·, ·) is B-u.s.c. with compact values, by Lemma 2.1(iii), there exists some t¯ ∈ T (x¯, λ¯) such that tn → t¯ (taking a
subsequence {tni} ⊂ {tn} if necessary). Since K(·, ·) is B-l.s.c., for any y¯ ∈ K(x¯, λ¯), there exists y¯n ∈ K(xn, λn) such that
y¯n → y¯. For y¯n ∈ K(xn, λn), we have
ξe(xn, ϕ(xn, y¯n, tn)) ≥ a.
From the continuity of ξe(·, ϕ(·, ·, ·)), we obtain that
ξe(x¯, ϕ(x¯, y, t¯)) = lim
n→∞ ξe(xn, ϕ(xn, y¯n, tn)) ≥ a.
Since y¯ ∈ K(x¯, λ¯) is arbitrary and t¯ ∈ T (x¯, λ¯), we have
min
y∈K(x¯,λ¯)
ξe(x¯, ϕ(x¯, y, t¯)) ≥ a
and so




ξe(x¯, ϕ(x¯, y, t)) ≥ a.
This proves that, for any a ∈ R, the level set {(x, λ)|g(x, λ) ≥ a} is closed. Hence, g is upper semicontinuous and so
continuous on X ×Λ. This completes the proof. 
In view of condition (Hg) in [32,34], we introduce the following condition.
(Hg)′: Given λ¯ ∈ Λ. For any ε > 0, there exist α > 0 and δ > 0 such that for any λ ∈ B(λ¯, δ) and x ∈ ∆(λ, ε) =
E(λ) \ {U(S(λ), ε)}, one has g(x, λ) ≤ −α.
As mentioned in [32,34], the above hypothesis (Hg)′ is characterized by a common theme used inmathematical analysis.
Such a theme interprets a proposition associated with a set in terms of other propositions associated with the complement
set. Instead of looking for restrictions within the solution set, the hypothesis (Hg)′ puts restrictions on the behavior of the
parametric gap function on the complement of the solution set.
Geometrically, the hypothesis (Hg)′ means that, given a small positive number ε > 0, we can find two other small
positive numbers α > 0 and δ > 0 such that for all problems in the δ-neighborhood of the parameter λ¯, if a feasible point x
is away from the solution set by a distance of at least ε, then a gap by an amount of at least−α will be yielded.
Since the assumption (Hg)′ includes the solution set S(λ) for all λ in a neighborhood of λ¯, it may be not easy to verify.
However, it seems to be reasonable in establishing the Hausdorff lower semicontinuity and the Hausdorff continuity of S(·)
because of the complexity of the problem structure.
The following lemma is important in the proof of our results since it provides an equivalent characterization of the
condition (Hg)′.
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Lemma 2.9. Suppose that E(λ) is a compact set for any λ ∈ Λ and all the conditions in Lemma 2.8 are satisfied. Let ψε(λ) :=
supx∈∆(λ,ε) g(x, λ), ε > 0. Then (Hg)′ holds if and only if for every ε > 0 one has lim supλ→λ¯ ψε(λ) < 0.
Proof. If (Hg)′ holds, then for every ε > 0 there exist α > 0 and δ > 0 such that for all λ ∈ B(λ¯, δ), and x ∈ ∆(λ, ε) one
has
g(x, λ) ≤ −α.
This implies that ψε(λ) ≤ −α for every λ ∈ B(λ¯, δ), hence
lim sup
λ→λ¯
ψε(λ) ≤ −α < 0.
Conversely, for any given ε > 0, if
α(ε) := lim sup
λ→λ¯
ψε(λ) < 0
then there exists δ > 0 such that
ψε(λ) ≤ α < 0
for all λ ∈ B(λ¯, δ), where α := 12α(ε) < 0. Consequently, for any x ∈ ∆(λ, ε),
g(x, λ) ≤ α < 0.
This shows that (Hg)′ is valid. 
3. Lower semicontinuity of the solution mapping
In the section, we discuss the solution stability for the parametric generalized vector quasiequilibrium problem. We will
show that condition (Hg)′ is a sufficient and necessary condition for the lower semicontinuity of the solution mapping to
(PGVQEP).
Theorem 3.1. Suppose that condition (Hg)′ holds and
(i) E(·) is B-l.s.c. with compact values onΛ;
(ii) K(·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iii) T (·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iv) C(·) is B-u.s.c. on X and e(·) ∈ int C(·) is continuous on X;
(v) W (·) = Y \ −int C(·) is closed on X;
(vi) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then S(·) is H-l.s.c. onΛ.
Proof. Suppose to the contrary that there exists some λ¯ ∈ Λ such that S(·) is not H-l.s.c. at λ¯. Then there exist ε > 0, a
sequence {λk}with λk → λ¯ and a sequence {xk}, such that
xk ∈ S(λ¯) \ U(S(λk), ε) (3.1)
for k = 1, 2, 3, . . . . By Lemma 2.3, S(λ) is a compact set. Then we can assume that xk → x¯ ∈ S(λ¯). Since E(·) is B-l.s.c. at λ¯
and B(x¯, ε/l)∩ E(λ¯) ≠ ∅ for any positive integer l, there exist a positive integer kl with kl > l such that ∥xkl − x¯∥ < ϵ/4 and
B(x¯, ε/l) ∩ E(λkl) ≠ ∅.
Suppose ykl ∈ B(x¯, ε/l) ∩ E(λkl). We claim that ykl ∉ U(S(λkl), ε/4). Otherwise, there exists zkl ∈ S(λkl) such that∥ykl − zkl∥ < ε/4 and, consequently,






















By (Hg)′, there exist α > 0 and δ > 0 such that for all λ ∈ B(λ¯, δ) and x ∈ ∆(λ, ε/4), g(x, λ) ≤ −α. In particular, from
(3.2) it follows that
g( ykl , λkl) ≤ −α
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for l sufficiently large. By Lemma 2.7, we known that g(·, ·) is lower semicontinuous. Thus, for any ν > 0 and for l sufficiently
large, it follows that
g(x¯, λ¯) ≤ g( ykl , λkl)+ ν.
We can take ν > 0 such that ν + α < 0. Then we have






ξe(x¯, ϕ(x¯, y, t)) < 0.
This implies that for any t ∈ T (x¯, λ¯),miny∈K(λ¯) ξe(x¯, ϕ(x¯, y, t)) < 0. Thus, there exists some y¯ ∈ K(λ¯) such that
ξe(x¯, ϕ(x¯, y¯, t)) < 0.
Consequently, by Lemma 2.4, we have ϕ(x¯, y¯, t) ∈ −int C(x¯) and so x¯ ∉ S(λ¯), which contradicts with x¯ ∈ S(λ¯). Therefore,
S(·) is H-l.s.c. onΛ. This completes the proof. 
Theorem 3.2. Suppose that
(i) E(·) is B-u.s.c. and B-l.s.c. with compact values onΛ;
(ii) K(·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iii) T (·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iv) V (·) = Y \ int C(·) and C(·) are B-u.s.c. on X and e(·) ∈ int C(·) is continuous on X;
(v) W (·) = Y \ −int C(·) is closed on X;
(vi) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then S(·) is H-l.s.c. onΛ if and only if (Hg)′ holds.
Proof. From Theorem 3.1, we only need to prove the necessity. Suppose to the contrary that there exists some λ¯ ∈ Λ such




Then there exists a sequence {λk}, λk → λ¯, such that
lim
k→∞ψε(λk) = limk→∞ maxx∈∆(λk,ε) g(x, λk) = 0. (3.3)
Since∆(λk, ε) is a compact set and g(·, ·) is continuous from Lemma 2.8, there is xk ∈ ∆(λk, ε) = E(λk) \ U(S(λk, ε)) such
that ψε(λk) = g(xk, λk). Clearly, (3.3) implies
lim
k→∞ g(xk, λk) = 0.
Since E(·) is B-u.s.c. with compact values onΛ, we can assume that xk → x¯with x¯ ∈ E(λ¯). From the continuity of g(·, ·), we
have
g(x¯, λ¯) = 0.
Hence, x¯ ∈ S(λ¯). For any z ∈ S(λ¯), since S(·) is H-l.s.c. at λ¯, we can find a sequence {zk} such that zk ∈ S(λk) for all k and
zk → z. Since xk ∈ ∆(λk, ε), ∥zk − xk∥ ≥ ε. Letting k → ∞ we get ∥z − x¯∥ ≥ ε. Since the last inequality holds for all
z ∈ S(λ¯) and x¯ ∈ S(λ¯), we arrive at a contradiction. Therefore, (Hg)′ holds. This completes the proof. 
Remark 3.1. Theorem 3.2 extends Theorem 4.1 of Chen et al. [34] in the following aspects.
(i) Theorem 3.2 extends Theorem 4.1 of [34] from the generalized vector quasivariational inequality to the generalized
vector quasiequilibrium problem.
(ii) The sufficiency and necessity of condition (Hg)′ is obtained in Theorem 3.2 while only the sufficiency of condition (Hg)′
is obtained in Theorem 4.1 of [34].
Remark 3.2. Theorem 3.2 extends Theorem 3.1 of Zhong and Huang [35] from the set-valued weak vector variational
inequality to the generalized vector quasiequilibrium problem.
Remark 3.3. FromLemmas 2.2(ii) and 2.3, ifweuse B-l.s.c. instead ofH-l.s.c. of S(·), the corresponding results of Theorem3.2
still hold.
In order to make readers to illustrate Theorem 3.2, we give the following two examples.
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Example 3.1. LetX = Y = R, C(x) ≡ R+,Λ = [0, 1], for any x ∈ X andλ ∈ Λ, K(x, λ) = [ x2 , x+λ2 ], T (x, λ) = [1, x2+λ+2]
and
ϕ(x, y, t) = t2( y− x), ∀y ∈ K(x, λ), t ∈ T (x, λ).
From K(x, λ) = [ x2 , x+λ2 ], we have E(λ) = [0, λ]. By a direct computation, we obtain S(λ) = {0} for all λ ∈ Λ. Hence, S(·) is
H-l.s.c. onΛ. To check condition (Hg)′, we take e = 1 ∈ intR+. Then









Given λ¯ ∈ Λ. For any 0 < ε < λ¯, take α = ε and 0 < δ < min{1− λ¯, λ¯− ε}. It holds that
g(x, λ) = −x ≤ −ε, ∀λ ∈ B(λ¯, δ),∀x ∈ ∆(λ, ε) = E(λ) \ {U(S(λ), ε)} = [ε, λ].
Hence, the condition (Hg)′ is valid.
Example 3.2. Let X = Y = R, C(x) ≡ R+,Λ = [0, 1], for any x ∈ X and λ ∈ Λ, K(x, λ) = [−1, 1], T (x, λ) =
[x2 + λ, x2 + λ+ 1] and
ϕ(x, y, t) = t2( y− x), ∀y ∈ K(x, λ), t ∈ T (x, λ).
From direct computation, we obtain
S(λ) =
{−1, 0}, λ = 0.
{−1}, λ ≠ 0.
Hence, S(·) is not H-l.s.c. at λ¯ = 0. We will show that condition (Hg)′ does not hold at λ¯ = 0. Take e = 1 ∈ intR+. It follows
that





= (x2 + λ)2(−1− x).
Take some ε¯ with 0 < ε¯ < 1. For any α > 0, take λk → 0 with 0 < λ2k < α and xk = 0 ∈ ∆(λk, ε) = E(λk) \ {U(S(λk), ε¯)},
for all k = 1, 2, . . . . Then we have
g(xk, λk) = g(0, λk) = −λ2k > −α.
Hence, condition (Hg)′ does not hold at λ¯ = 0.
In the following, we will discuss the B-upper semicontinuity and closedness of for the solution mapping S(·).
Theorem 3.3. Suppose that the following conditions are fulfilled:
(i) E(·) is B-u.s.c. with compact values onΛ;
(ii) K(·, ·) is B-l.s.c. on X ×Λ;
(iii) T (·, ·) is B-u.s.c. with compact values on X ×Λ;
(iv) W (·) = Y \ −int C(·) is closed on X;
(v) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then S(·) is B-u.s.c. and closed onΛ.
Proof. We first prove that S(·) is B-u.s.c. onΛ. Suppose to the contrary that S(·) is not B-u.s.c. at λ¯ ∈ Λ, i.e., there is an open
superset U of S(λ¯), a sequence λn → λ¯ and xn ∈ S(λn) such that xn ∉ U . By (i), one can assume that xn → x0 ∈ E(λ¯) (taking
a subsequence {xni} ⊂ {xn} if necessary). Since xn ∈ S(λn), there exists tn ∈ T (xn, λn) such that
ϕ(xn, yn, tn) ∉ −int C(xn), ∀yn ∈ K(xn, λn). (3.4)
By the B-upper semicontinuity of T (·, ·) and the compactness of T (·, ·), one can assume that tn → t0 ∈ T (x0, λ¯) (taking a
subsequence {tni} ⊂ {tn} if necessary). Since K(·, ·) is B-l.s.c., for any y ∈ K(x0, λ¯), there exists yn ∈ K(xn, λn) such that
yn → y. Thus, it follows from (3.4) that
ϕ(x0, y, t0) ∉ −int C(x0), ∀y ∈ K(x0, λ¯). (3.5)
This implies that x0 ∈ S(λ¯) ⊂ U , which is again a contradiction, since xn ∉ U . Thus, S(·) is B-u.s.c. onΛ.
Next we prove that S(·) is closed onΛ. Since S(·) is B-u.s.c. onΛ, the closedness of S(·) could be implied by Lemmas 2.1(i)
and 2.3. This completes the proof. 
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Remark 3.4. From Lemma 2.2(i), if we use H-u.s.c. instead of B-u.s.c. of S(·), the corresponding result of Theorem 3.3 still
hold.
Combined with Theorems 3.2 and 3.3, we can obtain the following theorem which shows that (Hg)′ is a sufficient and
necessary condition for the solution mapping S(·) being continuous or Hausdorff continuous.
Theorem 3.4. Suppose that the following conditions are fulfilled:
(i) E(·) is B-u.s.c. and B-l.s.c. with compact values onΛ;
(ii) K(·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iii) T (·, ·) is B-u.s.c. and B-l.s.c. with compact values on X ×Λ;
(iv) V (·) = Y \ int C(·) and C(·) are B-u.s.c. on X and e(·) ∈ int C(·) is continuous on X;
(v) W (·) = Y \ −int C(·) is closed on X;
(vi) ϕ(·, ·, ·) is continuous on X × X × 2L(X,Y ).
Then S(·) is continuous or Hausdorff continuous onΛ if and only if (Hg)′ holds.
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