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ABSTRACT
Stepanek, Adam J. Ph.D., Purdue University, December 2017. An Assessment of the
Subseasonal Predictability of Severe Thunderstorm Environments and Activity using
the Climate Forecast System Version 2. Major Professors: Robert J. Trapp and
Michael E. Baldwin.
The prospect for skillful long-term predictions of atmospheric conditions known to
directly contribute to the onset and maintenance of severe convective storms remains
unclear. A thorough assessment of the capability for a global climate model such
as the Climate Forecast System Version 2 (CFSv2) to skillfully represent parameters
related to severe weather has the potential to signiﬁcantly improve medium- to longrange outlooks vital to risk managers. Environmental convective available potential
energy (CAPE) and deep-layer vertical wind shear (DLS) can be used to distinguish
an atmosphere conducive to severe storms from one supportive of primarily nonsevere ordinary convection. As such, this research concentrates on the predictability
of CAPE, DLS, and a product of the two parameters (CAPEDLS) by the CFSv2 with
a speciﬁc focus on the subseasonal timescale.
Individual month-long veriﬁcation periods from the Climate Forecast System reanalysis (CFSR) dataset are measured against a climatological standard using cumulative distribution function (CDF) and area-under-the-CDF (AUCDF) techniques
designed mitigate inherent model biases while concurrently assessing the entire distribution of a given parameter in lieu of a threshold-based approach. Similar methods imposed upon the CFS reforecast (CFSRef) and operational CFSv2 allow for
comparisons elucidating both spatial and temporal trends in skill using correlation
coeﬃcients, proportion correct metrics, Heidke skill score (HSS), and root-meansquare-error (RMSE) statistics. Key results show the CFSv2-based output often
demonstrates skill beyond a climatologically-based threshold when the forecast is no-

xviii
tably anomalous from the 29-year (1982-2010) mean CFSRef prediction (exceeding
one standard deviation at grid point level). CFSRef analysis indicates enhanced skill
during the months of April and June (relative to May) and for predictions of DLS.
Furthermore, years exhibiting skill in terms of RMSE are shown to possess certain
correlations with El Niño-Southern Oscillation conditions from the preceding winter
and concurrent Madden Julian Oscillation activity. Applying results gleaned from the
CFSRef analysis to the operational CFSv2 (2011-16) indicates predictive skill can be
increased by isolating forecasts meeting multiple parameter-based relationships.
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CHAPTER 1. INTRODUCTION
1.1 Motivation
The hazards associated with severe thunderstorms, including large hail, intense
surface winds, and tornadoes, present a signiﬁcant threat to both life and property,
particularly during the climatological spring peak between April and June. From
1980-2014, nearly 40% of the 178 weather and climate disasters exceeding $1 billion
in damages within the United States were related to severe convective storms, with
an average event cost of $2.2 billion after consumer price index (CPI) adjustments
(NCDC 2015). In 2014 alone, ﬁve severe weather events exceeded the ’billion-dollar’
threshold in damages over regions ranging from the High Plains to the Southeast
United States (NCDC 2015). Each of these economically impactful events spanned
multiple days, suggesting there may be some level of inherent predictability coinciding
with slow moving large-scale patterns capable of producing severe weather outbreaks
at regional scales (e.g., Trapp 2014). Additionally, whereas greater average economic
damage is oftentimes realized from other extreme weather events such as tropical cyclones and drought, severe convective storm catastrophes have undergone the largest
increase of billion-dollar events compared to other catalysts, in recent years, both
in frequency and total losses (Smith and Katz 2013). A growing and expanding
population, demographic shifts, and inﬂating property values have increased our vulnerability as a nation to the impacts of severe convective weather (Changnon 2001;
Brooks and Doswell 2001; Changnon 2009), regardless of whether the frequency of
such events has truly increased (Brooks and Doswell 2001; Changnon 2003).
Advancements in the long-range predictability of parameters associated with severe convective weather is predicated upon improved forecasts of large-scale circulations and accurate coupling of the ocean-atmosphere system (Palmer and Anderson
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1994). For example, teleconnections associated with slowly-evolving features such
as El Niño (EN), La Niña (LN), and the Madden Julian Oscillation (MJO) can impact the frequency of severe thunderstorms within various regions of the contiguous
United States (CONUS) by inﬂuencing circulation patterns (Lee et al. 2013; Barrett
and Gensini 2013; Thompson and Roundy 2013; Allen et al. 2015b). As such, an
improved understanding of how a global climate model (GCM) such as the Climate
Forecast System version 2 (CFSv2) depicts and evolves features like El Niño-Southern
Oscillation (ENSO) and the MJO, along with associated teleconnections, can have
far-reaching implications on the mitigation of socioeconomic vulnerability by increasing conﬁdence of decision managers, especially at extended-range temporal scales.
Serving as an upgrade to the original Climate Forecast System (CFS; Saha et al.
2006), the Climate Forecast System version 2 has been shown to demonstrate improved skill in predicting a number of globally-reaching atmospheric features, including the MJO, beyond the temporal boundaries of weather forecasting, when speciﬁcally compared to its predecessor (Saha et al. 2014). Assessing the extent to which
documented model improvements in the predictability of the MJO (and other features with well established CONUS teleconnections) is manifest through increased
predictability of speciﬁed parameters correlated with severe weather at subseasonal
temporal leads is thus a natural and necessary step forward.
As with most global atmosphere-ocean dynamical models, the CFSv2 does not
explicitly resolve cumulus convection. As such, focusing on CFSv2 predictions of
convective environments by analyzing parameters computed from the resolved temperature, humidity, and wind ﬁelds is an appropriate compromise. The focus herein is
on parameters correlated with the morphology and intensity of severe storms, speciﬁcally convective available potential energy (CAPE) and deep-layer vertical wind shear
(VWS, hereafter DLS) (Weisman and Klemp 1982). Understanding the extent to
which the CFSv2 displays skill in reproducing said parameters presents an opportunity to potentially improve subseasonal forecasts of severe thunderstorm activity.
Therefore, this research seeks to scrutinize the CFSv2 suite of products for periods and

3
locations possessing enhanced predictive skill across the central and eastern CONUS
at extended temporal scales (e.g., approximately two through eight week leads). By
examining concurrent large-scale features associated with periods of enhanced skill
combined with an analysis of global climate features known to have considerable
inﬂuence on CONUS weather patterns (namely ENSO and the MJO), an existing research gap inherent within many statistically-based studies can be bridged. Viewing
forecast environments conducive to severe convective storm development and maintenance through the lens of a global dynamical model such as the CFSv2 is critical
as the model does not discriminate between the speciﬁc modes of climate variability;
the performance of the CFSv2 will be largely dependent on the model representation
of ENSO and the MJO, along with other associated forcings (e.g., the North American low-level jet (NALLJ) and the global wind oscillation (GWO)), accounting for
inevitable interactions.

1.2 Literature Review
1.2.1

Severe Convective Weather

Observations of Severe Convective Weather
Severe convective weather encompasses multiple modes, including large hail (greater
than 1.00” in diameter as of 2010), winds greater than (or equal to) 50 knots,
and/or a tornado (Bluestein 2013). With the advent of the ﬁrst tornado forecast in
1948 by United States Air Force meteorologists Ernest Fawbush and Robert Miller,
accurate prediction of severe storms has progressed quickly, with signiﬁcant advances occurring over the past half-century (Grice et al. 1999). Exponential growth
in computing resources, resulting in continual evolution in the ﬁeld of numerical
weather prediction (NWP), along with ﬁeld projects such as the original Veriﬁcation
of the Origins of Rotation in Tornadoes Experiment (VORTEX; Rasmussen et al.
1994) to the more recent Plains Elevated Convection at Night (PECAN; see http:
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//www.nssl.noaa.gov/projects/pecan/) have contributed to signiﬁcant progress in
all facets of severe storm prediction, including onset, maintenance, and dissipation.
In 2005, the Storm Prediction Center (SPC) initiated the issuance of medium-range
severe weather predictions with a lead time extending out to eight days, something
that would have seemed inconceivable just a decade earlier. Although there are
undoubtedly numerous current research projects investigating extended-range predictability of severe weather events, there are no products currently known to exist in
an operational status speciﬁcally addressing the prediction of severe weather beyond
a two-week lead, suggesting a need for additional research on this critical topic.
Recent studies estimate that there are over 10,000 reports of severe hail and wind
in an average year within the CONUS, in addition to approximately 1200 tornadoes
causing around 50 deaths and considerable economic loss (Brooks and Dotzek 2008).
The vast majority of these reports occur east of the Continental Divide where warm,
moist, maritime tropical air originating from the Gulf of Mexico interacts with cooler,
drier continental polar air from regions to the north and west (Doswell 1980). Other
ingredients that oftentimes play a crucial role in the evolution of severe convection
include the elevated mixed layer - a warm, dry layer of air originating from the
Mexican plateau that often advects north and east across the Plains and Midwest
serving as a capping mechanism or “lid” (Carlson et al. 1983), and the North American
low-level jet - a condensed plume of moist southerly ﬂow residing near the top of the
atmospheric boundary layer (Uccellini and Johnson 1979). These features frequently
interact to make regions of the central and eastern CONUS the world’s pinnacle
of severe weather activity. However, it is imperative to understand the spatial and
temporal evolution of severe thunderstorm activity within the aforementioned locales.

Spatial and Temporal Evolution
Even though the eastern two-thirds of the CONUS experience the bulk of US-based
severe storm reports, the co-location of ingredients supportive of severe weather is
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quite transitory within the springtime months. Analyzing days encountering at least
one tornado within a given grid box (concept of a ’tornado day’) from the 1980-1999
severe storm records, Brooks et al. (2003a) found the corridor of maximum mean
number of tornado days evolved into a “C”-shaped region extending from the lower
Mississippi Valley back through the High Plains before extending eastward into the
Midwest. However, the maximum threat of a tornado was not found to occur concurrently in all locales; instead, the threat of a tornado day was shown to evolve from the
Southeast in April to the southern Great Plains in May to the central Great Plains
and much of the Midwest in June (Brooks et al. 2003a). Geographical inﬂuences were
also seen to be critical. For example, Trapp and Brooks (2013) discovered that even if
an individual year is designated as (in-)active, regional behavior in terms of tornado
days can be quite diﬀerent.
Similarly, but with a focus on nontornadic severe thunderstorm activity, Doswell
et al. (2005) found the probability of severe hail peaked in mid-late May, with the
greatest threat slowly evolving northward across the Great Plains from mid-April to
mid-June. Allen et al. (2015a) focused on output from the North American Regional
Reanalysis (NARR) database from 1979-2012 and found comparable distributions in
the severe hail temporal peak, with reports cresting in late April across the Southeast,
May across the South, and June within the Plains. Additional work by Allen and
Tippett (2015) over the entirety of the U.S. hail observation database (1955-2014)
noted that days experiencing signiﬁcant hail (> 2.00” in diameter) were conﬁned
primarily to the Central/Southern Plains with minimal signiﬁcant hail days across
the Midwest and Southeast.
Although wind gusts do not show as smooth of a spatial evolution over the springtime months, the probability of severe gusts increases markedly from April to June
over the Midwest (Doswell et al. 2005). Altogether, the spatial and temporal evolution of severe convective weather reports suggest that an analysis on regionalized
basis is a prudent aspect to the experimental design of this research. Honing in on
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regions experiencing similar climatological maxima in severe thunderstorm activity
will help elucidate when and where model skill exists.

Report Database
The database of severe weather reports over the contiguous United States is far
and away the most complete record in existence, when compared to that of other
countries (Brooks 2013). However, considerable limitations exist due to the overall
short temporal record; there is inherent diﬃculty in analyzing trendlines in the data,
particularly for tornadoes, of which there has been an explosion in reports since the
1950s (Brooks and Dotzek 2008). Growth in populations - particularly in rural areas
- oftentimes resulting in much greater density of the populace, as well as improved
technology, reporting procedures, and general awareness have led to a near-doubling
of tornado reports in the past half-century (Bruening et al. 2002; Brooks et al. 2003b;
Doswell et al. 2005; Brooks and Dotzek 2008; Brooks 2013) with increased volatility
and vacillations in both reports as well as damage ratings over time (Verbout et al.
2006; Tippett 2014; Elsner et al. 2014).
What is somewhat more diﬃcult to discern is the reason for this rapid increase
of approximately 14 tornadoes per year over the past 50-60 years (Diﬀenbaugh et al.
2008); it is yet to be decisively determined if the apparent increase in reports of
severe weather is truly being inﬂuenced by anthropogenic global warming (AGW)
(e.g., Brooks and Dotzek 2008; Trapp et al. 2009; Seeley and Romps 2015; Tippett
et al. 2015). Research by Brooks et al. (2014) indicates that although the mean annual
number of tornadoes has remained generally steady, an increase in the variability of
reports has occurred since the 1970s. Regardless of the catalyst for this variability,
increases in strong tornadoes has been minimal since the 1950s, with the signiﬁcant
upward trend in tornado reports being primarily a product of “weak” (E)F0-(E)F1
tornadoes (Brooks and Doswell 2001). Even if there is not a signiﬁcant upward trend
in overall tornado occurrences, Long and Stoy (2014) discovered an approximate
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1-week shift in peak tornado activity over the central and southern Great Plains,
suggesting that an analysis on a monthly basis is more appropriate than an aggregate
of the entire spring season.
Allen and Tippett (2015) found the assessment of severe hail to be more complicated than for tornadoes, attributing the upward trend in reports less to the escalation in population, and more toward increased telecommunications, social media,
and a rapid growth in storm chasing interests over the past two decades. Regarding
non-tornadic severe weather reports, Doswell et al. (2005) noted numerous, sometimes signiﬁcant inhomogeneities on localized spatial and temporal scales, oftentimes
at the statewide level. These factors are critical in trying to assess whether or not
actual changes in severe convective weather reports have occurred over in the past
60-plus years. Although this research does not speciﬁcally focus on mitigating any
non-meteorological inﬂuence on trends in reports of severe weather, understanding
the intrinsic issues and potential limitations is nonetheless important.

Environmental Parameters - Background and Computation
With this understanding of the spatial and temporal characteristics of severe
weather reports, it is necessary to address the environmental parameters that are
conducive to severe storms. Investigating ambient conditions coincident with hazardous convective weather as a proxy for actual reports, of which the database has
been shown to be subject to scrutiny, has become an accepted methodology due to
our understanding of severe storm occurrence (Brooks et al. 1994; Rasmussen and
Blanchard 1998; Brooks et al. 2003b). The generation of deep, moist convection requires two key parameters (in addition to a forcing/lifting mechanism) to be present
- moisture and instability/buoyancy (Johns and Doswell 1992; Doswell et al. 1996),
with an additional provision of vertical wind shear for organized rotating thunderstorms regularly possessing a greater capacity for severe weather (Moller et al. 1994).
Severe thunderstorms are signiﬁcantly more likely to form in an environment with
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large values of instability and shear, with the strength of tornadoes and hail being
more strongly conditioned on the magnitude of the shear than the thermodynamic
environment (Brooks 2013). Furthermore, although this study does not discriminate
between the category of severe weather (e.g., hail, wind, or tornado) or the convective mode (e.g., supercell, quasi-linear convective system (QLCS), etc), the latter
can vary greatly within regions of the central and eastern United States, with rightmoving discrete and clustered cells (QLCSs) the predominant mode of tornadoes and
severe weather across the southern Plains (Midwest) (Smith et al. 2012).
Quantifying environmental instability, CAPE was computed throughout this research using a surface-based parcel method. Surface-based convective available potential energy (SBCAPE) utilizes a parcel originating at ground level (as opposed
to mixed-layer CAPE (MLCAPE) and/or most unstable parcel CAPE (MUCAPE),
which use alternative, sometimes averaged, initial parcels) to calculate the amount of
buoyant energy available for convection. The CAPE parameter calculated throughout
this study beneﬁts from the 37 available isobaric levels contained in the CFSv2 model
and is expressed by the following equation integrating buoyancy between the level of
free convection (LFC) and equilibrium level (EL) (Moncrieﬀ and Miller 1976):
Z
CAP E =

z
EL

(B)

(1.1)

z
LFC

where buoyancy (B) is expressed as:

B = g(

Tv − Tv
)
Tv

(1.2)

Tv represents the virtual temperature of a representative air parcel, T v is the virtual
temperature of the environmental sounding and g is the acceleration due to gravity.
CAPE represents the “positive area” between the parcel path and the environmental
temperature trace and is a commonly used parameter to describe the potential energy
of the environment, should a lifting mechanism exist to raise the parcel above the
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LFC. Investigating the NARR, Gensini et al. (2014) noted that the choice of parcelascent path was critical due to diﬀerences in low-level parameters in analyzed versus
reanalysis datasets, and ultimately found surface-based parcels to more accurately
represent observations than mixed-layer calculated CAPE. However, this selection is
subject to individual preference; in fact, Brooks et al. (2003b) acknowledged that the
question of what ‘type’ of parcel to use for calculating CAPE does not have an simple
answer.
In general, increased values of CAPE indicate escalating potential for deep, moist
convection to rapidly grow, though the existence of nonzero CAPE can be considered
a necessary, yet insuﬃcient condition for atmospheric instability (Trapp 2013). Storm
Prediction Center (SPC) guidelines state 1000 J kg-1 as the lower boundary of “moderate instability” (see http://www.spc.noaa.gov/sfctest/help/sfcoa.html), though
the amount of CAPE required for severe weather to occur is a highly complex function
dependent on the (strength of the) forcing mechanism, time of year, complimentary
environmental parameters, etc. (e.g., Schneider et al. 2006; Guyer and Dean 2010;
Sherburn and Parker 2014).
Representing a proxy for 0-6 kilometer deep-layer vertical wind shear, DLS was
calculated as the magnitude of the diﬀerence between vector winds at 1000 and 500
hPa:

DLS =

p

(u500 − u1000 )2 + (v500 − v1000 )2

(1.3)

The use of near-surface and 500 hPa wind components together are designed to represent the shear that is eﬀectively available for storm organization and any consequent
rotation. It diﬀers from storm relative helicity (SRH) in that there is no need to
know (or estimate) the storm motion a priori in order to perform the calculation.
This makes the computation simpler and removes a potentially signiﬁcant source of
error while retaining the important characteristic of distinguishing an environment
supportive of storm rotation (Weisman and Rotunno 2000). Weisman and Klemp
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(1982, 1984) and Rasmussen and Blanchard (1998) have found DLS values of approximately 20 m s-1 to be ’suﬃcient’ for the promotion of supercell thunderstorms with a
greater proclivity for severe weather than non-supercell thunderstorms, though much
lower values (e.g., 10 m s-1 ) were found to be a suﬃcient lower boundary, even for
signiﬁcant tornado events (Craven and Brooks 2004). Regardless, stronger vertical
wind shear, in the presence of ample instability, is favorable for increased longevity
of severe, rotating storms (Markowski and Richardson 2010).
While the parameters of CAPE and DLS are necessary, but not suﬃcient, for
severe thunderstorm development, it is appropriate to investigate these parameters
in tandem, as skillful prediction of these colocated variables is desired. Craven and
Brooks (2004) used the product of MLCAPE and 0-6 km shear to distinguish environments supportive of signiﬁcant severe weather; the research contained herein utilizes
a similar method for combining instability and shear as follows:

CAP EDLS =

(SB)CAP E ∗ DLS
1000

(1.4)

Although not explicitly utilized in this study, index values of 10 m3 s-3 are associated
with the lower boundary for severe weather, while values exceeding 20 m3 s-3 are well
correlated with signiﬁcant hail/wind reports (Craven and Brooks 2004).

1.2.2

ENSO/MJO

Advancing our understanding of when and where extended-range dynamical models possess skill in predicting large-scale atmospheric patterns has the potential to
improve subseasonal predictions of severe convective weather. The sub- (or intra-)
seasonal range, often classiﬁed as predictions extending between two and six week
temporal leads, is a bridge between weather forecasting and seasonal/climate prediction (Palmer and Anderson 1994; Wang et al. 2014). Extended-range predictions are
rooted in the concept that slowly evolving oceanic and land surface variables, such as
sea-surface temperatures (SSTs), soil moisture, sea ice, and snow cover, are inherently
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more predictable than other parameters (Lorenz 1979; Horel and Wallace 1981; Hendon 1986; Shukla and Kinter 2006). By leveraging seasonal changes in the climate of
the tropics which retain relatively high levels of predictability, it becomes possible to
generate skillful extended-range predictions in portions of the midlatitudes (Shukla
et al. 2000). This is because highly predictable modulations in SSTs, such as those
associated with El Niño and La Niña, can be utilized in predictions of extratropical
longwave patterns through connections to lower-boundary forcings, including Rossby
wave trains extending poleward and eastward from such features in the equatorial
Paciﬁc (Palmer and Anderson 1994; Bladé and Hartmann 1995; Roundy et al. 2010).

El Niño / La Niña
The leading oceanic-atmospheric process contributing to increased levels of predictability out to seasonal timescales is El Niño-Southern Oscillation (van Oldenborgh
et al. 2005; Wu et al. 2009; Doblas-Reyes et al. 2013). During EN (LN), warm SST
anomalies evolve in the eastern (central) tropical Paciﬁc Ocean. This anomalous behavior results in an alteration of the location, and subsequent proliferation of, nearequatorial convection, increasing the heat ﬂux into the atmosphere and consequent
latent heat release through portions of the troposphere (Doblas-Reyes et al. 2013).
Furthermore, substantially diﬀerent response patterns occur during cold vs. warm
phases of ENSO (Hoerling et al. 1997). Depending on the strength and longevity
of an ENSO phase, the added release of latent heat energy can have profound inﬂuences on the general circulation of the atmosphere extending into the midlatitudes
(Horel and Wallace 1981). As such, seasonal weather patterns in areas across the
CONUS can be signiﬁcantly altered with respect to temperature (Halpert and Ropelewski 1992; Smith and Sardeshmukh 2000) and precipitation (Ropelewski and
Halpert 1987, 1996; Higgins et al. 2007, 2008; Lee et al. 2014). For instance, Higgins
et al. (2000) discovered that although “extreme” precipitation events impacting the
western CONUS occurred during all phases of ENSO, the greatest percentage oc-
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curred in neutral winters prior to the onset of El Niño, forced by interactions between
the tropical intraseasonal oscillations and the “pineapple express” (concurrence of an
atmospheric river).

Madden Julian Oscillation
Another large-scale feature frequently evident in the tropical Paciﬁc possessing
the capacity to alter longwave patterns across the CONUS is the Madden Julian Oscillation. The MJO, considered a leading driver of intraseasonal variability (Jones
et al. 2004; Zhang 2005) consists of an eastward-propagating, near-equatorial region
of enhanced deep convection (and oft-concurrent anomalous subsidence either leading or trailing the heightened convection) associated with a planetary-scale pattern of
winds (Madden and Julian 1971). It is strongest during the winter and early spring
months and has 30-60 (also noted as 40-50 day or 20/30-90) day periodicity (Madden
and Julian 1994; Maloney and Hartmann 1998; Zhang 2005). The convective phase
of the MJO, which most commonly initiates in the Indian Ocean, strengthens as it
approaches the Maritime Continent, and eventually weakens near the International
Date Line (Madden and Julian 1972; Hendon and Salby 1994; Maloney and Hartmann
1998). It can have an inﬂuence similar to that of ENSO on the large-scale, where
the extratropical longwave pattern is altered through the generation and manipulation/excitation of Rossby waves associated with an anomalous Paciﬁc jet (Hendon and
Salby 1994; Higgins and Mo 1997). It should be noted that the convective elements
of the MJO are not always physically present, but anomalies in (850 hPa) zonal wind,
sea surface temperatures (SSTs), and moisture convergence are often traceable, even
in the absence of anomalous convection (Jones and Weare 1996). Numerous studies
have linked the MJO to precipitation patterns in the United States, particularly in
the western CONUS (Higgins and Mo 1997; Mo and Higgins 1998; Mo 1999; Higgins
et al. 2000; Mo 2000; Jones 2000; Bond and Vecchi 2003) along with an inﬂuence on
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the North American Monsoon (NAM; Higgins and Shi 2001; Zhang and Dong 2004;
Lorenz and Hartmann 2006).

Inﬂuences on Severe Convective Weather
Both ENSO and the MJO are furthermore known to inﬂuence the number of severe weather reports, particularly tornadoes and large hail, across the United States,
primarily due to shifts in the average jet stream pattern (e.g., Smith et al. 1998).
Allen et al. (2015b) found the number of tornado and hail events across the central CONUS decreased (increased) during El Niño (La Niña), while demonstrating
that the lingering eﬀects of ENSO on the North Paciﬁc-North American (NPNA)
circulation allow for wintertime ENSO conditions to inﬂuence severe weather reports
during the successive spring season. Marzban and Schaefer (2001) noted a weak,
albeit statistically signiﬁcant, link between Paciﬁc SSTs and tornado activity in the
CONUS, based upon the number of tornadoes (and tornado days) per month, with
the largest correlation associated with strong and violent tornadoes. Anomalous tornado outbreak years have been correlated with a positive phase TransNiño index
(see Trenberth and Stepaniak 2001), characterized by cool (warm) SST anomalies in
the central (eastern) Paciﬁc, and further related through teleconnections to increased
westerly (southwesterly) winds aloft (near the surface) across the central and eastern
CONUS (Lee et al. 2013). Lee et al. (2016) followed this eﬀort with an extended
length study showing four diﬀerent ENSO phases were linked to regional patterns of
signiﬁcant tornado outbreak probability.
Focusing on the wintertime months (e.g., January-March), Cook and Schaefer
(2008) found tornado outbreaks (including outbreaks of strong tornadoes) were historically more common during ENSO neutral years than during either EN or LN
periods, based on a series of ENSO phase deﬁnitions. On more localized scales, statistical relationships have been established suggesting altered tornado counts during
La Niña events in the mid-east states, though the results were generally insigniﬁcant

14
(Schaefer and Tatom 1998). Agee and Zurn-Birkhimer (1998) found ENSO inﬂuences
on tornado activity to be primarily spatial in nature, with more tornadoes stretching
from the Midwest to the mid-Atlantic down through the Tennessee Valley during
La Niña events. This work was conﬁrmed by Bove (1998) using a bootstrap design
on segments of tornado paths. It is nonetheless important to note that not all research focused on the impact of ENSO on tornadoes is in agreement; considerable
dissent remains over how and where the strongest signal is found. Overall, seasonal
activity in CONUS tornadoes and hail, analyzed through modulations in both upperand lower-level jet streams and the subsequent impact on parameters such as CAPE,
shear, and helicity, have similarly been linked to SST variability on a global scale
(Weaver et al. 2012), with both EN and LN contributing to variations in the NALLJ
(Krishnamurthy et al. 2015).
Regarding the MJO, Thompson and Roundy (2013) discovered that violent tornado outbreaks during CONUS spring were more than twice as likely to occur while
the MJO was in phase 2 of the Real-time Multivariate MJO (RMM) index (convective phase over the Indian Ocean - see Wheeler and Hendon 2004) than during
other phases of an active MJO, or when the MJO was inactive. Another study found
that early spring (April / May) tornado day likelihood increased during MJO phases
6 and 8 (convective phase in the western and central Paciﬁc respectively) and less
likely in phases 3, 4, and 7 (near the Maritime Continent and progressing into the
central Paciﬁc), with diﬀerent phases resulting in above/below average threats in
the month of May (Barrett and Gensini 2013). Furthermore, the work of Barrett
and Gensini (2013) found general associations between MJO phase and anomalous
CAPE, bulk vertical wind shear, and storm-relative helicity over the central CONUS.
Barrett and Henley (2015) advanced the connection between the MJO and hail variability over the CONUS, ﬁnding the strongest correlation between the product of
CAPE/DLS and anomalous days experiencing hail occurred over the south-central
CONUS during April within phase 5 of the MJO. The authors noted additional correlations varied strongly in a spatial sense moving into the months of May (phase 3
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of MJO/below-average anomalies over the north Central CONUS) and June (phase
8 of MJO/above-normal activity over west Texas and below-normal over portions of
the central CONUS) (Barrett and Henley 2015). It should be noted that the bulk of
these statistically-based studies (ENSO and MJO) focus on severe weather activity
over large domains across the central and eastern United States and possess the signiﬁcant constraint of looking only at one speciﬁc mode of variability, when in reality
ENSO, MJO, and other modes are often coincident, resulting in potential constructive
or destructive interference.

Model Representation
Jones et al. (2004) argued that poor representation of the MJO (and other modes
of tropical variability) by global numerical models was a signiﬁcant hinderance in
discovering the true impacts on extratropical weather variability. Ultimately, the
predictability of the extratropics/midlatitudes is highly dependent on the internal
dynamics encouraged by variable behavior brought on by tropical forcings (Qin and
Robinson 1995). In other words, a signal in the midlatitudes, of which tropical
forcing is the primary catalyst, does not necessarily result in signiﬁcant increases in
forecast skill (Qin and Robinson 1995); multiple facets of the tropical forcing must be
handled well in order to produce a midlatitude signal that is skillful, as was shown by
Bladé and Hartmann (1995) speciﬁcally regarding the spatial structure of the MJO.
Furthermore, given that the MJO and ENSO often coexist in the tropical Paciﬁc,
feedback exists between the two modes of climate variability (Slingo et al. 1999; Zhang
and Gottschalck 2002; Zhang 2005; Pohl and Matthew 2007) often complicating the
impact of each feature on the North Paciﬁc - North America (NPNA) circulation
pattern. This further validates the use of a global dynamical model to assess the
combined inﬂuence on parameters conducive to severe thunderstorms.
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1.2.3

The CFSv2

Since becoming operational in March 2011, the CFSv2 has been the focus of many
research endeavors seeking to evaluate the capacity of the model to predict features
having signiﬁcant socioeconomic impacts worldwide. Mo et al. (2012) found that
the CFSv2 slightly improved soil moisture forecasts when evaluated against a climatologically altered model, but only at relatively short lead times, and furthermore
only for certain locales across the United States where the model exhibited skill in
forecasting precipitation. Jiang et al. (2013) and Liu et al. (2013) demonstrated that
the CFSv2 had prominent skill in predicting many major features associated with
the Asian Summer Monsoon on seasonal-to-interannual time scales, including areas
of heavy rainfall, large-scale circulations and timing of the onset and retreat. Additional improvements over the original Climate Forecast System (CFSv1) with regards
to global land surface air temperatures and precipitation have been recognized (Yuan
et al. 2011); however limited skill was noted beyond one month. Altogether, numerous studies have shown varying levels of skill in CFSv2 predictions for a multitude
of phenomena, including a small but positive skill of the Arctic Oscillation (Riddle
et al. 2013), improvements beyond climatology for the onset and dissipation of the
the South American monsoon system (SAMS; Jones et al. 2012) and notably high
predictability in the Australian monsoon (Liu et al. 2014) and North American monsoon (NAM; Zuo et al. 2013), albeit with relatively poor placement of precipitation
in the NAM. Possessing generally higher average predictive skill compared to the
CFSv1, particularly for surface temperature forecasts, the work by Peng et al. (2013)
continues to motivate an in-depth analysis of the CFSv2 on parameters related to
severe storms.

Representation of MJO
The CFSv2 has exhibited marked improvement over the CFSv1 with regards to
skillful forecasts of the MJO out to a period beyond week-2 with additional improve-
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ments noted in seasonal forecasts of near-surface temperatures over the United States
(Zhang and van den Dool 2012; Saha et al. 2014). This is in contrast to an approximate one week period of skill in the the CFSv1 (Zhang and van den Dool 2012);
the improvement was attributed in large part to advances in both initial conditions
as well as increased model capabilities. Wang et al. (2014) conﬁrmed these ﬁndings
by noting CFSv2 prediction skill of the MJO out to approximately 20 days, with the
lowest (highest) skill occurring in boreal winter (summer). Furthermore, the authors
found the greatest skill occurred with targeted phases of the oscillation, particularly
when the convective phase was located in the western Indian Ocean or east of the
Maritime Continent (Wang et al. 2014). Kim et al. (2014) identiﬁed similar levels of
predictability utilizing bivariate correlation coeﬃcients in conjunction with the realtime multivariate MJO index (see Wheeler and Hendon 2004), ﬁnding predictability
beyond 32 days, and skillful correlations out to three weeks for the CFSv2.
However, the simulation of the MJO is not without issues, as multiple studies have
noted that the convective phase of the MJO in the CFSv2 has slower propagation
than observations and that there are substantial model diﬃculties in traversing the
Maritime Continent (Weaver et al. 2011; Fu et al. 2013; Wang et al. 2014; Kim
et al. 2014). Kim et al. (2014) further noted that the MJO amplitude was weaker
in the CFSv2 than in observations. Not surprisingly, multiple studies noted that
better predictive results were obtained when the initialization involved an already
well-developed MJO (Zhang and van den Dool 2012; Wang et al. 2014; Kim et al.
2014).

ENSO Representation
Additionally, the Climate Forecast System model suite has demonstrated notable
skill in prediction of El Niño-Southern Oscillation through anomalies of the Niño3.4
SST index (see Barnston et al. 1997), although recent studies have demonstrated
limited, seasonally dependent improvement with the upgrade from CFSv1 to CFSv2
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(Barnston and Tippett 2013). In fact, Barnston and Tippett (2013) actually found
that the CFSv1 displayed superior performance for ’easier’ ENSO predictions, while
the CFSv2 showed greater temporal correlation for events traversing the spring ENSO
predictability barrier (e.g., a prediction for the ENSO state in summer made during
the wintertime months). These ﬁndings are intimately related to work by Kumar
et al. (2012) and Xue et al. (2013) who analyzed a sudden change in equatorial
Paciﬁc SSTs in 1999 and attributed the change in the cold bias to initial conditions
within the CFSR, with subsequent ramiﬁcations on Paciﬁc trade winds. As such, Xue
et al. (2013), calculated prediction skill of the CFSv1 against the CFSv2 using rootmean-square error (RMSE) and anomaly correlation coeﬃcient (ACC) techniques,
and discovered skill in predicting the Niño-3.4 SST index was actually lower in CFSv2.
However, slightly greater ACC values could be gleaned from the newest version of the
CFS by simply parsing out two separate climatologies - before and after the abrupt
change in SSTs (Xue et al. 2013). Having noted these caveats, the CFSv2 predictions
still show high ENSO prediction skill (e.g., Kim et al. 2012; Saha et al. 2014) critical
to assessing potential alterations in the GCM’s depiction of anomalous longwave
patterns across the contiguous United States.

Rationale for a GCM
Whereas the linkages between slowly evolving tropical oceanic variables and longwave patterns over the Northern Hemispheric midlatitudes are generally well established, much is still to be learned about how accurately these patterns are predicted by
global dynamical models, as well as the subsequent inﬂuences on lower tropospheric
parameters inﬂuencing severe thunderstorm environments. The bulk of studies to date
connecting various phases of EN, LN, and the MJO to tornadoes and large hail are
almost exclusively rooted in a statistical downscaling framework and presented over
broad spatial regions. Furthermore, each ENSO event is unique, particularly in the
springtime evolution (Trenberth and Stepaniak 2001), and even though it is termed
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an “oscillation”, the MJO can be quite variable - it does not always exhibit regularity
(Salby and Hendon 1994). This diverse behavior, even within quasi-regular phenomena, results in diﬀering levels of inﬂuence on teleconnections from event to event.
Understanding how a dynamical model handles parameters linked to severe weather
through correlations with global features such as ENSO and MJO is a necessary facet
to improving long-range predictions. Elucidating trends in when and how the CFSv2
skillfully predicts said parameters, and furthermore how these periods coincide to
reports of severe weather within pre-deﬁned regions of the CONUS is imperative in
order to best exploit the CFSv2 as a predictive tool for severe thunderstorms.

1.3 Theoretical Considerations / Summary
Throughout modern history, numerical weather models have struggled to display
notable skill on either the spatial and temporal scales of parameters associated with
severe storms, particularly with increased lead time. However, multiple projects over
the past two decades have resulted in the creation of long-term numerical weather
models, data analyses, and reforecasts/reanalyses - most notably the National Centers
for Environmental Prediction (NCEP) / National Center for Atmospheric Research
(NCAR) Reanalysis (Kalnay et al. 1996) and the North American Regional Reanalysis (NARR; Mesinger et al. 2006). These independent eﬀorts have allowed for a
longer period of insight into various atmospheric conditions through relatively high
resolution output. The NCEP Climate Forecast System Version 2, contains a coupled
reanalysis over a 32-year period (1979-2010), a 29-year reforecast record (1982-2010),
and possesses several upgrades to the original CFS to include improved physics and
increased resolution (Saha et al. 2014). An in-depth exploration into the capabilities
of the CFSv2 to predict environmental CAPE, DLS, and CAPEDLS is prudent given
these upgrades, studies supporting improved model skill, and a strong desire to improve forecasts of potentially disastrous severe weather potential beyond the limits
of weather predictability. Recent eﬀorts by Kirtman et al. (2014) and Becker et al.
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(2014) on the North American Multimodel Ensemble (NMME) project highlighted
the CFSv2 as having the highest anomaly correlation amongst all the individual models in the study (regarding temperature, precipitation, and SSTs), fueling the idea to
research the capacity of the CFSv2 to skillfully predict severe weather environments.
As has been shown, numerous established correlations link the parameters of stability and speed/directional vertical wind shear to severe weather occurrence. Specifically, CAPE and SRH are known to possess some of the most robust correlations to
severe storms containing severe hail, winds, and tornadoes (Brooks et al. 1994; Rasmussen and Blanchard 1998; Brooks et al. 2003b; Craven and Brooks 2004; Tippett
et al. 2014). Though a number of other atmospheric variables have been linked to
severe convective activity, CAPE and DLS have a non-negligible relationship (Weisman and Klemp 1982). As such, a more complete understanding of how the CFSv2
treats these parameters both on an individualized basis, as well as in tandem, is a
critical step towards improving forecasts of convection capable of causing damage and
casualties. Viewing CAPE and DLS as independent entities a priori to examining
the product of instability and shear is necessary to avoid the potential of one skillful
variable masking another lacking in quality. However, it is important to note that although these parameters are inherently necessary for severe convective storms, forcing
mechanisms, such as synoptic-scale frontal boundaries, drylines, outﬂow boundaries,
and other mesoscale features are a necessary additional ingredient, of which this research does not seek to assess. Doswell (1987) and Brooks et al. (2007) noted how the
large-scale generally determines whether the thermodynamic pattern is suﬃcient for
severe thunderstorms to develop, but that the mesoscale features, often more diﬃcult
to detect, are critical for initiation.
Although statistical relationships have been established between characteristics of
speciﬁc modes of climate variability, such as ENSO and the MJO, and tornado/severe
thunderstorm occurrence, they are typically valid only in isolation and thus do not
consider other possible contributions to severe thunderstorm activity. This motivates
the use of a global dynamical model, which does not discriminate between such con-
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tributions, but is in large part dependent on the model representation of the MJO,
ENSO, and associated forcings. In theory, a more in-depth understanding of how
well a GCM such as the CFSv2 predicts these baseline parameters has the potential
to signiﬁcantly improve our extended-range predictability of when and where severe
thunderstorms have a greater (or lesser) potential to occur on a temporally aggregate
basis (i.e. not on an individual, daily basis).
As previously discussed, the grid spacing of the CFSv2 does not possess the capacity to resolve cumulus convection, thus the desire to explore environmental parameters computed from the resolved temperature, humidity, and wind ﬁelds. Tippett
et al. (2012) demonstrated that even though local-scale features were critical for
tornadogenesis, a measure of tornado activity could be derived from an analysis of
monthly-averaged environmental parameters. More recently, Tippett et al. (2014)
evaluated the extent to which a set of convective parameters from the NARR can
be used to predict severe storm reports. Further eﬀorts by Carbin et al. (2016) investigated synoptic-scale regimes supportive of speciﬁed severe weather events within
the operational CFSv2 based upon analysis of the supercell composite parameter
(SCP; Thompson et al. 2003). The objective of this research complements the work
by Carbin et al. (2016) by looking at the prediction of environmental parameters at
extended leads, but not speciﬁcally individual episodes of severe weather.
Even though this research does not strive to pinpoint exact locations of future
severe thunderstorms and correlated threats, it seeks to provide insight into the potential of the CFSv2 to highlight regions in which these storms are more or less likely
than would otherwise be anticipated from a simple climatological perspective and on
a temporal scale longer than what is currently deemed operationally useful. The ability to discern conditions under which model skill exists beyond a baseline climatology
has great potential to beneﬁt resource and risk managers. Understanding that there
is even a slightly greater-than-average risk of severe weather can be the catalyst for
improved preparation leading to a more timely response in the event severe weather
occurs, as well as a potential cost savings when the threat is below-average.
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1.4 Research Objectives
Minimal research has been performed on the link between climate models and
regional-scale parameters associated with severe weather. Whereas a number of studies have sought to link ENSO and other large-scale (sub-) seasonal climate features to
storm reports and tornadoes across the CONUS, it is important to view these globally spanning features in conjunction with any and all other inﬂuential atmospheric
features in order to assess the true contribution to the environment. The statistical relationships that have been developed between ENSO, MJO, and other speciﬁc modes
of variability and tornado/severe thunderstorm occurrence are nearly exclusively valid
for the speciﬁed mode and thus do not consider other possible contributions to severe
thunderstorm activity. This motivates the use of a global, dynamical model which
does not discriminate between such contributions, but is in large part dependent
on the model representation of the MJO, ENSO, and associated forcings (e.g., global
wind oscillation (Weickmann and Berry 2009; Gensini and Marinaro 2016), the Arctic
Oscillation (AO; Deser 2000), contributions from the NALLJ (Higgins et al. 1997),
Gulf of Mexico (GOM) sea surface temperatures (Molina et al. 2016), the IntraAmericas Sea (IAS) low-level jet (Muñoz and Enﬁeld 2011) and others). Allowing
for natural interference, constructive or destructive, to occur between forcings within
a dynamical model is important, as many studies have shown that anomalies in the
extratropics resulting from tropical forcings can be from multiple sources (Hoskins
and Sardeshmukh 1987; Slingo et al. 1999; Kumar et al. 2001).
Furthermore, the underlying parameters that discern an environment within which
severe storms are a possibility must be properly understood in order to bridge the teleconnection gap. The oftentimes chaotic nature of midlatitude cyclones that inﬂuence
stability and vertical shear proﬁles present unique challenges to model performance.
Only when the skill of GCMs such as the CFSv2 have been analyzed with regards to
parameters such as CAPE (instability) and DLS (proxy for storm rotation) can we
gain conﬁdence in why these connections exist. Whereas prior research has focused
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almost exclusively on the relationship between the forecast model and actual severe
weather events, this research is focused on two new fronts - 1) the investigation of
CFSv2 skill using real-time forecast/reforecast and veriﬁcation data along with 2) an
added focus on parameters correlated to severe weather in lieu of actual event occurrence, prior to any comparison to storm reports. It is imperative to understand how
well the model represents individual contributions to the large-scale environment before attempting to make forecasts of severe convective storms and associated hazards.
To better understand the capacity for the CFSv2 to improve subseasonal prediction
of severe convective storms, the preceding concepts have resulted in the following
critical objectives of this research:

Objective 1: Generate forecast output from the CFSv2 / CFSRef for temporal
periods climatologically prone to severe convective weather (e.g., April-June) across
predeﬁned regions in the central and eastern United States (1982 - 2016).

Objective 2: Evaluate the output of ensemble forecasts aggregated over monthlong veriﬁcation periods to determine combinations (month/region/parameter) where
the CFSv2 model suite exhibits skill beyond that of a climatologically-based prediction. Utilize the CFSRef (1982 – 2010) to establish a baseline for skillful prediction,
and apply learned techniques to applicable periods of the CFSv2 (2011 – 2016) within
an experimental proving ground setup.

Objective 3: Analyze large-scale patterns concurrent with periods of skillful
CFSv2 model prediction for both above- and below-average parameter anomalies.
Investigate anomalous longwave patterns inﬂuencing CAPE and DLS throughout
predetermined regions of the CONUS as appropriate. Speciﬁcally assess model performance in relation to ENSO and the MJO. Furthermore, assess the relationship
between skillful predictions of CAPE, DLS, and CAPEDLS by the CFSv2 and re-
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gional reports of severe weather.

Chapter 2 will provide an in-depth overview of the CFSv2 model suite and subsequent output, followed by a requisite explanation of unique methodologies employed
in this research designed to mitigate inherent model biases. Additionally, a synopsis
of skill measures adapted within future sections will be addressed. Next, Chapter 3
will focus on results gleaned from the 29-year reforecast element of the CFSv2 along
with an analysis of concurrent large-scale environmental conditions. Relationships
between periods of skillful CFSRef prediction and ENSO/MJO will be evaluated,
along with an analysis of severe weather reports. Chapter 4 describes the experimental proving ground for testing the sensitivities/relationships between the CFSRef
and the CFSR on operational CFSv2 output. An in-depth analysis of each spring
season in the CFSv2 (2011-16) will be followed by an assessment of skill for forecasts
in which increased conﬁdence is justiﬁed. Finally, Chapter 5 will conclude with an
overall summary and critical takeaways.
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CHAPTER 2. DATA AND METHODS
2.1 The Climate Forecast System Model Suite
2.1.1

CFSv1 Overview

The original Climate Forecast System (hereinafter CFSv1) obtained operational
status in 2004, becoming the ﬁrst coupled ocean-land-atmosphere GCM produced at
NCEP for the purpose of seasonal prediction (Saha et al. 2006). Crafted using a lowerresolution version of the Global Forecast System (GFS) as the atmospheric component (Moorthi et al. 2001) and the Geophysical Fluid Dynamics Laboratory (GFDL)
Modular Ocean Model, version 3 (MOM3) as the oceanic component, the CFSv1
improved upon previous models at NCEP which did not possess any atmosphereocean coupling outside of the tropical Paciﬁc, and therefore exhibited shortcomings
compared to fully coupled GCMs. Other critical components of the CFSv1 include
the NCEP-Department of Energy (DOE) Global Reanalysis 2 (R2; Kanamitsu et al.
2002) and a global ocean data assimilation system (GODAS; Behringer 2007), which
allowed for the creation of both a reanalysis and reforecast component to the model
suite.
Representing a historical moment in seasonal weather prediction by the United
States, the CFSv1 was the ﬁrst dynamical model to demonstrate skill in the prediction of precipitation and near-surface temperatures similar to that of NCEP Climate Prediction Center (CPC) statistical methods (Saha et al. 2006). Signiﬁcant
improvements/advancements noted in the CFSv1 system in addition to quasi-global
atmospheric-ocean coupling (between 64◦ N-74◦ S) included the avoidance of any ﬂux
adjustments or corrections (atmospheric and oceanic components exchanging daily
averaged quantities of heat and momentum ﬂux) and a 24-year period (1981-2004)
series of hindcasts (Saha et al. 2006). The principal purpose of these hindcasts was to
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calibrate the real-time, operational model as well as to assess skill of the predictions.
Whereas the CFSv1 was a signiﬁcant addition to the NCEP model family, improvements developed over the course of multiple years resulted in the decommissioning of
the CFSv1 in 2012, approximately 18 months after the CFSv2 reached full operational
status (Saha et al. 2014).

2.1.2

CFSv2 Overview

The second version of the Climate Forecast System, the CFSv2, was deemed
operational in March 2011 (Saha et al. 2014). The CFSv2 is a fully-coupled oceanatmosphere-land model comprised of a number of critical facets. The atmospheric
portion of the model consists of a spectral triangular truncation modeled after the
NCEP GFS (T126, or ∼0.938◦ grid spacing at the equator) with ﬁnite diﬀerencing
methods in the vertical consisting of 64 sigma-pressure hybrid levels (Saha et al. 2014).
This represents a smaller horizontal grid spacing than the CFSv1, while retaining the
same vertical resolution. Additionally, the Noah land surface model (Ek et al. 2003),
which was utilized in the GFS and the generation of the Climate Forecast System
Reanalysis (CFSR), underwent slight changes to address low-level warm biases, particularly in the midlatitudes. A concurrent adjustment in the radiation scheme from
the Rapid Radiative Transfer Model (RRTM) to a Monte Carlo independent column approximation (McICA) was made to the atmospheric component. The latter
was designed to improve 2-meter temperatures over land in the CFSv2 (Saha et al.
2014), which carries importance for calculations of surface-based CAPE. No changes
were made to the ocean and sea ice models (GODAS) or the third iteration of the
GFDL ocean model (MOM3) from CFSR (Saha et al. 2010). First-guess forecasts for
the CFSv2 originate from the CFSR and the operational Climate Data Assimilation
System (CDAS), the latter serving as the real-time continuation of the CFSR.
All critical components of the CFS were upgraded during development of the
CFSv2. The CFSR replaced R2, which, in itself, was a minor upgrade to R1, com-
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monly referred to as the NCEP/NCAR reanalysis (Kalnay et al. 1996). This improvement allowed for proper coupling between the atmosphere and ocean, interactive sea
ice data, and utilization of satellite radiances throughout the entire period (19792010), with substantially improved horizontal and vertical resolution (T382L64 - approximately 0.313◦ grid spacing at the equator with 64 vertical levels) (Saha et al.
2010, 2014). Upgraded multi-layer soil/sea ice models and prescribed evolution of
CO2 concentrations based upon historical considerations are woven into the CFSv2
(Saha et al. 2014). Another signiﬁcant change is the fact that the CFSv2 is run in
near real-time, with a plethora of products available every six hours. New opportunities for generating predictions not only on the climate scale, but also on seasonal
and subseasonal temporal scales have become possible through the introduction of
the CFSv2.

2.1.3

CFSv2/CFSRef - Predictive Output

The CFSRef
Twenty-nine years (1982-2010) of CFSRef output valid for individual month-long
periods of April, May, and June serve as the predictive element for the bulk of this
research, with base lead times ranging from ∼10 days to nearly eight weeks. These
retrospective forecasts are available at 0000, 0600, 1200, and 1800 UTC every ﬁfth
day, starting 1 January each year (Saha et al. 2014). Whereas all available model
initialization times were utilized, only the 0000 UTC veriﬁcation time for each day
during a prescribed forecast window (e.g., valid 1-30 April) was used for the analysis
of CAPE, DLS, and CAPEDLS. This was designed to best coincide with maximum
values of CAPE as well as the climatological diurnal peak in severe storms. The
three-dimensional CFSRef ﬁles contain 37 isobaric levels and exhibit native 1◦ by
1◦ grid spacing, with a total of 83 TB of data available from the NOAA National
Operational Model Archive Distribution System (NOMADS).
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While suitable for conducting an extended analysis of subseasonal to seasonal prediction, the overarching purpose of the CFSRef was to help calibrate the operational
Climate Prediction Center (CPC) long-term predictions of phenomena such as ENSO
(Saha et al. 2014). Although not utilized explicitly in this research, a 12-year period
of both seasonal (90-day) and subseasonal (45-day) forecasts have also been created
in 3-D pressure ﬁle format (1999-2011). The former was initiated for every 0000 UTC
cycle, and was produced in order to assist in the calibration of CPC hydrological forecasts, while the latter is initiated at 0600, 1200, and 1800 UTC daily for the purposes
of assisting in CPC sub-seasonal predictions of tropical phenomena, such as the MJO
and Paciﬁc / North American (PNA) pattern (Saha et al. 2014).

The Operational CFSv2
The CFSv2 is available in near real-time, with initial conditions obtained from
the second version of the CDAS (CDASv2, hereinafter CDAS). In the operational
conﬁguration of the CFSv2, 16 total runs are available each day (at 0000, 0600, 1200,
and 1800 UTC), with four extending out through 9 months (one each cardinal hour),
three to a single season (remaining 0000 UTC predictions), and nine out through 45
days (Saha et al. 2014). In this study, the CFSv2 is utilized as a proving ground
upon which to test results elucidated from the extended CFSRef database. As such,
although the CFSv2 is run multiple times each day (as opposed to every pentad for
the CFSRef), only CFSv2 output corresponding to available leads from the CFSRef
were utilized for consistency. The resolution of the CFSv2 and CFSRef is identical
for the 3-D pressure ﬁles, allowing for seamless transition between the two archives.
Furthermore, CFSv2 output was analyzed for the same months as the CFSRef (April
– June) and for the years 2011-2016. Applying results gleaned from the CFSRef to
the continuously available CFSv2 will provide necessary insight into the applicability
of techniques from a predictive standpoint.
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2.1.4

CFSR/CDAS - Veriﬁcation and Climatology

CFSv2 reanalysis data were used to establish a baseline climatology and for model
veriﬁcation (Saha et al. 2010). Because the CFSR possesses a native 0.5◦ x 0.5◦ grid,
bilinear interpolation was used to reduce the CFSRef grid to match the CFSR. Aggregates of daily output for the individual months of April, May, and June over a
32-year period (1979-2010) construct the long-term climatology, against which CFSRef/operational CFSv2 skill is measured. Summation of CFSR/CDAS output for
individual month/year combinations (e.g., 31 days in May 2003) are utilized for veriﬁcation of model output. For proper consistency, all CFSR-based output is valid
for 0000 UTC. The CFSR serves as an acceptable proxy for veriﬁcation data. This
is supported by a comparison of the CSFR to select archived sounding data using
a nearest neighbor technique, highlighting generally strong correlations between the
CFSR and sounding output from University of Wyoming (UWYO) archive for CAPE
and DLS.

Regions of Interest
Analyses throughout this study are conducted over a subset of the CONUS, focused east of the Rocky Mountains, and speciﬁcally over four distinct, non-overlapping
regions prone to severe thunderstorms across the central and southeastern United
States. The regions, modeled using results in Brooks et al. (2003a) and Doswell
et al. (2005), have the following latitude/longitude boundaries: southern Great Plains
(SGP; 30◦ N-37◦ N, 102◦ W-93◦ W), central Great Plains (CGP; 37.5◦ N-44.5◦ N, 102◦ W93◦ W), Midwest (MW; 37◦ N-43.5◦ N, 92.5◦ W-83◦ W), and Southeast (SE; 30◦ N-36.5◦ N,
92.5◦ W-83◦ W) (Figure 2.1). All four regions consist of 280-285 grid points and exhibit
similar peaks in severe weather, ranging from early April in parts of the Southeast
to early/mid June across portions of the central Great Plains and Midwest. Furthermore, the SE region has a very broad maximum extending over much of the
wintertime season, whereas points north and west have much more deﬁned peak in
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tornado/severe thunderstorm occurrence (Brooks et al. 2003a). Points further north
and east of the regions outlined in Figure 2.1 experience lower magnitude maxima
in severe thunderstorm occurrence and/or more poorly deﬁned temporal trends; this
helped to shape and constrain the focal regions for this research study.

CGP

MW

SE
SGP

Figure 2.1. Map outlining focal regions including the southern Great
Plains (SGP; red), central Great Plains (CGP; orange), Midwest (MW;
green) and Southeast (SE; cyan). All regions consist of 280-285 grid
points. Areas encompassed within each region share similar climatological peaks in severe weather/tornadic activity (SGP - May; CGP - late
May-June; MW - late May-June; and SE - April)
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CFSR/UWYO Sounding Archive Comparison
Five locations were selected for the purpose of analyzing similarities and diﬀerences between CFSR output and atmospheric sounding data regarding the CAPE
and DLS parameters: Birmingham, AL (KBMX), Lincoln, IL (KILX), Topeka, KS
(KTOP), Norman, OK (KOUN), and Amarillo, TX (KAMA). These selections were
made with respect to geographical separation within subregions of interest (see Figure
2.1) as well as diﬀering characteristics in terms of frequency and timing of environments supportive of severe thunderstorms. Comparisons were made over a randomly
selected four year period (1996-1999) for the month of May, with all days in which atmospheric sounding data were available being included in the analysis. The rationale
for examining May, in lieu of April or June, is in part due to the transitory nature of
the two parameters; CAPE values ramp up quickly across the CONUS during May,
while DLS values slowly trend downward with a northward retreating jet stream. As
such, all comparisons consist of between 114 and 123 individual days. Methods of
testing for any signiﬁcant diﬀerences between datasets included analysis of variance
(ANOVA), calculation of the Pearson product-moment coeﬃcient of linear correlation (along with subsequent squaring of the Pearson correlation), and the analysis of
a paired two sample t-test with resultant p values.
Single factor ANOVA tables generated for the aforemetioned locations provide
a general overview of the data; information regarding dataset averages, counts, Fstatistics, and degrees of freedom were ﬁrst investigated to ensure no glaring errors
were evident prior to additional analysis. Pearson product-moment coeﬃcient of
linear correlation, which is more commonly referred to as simply a “correlation coeﬃcient” was next generated for each individual dataset. The Pearson correlation (rxy or
r-value) is a simpliﬁed, single-value measure of the relationship between two variables,
and can be denoted as the ratio between the sample covariance and the product of
the sample standard deviations of the two datasets (Wilks 2011) as shown:
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rxy =

Covariance(x, y)
sx sy

(2.1)

where the covariance between CFSR output and UWYO sounding data is calculated
by the equation:
n

Covariance(x, y) =

1 X
[(xi − x)(y i − y)]
n − 1 i=1

(2.2)

and the product of the two sample standard deviations as:


n

1 X
sx sy =
(xi − x)2
n − 1 i=1



1/2



n

1 X
(y i − y)2
n − 1 i=1



1/2

(2.3)

Although the Pearson correlation is neither resistant to outliers in the data nor
robust in terms of recognizing strong nonlinear relationships, this work seeks to recognize a linear relationship, and extreme outliers should not be rampant (nor were
they noted) in any datasets given they are for identical parameters. Furthermore,
the Pearson correlation is bounded by -1 and 1, with the latter signifying a perfect,
positive linear association, and thus desirable for calculations hereafter. Squaring the
Pearson correlation (r2 xy ), speciﬁes the amount of variability explained by either x or
y, described by the complimentary dataset (Wilks 2011). Altogether, it is desirable
for these point comparisons to have maximized values for rxy and r2 xy , ideally with a
slope approximating a value of one.
A compliment to calculating the Pearson correlation is an investigation into the
probability that a signiﬁcant diﬀerence exists between the mean of the complimentary
datasets using the paired two-sample t-test and analysis of resultant p values. The
paired two-sample version of the t-test is appropriate as the data being analyzed
is assumed to be non-independent (observed simultaneously), which results in the
two series generally being correlated. As such, the t-test for the mean of paired
samples is designed to avoid overestimating the variance of the sampling distribution,
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subsequently neglecting to reject null hypotheses that in fact should be rejected (Wilks
2011). To compute the important aspects of this test, ﬁrst the diﬀerence between
individual samples, where Δ = x1 - x2 was calculated, subsequently leading to a
sample mean of
n

Δ=

1X
Δ i = x 1 − x2
n i=1

(2.4)

where x1 corresponds to the CFSR output for CAPE / DLS and x2 to data from the
UWYO sounding archive. The null hypothesis that the population mean (H0 : µ1 µ2 ) equals zero is the condition used to generate the following test statistic:

z=

Δ − µΔ
(s2 Δ /n)1/2

(2.5)

Utilizing α = 0.05 for a 95% conﬁdence interval, information for each location was
examined to see if the null hypothesis would be rejected, suggesting a high likelihood
that a diﬀerence exists in the population mean of the two datasets. Though possessing
a strong correlation was deemed more important than having a notable diﬀerence in
the means, this analysis provides additional information about the strength of the
relationship between the CFSR and the UWYO output. Finally, the two-tailed p
value is interpreted as the probability that the true observation that occurs will be at
least as unfavorable as the test statistic (Wilks 2011). Thus, given the test statistic
utilized here is focused upon the greater of the two means for a given location, and the
subsequent likelihood that the true diﬀerence between the two means is in actuality
zero, it is desirable for the p values to be large. In other words, having a large p
value means that it is more likely that the diﬀerence in the mean between the CFSR
and the UWYO output at a given grid point over the sampled years is, in actuality,
zero. Conversely, small p values, with values oftentimes <0.001, mean that there is a
minuscule chance that the means are equal.
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Starting at Birmingham, AL, which, of the aforementioned locations has the closest proximity to the Gulf of Mexico and associated maritime tropical airmass, is a
location for which the CFSR has an overall good representation of CAPE. The Pearson correlation between the two datasets is 0.7726, (r2 xy = 0.5968). The diﬀerence
in the sample means is -49.92 J kg-1 , with a p value of 0.312, not allowing the null
hypothesis that the populations means are equal to be rejected. Furthermore, the
95% conﬁdence interval (CI) suggests the mean diﬀerence is between -147 and 47 J
kg-1 , suggesting minimal bias for CAPE. Looking at time series plots for individual
years within the dataset shows that the CFSR (blue trace) is generally in sync with
UWYO output (red trace), and importantly, one does not dominate the other in
terms of regularly possessing greater CAPE values (Figure 2.2 (a-d)).
Regarding DLS, the CFSR does appear to show some mild diﬀerences, the majority of which are a product of poor CFSR representation for May 1998 (Figure 2.2
(g)). A strong rxy /r2 xy combination of 0.7996 and 0.6393 exists, but a diﬀerence in the
sample means of -1.26 m s-1 resulted in a p value of 0.003, indicating a rejection of the
null hypothesis of equal population means. Although minor, this suggests that the
CFSR possesses a mild low bias in the representation of deep-layer shear in portions
of the Southeast. Referring back to the time series plots (Figure 2.2 (e-h)), generally
good agreement between the CFSR and UWYO is evident in 1996, 1997, and 1999,
though for all years the CFSR is prone a lower magnitude of DLS than true sounding
output.
Lincoln, IL, located in the central part of the state, was chosen to represent the
Midwest in analyzing CFSR performance. The CFSR is strongly correlated to data
from the sounding archive for CAPE, possessing an r-value of 0.8732. Time series
traces capture this behavior, with the model corresponding well to high CAPE days
(Figure 2.3 (a-d)). However, the CFSR does struggle somewhat with the magnitude of
CAPE, as is shown by a diﬀerence of 218.64 J kg-1 in the sample means (95% CI is 134
- 302 J kg-1 ). This results in a two-tailed p value of <0.001; although this rejects the
null hypothesis that the populations means are equal, the strong correlation between

CAPE

(b) KBMX - 1997

(f) KBMX - 1997

(e) KBMX - 1996

(g) KBMX - 1998

(c) KBMX - 1998

(h) KBMX - 1999

(d) KBMX - 1999

Figure 2.2. Time series comparison between CFSR (blue) and atmospheric sounding data (red) obtained from the
University of Wyoming archive (see http://weather.uwyo.edu/upperair/sounding.html) between Birmingham,
AL (KBMX) and the closest grid point (obtained using a nearest neighbor technique). CAPE (J kg-1 on the
ordinate axis, top row) for four select year (1996-1999) and DLS (m s-1 on the ordinate axis, bottom row) are
shown. Only mild diﬀerences are evident between the CFSR and proﬁle data outside of DLS for May 1998 (g).

DLS

(a) KBMX - 1996
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the datasets is key. Recognizing that a mild high bias exists, the strong correlation
for this locale justiﬁes use of the CFSR in the Midwest.
A particularly strong performance in terms of DLS is exhibited by the CFSR
for KILX. A Pearson correlation of 0.9368 (r2 xy = 0.8776) suggest the model is well
aligned with observed values, and this is evident in the Figure 2.3 (e-h) time series for
each year in the sample dataset. A very minor diﬀerence in the sample means (0.165
m s-1 ) translates to a two-tailed p value of 0.5578, indicating the CFSR performs very
well for DLS in this region.
Residing in a region which, for the month of May, is in a climatological sense prone
to pulses of high instability while still possessing close proximity to a northward retreating jet stream, Topeka, KS is a location where high amplitude/high frequency
changes in CAPE and DLS can be expected. Regardless, strong correlation between
the model output and radiosonde observations continues with the progression westward from KILX to KTOP within the central Great Plains. The r-value for CAPE
at this location is 0.8208. Dates of increased CAPE are tracked nicely by the model,
and it is noteworthy that although the magnitudes oftentimes diﬀer, the model does
not systemically over- or under-predict the CAPE values (Figure 2.4 (a-d)). This
results in an impressively low sample mean diﬀerence of 69.72 J kg-1 at the KTOP
grid point. Coupled with a two-tailed p value of 0.248, the CFSR serves as a solid
proxy for CAPE near KTOP.
Although the diﬀerences in the sample means is less than 1 m s-1 for DLS at KTOP,
hypothesis testing results in a somewhat low p value of 0.018 (95% CI ranging from 1.22 to -0.11 m s-1 ). However, a strong Pearson correlation (0.9165) indicates excellent
agreement between the two datasets as is evident in the time series graphics (Figure
2.4 (e-h)). Although there is a mild low bias, it exists primarily due to the CFSR
typically having a slightly lower magnitude of DLS, not because of poor agreement
in when high and low shear days are occurring.
Of all the locations tested for correlation between model and sounding output,
Norman, OK is the location most susceptible to days exhibiting large or even extreme
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(b) KILX - 1997

(f) KILX - 1997

(e) KILX - 1996

(g) KILX - 1998

(c) KILX - 1998

(h) KILX - 1999

(d) KILX - 1999

Figure 2.3. Same as in 2.2, but for Lincoln, IL (KILX). Minimal diﬀerences are noted for DLS for the four year
period. The frequency of days exhibiting increased CAPE is picked up well by the CFSR, but the amplitude is
oftentimes overdone, resulting in a mild high bias for the reanalysis, particularly evident in May 1998 (c).
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(b) KTOP - 1997

(f) KTOP - 1997

(e) KTOP - 1996

(g) KTOP - 1998

(c) KTOP - 1998

(h) KTOP - 1999

(d) KTOP - 1999

Figure 2.4. Same as in 2.2, but for Topeka, KS (KTOP). Minimal diﬀerences are noted for both CAPE and DLS
for the four year period. Missing data points are due to incomplete sounding archival data.
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values of CAPE, sometimes upwards of 5000 J kg-1 . It was anticipated that these
higher values of instability, which can oftentimes be tempered by the passage of
frontal boundaries or other mesoscale features, could make the region potentially
more vulnerable to disagreement between the CFSR and UWYO dataset than grid
points to the north and east. This is indeed manifest in sometimes notable diﬀerences
the CFSR and archived sounding output at KOUN (Figure 2.5 (a-d)) resulting in a
slightly lower Pearson correlation (0.7324) and r2 xy (0.5364) compared to previous
locations. However, the CFSR does not exhibit any persistently strong bias at KOUN.
For example, May 1996 (Figure 2.5 (a)) periodically exhibits a low bias in the CFSR
model output, but this bias experiences a reversal in 1997 (Figure 2.5 (b)). As such,
even though the CFSR has periodic diﬃculty in assessing the magnitude of CAPE,
a notably low mean deﬁcit of -15.868 J kg-1 is found in the sample tests. A very
high two-tailed p value of 0.831 at this location indicates a signiﬁcant likelihood of a
near-zero diﬀerence in the true means between the CFSR and the UWYO output for
CAPE.
Generally strong performance is evident in DLS output for the KOUN grid point.
Possessing an r-value of 0.8912, this location in the southern Great Plains has a
minuscule diﬀerence between the sample means of only 0.149 m s-1 , resulting in a
95% CI of -0.44 to 0.74 m s-1 . Time series analysis illustrates the in-step behavior
between the model and sounding output (Figure 2.5 (e-h)), with a subsequent p
value of 0.308. As such, the CFSR serves as a particularly good proxy for true
environmental conditions across this portion of the CONUS, which is critical due to
the regional propensity for severe thunderstorms.
Provided some early results suggesting the CFSR (along with other aspects of the
CFSv2 model suite) may not exhibit minimal bias and/or possess decreased accuracy
over the High Plains (e.g., Texas/Oklahoma Panhandles, western Kansas, western
Nebraska), it was deemed prudent to investigate an additional grid point adjacent to
an upper air sounding location within this domain. As such, Amarillo, TX, which
is located in the westernmost fringe of the southern Great Plains region (see Figure
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(b) KOUN - 1997

(f) KOUN - 1997

(e) KOUN - 1996

(g) KOUN - 1998

(c) KOUN - 1998

(h) KOUN - 1999

(d) KOUN - 1999

Figure 2.5. Same as in 2.2, but for Norman, OK (KOUN). DLS output is closely aligned for all years, but the
model shows a low bias in terms of CAPE for 1996 (a). It is noteworthy that this bias is not inherent to any
other sampled year. Missing data points are due to incomplete sounding archival data.
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(a) KOUN - 1996
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2.1), was selected for additional analysis. Located at an elevation of approximately
3,600 ft with close proximity to the Caprock Escarpment, the area near KAMA lies
in a more arid region less prone to extended periods of high instability than points
eastward. Furthermore, close proximity of a dryline, or intense dew point gradient,
climatologically common in this part of the CONUS, can wreak havoc on predictions
of low-level moisture and subsequent calculations of instability, with sharp diﬀerences
sometimes occurring over small spatial distances.
Overall, the correlation between the CFSR and observed sounding data for CAPE
is weaker at KAMA than for other locations (0.7136). Additionally, the diﬀerence in
the mean between the two datasets is 117.86 J kg-1 , with the CFSR exhibiting a low
bias. Given that the mean CAPE value at KAMA over the four-year period from
the sounding archive are less than half that of KOUN, this is a notable diﬀerence.
Furthermore, a p value of 0.003 means that the means are almost certainly diﬀerent
between the two datasets, suggesting this low bias is somewhat prevalent across the
region. Figure 2.6 indicates that the greatest contributor to this bias is an underrepresentation of CAPE by the CFSR on ’high’ CAPE days across the region (which
rarely exceed 2000 J kg-1 ) (Figure 2.6 (a-d)). The fact that the CFSR picks up this
signal, even when the magnitudes are not in-sync, is crucial in order to justify use of
the model-based data as a proxy.
A more robust correlation between the CFSR and UWYO output at KAMA is
noted in the analysis of DLS, with a Pearson correlation of 0.8552, comparable to
KOUN (located at a nearly identical latitude). However, as can be noted in the time
series traces for 1998 and 1999 (Figure 2.6 (g-h) in particular), the CFSR has a mild
high bias in the representation of deep layer vertical wind shear. This results in a
sample mean diﬀerence of 1.319 m s-1 , and a corresponding 95% CI of 0.58 to 2.06
m s-1 . Therefore, although analysis is conducted for points across the High Plains,
the representation of CAPE and DLS by the CFSR does exhibit slightly weaker
performance for this region than for other grid points of interest.
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(b) KAMA - 1997

(f) KAMA - 1997

(e) KAMA - 1996

(g) KAMA - 1998

(c) KAMA - 1998

(h) KAMA - 1999

(d) KAMA - 1999

Figure 2.6. Same as in 2.2, but for Amarillo, TX (KAMA). This location exhibits a low bias in terms of CAPE
within the CFSR output, speciﬁcally in terms of capturing “high” CAPE days. Minimal diﬀerences are noted
for DLS output. Missing data points are due to incomplete sounding archival data.

DLS

(a) KAMA - 1996

42

43
Empirical cumulative distribution functions (eCDF) were generated for CAPE
and DLS output from the CFSR and archived UWYO sounding data for additional
comparison and to better capture any inherent model bias in a visual sense. Figure
2.7 shows the distribution functions for the ﬁve locations for the CAPE parameter.
KILX (Figure 2.7 (b)) illustrates the high bias in CAPE over this region of the
Midwest, with the bulk of the diﬀerence occurring in the 0 ≤ CAPE ≤ 1000 J kg-1
range, with the two functions increasing in parallel fashion above this threshold.
However, the diﬀerences are quite notable in the neighborhood of 500 J kg-1 , with the
CFSR indicating nearly 30% of days experiencing CAPE in excess of this value, while
sounding output suggests only ∼16% of days truly have this measure of instability.
KAMA shows an opposite trend in the CFSR values, with an underrepresentation
of CAPE days in excess of ∼ 500 J kg-1 by the model (Figure 2.7 (e)). Namely, the
CFSR has some diﬃculty in reproducing days experiencing > 1500 J kg-1 of CAPE.
Moreover, it can be noted that the distribution of CAPE values most closely resembles
the Gamma distribution (Wilks 2011) with a greater proclivity for zero CAPE than
any other value on the spectrum at all locations for the four year sample.
The distribution of DLS by the CFSR, as well as in the record of actual sounding
data, best resembles a Gaussian distribution as shown at the ﬁve test points (Figure
2.8). Whereas some locations (e.g., KILX, Figure 2.8 (b) and KOUN, Figure 2.8
(d)) display impressively minimal diﬀerences in the eCDF comparison, both KBMX
(Figure 2.8 (a)) and KAMA (Figure 2.8 (e)) stand out as having some model bias.
For KBMX, the mild low bias is found in isolated ranges in the magnitude of DLS;
one such example is around 10 m s-1 , up through nearly 15 m s-1 where the model
shows less days at a given value than was realized. The high bias in DLS at KAMA is
primarily conﬁned to the representation of values up to around 20 m s-1 – the greatest
diﬀerence is around 15 m s-1 where there is nearly a 13% diﬀerence in values exceeding
a given threshold between the CFSR and UWYO atmospheric data. However, the
shape of the distribution at all locations displays considerable consistency between
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(a) KBMX

(b) KILX

(c) KTOP

(d) KOUN

(e) KAMA

Figure 2.7. Empirical cumulative distribution functions for CFSR output
(blue) and atmospheric sounding data (red) for Birmingham, AL (KBMX;
(a)), Lincoln, IL (KILX; (b)), Topeka, KS (KTOP; (c)), Norman, OK
(KOUN; (d)) and Amarillo, TX (KAMA; (e)) for CAPE (1996-1999) valid
at 0000 UTC for days in the month of May. Individual points along each
curve represent the percentage of days exhibiting more or less CAPE.
Bias in the CFSR is minimal when the two traces overlap or are in close
proximity, suggesting nearly equal amounts of days exhibiting greater or
less CAPE than the associated threshold. When the CFSR trace lies
below (above) the atmospheric sounding trace for an extended distance
along the abscissa, a high (low) bias is apparent.

model and sounding output, lending additional credence to using the CFSR as a
proxy for environmental data.
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(a) KBMX

(b) KILX

(c) KTOP

(d) KOUN

(e) KAMA

Figure 2.8. Same as for 2.7, but for DLS

Though minor diﬀerences have been shown to exist for both CAPE and DLS,
particularly in terms of diﬀerences in the true mean between the CFSR and archival
atmospheric sounding data, these diﬀerences are typically minimal and allow for the
CFSR to eﬀectively serve the dual role of model veriﬁcation and an extended climatological database. Furthermore, given that the CFSv2 generates CAPE and DLS
parameters based upon a snapshot of the modeled atmosphere, actual sounding output is comprised over an extended temporal period, along with minor spatial changes
due to balloon drift. As such, this is a potential source of diﬀerence between the
CFSv2 output and the archived sounding data. Recognizing where minor shortcom-
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ings are evident (e.g., CAPE in the High Plains and Midwest) is important, but
having high resolution spatial/temporal output for testing the CFSv2 and CFSRef
models is a critical facet to generating large quantities of output for skill analysis and
predictive tools. Understanding that the CFSR (and its real-time continuation, the
CDAS) assimilate a large amount of data, including observations from NCEP operational run archives, radiosondes, PIBALs, aircraft / ACARS data, and numerous
other observational and satellite/radiance data (Saha et al. 2010), it is not surprising
that the results from this analysis look favorably upon the CFS Reanalysis output.

2.1.5

Generation of CDFs / AUCDF Calculations

Background
During the developmental stages of this research, diﬀerent methods were employed
in verifying individual years from the operational CFSv2 to the CDAS, using a 20year period (1991-2010) from the CFSRef as a base climatology. Multiple techniques
for aggregating predictive data were utilized in conjunction with the application of
“thresholds” – prescribed values of CAPE and DLS for which the number of days
meeting or exceeding said values were aggregated. RMSE and Spearman rank correlation coeﬃcient calculations were calculated for the CFSv2 and the extended climatology, both serving the role of predictor. Initial results indicated promise in using
the CFSv2 beyond a climatology-based prediction, but only in scenarios where the
prediction possessed substantial anomalies in the number of days meeting/exceeding
a deﬁned threshold.
It was subsequently determined that the CFSv2 was not exhibiting strong performance in all situations where the prediction was signiﬁcantly diﬀerent from the
long-term mean, but rather only when the daily threshold-based anomaly was oriented in a speciﬁc convention relative to the climatological mean. This discovery
revealed that in many parts of the central and eastern CONUS, non-negligible differences in the mean output for both CAPE and DLS existed between the CFSv2
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model suite and the CDAS. As such, methods for mitigating the impacts of this bias
are required to ensure that model skill is not predicated on the sign and magnitude
of the veriﬁcation, but rather on whether the CFSRef/CFSv2 is truly skillful.

Analysis Methodologies
Along with the foray into the application of thresholds, multiple methods for
analyzing forecast output were employed in the initial stages of this research. One,
termed the “Single Lead” method, composited CFSv2 forecasts generated at speciﬁc
lead times for speciﬁc days. As an example, a week-1 forecast for the month of
May based upon the Single Lead method would consist of an ensemble of predictive
members, all possessing a lead time of exactly 168-hours, or one week. As such, the
rationale behind this method is that, when generated for multiple diﬀerent leads, one
can glean information on the period over which the model possesses skill, or where a
temporal barrier may exist beyond which the model is no longer more skillful than
climatology. However, a signiﬁcant shortcoming of this method is that, for a monthlong prediction, it is not possible to make an entire prediction a priori to the onset
of veriﬁcation. This alone signiﬁcantly minimizes the utility of this method, should
an operationally signiﬁcant beneﬁt be realized. Furthermore, due to the fact that
the CFS hindcasts are only issued on a 5-day rotation, this method would not be
applicable for assessing the 29-year CFSRef record, rather only for the operational
CFSv2 with products generated every six hours.
A complimentary and ultimately superior method, which is utilized for the entirety
of the analysis herein, is termed the “Single Day” method. This model analysis
method composites CFSv2 forecasts possessing diﬀerent lead times, but generated
on a single day speciﬁc to the start of a calendar month (April, May, or June).
Composites from the CFSRef were generated based upon data available every ﬁve
days, starting with a 10-day lead, and extending through the subseasonal timescale
out to approximately 8-weeks (55-day). Although output from June is displaced from
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that of April and May by a single day – the short lead for June is an 11-day lead
whereas April and May would be 10-days – the months are expressed identically on
all ﬁgures and output for clarity. Figure 2.9 provides an example of the Single Day
method, valid for the month of April, at a 10-day lead. A critical facet of this method
rests in the ability to generate all members a priori to the onset of a veriﬁcation
period, which is necessary when considering potential operational viability.

2.1.6

Composites/Lagged Ensembles

Utilizing the Single Day technique, composites of predictions were crafted based
on a veriﬁcation period of a single calendar month, speciﬁcally April, May, and June.
Provided all CFSRef model runs were available (exceptions to this are rare), the result
is individual forecast ensembles of 120- or 124-members, predicated on the veriﬁcation
month being 30 or 31 days in length, respectively. In turn, individual ensemble predictions have been aggregated using a lagged average forecasting technique outlined
in Hoﬀman and Kalnay (1983). This alternative to a Monte Carlo forecast method,
where perturbations are applied to a single (or series of) forecast(s) in order to develop a model ensemble, allows for forecasts initialized at a speciﬁc time (t=0) to be
combined with forecasts from previous times (t = -τ , -2τ , ...) in an averaged sense to
generate the ensemble (Kalnay 2002). This technique is appropriate for medium-range
weather and climate prediction, and given inherent diﬃculty in assigning weights to
the various members based upon diﬀering lead times, all members are typically given
equal weight under this technique (Kalnay 2002). Although speciﬁc to multi-model
predictions for temperature and precipitation, Delsole et al. (2013) noted minimal
improvement over the vast majority of the globe by incorporating unequal weighting
strategies. The utility of this method is further motivated by the work of Yuan et al.
(2013) who attempted to assign optional weights to 24-member ensembles of CFSRef
output and found it to be impractical, lending additional credence that this simpliﬁed
approach is prudent.
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Figure 2.9. Schematic outlining the ﬁrst six members of an ensemble prediction generated using the Single Day method, starting from the shortest
lead (upper left) and increasing towards the lower right. Note the use of all
four available CFSRef/CFSv2 model members (00, 06, 12, and 18 UTC),
but only corresponding to 00 UTC veriﬁcations. This method would result in a 120-member, day-10 lead ensemble valid for the 30-day period of
April.
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A basic “leave one out” strategy was employed from the predictive standpoint,
eﬀectively eliminating the individual forecast CDF from the mean prediction at all
times. For example, prior to any skill calculations, a prediction for the year 2000 would
be compared to a 28-year mean prediction (1982-1999 and 2001-2010). Minimal yearto-year autocorrelation was the rationale for only eliminating a single year, thereby
increasing the robustness of the skill scores and subsequent results.

Cumulative Distribution Functions
Cumulative distribution functions, or CDFs, are two-dimensional plots where the
horizontal axis displays values for a speciﬁed parameter, while the veritical axis shows
the cumulative probability estimates (Wilks 2011). As such, when combined with the
data analyzed in this study, CDF plots display the relative frequency for speciﬁed
values of CAPE or DLS, eﬀectively integrating the histogram of data. Figure 2.10
illustrates a simple example of an CDF for a grid point over eastern Kansas (near
KTOP), plotting all predicted CAPE values for days in the month of May for the
entirety of the CFSRef (using a speciﬁed methodology; 3596 data points altogether)
using the Single Lead method. Not focused on any distinct value or threshold, a
multitude of information can be gleaned from the graphic; for example, nearly 30%
of days have CAPE values of (near-) zero, or that approximately 23% of the days in
this dataset have CAPE values exceeding 2000 J kg-1 . This serves as the rationale
for analyzing entire distributions of CAPE, DLS, and CAPEDLS in lieu of speciﬁed
thresholds; conducting an assessment of the entire CDF communicates more about
the overall environment than simply analyzing an individual threshold.

Area Under the Cumulative Distribution Function
Given the desire to analyze CFSv2 model output using the entirety of the distribution as opposed to prescribed thresholds, a method for proper assessment of
CDFs was required. Calculating the area-under-the-cumulative distribution function
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Figure 2.10. Empirical cumulative distribution function for a grid point in
eastern Kansas. Data points are from 29 years of CFSRef predictions of
CAPE valid for days in the month of May, resulting in 3596 individual values. Individual predictions can be deciphered at this resolution for levels
corresponding to approximately 5500 J kg-1 , suggesting CAPE predictions
at and above this magnitude are relatively sparse in the long-term mean.

(AUCDF) directly communicates information about the shape (and length) of the
CDF trace. As such, initial eﬀorts to develop AUCDF calculations were performed
using the following equation, speciﬁcally utilizing the trapezoidal method for calculating the area:
Z

∞

AU CDF =

p(x)

(2.6)

−∞

where the lower limit is most typically zero, and the integral ranges over positive values. Consideration was made to alternative methods for area calculations, including
the spline technique. Provided the datasets used in this study routinely exceed 100
individual values, the potential gain in accuracy from using this technique did not
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outweigh the increased computational requirements, thus the decision to retain the
trapezoidal method.
Generating meaningful AUCDF output at both grid point and regional levels for
subsequent comparison necessitates the standardization of limits of integration, ensuring outliers in the data do not have undue (or undesired) inﬂuence. It is imperative to
motivate that the scalar value generated through calculation of AUCDF at each and
every grid point must communicate information about the parameter being analyzed.
However, the simple fact that CAPE, and to a lesser extent DLS, vary both spatially
and temporally over the central and eastern CONUS means that some regions are signiﬁcantly more prone to isolated extreme values. Although important, these outliers
have the potential to exude undesirable inﬂuence on AUCDF calculations designed
for successive diﬀerentiation.
As such, the value at the 95th percentile for both the mean prediction and mean
veriﬁcation (climatology) at each grid point serve as the upper limit of integration.
These values are gleaned on a monthly basis; a diﬀerent measure is derived for April,
May, and June respectively for points throughout the central and eastern CONUS.
All data points exceeding this threshold are afterwards reduced to this value, thus
truncating the top 5% of the mean output down to the value at the 95th percentile.
This threshold was chosen to isolate and eliminate extreme values while retaining the
overall identity of the parameter at each grid point; if a signiﬁcant number of “high”
values for a given parameter exist, the resultant AUCDF calculations still reﬂect
this behavior by eﬀectively decreasing the area under the CDF trace. Furthermore,
since the 95th percentile value is gleaned from the mean prediction or veriﬁcation,
this corresponds to a relatively high value for CAPE/DLS/CAPEDLS - in turn,
truncated members possessing extreme values of a given parameter are reassigned
values that nearly universally remain supportive of severe thunderstorms, depending
on the month and location.
In addition to truncating the highest values for the 29-year composite prediction
and 32-year climatology at grid point level, the lowest CAPE, DLS, or CAPEDLS
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value for a period is set to zero to standardize the lower limit of integration. Together,
this allows the diﬀerentiation of AUCDF calculations (between the mean prediction
(veriﬁcation) and an individual prediction (veriﬁcation)) to eﬀectively convey anomalous parameter behavior for both CFSRef predictions and CFSR-based veriﬁcations.
As such, the technique for calculating AUCDF for both predictions and veriﬁcations
is a product of the following:
95thP ercentile

Z
AU CDF Trunc =

p(x)

(2.7)

0

Setting the lower limit of integration to zero has a greater impact on AUCDF calculations of DLS compared to CAPE/CAPEDLS, where an individual month-long period
of predictions or veriﬁcations typically possesses at least one day exhibiting zero
CAPE, location independent. However, standardizing the lower boundary still ensures that the diﬀerences in AUCDF between prediction and veriﬁcation/climatology
are a function of parameter behavior and not the limits of integration.
Whereas values for the 95th percentile are derived from the long term mean for
CFSRef prediction and CFSR veriﬁcation output at grid point level, the extracted
values are also applied to individual, month-long predictions and veriﬁcations. Specifically, values derived from the long-term means are carried over to the annualized,
month-long predictions and veriﬁcations respectively. This serves as a critical facet to
the methodology of this study; having identical limits of integration from year-to-year,
at individual grid points, provides additional framework for delineating whether parameter behavior a given year or month is above or below the climatological (or mean
predictive) average. As such, the detail of setting the lower limit of integration equal
to zero for all periods and parameters becomes increasingly important for smaller
datasets where all data may consist of non-zero values; though not common, it is
signiﬁcantly more likely to encounter a lack of zero-CAPE days when viewing 31 days
of veriﬁcation in isolation than for a mean prediction comprised of nearly 3600 forecasts. Finally, if an individual dataset does not contain at least one value meeting or
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exceeding the 95th percentile measure, the highest value is subsequently increased to
meet this threshold. Even though this tactic does upwardly adjust the AUCDF value
for a given dataset, the method in which comparisons are made between predictions
and veriﬁcations avoids any undesirable inﬂuence from this alteration.
Although not innately intuitive, applying the aforementioned ﬁxed limits of integration allow low (high) AUCDF values to represent a greater (lesser) number of days
with increased CAPE, DLS, or CAPEDLS. This is exempliﬁed in Figure 2.11 which
provides a concrete example for the application of this methodology involving the
generation of CDFs along with subsequent calculations of AUCDF before and after
standardizing the limits of integration. In this image, CDFs of CAPE for a grid point
in eastern Kansas are shown for three speciﬁc periods in May: the mean prediction
at a 10-day lead (3596 values) for all years in the CFSRef along with individual-year
predictions (124 values; 31 days times four initialization times) for periods exhibiting
above- and below-average CAPE in aggregate for the same lead (Figure 2.11 (a)).
Prior to calculating the 95th percentile for the mean prediction, the highest value for
CAPE over the 29-year period was found to be 6264 J kg-1 , with peak valuations of
5076.5 and 5302 J kg-1 in the above- and below-average years respectively. Accordingly, the mean prediction exhibits far and away the largest AUCDF (5226 units2 )
of the three traces. This, however, is not a desirable characteristic, as meaningful
comparisons cannot be drawn from AUCDF values without standardized limits of
integration, This motivates the rationale behind the systematic application of boundaries for integration at grid point level.
At this speciﬁc grid point, 95% of the values for the 29-year mean prediction are
below the critical threshold of 3638 J kg-1 . In turn, this mark is designated as the upper boundary for calculating AUCDF for all predictive CDFs at this grid point. This
has the potential to impact as little as one value for the individual year predictions,
with no predetermined limit to the number of data points truncated if the speciﬁc
dataset contains a plethora of high to extreme days of CAPE or DLS. Applying the
limits of integration (Equation 2.7) to each dataset, the AUCDF for the mean pre-
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a) Ini�al CDFs

b) Truncated CDFs

Figure 2.11. CDF traces for predictions valid for a grid point in eastern Kansas/month of May for the entirety of CFSRef (29 years; blue)
and select individual-year predictions portraying above-average (red) and
below-average (green) CAPE. Datasets before (a) and after (b) truncation
are shown, with the 95th percentile of the mean prediction being 3638 J
kg-1 . AUCDF values for all traces are shown in the lower right.
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diction is calculated to be 2634 units2 , while the above- (below-) average prediction
possesses an AUCDF of 1992 units2 (2927 units2 ) (Figure 2.11 (b)). Whereas without standardized limits of integration the AUCDF of the mean prediction was greater
than both the above- and below-average years, the diﬀerence in AUCDF between the
high and low years, relative to the mean prediction, now conveys meaning. Consequently, employing standardized limits of integration allows for the AUCDF value to
communicate information about a parameter to the mean; this is done using a concept
termed “anomalous” area-under-the-CDF, or A-AUCDF (hereafter termed ‘anomaly
in probability space’, or APS), which is simply the diﬀerence between the AUCDF of
an individual predictive (veriﬁcation) period, and the mean forecast (climatology).

Anomalies in Probability Space
Investigating aspects of the three CDF curves (Figure 2.11), considerable diﬀerence in the number of CAPE days exceeding a variety of thresholds for each dataset
is commonplace. Speciﬁcally looking at a value of 1500 J kg-1 , the long-term mean
suggests 30.8% of days have greater measures of instability. The year 2001, in sharp
contrast, saw nearly 56.4% of days exceed this CAPE threshold, while 2005 only
∼20.1%. Ultimately, lower (higher) AUCDF values correspond to datasets possessing
a greater proportion of high (low) values of the associated parameter. It is desired
to make a positive (negative) APS correlate with above- (below-) average predictions/veriﬁcations of CAPE/DLS. As such, APS is calculated by the following equation:

APS = AU CDF mean − AU CDF ind

(2.8)

Thus, for the provided example (Figure 2.11), the APS for the year corresponding
with above-average CAPE behavior is 642 units2 (2001) and -293 units2 for the belowaverage period (2005). Accordingly, APS values deftly communicate information
about anticipated (or veriﬁed) parameter behavior for a speciﬁed temporal period.
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Increasingly positive values of APS are interpreted as generally having more days
supportive of severe hail, severe winds, and tornadoes; although it is conceivable that
a subsect of CDFs, along with the derived APS values, are strongly inﬂuenced by a
few predictions of very high CAPE, DLS, or CAPEDLS, the truncation techniques
employed minimize this from being a signiﬁcant factor. Therefore, increasingly high
(low) APS values for a parameter should be interpreted as having a greater (lesser)
number of predictive members (or veriﬁcations) possessing the capacity to support
severe storms.

Relationship to the ROC Curve
To further motivate this method for assessing parameter behavior, it is convenient
to view the aforementioned steps in the light of a Relative (or Receiver) Operating
Characteristic (ROC) curve diagram. Although interpreted diﬀerently than the methods contained here, the fact that the behavior of a ROC is often summarized using
area-under-the-curve (AUC) techniques and expressed in scalar terms makes this comparison utilitarian (Marzban 2004). The ROC plots false alarm rate (FAR) on the
abscissa against hit rate (HR) on the ordinate (Wilks 2011), with both axes scaling
from zero to one, thus mimicking the setup of the ordinate for a CDF.
In the scenario that FAR equals HR, a diagonal line is formed, with the ROC
AUC (AROC ) = 0.5. As the number of hits increases (decreases), the FAR decreases
(increases), and AROC approaches a value of one (zero). A perfect hit rate would
cause the ROC curve to pass through the upper left corner, and a 100% FAR would
see the curve pass through the lower right.
Considering this comparison from the CAPE perspective, one can envision an
idealized scenario, albeit highly unlikely, where every day within a deﬁned period
exhibits CAPE in excess of the 95th percentile derived from the mean veriﬁcation.
Conversely, and slightly more plausible, is the situation where a grid point exhibits
zero CAPE each day over a period of identical length. Figure 2.12 portrays this

58
dramatic example of all extreme CAPE days (green trace) and all zero CAPE days
(red trace) for a 124-day prediction period. The standardization of the limits of
integration, here 0 and 3638 J kg-1 , keep the AUCDF calculations from being exactly 0
and 3638 units2 respectively, but the AUCDF is minimized (maximized) for the green
trace (red trace), with an AUCDF of 14.7 (3623.3) units2 . This substantiates the
concept that low (high) AUCDF values correspond to periods possessing more (less)
days with high values of a given parameter. Finally, regarding generation of the APS
scalar, the order of operations (see Equation 2.8) would be maximized (minimized)
for the green (red) trace (Figure 2.12), providing further rationale for the methods
utilized in this research. Thus, not unlike the ROC curve, the methods described here
allow the behavior of a speciﬁed parameter to be communicated through calculation
of the AUCDF, expressed as a scalar value.

Relationship to Prescribed Thresholds
Given the methods described within are, for the most part, conceptually novel,
further assessment and motivation for utility in the AUCDF/APS techniques are
presented using prescribed thresholds for a given parameter. Figure 2.13 illustrates
a series of CDF plots for the identical grid point previously displayed for eastern
Kansas, with 29 ’individual’ predictions (each consisting of 124 members) and a mean
prediction comprised of all members from each of the 29 CDFs (3596 points) for the
CAPE parameter. It is important to note that the general shape of the CDFs is
similar; the CAPE CDF plots here exhibit a general Gamma-like distribution. This
allows for direct comparisons of AUCDF to convey meaning about environmental
behavior, recognizing that if the traces did not display a similar orientation, that
vastly diﬀerent CDF shapes could in turn produce nearly identical AUCDF values,
which would severely impact the utility of this method.
Vertical lines on Figure 2.13 indicate pre-determined thresholds that represent,
under varying antecedent conditions, values of CAPE supportive of severe weather
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Extreme CDF Example

Figure 2.12. Idealized CDFs for CAPE showing traces for the mean distribution for the grid point in Figure 2.11 (blue) along with identical length
periods for all days exhibiting zero CAPE (red) and all days exceeding the
95th percentile of CAPE (green). Applying the methods within, the hypothetical zero (excessive) CAPE scenario exhibits an AUCDF of 3623 (15)
units2 . Though not speciﬁcally analogous to a ROC diagram, this shows
how AUCDF (and APS) can be maximized or minimized, communicating
information about a given parameter.

from the sole perspective of instability, ranging from 1000 to 3000 J kg-1 . One can
appreciate the want to know how many days above or beyond a given threshold
are met or exceeded within a given distribution. It is further desired that, in turn,
the values gleaned from a threshold-based technique are generally reﬂected in the
character of any other method through which to assess the behavior of a parameter,
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Individual
Predic�on CDFs
(29) and Mean
Predic�on
(Bold)

Figure 2.13. Twenty-nine individual predictive CDFs (consisting of 124
members each) and the mean prediction constructed from all predictions
(3596 members) using the same grid point in 2.11. Vertical lines represent prescribed thresholds of CAPE for generating comparisons between
AUCDF calculations derived from the entirety of the CDF and thresholdbased behavior.

such as AUCDF. Therefore, for each individual predictive CDF, the rank, relative
to the remaining 28 predictive CDFs, was assessed, with the understanding that
lower cumulative probabilities at a given threshold represent an larger number of
days exceeding the value being analyzed. For example, at this grid point in May,
CFSRef output for the year 2001 showed in excess of 64.5% of members possessing
CAPE predictions in excess of 1000 J kg-1 , while in 2005, only 25% predicted the
same. For the AUCDF technique to accurately convey environmental behavior, it
must generally mimic the output derived from varying thresholds, recognizing that
heavy clustering near the mean is likely result in some discrepancies, albeit minimal,
and that not every individual threshold will always directly represent an identical
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rank to the corresponding AUCDF. The existing diﬀerences exemplify the utility of
analyzing the entirety of the CDF in lieu of just using threshold values.
The diﬀerence between the cumulative probability of the individual prediction and
the overall mean was taken at each of the ﬁve thresholds. Using the aforementioned
example for 2001, at the 1000 J kg-1 threshold, the diﬀerence between the individual
prediction (∼64%) and the overall mean (∼38%) of members exceeding this value is
calculated to be 0.2639, with the positive notation indicating an abundance of days
above the prescribed threshold. A summation of these values at all ﬁve thresholds
was subsequently compared to the rankings of the calculated AUCDF for each CDF
trace. The results are shown in Table 3.1. Rankings are set from the most to least
active in terms of anomalous behavior - “Ranking 1” (“Ranking 29”) represents the
AUCDF/Threshold Value most above (below) the mean prediction. Additionally,
the “AUCDF Diﬀ” column represents the diﬀerence in the calculated AUCDF between the true AUCDF ranking and the AUCDF ranking that would be suggested
by the summation of the ﬁve threshold values, with the percentage diﬀerence column
providing added context to the AUCDF diﬀerence.
First and foremost, the fact that the AUCDF-based and Threshold-based techniques match perfectly for the outlying ranks is critical, showing that calculating the
AUCDF properly represents threshold behavior over a multitude of values within a
29 prediction composite. Approximately one-third of the traces have a perfect match
between the two measures, and of the remaining two-thirds, the average percentage diﬀerence is 1.1%. Furthermore, the average percentage diﬀerence between the
AUCDF-based and Threshold-based ranking for all CDF traces is ∼0.72%, suggesting strong agreement between the two methods. Slightly less agreement is noted in
the middle rankings, but the diﬀerence never exceeds ∼2.6% for the selected series of
CAPE predictions, furthering the utility of using AUCDF to capture the full behavior
of predictive and verifying members of this research.
It was further desired to ensure that similar behavior was noted for DLS, both
in terms of CDF trace shape and comparison to prescribed thresholds. Whereas the
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Table 2.1
Example Comparison of AUCDF-based to Threshold-based Rankings of
Individual Predictive CDFs for CAPE
Ranking
1(High)
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29(Low)

AUCDF Value
2001
1987
2000
1988
1990
1999
1986
1994
2007
1983
2003
1992
2009
1995
2002
1998
2008
1984
1993
1997
1989
2004
1996
1982
2006
2010
2005
1991
1985

Threshold Value
2001
1987
2000
1988
1983
2007
1990
1994
1999
1986
2003
2009
1995
1992
2002
1989
1998
1993
1997
2004
2008
1996
1984
1982
2005
2006
2010
1991
1985

AUCDF Diﬀ
0
0
0
0
-63.6
-36.5
45.0
0
36.5
18.6
0
-33.8
-38.0
71.8
0
-33.5
1.4
-8.6
-16.3
-23.5
32.1
-12.7
61.1
0
-10.0
2.8
7.2
0
0

Percent Diﬀ
0.0%
0.0%
0.0%
0.0%
2.6%
1.5%
1.8%
0.0%
1.5%
0.8%
0.0%
1.3%
1.4%
2.6%
0.0%
1.2%
0.1%
0.3%
0.6%
0.9%
1.2%
0.5%
2.2%
0.0%
0.3%
0.1%
0.3%
0.0%
0.0%
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curves for CAPE have a Gamma-like distribution, predictions of DLS behave in a
Gaussian-like fashion (Figure 2.14). It is important to reiterate that the similarity in
the distribution of DLS for predictions made for all years of available CFSRef output
allow for meaningful AUCDF comparisons.

Individual
Predic�on CDFs
(29) and Mean
Predic�on
(Bold)

Figure 2.14. Same as in 2.13, but for DLS. Vertical lines are equallyspace prescribed thresholds ranging from the low end of signiﬁcant tornado events (Craven and Brooks 2004) to the ‘suﬃcient’ level for supercell
thunderstorm development (Weisman and Klemp 1982, 1984; Rasmussen
and Blanchard 1998).

Thresholds were set at equal intervals ranging from 10 - 20 m s-1 to investigate the
percentage of days exceeding said value within each grouping of predictions. Identical procedures to those previously described for CAPE were applied to the DLS
output, with the results shown in Table 2.2. The outcomes are comparable, if not an
improvement upon, the values obtained from the CAPE AUCDF/Threshold comparison. Nearly one-half of the ranks between AUCDF calculation and the thresholdbased sum matched perfectly, with the average percentage diﬀerence for all years
being ∼0.67%. Many of the comparisons between the AUCDF-based and threshold-
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based methods are simply a case where very minor diﬀerences causes two years to be
interchanged; aside from this occurring between the second and third highest years
of DLS activity, the highest ﬁve (and lowest four) years all match up perfectly. Altogether, the comparisons made here for comparing individual years of CAPE and
DLS predicted activity further the utility of summarizing the behavior of a speciﬁed
parameter in terms of AUCDF.

Biases in the CFSRef
Although the predictive and climatological/veriﬁcation components of this study
originate from the same base model physics, the initial stages of this research revealed
that CFSRef predictions often exhibit non-negligible diﬀerences in AUCDF values
(relative to CFSR veriﬁcation) for both CAPE and DLS. Comparing AUCDF values
for the mean prediction and climatology, a notable positive diﬀerence in the AUCDF
of CAPE predictions emerges across the central United States, particularly across
the Great Plains/High Plains, evolving northward from April to June (Figure 2.15).
Although this image focuses on the 10-day predictions over the 29-year CFSRef record
(1982-2010), the magnitude of the diﬀerence in AUCDF varies minimally for increased
temporal leads, while the spatial signal eﬀectively remains unchanged.
The eastern fringes of the peak diﬀerence in the AUCDF of CAPE result from
an overabundance of low (non-zero) CAPE days, with the diﬀerence becoming more
widespread throughout the distribution in CAPE magnitude for points westward.
DLS exhibits a consistent, widespread, low-amplitude bias in AUCDF across much
of the central CONUS. A springtime peak in DLS bias occurs in May before waning in June in conjunction with a gradual shift to the west for the core of greatest
diﬀerences. Addressing this potential shortcoming in CFSRef output provided additional motivation behind assessing the diﬀerence in AUCDF values between the
29-year mean prediction for a given month and individual month-long predictions
(as well as between the 32-year climatology and individual month-long veriﬁcations).
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Table 2.2
Example Comparison of AUCDF-based to Threshold-based Rankings of
Individual Predictive CDFs for DLS
Ranking
1(High)
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29(Low)

AUCDF Value
1986
1987
1985
1990
1983
1998
1984
2001
1982
2007
1992
2006
1991
1993
2008
1994
2009
2004
1999
1995
2000
1988
1989
2002
2010
1997
2003
2005
1996

Threshold Value
1986
1985
1987
1990
1983
1984
1998
2001
2007
1982
1992
2006
1991
1994
1993
2009
2008
1999
2004
1995
2000
1988
2002
2010
1989
1997
2003
2005
1996

AUCDF Diﬀ
0
0.04
0.04
0
0
0.27
0.27
0
0.20
-0.20
0
0
0
0.20
-0.02
0.21
-0.39
0.02
-0.02
0
0
0
0.04
0.25
-0.29
0
0
0
0

Percent Diﬀ
0.0%
0.3%
-0.3%
0.0%
0.0%
1.9%
1.9%
0.0%
1.4%
-1.5%
0.0%
0.0%
0.0%
1.6%
-0.2%
1.7%
-3.2%
0.2%
-0.2%
0.0%
0.0%
0.0%
0.4%
2.3%
-2.6%
0.0%
0.0%
0.0%
0.0%
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a) CAPE – Apr

b) CAPE – May

c) CAPE – Jun

d) DLS – Apr

e) DLS – May

f) DLS – Jun

Figure 2.15. Diﬀerence in grid point AUCDF between the CFSRef mean
prediction (10-day lead) and CFSR-based climatology for CAPE (J kg-1 )
in April, May, and June (a, b and c respectively) and DLS (m s-1 ) (d, e
and f). A 2-dimensional Gaussian ﬁlter with σ = 1.5 (times grid spacing)
is applied.

Generating APS values based upon the long term mean derived from the CFSRef
and CFSR mitigate the impacts of this bias by revealing the behavioral trends of
individual periods (see Figure 2.11). Diminishing the impacts of this bias serves as
the strongest catalyst for using AUCDF as a basis for skill calculation versus other
established methods for comparing CDFs. Resultant comparisons of APS quantities
between predictive and veriﬁcation products are the basis for determining model skill.
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2.2 MJO/ENSO Resources
2.2.1

El Niño-Southern Oscillation

It is desirable to establish any noteworthy relationships between skillful periods
of prediction by the CFSv2 model suite and ENSO/MJO events. For El NiñoSouthern Oscillation episodes, this requires stratiﬁcation of wintertime periods (the
season oft-corresponding to peak ENSO strength) into ENSO-positive (EN), ENSOnegative (LN), and ENSO-Neutral categories. It is important to recognize that conditions/teleconnections associated with a wintertime ENSO event can carry over into
the springtime months, subsequently having inﬂuence on the large-scale pattern and
severe thunderstorm environments (Allen et al. 2015b). Furthermore, the predictability of ENSO has been shown to wane, oftentimes signiﬁcantly, with the progression
from winter to spring (Webster and Yang 1992). The term ’spring barrier’ has been
adopted to this phenomenon, suggesting that deﬁning EN and LN events during a
time of enhanced predictability (prior to boreal spring) may be prudent.
Speciﬁcally, the work of Weaver et al. (2011), which involved representing MJO
variability within the original Climate Forecast System, is used for binning wintertime
months as EN, LN, or ENSO-neutral. The core method for deﬁning ENSO periods is
the CPC historical Niño-3.4 index (see Barnston et al. (1997)) from 1982 – 2016, which
is based upon a threshold of ±0.5◦ C in the Niño-3.4 region (5◦ N - 5◦ S, 120◦ W - 170◦ W
- see Trenberth (1997)) presented as a 3-month running mean (see http://www.cpc.
ncep.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml).
Speciﬁcally, ENSO winters are deﬁned as meeting or exceeding the aforementioned
threshold for the running mean spanning the period from October-December (OND)
through February-April (FMA). Within this temporal window, nine positive ENSO
winters (EN) - 1982/83, 1986/87, 1991/92, 1994/95, 1997/98, 2004/05, 2009/10,
2014/15, and 2015/16, as well as seven negative ENSO winters (LN) - 1984/85,
1988/89, 1995/96, 1998/99, 1999/2000, 2007/08, and 2010/11 coincide with CFSv2
/ CFSRef availability.
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2.2.2

Madden Julian Oscillation

For a measure of MJO activity, a prepared index available online (see http://
www.bom.gov.au/climate/mjo/) from the Australian Bureau of Meteorology (BOM)
is utilized. The Real-time Multivariate MJO (RMM) Series 1 (RMM1) and Series
2 (RMM2) classiﬁcation system is available on a near real-time basis with archived
data dating back to 1975. This measure is based upon a pair of empirical orthogonal functions (EOFs) generated from a combination of near-equatorial averaged,
satellite derived, outgoing longwave radiation (OLR) data along with 850- and 200hPa zonal winds, resulting in a set of principal component (PC) time series from the
RMM1/RMM2 dataset (Wheeler and Hendon 2004). RMM1/RMM2 data is available
in both graphical and text-based format, adding to its utility.
It is important to note that the RMM1/RMM2 index describes both the location
as well as intensity of the MJO, allowing forecast data to be subset by both MJO
phase as well as strength. The graphical output (not shown, see aforementioned
URL) consists of a unit circle representing the delineation between a ‘weak’ MJO and
stronger events (Wheeler and Hendon 2004). Points farther from the origin, located
at the center of the diagram, indicate progressively stronger MJO events, based upon
the RMM1/RMM2 conﬁguration. The location of an MJO event, typically referenced
by MJO ‘phase’, is indicated by the azimuthal location, plotted daily within the phase
space diagram. The climatological west-to-east motion of the MJO from the Indian
to Paciﬁc Ocean results in a general counter-clockwise progression of the traces within
this phase space.
Regarding methods designed to parse out MJO events of diﬀering magnitudes,
Zhang and van den Dool (2012), following the technique of Wheeler and Hendon
(2004), described ‘regular’ MJO cases as being when the MJO amplitude (MJOamp =
p
(RM M 12 + RM M 22 )) was greater than one standard deviation, and ‘strong’ MJO
cases exceeding two standard deviations. A similar, simpliﬁed version of deﬁning
the strength of the MJO was performed by Cavanaugh et al. (2015) where hindcast
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strength was deﬁned by the following RMM1/RMM2 amplitudes: MJOamp < 1 as a
weak MJO event; 1 ≤ MJOamp < 2 as a moderate MJO event; MJOamp ≥ 2 as a strong
MJO event. Additionally, this study adapts the work of Wheeler and Hendon (2004)
for delineating the location of the MJO into eight distinct phases, ranging from the
Western Hemisphere (phase 1), through the Indian Ocean (phases 2-3) and Maritime
Continent (phases 4-5), and out into the Paciﬁc Ocean (phases 6-8). The rationale
behind the stratiﬁcation of MJO events in terms of strength, as well as location, is
to see if any relationships exist between skillful periods of CFSv2 prediction and the
MJO, particularly for moderate and strong events. Provided this information, the
methods of Cavanaugh et al. (2015) were adopted to address MJO strength within
this research study.

2.3 Severe Weather Report Data
Archived reports of severe weather from the National Centers for Environmental
Information (NCEI) are utilized in this study for comparing prediction of above- and
below-average parameter intensity to actual reports. Data from the Storms Events
Database (https://www.ncdc.noaa.gov/stormevents/details.jsp), based upon
Julian day, was gathered for the months of April, May, and June. Raw reports were
interpolated onto a grid identical to that of the CFSR, with grid boxes based upon
centered latitude/longitude. As such, severe weather reports in each grid box were
accumulated over a set period of time, and furthermore aggregated by region for a
period from 1979-2015. Thresholds utilized include hail ≥1”, wind gusts ≥50 knots,
and tornadoes of any intensity, based upon touchdown point.

2.3.1

Assessment of Skill

Skill refers to the accuracy of a forecast suite (here the CFSRef/CFSv2) relative
to a set of reference predictions (Wilks 2011). Throughout this research, reference
forecasts are based upon a climatology generated from the 32-year CFSR record.
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As such, skill scores for individual ensemble predictions are viewed in the light of
outlooks based upon this climatological record at grid point level prior to any regional
aggregation. Although the rationale for this work is founded on the anticipation of
continued improvements from previous climate models, chaos theory still suggests that
inherent, unavoidable errors will eventually evolve to a state where NWP systems have
little value beyond climatology (e.g., Lorenz 1996). Regardless of techniques designed
to limit the impact of this behavior including crafting ensembles of numerous members
over a sequence of days, many of the following deﬁnitions of skill are set up to account
for diﬃculty in achieving predictive skill at long leads. Additionally, assessments of
CFSv2 skill are commonly viewed in a spatially aggregate sense over the previously
crafted subregions (Figure 2.1), as well as over diﬀerent temporal periods, ranging
from single years to 29-year composites.
The series of veriﬁcation methods used herein are designed to assess the CFSv2
suite of model output in a variety of ways, each designed to investigate model performance in a slightly diﬀerent fashion. Initially, graphical depictions of scatterplots and
associated correlation coeﬃcients are created to assess CFSRef performance in terms
of continuous variables, prior to any categorical veriﬁcation. Next, a variation on
the traditional accuracy statistic of proportion correct is introduced, which is based
on a standard 2x2 contingency table and requires all data to be binned into yes/no
binaries. The Heidke score also involves proportion correct principles, but provides a
measure of skill based upon the ability of the forecast model to outperform a series of
statistically independent predictions (Wilks 2011). Finally, Root-mean-square error
(or Root-mean-square diﬀerence) is a traditional scalar measure of skill, which for
the methods utilized, provides considerable utility for investigating individual years
of veriﬁcation.
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“Notably Anomalous” Proportion Correct
The initial skill technique is based upon a simplistic setup for assessing a dichotomous, or basic “yes/no”-type event. Figure 2.16 shows the setup of a 2x2 contingency
table, customized for this research, with predictions and observations separated by
the respective mean APS values; the canonical 2x2 contingency table is focused on the
occurrence/non-occurrence of a speciﬁed event, such as a tornado or precipitation.
Whereas the traditional contingency table is focused on ‘hits’ (Figure 2.16 (a)), ‘false
alarms’ (Figure 2.16 (b)), ‘misses’ (Figure 2.16 (c)), and ‘correct rejections’ (Figure
2.16 (d)), here cells (a) and (d) are identical in the sense that they both correspond
to a correct veriﬁcation. Likewise (b) and (c) are paired as they represent incorrect
prediction/veriﬁcation combinations.

Figure 2.16. 2x2 contingency table prepared speciﬁcally for comparing
CFSRef/CFSv2 predictions against CFSR observed values.

Focused on the attribute of accuracy, a generally simplistic scalar measure entitled
proportion correct (PC) is generated for investigating CFSRef/CFSv2 forecast skill
(Wilks 2011), and is expressed as
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PC =

a+d
n

(2.9)

where

n = (a + b + c + d)

(2.10)

The speciﬁc veriﬁcation technique used here is predicated upon the ideology that a
model prediction has the potential to be more inﬂuential when it has a strong signal
relative to the mean. A real-life meteorological analogy would be looking at a monthlong period of temperature predictions during the growing season. A consumer of
such a forecast is quite concerned if the prediction is notably above-average, in the
sense that planting should occur as early as possible under such conditions, and
conversely a notably below-average prediction could stimulate a delay. Thus, grid
points are investigated for ‘notably-anomalous’ (NA) behavior, i.e. consisting of an
APS value greater than one standard deviation relative to the mean APS. For each
month and grid point exhibiting this NA behavior, a ‘hit’ is awarded if the prediction
of above- (below-) average APS corresponds with above- (below-) average veriﬁcation,
independent of magnitude. Positive NA proportion correct (NA-PC) skill is deﬁned
to be values exceeding that of a random prediction (0.5 on the spectrum ranging from
zero to one, the latter being perfect).
Provided that the distribution of CAPE (DLS) has noted aspects of a Gamma
(Gaussian with some Weibull characteristics) distribution, it is important to demonstrate that the distribution of both variables, once calculations of APS are applied, is
indeed Gaussian-like. This is necessary to properly use standard deviation properties
to address relatively equal number of above- and below-average forecast output for
further scrutiny.
Figure 2.17 shows the distribution of APS for the combination of grid points across
the four subregions of interest (see Figure 2.1). Corresponding to the shortest lead-
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time of 10-days, the distributions over the 29-year period for CAPE (a–c), DLS (d–f)
and CAPEDLS (g–i) are shown. In some instances, the distribution is particularly
sharp around the mean APS of zero (Figure 2.17 (a), (g)), but quasi-equal weighting
on both sides of the mean allows the ideology behind the “NA” approach to be
applicable. Although this graphic shows the overall distribution of 32,770 data points
for each month/parameter combination, actual standard deviations were computed
at grid point level for the 29-year period.

Heidke Skill Score
CFSRef/CFSv2 model skill was also assessed using the Heidke skill score (HSS).
The HSS is a scalar skill measure designed to work with a 2x2 or 3x3 (or higher
order) contingency table, and like the NA-PC scoring system, is also based on the
proportion of correct forecasts (Wilks 2011). Here, both the 2x2 (Figure 2.16) and
3x3 contingency tables (Figure 2.18) are investigated, the ﬁrst being to support a
natural transition from the yes/no character of the NA-PC measure, and the other to
support a “Climate Prediction Center (CPC)-like” categorization of below-average,
near-normal and above-average bins. Output was separated into thirds to support
the 3x3 contingency table creation and subsequent skill analyses.
Instead of comparing model forecasts speciﬁcally to climatology, the HSS uses
the proportion correct that would be expected to be realized by a set of forecasts
possessing no statistical relationship to the observational data (Wilks 2011). This
leads to the following equations for the 2x2 contingency table

HSS 2x2 =

and the 3x3 contingency table

2(ad − bc)
(a + c)(c + d) + (a + b)(b + d)

(2.11)
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CAPEDLS

DLS

CAPE

APR

MAY

JUN

a)

b)

c)

d)

e)

f)

g)

h)

i)

Figure 2.17. Distribution of APS across all subregion grid points over
29-year range of CFSRef predictions (32,770 grid points/image). Rows
are separated by parameter (CAPE, DLS and CAPEDLS) and columns
by month (April, May, and June). Abscissa and ordinate axes are not
standardized. Some periods (April/CAPE and April/CAPEDLS) exhibit
sharp spikes in APS values near the mean, but generally display similar
distributions on the tails.
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Figure 2.18. 3x3 contingency table prepared speciﬁcally for comparing
CFSRef/CFSv2 predictions against CFSR observed values using the Heidke skill score. Categories of above-average, near-normal and belowaverage are crafted by separating datasets into terciles.

where p(yi ,oi ) refers to the joint distribution of predictions and observations, and p(yi )
and p(oi ) to the marginal distribution of the predictions and observations respectively
(Wilks 2011). For the CFSRef, HSS scores are generated over the 29-year period at
grid point level before summation within regions of interest.

Root-Mean-Square Error
Root-mean-square error (RMSE) calculations based on diﬀerences in APS values
between individual predictions and veriﬁcations are compared to RMSE values utilizing climatology as the predictive tool for individual years and regions. This shows
one of the signiﬁcant utilities of this measure, namely, the ability to easily assess individual month/year combinations over previously deﬁned subregions. RMSE methods
do not require the generation of a contingency table, but rather directly compares
individual forecasts and observations on a continuous variable spectrum.

76
Based oﬀ of mean square error (MSE), which takes the diﬀerence between the
prediction (or climatology) and the veriﬁcation, and squares the diﬀerence, RMSE is
expressed as follows:
v
n
uX
u
u
(ŷ i − y i )2
t
√
RM SE = M SE = i=1
n

(2.13)

where ŷ i and yi represent combinations of model forecasts and observations respectively (Wilks 2011), evaluated in terms of APS herein. The CFSv2/CFSRef predictions are considered skillful when the forecast-based RMSE is lower than the RMSE
for a climatology-based prediction. One signiﬁcant shortcoming of this skill technique is that it is innately diﬃcult for the CFSv2 suite of models to improve upon a
prediction of climatology when the veriﬁcation is near the long-term mean.
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CHAPTER 3. ANALYSIS OF 29-YEAR CFSV2 REFORECAST SUITE
3.1 Analysis of CFSRef Skill
The desire to ﬁrst and foremost understand when the CFSRef exhibits skill in
predicting parameters associated with severe thunderstorms is motivated by previous
studies showing improvement by the CFSv2 over preceding GCMs in handing a number of features including soil moisture (Mo et al. 2012), temperature/precipitation
(Yuan et al. 2011; Peng et al. 2013), and a number of far-reaching teleconnections
(Zhang and van den Dool 2012; Barnston and Tippett 2013; Riddle et al. 2013; Xue
et al. 2013; Saha et al. 2014; Kim et al. 2014). As such, key results focus on demonstrating where and when the CFSRef exhibits skill beyond a basis of climatology.
This is performed herein using a series of procedures to elucidate skill on both spatial
and temporal levels, with a key objective of discovering patterns in the conditions
under which the CFSRef demonstrates the greatest skill.

3.1.1

Scatterplots / Correlation Coeﬃcients

Initially, the CFSRef predictive output is compared to CFSR veriﬁcation data
in terms of APS using basic scatterplots and subsequent Pearson product-moment
correlation coeﬃcients. Whereas the bulk of techniques herein separate the CFSv2
output in a dichotomous fashion, or ‘bin’ the data based upon speciﬁed behaviors,
it is desired to initially treat the APS values as a continuous variable. Viewed as a
standard format for displaying continuous (or non-continuous) data on a Cartesian
coordinate plane, scatterplots allow for a simpliﬁed method at examining the relationship between two variables (Wilks 2011), here the CFSRef forecasts and CFSR
veriﬁcations. Upon generating scatterplots for a speciﬁed set of data, the correlation

78
coeﬃcient (r-value) was computed to assess the strength of the association between
the CFSRef and CFSR, with positive values approaching unity desired.
CFSv2 model suite output, both here and in future assessments of skill, is analyzed for April, May, and June as separate entities, for each identiﬁed parameter
(CAPE, DLS, and CAPEDLS), over each individual region (SGP, CGP, MW, and
SE). Furthermore, scatterplots are generated for all available lead times, both for
individual years as well as for the 29-year aggregate of the CFSRef to determine
associative patterns. Figure 3.1 shows scatterplot ﬁgures from the longest (55-day)
to shortest (10-day) lead assessed for the 29-year record of CFSRef/CFSR output
valid for the DLS parameter over the SGP verifying in April. Aside from generally
exhibiting a positive slope, delineated by the red line in each frame (Figure 3.1), the
correlation coeﬃcient is typically positive, with the greatest r-value (0.431) occurring
at the shortest (10-day) temporal lead.
Other variable/month combinations (not shown) demonstrate similar lead-based
ﬂuctuations in the strength of the CFSRef/CFSR association, though DLS characteristically displays stronger correlations than CAPE or CAPEDLS. Examining trends
in correlation coeﬃcient values with decreased lead time, Figure 3.2 shows time series
charts (shortest lead times to the left) for the three severe weather parameters during
April, aggregated over the entirety of the CFSRef record. For CAPE (Figure 3.2 (a)),
the r-value is generally positive, though minimally so, with the highest values found
over the SGP region. Overall temporal improvement is noted for DLS, with the majority of lead/region combinations having positive correlation coeﬃcients (Figure 3.2
(b)). A upward trend is well-deﬁned with leads shorter than 20-days, particularly over
the SGP and SE regions. Finally, for CAPEDLS, r-values only experience minimal
improvement with decreased leads, as evident by generally ﬂat traces over all regions
(Figure 3.2 (c)), with the SGP showing the best overall correlation, particularly at
the shorter temporal leads.
Recognizing the relatively strong performance in DLS over the SGP in April, the
10-day temporal lead was dissected into individual years to assess trends in the scat-

g) 25d Lead

f) 30d Lead

d) 40d Lead

i) 15d Lead

c) 45d Lead

h) 20d Lead

j) 10d Lead

e) 35d Lead

Figure 3.1. Scatterplots for 29-year aggregate CFSRef predictions (abscissa) and CFSR veriﬁcation data (ordinate) for DLS, valid for April over the SGP region. Value in lower right corner of individual plots is the
correlation coeﬃcient for the 29-year composite period.

b) 50d Lead

a) 55d Lead
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a)

b)

c)

Figure 3.2. Time series plots for 29-year aggregate CFSRef leads (shortest
to longest along abscissa) for April for CAPE (a), DLS (b), and CAPEDLS
(c). Traces are shown for the SGP (green), CGP (blue), MW (red) and
SE (purple).
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terplots/correlation coeﬃcients over the span of the CFSRef. A series of scatterplots
is shown in Figure 3.3, starting with the year 1982 in the upper left and progressing to
2010 in the lower right. Each scatterplot is comprised of prediction/veriﬁcation APS
diﬀerences over 285 grid points. Positive r-values are noted 21/29 years, with correlation coeﬃcients ranging from a low of -0.720 (2009) to 0.943 (1989) (Figure 3.3).
This further analyzed in the generation of a time series plot of the 29-year record for
the aforementioned combination in April (Figure 3.4) based upon the data in Figure
3.3. An immediate observation of the time series plot is what appears to be a general
downward trend in the magnitude of the correlation coeﬃcient over time, with substantial year-to-year variability. However, it is interesting to note that seven of the
top 10 correlation coeﬃcients occur in the wake of ENSO-positive/negative winters,
suggesting the CFSv2 may possess increased skill in predicting severe weather parameters under these ambient conditions. Finally, April and June exhibited greater
r-values than the month of May for all parameters in an overall sense.

3.1.2

‘Notably Anomalous’ Proportion Correct

The secondary assessment of CFSRef predictive skill is predicated upon the assumption that a model prediction has the potential to be more inﬂuential from a
decision-making standpoint when it has a strong signal relative to the mean. As such,
grid points were investigated for notably anomalous (NA) behavior (i.e., consisting
of an APS value greater than one standard deviation relative to the mean APS).
This threshold was utilized to eﬀectively isolate and analyze the outlying ∼1/3 of the
ensemble CDFs generated from model output. Making the deﬁnition of anomalous
behavior more stringent results in a signiﬁcantly smaller pool of data by which to
generate conclusions, while relaxing the standard quickly results in data closer to
the overall mean being included in any subsequent assessment. Figure 3.5 demonstrates the meaning of “One Standard Deviation” in terms of APS for DLS (10-day
lead) at grid point level; the unsmoothed output shows that, although there is indeed

Figure 3.3. Scatterplots for individual years - 1982 (upper left) to 2010 (lower right) - April/DLS/10-day lead.
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Figure 3.4. Time series plot of correlation coeﬃcients for DLS predictions
(and corresponding veriﬁcations) from the 10-day lead of the CFSRef for
April over the SGP region (see Figure 3.3). Red squares (blue triangles)
indicate EN (LN) years.

anticipated variance at grid point level, the transitions are gradual with no sharp
gradients, conﬁrming that values do not diﬀer signiﬁcantly between neighboring grid
points. Values within regions of interest range from near 100 units2 across the SE to
greater than 400 units2 over parts of the SGP.
For each month and grid point exhibiting NA behavior, a ‘hit’ was awarded if the
prediction of above- (below-) average APS corresponded with above- (below-) average
veriﬁcation, independent of magnitude, and conversely a ‘miss’ if the veriﬁcation was
of the opposite sign. As such, this skill measure rewards accurate signals relative to
the mean, without applying a penalty for incorrect magnitudes.
An example of NA proportion correct (NA-PC) output for alternating leads over
the 29-year record for the month of May is provided (Figure 3.6). Although consid-
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Figure 3.5. Magnitude of the standard deviation at grid point level for
DLS (May; 10-day lead).

erable lead-to-lead variation is evident, average regional NA-PC exceeds the baseline
threshold (hit rate of 0.5) 80% (50%) of the time for DLS (CAPE) for the alternating
periods shown. Aggregating all available leads (no data for 20-day lead (May) or 25and 50-day lead (June)) for April, May, and June as independent months (27 such
leads for each region/parameter combination), the hit rate exceeds random chance for
75.9% (61.1%) of the individual leads for DLS (CAPE). Particularly strong performance is noted for CAPE across the SGP (25/27; 92.9% correct), and for DLS across
the SGP, CGP, and MW (85.2%, 81.5%, and 77.8% correct respectively). The only
region displaying negative NA-PC skill when aggregated over all lead times within
the three months is the MW for CAPE (12/27; 44.4% correct). Regarding raw scores
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composited over the 27 individual temporal leads, the strongest combined NA-PC is
found in the SGP for CAPE (60.8%) and in the CGP for DLS (61.2%), with negative
skill remaining conﬁned to the MW for CAPE (48.2%).
The combination of CAPE and DLS exhibits overall skill comparable to the individual parameter of CAPE, with 63% of the leads over all four regions possessing
positive skill (Table 3.1). Notable observations for CAPEDLS include much greater
skill in the month of June (78.1% of region/lead combinations vs. 60.0% and 52.8%
in April and May respectively), and continued strong performance over the SGP
(92.6% of lead/month combinations above random behavior). The weakest overall
performance was found in the MW, which behaved poorly even at short lead times.
Composites of NA-PC accuracy by month (for all regions) and by region (for
all months) help elucidate spatial and temporal trends (Figure 3.7). Missing points
remain a consequence of unavailable data. Combining all regions, positive skill in
terms of proportion correct (relative to a random prediction) for CAPE is most evident
in April, and generally positive for June (Figure 3.7 (a)), though no strong upward
trend (with decreasing temporal leads) is evident. Concurrently, DLS nearly always
displays positive skill for April, but exhibits a mild drop oﬀ into May and June (Figure
3.7 (c)). A mild skill improvement with decreasing leads for CAPE (DLS) emerges
for the month of June (April and May). With respect to CAPEDLS, the trends
evident in the April time series for CAPE are visible, with skill hovering around that
of a random prediction (Figure 3.7 (e)); very mild improvement can be noted in the
short leads, along with generally positive skill for June, but with considerable residual
lead-to-lead variance.
Regarding monthly composites by region, the SGP exhibits consistently high skill
for CAPEDLS as well as for the individual components (Figure 3.7 (b),(d),(f)). A
noteworthy outcome from this technique is seen in the time series traces for DLS;
whereas CFSRef skill vacillates beyond 30-day leads for DLS, a strong positive trend
appears for all regions with further decreases in lead-time (Figure 3.7 (d)), with all
regions displaying skill for more than 63% of the grid points within each region for an

CAPE

f) 15-d Lead

g) 25-d Lead h) 35-d Lead i) 45-d Lead

j) 55-d Lead

d) 45-d Lead e) 55-d Lead

Figure 3.6. Example of NA-PC output for CAPE (top; a-e) and DLS (bottom; f-j) at successive 10-day leads
beginning with the 15-day lead (left) and extending out to 55-days (right) valid for May for all grid points
exceeding one standard deviation over the 29-year record of the CFSRef. Warm (cool) colors represent grid
points exhibiting skill greater (less) than a random prediction (hit rate = 0.5). Dark outlines indicated regions
described in text and utilized for analyses in 2.1.

DLS

a) 15-d Lead b) 25-d Lead c) 35-d Lead
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June

May

Month
April

SGP
CGP
MW
SE

20

25

30

35

40

45

.795 .738 .609
.533 .527 .559
.498 .468 .485
.733 .652 .711

N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

.484
.353
.478
.303
.617 .651 .599 .725
.473 .389 .565 .611
.505 .343 .534 .534
.587 .593 .513 .705

.578 .502 .671 .578
.439 .410 .574 .298
.273 .421 .567 .409
.405 .576 .584 .512

.530 .595 .531 .635 .614 .559 .496
.548 .459 .424 .524 .482 .485 .483
.488 .530 .571 .505 .642 .464 .502
.426 .484 .452 .561 .610 .625 .493

15

.554 .635
.487 .611
.257 .549
.536 .634

.595
.514
.593
.442

SGP
CGP
MW
SE
SGP
CGP
MW
SE

10

Region

55

N/A
N/A
N/A
N/A

.663
.507
.377
.609

.568 .609
.437 .458
.357 .547
.435 .548

.534 .547
.473 .441
.591 .528
.569 .431

50

Table 3.1
NA-PC Accuracy by lead for April, May, and June - all regions of interest for CAPEDLS. Bolded values indicated
skill beyond a reference (random) prediction of 0.5. Missing tabular data is a product of unavailable CFSRef
output.
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a)

b)

c)

d)

e)

f)

Figure 3.7. Time series plots (increasing lead-time along the abscissa
from left to right) for regional composites by month (left column) and
three-month (AMJ) composites (right column) for CAPE (top row), DLS
(middle row) and CAPEDLS (bottom row). Horizontal black line represents expected proportion correct by a random prediction. Missing points
in trend line for regional composites is a product of data unavailability AMJ composites do not possess this issue as absent CFSRef data periods
do not overlap from month-to-month.
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aggregate of all months inside of a 2-week lead. The MW region in particular shows
an impressive improvement from 30- to 10-days out for DLS predictions, with a near
50% increase in NA-PC hit rate (increasing from 53.8% to 72.8%). Overall, focusing
on notably above- or below-average predictions of CAPE/DLS by the CFSRef results
in generally positive measures of skill at lead times throughout the subseasonal temporal range. This can be potentially exploited in predictions by focusing speciﬁcally
on anomalously high/low predictions, particularly for many of the aforementioned
combinations (e.g. SGP, CGP, and MW for DLS). The extent to which these relationships can be used to improve subseasonal predictions is examined, in conjunction
with other skill-related results, in the forthcoming chapter focused on the operational
CFSv2.

3.1.3

Heidke Skill Score

Heidke Skill Score (HSS) values are computed to assess model skill beyond what
would be expected from a completely randomly selected series of predictions, independent of the observations (Wilks 2011). HSS is calculated in two separate ways, based
upon standard 2x2 and 3x3 contingency tables. The former separates APS values
into basic ‘above-average’ and ‘below-average’, while the latter includes a ‘near-zero’
category by splitting the data into terciles. The decision was made to separate the
output into terciles in lieu of using standard deviations due to the veriﬁcation output
not possessing as strong of a Gaussian distribution as the predictions; the means remain approximately zero for all of the data distributions, so separating into terciles
properly allows for one bin to be called ‘near zero’. Binning of data was performed
at grid point level over all available years from the 29-year CFSRef archive before
summation within regions of interest. Rationale for investigating the CFSRef output
using two diﬀerent contingency tables is to naturally progress forward from the NAPC work which focuses on simple above-/below-average analyses towards “Climate
Prediction Center-like” output, which utilizes the 3x3 table setup. Regardless of the
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baseline table, skill in terms of HSS is deﬁned as any positive value in this research,
given the inherent diﬃculty in generating successful subseasonal predictions.
Multiple conclusions are evident from HSS values aggregated over all available
leads. Beginning with scores stemming from the 2x2 contingency table (Table 3.2),
the majority of regions possess a positive HSS skill for each individual parameter,
albeit oftentimes minimally so, with higher values evident for DLS than CAPE or
CAPEDLS. Combining all months and regions, the average HSS value for CAPE
(DLS) is 0.047 (0.101), showing skill slightly above that of a randomly generated
prediction in an aggregate sense. A similar summation for CAPEDLS has a composite
HSS of 0.041, scoring slightly below the individual parameter of CAPE. There is
a strong upward temporal trend over the springtime months, with the CAPEDLS
parameter displaying relative weakness in early spring before becoming more skillful
than both CAPE and DLS by June across most regions (CGP, MW, and SE), which
mimics the improvements in the CAPE parameter.
Furthermore, when broken down into predictions starting with the longest leads
(ranging from 10- to 55-days), the greatest (lowest) CFSRef predictive skill for the
CAPEDLS parameter is found in the SGP (SE) regions, with 87.0% (66.7%) of temporal leads having a positive HSS value. Figure 3.8 displays spatial distributions of
short (10-day), medium (30-day), and long-lead (55-day) predictions of CAPEDLS
(left to right) for April-June (top to bottom) based upon the 2x2 contingency table.
Highlights include a general increase in skill associated with shorter leads, as well as
overall strength across the SGP versus weakness in the SE region. Particularly strong
skill is noted across the SGP and SE (contrary to the majority of other predictions
of this region with regard to the SE) for the 10-day lead in June (0.282 and 0.289
respectively).
Regarding HSS values drawn from the basis of the 3x3 contingency table, the
general comparison to the 2x2-based output is that scores are almost universally
lower; minor exceptions exist, but the magnitude of these score improvements are
typically very small and aﬃliated with the CAPE parameter (Table 3.3). Although
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Table 3.2
Heidke skill score values based upon the 2x2 contingency table, aggregated
over all available lead times for CAPE, DLS, and CAPEDLS. Italicized
numbers are indicative of negative skill.

Month
April

Region

CAPE

DLS

CAPEDLS

SGP
CGP
MW
SE

0.128
0.006
0.013
0.038

0.136
0.211
0.147
0.102

0.087
-0.006
0.042
0.007

SGP
CGP
MW
SE

0.101
0.024
0.009
-0.014

0.048
0.104
0.058
0.060

0.080
-0.017
-0.041
-0.003

SGP
CGP
MW
SE

0.172
0.019
-0.001
0.076

0.126
0.017
0.058
0.106

0.160
0.024
0.120
0.150

May

June
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10d Lead

30d Lead

55d Lead

b)

c)

d)

e)

f)

g)

h)

i)

June

May

April

a)

Figure 3.8. Heidke Skill Score values generated at grid point level from the
entirety of CFSRef availability (1982-2010), for short, medium, and longleads (left to right) in April (a-c), May (d-f) and June (g-i) for CAPEDLS.
Warm (cool) colors represent skill above (below) a baseline of zero. No
smoothing parameter is applied.

not altogether surprising, given that the binning into thirds complicates the analysis,
it was notable to see the only increases in skill occur for HSS values that were near
zero within the 2x2 setup. Averaging all values together across the four regions, for

93

Table 3.3
Heidke skill score values based upon the 3x3 contingency table, aggregated
over all available lead times for CAPE, DLS, and CAPEDLS. Italicized
numbers are indicative of negative skill.

Month
April

Region

CAPE

DLS

CAPEDLS

SGP
CGP
MW
SE

0.083
0.006
0.017
0.025

0.097
0.147
0.078
0.081

0.065
-0.007
0.040
0.018

SGP
CGP
MW
SE

0.067
0.010
0.011
-0.015

0.044
0.065
0.054
0.026

0.053
-0.015
-0.016
0.006

SGP
CGP
MW
SE

0.127
0.004
0.001
0.056

0.091
0.011
0.052
0.073

0.107
0.017
0.007
0.101

May

June

all leads, the HSS for CAPE (DLS) was 0.032 (0.070) while CAPEDLS experiences
a very minor decrease for overall HSS (0.031).
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Regardless of the baseline contingency table utilized, the SGP region stands out
as possessing the most consistently high HSS values, with the greatest skill found
during June after a minor drop from April into May. This is driven in large part by an
increase in the CAPE component of skill into the early meteorological summer across
the SGP, possibly catalyzed by a continued retreat of the jet stream to more northerly
latitudes, resulting in a lower frequency of strong deviations from climatology within
both the model as well as in the veriﬁcation output. Focusing on the SGP window,
positive trends can be drawn out for the months of April and June in the time
series of skill in relation to lead time (Figure 3.9), while the trend for the month
of May is neither positive nor negative, with multiple leads exhibiting negative skill.
Overall, this suggests increased utility in the CFSRef predictions across the SGP with
decreasing lead time.

HSS Output (3x3 Cont Table; SGP) - CAPEDLS
April

May

June

Reference

Heidke Skill Score

0.2
0.15
0.1
0.05
0
-0.05

10

15

20

25

30

35

40

45

50

55

-0.1
-0.15
-0.2

Forecast Lead Time (Days)
Figure 3.9. Time series plot of CFSRef predictions for the SGP region in
terms of Heidke Skill Score value. Notable lead-to-lead variance is evident,
but a general positive trend (with decreased lead time) exists for April and
June, with a near-zero trend in terms of skill for May.
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3.1.4

Root-Mean-Square Error

Root-mean-square error (RMSE) calculations based on diﬀerences in APS values
between individual predictions and veriﬁcations were compared to RMSE values utilizing climatology as the predictive tool for individual years and regions. As opposed
to the NA-PC and HSS techniques, where CFSRef output was analyzed at grid point
level over the 29-year CFSRef record before summation over regions of interest, RMSE
calculations are performed for individual years over all grid points within a region of
interest. This allows for a natural investigation into year-to-year performance, furthermore allowing correlations and connections to phenomena such as the MJO and
ENSO to be evaluated. After aggregation within a region by individual lead, data
is further binned into ‘short’ (up to 3-week), ‘medium’ (3-6 week) and ‘long’ (more
than 6 week) leads, with additional summation as an average over all available leads
to assess annualized skill within a given month for a speciﬁed parameter. Figure 3.10
illustrates an example of how the series of predictions of increasing temporal leads
(a–h) might compare to a veriﬁcation window – this example highlights a series of
predictions deemed skillful in terms of RMSE for CAPEDLS, corresponding to aboveaverage veriﬁcation across the SGP region in June. Within Figure 3.10, warm (cool)
colors representing above- (below-) average APS at grid point level are compared for
the predictive members (eight; a-h) and the veriﬁcation (i). Speciﬁcally, the 10-, 15-,
30-, 35-, 40- and 55-day leads all display leads in which the CFSRR exhibits RMSE
skill beyond a climatological basis for CAPEDLS in June 1992 across the SGP.
Analyzing short, medium, and long lead RMSE output for CAPE and DLS as
individual parameters, a number of observations are noted. Figure 3.11 shows the
percentage of years deemed skillful beyond a climatology-based prediction within the
aforementioned bins. In general, skill for DLS exceeds that of CAPE, except for short
lead times in June (Figure 3.11 (a),(b),(c)). DLS skill approaches 50% for short lead
times in April, but otherwise the majority of skillful periods resides between 30 and
40% for the two individual parameters. CAPE remains elusive for skillful CFSRef
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a)

b)

c)

d)

e)

f)

g)

h)

i)

Figure 3.10. Example of predictions from the full spectrum of lead times
(a; 10-day lead, b; 15-day lead, c; 20-day lead, d; 30-day lead; e; 35day lead, f; 40-day lead, g; 45-day lead, h; 55-day lead) and subsequent
veriﬁcation. Data is in terms of APS, with warm (cool) colors indicating
above- (below-) average predictions/veriﬁcation. This corresponds to an
overall skillful prediction in terms of RMSE for June 1992 across the SGP,
with positive veriﬁcation of CAPEDLS. Note that although the prediction
was categorized as skillful, this does not mean every prediction possesses
RMSE skill beyond a climatological baseline.
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predictability, notably so for the month of May, which is a recurring theme from
earlier skill measures.
Overall, a greater percentage of short-lead years (36.8%) exhibited skill beyond a
climatology-based prediction than either medium-lead (29.6%) or long-lead (32.4%)
(Figure 3.11 (d)). This pattern is commonly noted in many of the measures of skill
(e.g., 30-day lead HSS values in Figure 3.8 (e),(h)) where the predictions around the
4-week lead perform more poorly than those inside of 2-weeks or outside of 6-weeks.
Although no evidence was uncovered in scholarly journals to either support or refute
this temporal behavior associated with the CFSv2, it lends support to not applying
weights to diﬀering leads. Additionally, this strengthens the need to look for other
common threads, such as month of interest or concurrent teleconnections, in order
to best leverage the CFSv2 to predict parameters correlated with severe convective
storms. It is important to note that the skill for short leads almost always exceeds
that of the long leads, conﬁrming that there is at least some positive trend in CFSRef
accuracy with decreasing lead time. These general trends are also noted in graphs of
CAPEDLS performance in terms of RMSE (Figure 3.12). RMSE skill is comparable
for the three months at short leads (Figure 3.12 (a)), but a sharp decrease in skill at
longer leads is noted for May, while a surprising uptick in skill occurs for long leads in
June. Altogether, the percentage of months possessing positive skill for the combined
parameter is capped at 30.8% for short leads. It is important to note that one critical
shortcoming of this skill technique is that it is innately diﬃcult for the CFSRef to
improve upon a prediction of climatology when the veriﬁcation is near the long-term
mean, which impacts a signiﬁcant portion of the CFSRef output, necessitating the
need to examine skill in a multitude of manners.
Some common threads exist amongst the aggregates of short-, medium- and longleads regarding certain years exhibiting skill at a disproportionately high rate. For
example, examining the binned leads (3), months (3), and regions (4) for DLS, the
CFSRef displayed positive skill for ∼81% of veriﬁcations in 1987. Further scrutiny
suggests a potential link to ENSO. Using the earlier deﬁnition of an ENSO winter as

a)

c)

Figure 3.11. Percentage of years with CFSRef-based RMSE values showing skill beyond a climatology-based
prediction, aggregated by lead time (≤ 3 weeks, 3-6 weeks and ≥ 6 weeks) for individual months (top row) and
for a composite of AMJ (bottom). CAPE, DLS, and a summation of the two parameters (not CAPEDLS) are
shown in orange, gray, and blue respectively.

d)

b)
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a)

b)

Figure 3.12. Percentage of years exhibiting RMSE skill for CAPEDLS
parameter in terms of monthly performance by binned leads (top) and
aggregate of all months (bottom).

100
one in which the Niño-3.4 index is larger than 0.5 for the October-December through
February-April running average, seven (six) positive (negative) ENSO winters are
identiﬁed over the 29-year CFSRef record (Weaver et al. 2011). As such, random behavior would suggest approximately ﬁve of the top 11 skillful years for the CAPEDLS
parameter would occur in conjunction with ENSO. However, eight out of the 11 years
exhibiting the greatest percentage of regions with positive RMSE skill occurred in
the wake of either El Niño or La Niña. This implies potential increases in CFSRef
predictability under these antecedent conditions, which will be analyzed in greater
detail.

3.1.5

Summary of CFSRef Skill

In an attempt to best focus analysis eﬀorts herein, particularly with regards to
analysis of ENSO and the MJO, summarizing the results of the three measures of
skill is useful. Looking at NA-PC, the months of April and June are clearly superior
to the month of May in an aggregate sense, particularly for CAPE and CAPEDLS,
while April is the month in which DLS prediction displays the overall highest skill.
Moreover, the SGP region shows comparably high skill for CAPEDLS as well as
individual parameter contributions.
Prediction of DLS is regularly more skillful than either CAPE or CAPEDLS in
terms of HSS scores. April forecasts continue to vastly outperform May forecasts,
but for HSS, April is inferior to June, which displays the greatest overall skill for
all severe weather parameters evaluated. However, the SGP remains the standout
region in terms of skillful prediction, with the CGP and SE areas lagging. Finally,
for RMSE, May remains the weak point in terms of temporal veriﬁcation, with DLS
continuing to outperform CAPE, or the CAPEDLS product. Interestingly, short leads
were generally better than long leads, but the mid-range predictions often performed
weakly in terms of RMSE skill beyond climatology. Altogether, the strongest signals
that emerge from this multi-faceted analysis of CFSRef skill are that DLS is better
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predicted than CAPE, May is the most diﬃcult month (of the three) to anticipate
skillful prediction, and that the SGP region exhibits the greatest predictability of the
four regions analyzed.

3.2 Analysis of Concurrent Large-Scale Environment
It is desirable to better understand the large-scale conditions concurrent with
the veriﬁcation period coinciding with noteworthy predictive skill by the CFSRef.
Consequently, after subdivision of the 29-year CFSRef archive into periods of aboveand below-average behavior of CAPE, DLS, and CAPEDLS, values of RMSE skill
were scrutinized to determine the years exhibiting the greatest skill. Given that approximately half of the veriﬁcation years can be anticipated to fall above or below
the derived climatological mean, and further given the aforementioned diﬃculty in
displaying skill beyond climatology in the event of a near-average year, careful consideration was given as to how many years would be required to exhibit skill in the
CFSRef output in order for analysis of the large-scale to proceed. Also, strong consideration was given to an alternate investigation into the signal concurrent with the
CFSRef predictions in lieu of the patterns evident in the CFSR veriﬁcations in order
to generate an analysis from a truly predictive standpoint. However, as the former
has signiﬁcant potential to be right for the wrong reasons (e.g., having a signal considerably diﬀerent from the veriﬁcation), greater value was seen in an analysis of
concurrent veriﬁcation output.
Ultimately, with a theoretical pool of ∼14.5 members (equal number of years exhibiting positive or negative behavior), and a general assessment of the average number of skillful periods, three years was selected to be the criterion for generating analyses for a variety of additional variables from the CFSR data. This value, generally
capturing about 20% of the years for a given month/parameter/region/veriﬁcation
sign combination (e.g., May/CAPE/SE/above-average veriﬁcation), is based upon
the average RMSE value for all available lead times, requiring the overall diﬀerence
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between the RMSE score using the CFSRef to be lower than the RMSE generated
from a climatologically-based prediction (“RMSE Diﬀerence”). Allowing less than
three years for any large-scale composite was, through experimentation, determined
to produce insuﬃcient averaging, while applying a higher constraint (e.g., four or more
periods of skill) would have signiﬁcant ramiﬁcations on the quantity of combinations
available for analysis - signiﬁcantly less comparisons would have been available with
the higher constraint, lessening the eﬀectiveness of any large-scale analysis. For binning and subsequent creation of composite output, no weighting was performed – the
magnitude of the RMSE diﬀerence was inconsequential as long as it was positive in
favor of the CFSRef.
A series of atmospheric variables complementing the skillful prediction of speciﬁed severe weather parameters was analyzed, including 500-hPa heights, low-level
temperature and dew point, and the v-component of winds at multiple vertical levels.
An example involving 500-hPa heights corresponding with above-average CAPEDLS
years over the SGP in April is shown in Figure 3.13. For this analysis, the 32-year
mean was ﬁrst generated (Figure 3.13 (a)), followed by an summation of all days
within the 3-year ’skillful period’ (Figure 3.13 (b)). In turn, an aggregate anomaly
was created (Figure 3.13 (c)), including an analysis of the anomalies for each individual year to grasp whether one year was regularly dominant (Figure 3.13 (d-f));
this latter concern was not evident in trials, thus three-year anomalies are the primary graphic used herein. Next, given the inherent diﬃculty of assigning signiﬁcance
to a small pool of years, standardized anomalies were instead generated to assess
the magnitude of abnormal parameter behavior. Standardized anomalies, which are
generated by dividing a calculated anomaly by the standard deviation of the entire
sample, is expressed by the following equation:

z=

(x − x̄)
x0
=
sx
sx

(3.1)
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where x’ represents the anomaly (generated on a month-long basis) and sx is the sample standard deviation (Wilks 2011). It is an appropriate way to provide contextual
meaning to the strength of a speciﬁed anomaly relative to the overall distribution.
Furthermore, the value of a standardized anomaly can be considered as the diﬀerence, in terms of standard deviation ‘units’, between an anomalous value and the
mean (Wilks 2011).

3.2.1

Periods of Skillful CAPE Prediction

Above-Average Veriﬁcation
First, the parameter of CAPE is investigated in terms of CFSR veriﬁcation coinciding with skillful prediction. The critical parameters analyzed in conjunction
with CAPE are mid-tropospheric heights (500-hPa Z; m), 2-meter temperature (2m
Temp; ◦ C), and 2-meter dew point (2m Td; ◦ C). The ﬁrst is investigated to determine
any notable patterns in the large-scale ﬂow, independent of Earth’s frictional layer,
that can be connected to anomalous CAPE. The latter two variables are near-surface
quantities, both having critical inﬂuence on the CAPE parameter (see equations 1.1
and 1.2). Although half of the combinations, including all months for the CGP, did
not possess the requisite number of skillful veriﬁcation years associated with aboveaverage CAPE, some notable signals remain evident looking at anomalous 500-hPa
heights (Figure 3.14). In terms of simple magnitude, the strongest height anomalies
are found in conjunction with April/MW (Figure 3.14 (c)) and May/SGP (Figure
3.14 (e)). As ridging aloft is connected to the atmospheric thickness, this leads to
the idea that warmer temps across the Midwest may be the catalyst for the high
CAPE values in conjunction with skillful April/MW prediction. However, ridging
aloft is also associated with reduced lapse rates, which is further connected with reduced CAPE, so the connection is not particularly strong for this example. A similar
ideology can be applied to the May/SGP combination, though lying downstream of
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a)

b)

c)
d)

f)
e)

Figure 3.13. Proof of concept for the process of generating CFSR veriﬁcation data for anomaly analysis purposes. The 32-year mean (a) is
compared to a 3-year period of skillful prediction (b), resulting in the aggregate anomaly (c). Individual years comprising the aggregate anomaly
(d-f) are shown to provide perspective given this example of skillful prediction of above-average CAPEDLS for April in the SGP region.
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anomalous ridging aloft by itself does not lead one to anticipate an increased threat
of severe thunderstorms.
Investigating the relative strength of the anomalies (Figure 3.15), the deviant ridging noted in the April/MW (Figure 3.15 (c)) and May/SGP (Figure 3.15 (e)) continue
to stand out. Noteworthy are the standardized anomalies coinciding with the veriﬁcations of above-average CAPE for the April/SGP period (Figure 3.15 (a)). Within,
minor anomalous troughing in the western CONUS and an increased amplitude ridge
across the eastern CONUS are evident, which when combined is more representative
of a canonical severe weather pattern for the SGP.
Near-surface temperature and dew point anomalies were also investigated with the
goal of determining if one variable regularly serves as the driving force for skillful prediction/veriﬁcation. It is acknowledged that these variables comprise only a portion
of a skillful CAPE prediction, with accurate depictions of temperature and moisture
throughout the column also notably important. However, poor model representation
of the near-surface thermodynamic components would inevitably be detrimental to a
(SB)CAPE prediction, thus the investigation herein.
Veriﬁcation of dew point temperatures for years exhibiting the greatest RMSE skill
coinciding with positive CAPE are almost universally above-average in anomalous
terms across regions of interest (Figures 3.16 and 3.17). In particular, anomalies in
excess of 3◦ C are commonplace across the SGP region, particularly in the months of
April and May (Figure 3.16 (a),(e)). Although more modest in magnitude, similar
features can be seen across the MW and SE for all periods meeting the skill threshold.
Minimal overlap of above-average CAPE years exists in these ﬁgures, but some of the
standardized anomalies show the signiﬁcance of the dew point values for the triads,
with anomalies exceeding three standard deviations across portions of the SGP for all
months (Figure 3.17 (a),(e),(i)) as well as throughout much of the SE in June (Figure
3.17 (l)). Surely, the increased boundary layer moisture relative to the long-term
mean is a catalyst for the above-average CAPE values in the composite years.
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Figure 3.14. Anomalous 500 hPa heights (m) generated from the 32-year CFSR archive for all month/region
combinations possessing at least three years of RMSE skill beyond a climatology based prediction coinciding
with above-average veriﬁcation of CAPE. Only the three years exhibiting the highest RMSE skill are aggregated
if the total number of skillful years exceeds three. Data is shown by month in rows (top to bottom: April (a-d);
May (e-h); June (i-l)) and region in columns (left to right - SGP (a,e,i); CGP (b,f,j); MW (c,g,k); SE (d,h,l)).
Warm (cool) colors represent positive (negative) anomalies relative to the mean veriﬁcation.
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Figure 3.15. Same as for 3.14, but for standardized anomalies coinciding with skillful prediction of above-average
CAPE. Increasingly bold warm (cool) colors represent more robust positive (negative) anomalies relative to the
standard deviations of the variable at grid point level.
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Figure 3.16. Same as for 3.14, but for 2m dew point temperatures (◦ C).
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Figure 3.17. Same as for 3.15, but for standardized anomalies of 2m dew point temperatures (◦ C).

b)

a)

SGP

109

110
Focusing on the standardized anomalies for 2m temperature (Figure 3.18), there is
substantially less signal across the various regions than is exhibited by 2m dew point.
Near-average values are found across much of the SGP for the three months, with a
minor tendency to exhibit below-average temps (Figure 3.18 (e),(i)), suggesting that
higher boundary moisture is the critical variable for increased CAPE. This is ampliﬁed
over the single month of analysis in the SE (Figure 3.18 (l)) where the magnitude
of the temperature anomalies relative to the mean suggests slightly cooler, but more
humid conditions (Figure 3.17 (d)). As this coincides with the start of meteorological
summer, the slightly cooler, more humid conditions potentially support above-average
CAPE, serving as an impetus for lower lifted condensation levels (LCLs) across the
region, contingent on conditions aloft.

Below-Average Veriﬁcation
Although the nucleus of the large-scale veriﬁcation is centered upon above-average
veriﬁcation periods, it is prudent to evaluate periods verifying with the opposite sign.
This is to ensure that the veriﬁcation output coincident with skillful prediction by
the CFSRef of negative values of CAPE, along with other parameters, are distinct
from their counterparts. As such, only select graphics will be shown for below-average
veriﬁcation of large-scale variables associated with the key severe weather parameters.
Noteworthy features associated with below-average CAPE veriﬁcation and skillful
CFSRef prediction include anomalously low heights at 500-hPa, particularly for the
month of April (Figure 3.19 (a-d)). This is suggestive of cool temperatures aloft, especially in conjunction with below-average CAPE across the SGP and MW (Figure 3.19
(a),(c)). This is in strong contrast to the 500-hPa heights verifying along with skillful
prediction of above-average CAPE (Figure 3.14 (a),(c)), suggesting that a southwardsuppressed storm track in April is commonplace with below-average CAPE over much
of the Plains and Mississippi Valley. However, cool environmental temperatures aloft
are also supportive of increased CAPE given a favorable low-level thermodynamic
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Figure 3.18. Same as for 3.15, but for standardized anomalies of 2m temperatures (◦ C).
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environment, so this association, similar to that of the above-average veriﬁcation,
produces some contrasting signals.
Below-average low-level moisture and varying anomalies of temperature are prevalent in association with below-average CAPE veriﬁcation (Figures 3.20 and 3.21).
April continues to show a very strong signal in terms of relatively low values of
boundary layer moisture (Figure 3.20 (a-d)) and cool low-level temperatures (Figure
3.21 (a-d)) across the four regions. May illustrates a tendency to show ill-deﬁned patterns across many regions, serving as a transitory period (relatively minor anomalies)
before June reverts to signiﬁcantly dry (Figure 3.20 (i),(k),(l)) and sometimes warm
(Figure 3.21 (i),(l)) values of low-level features associated with below-average CAPE
veriﬁcation.

3.2.2

Periods of Skillful DLS Prediction

Above-Average Veriﬁcation
Above-average veriﬁcation of DLS concurrent with skillful prediction by the CFSRef produces a strong, consistent signal with regard to the upper level pattern.
Figure 3.22 highlights this pattern of below-average heights north, and near-normal
to above-average heights south, of the region of interest. Considering the June/SE
veriﬁcation (Figure 3.22 (l)) the pattern shows below-average height anomalies spanning the northern Great Plains, Great Lakes, and northeast CONUS, while mild
positive anomalies are prevalent across the Gulf Coast states into the Gulf of Mexico.
This general pattern would concentrate the packing of upper-level heights for the region in-between the anomalous centers, namely across the SE region; lower 500-hPa
heights extending further south would quickly transition into higher 500-hPa heights
pressing northward, tightening the gradient and increasing the ﬂow, contributing to
increased values of DLS. Similarly, this can be seen in the standardized anomaly plots
(Figure 3.23), with the region of interest typically falling near the zero-anomaly line,

April

May

June

j)
< 3 Years

CGP

k)

g)

c)

MW

Figure 3.19. Same as for 3.14, but for below-average veriﬁcation of CAPE (500 hPa Z).
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Figure 3.20. Same as for 3.17, but for standardized anomalies coincident with below-average veriﬁcation of CAPE
(2m Td).
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Figure 3.21. Same as for 3.18, but for standardized anomalies coincident with below-average veriﬁcation of CAPE
(2m T).
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but with a strong gradient to the strength of the anomaly in close proximity (Figure
3.23 (a),(e),(f),(h),(l)).
The north/south, or v-component of the wind was also analyzed both at the top
(500-hPa) and bottom (1000-hPa) of the layer for which DLS is computed. Regarding
the top of the layer, Figure 3.24 shows overall weak anomalies in the v-component
of the wind, and in particular, very few areas indicating a stronger-than-average
northward component to the wind. The CGP (Figure 3.24 (b),(f),(j)) is the one
region that shows a consistent signal with a negative anomaly for all three months.
Given that the CGP exhibits a mild negative long-term mean value for 500-hPa vcomponent (not shown; ∼-1 to -3 m s-1 in April, ∼0 to -1 m s-1 in May, and ∼0 to
-2 m s-1 in June), this would result in an atypically strong southerly component to
the 500-hPa ﬂow. As such, it is evident that the strength of the ﬂow in both the uand v-components at the top of the shear layer contribute to the above-average DLS
values.
At the bottom of the DLS layer, the anomalous 1000-hPa v-component of the
winds (Figure 3.25) shows minimal coherence from month-to-month for speciﬁed regions, and substantial variance is seen from region-to-region for a given month. For
the CGP, MW, and SE, the long-term mean 1000-hPa v-component is near 0 m s-1 ,
while a gradual temporal increase is seen across the SGP, from near-zero in April to
values exceeding 3 m s-1 by June (not shown). Altogether, there is minimal contribution to the above-average DLS from the v-component of the low-level wind; the
main exception to this appears to be over the SGP, with a mild negative anomaly in
April that transitions to a stronger positive anomaly from May into June – the latter
suggesting a stronger southerly ﬂow across the region (Figure 3.25 (a),(e),(i)). Overall, the upper-level pattern as depicted by the anomalous heights appears to be the
strongest catalyst to the increased shear values in the veriﬁcation data, though looking for negative anomalies in the v-component of the 500-hPa wind are also commonly
associated with this skillful prediction.
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Figure 3.22. Same as for 3.14, but for skillful prediction of above-average DLS.
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Figure 3.23. Same as for 3.15, but for standardized anomalies associated with skillful prediction of above-average
DLS.
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Figure 3.24. Same as for 3.22, but for the v-component of the 500-hPa wind (m s-1 ).
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Figure 3.25. Same as for 3.24, but for the v-component of the 1000-hPa wind (m s-1 ).
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Below-Average Veriﬁcation
A nearly perfect reversal of the upper-level height pattern associated with aboveaverage veriﬁcation of DLS is found when investigating skillful prediction of belowaverage values of the parameter. Figure 3.26 illustrates the generally positive height
anomalies north (and west) of a region of interest, with negative (or neutral) height
anomalies south of the region. In the nexus of the two anomalies, weaker ﬂow can be
anticipated, as the anomalously high (low) heights to the north (south) eﬀectively act
to ‘spread apart’ the perceived isoheights, lessening the gradient. This is particularly
notable in the month of April in terms of standardized anomalies (Figure 3.27 (ad)), when upper-levels winds are climatologically strong relative to May and June,
based upon a northward retreating jet with time into the summer months. A general
decrease in the strength of the anomalies/standardized anomalies can be noted with
the progression from April into May and furthermore into June, suggesting that even
though the veriﬁcation remains above-average, this does not necessarily entail high
magnitude values into the early summer months.
Minimal value regarding increased understanding of the below-average DLS veriﬁcation is found in the v-component of the 500-hPa winds, with minimal trending
through the 3-month period, and generally inconsequential anomalies. The one tendency is for negative anomalies across all regions for the month of April, which, as
discussed earlier, actually means a stronger southerly component given the mean parameter values (Figure 3.28 (a-d)). As such, the apparent decrease in the u-component
of the upper bound to DLS is able to overcome some enhancement to the climatological v-component, particularly in the early springtime. As for the v-component at
1000-hPa, the signal is remarkably minimal, with mild negative anomalies at times in
the SGP and MW regions (not shown). The general conclusion, therefore, is similar
to the above-average veriﬁcation of DLS in the sense that a general weakening of the
height gradient has a notable impact on the interpreted u-component in the mid-levels
of the troposphere, thus lessening the magnitude of DLS on a regional basis.
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Figure 3.27. Same as for 3.23, but for standardized anomalies associated with below-average veriﬁcation (500
hPa Z).
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Figure 3.28. Same as for 3.24, but associated with below-average veriﬁcation (500 v-comp (m s-1 )).
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3.2.3

Combined CAPE and Deep-Layer Shear

Above-Average Veriﬁcation
With a better understanding of how parameters aﬃliated with CAPE and DLS
verify in conjunction with skillful CFSRef prediction, it is desirable to analyze the
large-scale patterns concurrent with veriﬁcation of skillfully predicted CAPEDLS.
Unfortunately, the prescribed requirement for a minimum of three years exhibiting a
positive diﬀerence in RMSE, in favor of the CFSRef, signiﬁcantly impacts the number
of combinations for which said analyses can be made for CAPEDLS. As such, less
than 50% of the month/region combinations meet the criteria, and the subsequent
analyses are focused on the 500-hPa height parameter.
Regarding the above-average CAPEDLS veriﬁcation, anomalous troughing is generally situated west and north of the focus region – this is particularly evident across
the SGP, but also notable for most panels of the MW and SE (Figure 3.29 (a),(h),(i))
as well as for June across the MW (Figure 3.29 (k)). This would result in southwesterly ﬂow aloft, accentuating the u-component of the 500-hPa wind, while also
modifying the v-component. Anomalous ridging that becomes stronger to the south
and east of a region of interest inevitably contributes to the CAPE component of the
parameter. As the thickness of an atmospheric layer is proportional to the average
virtual temperature, higher-than-average mid-tropospheric heights are therefore supportive of warmer temperatures below. Furthermore, given that the focal region is
typically found on the western periphery of the axis of greatest standardized anomalies (Figure 3.30) it can, at a minimum, be conjectured that there is some construct
of increased moisture throughout the depth of the atmosphere. Finally, not only is
there solid rationale for the above-average CAPEDLS arising from the general pattern for the aforementioned regions, but the general overall mid-tropospheric pattern
(troughing west/ridging east) is a canonical setup for severe weather events across
the central and eastern CONUS. This is the catalyst for investigating severe weather
reports in conjunction with skillful prediction by the CFSRef, which will be explored.
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Figure 3.29. Same as for 3.14, but for skillful veriﬁcation of above-average CAPEDLS (500 hPa Z).
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Figure 3.30. Same as for 3.15, but for standardized anomalies associated with skillful veriﬁcation of above-average
CAPEDLS (500 hPa Z).
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Below-Average Veriﬁcation
Below-average veriﬁcation of CAPEDLS that has been skillfully predicted by the
CFSRef is associated with anomalous troughing over much of the CONUS for the
month of April (Figure 3.31 (a–d)). Independent of any impact on the components of
upper-level shear, lower heights at a more southerly latitude in the early spring months
acts to eﬀectively suppress the warm, moist air necessary for generating appreciable
CAPE values. It is also noteworthy that, for the month of May, none of the four
regions achieved the requirement of three years of skillful prediction; furthermore,
looking at both positive and negative veriﬁcation, only one of eight regions met the
criteria, furthering the concept that the CFSRef generally performs poorly for the
month of May when compared to surrounding months. It is conjectured that this
is potentially related to the surging moisture across the Plains into the Midwest at
this time of year, and the CFSRef simply struggles in capturing this element, in
conjunction with increased DLS, during this transitory period.

3.2.4

CFSRef Skill and Severe Weather Reports

Though not the primary objective of this research, it is important to explore any
links between skillful prediction of parameters correlated to severe thunderstorm development and maintenance with actual reports of severe weather, including hail,
wind, and tornadoes. It is thus imperative to reiterate that although this work seeks
to improve the understanding of how the CFSv2 model suite handles said parameters, that other facets, including a forcing mechanism, often dictate whether or not
thunderstorms develop regardless of how favorable the environment is. As such, it
was not anticipated a priori to tabulating results that the correlation between skillful
forecasts of CAPE, DLS, and CAPEDLS would necessarily lead to the identiﬁcation
of above- and below-average reports of severe weather on an annualized basis.
Using output from the RMSE skill analysis, individual predictions found to possess skill beyond a climatology-based forecast utilized in the creation of large-scale
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Figure 3.31. Same as for 3.29, but in conjunction with below-average veriﬁcation of CAPEDLS (500 hPa Z).
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analyses were further addressed in terms of severe weather reports. Report data from
the National Centers for Environmental Information was generated at grid point level
before summation over the entirety of a deﬁned region for month-long periods. Reports were summed by individual type (hail, wind, tornado) along with the aggregate.
The aggregated count serves as the focus given that this research does not seek to
discriminate between the mode of severe weather. Individual years within the threeyear composites were ultimately analyzed to see if the total number of reports for a
30/31-day period was above or below the long-term mean.
Table 3.4 illustrates the percentage of years exhibiting either an above- or belowaverage number of reports delineated by month (April, May, June) and by region
(SGP, CGP, MW, SE). For each parameter and veriﬁcation sign (e.g. above- or belowaverage), the total number of years outlined in the large-scale analysis is provided in
the second column before being further binned by month (for all regions) and by region
(for all months). Raw counts are translated into percentages for easier comparison.
For example, the above-average veriﬁcation of CAPE generated six month/region
combinations exhibiting a minimum of three skillful periods (count of 18). As such,
the three years with the greatest skill for each of the combinations is analyzed in terms
of severe weather reports, with totals falling either above or below the mean. This
results in 18 diﬀerent years being analyzed for either the AMJ combination or the
regional combination. Ultimately, the value within each column states the percentage
of years which veriﬁed with either more or less than the mean number of reports for
a given month/region combination. Bolded values represent the greater percentage
of days within a subcategory, if applicable.
Whereas minimal sensitivity exists between above-average veriﬁcation of CAPE
and greater sums of severe weather reports, there appears to be a deﬁnite connection
between below-average veriﬁcation for years in which the CFSRef exhibits skillful prediction. Regardless of the month or region, a greater percentage of years predicted,
and veriﬁed, as having below-average CAPE experienced lower-than-average quantities of reported severe weather. A similar pattern can be noted with DLS. A poor
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Table 3.4
Percentage of days, subdivided by month (for all regions) and by region (for all months) exhibiting either aboveor below-average number of severe weather reports relative to a 36-year mean (1979-2015). Bolded values indicate
the greater of two percentages corresponding to the number of years exhibiting more/less reports than the longterm average.
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relationship between the skillful prediction of above-average DLS and increased severe
weather activity is evident, but conversely, the aggregated predictions corresponding
to below-average DLS more often than not correspond with a lesser magnitude of
severe weather reports. In fact, the average diﬀerence between the number of severe
weather reports and the long-term mean expectation over the 36 years in aggregate
is ∼-175 per year, suggesting a relatively robust association.
Focusing on CAPEDLS, when a skillful prediction should theoretically possess a
correlation to severe weather reports beyond that of a single parameter prediction,
a number of observations are evident. First, although not particularly strong, the
percentage of years with CFSRef predictive skill of above-average CAPEDLS verifying with an above-average number of severe weather reports increased to 55.6%.
Although not robust by any means, this is still encouraging as it is far superior to
either CAPE or DLS in isolation. Second, there is strong agreement between skillfully
predicted below-average CAPEDLS and a dearth of severe weather reports. Moreover, the average deviance from the mean number of reports, which unfortunately
is an aggregate of only 18 (15) individual years for above- (below-) average veriﬁcation, is ∼214.5 (∼-146.9). In spite of the relatively small pool of years contained
in each analyses, the results shown here are encouraging that there is likely some
connection between the sign of the prediction and the associated number of severe
weather reports, particularly for skillful predictions of below-average activity for a
given parameter. However, it is acknowledged that trends in severe weather report
data, particularly of nontornadic events, has been secularly inﬂuenced within recent
decades (Doswell et al. 2005); detrending of the data, which was not performed for
this study, has the potential to inﬂuence the results, both positively and negatively.
The decision to not detrend the data is in part due to the focus of the research being on the prediction and veriﬁcation of environmental attributes, which in itself is
catalyzed by the inadequacies of the storm report database.
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3.3 Relationships to MJO/ENSO
Slowly evolving global-scale phenomena, such as ENSO and the MJO, possess an
overall predictability that expands far beyond that of severe thunderstorm forecasts.
Whereas the latter can be pinpointed only days, or even only hours, prior to onset,
the former have evolutionary patterns of which GCMs can hone in on with much
higher precision at signiﬁcantly longer temporal leads. This section seeks to understand when, and under what conditions, the CFSRef can exploit this relative strong
predictability of the MJO and ENSO in the form of skillful forecasts of CAPE, DLS,
and CAPEDLS over regions of the CONUS.

3.3.1

The MJO and the CFSRef

Generation of Potential MJO Correlations
Assessing linkages between the MJO and skillful CFSRef prediction is a natural
progression toward increasing our ability to discern when the CFSv2 model suite can
be expected to possess relatively high levels of predictability of parameters associated
with severe thunderstorms. As previously discussed, the CFSv2 has been demonstrated to have improved prediction of the MJO, with skill beyond week-2 (Zhang
and van den Dool 2012; Wang et al. 2014). Furthermore, studies have associated varying states of the MJO to increased levels of severe weather activity, with a general
focus on reports correlated to MJO phase (Thompson and Roundy 2013; Barrett and
Gensini 2013; Barrett and Henley 2015). Whereas these studies looked to directly link
MJO state to reports of speciﬁed modes of severe weather, this work focuses on MJO
behavior concurrent with proven CFSRef predictability of parameters correlated with
severe weather over deﬁned regions of the CONUS. This important distinction, having a model ‘in the middle’, seeks to allow contributions other than the MJO, which
may have substantial inﬂuence on CAPE and DLS, to be integrated into the model
output. This provides a more realistic, and potentially more accurate product rather
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than focusing on the MJO in isolation. Furthermore, given that Barrett and Gensini
(2013) speciﬁcally looked at anomalous parameters of CAPE and bulk vertical wind
shear, it is desired to see if looking at similar products from the lens of a GCM can
improve our capacity for accurate subseasonal prediction.
Analysis of the MJO both concurrent with the period of skillful veriﬁcation as well
as in the preceding month is performed in order to elucidate any noteworthy patterns
related to the strength and location of the MJO. It is appropriate to examine the
data in these two distinct, yet complementary ways due to the inherent predictability
of the MJO, particularly by the CFSv2 (Saha et al. 2014), but also a priori to the
veriﬁcation in order to better understand the precursor MJO state. A greater understanding of the MJO status for the month preceding a skillful veriﬁcation can be more
naturally applied to forecasts; while MJO behavior concurrent with veriﬁcation does
not innately translate, it still provides added knowledge of how the MJO potentially
contributes to severe weather.
Initially, histograms of MJO data concurrent with the CFSR (1979–2010) were
created to assess the historical behavior, by month. Mild variability exists between
the months – some observations include a sharp decline in the number of strong MJO
events from May (210 days) into June (72 days), and a shift from more MJO days
occurring in Phases 7 and 8 in May to Phases 1 and 2 in June. Similar downward
trending of strong MJO days can be seen from March (240 days) into April (136
days), so there is not a clear regression in the overall strength of the MJO strength
with progression through the springtime months.
Using the results of the RMSE-based analysis of predictive skill, combinations of
month, parameter, and above- or below-average veriﬁcation were analyzed solely for
the SGP region. This distinction was made based upon the preceding analyses of skill
which highlighted this region as the one in which the CFSRef regularly exhibits the
strongest relative performance. The three years exhibiting the greatest skill above a
climatology-based prediction were examined for anomalous patterns in MJO behavior
for all month/parameter/veriﬁcation sign combinations. Although not ideal, examin-
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Figure 3.32. Histograms depicting MJO activity over a 32-year period,
overlapping the CFSR climatology, for month-long periods of March
(upper-left), April (upper-right), May (lower-left), and June (lower-right).
The number of days in which the MJO resides in a deﬁned phase is shown
by red columns, while moderate or strong (only strong) MJO in a speciﬁc
phase is shown in medium blue (navy blue).

ing 90–93 days provides an adequate sample to potentially generate conclusions about
the signiﬁcance of any patterns in MJO behavior for periods of CFSRef skill.
At length, various patterns were conﬁrmed to be deviant from the mean MJO for
speciﬁed month/parameter combinations. If the anomaly exhibited notable diﬀerence
from the long-term mean, monthly counts for the phase(s)/strength(s) (e.g., strong
MJO in Phase 4–5) of the MJO for all years overlapping the CFSRef (1982-2010)
were generated. Subsequent data was analyzed to ensure a strong correlation existed
between the annualized number of days exhibiting the speciﬁed MJO trait(s) and
the RMSE diﬀerence (positive values indicating the RMSE for the CFSRef was less
than the RMSE for a prediction based upon climatology). Speciﬁcally, all individual
years within the 29-year record that veriﬁed with the same sign relative to the mean
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(above- or below-average) were tested to ensure a positive correlation based upon a
minimum of an 80% conﬁdence interval, though the focus is on those exhibiting a
positive correlation at the 90% or 95% level. Furthermore, once a correlated, positive
trend had been established, all years exhibiting the opposite sign (e.g., below-average
veriﬁcation if the test was for years with an above-average veriﬁcation) were similarly
tested to ensure that the positive correlation was intrinsic to the veriﬁcation sign of
data being tested. This additional testing was performed to conﬁrm that the positive
correlation between MJO days and RMSE skill was inherent to the data of interest.
If a similar, positive correlation was found to exist in the number of MJO days with
veriﬁcation data of the opposing sign, further testing for signiﬁcance was not carried
out.
Autocorrelation functions were generated for select years from the months of April,
May, and June to determine the magnitude of any statistical relationship between data
points in time (Figure 3.33) for the MJO. Because the Madden Julian Oscillation
has a general westward motion, and does not typically experience rapid increases
or decreases in strength, there is a much greater likelihood that if the MJO is in a
current phase, that it will also be in the same phase on the next day, and more often
than not at the same strength. Neglecting to account for any autocorrelation lag
when performing signiﬁcance tests on the data has the potential to underestimate
the possibility of a speciﬁed threshold of days being met and thus overstating the
signiﬁcance. Recognizing, and accounting for the lack of independence from day to
day in the MJO data allows for a better representation of the likelihood of an event
being repeated in any bootstrap testing. As such, given the trends shown in the
examples in Figure 3.33, a 6- or 7-day lag was applied to any monthly analyses,
corresponding to 30- and 31-day months respectively.
Once a strong positive correlation between a signal in the MJO data and increased
CFSRef skill was established, bootstrap procedures were applied to the long term
mean to generate 10,000 samples, each containing three months worth of data (90/93
days). In turn, the samples were analyzed to calculate the number of times a given
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Figure 3.33. Series of autocorrelation function plots for selected years for
the months of April (left column), May (middle column) and June (right
column). Although variance is noted due to diﬀerent levels of periodicity
in the MJO, the decay to zero (or near-zero values) typically occurs within
∼6 days, when a mild negative correlation ensues.
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sample met or exceeded the threshold of days found to be anomalous in the three-year
aggregate. Finally, if bootstrap testing suggested that replication of the anomalous
behavior was prohibitively small, additional calculations were made to further analyze
the threshold of days that would be suggestive of potentially high levels of skill in the
CFSv2 model suite.

Connections Between the MJO and Skillful CFSRef Prediction
All combinations, consisting of month, parameter, and above-/below-average veriﬁcation were investigated both in conjunction with MJO status concurrent with the
veriﬁcation and for the preceding month. As such, with the analysis focusing on
the SGP region, 36 diﬀerent combinations were interrogated, although only periods
exhibiting at least three skillful RMSE years were considered when looking for anomalous MJO behavior. Table 3.5 outlines the combinations in which a noteworthy MJO
signal was shown to have a strong positive correlation between CFSRef RMSE-based
skill and days of anomalous MJO activity, with the conﬁdence interval value indicating the level at which certainty exists that the correlation is assuredly positive.
Once conﬁdent that a correlation exists between the anomalous activity and increased
RMSE skill, an identical test was applied to veriﬁcation output of the opposing sign.
As outlined earlier, this was to ensure that there was not a similarly strong positive
correlation, which would negate any predictive value behind an established connection. This ultimately caused four noteworthy correlations to be rejected for further
analysis and are indicated by an asterisk in the subsequent table (Table 3.5). For
example, although it was established using a 95% conﬁdence interval that an abundance of active MJO days in phases 3, 4, and 5 of the MJO during June was positively
correlated to skillful prediction of above-average DLS (r = 0.707), the data also possessed a notable positive correlation between active MJO days in the aforementioned
phases and below-average DLS (r = 0.556). As this would have virtually no value a
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priori to a period of veriﬁcation, bootstrapping procedures were not performed on
this combination, or similar scenarios.
The focus herein will be on anomalous MJO behavior with a positive correlation
at a 90% or greater conﬁdence interval, though bootstrap procedures were carried
out on all attributes of Table 3.5 unless the opposing veriﬁcation was also positively
correlated. Eight such setups were evaluated, with ﬁve additional showing a positive
correlation, but of which could only be conﬁrmed using an 80% conﬁdence interval.
Results of the bootstrap testing are further analyzed by month of veriﬁcation.
Four combinations have been determined to possess signiﬁcance with regards to
a signal in MJO activity corresponding to skillful prediction of CAPE, DLS, and
CAPEDLS for April. Table 3.6 outlines these combinations, along with the anomalous MJO activity, the value of the Pearson product-moment correlation, results from
the 10,000 simulation bootstrap procedure, and ﬁnally, varying levels of signiﬁcance
stemming from the signal based upon the bootstrap results. Of these combinations,
one is focused on MJO behavior concurrent with the veriﬁcation month of April.
Skillful prediction of CAPEDLS verifying above the mean was found to commonly
occur with weak MJO activity in phases 2-5, with a strong positive correlation between RMSE skill and the number of days with a weak MJO in these phases (Figure
3.34 (a)). Furthermore, looking at periods of below-average veriﬁcation, there is a
strong negative correlation between RMSE skill and the number of weak MJO days in
phases 2-5, strengthening this connection. A very small number of bootstrap simulations exhibited as many, or more, MJO event days over a 90-day sample as the three
year aggregate, with further testing on the bootstrap output suggesting only 15% of
the simulations even had as many as 28 days with a weak MJO in the aforementioned
phases (Table 3.6).
The other three noteworthy results all involve MJO activity for the preceding
month of March, and moreover, are focused on below-average veriﬁcation of the complimentary parameters. Exhibiting a solid positive correlation (r = 0.585), Figure
3.34 (b) highlights an active MJO in the central Paciﬁc Ocean (phases 7 and 8), in-

80%

90%

Correlation CI Level
95%

Parameter
CAPE
DLS
CAPEDLS
CAPE
DLS
DLS
DLS
DLS
DLS
CAPEDLS
DLS
DLS
CAPEDLS
CAPEDLS
CAPE
DLS
DLS
CAPEDLS

AA/BA Verif
Below Avg
Above Avg
Above Avg
Above Avg
Above Avg
Above Avg
Above Avg
Above Avg
Below Avg
Below Avg
Below Avg
Below Avg
Above Avg
Above Avg
Above Avg
Above Avg
Below Avg
Above Avg

Verif Month
April
April
April
May
June
June
June
June
April
April
June
June
April
April
May
June
June
June

Conc/Prec
Preceding
Preceding
Concurrent
Concurrent
Concurrent
Concurrent
Preceding
Preceding
Preceding
Preceding
Concurrent
Preceding
Concurrent
Preceding
Preceding
Concurrent
Concurrent
Concurrent

Anom MJO Activity (days)
MJO Active Ph 7&8 (61/93)
MJO Active Ph 1&2 (39/93) ∗
Weak MJO Ph 2-5 (42/90)
Strong MJO Ph 7&8 (17/93)
Active MJO Ph 3-5 (61/90) ∗
Mod/Str MJO Ph 3&4 (31/90) ∗
Strong MJO Ph 4&5 (14/93)
Active MJO Ph 4-6 (56/93)
Mod/Str MJO Ph 1-3 (49/93)
Active MJO Ph 7&8 (46/93)
Active MJO Ph 5 (23/90) ∗
Mod/Str MJO Ph 6&7 (34/93)
No Strong MJO Activity (0/90)
Mod/Str MJO Ph 2&3 (41/93)
Active MJO Ph 8 (23/90)
No Strong MJO Activity (0/90) ∗
Mod/Str MJO Ph 5 (19/90)
Mod/Str MJO All Phases (79/90)
∗ = Not Analyzed
(Opposite Verif Correlated)

Table 3.5
Table of noteworthy anomalous MJO data aﬃliated with skillful CFSRef predictions for CAPE, DLS, and
CAPEDLS across the SGP region.
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Table 3.6
Results of bootstrap testing with n = 10,000 simulations for cited anomalous MJO activity related to skillful CFSRef predictability for April. Additional information is provided regarding signiﬁcance at the 95%, 90%,
and 85% levels as appropriate.
Combination
CAPEDLS/AA/Concurrent

Anom MJO Activity (days)
Weak MJO Ph 2-5 (42/90 - 46.7%)

Count/RMSE Corr
0.622

Bootstrap Results
27/10000

CAPE/BA/Preceding

MJO Active Ph 7&8 (61/93 - 65.6%)

0.585

0/10000

DLS/BA/Preceding

Mod/Str MJO Ph 1-3 (49/93 - 52.7%)

0.492

215/10000

CAPEDLS/BA/Preceding

Active MJO Ph 7&8 (46/93 - 49.5%)

0.416

194/10000

Sig Level/Days
95% (32/90 - 35.6%)
90% (29/90 - 32.2%)
85% (28/90 - 31.1%)
95% (41/93 - 44.1%)
90% (37/93 - 39.8%)
85% (35/93 - 37.6%)
95% (46/93 - 49.5%)
90% (42/93 - 45.2%)
85% (39/93 - 41.9%)
95% (42/93 - 45.2%)
90% (38/93 - 40.9%)
85% (36/93 - 38.7%)
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a)

b)

c)

d)

Figure 3.34. Correlation plots (left column) and results of bootstrap testing (n=10000; right column) for hypothesized relationships between MJO
activity and CFSRef predictability for April.
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dependent of strength. For the three-year composite, nearly two-thirds of the days
in the preceding March saw an MJO located in one of these two phases, a setup
that even with a 7-day lag applied, was not replicated in any bootstrap simulations.
Results from the bootstrap suggest that 41 out of 93 days in March would have been
signiﬁcant at the 95% level (Table 3.6).
Regarding DLS, strong CFSRef performance related to below-average veriﬁcation
was found to be correlated with a moderate or strong MJO occurring in the region
around the Indian Ocean (phases 1, 2, and 3) during the month of March (Figure
3.34 (c)). Slightly greater than 2% of the bootstrap simulations met or exceeded the
number of days (49) that occurred in the three best performing years in terms of
RMSE. When coupled with a relatively high correlation (r = 0.493), this represents
another possible tool for determining when to have greater conﬁdence in using the
CFSv2 model suite in the early part of the severe weather season.
The ﬁnal evaluated result aﬃliated with April veriﬁcation involves the combined
parameter of CAPE and DLS. Although the correlation between CAPEDLS and
increased RMSE skill for all predictions made involving below-average veriﬁcation of
the parameter is modest (r = 0.416), the association was found to be positive at a
90% conﬁdence level (see Table 3.5). Closely related to the earlier example involving
CAPE, an abundant number of MJO days in Phases 7 and 8 during the month of
March was correlated with the skillful prediction of below-average DLS. Table 3.6
shows that only 194/10000 simulations had at least as many days within these two
phases over a three-month period, suggesting that this level of MJO behavior is not
common and therefore can be seen as a potential link between the MJO and CFSRef
predictability.
Provided the relatively low skill exhibited for the month by the CFSRef, it is
of little surprise that May was the month with far and away the fewest established
connections regarding MJO activity, with only one vetted combination. Focused
solely on strong MJO events over the central Paciﬁc (phases 7 and 8), a proportionally
strong correlation (0.621; Table 3.7) was found in association with skillful prediction
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Table 3.7
Same as Table 3.6 but for activity coinciding with May veriﬁcation.
Combination
Anom MJO Activity (days) Count/RMSE Corr Bootstrap Results
CAPE/AA/Concurrent Strong MJO Ph 7&8 (17/93)
0.621
1171/10000

Sig Level/Days
85% (16/93)
90% (18/93)
95% (21/93)

a)

Figure 3.35. Same as for 3.34, but for the single relationship established
involving skillful prediction of May CAPE.

of above-average CAPE. However, the results of the bootstrap simulation suggest
that this is not signiﬁcant at either the 95% or 90% level, with over 1000/10000
simulations exhibiting similar, or even a greater number of like-MJO days during the
month of May (Figure 3.35 (a)). Regardless, this is still a tool that can be used to
potentially hone in on when the CFSRef may be presumed to have greater skill a
priori to veriﬁcation.
A trio of relationships was uncovered related to veriﬁcation in the month of June;
all involve MJO activity for the preceding month and the deep-layer shear parameter.
Regarding positive veriﬁcation of DLS, MJO activity around the Maritime Continent
during May was prevalent, with a good correlation between strong MJO activity in
phases 4 and 5 (r = 0.516; Figure 3.36 (a)) and an even stronger positive correlation
when involving all MJO activity in phases 4 through 6 (r = 0.656; Figure 3.36 (b)). It
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Table 3.8
Same as Table 3.6 but for activity coinciding with June veriﬁcation.
Combination
DLS/AA/Preceding

Anom MJO Activity (days)
Strong MJO Ph 4&5 (14/93)

Count/RMSE Corr
0.516

DLS/AA/Preceding

Active MJO Ph 4-6 (56/93)

0.656

DLS/BA/Preceding

Mod/Str MJO Ph 6&7 (34/93)

0.474

Bootstrap Results Sig Level/Days
182/10000
95% (12/93)
90% (10/93)
85% (8/93)
130/10000
95% (51/93)
90% (47/93)
85% (45/93)
392/10000
95% (33/93)
90% (30/93)
85% (27/93)

is noted that although a strong correlation exists with the ﬁrst of these relationships,
that one outlying year (1998) dominates the relationship. The latter exhibits an
increased number of years possessing both an above-average veriﬁcation of DLS for
June and a substantial number of days with the MJO occurring in phases 4, 5, or
6. Focusing on the second example, the 56 days of MJO activity in one of the
three phases was only replicated, or exceeded, in 1.3% of the bootstrap simulations,
suggesting this pattern is quite uncommon, even with the 7-day lag applied as a result
of the autocorrelation analysis.
The third combination scrutinized for the month of June involves below-average
veriﬁcation of DLS related to moderate or strong MJO in the eastern Paciﬁc Ocean
(phases 6 and 7; 3.36 (c)). The general metrics behind this relationship are somewhat
weaker, with an anomalous number of MJO days in the three-year period being
replicated nearly 4% of the time in the bootstrap experiment (Table 3.8), though the
results still remain robust.
Although there is less surety between the number of anomalous MJO days for a
given combination and increasing skill in terms of RMSE, a series of correspondences
of which there was at least an 80% conﬁdence that a positive correlation exists was
investigated. In spite of this relative weakness, there is still the possibility of usefulness in establishing relationships at this level. Two of these involve a dearth of
strong MJO days, with no such days occurring over a 90/93 day period (Table 3.5).
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a)

b)

c)

Figure 3.36. Same as for 3.34, but involving testing of hypothetical relationships for June veriﬁcation.
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Table 3.9
Same as Table 3.6 but for all three months, and for positive correlations
at the 80% conﬁdence interval.
Combination
CAPEDLS/AA/Concurrent (Apr)

Anom MJO Activity (days)
No Strong MJO Activity (0/90)

Count/RMSE Corr Bootstrap Results
0.505
148/10000

DLS/BA/Concurrent (Jun)

Mod/Str MJO Ph 5 (19/90)

0.422

88/10000

CAPEDLS/AA/Concurrent (Jun)

Mod/Str MJO All Phases (79/90)

0.383

34/10000

CAPEDLS/AA/Preceding (Apr)

Mod/Str MJO Ph 2&3 (41/93)

0.489

125/10000

CAPE/AA/Preceding (May)

Active MJO Ph 8 (23/90)

0.389

252/10000

Sig Level/Days
95% (2/90)
90% (3/90)
85% (5/90)
95% (15/90)
90% (13/90)
85% (12/90)
95% (69/90)
90% (66/90)
85% (64/90)
95% (35/93)
90% (32/93)
85% (29/93)
95% (21/90)
90% (19/90)
85% (17/90)

Regarding MJO behavior concurrent with the veriﬁcation period, above-average veriﬁcation of DLS in April and a lack of strong MJO activity, below-average veriﬁcation
of DLS in June and anomalously high moderate/strong MJO activity in phase 5, and
above-average veriﬁcation of CAPEDLS in June with an overall abundance of moderate or stronger MJO days (all phases) are evident. In the same way, a connection
between skillful prediction of CAPEDLS in April and moderate or stronger MJO activity across the Indian Ocean (phases 2 and 3) in March exists, along with positive
CAPE veriﬁcation in June and an active MJO in phase 8 during May. To reiterate,
the associations described here, relative to an 80% level of conﬁdence in a positive
correlation between the MJO event and increasing skill, are less robust than earlier
relationships, but can still be of potential use in evaluating how much faith to place
in the CFSv2 model suite concomitant with establishing predictions.
Altogether, the ﬁndings presented here both compliment, and at times contrast,
previous work linking the MJO to severe weather across the CONUS. Although vastly
diﬀerent in scope from the work presented here, Thompson and Roundy (2013) focused on phase 2 for violent tornado outbreaks. Barrett and Gensini (2013) found a
greater number of tornado days to occur in phases 6 and 8 during April, and phases
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5 and 8 during May, attributing this change to a shift in the MJO in the springtime
months. Also, looking speciﬁcally at severe hail, Barrett and Henley (2015) found
some agreement with the work of Barrett and Gensini (2013), with regionalized hailday anomalies across portions of the SGP and SE occurring in April in conjunction
with phase 8 of the MJO. Aside from diﬀerent methodologies employed between the
studies, including the focus on parameter-based methods here in lieu of storm reports,
as well as the inclusion of a GCM, some similarities do exist. One such example is
the occurrence of above-average CAPE during May concurrent with a strong MJO
in phases 7 and 8. Another possible connection, although the positive correlation
could only be conﬁrmed using an 80% conﬁdence level, is above average CAPEDLS
in April occurring in conunction with moderate/strong MJO activity in Phase 2 and
3 in the preceding month. This deviates somewhat from the ﬁndings of Thompson
and Roundy (2013), but nonetheless is an intriguing connection.

MJO Teleconnection Composites
Two of the aforementioned combinations relating skillful CFSRef prediction to deviant MJO activity are evaluated to trace any anomalous features over the CONUS
back to the equatorial Paciﬁc. The ﬁrst example, involving above-average CAPE over
the SGP in May and an abundance of strong MJO days in phases 7 and 8 concurrent
with the veriﬁcation days (17/93), is highlighted in Figure 3.37. Anomalous 200-hPa
heights (Figure 3.37 (b)) relative to the 32-year mean from the CFSR (Figure 3.37
(a)) are combined to create the 200-hPa anomalies (Figure 3.37 (c)) with the 500-hPa
deviations (Figure 3.37 (d)) shown for better comparison to earlier anomalies. The
pattern over the northwest CONUS and western Canada is dominated by anomalously high heights, which was previously highlighted as a dominant feature during
periods of skillful predictability of above-average CAPE during May over the SGP
(Figure 3.15 (e)). Although not representing a canonical severe weather pattern, re-
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gions downstream of this anomalous ridge exhibited positive 2m dew point anomalies
(Figure 3.17 (e)).
It is noteworthy how this anomalous ridge over western North America can be
traced westward out across the Paciﬁc Ocean, with a well-deﬁned anomalous wave
train arcing towards the equatorial regions (Figure 3.37 (d)). Considering the strong
MJO located near, or just to the west of 180◦ W during phases 7 and 8, the anomalous
convection generates a positive heating anomaly, potentially initiating or amplifying
a series of alternating anomalous ridges and troughs. The ability to trace this wave
train back to the equatorial Paciﬁc in conjunction with a strong MJO lends support
to the concept that the CFSRef can leverage these setups, resulting in improved
predictability.
Based upon an example bridging strong CFSRef predictions of above-average DLS
during June and anomalously MJO activity around the Maritime Continent in May,
Figure 3.38 highlights the anomalous wave train emanating from the aggregate of 56
days where the MJO was in phase 4, 5, or 6. Given the relatively large number of days
compared to the preceding example, and furthermore the less stringent requirement
for strength over a wider range of longitudinal MJO positioning, the signal produced
is less discernible, but is still evident. Focusing on the 500-hPa anomalous heights
(Figure 3.38 (d)), mild anomalous ridging over northern India into Bangladesh is
likely a response to the convective anomaly focused to the southeast during the aforementioned phases. From this feature, a series of alternating anomalous troughs and
ridges can be traced across the Paciﬁc. Although not explicitly connected to this
anomalous wave train, the below-average heights across Canada are likely inﬂuenced
by this sequence, with anomalously low 500-hPa heights to the north of the SGP
having association with above-average DLS throughout the spring months (Figure
3.22 (a), (e), (i)).

150

a)

b)

c)

d)

Figure 3.37. Example of anomalous heights associated with days exhibiting a strong MJO in phases 7 and 8 concurrent with the veriﬁcation of
skillfully predicted above-average CAPE in May. Monthly mean 200-hPa
heights (a), aggregate 200-hPa heights (b), anomalous 200-hPa heights
(c), and anomalous 500-hPa heights (d) are shown.

151

a)

b)

c)

d)

Figure 3.38. Same as for 3.37, but involving days with an active MJO in
phases 4-6 for the month preceding a skillful prediction of above-average
DLS for June.
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3.3.2

ENSO and the CFSRef

ENSO conditions from the preceding winter, as described in Chapter 2, were
used to glean information related to CFSRef predictability by month and by region.
The 29-year CFSRef record contains 16 ENSO-neutral years (N; 55.5% of years),
along with seven El Niño (EN; 24.1% of years) and six La Niña years (LN; 20.7% of
years). Each region/month combination was evaluated for years exhibiting a positive
diﬀerence (from the climatology-based prediction) in RMSE, for each focal parameter,
corresponding to above- or below-average parameter veriﬁcation. Both the three
most skillful years (if applicable) as well as the entirety of years in which the CFSRef
exhibited skill were analyzed for ties to the varying ENSO phases. However, the initial
test was to investigate any sensitivity between above- and below-average CFSR-based
veriﬁcation and ENSO, independent of CFSRef skill.
In turn, box plots were generated from an aggregate of all region/year combinations, by parameter and by month. This was done in order to form a larger sample set
(29 years, four regions) in order to test any relationships that emerged regarding the
strength of the veriﬁcation anomaly and a preceding EN/LN event. Figure 3.39 shows
box plots for these month/parameter combinations, showing some general patterns
irrespective of the capacity of the CFSRef to properly predict said outcomes. For
April, a signal emerges between LN (EN) and above- (below-) average veriﬁcation of
DLS (Figure 3.39 (d)). A basic t-test indicates that the relationship falls just outside
of the 95% conﬁdence level, with a p-value of 0.055. Regarding May, there is a strong
correlation for the CAPE parameter (p-value = 0.011), with EN (LN) winters preceding above- (below-) average veriﬁcation (Figure 3.39 (b)). This helps translate into
a similar connection between ENSO and the CAPEDLS parameter for May (Figure
3.39 (h)), but the relationship falls short at the 95% conﬁdence interval. Finally, for
June, an identical relationship for CAPE emerges, with a very low p-value of 0.004
indicating a strong likelihood that the true diﬀerence in means is not equal to zero
(Figure 3.39 (c)); EN (LN) is aﬃliated with above- (below-) average veriﬁcation of
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May

June

b)

c)

d)

e)

f)

g)

h)

i)

CAPEDLS

DLS

CAPE

a)

Figure 3.39. Box plots showing the relationships between EN (red), LN
(blue), and ENSO-neutral (gray) years preceding veriﬁcation by month
(columns) and parameter (rows).

the instability parameter. The strength of this relationship is robust enough to invoke
a signiﬁcant relationship for CAPEDLS in June (Figure 3.39 (i)), even though there
is not a correlation between ENSO and DLS.
Parsing the CFSRef/CFSR data into two datasets according to veriﬁcation sign,
the percentage of years coinciding with EN, LN, and neutral winters were evaluated.
Table 3.10 outlines this data for the CAPE parameter, distributed by month and
veriﬁcation percentage relative to the mean, for both EN and LN. Bold values indicate
a high percentage relative to the long-term mean. Likewise, Table 3.11 and Table
3.12 show similar information for the parameters of DLS and CAPEDLS respectively.
This was to determine if the relationships established in the preceding step remained
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apparent when focusing on speciﬁc veriﬁcations, as well as to examine patterns on a
regional basis.

Table 3.10
Percentage of years, relative to the overall count for above- and belowaverage veriﬁcation as signed, occurring subsequent to an EN or LN winter
for the CAPE parameter. Bolded values indicate percentages above the
mean expectation drawn from the 29-year record.

Month/Verif
Apr/Pos
Apr/Neg
May/Pos
May/Neg
Jun/Pos
Jun/Neg

EN/LN
EN
LN
EN
LN
EN
LN
EN
LN
EN
LN
EN
LN

SGP
25.0%
33.3%
23.5%
11.8%
26.7%
13.3%
21.4%
28.6%
31.3%
12.5%
15.4%
30.8%

CGP
36.4%
18.2%
16.7%
22.2%
30.8%
15.4%
18.8%
25.0%
31.3%
18.8%
15.4%
23.1%

MW
23.1%
23.1%
25.0%
18.8%
33.3%
16.7%
17.6%
23.5%
26.7%
13.3%
21.4%
28.6%

SE
6.7%
26.7%
42.9%
14.3%
33.3%
8.3%
17.6%
29.4%
33.3%
6.7%
14.3%
35.7%

Investigating the data over all regions on a monthly basis elucidates some common
patterns. For the CAPE parameter (Table 3.10), May and June have a noteworthy
relationship between EN (LN) and above- (below-) average veriﬁcation of CAPE, with
all four regions exhibiting greater-than-average numbers of years within each category
for the respective parameter. This is in sync with the ﬁndings demonstrated in Figure 3.39. April shows a stronger relationship for DLS than for CAPE, though some
regions do show a notable association with CAPE (e.g., SE experiences a notably low
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Table 3.11
Same as for Table 3.10, but concerning the DLS parameter

Month/Verif
Apr/Pos
Apr/Neg
May/Pos
May/Neg
Jun/Pos
Jun/Neg

EN/LN
EN
LN
EN
LN
EN
LN
EN
LN
EN
LN
EN
LN

SGP
CGP
MW
18.8% 13.3% 20.0%
25.0% 33.3% 33.3%
30.8% 35.7% 28.6%
15.4%
7.1%
7.1%
30.8% 17.6% 25.0%
38.5% 23.5% 25.0%
18.8% 33.3% 23.1%
6.3%
16.7% 15.4%
33.3% 14.3% 16.7%
33.3% 21.4% 25.0%
14.3% 33.3% 29.4%
7.1%
20.0% 17.6%

SE
30.8%
23.1%
18.8%
18.8%
33.3%
20.0%
14.3%
21.4%
33.3%
16.7%
17.6%
23.5%

number of EN years with above-average CAPE). In April, the majority of regions
show a propensity for above-average DLS during LN years, and conversely belowaverage DLS veriﬁcation is more commonly associated with a preceding LN event. A
much weaker series of relationships between ENSO and DLS are noted in May and
June, with considerable changes from region to region. Finally, for CAPEDLS, some
individual relationships are noteworthy for April – in particular, the SGP (MW and
SE) experiences nearly double the long-term mean of LN (EN) years when CAPEDLS
veriﬁes as above- (below-) average. Somewhat similarly, no spatial pattern is evident
for May; however, a notable relationship for positive (negative) CAPEDLS veriﬁcation
occurring in conjunction with EN (LN) years is evident for June. This latter relationship seems to be driven strongly by connections between CAPE and ENSO, and
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Table 3.12
Same as for Table 3.10, but concerning the CAPEDLS parameter

Month/Verif
Apr/Pos
Apr/Neg
May/Pos
May/Neg
Jun/Pos
Jun/Neg

EN/LN
EN
LN
EN
LN
EN
LN
EN
LN
EN
LN
EN
LN

SGP
18.2%
36.4%
27.8%
11.1%
21.4%
14.3%
26.7%
26.7%
35.3%
17.6%
8.3%
25.0%

CGP
MW
SE
36.4% 13.3% 13.3%
18.2% 26.7% 20.0%
16.7% 35.7% 35.7%
22.2% 14.3% 21.4%
25.0% 27.3% 35.7%
25.0% 18.2% 21.4%
23.1% 22.2% 13.3%
15.4% 22.2% 20.0%
31.3% 30.8% 28.6%
18.8% 15.4%
7.1%
15.4% 18.8% 20.0%
23.1% 25.0% 33.3%

appears in mild contrast to some of the ﬁndings by Allen et al. (2015b), though the
referenced work only extended through the month of May. While these relationships
provide information for application to the operational CFSv2, it is still desirable to
take an additional step and evaluate ENSO behavior concurrent with skillful CFSRef
prediction.
All years (no requirement of at least three years demonstrating RMSE-based skill
for a given month / parameter / veriﬁcation sign combination) for which the CFSRef
exhibited skill in terms of RMSE calculations were extracted and analyzed for connections either corresponding, or in contrast to, the established relationships at a regional
level. Looking at the month of April, the relationships stand out quite strongly from
the perspective of skillful CFSRef prediction, especially when compared to the suc-
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cessive months. A mild sensitivity stands out when looking at skillful forecasts of
below-average CAPE; seven out of 17 (41.2%) such year/regions are associated with
El Niño. However, some EN years are also interspersed with the years corresponding
with above-average CAPE, so this is not considered to be a particularly robust link.
On the contrary, a very notable correlation is evident with skillful CFSRef forecasts of
DLS. Given the near-signiﬁcance at the 95% level for above-average DLS associated
with La Niña (Figure 3.39 (d)), it is remarkable that seven out of 17 year/regions
(41.2%) of the skillfully predicted years occurred in the wake of a LN winter. Furthermore, an impressive 12/16 skillfully predicted year/regions with below-average
DLS in April occurred following an EN event. Although some of the years were duplicated due to looking at four diﬀerent regions (e.g., DLS was skillfully predicted
to be below-average in 1987 for all four regions), more than 90% of the three years
exhibiting the greatest RMSE skill by region occurred in conjunction with El Niño,
making this aﬃliation between ENSO and April DLS prediction more compelling.
Whereas the veriﬁcation analysis of CAPEDLS in April (Figure 3.10 (g)) presents
little to stimulate an argument of using ENSO as a strong predictive tool, it is interesting to note that 47.1% of the years aﬃliated with skillful prediction of below-average
quantities of the parameter were associated with EN, while only one such year occurred with above-average CAPEDLS. It should be noted that the results both here,
as well as in the box plot analysis are indeed aligned with the work of Allen et al.
(2015b), with notably low DLS and CAPEDLS aﬃliated with EN, as well as a mild
connection between low CAPE and El Niño.
Linkages between ENSO and speciﬁed years in which the CFSRef exhibits predictive skill decrease with the progression through the late spring/early summer period,
but some sensitivities exist. The correlation between above-average CAPE and EN
years in May is evident in the years of skillful prediction, which unfortunately only total nine over the four regions, six of which occur in conjunction with EN. Predictions
of May DLS present an interesting conundrum, with a strong propensity for EN years
concurrent with skillful below-average forecast (50%), along with a modest percentage
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of LN years (12.5% of total). This is somewhat negated by the fact that 25% of the
years of skillful above-average DLS prediction occurred after an EN winter, though
there was an abundance (32.1%) of LN years. A lack of years where the CFSRef skillfully predicted CAPEDLS in terms of RMSE precludes any assessment in conjunction
with ENSO. Finally, no noteworthy connections between ENSO phase and CFSRef
predictability could be deduced from the June CFSRef predictions, irrespective of the
previously established signiﬁcance for both CAPE and CAPEDLS. Regardless, the
compelling results in Figure 3.39 justify using the relationships between ENSO and
the respective two parameters and future June predictions.

3.3.3

Summary of Predictive Techniques

As a consequence of predictable, slowly changing anomalies near-equatorial Paciﬁc
oceanic and atmospheric variables, including sea-surface temperature and subsequent
regions of convective activity, further alterations and proliferations of the large-scale
pattern can inﬂuence weather patterns a signiﬁcant distance from the source region.
These teleconnections have the capacity to inﬂuence parameters correlated with severe thunderstorms, including CAPE and DLS. Moreover, it is demonstrated that
correlations exist between MJO/ENSO behavior and periods of increased CFSRef
predictability.
Leveraging the knowledge of when and where the CFSRef can be expected to
exhibit skill is a particularly useful tool regarding conﬁdence in predictions at the
subseasonal range. Possessing knowledge of the ENSO conditions from the preceding
winter and the current/expected state of the MJO can be used in conjunction with
established correlations to improve long-term forecasts. For example, increased conﬁdence in a prediction of above-average DLS for the month of April may coincide with
preceding La Niña conditions and/or considerable MJO activity in the Indian Ocean.
As such, the results described in this chapter, ranging from ENSO/MJO correlations
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for the SGP region, to the knowledge that the CFSRef performs more poorly in May
than in either April or June are applied to the operational CFSv2 (2011-16) herein.
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CHAPTER 4. APPLICATION TO OPERATIONAL CFSV2
4.1 Experimental Proving Ground Procedures
Having performed an in-depth analysis of when and where the CFSRef possesses
skill, it is desirable to test the key observations from an operational perspective. This
is performed herein using CFSv2 output from 2011-2016. The overall design of this
‘proving ground’ is set to mimic methods employed for the CFSRef analysis, but with
minor additions/modiﬁcations to assess how the predictions might be used leading
up to a veriﬁcation period.
First, relationships derived from the skill assessment in Chapter 3 are outlined,
highlighting conditions within which the CFSRef has been shown to possess skill.
Next, an overview of the methods designed to isolate operational CFSv2 predictions
as possessing a high level of conﬁdence relative to a baseline mean are presented.
This is followed by an analysis of each individual spring season within the operational
CFSv2, noting the combinations (month/parameter/region) that are aﬃliated with
multiple sensitivity relationships and a generally consistent above- or below-average
signal. Finally, all predictions are veriﬁed, and the results of the isolated ‘increased
conﬁdence’ forecasts are compared to the general pool of CFSv2 outlooks. Here,
analysis is performed in a basic dichotomous manner, with a desire to verify the
CFSv2 predictions relative to the respective long term means.

4.1.1

Sensitivities Associated with CFSRef Predictability

First, it is convenient to recapture the key lessons gleaned from calculating CFSRef
skill in a litany of ways. Table 4.1 illustrates ways in which techniques, including
examining the percent correct metric based upon notably anomalous data, Heidke
skill scores gathered at grid point level before aggregating at a regional level, and
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root-mean-square error calculations gathered over large spatial areas on an annualized
basis, elucidated ways in which the CFSRef exhibited notable positive skill. Further
analysis with regards to the MJO and ENSO provide additional insight into when
someone using the CFSv2 in and near the subseasonal temporal scale might have
greater-than-typical conﬁdence in the model predictions of CAPE and DLS, as well
as the product of the two parameters. Although Table 4.1 is formatted to display
the more rigorous, and hypothetically more easily applied relationships, it is nonexhaustive, with additional skill and signiﬁcance-based ﬁndings listed throughout
Chapter 3.
Looking ﬁrst at CAPE, increased (decreased) conﬁdence in predictions made by
the CFSv2 model suite are associated with the month of April (May) (Table 4.1).
Furthermore, skill analyses suggest it is prudent to place greater trust in predictions
for the SGP region. Correlations between EN (LN) and above- (below-) average
veriﬁcation of CAPE, which were identiﬁed well by the CFSRef predictions for both
May and June are also considered model strengths moving forward. Finally, the
strongest connection between the MJO and CAPE was found to be in association
with an active MJO during the month of March in phases 7 & 8. In this scenario, if
the prediction is for below average CAPE, there is increased conﬁdence in the forecast.
The CFSRef performs well with regard to predictions of DLS in a blanket fashion,
but speciﬁc periods can be focused upon within which to have increased conﬁdence
in CFSv2 forecasts. All regions, except the SE, displayed skillful predictability by the
CFSRef when looking at anomalous forecasts, particularly for the month of April. The
skillful predictions for April were also seen when evaluating in terms of HSS, with the
RMSE techniques performing strong at short leads (<3 week) for April veriﬁcation.
A couple speciﬁc correlations between MJO activity and DLS predictability, both
focused on above-average veriﬁcation were also noted (Table 4.1). Finally, for DLS, a
wintertime EN (LN) event has a signiﬁcant relationship with below- (above-) average
veriﬁcation of the parameter in the month of April.
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Table 4.1
List (non-exhaustive) of sensitivities/correlations that exist between
CFSRef predictability and parameters/regions/months/teleconnections
(columns 1 & 2) oftentimes associated with above- or below-average CFSR
veriﬁcation (column 3). Subsequent increased/decreased conﬁdence applied to predictions made under these ambient conditions when using the
CFSv2 in a predictive sense are shown (column 4).
Parameter
CAPE

Sensitivity Relationship

AA/BA Verif

Inc/Dec Conﬁdence

Notably Anomalous Predictions [SGP]
Notably Anomalous Predictions [April]
Active MJO (Ph 7&8) in March [SGP Only]
Preceding Winter EN (LN)
Preceding Winter EN (LN)

AA/BA
AA/BA
BA [Apr]
AA (BA) [May]
AA (BA) [Jun]

Increased
Increased
Increased
Increased
Increased

Notably Anomalous Predictions [SGP, CGP, MW]
Notably Anomalous Predictions [April]
Mod/Str MJO (Ph 1-3) in March [SGP Only]
Active MJO (Ph 4-6) in May [SGP Only]
Preceding Winter EN (LN)

AA/BA
AA/BA
AA [Apr]
AA [Jun]
BA (AA) [Apr]

Increased
Increased
Increased
Increased
Increased

Notably Anomalous Predictions [SGP]
Notably Anomalous Predictions [June]
Active MJO (Ph 7&8) in March [SGP Only]
Preceding Winter EN (LN)

AA/BA
AA/BA
BA [Apr]
AA (BA) [Jun]

Increased
Increased
Increased
Increased

Months of April/June
Notably Anomalous Predictions (Generalized)
DLS
SGP
Month of May
3-6 week predictions (based on RMSE)

AA/BA
AA/BA
AA/BA
AA/BA
AA/BA
AA/BA

Increased
Increased
Increased
Increased
Decreased
Decreased

DLS

CAPEDLS

Overall
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CAPEDLS predictability by the CFSRef exhibits characteristics not unlike those
associated with CAPE, particularly with generally strong performance over the SGP
region, but with an overall weakness during May (Table 4.1). Links between CAPEDLS
and MJO/ENSO also mimic that of CAPE, with MJO activity focused over the central Paciﬁc during March associated with below-average CAPEDLS in April, and
connections between EN (LN) and above- (below-) average CAPEDLS in June.
Independent of parameter, some of the strongest relationships to CFSRef predictability include increased skill during April and June, and decreased skill in May
and throughout the 3-6 weak temporal lead period (Table 4.1). The CFSRef performed particularly well with regard to DLS, and within the SGP region. As such,
the information presented here is applied to the operational CFSv2 with the desire
to assess whether placing increased conﬁdence in designated predictions would potentially lead to more skilled forecasts of parameters correlated with severe storms.

4.1.2

Overview of Methods - CFSv2 Predictions

CFSv2 predictions are made for all pentad-based leads for which an available longterm mean climatology is available. The entirety of the CFSRef database (1982-2010)
comprises the mean prediction, upon which all individual ensemble predictions are
compared in order to make area-under-the-CDF (AUCDF) and anomaly in probability
space (APS) calculations. Aggregate predictions are assessed for above- or belowaverage APS calculations in order to make corresponding above- or below-average
forecasts. The APS values, constituting parameter behavior relative to the mean, are
evaluated and aggregated in multiple ways to best replicate how the predictions would
be interpreted a priori to any veriﬁcation. As such, whereas the analysis of skill in
terms of RMSE is based on the combination of all leads within a given year, here three
deﬁned temporal barriers are examined – all predictive leads exceeding 6-weeks (‘long’
lead forecast), all predictive leads exceeding 3-weeks (‘medium’ lead forecast) and all
available predictive leads (exceeding 10-days; ‘short’ lead forecast). CFSv2 output
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at each temporal barrier is aggregated, with no speciﬁc weighting of the individual
ensemble forecasts, to generate a general above- or below-average prediction of CAPE,
DLS, and CAPEDLS activity, as applicable. Although assessments are generated at
all three temporal barriers, ﬁnal veriﬁcation and analysis of skill is based upon the
forecast at the short temporal barrier, as this would be the prediction made with the
most information within an operational setting.
The attributes outlined in Table 4.1 are subsequently applied to the CFSv2 predictions, modifying certain forecast combinations in terms of conﬁdence. Essentially,
the goal within this experimental setting is to assess when a forecaster should have increased conﬁdence in the CFSv2 prediction of CAPE, DLS, and/or CAPEDLS based
upon the predetermined sensitivity relationships. This analysis is performed at the
long, medium, and short temporal barriers.
For assessing notably anomalous (NA) behavior, APS output with stippling to
represent the anomalous grid points was generated. An example is provided in Figure
4.1. No absolute threshold, in terms of the number of grid points within a given
region, was established in relation to skillful veriﬁcation within Chapter 3. As such,
sensitivities were applied if an anecdotal overview suggested that no less than onehalf of grid points within a region displayed ‘anomalous’ predictions. Referencing
Figure 4.1, the SGP region would be appraised as meeting the NA criterion, but the
remaining three regions would not.
Overall, a rubric-like scoring system is applied to all predictions herein, based
primarily on the relationships outlined in Table 4.1. A minimum of two sensitivity
relationships is required for a region/parameter prediction to be assigned increased
conﬁdence. Moreover, although not explicitly deﬁned, consistency in the CFSv2 output is a desired condition, and inherently necessary in order to make a conﬁdent
prediction. In the event of considerable run-to-run variability, increased conﬁdence
was not applied unless adequate rationale could be justiﬁed (e.g. high model variability beyond 6-weeks, but a continuous, above-average signal for CAPE over the SE for
all shorter temporal leads).
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Figure 4.1. CFSv2 Prediction for DLS (45-day lead) for June 2011. Stippling indicates grid points where the APS was notably anomalous relative
to the long-term CFSRef mean.

Therefore, for example, a prediction of above-average DLS in April over the SGP
following a La Niña winter would be assigned increased conﬁdence, based upon a
series of established sensitivity relationships (Table 4.1). Although the magnitude of
the diﬀerence between an individual ensemble prediction and the long term mean is
not a speciﬁed criterion, the strength of the CFSv2 signal is oftentimes reﬂected in the
amount of NA grid points within a region. It must be stressed that this work is not
designed to be as robust as the generation of methods in Chapter 2 nor the analysis of
CFSRef skill/signiﬁcance testing in Chapter 3, but rather to provide a ﬁrst attempt at
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whether the ﬁndings outlined in the previous section can be applied, in a generalized
sense, to the operational CFSv2. As such, this experimental proving ground design is
purposefully ﬂexible, and seeks to highlight only the month/parameter/region combinations in which greater-than-average conﬁdence would be considered when issuing
a forecast a priori to veriﬁcation.

4.2 CFSv2 (2011-16) Predictions
The following analysis assesses operational CFSv2 predictions made for April,
May, and June in years prior to 2017. All forecasts are viewed purely from a predictive standpoint, assimilating all applicable data at the long, medium, and short
temporal barriers. All available model output generated prior to the listed temporal
cutoﬀs is utilized, along with information regarding ENSO conditions for the preceding winter. Regarding the MJO, statistics for the preceding month (e.g. March MJO
data for April veriﬁcation) are assessed at the medium temporal barrier for applicability. Furthermore, MJO data for the concurrent month (e.g. April MJO data for
April veriﬁcation), is also considered at the short temporal barrier. This is justiﬁed by
earlier research indicating the CFSv2 model suite exhibits MJO predictive skill out to
an approximate 3 week lead (Wang et al. 2014; Kim et al. 2014). This MJO predictive
skill can potentially be parlayed into improved forecasts of parameters correlated to
severe weather at the respective, aforementioned stages.

4.2.1

2011

Falling in the wake of a well-established LN event, 2011 provides an opportunity to
investigate predictions of CAPE, particularly in the months of May and June, along
with DLS in April and CAPEDLS in June (Table 4.1). The MJO during March was
weak and transitory, with an increased number of days in phases 6-8 by April. May
saw a dearth of MJO activity in the Indian Ocean, with an abundance of moderate or
greater days in phases 5 and 8 before weakening considerably by the month of June.
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April
At the long temporal barrier, a deﬁned signal is noted in the predictions for below(above-) average CAPE (DLS) within all regions, with below-average CAPEDLS predicted for all but the Midwest. Looking ﬁrst at DLS, a strong sensitivity relationship
between above-average CFSv2 predictions and preceding LN conditions is applicable
across all regions (Figure 3.39). Furthermore, with regard to the Midwest in particular, a prediction of above-average DLS at the 55-day, 50-day, and 45-day leads,
combined with an abundance of notably anomalous predictions as indicated by stippling at the 55-day and 50-day leads, provides increased conﬁdence in the predictions
for this area (Figure 4.2 (a), (b), (c)).
The trend for above-average DLS continues through the medium and short temporal barriers (Figure 4.2). The substantial amount of grid points exhibiting notably
anomalous activity, extending from the MW into all regions of the central and eastern CONUS, combined with the aforementioned ENSO association and a number of
other sensitivity relationships (month/regions) lends to increased conﬁdence in the
prediction of above-average DLS across all four regions.
Predictions of CAPE and CAPEDLS for April 2011 (not shown) do not possess the
same robustness as the DLS signal. At the long temporal barrier, below-average values
of both parameters are found across the SGP and MW, with the former exhibiting
a large percentage of notably anomalous grid points. As such, one might be inclined
to have increased conﬁdence of below-average CAPE and CAPEDLS, particularly
across the SGP, at the long temporal break point (not shown; Table 4.1). However,
substantial vacillation between above- and below-average predictions, particularly
of CAPE, are are revealed at shorter leads, lessening the conﬁdence in subsequent
predictions. Steady below-average CAPE and CAPEDLS signals resume for the 20-,
15- and 10-day temporal leads (not shown). Overall, the most consistent predictions,
particularly inside of a week-3 lead, are found across the SGP and CGP regions.
Although not as persistent or strong as the signal with DLS, increased conﬁdence
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

Figure 4.2. CFSv2 predictions of DLS for long leads (a, b, c), medium
leads (d, e, f, g) and short leads (h, i, j) for April 2011. Warm (cool)
colors indicate predictions above (below) the long-term mean. Stippling
indicates APS predictive quantity is notably anomalous (exceeds one standard deviation of the long-term mean at grid point level).
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in forecasts of below-average CAPE and CAPEDLS would be assigned for the SGP
due to regionally-based CFSv2 skill. This is especially true if the inﬂuence of the 3-6
week predictions, which have been demonstrated to be weaker than both longer and
shorter leads, is eﬀectively marginalized (Figure 3.11).

May
Similar atmospheric trends to those observed in April are evident in the operational CFSv2 output for May. Predictions of below-average CAPE/CAPEDLS activity are seen in all regions, at each temporal barrier, with DLS predictions regularly
indicating above-average activity in terms of APS. However, relative to April, the
consistency of the above-average DLS parameter is considerably weaker (not shown),
suggesting the lingering La Niña inﬂuence on the CFSv2 predictions might be waning.
In general, conﬁdence in May predictions would be less than for the month of
April due to the lack of continuity between model runs for most areas of interest.
However, there are still some isolated region/parameter combinations that still elicit
consideration. Independent of lead time (given the near-universality of predictions at
the three temporal barriers), predictions for above-average DLS and below-average
CAPE (not shown) over the SGP are assigned increased conﬁdence. Regarding DLS,
a considerable number of grid points are found to be notably anomalous (not shown),
that, when combined with generally strong skill for both the region and parameter, meet the criteria for increased conﬁdence. A link between below-average CAPE
and LN years is established for month of May, so combined with more skillful predictability in the SGP lends to increased conﬁdence. A considerable number of grid
points exhibiting notably anomalous behavior, particularly at lead times inside of 4
weeks, helps justify this assignment of increased conﬁdence in below-average CAPE
predictions across the SGP (Figure 4.3).
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 15d Lead

i) 10d Lead

Figure 4.3. CFSv2 predictions of CAPE for long leads (a, b, c), medium
leads (d, e, f, g) and short leads (h, i) for May 2011. No graphic shown
for 20-day lead due to missing CFSRef data. Warm (cool) colors indicate
predictions above (below) the long-term mean. Stippling indicates APS
predictive quantity is notably anomalous (exceeds one standard deviation
of the long-term mean at grid point level).

171
June
Whereas May experienced strong spatial consistency in terms of above- or belowaverage activity, June predictions have a much higher level of regional variance. Additionally, the most consistent temporal signals are seen for CAPE (SGP and SE),
DLS (MW and SE), and CAPEDLS (all regions), with the direction of the signal relative to the mean often experiencing dichotomy between the southern and northern
regions.
A number of sensitivity relationships are applicable in June, altering the potential
for predictions with increased conﬁdence (Table 4.1). Regarding CAPE, predictions
of below-average activity are prevalent across the SGP and SE, of which increased
conﬁdence can be assessed in the wake of a LN winter. Additionally, for the SGP, a
large number of grid points exhibit notably anomalous, below-average behavior (not
shown). For DLS, excessive temporal variance between above- and below-average
predictions would not be associated with increased conﬁdence. The CAPEDLS parameter exhibits some unique attributes when viewed from a predictive standpoint.
For the SGP region speciﬁcally, three potential sensitivity relationships exist (see
Table 4.1), with a preceding winter LN and a high number of notably anomalous
predictions (Figure 4.4). At speciﬁc cutoﬀs, a forecaster would be able to justify
increased conﬁdence at the long and medium temporal barriers, with the 20-day prediction being the sole forecast that does not support below-average activity. Given
the abrupt shift back to below-average DLS predictions at the 15-day lead (Figure
4.4 (g)), increased conﬁdence is assigned to the SGP for CAPEDLS in June.
For other regions, focusing on the short temporal barrier, an interesting trend
is noted over the MW region, with a substantial number of notably anomalous grid
points corresponding to above-average predictions of CAPEDLS. Whereas a somewhat similar trend is also evident in a number of the CGP predictions, considerable
ﬂuctuation from run-to-run, as well as a below-average CAPEDLS prediction at the
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a) 55d Lead

b) 45d Lead

c) 40d Lead

d) 35d Lead

e) 30d Lead

f) 20d Lead

g) 15d Lead

h) 10d Lead

Figure 4.4. CFSv2 predictions of CAPEDLS for long leads (a, b), medium
leads (c, d, e) and short leads (f, g, h) for June 2011. No graphic shown for
50- or 25-day leads due to missing CFSRef data. Warm (cool) colors indicate predictions above (below) the long-term mean. Stippling indicates
APS predictive quantity is notably anomalous (exceeds one standard deviation of the long-term mean at grid point level).
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10-day lead (Figure 4.4 (h)) would not naturally lead to increased conﬁdence in predictions for these regions.

Summary of Spring 2011
Falling in the wake of a LN winter, some strong signals contribute to increased
conﬁdence for a multitude of region/parameter/month combinations. For April, temporal consistency in CFSv2 output, combined with the aforementioned LN conditions and skill on a regional level result in increased conﬁdence for DLS predictions
across all regions, particularly the SGP. CAPE and CAPEDLS, though not possessing as many sensitivity relationships as DLS, still possess qualities corresponding to
increased model conﬁdence over the SGP region (Table 4.1). Overall trends drawn
from the CFSRef analysis combined with less run-to-run consistency result in subdued
conﬁdence for May predictions, but increased conﬁdence for DLS and CAPE forecasts
over the SGP still emerge from this analysis. Finally, DLS predictions for the month
of June do not have strong run-to-run consistency, but the sensitivities between LN
and CAPE lead to increased conﬁdence in predictions of the parameter over the SE
and SGP. Furthermore, CFSv2 output of CAPEDLS over the SGP exhibits qualities
that would allow for increased conﬁdence in the below-average predictions.

4.2.2

2012

Following an ENSO-neutral winter, CFSv2 predictions for Spring 2012 undergo a
notable reversal from the forecast trends in the preceding year. A strong MJO was
prevalent from the eastern Indian Ocean out into the central Paciﬁc during March,
before resetting (and weakening) in the western Indian Ocean during April. A remarkably weak MJO followed in May, with a high number of moderate MJO days
occurring in phase 1 during June.
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April
Starting in April, predictions for all three parameters were consistent at all temporal barriers – long, medium, and short – for all regions except the SE. Aboveaverage CAPE was predicted for all regions, with below- (above-) average DLS over
the SGP/SE (CGP/MW). In turn, CAPEDLS was predicted to be above-average for
all regions other than the SE when aggregating long, medium, and short lead periods.
Looking ﬁrst at CAPE, all regions other than the SE possess a consistently high
percentage of grid points exhibiting notably anomalous, above-average predictions
(not shown). One critical exception is the short leads (15- and 10-day leads) for the
MW region (not shown) where an abrupt shift to below-average CAPE would instill
predictive uncertainty. However, predictions for both the SGP and CGP possess
both strong consistency and multiple sensitivity relationships, increasing conﬁdence
in model forecasts of CAPE. Regarding DLS, a very strong trend is prevalent in
predictions beyond the 25-day lead, with a dichotomous setup of above- (below-)
average APS over the northern (southern) CONUS (Figure 4.5). However, inside of
25-day lead, both the number of grid points exhibiting notably anomalous behavior
as well as the strength and sign of the anomaly relative to the long-term mean for
DLS vacillates considerably, especially over the CGP and MW (Figure 4.5 (h), (i),
(j)).
Assessing increased conﬁdence for DLS combinations is a particularly diﬃcult
proposition for this series of CFSv2 predictions, with a number of potentially applicable sensitivity relationships (Table 4.1). Looking ﬁrst at the long temporal barrier,
conﬁdence would be relatively high in the prediction of below- (above-) average DLS
for the SGP (CGP and MW) (Figure 4.5 (a), (b), (c)). Although these trends would
hold at the medium temporal barrier, the strength of the below-average prediction for
the SGP region is waning (Figure 4.5 (f), (g)). Additional predictions assimilated at
the short temporal barrier do not instill much conﬁdence for the MW region, with a
reversal to a below-average prediction of DLS, but restore the strong signal for below-
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average DLS across the SGP (Figure 4.5 (h), (i), (j)). As such, although considerable
potential exists in exploiting these predictions, only the SGP and CGP would be
viewed with increased conﬁdence in this suite of model predictions due to concerns
with temporal continuity in other regions. Finally, the SGP and CGP regions would
be assigned increased conﬁdence in the prediction of CAPEDLS for the period, with
a consistent, above-average signal (not shown) and a number of notably anomalous
grid points relative to the 29-year CFSRef mean.
a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

Figure 4.5. Same as in 4.2, but for April 2012 DLS predictions. Although
a pattern shift occurs around the 25-day lead, strong signals are still
evident, particularly across the SGP region.
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May
The signal evident in the April predictions generally holds for May, with aboveaverage CAPE and CAPEDLS forecasts combining with respectable temporal continuity across all regions but the SE. However, the signal is comparatively weaker
for DLS than either CAPE or CAPEDLS. Therefore, similar sensitivity relationships
come into play, recognizing that the prediction of severe weather parameters regularly
exhibited less skill in May than either April or June within the Chapter 3 analysis.
A strong juxtaposition in all four regions is evident for CAPE at the longest leads,
with a substantial shift from below- to above-average predictions when progressing
from the 55- to the 50-day lead (not shown). This is compounded by the fact that
a large number of points within both leads over the four regions are notably anomalous for both predictions. As such, minimal conﬁdence in this parameter exists at
the long temporal barrier. Improved continuity exists at the medium and short temporal barriers, but with a general lack of notably anomalous grid points. The SGP
continues to exhibit the most consistent signal, providing rationale for increased conﬁdence in above-average CAPE across this region due to overall regional skill and a
comparatively large number of NA grid points.
Temporal continuity is generally low for predictions of DLS for May, with the
exception of a consistent below-average signal across the SE. Acknowledging that the
15-day lead serves as a near-average outlier, an overwhelming number of grid points,
particularly at the 30- 25- and 10-day leads, are highly anomalous relative to the longterm mean for the SE region (not shown). Although May exhibits comparatively
weak predictive skill relative to April and June, and the SE does not present any
previously identiﬁed regional skill, this is an interesting case where the magnitude
of the anomalies leads to ample sensitivity relationships in order to apply increased
conﬁdence in issuing a below-average DLS prediction. Considerable variability exists
across all forecast intervals for predictions of CAPEDLS for May (not shown). As
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such, there would be, at best, average conﬁdence for the predictions CAPEDLS for
this month.

June
CAPE predictions for June continue to display substantial variability between
model runs, with some consistency developing around medium temporal barrier. At
shorter leads, some continuity in mildly below-average CAPE across the SGP (which
was above-average at longer leads) is evident. However, even when this consistency
develops, there are very few grid points that are notably anomalous relative to the
mean. As such, when viewed in aggregate, no regions are assigned increased conﬁdence.
Minimal temporal continuity is similarly evident in CFSv2 predictions of DLS;
the most consistent signals are over the CGP and MW in conjunction with generally above-average predictions. However, model ﬂuctuations are prevalent even at
the shortest leads, with an overall ‘near-normal’ signal at the 10-day lead across all
regions, precluding any assessment of increased conﬁdence for DLS. A lack of a temporally consistent signal is also noted in forecasts of CAPEDLS (not shown). Above(below-) average predictions are most common over the CGP/MW (SGP/SE) with
the CGP exhibiting multiple model runs possessing a large percentage of NA grid
points. However, the high temporal variability precludes assessing increased conﬁdence to any region for CAPEDLS.

Summary of Spring 2012
Given weaker parameter signals and substantially less temporal consistency within
the CFSv2, fewer regional combinations were identiﬁed as possessing increased conﬁdence in 2012 compared to 2011. Lacking any established sensitivities to the MJO
combined with a preceding ENSO-neutral winter, there are only a few regional com-
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binations in which the signal produced by the CFSv2 would instill above-average
conﬁdence from a forecaster’s perspective (Table 4.1).

4.2.3

2013

Like 2012, Spring 2013 lies in the wake of an ENSO-neutral winter. While a more
deﬁned MJO is evident throughout the season, none of the teleconnection-related
sensitivity relationships outlined in Table 4.1 are directly applicable. A moderately
strong MJO is evident east of the Maritime Continent in March (phases 6-8); however,
the number of days within the aforementioned phases do not reach any levels of significance emerging from the bootstrap application outlined in Section 3.3. Considerable
weakening of the MJO follows in April before becoming active in the Indian Ocean
in May. A progressive MJO of moderate intensity occurs in June with a near-equal
amount of days in each phase.

April
A near-neutral signal throughout the central and eastern CONUS, with general
vacillation around the long-term CFSRef-based mean is evident for CAPE in April
CFSv2 predictions (not shown). A relatively sparse number of grid points exhibiting
notably anomalous behavior, combined with the ENSO-neutral conditions leads to a
lack of increased conﬁdence for the resulting predictions. The aforementioned March
2013 MJO activity shows 10/31 days had moderate or greater strength in phases 7 &
8 (with 10 such days occurring in phase 6 during the month), falling short of the 85%
signiﬁcance level outlined in Table 3.6. As such, when combined with a lack of any
below-average CAPE signal, little added conﬁdence can be gleaned from this MJO
behavior.
Similar to CAPE, the lack of consistency between model runs, particularly from
the long leads to the short leads, is considerable for DLS (not shown). One minor
exception remains the SGP region, with consistent below-average APS values, though
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only the 55- and 35-day leads have a substantial number of notably anomalous grid
points. Furthermore, a sharp shift to above-average DLS at the 10-day lead naturally
decreases conﬁdence at the short temporal barrier, even provided a number of other
sensitivity relationships which increase conﬁdence for this region/month/parameter
combination. In turn, given that CAPEDLS is simply a product of the two individual
parameters, there is similarly no discerning trend in the CFSv2 predictions, nor any
other relevant sensitivity relationships, to instill increased conﬁdence in predictions
of the parameter.

May
At the long temporal barrier, some intriguing signals are evident for CAPE, particularly across the CGP, but also the SGP and MW. The SGP is dominated by
above-average APS, with a large number of notably anomalous grid points, particularly at the 50-day lead (Figure 4.6 (b)). However, a shift occurs between the 45-day
and 35-day leads, with a reversal to a below-average signal over the aforementioned
regions (Figure 4.6 (c), (d), (e)). This below-average CAPE signal is generally steady
through the short temporal barrier, but not without some variability especially over
the SGP and SE. When combined with an overall minimum in notably anomalous
grid points, especially over the CGP, and relatively skill for the month being addressed, none of the regions would be assigned increased conﬁdence from this suite
of predictions (Table 4.1). However, when viewed strictly at the deﬁned temporal
barriers, it is conceivable one would consider assigning increased conﬁdence to the
above-average CAPE predictions over the CGP and SGP (and possibly the MW) at
the long temporal barrier.
For DLS predictions, extreme shifts in the predictions would inherently lead to
caution from a forecast standpoint. Speciﬁcally, the 35-day prediction (not shown)
highlights notably anomalous, above-average APS across nearly the entire central/eastern
CONUS, whereas the bulk of the remaining predictions show near-average to below-
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 15d Lead

i) 10d Lead

Figure 4.6. Same as in 4.3, but for May 2013 CAPE predictions. A shift
in the predictive pattern is noted around the 40-day lead.

average values for DLS. Consideration was given to assigning increased conﬁdence to
the CGP for below-average DLS; however, a lack of notably anomalous grid points
outside of the 25- and 10-day leads, combined with some variability in the predictions
and the overall low skill in predictions for May preclude this from occurring.
Not unlike CAPE, predictions of CAPEDLS undergo a shift from a general aboveaverage pattern over the four regions to below-average with the progression from
the long to the short temporal barrier. As such, there is minimal rationale for an
upward adjustment in conﬁdence for any region regarding the CAPEDLS parameter.
A potential exception is the CGP at the long temporal barrier, where a substantial
number of notably anomalous grid points coinciding with above-average APS values

181
would potentially lead to a increased conﬁdence. This would almost certainly be
adjusted with the progression to the medium and short temporal barriers.

June
Though comprised of only two temporal leads (product of missing CFSRef output
for all June assessments), there is a deﬁnite signal for above-average CAPE across
the CGP and MW at the long temporal barrier, with a large percentage of each
region having notably anomalous APS values (Figure 4.7 (a), (b)). Although only
two sensitivity relationships (see Table 4.1) apply, this would still lead to increased
conﬁdence in these predictions at this stage in the subseasonal time range. Oscillations occur throughout the 3-6 week predictions (Figure 4.7 (c), (d), (e)), though the
RMSE-based analysis conducted in Chapter 3 indicated lesser skill within this temporal window, eﬀectively lessening the detraction in conﬁdence at the medium temporal
barrier. However, these strong variations continue at the short leads, which stymie
increased conﬁdence (Figure 4.7 (f), (g), (h)). When considering all sensitivity relationships, including notably anomalous grid points over the regions, the MW region
still stands out, with increased conﬁdence applied to the prediction of above-average
CAPE.
Similar to CAPE, the MW region stands out as possessing the most consistent
trends, as well as a litany of notably anomalous grid points, for forecasts of DLS
(not shown). Whereas below-average APS values for DLS are common throughout
the four regions, the MW has a stronger, more constant signal, with an abundance
of anomalous points, particularly at the 55- and 15-day leads (not shown). In turn,
increased conﬁdence would be assigned to predictions of below-average DLS across
the MW in June, but not for the other three regions. Although the requisite number
of sensitivity relationships is met for the MW region for below-average DLS, the prediction would certainly be issued with caution, as the shortest lead (10-day) indicates
a shift to above-average DLS.
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a) 55d Lead

b) 45d Lead

c) 40d Lead

d) 35d Lead

e) 30d Lead

f) 20d Lead

g) 15d Lead

h) 10d Lead

Figure 4.7. Same as in 4.4, but for June 2013 CAPE predictions.

Finally, for CAPEDLS, the fact that the magnitude of CAPE has a dominant
eﬀect on the product is evident in the similarity of the predictive trends. An artifact
produced by the CFSv2 over the southern Mississippi River Valley, evident in the
CAPE predictions, is generally washed out in the CAPEDLS forecasts, but the overall
regional trends are still evident (Figure 4.8). As such, two regions stand out, primarily
due to the number of notably anomalous grid points (noted in Table 4.1 as being a
particularly strong indicator of skill in June) – the CGP and MW. There are signals
that would inherently detract from having an abundance of conﬁdence, particularly at
the 30- and 20-day leads over the CGP (Figure 4.8 (e), (f)), but increased conﬁdence,
relative to the mean, is justiﬁed for these regions possessing above-average values of
predicted CAPEDLS for June.
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a) 55d Lead

b) 45d Lead

c) 40d Lead

d) 35d Lead

e) 30d Lead

f) 20d Lead

g) 15d Lead

h) 10d Lead

Figure 4.8. Same as in 4.4, but for CAPEDLS forecasts valid for June
2013.

Summary of Spring 2013
Falling in the middle of a streak of three consecutive ENSO-neutral years, Spring
2013 displays some characteristics in the month of June that would instill conﬁdence
in using the CFSv2 from a forecaster’s standpoint. Although the SGP does not
standout like 2011 or 2012, other regions, namely the CGP and MW display trends
and sensitivity relationships that provide for an interesting case within this proving
ground setup.

184
4.2.4

2014

Of the six spring seasonal CFSv2 forecast examined, 2014 is the third consecutive
occurring in the wake of an ENSO-neutral winter. Regarding the MJO, a reset from
the central Paciﬁc to the western Indian Ocean occurs in March, with nearly threequarters of the days exhibiting moderate or greater strength. A gradual evolution into
the Maritime Continent in April is followed by a quick return into the Indian Ocean
in May, with an abundance of MJO days within phases 1-3. A general weakening
trend is evident as the MJO progresses into the Paciﬁc Ocean in June.

April
CAPE predictions exhibit minimal tendency toward above- or below-average values for the CGP and MW. Whereas there is a stronger signal over the SGP and
SE regions, below-average activity is suggested at the long temporal barrier before
a strong shift to above-average activity by the 25- and 20-day leads (not shown).
Though one could discount this shift as an artifact of the poorer performing 3-6 week
predictions, given that forecasts revert to below-average APS by the 15-day lead,
there is a number of notably anomalous grid points that occur within this transitory window. As such, there is little evidence in the predictions of CAPE to instill
increased conﬁdence from a forecast perspective.
Predictions of DLS for April 2014 paint an interesting picture, with substantial
variation and evolution, but also possess signals that require consideration for the
application of increased predictive conﬁdence. Starting with the long leads, a belowaverage signal across the SGP coincides with four diﬀerent sensitivity relationships
corresponding with increased conﬁdence (see Table 4.1) when considering the number
of notably anomalous predictions at the 55- and 45-day leads (Figure 4.9 (a), (b), (c)).
However a sharp shift occurs at the 40-day lead across all but the MW, with a swath
of substantially above-average DLS predictions (Figure 4.9 (d)). Though the strength
of this relationship ebbs and ﬂows through the medium temporal barrier, a notable
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signal is evident for above-average CAPE across the MW, but the conﬁdence would
have certainly waned for the SGP from the long temporal barrier. A shift across the
MW to below-average predictions at the 25- and 10-day leads would similarly temper
any conﬁdence in a prediction over the MW region by the 10-day cutoﬀ (Figure 4.9
(g), (j)). In summary, irrespective of the strength of many individual predictions, the
temporal trends for DLS essentially confound any regional prediction from having an
increased level of conﬁdence for April.
CAPEDLS predictions follow the general pattern described for CAPE with little
deviance (not shown). Model predictions for the SGP and SE lean strongly towards
below-average activity until the 25-day lead when the CFSv2 shifts abruptly in conjunction with a large percentage of notably anomalous grid points. In summary,
aside from possessing enough sensitivities to suggest increased conﬁdence at the long
temporal break over the SGP, conﬁdence in April 2014 predictions of severe weather
parameters would tend to be average at best as a result of minimal temporal continuity.

May
Substantial lead-to-lead variability in the CFSv2 with respect to CAPE remains
prevalent for May, resulting in minimal alteration to a baseline level of conﬁdence for
the parameter (not shown). Only the MW possesses any potential, with an impressive
number of notably anomalous predictions of high APS, but these are conﬁned to
speciﬁed leads, namely 35- and 15-days, and are generally inconsistent. Similarly, the
variance between pentads of the CFSv2 is substantial for DLS; minimal conﬁdence
can be drawn based upon the sensitivities outlined in Table 4.1 combined with the
lack of a deﬁned trend or stability (not shown). In turn, minimal conﬁdence can be
applied to predictions of the product of the two parameters. As such, combining the
general weakness in May, the lack of a preceding EN/LN event, considerable model
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

Figure 4.9. Same as in 4.2, but for April 2014 DLS predictions. Substantial pattern shifts are commonplace for all regions, often accompanied by
a number of anomalous grid points.
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temporal variability, and a lack of notably anomalous predictions, conﬁdence would
be minimal for all predictions made for this month.

June
A compelling signal emerges across much of the central and eastern CONUS in
June for above-average CAPE, particularly across the CGP and MW, but also the
SGP (not shown). Beginning at the long temporal barrier, which only covers the 55and 45-day leads, a strong signal within all four regions for above-average APS is
prevalent. While this indication weakens somewhat by the medium temporal barrier,
it does not undergo a complete reversal as do many other predictions made in 2014.
Considering the general weakness in the three to six week predictive window, this
does not substantially detract from the conﬁdence in above-average CAPE predictions. Furthermore, by the short temporal barrier, a strong signal emerges over the
CGP and MW regions in particular. Speciﬁcally, the 15-day lead for the MW is comprised completely of notably anomalous grid points, providing increased conﬁdence in
predictions for these two regions. Even the SE region is steady in forecasting aboveaverage CAPE, especially when ignoring an artifact in the lower Mississippi River
Valley. In turn, when combined with sensitivity relationships including the month of
June and a generous number of notably anomalous points, conﬁdence is increased for
the SE as well.
Although more variance between model runs exists for DLS than CAPE, signals
emerge that instill added conﬁdence in predictions of the parameter. At the long
temporal barrier, a general ﬂip from below- to above-average does not evoke increased
conﬁdence, even though the below-average signal dominates over the CGP and SE
in particular (Figure 4.10 (a), (b)). Progressing to the medium temporal barrier, the
below-average prediction over the CGP becomes better entrenched (Figure 4.10 (c),
(d), (e)), increasing regional conﬁdence. A substantial reversal occurs over all but
the SE region at 20-days (Figure 4.10 (f)), but the below-average signal reemerges
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over all regions, particularly the CGP, MW and SE with the shortest leads (Figure
4.10 (g), (h)). Therefore, considering the parameter, month and plethora of notably
anomalous predictions, there would be increased conﬁdence of below-average DLS
over the CGP, MW, and SE regions.
a) 55d Lead

b) 45d Lead

c) 40d Lead

d) 35d Lead

e) 30d Lead

f) 20d Lead

g) 15d Lead

h) 10d Lead

Figure 4.10. Same as in 4.2, but for June 2014 DLS predictions.

With CAPE and DLS signals in contrast, the relative inﬂuence of CAPE on
CAPEDLS is evident in the predictions for June. An overall above-average signal
emerges across the central CONUS, with a weaker signal over the SGP relative to the
complimentary regions. Ultimately, conﬁdence would be increased in the predictions
of CAPEDLS for the CGP, MW, and SE, with trends similar to that of CAPE (not
shown).
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Summary of Spring 2014
After a lull in conﬁdent predictions in April/May for the CFSv2, compellingly
strong forecast scenarios emerge in the month of June. This is manifest in a combination of sensitivity relationships outlined in Table 4.1 including a large percentage
of notably anomalous grid points for all three parameters across the CGP, MW and
SE regions.

4.2.5

2015

The winter of 2014-15 is the ﬁrst of two consecutive EN winters explored in this
proving ground setup. This opens up a lot of potential sensitivity relationships that
have not been applied since 2011. Regarding the MJO, a steady progression through
the span of phases is noted in March (Figure 4.11 (a)). The MJO concurrently
exhibits considerable intensity, particularly in phases 6-8, which is maintained into
the month of April (Figure 4.11 (b)). The oscillation undergoes a substantial decrease
in strength in May 2015 before restrengthening over the Indian Ocean and Maritime
Continent in June (Figure 4.11 (c), (d)).

April
The investigation into predictions of CAPE for April sees minimal deﬁnition at the
long temporal barrier; both the SGP and SE predict a number of notably anomalous
APS values, but reverse sign between the 55-day lead and the 50- and 45-day leads
(Figure 4.12 (a), (b), (c)). As such, minimal conﬁdence can be gleaned at the long
temporal barrier, even under the residual EN conditions. A more compelling trend
develops in the 3-6 week lead period, with all regions, particularly the SGP, evolving to
a below-average CAPE signal complete with a large number of notably anomalous grid
points (Figure 4.12 (d), (e), (f), (g)). Therefore, at the medium temporal barrier, the
SGP would possess multiple sensitivity relationships supporting increased conﬁdence
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a)

b)

c)

d)

Figure 4.11. Histograms of MJO activity for March (a), April (b), May
(c) and June (d) 2015. Moderate or strong (only strong) MJO activity is
shown in orange (grey), with all occurrences shaded blue.

in a below-average CAPE prediction; however, this prediction goes in contrast to
earlier work demonstrating a relationship between a preceding winter EN and aboveaverage CAPE (4.1). Furthermore, at this point, MJO activity from March 2015
would be able to be assimilated into the prediction. Although not strictly meeting
any of the signiﬁcance thresholds outlined in Table 3.34, 11/31 days (35.5%) have a
strong MJO in phase 7 or 8, falling just shy of the 37.6% found to have signiﬁcance
at the 85% level (Figure 4.11 (a)), which would support predictions of below-average
CAPE.
However, a sharp reversal again occurs over the SGP at the 20-day lead (Figure
4.12 (h)) as well as over the CGP and SE, with further oscillations occurring at the
15-day and 10-day leads (Figure 4.12 (i), (j)). This leads to a very diﬃcult situation
to assess in terms of predictability conﬁdence – multiple sensitivity relationships are
evident in support of both above-average as well as below-average CAPE for April,
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

Figure 4.12. Same as in 4.2, but for CAPE forecasts valid April 2015.

particularly in the SGP region. Ultimately, without speciﬁcally applying an increased
weight to the short lead predictions, viewing this series of predictions a priori to
any veriﬁcation would likely lead to neutral conﬁdence in a prediction at the short
temporal barrier, with model inconsistencies and contrasting sensitivity relationships
eﬀectively mitigating any increase in conﬁdence.
Moving to DLS, more consistent signals emerge across speciﬁed regions when
compared to CAPE. Speciﬁcally, the SGP shows a relatively constant trend for belowaverage APS, with a plethora of notably anomalous grid points, particularly inside
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of the 35-day lead (Figure 4.13). This coincides with no less than four sensitivity
relationships – NA over SGP; NA in April; preceding winter EN; DLS; and month
of April in general (Table 4.1) – lending to substantially increased conﬁdence in this
prediction. For other regions, considerable reversals in the sign of the prediction across
the CGP and SE preclude assigning any increased conﬁdence. The MW, though
contrasting with the sensitivity relationship by generally possessing above-average
DLS, does exhibit some signal. However, a low number of notably anomalous grid
points, combined with the aforementioned contrast to the EN signal, negates placing
any increased conﬁdence in the forecast of DLS within this region.
CAPEDLS continues to follow the trend of CAPE for April. The most intriguing
signal is the evolution from below- to above-average APS values for CAPEDLS over
the SGP and SE with decreased lead time (not shown). However, the trend for
below-average CAPE at the medium temporal barrier, irrespective of the Chapter
3 results suggesting a relative lack of skill in these predictions, refutes assigning
increased conﬁdence to an above-average period of the parameter across these areas.
Regardless, the trend toward above-average CAPEDLS at the 20- and 10-day leads
(not shown) is quite intriguing when viewed in the light of a preceding EN event.

May
Unavailability of CFSv2 model output inside of the 35-day lead minimizes the
strength of any assessment for May 2015. This is particularly true with regard to
the long range predictions of CAPE, with an abundance of run-to-run variability. As
such, when combined with a general weakness during the month of May, no regions are
assigned increased conﬁdence. For DLS, a noteworthy signal is evident in conjunction
with below-average APS over the CGP, with similar, but weaker indications over
the MW and SE regions. Finally, the variance evident in CAPE is manifest in the
predictions of CAPEDLS. As such, barring any signal that might have emerged inside
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

Figure 4.13. Same as in 4.2, but for April 2015 DLS predictions.

of an approximate 5-week lead, minimal conﬁdence is assigned to predictions for all
parameters of interest.

June
In the same thread as May, no model output beyond a 30-day lead was available
for June 2015. However, this can be viewed as superior to the May model output
scenario; although no speciﬁed weighting is applied to shorter leads, there is a natural
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inclination to have a greater faith in predictions closer to the veriﬁcation window. As
such, slightly more consideration was given to assigning increased levels of conﬁdence
using CFSv2 output for June versus May 2015, even though only four leads were
assessed.
A compelling signal is present over the SGP for CAPE, with the SE also possessing a strong demonstration of above-average values of the parameter in the available
predictions (Figure 4.14). In turn, increased conﬁdence is assigned to predictions
for these two regions, given the number of notably anomalous grid points, a sensitivity relationship with El Niño, and, speciﬁc to the SGP, relatively strong regional
prediction skill.

a) 30d Lead

b) 20d Lead

c) 15d Lead

d) 10d Lead

Figure 4.14. Same as in 4.7, but for June 2015 CAPE predictions. Due
to missing CFSv2 output, and no CFSRef data for the 25-day lead, only
four leads are assessed.
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DLS predictions also exhibit a strong signal for June (not shown), albeit not as
robust as for CAPE. A sharp adjustment from above- to below-average APS occurs
from the 30- to 20-day lead, particularly over the MW where the 30-day prediction was
for substantially above-average DLS. However, inside the medium temporal barrier,
all four regions exhibit below-average DLS, with the magnitude of the prediction
strengthening with decreased lead time, particularly over the SGP and SE regions.
As such, increased conﬁdence, placed within the caveat of missing data that might
have been strongly supportive of an alternate outcome beyond approximately 4-weeks,
is assigned to the SGP and SE for below-average DLS, with a multitude of sensitivity
relationships applicable in the wake of an EN winter (Table 4.1).
Although CAPE commonly dictates the signal present in predictions of CAPEDLS,
the magnitude of the DLS signal in June 2015 has a greater impact on the product
of the parameters compared to previous years. CFSv2 output for the SGP shows
above-average APS values over the SGP for all but the 10-day lead (not shown), with
the increasingly strong DLS prediction having an inﬂuence at this lead. Given predictions that are much closer to the long-term mean, combined with weaker temporal
trends than the individual parameters, no regions are assigned increased conﬁdence
for CAPEDLS for the month.

Summary of Spring 2015
Lying in the wake of a modest, yet lingering, EN event, a number of sensitivity
relationships outlined in Table 4.1 bring an increased level of conﬁdence to a number
of predictions, particularly in June. A lack of available CFSv2 data does eﬀectively
lessen the robustness of the assessment for both May and June, yet some signals
remain strong enough to make conjectures for future veriﬁcation analysis.
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4.2.6

2016

An intense EN event occurring in Winter 2015-16 sets the stage for potentially
increased conﬁdence in predictions of severe weather parameters for Spring 2016. A
weak to moderate strength MJO in March 2016 remains weak into the month of April.
Greater concentration of MJO activity within the Indian Ocean is prevalent in May
with a transitory MJO occurring in June.

April
The CFSv2 exhibits predictions of above-average CAPE for the prescribed leads
with good temporal consistency for the SGP, CGP, and MW for April (not shown).
Although the magnitude of the APS is not particularly high in the early spring, a large
number of grid points across all three regions display notably anomalous behavior.
Although no speciﬁed sensitivity relationship between ENSO and the month of April
exists for CAPE, multiple other sensitivities support increased conﬁdence for predictions of above-average CAPE in the aforementioned regions. Considerably greater
temporal variability and a lesser number of NA grid points negates any modiﬁcation
to conﬁdence over the SE region.
An impressively bold series of CFSv2 forecasts exists for DLS in April, with the
only noteworthy incursion to below-average predictions across the central and eastern
CONUS occurring at the shortest leads (Figure 4.15). Although it is conceivable that
the southward evolving trend for above-average DLS in the northern fringes of the
CGP and MW inside of the 15-day lead would cause some concern (Figure 4.15 (i),
(j)), the impressive number of sensitivity relationships in support of below-average
DLS in all four regions result in the assignment of universally increased conﬁdence in
the suite of predictions.
The inﬂuence of CAPE on the CAPEDLS parameter is rarely more evident than
in the series of predictions for April. As shown in Figure 4.15, forecasts of DLS
are notably below-average for nearly all areas in the central and eastern CONUS
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

Figure 4.15. Same as in 4.2, but for April 2016 DLS predictions.
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for April, yet the predictions for CAPEDLS oftentimes still indicate above-average
values of APS (not shown). However, the magnitude of the DLS predictions does
have some inﬂuence, as there are vacillations in the sign of the prediction evident
at the long temporal barrier and continuing through the shortest leads (not shown).
Combined with substantially fewer notably anomalous grid points, particularly in the
SGP, than either the CAPE or DLS predictions, lends to considerably less conﬁdence
in the predictions of CAPEDLS than for either individual parameter.

May
At the long temporal barrier, robust CAPE predictions in terms of APS magnitude are present in the CFSv2 for the CGP, MW, and SE, with the SGP signal
slightly weaker (Figure 4.16 (a), (b), (c)). These above-average CAPE trends continue through the medium temporal barrier, but show a mild tendency for regressing
to the long term mean across the SGP and SE (Figure 4.16 (d), (e), (f), (g)). As such,
even though May is not considered to be a month in which CFSv2 predictions exhibit
a high degree of skill, a litany of other sensitivity relationships supporting increased
conﬁdence hold strong at this stage. Some concern is expressed by a shift to belowaverage CAPE at the 10-day lead (Figure 4.16 (i)), but the overall strength of the
predictions, independent of any weight, supports assigning increased conﬁdence to
the CGP for certain, as well as the MW. Enough uncertainty exists, particularly for
the shortest CFSv2 leads, to preclude increased conﬁdence in the predictions across
the SGP and SE.
Lead times beyond the medium temporal barrier signify a strong signal for belowaverage DLS to continue from April into May across the central and eastern CONUS
(not shown). This is particularly true across the SGP, CGP, and SE regions, though
substantially fewer sensitivity relationships exist for May compared to April. The
10-day lead, however, shifts to above-average APS values for DLS across the SGP,
MW, and SE regions, albeit with relatively few grid points signifying the predictions
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 15d Lead

i) 10d Lead

Figure 4.16. Same as in 4.2, but for CAPE forecasts valid in May 2016.
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as notably anomalous. As such, DLS predictions for May 2016 present a conundrum
– on one hand the signal is relatively consistent through the varying leads, but on the
other hand, the CFSv2 has been demonstrated to perform weakly during May, and
no signiﬁcance was found between ENSO and DLS for the month of May. Examining
Table 4.1, the sensitivity relationships established that suggest increased conﬁdence
outweigh those opposed for the SGP and CGP regions; in turn, increased conﬁdence
in predictions for these regions is assigned.
The CAPE parameter dominates the CAPEDLS predictions here, with the CGP
and MW displaying a relatively consistent signal of above-average values of the parameter in terms of APS (not shown). However, minimal support outside of a consistent
signal and a high percentage of notably anomalous predictions in terms of sensitivity
relationships exist due to the regions and month of interest preclude assigning increased conﬁdence to these predictions. Considerable lead-to-lead variance across the
SGP and SE further prevent assigning increased conﬁdence for this parameter/month
combination.

June
Progressing into June, the consistently strong trend for above-average CAPE
across the central and eastern CONUS continues, with an impressive number of NA
grid points across all four regions for the bulk of the temporal leads (not shown). Provided the month of interest, expansive coverage of NA predictions, and the sensitivity
between above-average CAPE in June and a preceding winter EN event, substantially
increased conﬁdence would be assigned to the predictions for all four regions.
Considerable variance exists between temporal leads for DLS in June, though the
overall predictions indicate below-average values in aggregate for all four regions (not
shown). At the long temporal barrier, below-average predictions dominate the CGP
and MW, with near-average predictions across the SGP and SE. Around the 5-week
lead timeframe, near-average values of APS predominate, minimizing any increased
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conﬁdence by the medium temporal barrier, with powerful oscillations occurring at
the shortest leads (not shown). Overall, even though DLS for the month of June is
typically viewed in a highly predictive light, an overall minimum in notably anomalous
grid points combined with weak trends in the medium and short leads negates any
increased conﬁdence from being assessed.
Increased conﬁdence is also assessed to predictions of above-average CAPEDLS
in June for the SGP, CGP, and MW regions, but not the SE. Similar to CAPE, a
high level of consistency is evident throughout the leads, save the SE, where a greater
number of grid points are also closer to the long-term mean in terms of APS (not
shown).

Summary of Spring 2016
It is evident in both the magnitude as well as the consistency of the CFSv2
predictions that there is likely a considerable inﬂuence from the strong El Niño event
in the preceding winter. A litany of highly conﬁdent predictions are made based upon
the CFSv2 output combined with the sensitivity relationships outlined in Table 4.1.

4.2.7

Summary of 2011-16 CFSv2 Predictions

Assessing all six years of operational CFSv2 predictions for the months of April,
May, and June, 55 month/parameter/regions forecasts were isolated as having increased conﬁdence from a purely predictive standpoint. This comprises just over
one-quarter of the possible 216 combinations. Of the 55 combinations isolated, ∼62%
occur in the wake of either an EN/LN winter. Unfortunately, none of the signiﬁcant
MJO conditions previously outlined could be explicitly applied to any of the predictions within the proving ground window. However, enough trends for both above- and
below-average behavior of CAPE, DLS, and CAPEDLS were identiﬁed as possessing
characteristics outlined in Table 4.1 to provide meaningful results upon veriﬁcation.
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4.3 Veriﬁcation and Review of Applicability
Table 4.2 provides a summary of the month/parameter/region combinations in
which forecast conﬁdence a priori to any veriﬁcation would have been increased
relative to an overall baseline mean level where all forecasts are issued with equal
conﬁdence. Tabular results are based on the ﬁndings contained in Chapter 3, which
are summarized in Table 4.1. As mentioned, although not explicitly established, requisite consideration is given to consistency in the CFSv2 signal. Furthermore, only
combinations which would have an overall increased level of conﬁdence at the short
temporal barrier are examined herein.
Forecast skill is performed here in a more simpliﬁed manner than in Chapter 3.
Testing is performed based upon a basic dichotomous relationship; the sign of the
average predictive APS (for all lead times), measured against the long term CFSRef
mean, is compared to the APS for the veriﬁcation, relative to the long term CFSR
mean. Speciﬁcally, combinations in which increased conﬁdence was applied is compared to the overall pool of 216 veriﬁcations (three months, three parameters, four
regions, six years). In this experimental proving ground setup, it is desirable to simply
analyze whether the general above- or below-average signal produced by the CFSv2
veriﬁed accurately, independent of magnitude.

4.3.1

Above-/Below-Average Veriﬁcation

Acknowledging that some month/region/parameter combinations exhibit behavior
near the long term mean, veriﬁcations were separated in a dichotomous fashion –
output was binned as either verifying above- or below-average relative to the long
term mean APS. Figure 4.17 outlines a series of predictions for DLS in the weeks
leading up to April 2016 (Figure 4.17 (a-j)) and the veriﬁcation output relative to
the long term CFSRef mean (Figure 4.17 (k)). A cursory glance indicates that the
SGP and SE regions certainly veriﬁed as below-average. Whereas the SGP and MW
are much closer to the long term mean, the sign of the veriﬁcation is below-average
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Table 4.2
Summary of CFSv2 Year/Month/Parameter/Region forecast combinations of which increased levels of conﬁdence would be assigned a priori to
the month of veriﬁcation.
Year
2011

2012

Month
April

Parameter
CAPE
DLS
CAPEDLS

Region(s)
SGP
SGP/CGP/MW/SE
SGP

AA/BA Prediction
Below-Average
Above-Average
Below-Average

May

CAPE
DLS

SGP
SGP

Below-Average
Above-Average

June

CAPE
CAPEDLS
CAPE
DLS
DLS
CAPEDLS

SGP/SE
SGP
SGP/CGP
SGP
CGP
SGP/CGP

Below-Average
Below-Average
Above-Average
Below-Average
Above-Average
Above-Average

CAPE
DLS
CAPE
DLS
CAPEDLS
CAPE
DLS
CAPEDLS
DLS

SGP
SE
MW
MW
CGP/MW
CGP/MW/SE
CGP/MW/SE
CGP/MW/SE
SGP

Above-Average
Below-Average
Above-Average
Below-Average
Above-Average
Above-Average
Below-Average
Above-Average
Below-Average

CAPE
DLS
CAPE
DLS

SGP/SE
SGP/SE
SGP/CGP/MW
SGP/CGP/MW/SE

Above-Average
Below-Average
Above-Average
Below-Average

May

CAPE
DLS

CGP/MW
SGP/CGP

Above-Average
Below-Average

June

CAPE
CAPEDLS

SGP/CGP/MW/SE
SGP/CGP/MW

Above-Average
Above-Average

April

May
2013

June

2014

June

2015

April
June

2016

April
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for these two regions as well. Given the forecasts in this proving ground setup are
generated in a dichotomous fashion, it is desirable to generate results from a basic
2x2 contingency table to analyze hits and misses, assessing diﬀerences in CFSv2
skill between the entire pool of predictions and those identiﬁed as having increased
conﬁdence.
Of the 55 CFSv2 combinations highlighted as possessing a increased conﬁdence,
50 (90.9%) veriﬁed as possessing the correct predictive sign relative to the long term
mean. Figure 4.18 shows the 2x2 contingency table for these combinations. All
‘increased conﬁdence’ predictions corresponding with above-average predicted APS,
independent of parameter, veriﬁed correctly, while 76.2% of below-average predictions also veriﬁed accurately. The Heidke skill score (HSS) for predictions assigned
increased conﬁdence is 0.798.
To provide perspective, all 216 CFSv2 combinations were also assessed for predictive accuracy in a dichotomous sense. Figure 4.19 displays the results, indicating
that 137/216 (63.4%) of the CFSv2 forecasts veriﬁed correctly, corresponding to a
HSS of 0.279. As such, a substantial increase in percent correct and HSS measures
was achieved by isolating periods in which enough sensitivity relationships, such as a
preceding EN winter, could be identiﬁed as having a potentially beneﬁcial inﬂuence
on the accuracy of model predictions. Furthermore, it should be noted that there
was considerable diﬀerence in the percent correct for predictions of above- (below-)
average APS values for a parameter, with 89.5% (38.7%) of the respective predictions
verifying accurately within the entire pool of CFSv2 forecast combinations. It is critical to note that the assignment of increased conﬁdence provides value beyond simply
forecasting ‘above-average’ for all periods; a 75% accuracy would be achieved using
this ‘blunt force’ forecasting tactic. Furthermore, the skill obtained by the predictions
of below-average APS that are assigned increased conﬁdence veriﬁed correctly 76.2%
of the time, vastly outperforming the overall performance of all CFSv2 forecasts of
below-average APS, parameter independent.
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a) 55d Lead

b) 50d Lead

c) 45d Lead

d) 40d Lead

e) 35d Lead

f) 30d Lead

g) 25d Lead

h) 20d Lead

i) 15d Lead

j) 10d Lead

k) VERIFICATION

Figure 4.17. CFSv2 prediction output for DLS – all leads in April 2016
(see 4.15) with veriﬁcation (k).
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Figure 4.18. 2x2 contingency table for year/month/parameter/region
combinations of CFSv2 predictions highlighted as possessing a high level
of conﬁdence.

Figure 4.19. 2x2 contingency table for all year/month/parameter/region
combinations for the six year operational CFSv2 window (2011-16).

Viewing CFSv2 veriﬁcation performance in terms of parameter, combinations assigned increased conﬁdence outperformed the general pool for all three variables.
CAPE (DLS) predictions were determined to possess high conﬁdence 22 (21) times
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out of 72 possibilities. Through the generation of a 2x2 contingency table (not shown),
predictions assigned increased conﬁdence for CAPE (DLS) achieved a percent correct
value of 0.955 (0.857) and a HSS of 0.831 (0.696), compared to a PC of 0.625 (0.736)
and a HSS of 0.127 (0.476) for the overall population. A smaller dataset of 12 combinations was isolated for CAPEDLS, with the high conﬁdence group analyzed to have
a percent correct value of 0.917 (HSS = 0.625) versus 0.542 (HSS = 0.083) for all possible groupings. Therefore, not only does the application of sensitivity relationships,
and subsequent increased conﬁdence in identiﬁed CFSv2 predictions show merit, but
the results are demonstrated here to be applicable to all three severe weather related
parameters.

4.3.2

Summary of Veriﬁcation Analysis

To summarize, a purposefully simple method of assessing the operational CFSv2
through the lens of results gleaned from an analysis of skill in Chapter 3 indicates
potential in identifying certain forecast combinations and assigning increased conﬁdence. By isolating these periods, based upon sensitivity relationships ranging from
an abundance of notably anomalous grid points to ENSO phase, the percent correct
increased substantially from 63.4% to 90.9%, with a correspondingly strong improvement in HSS values. Furthermore, an enhancement in the percent correct statistic
was noted for each of the three parameters analyzed by isolating combinations based
on predeﬁned sensitivity relationships.
An interesting artifact of the six years of operational CFSv2 output analyzed in
this section is the trend for above-average veriﬁcation, evident in all three parameters,
but particularly so for CAPE. Aggregating the variables related to severe weather,
CFSv2 predictions were eﬀectively split between above- and below-average APS (105
and 111 respectively). However, 75% of the veriﬁcations were above the long term
mean. This does not imply a deﬁnite trend in the output, given only six years of data.
It does, however, suggest that the CFSv2, although found to have skill dependent
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on a litany of variables outlined in Chapter 3, may not possess a proper grasp on
atmospheric tendencies over time.
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CHAPTER 5. SUMMARY AND CONCLUSIONS
Subseasonal outlooks for parameters correlated with severe thunderstorms do not
currently exist - this is the key catalyst behind this research, which explores the potential in using the NOAA-NCEP CFSv2 for predicting CAPE, DLS, and CAPEDLS.
Furthermore, government-driven initiatives to improve outlooks for extreme weather
phenomena in the 15-30 day range (White House 2014) serves as additional motivation for this in-depth series of analyses. Whereas previous research has investigated
the impact of ENSO and MJO on the number of severe weather events, the eﬀorts
have primarily focused on the global-scale phenomena as separate entities, and furthermore outside the realm of a GCM where the teleconnections have the potential
to more naturally interact with other atmospheric inﬂuences. As such, novel methods
designed to both mitigate the inherent bias of the reforecast component of the CFSv2
(CFSRef), as well as providing a generalized assessment of predictive and veriﬁcation output (CFSR) in lieu of speciﬁed thresholds are ﬁrst developed in Chapter 2.
This involves creating cumulative distribution functions (CDFs) from an aggregate of
model predictions, and directly comparing the area-under-the-CDF (AUCDF) of individual ensemble predictions to an overall mean prediction crafted from the entirety
of the 29-year CFSRef dataset. Similar treatment for individual veriﬁcations and a
32-year climatological dataset generate a series of scalar values, termed ‘anomalies in
probability space’ (APS), eﬀectively providing predictions relative to a climatological
bias while eliminating inherent biases, directly communicating information about the
behavior of a parameter, such as CAPE, DLS, or CAPEDLS, over a period of time.
This allows for an in-depth analysis of skill to determine when and where the CFSv2
possesses value beyond a climatologically-based prediction.
Next, Chapter 3 utilizes a series of traditional and innovative techniques to assess
skill in the CFSRef model suite. From the generation of scatterplots and associated
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correlation coeﬃcients to calculating RMSE and Heidke skill scores, both individual
years as well as long term model aggregates were assessed over predeﬁned regions of
interest to scrutinize CFSRef capabilities. Additional modiﬁcations on established
statistical methods such as proportion correct highlight a skill improvement by the
CFSv2 model suite when APS-based predictions are in excess of one standard deviation from the long term mean. Ultimately, a series of sensitivity relationships,
ranging from relatively strong performance over the SGP region, the DLS parameter,
and for the aforementioned ‘notably anomalous’ grid points, has been established.
Additional testing of the CFSRef associated with ambient MJO events or preceding
El Niño / La Niña winters reveals another layer of predictability relationships.
Finally, Chapter 4 tests the results gleaned from the analysis of the CFSRef in an
experimental proving ground scenario using operational CFSv2 output. Within this
test realm, key sensitivities uncovered in Chapter 3 between the CFSRef predictions
and CFSR veriﬁcations are applied to the operational CFSv2 to determine if there
is merit in leveraging the litany of learned relationships by assigning increased levels
of conﬁdence to speciﬁed predictions. Ultimately, nearly one-quarter of the 216 combinations (year/month/parameter/region) met or exceeded a prescribed number of
sensitivity relationships along with possessing a generally consistent above- or belowaverage signal relative to the 29-year CFSRef mean. It is shown that the performance
of these isolated forecasts outperformed the general populous of predictions, suggesting that the work in prior chapters has applicability to the operational CFSv2.
In conclusion, while not the only work assessing the CFSv2 in an attempt to
push the current temporal barrier of severe thunderstorm prediction, this research
is novel in the way it views severe weather environments over speciﬁed temporal
windows in lieu of directly assessing model performance in terms of severe weather
reports. This study improves our current understanding of how the CFSv2, the
fully coupled oceanic/atmospheric global-reaching model produced by NCEP, can
potentially inﬂuence predictions of atmospheric conditions known to support severe
thunderstorms at the subseasonal timescale. Furthermore, contemporary methods
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designed to assess periods of predictive output, summarized in CDF format, and
further analyzed through assessing the AUCDF and corresponding APS calculations,
creates new techniques that can be applied to a number of ensemble-like predictions
in future research endeavors. As such, a natural next step would be to produce “CPClike” maps, delineating regions where the prospect for severe weather diﬀers, with a
certain degree of conﬁdence, from the long-term mean at the subseasonal time scale.
The ﬁndings of this research provide a baseline for establishing such a product by
evaluating the circumstances under which the CFSv2 exhibits the greatest skill.

REFERENCES

212

REFERENCES

Agee, E., and S. Zurn-Birkhimer, 1998: Variations in U.S. tornado occurrences
during El Niño and La Niña. 19th Conf. on Severe Local Storms, Minneapolis,
MN, Amer. Meteor. Soc., 287–290.
Allen, J. T., and M. K. Tippett, 2015: The characteristics of United States hail
reports: 1955 – 2014. Electron. J. Sev. Storms Meteorol., 10 (3), 1–31.
Allen, J. T., M. K. Tippett, and A. H. Sobel, 2015a: An empirical model relating
U.S. monthly hail occurrence to large-scale meteorological environment. J. Adv.
Model. Earth Syst., 7, 226–243, doi:10.1002/2014MS000397.
Allen, J. T., M. K. Tippett, and A. H. Sobel, 2015b: Inﬂuence of the El
Niño/Southern Oscillation on tornado and hail frequency in the United States.
Nat. Geosci., 8, 278–283, doi:10.1038/ngeo2385.
Barnston, A. G., M. Chelliah, and S. B. Goldenberg, 1997: Documentation of a
highly ENSO-related SST region in the equatorial Paciﬁc. Atmos.-Ocean, 35,
367–383, doi:10.1080/07055900.1997.9649597.
Barnston, A. G., and M. K. Tippett, 2013: Predictions of Nino3.4 SST in CFSv1
and CFSv2: A diagnostic comparison. Climate. Dyn., 41, 1615–1633, doi:10.
1007/s00382-013-1845-2.
Barrett, B. S., and V. A. Gensini, 2013: Variability of central United States AprilMay tornado day likelihood by phase of the Madden-Julian oscillation. Geophys.
Res. Lett., 40, 2790–2795, doi:10.1002/grl.50522.
Barrett, B. S., and B. N. Henley, 2015: Intraseasonal variability of hail in the contiguous United States: relationship to the Madden-Julian oscillation. Mon. Wea.
Rev., 143, 1086–1103, doi:10.1175/MWR-D-14-00257.1.
Becker, E., H. M. van den Dool, and Q. Zhang, 2014: Predictability and forecast
skill in NMME. J. Climate, 27, 5891–5906, doi:10.1175/JCLI-D-13-00597.1.
Behringer, D. W., 2007: The Global Ocean Data Assimilation System at NCEP.
Preprints. 11th Symp. on Integrated Observing and Assimilation Systems for Atmosphere, Oceans and Land Surface, San Antonio, TX, Amer. Meteor. Soc.,
14–18.
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