We derive a tight lower bound on equivocation (conditional entropy), or equivalently a tight upper bound on mutual information between a signal variable and channel outputs. The bound is in terms of the joint distribution of the signals and maximum a posteriori decodes (most probable signals given channel output). As part of our derivation, we describe the key properties of the distribution of signals, channel outputs and decodes, that minimizes equivocation and maximizes mutual information. This work addresses a problem in data analysis, where mutual information between signals and decodes is sometimes used to lower bound the mutual information between signals and channel outputs. Our result provides a corresponding upper bound.
I. INTRODUCTION
T HE relationship between conditional entropy (equivocation) or mutual information, and best possible quality of decoding is an important concept in information theory. The best possible quality of a decoding scheme, when quantified by the minimal probability of error , does not uniquely determine the value of equivocation or mutual information, but various upper and lower bounds have been proved, see Sec. I-A.
Here we discuss a scenario when not only , but the complete joint probability distribution p(x,x) of signals x and maximum a posteriori decodesx is available. We refer to p(x,x) as the confusion matrix. To our knowledge, such a scenario has not been extensively studied in the literature, despite having practical relevance for estimation of mutual information, as we point out in Sec. I-B. In this article, we derive an upper bound on mutual information (and a corresponding lower bound on equivocation) that is based on the confusion matrix and is tighter than the known similar bound by Kovalevsky and others [1] - [3] based on probability of error alone. The inequality in our bound can be proved quickly using the bound by Kovalevsky, as we show in Sec. III-A. However, we also include a self-contained derivation in Sec. IV, where we construct the distribution of channel outputs that minimizes equivocation H(X|Y ) under our constraints.
A. Equivocation, mutual information and the minimal probability of error
We consider a signal variable (message) X that is communicated through a channel with output Y and then decoded, This project has received funding from the European Unions Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie Grant Agreement No. 665385. obtaining a "decode"X -forming a Markov chain X ↔ Y ↔X. The equivocation H(X|Y ) quantifies the uncertainty in X if the value of Y is given. Conversely, the mutual information I(X; Y ) measures how much information about X is contained in Y . It is not surprising that both H(X|Y ) and I(X; Y ) can be related to the minimal probability of error while decoding, = Pr(X =X).
Accurate decoding, i.e., low , requires sufficiently low equivocation H(X|Y ). This is quantified by Fano's inequality [4] . The mutual information between the true signal and the channel output, I(X; Y ) = H(X) − H(X|Y ), needs to be sufficiently high.
Here we focus on the opposite bounds. If the minimal probability of error is specified, there is also a minimal possible equivocation. The following lower bound for discrete X with finite support was derived independently in the same year by Kovalevsky [1] and Tebbe and Dwyer [2] , and years later by Feder and Merhav [3] . It reads
where φ * ( ) is a piecewise linear function that coincides with − log (1 − ) at points = 0, 1/2, 2/3, . . . , (|X |−1)/|X | (we use log = log 2 throughout the paper, and X is the support of X), and it can be written using the floor and ceiling functions,
The function φ * ( ) is plotted in Fig. 1 . The bound (1) has been generalized to countably infinite support of X by Ho and Verdú [5] . Sason and Verdú [6] proved a generalisation of (1) for Arimoto-Rényi conditional entropy of arbitrary order.
The bound (1) is tight when only the overall probability of error is available. However, when more constraints on the the joint distribution of X and Y are given, tighter bounds can be obtained. Prasad [7] introduced two series of lower bounds on H(X|Y ) based on partial knowledge of the posterior distribution p(x|y). The first is in terms of the k largest posterior probabilities p(x|y) for each y, that we could label p 1 (y), p 2 (y), . . . , p k (y) in descending order (where 1 ≤ k ≤ |X |). The second series of bounds by Prasad is in terms of the averages of p 1 (y), p 2 (y), . . . , p k (y) across all y.
Hu and Xing [8] focused on binary signal X and derived a bound tighter than (1) by taking into account the prior distribution of signals p(x). Hu and Xing also discuss a suboptimal (other than maximum a posteriori) decoding, which is otherwise rare in the related literature.
B. Motivation: estimation of mutual information
Here we extend the bound (1) to account for the situation when the complete confusion matrix -the joint distribution p(x,x) is known. We are motivated by the following scenario: suppose that the goal is to estimate the mutual information I(X; Y ) from a finite set of (x, y) samples. Moreover, assume that the space of possible channel outputs Y is large (much larger than the space of signals, |Y| |X |), making a direct calculation of I(X; Y ) by means of their joint distribution p(x, y) infeasible due to insufficient sampling. In such a case, one approach (used e.g. in neuroscience [9] ) is to construct a decoder, map each y into a decodex and estimate the confusion matrix p(x,x). Then the post-decoding mutual information I(X;X) can be calculated and used as a lower bound on I(X; Y ) due to the data processing inequality [4] . However, the gap between I(X;X) and I(X; Y ) is not known (but see a discussion of this gap in [10] ), and an upper bound on I(X; Y ) based on p(x,x) is desirable. Our result is such a bound, for the specific case of maximum a posteriori decoder.
While mutual information I(X; Y ) has this practical importance, we formulate our result as an equivalent lower bound on equivocation H(X|Y ) = H(X) − I(X; Y ) first. This is simpler to state and prove.
II. STATEMENT OF THE BOUND
Given the joint distribution p(X,X) of signals X (discrete with finite support) and maximum a posteriori decodesX based on the channel output Y , the equivocation H(X|Y ) is bounded from below by
is the probability of error for the decodex and the function φ * is defined in (2), (3).
Equivalently, we can bound the mutual information I(X; Y ) from above:
These bounds are tight, and we construct the distributions p(y|x) and p(x|y) that achieve equality in Sec. IV.
A. Comments on the bound
We note that since the function φ * ( x ) is convex, we can apply Jensen's inequality to the right hand side of (4) and recover the bound (1) by Kovalevsky [1] ,
Both bounds coincide in case of binary signal |X | = 2, or any other case when the probability of error is less than 1/2, x < 1/2 for allx. On this range, φ * ( x ) = 2 x and the bound simplifies to
as has been noted in [3] and before.
B. Example calculation
As an illustration, we apply our bound (4) to an example confusion matrix and compare it to the bound (1) that is in terms of error probability only.
The confusion matrix considered is depicted in Fig. 2 (A) for the case |X | = 5. We vary the size |X | of the space of signals X = {1, 2, . . . , |X |}, and the confusion matrix always takes the form
This distribution has the property that while most of the decodes have zero probability of being incorrect ( x = 0 for x < |X |), the last one has a high probability of being incorrect, 4)) is in orange and the bound by Kovalevsky (Eq. (1)) in green. Our bound (4) is the tightest possible given the confusion matrix. insights, since it includes a derivation of the distribution of channel outputs p(y|x), p(x|y) that minimizes H(X|Y ).
Throughout the proofs, the spaces of possible values of X and Y are written as X and Y respectively. The decoding function is denoted g : Y → X and is based on the maximum a posteriori rule, g(y) ∈ argmax
=x} is the set of all y that decode intox.
A. A quick proof of inequality following Kovalevsky's bound
The left hand side of (4), the equivocation H(X|Y ) can be written as
where the term Yx H(X|Y = y) dp(y|x) is the entropy of X conditional on Y , but with the values of Y only limited to Yx.
Since it has the form of conditional entropy, we can use the Kovalevsky bound (1) and obtain our result (4). This establishes the inequality in our bound, but it does not tell us if equality can be achieved -and if it can, for what distribution of Y does it happen. We address this in the following section.
IV. PROOF BY MINIMIZATION OF EQUIVOCATION
For simplicity, we formulate the derivation for discrete Y . However, as we comment in Sec. V, the derivation applies to continuous Y with only minor modifications. Two small steps of the proof are left out for brevity, but the reader will be referred to the preprint [11] which includes these.
For clarity, let us state the minimization problem we are solving. We minimize
with respect to p(y|x) and p(x|y), with the constraints given by the confusion matrix and maximum a posteriori decoding:
∀x,x :
∀x, ∀y ∈ Yx :x ∈ argmax x p(x|y).
Note in (10) that the minimization can be done separately for eachx, since the corresponding Yx are disjoint. Hence we have |X | independent minimization problems with the objective function Yx p(y|x)H(X|Y = y).
(13)
Note also that we do not have any constraint on |Y|, the number of elements of Y. We actually exploit this flexibility in the proof. However, it turns out (see Propositions 1 and 2) that when the minimum is achieved, there can be only a limited number of y values with different distribution p(x|y).
Our approach is based on update rules for p(y|x) and p(x|y) that decrease the objective function (13) while respecting the constraints (11), (12). In fact, the updates also change |Y |. The minimum of H(X|Y ) is achieved when the update rules can no longer be used to decrease it -and such situations can be characterized and the corresponding H(X|Y ) can be calculated.
It is instructive to have in mind the following visualization of our minimization problem, which we use to illustrate the update rules in Fig. 3 . The distribution p(x, y|x) for somex, with y restricted to y ∈ Yx can be represented as a matrix, with a row for each x and a column for each y. Normalized columns correspond to p(x|y) and the sum of each column is p(y|x). The constraint (11) means that each row has a fixed sum, p(x|x), and the constraint (12) means that one row (e.g. the first) contains the dominant elements of all columns. The objective function (13) is a weighted sum of entropies of all columns. Our minimization will consist of adding and removing columns, and moving probability mass within rows.
In the following, a probability distribution is called flat if all non-zero elements are equal, i.e. there are n non-zero elements and all have probabilities 1/n. The number n is called its length.
Proposition 1 (equivocation is minimized by flat p(x|y)):
The minimum of the objective function (13), given constraints (11), (12) can only be achieved when the distributions p(x|y) are flat for all y.
Proof: Suppose that there is a channel output y with a non-flat distribution p(x|y ). Then, the following update rule, illustrated in Fig. 3 (A) , will decrease the objective function (13).
We label the elements of X as x 1 , x 2 , . . . , x |X | such that
where at least two of the inequalities are sharp (otherwise p(x|y ) would be flat). Note that x 1 must be the decode of y , i.e. g(y ) =x = x 1 . The proposed update is to replace y by y 1 , y 2 , . . . , y |X | with flat distributions p(x|y i ),
Intuitively, this replaces y by multiple elements y i with flat distributions p(x|y i ) covering the first 1, 2, . . . , |X | elements of the ordered x 1 , x 2 , . . . , x |X | . It can be confirmed that this replacement respects the constraints (11) . All y i still decode intox = x 1 , and the probability associated with y is merely divided among the elements y i ,
See Fig. 3 for an example. This replacement decreases the objective function (13). More detailed proof of this can be found in the preprint [11] , section IV.
The only case when our the proposed replacement cannot be used to decrease the objective function is when p(x|y) is flat for all y. Therefore flat p(x|y) must be a characteristic of any solution to our minimization problem.
Note that there are only 2 |X |−1 different possible flat distributions p(x|y) with nonzero p(X =x|y), which means that we need at most 2 |X |−1 elements in Yx to achieve the minimum equivocation. However, as the following proposition will show, there are further restrictions on p(x|y) at the minimum.
Reflecting that only flat p(x|y) are of further interest in the minimization, we say that the channel output y has length l if p(x|y) has length l.
Proposition 2 (a restriction on lengths of p(x|y)): Building on Proposition 1, we further claim that when equivocation is minimized, no two channel outputs y 1 , y 2 ∈ Yx that decode into the samex can have lengths differing by more than 1.
Proof: As before, we introduce an update rule. Recalling the visualization with a column for each y, this update rule will move a nonzero element from a longer column to a shorter column, as shown in Fig. 3 (B) .
Take two elements y 1 , y 2 ∈ Yx that have flat distributions p(x|y 1 ) and p(x|y 2 ) with lengths a and b respectively where a > b. Assume that a and b differ by more than one, a−b > 1. This means that we can choose an element x ∈ X such that p(x |y 1 ) = 1/a and p(x |y 2 ) = 0. Assume momentarily that p(y 1 |x)/a = p(y 2 |x)/b (we will relax this assumption later). Then we can replace y 1 , y 2 by y 1 and y 2 , such that • p(x|y 1 ) is flat with length a − 1. It is nonzero for the same x as p(x|y 1 ), except for x where it is zero. 2 ) with 3 and 1 nonzero elements respectively. We replace y 1 byȳ 1 andȳ 1 , and then transfer probability p(x 2 ,ȳ 1 |x) to p(x 2 , y 2 |x) (dotted red arrow). The distributions p(x|ȳ 1 ), p(x|ȳ 1 ) and p(x|y 2 ) remain flat, and the objective function H(X|Y ) is decreased.
• p(x|y 2 ) is flat with length b + 1. It is nonzero for the same x as p(x|y 2 ), and also for x .
Given that p(y 1 |x)/a = p(y 2 |x)/b, we can also choose the probabilities p(y 1 |x) and p(y 2 |x) such that y 1 , y 2 contribute the same amount to p(x|x) = y p(x|y)p(y|x) as y 1 and y 2 did, ensuring that constraints (11) are respected:
This update rule reduces the objective function (13), we show this in the extended version of the paper [11] (section IV).
This update rule is applicable to any y 1 , y 2 ∈ Yx with lengths a and b such that a − b > 1 respectively. We have, however, further required that p(y 1 |x)/a = p(y 2 |x)/b. This requirement can be avoided. If p(y 1 |x)/a > p(y 2 |x)/b, we first split y 1 intoȳ 1 andȳ 1 with p(ȳ 1 |x) = a p(y 2 |x)/b, (21) p(ȳ 1 |x) = p(y 1 |x) − a p(y 2 |x)/b, (22) p(x|ȳ 1 ) = p(x|ȳ 1 ) = p(x|y 1 ),
such that the above mentioned update rule can be applied toȳ 1 and y 2 whileȳ 1 is left unchanged, see Fig. 3 (B).
If p(y 1 |x)/a < p(y 2 |x)/b, we can proceed analogously by splitting y 2 . We can decrease the objective function by repeatedly applying this generalized update rule. Therefore, the minimum can only be achieved when the lengths of p(x|y) for y ∈ Yx vary by no more than 1.
Note that by repeated application of this update rule, in a finite number of steps we reach a state with only up to two lengths (perx) that differ by at most 1. As shown in the next section, such a state implies a specific value of H(X|Y ). Together with the update rule in the proof of Proposition 1, this gives us an algorithm to find the distributions p(y|x) and p(x|y) that achieves the minimum H(X|Y ). The algorithm can start from an arbitrary initialization of p(y|x) and p(x|y) that follows the constraints (11), (12) and finishes in a finite number of steps.
It remains to be determined what are the (at most two) allowed lengths of y ∈ Yx and how the elements y with these lengths contribute to the equivocation H(X|Y ).
Admissible lengths of p(x|y)
Let us call the two admissible lengths lx and lx + 1. Given x, the total probability of all y ∈ Yx with length lx is αx, and those of length lx + 1 have probability 1 − αx. Then from the constraint (11), we can write the probability thatx is the correct decode
from which we can deduce that 1 lx+1 ≤ 1 − x ≤ 1 lx , and that the two admissible lengths must be
unless 1 1− x is an integer -in that case the floor and ceiling coincide into a single admissible length. Now, from equations (24) and (25) we can determine that
is the total probability (givenx) of y ∈ Yx with length 1 1− x . Finally, the minimal value of equivocation is simply
which together with equations (25) and (26) constitutes our main bound, as stated in (4).
V. DISCUSSION
We have introduced a tight lower bound on equivocation in terms of the maximum a posteriori confusion matrix, and proved it in two ways. The first is a proof of the inequality, starting from a similar bound by Kovalevsky [1] , but it does not prove that the bound is tight. Therefore, we developed a second proof, in which we construct the distribution of channel outputs that minimizes the equivocation and achieves equality in our bound.
Central to the latter approach are two update rules for the distribution of the channel outputs. These update rules exploit the fact that equivocation can be, under our constraints, minimized by (1) making the posterior distributions p(x|y) flat and (2) making sure that these flat distributions contain similar numbers of nonzero elements.
We formulated the proof for discrete random variables X and Y , but it can be extended to continuous Y . A modified version of the first update rule would make the distribution p(x|y) flat for all y -but since there is only a finite number (namely 2 |X | ) of such possible distributions, the space Yx for eachx could be partitioned into 2 |X | regions with constant p(x|y). For example, there would be a region with a flat distribution of length |X |, i.e. p(x|y) = 1/|X |, and this region would have a total probability Yx |X | min x p(x|y)dp(y|x). These regions of Yx, where p(x|y) is constant, can then be treated as discrete elements, and the rest of our derivation applies.
Bounds on equivocation (or mutual information) in terms of the confusion matrix are, to our knowledge, not commondespite their relevance for estimation of mutual information. We hope that our result can be useful for these purposes, and that it sheds some light on the gap between mutual information before and after decoding. However, its applicability is restricted by the assumption of maximum a posteriori decoding, and relaxing this assumption remains an interesting challenge.
