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process, we show that the class of protometrizable spaces is also contained in the class of
continuously Urysohn space. We also give a characterization of the continuously Urysohn
property for well-ordered spaces, and prove that a paracompact locally continuously
Urysohn ordered space is continuously Urysohn.
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1. Introduction
In 1993, Stepanova [7] deﬁned a property and showed that it is equivalent to metrizability for paracompact p-spaces.
In 2002, Halbeisen and Hungerbühler [4] named the spaces which carry this property as continuously Urysohn spaces.
A topological space X is said to be continuously Urysohn (cU) if there is a continuous function ϕ : X2 \  → C(X) such that
ϕ(x, y)(x) = ϕ(x, y)(y), where C(X) is the space of all bounded real-valued functions endowed with the norm topology,
and  = {(x, x): x ∈ X} is the diagonal. Bennett and Lutzer [1] studied continuously Urysohn spaces in the class of ordered
spaces. In 2007, Zenor [8] deﬁned weakly continuously Urysohn spaces. A space X is said to be weakly continuously Urysohn
(wcU) if there is a continuous function θ : (X2 \ ) × X → R such that θ(x, y, x) = θ(x, y, y). Also in [8] Zenor gave the
following characterization: A Hausdorff space is weakly continuously Urysohn if and only if continuous functions deﬁned on
the compact subsets can be continuously extended to the continuous functions deﬁned on the space itself. Thus continuously
Urysohn and weakly continuously Urysohn spaces have been shown to be interesting and useful classes of spaces.
In this work, we examine weakly continuously Urysohn and continuously Urysohn spaces in more detail. In Section 2,
we prove that being a (weakly)continuously Urysohn space is not a multiplicative property. We show that the image of a
continuously Urysohn space under a perfect map is not always continuously Urysohn. On the other hand, we prove that the
open perfect image of a weakly continuously Urysohn space is also weakly continuously Urysohn.
The class of nonarchimedean spaces is contained in the class of continuously Urysohn spaces, [3]. In Section 3, by using
the scattering process, we generalize this by showing that the class of protometrizable spaces is a subclass of continuously
Urysohn spaces. We also prove that the topological sum of continuously Urysohn spaces is continuously Urysohn.
In Section 4, ordered spaces are studied. We give a proof which shows that a paracompact, locally continuously Urysohn
linearly ordered space is continuously Urysohn. Also a characterization of the continuously Urysohn property for well-
ordered spaces is presented.
E-mail address: asli.guldurdek@ieu.edu.tr.0166-8641/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.topol.2011.11.045
792 A. Güldürdek / Topology and its Applications 159 (2012) 791–799Before providing any proofs, the following useful fact is presented. If X is continuously Urysohn space and ϕ is the
witnessing function, then for every (x, y) ∈ X2 \ , we can assume that ϕ(x, y)(x) = 0, and ϕ(x, y)(y) = 1. Indeed, the
mapping ϕ˜ : X2 \  → C(X), where ϕ˜(x, y) is deﬁned by:
ϕ˜(x, y)(t) = (ϕ(x, y)(t) − ϕ(x, y)(x))/(ϕ(x, y)(y) − ϕ(x, y)(x))
also witnesses X being a continuously Urysohn space. Note that ϕ˜(x, y)(x) = 0, and ϕ˜(x, y)(y) = 1. There is a similar result
for weakly continuously Urysohn spaces.
2. Some properties of continuously Urysohn spaces
Firstly, we show that being a continuously Urysohn or weakly continuously Urysohn space is not a multiplicative prop-
erty.
Lemma 1. If X is a space with a zero-set diagonal, then the product space Y = X × M, where (M,d) is a metric space, also has a
zero-set diagonal.
Proof. Since X has a zero-set diagonal, there exists a continuous function F : X2 → [0,1] such that, F−1(0) = . Let us now
deﬁne the function G : Y 2 →R as follows:
G
(
(x,m), (y,n)
)= F (x, y) + d(m,n).
It is easy to check that G witnesses that Y has a zero-set diagonal. 
Theorem 2. Let X be a topological space, and ω + 1 = [0,ω] a convergent sequence. Then Y = X × [0,ω] is a wcU-space if and only
if X has a zero-set diagonal.
Proof. First, suppose that X is a space with a zero-set diagonal. By the previous lemma, the product space Y = X × (ω + 1)
has a zero-set diagonal. Since zero-set diagonal implies being a wcU-space [8], Y is a wcU-space.
Now suppose Y = X × (ω + 1) is a wcU-space. Then, there exists a continuous function θ : (Y 2 \ ) × Y →R such that
θ
(
(x,n), (y,m), (x,n)
) = θ((x,n), (y,m), (y,m)).
Without loss of generality, we can assume that θ((x,n), (y,m), (x,n)) = 0, and θ((x,n), (y,m), (y,m)) = 1, and 0 
θ((x,n), (y,m), (z, p)) 1 for all (x,n), (y,m), (z, p) ∈ Y . For n < ω, deﬁne the function fn : X2 →R as follows:
fn(x, y) = θ
(
(x,n), (y,ω), (y,n)
)
.
Note that for all n, fn is a continuous function. Deﬁne the function F : X2 → R by F (x, y) = ∑∞n=1 fn(x,y)2n . Since
each fn is a continuous function, F is a continuous function. And also, F−1(0) = . Indeed, if x = y, then for all n,
fn(x, y) = θ((x,n), (x,ω), (x,n)) = 0. So, F (x, y) = 0. If x = y and F (x, y) = 0, then fn(x, y) = 0 for all n. That means,
θ((x,n), (y,ω), (y,n)) = 0. The sequence ((x,n), (y,ω), (y,n)) converges to the point ((x,ω), (y,ω), (y,ω)). Since θ is
a continuous function, θ((x,n), (y,ω), (y,n)) converges to the point θ((x,ω), (y,ω), (y,ω)). However, θ((x,n), (y,ω),
(y,n)) = 0 for all n, and θ((x,ω), (y,ω), (y,ω)) = 1, so this is a contradiction. That is, F−1(0) = , and the space X has a
zero-set diagonal. 
Corollary 3. If X has a non-Gδ point, then X × (ω + 1) is not a wcU-space.
Example 4. There is a cU-space X such that X × (ω + 1) is not wcU.
Proof. Let X be L(ω1) where L(ω1) is the one-point Lindelöﬁcation of ω1. That is, every α < ω1 is isolated, and the
neighborhoods of ω1 are the sets with countable complements. Since L(ω1) is a nonarchimedean space [3, Theorem 8], it is
also a cU-space. On the other hand, because of the non-Gδ point ω1 in L(ω1), L(ω1) × (ω + 1) is not a wcU-space. 
Next, we examine the perfect images of continuously Urysohn spaces.
Example 5. Suppose X ′ is the topological sum of L(ω1) and ω + 1. Form the quotient space X of X ′ obtained by identifying ω1 in
L(ω1) with ω in ω + 1. Then X is not even a wcU-space.
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θ(x, y, y).
We can assume that θ(x, y, x) = 0 and θ(x, y, y) = 1. For every n < ω, θ(p,n, p) = 0, where p = ω = ω1. So, for every
n < ω, there exists a neighborhood Gn of p such that θ(q,n, p) < 1/2 for all q ∈ Gn . Note that ⋂Gn = {p}. There exists a
point q0 ∈⋂Gn and q0 = p. Then θ(q0,n, p) < 1/2 for all n < ω. However limn→∞ θ(q0,n, p) = θ(q0, p, p) = 1, a contradic-
tion. 
Corollary 6. The cU-space and wcU-space properties are not always preserved under perfect maps.
Proof. Let X and X ′ be as in Example 5. The quotient map q : X ′ → X is perfect, and X ′ is a cU-space. However, X is not
even wcU. 
We will show, however, that open perfect maps preserve weakly continuously Urysohn spaces. We will use a theorem of
Michael’s from [5]. We will start with some deﬁnitions that he mentions before that theorem.
Deﬁnition 7. ([5]) Let f : X → Y be onto, and A(X) = {E ⊂ X: E = ∅}. We deﬁne
(1) f −1∗ : Y → A(X) by f −1∗(y) = f −1(y),
(2) f −1∗∗ : A(Y ) → A(X) by f −1∗∗(E) = f −1(E).
Theorem 8. ([5]) Let X , Y be topological spaces, and f : X → Y be onto. Then with the Vietoris topology on A(X), and A(Y ) we have:
(1) f −1∗ is continuous if and only if f is open and closed,
(2) f −1∗∗ is continuous if and only if f −1∗ is continuous.
Now, we can prove our theorem related to weakly continuously Urysohn spaces.
Theorem 9. The open perfect image of a weakly continuously Urysohn space is also weakly continuously Urysohn.
Proof. Suppose f : X → Y is an open perfect map from a wcU-space X onto a space Y .
If X admits a continuous separating function ϕ : (X2 \ ) × X → R, by using Zenor’s Lemma 2 from [8], there is a
continuous function ϕ˜ : M(X) × X → [0,1] such that
(1) if x ∈ H , then ϕ˜(H, K , x) = 0, and if x ∈ K , then ϕ˜(H, K , x) = 1,
(2) if (H, K ), (H ′, K ′) ∈ M(X) with H ⊂ H ′ and K ′ ⊂ K , then ϕ˜(H ′, K ′, x) ϕ˜(H, K , x).
Here M(X) = {(H, K ) ∈ K(X) × K(X): H ∩ K = ∅}, and K(X) denotes the space of compact subsets of X endowed with
the Vietoris topology.
Suppose X is a wcU-space with the function ϕ , and let us deﬁne the function θ : (Y 2 \ ) × Y →R by:
θ(x, y, z) =max{ϕ˜( f −1(x), f −1(y), c): c ∈ f −1(z)}.
Since f is a perfect map, f −1(z) is a compact subset of X for every z ∈ Y . Also note that for every z from Y there exists
a c1 in f −1(z) such that
θ(x, y, z) =max{ϕ˜( f −1(x), f −1(y), c): c ∈ f −1(z)}= ϕ˜( f −1(x), f −1(y), c1).
Claim 1. θ(x, y, x) = θ(x, y, y).
Proof. It is clear that θ(x, y, x) = 0, and θ(x, y, y) = 1 for every (x, y) from Y 2 \ .
Claim 2. θ : (Y 2 \ ) × Y →R is a continuous function.
Proof. Suppose  > 0, and (x, y, z) are given. Since ϕ˜ is a continuous function, for every c ∈ f −1(z) there are open neigh-
borhoods Hc , Kc , and Gc of f −1(x), f −1(y), and c respectively, such that∣∣ϕ˜( f −1(x), f −1(y), c)− ϕ˜(A, B, c′)∣∣<  for every A ∈ Hc, B ∈ Kc, and c′ ∈ Gc.
By using the compactness of f −1(z) we can select a ﬁnite subset {c1, c2, . . . , cn} of f −1(z) so that {Gci : i = 1,2, . . . ,n}
covers f −1(z).
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f −1(x) and K = 〈V1, V2, . . . , Vk〉 of f −1(y) such that H ⊂⋂ni=1 Hci and K ⊂⋂ni=1 Kci . Then there exist neighborhoods U
of x, V of y, and W of z such that f −1(U ) ⊂⋃mi=1 Ui , f −1(V ) ⊂⋃ki=1 Vi , and f −1(W ) ⊂⋃ni=1 Gci .
Under this setting of neighborhoods, let us look at |θ(x, y, z) − θ(u, v,w)| for every u ∈ U , v ∈ V , and w ∈ W .
Recall that θ(x, y, z) =max{ϕ˜( f −1(x), f −1(y), c): c ∈ f −1(z)} = ϕ˜( f −1(x), f −1(y), c1).
Case 1. Suppose θ(u, v,w) = max{ϕ˜( f −1(u), f −1(v), t): t ∈ f −1(w)} = ϕ˜( f −1(u), f −1(v), t1) where t1 ∈ Gc1 . Then∣∣θ(x, y, z) − θ(u, v,w)∣∣= ∣∣ϕ˜( f −1(x), f −1(y), c1)− ϕ˜( f −1(u), f −1(v), t1)∣∣.
Since f −1(u) ∈ 〈U1,U2, . . . ,Um〉 = ⋂ni=1 Hci , and f −1(v) ∈ 〈V1, V2, . . . , Vk〉 = ⋂ni=1 Kci we have f −1(u) ∈ Hc1 , and
f −1(v) ∈ Kc1 . By using the fact that ϕ˜ is a continuous function and t1 ∈ Gc1 we conclude that:∣∣θ(x, y, z) − θ(u, v,w)∣∣< .
Case 2. Suppose θ(u, v,w) =max{ϕ˜( f −1(u), f −1(v), t): t ∈ f −1(w)} = ϕ˜( f −1(u), f −1(v), s1) where s1 /∈ Gc1 .
Then there exists an i  n, such that s1 ∈ Gci . By using the deﬁnition of θ , we know that ϕ˜( f −1(x), f −1(y), c1) 
ϕ˜( f −1(x), f −1(y), ci). Since ϕ˜ is a continuous function,
ϕ˜
(
f −1(x), f −1(y), ci
)−  < ϕ˜( f −1(u), f −1(v), s1)< ϕ˜( f −1(x), f −1(y), ci)+ .
That is
ϕ˜
(
f −1(u), f −1(v), s1
)
< ϕ˜
(
f −1(x), f −1(y), c1
)+ . (∗)
Since f −1∗ is continuous, there is a point t ∈ Gc1 ∩ f −1(w). So, if t ∈ Gc1 ∩ f −1(w), then ϕ˜( f −1(u), f −1(v), t) 
ϕ˜( f −1(u), f −1(v), s1).
By using the continuity of ϕ˜ one more time we have
ϕ˜
(
f −1(x), f −1(y), c1
)−  < ϕ˜( f −1(u), f −1(v), t)< ϕ˜( f −1(x), f −1(y), c1)+ .
That is
ϕ˜
(
f −1(x), f −1(y), c1
)−  < ϕ˜( f −1(u), f −1(v), s1). (∗∗)
With the combination of (∗), and (∗∗) we ﬁnally have:∣∣θ(x, y, z) − θ(u, v,w)∣∣< . 
3. Protometrizable spaces
If K is a class of spaces, then deﬁne S(K) to be the class of spaces which are obtained by the following scattering
process: take any space in K, isolate all the points of some subset, replace each such point by a space in K, and re-
peat transﬁnitely, taking some subspace of the inverse limit at limit ordinals. In [6], Nyikos has shown that the class of
protometrizable spaces is precisely the class S(M) where M denotes the class of metrizable spaces.
We will prove that the class of protometrizable spaces is a subclass of continuously Urysohn spaces. First we take care
of successor steps.
Suppose X is a cU-space, P is a subset of X , and the space X ′ is deﬁned as follows: Isolate the points of P , and replace
each p in P by a cU-space Xp . The underlying set X ′ can be seen as: X ′ =⋃{{p} × Xp: p ∈ P } ∪ (X \ P ).
Deﬁne the function Π : X ′ → X by:
Π(x) =
{
x, if x ∈ X \ P ,
p, if x ∈ {p} × Xp, for some p ∈ P .
Note that if x ∈ {p} × Xp for some p ∈ P , then x = (p,a) for some a ∈ Xp . In X ′ we declare an open neighborhood of
a point x = (p,a) ∈ X ′ to be {p} × U where U is an open neighborhood of a in Xp , and an open neighborhood of a point
x ∈ X \ P is U ′ = Π−1(U ) where U is an open neighborhood of x in X .
Theorem 10. Every space X ′ obtained from a cU-space (respectively, from awcU-space) X by ﬁrst isolating the points of some subset P ,
and then replacing these points with cU-spaces (respectively, with wcU-spaces) is also a cU-space (respectively a wcU-space).
Proof. Since X is a cU-space, there exists a continuous function θ : X2 \  → C(X) such that θ(x, y)(x) = θ(x, y)(y). Also
for every Xp there is a function θp witnessing cU on Xp . We deﬁne the function ϕ : (X ′)2 \  → C(X ′) as follows:
ϕ(x, y)(z) =
⎧⎨
⎩
θ(Π(x),Π(y))(Π(z)), if Π(x) = Π(y),
θp(a,b)(c), if p = Π(x) = Π(y) = Π(z) where x = (p,a), y = (p,b), and z = (p, c),
0, if p = Π(x) = Π(y) = Π(z).
It is clear that ϕ(x, y)(x) = ϕ(x, y)(y).
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Proof. Case 1. Π(x) = Π(y).
This case follows easily from the facts that {(x, y) ∈ X ′: Π(x) = Π(y)} is open and that θ and Π are continuous.
Case 2: Π(x) = Π(y) = p.
x = (p,a), and y = (p,b) for some p ∈ P , where a,b ∈ Xp .
Since a = b, and Xp is a cU-space, there exists a U × V neighborhood of (a,b) such that for all (u, v) ∈ U × V and c ∈ Xp ,
|θp(a,b)(c) − θp(u, v)(c)| <  .
If we set U ′ = {p} × U , as a neighborhood of x, and V ′ = {p} × V as a neighborhood of y, for all (u′, v ′) ∈ U ′ × V ′ , and
z ∈ X ′ where z = (p, c), u′ = (p,u), and v ′ = (p, v)
∣∣ϕ(x, y)(z) − ϕ(u′, v ′)(z)∣∣=
{ |θp(a,b)(c) − θp(u, v)(c)| Π(z) = p,
|0− 0| Π(z) = p.
Claim 2. For every (x, y) ∈ (X ′)2 \ , ϕ(x, y) is a continuous function.
Proof. Case 1. Π(x) = Π(y).
Follows since θ(Π(x),Π(y)) is continuous.
Case 2. Π(x) = Π(y) = p.
This case follows because ϕ(x, y) agrees with θp on the clopen set {p} × Xp , and is constantly 0 otherwise.
Note that the same proof works for a wcU-space X , if one replaces the points of P ⊂ X by wcU-spaces with the function
ϕ deﬁned from wcU function θ for X in the analogous way. 
Theorem 11. If cU is the class of all continuously Urysohn spaces, then S(cU) is a subclass of cU . That is, the class of continuously
Urysohn spaces is closed under the scattering process.
Proof. Since the proof for wcU is analogous, we only give the proof for cU spaces. We need to show that any space deﬁned
in the following way is cU. Let γ be an ordinal and X0 be a cU-space. We start the scattering process by isolating a subset
of X0 and replacing these points with cU-spaces. Let us name the resulting space X1, and deﬁne the map σ1,0 : X1 → X0
naturally. On the second step, we isolate a subset of X1 and replace these points with cU-spaces. We name this space as X2,
and deﬁne the map σ2,1 : X2 → X1 naturally. Similarly we can deﬁne Xn and σn,n−1 for all n < ω. Also for any m < n we
deﬁne the map σn,m : Xn → Xm as σn,m = σk,m ◦ σn,k where m < k < n. By using the previous theorem we know that for
every n < ω, Xn is a cU-space.
At the ﬁrst limit ordinal step, we deﬁne the space Xω = lim←− Xn such that,
x = 〈x0, x1, . . .〉 ∈ lim←− Xn if and only if x0 = σ1,0(x1), x1 = σ2,1(x2), . . . .
We also deﬁne the map σω,n as the nth projection map from Xω into Xn . At the next step we deﬁne the space Xω+1 by
repeating the scattering process. For all n < ω, the maps σω+1,ω and σω+1,n are deﬁned similarly.
Finally, by replacing points with cU-spaces at successor ordinal steps, and by taking the limit space at the limit ordinal
steps, we form a space Xγ = lim←− Xβ .
Note that for every β < γ , Xβ is a cU-space with the witnessing continuous function ϕβ . Without loss of generality, we
may suppose ϕβ(x, y)(x) = 0, and ϕβ(x, y)(y) = 1.
By using πβ :∏ Xα → Xβ , the βth projection map, we deﬁne the continuous map π∗β = πβ |Xγ : Xγ → Xβ .
Then {(π∗β )−1(Uβ): Uβ is open subset of Xβ} forms a base for the limit space Xγ .
Let us deﬁne the function ϕ : X2γ \  → C(Xγ ) by ϕ(x, y)(z) = ϕα(xα, yα)(zα), where α is the least ordinal such that
xα = yα . It is clear that ϕ(x, y)(x) = 0, ϕ(x, y)(y) = 1, and ϕ(x, y) is continuous for every (x, y) in X2γ \ . We only need
to show the continuity of ϕ . Suppose  > 0 and (x, y) ∈ X2γ \  are given.
By examining the ordinal α where x differs from y for the ﬁrst time, we have 3 cases.
Case 1. α = 0.
Since X0 is a cU-space there exists a U0 × V0 neighborhood of (x0, y0) such that∣∣ϕ0(x0, y0)(z0) − ϕ0(u0, v0)(z0)∣∣<  for every (u0, v0) in U0 × V0, and z0 in X0.
We set U × V = (π∗0 )−1(U0) × (π∗0 )−1(V0). Then for every (u, v) in U × V ,∣∣ϕ(x, y)(z) − ϕ(u, v)(z)∣∣= ∣∣ϕ0(x0, y0)(z0) − ϕ0(u0, v0)(z0)∣∣< .
Case 2. α > 0 is a successor ordinal.
Note that xα = (xα−1,a) ∈ Xα , and yα = (yα−1,b) ∈ Xα where a, b are in the cU-space which has been replaced with
xα−1 = yα−1 ∈ Xα−1. Since Xα is a cU-space, there exists Uα × Vα neighborhood of (xα, yα) such that |ϕα(xα, yα)(zα) −
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that σα,α−1(Uα) = σα,α−1(Vα) = xα−1 = yα−1.
We set U × V = (π∗α)−1(Uα) × (π∗α)−1(Vα). Then for every (u, v) in U × V ,∣∣ϕ(x, y)(z) − ϕ(u, v)(z)∣∣= ∣∣ϕα(xα, yα)(zα) − ϕα(uα, vα)(zα)∣∣< .
Case 3. α > 0 is a limit ordinal.
Since α is a limit ordinal, for every xα ∈ Xα , xα = 〈xβ 〉β<α . Also, xα = yα means that there is a successor ordinal β < α
such that xβ = yβ .
So, ϕ(x, y)(z) = ϕα(xα, yα)(zα) = ϕβ(xβ, yβ)(zβ). We are back in Case 2. 
Corollary 12. Any protometrizable space is continuously Urysohn.
Theorem 13. The topological sum of continuously Urysohn spaces is also continuously Urysohn.
Proof. Suppose X =⊕s∈S Xs , and for every s ∈ S , Xs is a cU-space with the witnessing function ϕs .
We deﬁne the function ϕ : X2 \  → C(X) as follows:
ϕ(x, y)(z) =
⎧⎨
⎩
0 if (∃s ∈ S) (x, y ∈ Xs), and (z /∈ Xs),
ϕs(x, y)(z) if (∃s ∈ S) (x, y, z ∈ Xs),
χXs′ (z) if x ∈ Xs, and y ∈ Xs′ .
It is elementary to check that this works. 
4. Continuously Urysohn ordered spaces
In [1], Bennett and Lutzer prove that a stationary subset S of a regular uncountable cardinal κ is not continuously
Urysohn, and for any monotonically normal space being continuously Urysohn implies being hereditarily paracompact. Also
Gruenhage and Zenor in [3] show that any stationary subset of a regular uncountable cardinal cannot even be weakly
continuously Urysohn. We do not know if cU and wcU are equivalent for ordered spaces. The following result shows that
they are equivalent for well-ordered spaces.
Theorem 14. The following are equivalent for a well-ordered space X :
1. X is continuously Urysohn;
2. X is weakly continuously Urysohn;
3. X does not contain a subset homeomorphic to a stationary subset of a regular uncountable cardinal;
4. X is hereditarily paracompact.
Proof. With the result of Gruenhage and Zenor’s mentioned above, we know that well-ordered wcU-spaces cannot contain
a stationary subset of a regular uncountable cardinal. So (2) ⇒ (3), and (1) ⇒ (2) are trivial. That (3) ⇔ (4) for ordered
spaces is well known. So it remains to prove (3) ⇒ (1), i.e., that the cU property holds when a well-ordered set does not
contain the subsets mentioned.
Since a subset of ω1 contains a stationary subset if and only if it is nonmetrizable [2], claim is true for subspaces of ω1.
Let α be any ordinal. Suppose the claim is true for the subsets of β for every β < α. That is if B ⊂ β does not contain a
stationary subset of a regular uncountable cardinal, then B is a cU-space.
Claim. If A ⊂ α does not contain a stationary subset of a regular uncountable cardinal, then A is a cU-space.
Proof. Case 1. α is a limit ordinal.
Subcase 1. cf α = κ > ω.
Note that κ is a regular cardinal. Also there exists a subset K of α which is closed, order isomorphic to κ , and coﬁnal
in α.
On the other hand, since A does not contain a stationary subset of any uncountable regular cardinal there exists a club
subset C of K such that C ∩ A = ∅. Without loss of generality we can assume K = C and K ∩ A = ∅. Since Kc is the union
of disjoint convex subsets, Kc is the topological sum of cU-spaces. Thus Kc is cU. Hence A ⊂ Kc is cU.
Subcase 2. cf α = ω.
There exists a K = {kn}n<ω countable coﬁnal subset of α.
Without loss of generality we can assume that kn is a successor ordinal for every n and we can write α =⋃n[kn,kn+1).
Note that In = [kn,kn+1) ∩ A is clopen in A and a cU-space with the witnessing function ϕn . Since A is the topological sum
of cU-spaces, it is cU.
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Without loss of generality, we can assume γ ∈ A. Otherwise, A ⊂ γ < α and A is a cU-space by assumption.
If γ is a successor, say γ = β + 1, then A = (A ∩ γ ) ∪ {γ } is the topological sum of two cU-spaces, hence is cU. So it
remains to take care of the case when γ is a limit ordinal.
If cf γ = τ > ω, there exists a closed coﬁnal subset T of γ which is a copy of τ . Since A does not contain a stationary
subset of an uncountable regular cardinal there exists a club subset C of T such that C ∩ A = ∅.
If cf γ = τ = ω, then there is a countable coﬁnal subset of γ . In either case we can assume that A ∩ γ =⋃ξ Iξ , where
{Iξ }ξ is a pairwise disjoint collection of convex subsets of γ , and x < y whenever x ∈ Iξ , y ∈ Iξ ′ , and ξ < ξ ′ . Note that Iξ is
a cU-space, say with the witnessing function ϕξ .
Let us deﬁne the function ϕ as follows:
If x, y, z ∈ Iξ , then ϕ(x, y)(z) = ϕξ (x, y)(z).
If x, y ∈ Iξ , and z /∈ Iξ , then ϕ(x, y)(z) = 0.
For the case when x, and y are not in the same convex subset:
If x < y, then there exists an Iμ such that x ∈ Iμ . We deﬁne ϕ(x, y)(z) = 1− χIμ(z).
If y < x, then there exists an Iν such that y ∈ Iν . We deﬁne ϕ(x, y)(z) = χIγ (z).
It is easy to check that ϕ(x, y)(x) = ϕ(x, y)(y) and that ϕ(x, y) is continuous for each x and y. It remains to show ϕ is
continuous.
Suppose  > 0, and (x, y) are given.
Case 1. x, y ∈ Iξ .
We deﬁne ϕξ (x, y) for (x, y). By using the continuity of ϕξ we know that there is a neighborhood Uξ × V ξ of (x, y) in
Iξ such that∣∣ϕξ (x, y)(z) − ϕξ (u, v)(z)∣∣<  for every (u, v) from Uξ × V ξ and z from Iξ .
Let U = Uξ and V = V ξ . If z ∈ Iξ , then |ϕ(x, y)(z) − ϕ(u, v)(z)| = |ϕξ (x, y)(z) − ϕξ (u, v)(z)| <  , and if z /∈ Iξ , then
ϕ(x, y)(z) = 0 and ϕ(u, v)(z) = 0.
Case 2. Other cases
(1) x < y, x ∈ Iμ .
We take U = Iμ , and V = (cμ,γ ] ∩ A′ . Then ϕ(x, y)(z) = 1− χμ(z), and ϕ(u, v)(z) = 1− χμ(z).
(2) y < x.
Similar. 
It is known that in many cases, paracompactness and having a property locally imply this property for the space itself.
We do not know if this is true for cU in general, but we prove that a locally continuously Urysohn paracompact LOTS is
continuously Urysohn. Before proving this theorem, we will prove a useful lemma.
Lemma 15. Assume X is a LOTS, a,b ∈ X, and a < b. If (←,b) and (a,→) are continuously Urysohn, then X is continuously Urysohn.
Proof. Suppose that the functions which witness cU on (←,b), and (a,→) are ϕ1, and ϕ2 respectively. By using Proposi-
tion 2.1. from [1], we can assume that if x < y then ϕ1(x, y) sends (←, x] to 0, and [y,→) to 1. Similarly, ϕ2(x, y) sends
(←, x] to 0, and [y,→) to 1.
In addition, normality gives a function θ : X → [0,1] such that:
θ(x) = 0 for x a, and θ(x) = 1 for x b.
Deﬁne a function ϕ : X2 \  → C(X) as follows:
If x < y, deﬁne
ϕ(x, y)(z) =
⎧⎨
⎩
θ(z), if z x,
θ(x)ϕ2(x, y)(z) + (1− θ(y))ϕ1(x, y)(z) + θ(z) if x < z < y,
θ(x) + (1− θ(y)) + θ(z) if y  z.
If y < x, deﬁne
ϕ(x, y)(z) =
⎧⎨
⎩
(1− θ(x)) + θ(y) − θ(z) if z y,
(1− θ(x))ϕ1(x, y)(z) + θ(y)ϕ2(x, y)(z) − θ(z) if y < z < x,
−θ(z) if x z.
798 A. Güldürdek / Topology and its Applications 159 (2012) 791–799Note that in this deﬁnition, whenever ϕ1(x, y) or ϕ2(x, y) is undeﬁned, the factor that it is multiplied by in the displayed
formula is equal to 0; in all such cases, we take the value of the term to be 0.
Claim 1. ϕ(x, y)(x) = ϕ(x, y)(y) for every (x, y) ∈ X2 \ .
Proof. Suppose x < y. Then ϕ(x, y)(x) = θ(x), and ϕ(x, y)(y) = θ(x) + 1. Similarly, if we assume y < x, then ϕ(x, y)(x) =
−θ(x), and ϕ(x, y)(y) = 1− θ(x).
Claim 2. ϕ(x, y) is a continuous function for every (x, y) ∈ X2 \ .
Proof. This claim is elementary to check and is left to the reader.
Claim 3. ϕ : X2 \  → C(X) is a continuous function.
Proof. Let (x, y) ∈ X2 \  and  > 0. Assume x < y; the proof for x > y is similar. Choose disjoint open convex neighbor-
hoods U and V of x and y, respectively, such that whenever (u, v) ∈ U × V , then:
(a) If ϕe(x, y) is deﬁned (i.e., y < b if e = 1 and x > a if e = 2), then so is ϕe(u, v), and in this case, |ϕe(x, y)(z) −
ϕe(u, v)(z)
∣∣< 4 for all z;
(b) |θ(x) − θ(y)| < 4 .
We need to prove
∀z ∈ X (∣∣ϕ(x, y)(z) − ϕ(u, v)(z)∣∣< ). (∗)
This involves checking several cases. First, if z is in the same position with respect to x and y as it is to u and v , then
the deﬁning formulae for ϕ(x, y) and ϕ(u, v) involve the same functions and (∗) is easily checked. In particular, this takes
care of all cases where z /∈ U ∪ V .
We will give the details only for the case u < z  x, since the remaining cases can be dealt with in a similar fashion. If
u < z x, then
∣∣ϕ(x, y)(z) − ϕ(u, v)(z)∣∣= ∣∣θ(z) − θ(u)ϕ2(u, v)(z) + (1− θ(v))ϕ1(u, v)(z) + θ(z)∣∣
= ∣∣θ(u)ϕ2(u, v)(z) + (1− θ(v))ϕ1(u, v)(z)∣∣.
If ϕ2(x, y) is deﬁned, so is ϕ2(u, v), and then |ϕ2(u, v)(z) − ϕ2(x, y)(z)| < 4 .
If ϕ2(x, y) is not deﬁned, then x a and θ(x) = 0, hence |θ(u)| < 4 .
In either case, |θ(u)ϕ2(u, v)(z)| < 4 . Similarly, |(1− θ(v))ϕ1(u, v)(z)| < 4 , and it follows that (∗) holds. 
Now we are going to prove that a paracompact, locally continuously Urysohn LOTS is continuously Urysohn. Here a space
X is locally continuously Urysohn provided that every x ∈ X has an open neighborhood which is a continuously Urysohn space.
Theorem 16. If X is a paracompact, locally continuously Urysohn LOTS, then X is continuously Urysohn.
Proof. Suppose X is a paracompact, locally cU LOTS. Since X is locally cU, then for every x ∈ X there exists a neighborhood
Ux which is a cU-space. The collection U = {Ux: x ∈ X} is an open cover for the space.
Let V = {Iα: α ∈ A} be a locally ﬁnite open reﬁnement of U such that for every α ∈ A:
1. Iα = (aα,bα),
2. I¯α is cU,
3. |{β ∈ A: Iα ∩ Iβ = ∅}| 2.
Let us deﬁne an equivalence relation ≈ on V as follows:
Iα ≈ Iβ if and only if there exists a ﬁnite linked chain link between Iα , and Iβ . If we examine the equivalence classes [Iα],
it is clear that |[Iα]|ω. Suppose I˜α =⋃Iβ∈[Iα ] Iβ . Then for every α,β ∈ A:
1. I˜α is clopen,
2. I˜α is convex, and
3. I˜α ∩ I˜β = ∅ for α = β .
Claim. I˜α is cU for every α ∈ A.
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Proof. Case 1. [Iα] is ﬁnite.
By using the previous lemma, we are done.
Case 2. [Iα] is countably inﬁnite.
Pick x, y ∈ I˜α such that x < y. We will show that [x,→), and (←, y] are cU.
These proofs work identically, so we will only prove that [x,→) is cU. Note that I˜α can be densely embedded into a
compact LOTS Xˆ . Let X∗ = Xˆ \ {last point}.
Subcase 1. X∗ \ I˜α is coﬁnal in X∗ . Then there is an increasing sequence {xn}n∈ω in X∗ \ I˜α which is coﬁnal in X∗ \ I˜α .
We can assume x < x0. Then{[x, x0) ∩ X}∪ {(xn, xn+1) ∩ X}n∈ω
is a clopen partition of [x,→), each member of which is covered by ﬁnitely many members of [Iα] and hence is cU. So
[x,→) is cU.
Subcase 2. X∗ \ I˜α is not coﬁnal in X∗ . Then there is p ∈ X such that [b,→) ∩ X is locally compact cU, hence locally
metrizable, and so by paracompactness, metrizable. Pick any q > p in I˜α . Then [x,q) and (p,→) are cU, so [x,→) is cU. 
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