Consider an elliptic second order differential operator L with no zeroth order term (for example the Laplacian L = − ). If Lu ≤ 0 in a domain U , then of course u satisfies the maximum principle on every subdomain V ⊂ U .
Introduction
We will extend the following "maximum principle characterization" of subharmonic functions, given by Crandall and Zhang in their paper Another way to say harmonic [5] , to a wide class of second order elliptic operators with no zeroth order terms.
Write K(r) = 1/r n−2 for the radially symmetric fundamental solution of Laplace's equation, when n = 2, with K(r) = log(1/r) when n = 2. Also write K(x) = K(|x|) when x ∈ R n . Note that v is a positive linear combination of n fundamental solutions with distinct singularities outside V . The number "n" of terms here is minimal, as Crandall and Zhang observed.
The converse to Theorem 1.1 is trivial: if u is subharmonic on V then so is u + v, because v is harmonic on V , and thus u + v does indeed satisfy the maximum principle on V .
Our main goal is to find a similar characterization of subsolutions in the elliptic case. This we do in Theorem 2.6 of Section 2. Our Theorem 2.6 is worse than Crandall and Zhang's Theorem 1.1 because our linear combinations v employ arbitrarily many fundamental solutions, rather than just n of them. Perhaps this is unavoidable, because there is no explicit formula for the fundamental solution in the general elliptic case and hence there is much less information to work with. Instead we proceed by a potential theoretic line of proof that is less explicit and more flexible.
Theorem 2.6 is in other ways better than Theorem 1.1, because it uses Green functions (of which fundamental solutions on all of space are just a special case, when n ≥ 3).
Our second goal, in Section 3, is to strengthen Theorem 1.1 for subharmonic functions -we consider u−v as well as u+v, and we localize the singularities.
In Section 4 we strengthen Crandall and Wang's analogous characterization [4] of subsolutions of the heat equation, using linear combinations of just n Gaussian fundamental solutions in R n+1 (whereas [4] needed n+1 Gaussians). A natural question is whether subsolutions of more general parabolic equations can be characterized similarly, in terms of the maximum principle and Green functions. Technical difficulties have so far prevented us from dealing with this parabolic case, and so the question remains open.
Incidentally, this line of research began when subsolutions of the ∞-Laplace equation were characterized by Crandall, Evans and Gariepy [3] in terms of the maximum principle and cone functions:
if u + v satisfies the maximum principle on V whenever V is a bounded open set with V ⊂ U and v(x) = −a|x − ξ | for some a > 0 and ξ ∈ R n \ V , then u is ∞-subharmonic, meaning −Du · (D 2 u)Du ≤ 0.
Here Du is the gradient vector of u and D 2 u is the Hessian. For a strikingly simple proof of this fact, see [5, Section 2] . It remains an open problem to similarly characterize subsolutions of the p-Laplace equation, for p = 2, ∞. Partial results are in [5, Section 3] . For the ∞-heat equation, see [4, Section 3] . The p-heat equation seems not to have been investigated in this regard, for p = 2, ∞.
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Subsolutions of elliptic equations
Our characterization of subsolutions comes in Theorem 2.6 below. But first we establish some notation and lemmas.
Note. We will not consider dimension n = 1 because the potential theory there is different (for example the Green function is finite on the diagonal) and thus would require special treatment.
Definitions
Let be an open subset of R n , n ≥ 2. We consider in the elliptic operator L with real coefficients and no zeroth order term:
where a ij ∈ C 2+δ ( ), b i ∈ C 1+δ ( ), and a ij = a ji . The ellipticity condition is
for all x ∈ and ξ ∈ R n . These assumptions on the coefficients are sufficient for the potential theoretic arguments we use later on.
We shall give a maximum principle characterization of the subsolutions associated with the operator L. The known results that we shall use appeared in [2] and [6] . We follow the potential theoretic terminology of those references. 
The point of L-hypoharmonicity is that on every L-regular subdomain D, the function u is majorized by the L-harmonic function equalling u on ∂D (if there is one).
Remark. Littman [8] studied weakly L-subharmonic functions, which are locally integrable functions u on U satisfying
, where L * is the formal adjoint of L. Note that every weakly L-subharmonic function is equal a.e. to an L-subharmonic function, and conversely, as demonstrated in [12] (with the additional, but superfluous, hypothesis that L is self-adjoint).
We shall use the local criterion for L-hypoharmonicity given in [2, p. 72 
is upper semicontinuous and the inequality in (ii) holds for each D in some base for the Euclidean topology on U that consists entirely of L-regular open sets.
We employ a particular type of base for the topology of U . Fix a bounded convex domain B that contains the origin, fix > 0, and put
Then B(U ) is a base which consists entirely of L-regular sets, because every convex domain is -regular and regularity does not vary with the coefficients of the operator, under our conditions on the a ij and b i (see [6] or [11] ). Let V be an open set, and let u be upper semicontinuous and upper finite on V . We say that u satisfies the maximum principle on V if
Note that L-hypoharmonic functions satisfy the maximum principle on every V U , by [2, p. 72].
Preparatory lemmas
The first lemma below indicates the direction in which we shall go. Given an open subset V of , we denote by H L (V ) the class of all Lharmonic functions on V , such a function being a classical solution of Lu = 0. We also denote by C(V ) the class of all continuous functions on V . If V is a regular set and f is a continuous real-valued function on ∂V , then we denote by H 
Then u is L-hypoharmonic on U .
Proof of Lemma 2.2. We need only prove part (a), since
Fix V ∈ B(U ). Since the restriction of u to ∂V is upper semicontinuous and upper finite, there is a decreasing sequence of real-valued continuous functions
. Then v k ≥ u on ∂V , and u − v k is upper semicontinuous and upper finite on V , so that the maximum principle hypothesis implies u ≤ v k on V . Since {f k } is decreasing, so is {v k }, and hence for all x ∈ V we have
Since this holds for all V ∈ B(U ), the local criterion for L-hypoharmonicity shows u is L-hypoharmonic.
Remark. The function u by itself might satisfy the maximum principle on every V without u being L-hypoharmonic, because subsolutions of any operator having the same form as L will satisfy the maximum principle. For example, the harmonic function u(x 1 , x 2 ) = x for all y ∈ U ∩ ∂V , then the function
Proof of Lemma 2.3. Clearly w > −∞ on U , because u > −∞ and h > −∞. Also, w is finite at some point in each component of U , since w ≤ u. Condition (2) implies that w is lower semicontinuous at every point of U ∩∂V , and therefore on U . To complete the proof, we use the local criterion for Lsuperharmonicity. Clearly the criterion is satisfied at every point of U \ ∂V . Let ξ 0 ∈ U ∩ ∂V , and let D be a regular open set such that ξ 0 ∈ D and D ⊂ U . Then
so that the local criterion is satisfied at ξ 0 . Hence w is L-superharmonic on U . Traditionally, a Green function's singularity must also be of a prescribed type (see [9, p. 20] , for example), but we don't need that property below.
If is a regular set and is a compact subset of , then it follows from [9,
In the proof of the Extension Lemma, it will be convenient to use level sets of the L-Green function G(·, ξ 0 ) with pole at a point ξ 0 . For any ξ 0 ∈ and r > 0 such that K(r) > 0, we put In general, B (ξ 0 , r) is an open set with closure in . It is also connected, because if it had a component U that did not contain ξ 0 , we would have Then given any point
Proof of Lemma 2.5. Let U be a bounded open set containing C, such that v is L-superharmonic and lower bounded on U . By adding a constant if necessary, we can assume that v > 0 on U . Choose R > 0 such that
Our first aim is to show that there is an L-superharmonic function w on The next step in the construction of w is to let E be a convex compact set such that D ⊂ E o and E ⊂ U . Put A = B (ξ 0 , R + r) \ E, so that A is a kind of "annular" region. The convexity of E ensures every point of ∂E is a regular point for the L-Dirichlet problem on A, because every such point is regular for Laplace's equation and regularity does not vary with the coefficients of the operator, as remarked earlier.
(Incidentally, here we use exterior regularity of the convex set. Earlier we used interior regularity.) Furthermore, because
is a positive L-superharmonic function on A that tends to zero at every point of ∂B (ξ 0 , R + r), every such boundary point is also regular for the L-Dirichlet problem on A, by the "barrier" criterion in [2, p. 118] . Hence A is a regular set.
Next put g 1 = u on ∂E and g 1 = 0 on ∂B (ξ 0 , R+r), and put g 2 = 0 on ∂E and Our second aim in the proof is to extend w from B (ξ 0 , R + r) to all of , thereby obtainingv. Since w is L-harmonic on A, it is continuous on ∂B (ξ 0 , R) and so it has a maximum value M(R) there. We choose β > 0 such that
Then we choose α ∈ R such that
, and hencev is L-superharmonic on . Finally, sincev − α = βG(·, ξ 0 ) > 0 outside a compact subset of , we concludev − α > 0 on .
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The characterization of subsolutions
We now come to our main result, Theorem 2.6, in which Lemma 2.2 is improved by replacing the arbitrary v ∈ C(V ) ∩ H L (V ) with a finite linear combination (having positive coefficients) of L-Green functions with poles outside V . 
for some M ∈ N, some positive real numbers a 1 , . . . , a M , and some distinct points
For example if L = − is the Laplacian then one could take the Green function to be the fundamental solution K(x − ξ) on all of space, provided n ≥ 3. (When n = 2, the fundamental solution fails to be a Green function because it is negative near infinity.) Thus Theorem 2.6 implies the CrandallZhang result Theorem 1.1 on subharmonic functions, when n ≥ 3, except using linear combinations v that have arbitrarily many terms. See Section 3 for more on this subharmonic case.
Proof of Theorem 2.6. Part (a). In view of Lemma 2.2(a), it suffices to prove that u + v satisfies the maximum principle on V whenever V ∈ B(U ) and v ∈ C(V ) ∩ H L (V ). We prove the contrapositive. Suppose that we can
We will show the same inequality holds on a slightly smaller set V 1 ∈ B(U ).
Define w = u+v on V . Then there is y 0 ∈ V such that w(y 0 ) > w(y) for all y ∈ ∂V . Since w is upper semicontinuous and ∂V is compact, w(y 0 ) > w(y) for all y in some neighborhood of ∂V . Hence we can find V 1 ∈ B(U ) such that y 0 ∈ V 1 V and w(y 0 ) > w(y) for all y ∈ ∂V 1 (for instance one could write V = x + δB as in the definition (1) and then put V 1 = x + δ 1 B where δ 1 ∈ (0, δ) is sufficiently close to δ, using here that B is convex and contains the origin). Thus max
and v is defined on an open set that contains V 1 .
We now choose ε such that
By the Extension Lemma (with C = V 1 ), there is an L-superharmonic functionv on such thatv = v on some bounded open set W with V 1 ⊂ W ⊂ V , andv − α > 0 on for some α ∈ R. We now take the regularized reduced function (or balayage) ofv −α relative to W in :
The L-potentials on with point support are proportional, by [6, p. 563] , so that there is a nonnegative Radon measure µ on such that
for all x ∈ , by [6, 
Thus we have found V 1 ∈ B(U ) and v 1 of the form (3) such that u + v 1 does not satisfy the maximum principle on V 1 . This proves the contrapositive and establishes the theorem. Part (b). Simply make the obvious changes to the proof of part (a), using u − v instead of u + v, and using Lemma 2.2(b) at the beginning instead of Lemma 2.2(a).
Subharmonic functions

The characterization
The characterization of subsolutions in Theorem 2.6 takes a particularly attractive form for the Laplacian L = − , because one can fix the number of terms in the linear combinations to be M = n provided one employs the fundamental solution instead of a Green function. This is the content of Theorem 1.1, due to Crandall and Zhang.
We make two improvements to that result, in Theorem 3.1 below. First, we handle u − v as well as u + v in the hypotheses -this does require proof.
Second, we localize the singularities ξ m to belong to U (whereas Crandall and Zhang considered all ξ m in R n , in their hypotheses). It is natural to seek localized singularities because subharmonicity is itself a local property. Note that the singularities are already localized to U in our elliptic characterization theorem, Theorem 2.6.
We also simplify Crandall and Zhang's proof: see the remarks after the theorem below.
Recall the fundamental solution K(x) = K(|x|) of the Laplacian from Section 1. 
for some positive real numbers a 1 , . . . , a n , and some distinct points ξ 1 , . . . , ξ n ∈ U \ V ; or else Remarks on Theorem 3.1. 1. The neighborhood base B(U ) here is arbitrary, unlike in Theorem 2.6 where each V ∈ B(U ) must be convex.
satisfies the maximum principle on V whenever V ∈ B(U ) and v has the form (5). Then u is subharmonic in U .
2. In one dimension (n = 1) the fundamental solution is K(x) = −|x|. Then v(x) = a 1 K(x − ξ 1 ) is linear on the interval V , and can be either increasing or decreasing depending on whether the singularity ξ 1 is to the right or left of V . Thus in one dimension, Theorem 3.1 says u is convex on an interval U if for every subinterval V ⊂ U and every linear function v on V , the sum u + v attains its maximum at an endpoint of V . This statement is easily proved by the contrapositive.
3. To prove the theorem and corollary below, we follow Crandall and Zhang's method. But we introduce a new parameter λ to allow localization of the singularities. And we perturb the standard basis {e 1 , . . . , e n } for R n to the basis {q 1 , . . . , q n }, in estimate (9) in the proof, thereby eliminating the tricky "non-generic" case of Crandall and Zhang.
another way to say subsolution: the maximum principle . . . 139 A further simplification is the removal of the case Du(x 0 ) = 0, which required separate treatment in [5, p. 251, 253] . In Theorem 3.1 we remove this case by a simple perturbation. In Corollary 3.2 we avoid it by employing a weaker-than-usual notion of viscosity subsolution, namely a definition that has the restriction Dφ(x 0 ) = 0 imposed on the test functions [7, Definition 2.5].
4. Crandall and Zhang also proved a version of Theorem 1.1 in which the n-th term in the linear combination v(x) is changed from a n K(x − ξ n ) to x · ξ n and the coefficients are a m = 1 for m = 1, . . . , n − 1. The proof is similar but easier, and our proof below can be adapted to this version also.
Proof of Theorem 3.1. Part (a). To establish the contrapositive we assume u is not subharmonic, meaning u(x 0 ) < 0 at some point x 0 ∈ U . We may suppose the gradient vector Du(x 0 ) = 0, just by shifting x 0 slightly if necessary; this is possible since Du ≡ 0 in a neighborhood of x 0 would imply u(x 0 ) = 0. By a translation we may further suppose x 0 = 0, so that we have
We will choose a m > 0 and ξ m ∈ U distinct in such a way that
These two conditions imply the origin is a strict local maximum point for u+v, and so u + v fails to satisfy the maximum principle on V whenever V ∈ B(U ) contains the origin and is sufficiently small (using that v has the desired form (5) as soon as V is small enough to avoid the singularities at ξ 1 , . . . , ξ n ). This failure of the maximum principle establishes the contrapositive of part (a) of the theorem.
The next portion of the proof, in which we choose a m and ξ m , will appear unmotivated and should really be read backwards from the end. But in the interests of clear logic, we build the proof carefully from the ground up.
Write
for the Hessian matrix of u, so that D 2 u is real and symmetric at each x. In particular the Hessian D Geometrically, this says the vector −P T Du(0) lies in the closed first quadrant of R n , and is nonzero (since Du(0) = 0). Clearly an orthonormal system q 1 , . . . , q n exists such that
and that the q 1 , . . . , q n are a small enough perturbation of e 1 , . . . , e n for (8) 
for each . Hence
as λ → ∞, so that by choosing λ sufficiently large we ensure the singularities ξ m all lie close to x 0 = 0 and inside U . Now define
This completes our definitions. Now to prove (6) and (7), we compute Conjugating the Hessian inequality (7) with P shows that it is equivalent to
Then substituting in the formula (13) for the Hessian of v, and invoking relation (11) , reduces this last inequality to (8) (recalling P T z m = q m ). This proves (7) .
Part (b). It remains to prove u is subharmonic if u − v (instead of u + v) satisfies the maximum principle on V whenever V ∈ B(U ) and v has the form (5). The goal is now to prove (6) and (7) Hence the analogue of (8) is 
Proof of Corollary 3.2
Let u : U → [−∞, ∞) be upper semicontinuous with u ≡ −∞. We will prove only part (a), since the proof of part (b) is the same except with v changed to −v.
To prove the contrapositive of part (a), suppose u is not subharmonic in U . Then u is not a viscosity subsolution of Laplace's equation in U , by the equivalence of viscosity subsolutions and the usual potential theoretic subharmonic functions (see [7, Theorem 2.7] with p = 2, and the references therein).
Hence by definition of viscosity subsolution (see [7, Definition 2.5]), there exists a point x 0 ∈ U and a function φ ∈ C
for all x ∈ U \ {x 0 }, and Dφ(x 0 ) = 0 and φ(x 0 ) < 0. By applying the proof of Theorem 3.1 to the function φ, we find a function v of the form (5) such that
has a strict local maximum at x 0 , so that u + v fails to satisfy the maximum principle on all sufficiently small domains V ∈ B(U ) contiaining the point x 0 ∈ V . That is, condition (a) in Theorem 3.1 fails, completing the proof of the contrapositive.
Subtemperatures
The characterization
Now we characterize subtemperatures. As explained later, our results improve on recent work of Crandall and Wang [4] . Write the fundamental solution of the heat (or diffusion) operator in
n is open and t 1 < t 2 . Let U be an open set in R n+1 , n ≥ 1. Suppose B p (U ) (where the "p" stands for parabolic) is a collection of cylinders contained in U such that for each (x, t) ∈ U and ε > 0 there exists a cylinder
For example, B p (U ) could consist of all cylinders in which V is a ball with radius in 1, With these definitions, we can now state our characterization of subtemperatures. Then u is a subtemperature in U .
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denotes the parabolic boundary of W .
Remarks. 1. The function w in formula (16) is a positive linear combination of n fundamental solutions with singularities occurring before the time t 1 at which W begins. Clearly w is a temperature on W (meaning w = w t there). Thus the converse of Theorem 4.1 is easy: if a function u is a subtemperature on U then u ± w is a subtemperature on W , and so u ± w satisfies the parabolic maximum principle there.
2. One cannot remove the requirement in condition (b) that u t ≤ 0 in every subregion of U on which u is independent of x. For example in dimension n = 1 suppose u(x, t) = t, which is not a subtemperature. Notice u is independent of x with u t > 0, so that u fails the second requirement of (b). However u does satisfy the first requirement of (b); indeed u − w = t − b 1 K(x − ξ 1 , t − τ 1 ) satisfies the parabolic maximum principle on every cylinder W = V × (t 1 , t 2 ), τ 1 < t 1 , because the Gaussian x → e −x 2 has no local minimum.
3. Corollary 4.2 covers only part (a) of Theorem 4.1. We believe part (b) should hold also, when u : U → [−∞, ∞) is upper semicontinuous and finite in a dense subset of U , but we do not see how to prove this.
4. Crandall and Wang [4, Theorem 3] recently proved Theorem 4.1(a) and Corollary 4.2, except that they needed n + 1 terms in the definition of w, whereas we need only n terms. The first reason we do better here is that when proving Theorem 4.1(a), we perturb (x 0 , t 0 ) so as to get D x u(x 0 , t 0 ) = 0: this is possible except when u depends only on t, which we treat separately. Once one has D x u(x 0 , t 0 ) = 0, one needs only n terms in w to complete the proof (as Crandall and Wang also observed). The second reason we need only n terms is that when proving Corollary 4.2 we use a nominally weaker notion of viscosity subsolution (a notion going back to Ohnuma and Sato, thence to Ishii and Souganidis), which gives more control over the test function φ at points where its spatial gradient vanishes. This additional control at points where D x φ(x 0 , t 0 ) = 0 enables us to again use only n terms, when constructing w.
5. We learned of Crandall and Wang's work only after writing this paper. Our methods are very similar to theirs, due to the common starting point (the subharmonic characterization Theorem 1.1 by Crandall and Zhang).
6. Our proof of Theorem 4.1(a) is simpler than the proof of Crandall and Wang in that it avoids the "non-generic" case of [4, p. 8] (the case withS), by means of our perturbation of the standard basis vector e m to the vector q m , in the proof below.
7. Crandall and Wang do not localize their singularities, although presumably they could modify their proof a little to enforce (ξ m , τ m ) ∈ U , like in our work.
8. Theorem 4.1(b), in which we treat u−w instead of u+w, has no analogue in Crandall and Wang's paper.
9. Fundamental solutions are not the only choice for characterizing subtemperatures by means of the maximum principle. Indeed the simpler class of functions w(x, t) = 1 2
x
T Ax + p · x + t Trace A was shown to suffice by Crandall and Wang [4, Remark 6] , where A is a symmetric n × n matrix and p ∈ R n .
Proof of Theorem 4.1. Part (a). We establish the contrapositive. So assume u is not a subtemperature, meaning u < u t at some point We will choose b m > 0, ξ m ∈ R n distinct and τ m < 0 in such a way that
These imply the origin is a strict local maximum point for u + w with respect to any sufficiently small cylinder W = V × (t 1 , 0) having 0 ∈ V and t 1 < 0. Thus u + w does not satisfy the parabolic maximum principle, whenever this cylinder W belongs to B p (U ) and is sufficiently small (noting that w has the desired form (16) provided t 1 > max m τ m ). This failure of the maximum principle establishes the contrapositive of part (a) of the theorem.
Like in the proof of Theorem 3.1, we take λ 1 , . . . , λ n to be the eigenvalues of the spatial Hessian D 2 x u(0, 0) at the origin, and we choose λ > 0 large enough that λ > λ m for all m. Then by summing,
Hence we may choose a number ν > 0 satisfying
Thus ν → n as λ → ∞. Notice that
by choice of ν. Therefore it is possible to choose numbers β 1 , . . . , β n > 0 such that n m=1 β m = 1 and
These n inequalities imply the diagonal matrix inequality
where E is the diagonal matrix of eigenvalues and the e m are the standard basis vectors. Hence As before, we take P = [p 1 · · · p n ] to be an orthogonal matrix whose columns p m are eigenvectors of D by definition of ν. From these last three inequalities, we deduce condition (b) fails for some small cylinder W .
