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Abstract
A method of computing fusion coefficients for Lie algebras of type AN−1 on level k was recently de-
veloped by A. Feingold and M. Weiner [A. Feingold, M. Weiner, Type A fusion rules from elementary
group theory, in: S. Berman, P. Fendley, Y.-Z. Huang, K. Misra, B. Parshall (Eds.), Recent Developments
in Infinite-Dimensional Lie Algebras and Conformal Field Theory, Proceedings of an International Con-
ference on Infinite-Dimensional Lie Theory and Conformal Field Theory, May 23–27, 2000, University of
Virginia, Charlottesville, Virginia, in: Contemp. Math., vol. 297, Amer. Math. Soc., Providence, RI, 2002,
pp. 97–115] using orbits of Zk
N
under the permutation action of Sk on k-tuples. They got the fusion co-
efficients only for N = 2 and 3. We will extend this method to all N  2 and all k  1. First we show a
connection between Young diagrams and Sk-orbits of ZkN , and using Pieri rules we prove that this method
works for certain specific weights that generate the fusion algebra. Then we show that the orbit method
does not work in general, but with the help of the Jacobi–Trudi determinant, we give an iterative method to
reproduce all type A fusion products.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Fusion algebras play a very important role in conformal field theory [7] and in the theory of
vertex operator algebras [6]. Many equivalent interpretations have been found in other mathemat-
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of the Grassmannian [3] and quite a few other areas.
There is a finite-dimensional fusion algebra associated with an affine Kac–Moody algebra
and a level 1  k ∈ Z, with distinguished basis indexed by the level k weights. The structure
constants N(k)ca,b for such an algebra, also known as the fusion coefficients, can be expressed by
the Kac–Walton algorithm ([10] and [12]) as an alternating sum of tensor product coefficients,
or as a modification of the Racah–Speiser algorithm for tensor products.
This algorithm does not give any insight into why the structure constants for the fusion algebra
are non-negative. This fact comes from other theories such as vertex operator algebras where the
fusion coefficients are the dimension of spaces of intertwining operators.
Many authors have tried to find a closed formula to express the fusion coefficients, but despite
all the work of mathematicians and physicists during the 1990s the results in this direction are
few, and closed formulas are known only for small ranks. Gepner and Witten [8] proved that
for A1
N
(k)c
a,b =
{1, if c = a + b mod 2 and |a − b| cmin{a + b,2k − a − b},
0, otherwise.
For A2 and A3 closed formulas were given by Begin, et al., [2] and [1]. They used combinatorial
objects called Berenstein–Zelevinsky triangles. Another attempt at finding a closed formula was
done by Feingold and Weiner [5]. They used Sk-orbits of Zk2 and Zk3. For a ∈ ZkN , let [a] denote
the Sk-orbit of a. There is a bijection between the level k weights λ of a type AN−1 affine Kac–
Moody algebra and the Sk-orbits [λ] of ZkN . For A1 and k  1 they proved
M
(k)[ν]
[μ],[λ] = N(k)νμ,λ ,
and for A2 and k  1 they proved
M
(k)[ν]
[μ],[λ] =
(
N
(k)ν
μ,λ + 1
2
)
,
where M(k)[ν][μ],[λ] is the number of orbits of T ([μ], [λ], [ν]) = {(x, y, z) ∈ [μ] × [λ] × [ν] |
x + y = z} under the action of Sk on T ([μ], [λ], [ν]) given by Sk simultaneously acting on each
k-tuple.
This work is an extension of the method of Feingold and Weiner to all ranks (AN for N  3)
and all levels. Although this method does not give a general closed formula for high ranks (AN for
N  3), it brings some progress to the theory of type A fusion algebras. Using Sk-orbits of ZkN ,
the Feingold–Weiner algorithm gives a closed formula for fusion coefficients N(k)νλ,μ = M(k)[ν][λ],[μ]
where μ is a weight of the form (51). Weights of this form include a set of generators for the
fusion algebra, so we can compute the rest of the structure constants iteratively by using the
Jacobi–Trudi determinant.
The structure of this paper is as follows. In Section 3 we describe the method of Feingold
and Weiner [5] and give an interesting characterization for orbits with only zeroes and ones. Sec-
tion 4 gives the definition of an abstract fusion algebra due to Fuchs [7], as well as preliminary
material that leads to this definition. In Section 5 we give a full description of the algebra of
symmetric polynomials and its relation to the type A fusion algebras. In Section 6 we describe
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to a quotient of the algebra of symmetric polynomials. In Section 7 we include a proof of the
type A rank-level duality that says that F ′(AN−1, k) ∼= F ′(Ak−1,N) where F ′(AN−1, k) is the
quotient of the fusion algebra F(AN−1, k) by the ideal that identifies the set of simple currents
with the identity. Section 8 covers some generalities about simple currents. Section 9 exhibits the
connection between the arithmetic of Sk-orbits of ZkN and fusion Pieri rules for symmetric poly-
nomials and shows how the orbits method yields an algorithm for computing fusion coefficients
for special weights. In Section 14 we show an application of the orbits method to tensor products
by showing that classical Pieri rules are equivalent to the orbit method for orbits with only zeroes
and ones, a result that is an extension of the one for fusion products.
2. Notation
Let gˆ be the affine algebra of type A(1)N−1 built from g= slN . Let λ1, λ2, . . . , λN−1 denote the
fundamental weights of g and let:
P+ =
{
N−1∑
j=1
ajλj
∣∣∣ 0 aj ∈ Z} (1)
denote the dominant integral weights of g. The irreducible modules V Λ for gˆ of level k are
indexed by dominant highest weights Λ = kc + λ where λ is in
P+k =
{
N−1∑
j=1
ajλj ∈ P+
∣∣∣ N−1∑
j=1
aj  k
}
.
However, for a fixed level k, we will denote these modules by V λ instead, where λ ∈ P+k . These
weights are in one-to-one correspondence with the set of N -tuples (a0, a1, . . . , aN−1) whose sum
is k, where a0 = k −∑N−1j=1 aj .
Let G be the group ZkN and let Sk act on it by permuting the k-tuples, so every orbit of Z
k
N
under this action has a unique standard representative in the form(
(N − 1)aN−1 , . . . ,1a1 ,0a0),
where the exponent indicates the number of repetitions of the base.
We get a one-to-one correspondence between Sk-orbits of ZkN and N -tuples whose sum is k,
by: (
(N − 1)aN−1 , . . . ,1a1,0a0)↔ (a0, a1, . . . , aN−1) (2)
therefore we get a correspondence between weights λ ∈ P+k and orbits of ZkN under the described
action of Sk . The orbit corresponding to λ will be denoted by [λ] and the correspondence is given
by
λ =
N−1∑
ajλj ∈ P+k → [λ] =
[(
(N − 1)aN−1 , . . . ,1a1,0a0)], (3)
j=1
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dard representative is ((N − 1)aN−1 , . . . ,1a1 ,0a0).
A partition is a finite sequence of non-negative integers (μ1, . . . ,μn, . . .) so that μ1  μ2 
· · · μn  · · · . The length of the partition μ, l(μ), is the number of non-zero μi ’s.
There is also a map between partitions of length at most N and dominant integral weights of
AN−1 given by:
(μ1, . . . ,μN) → λ =
N−1∑
j=1
(μj − μj+1)λj ∈ P+ (4)
and if μ1 − μN  k then λ ∈ P+k .
Note that this map is not one-to-one since given a partition (μ) = (μ1, . . . ,μN) with μN = 0,
then the partitions (μ) and (μ1 − μN,μ2 − μN, . . . ,μN−1 − μN) lead to the same weight.
However, this map has a right inverse which can be described as follows. If λ =∑N−1j=1 ajλj ∈
P+ then the partition associated to the weight λ, which will be denoted by (λ), is given by the
map
λ =
N−1∑
j=1
ajλj → (λ) =
(
N−1∑
j=1
aj ,
N−1∑
j=2
aj , . . . , aN−1
)
, (5)
and if λ ∈ P+k then (λ) has largest part at most k.
Another way of defining (4) is by defining an equivalence relation ∼ on partitions of length at
most N by
(μ1, . . . ,μN) ∼ (ν1, . . . , νN) if and only if μi − μi+1 = νi − νi+1
for 1 i N − 1. (6)
The equivalence class for (μ1, . . . ,μN) has a unique representative in the set of partitions of
length at most N − 1 given by (μ1 −μN,μ2 −μN, . . . ,μN−1 −μN) and it is clear from (4) that
both can be used to get the weight associated to (μ1, . . . ,μN). Furthermore two such partitions
(μ) and (μ′) are in the same equivalence class under ∼ if and only if μ′i = μi + c for some
integer c and for 1 i N .
It is clear that the left-hand side of (2) is also a partition, as the sequence is non-increasing,
which will be proved to be the conjugate of the partition on the right-hand side of (5). Com-
bining (3) and (5) gives a map from Sk-orbits of ZkN to partitions of length at most N − 1 with
largest part at most k. And from (3) and (4) we get a map from partitions (μ1, . . . ,μN) of length
at most N with μ1 − μN  k to Sk-orbits of ZkN . This will be useful in proving that for specific
λ to be described in Section 4 below, the operation among Sk-orbits defined by Feingold and
Weiner [5], matches level k fusion Pieri rules for computing fusion coefficients N(k)νλ,μ . We will
prove that these specific weights include generators of the fusion ring of type AN−1 of level k,
F(AN−1, k). Therefore, using the Jacobi–Trudi determinant, a simple iteration allows one to
compute the rest of the structure constants N(k)νλ,μ for arbitrary μ and ν. This describes a new
method of computing type A coefficients which uses only arithmetic in ZkN and an iteration to
obtain the whole multiplication table for F(AN−1, k).
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In this section we follow Feingold and Weiner [5]. Let G be the group ZkN , and for each
N -tuple of non-negative integers
(a0, a1, . . . , aN−1) such that a0 + a1 + · · · + aN−1 = k
we define the subset of G[
(a0, a1, . . . , aN−1)
]= {x ∈ ZkN ∣∣ j occurs aj times in x, 0 j N − 1}. (7)
Then G is a disjoint union of these subsets.
Note that the symmetric group Sk acts on G by permuting k-tuples, the set of orbits under this
action, O =O(N, k), consists of the subsets (7) defined above, and each orbit contains a unique
representative in standard form (
(N − 1)aN−1 , . . . ,1a1 ,0a0), (8)
where the exponent indicates the number of repetitions of the base.
Notation 3.1. Given x ∈ ZkN , we will denote the orbit of x by [x] and the representative in
standard form of this orbit will be denoted by xˆ.
For orbits [a], [b] and [c], we define the set:
T
([a], [b], [c])= {(x, y, z) ∈ [a] × [b] × [c] ∣∣ x + y = z}.
Note that σ ∈ Sk acts on (x, y, z) ∈ T ([a], [b], [c]) by σ(x, y, z) = (σx,σy,σz).
Definition 3.2. Denote by M(k)[c][a],[b] the number of Sk-orbits of T ([a], [b], [c]).
This suggests that we could use these numbers as the structure constants of an algebra (de-
pending on N and k and over any field of characteristic 0) with basis O, by defining a bilinear
product as follows:
[a] × [b] =
∑
c∈O
M
(k)[c]
[a],[b][c]. (9)
In [5], it was shown that for N = 2 and all k  1, this product coincides with the product in the
associative fusion algebra F(A1, k), but for N = 3 and all k  1 it was shown that
M
(k)[ν]
[μ],[λ] =
(
N
(k)ν
μ,λ + 1
2
)
. (10)
Now we proceed to describe how to compute the product of two Sk-orbits of Zk .N
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zi = aˆ + yi . (11)
We say that the equation zj = aˆ + yj in the list (11) is redundant, if for some i < j and σ ∈ Sk
we have
σ aˆ = aˆ, σyj = yi and σzj = zi,
that is, if the triples (aˆ, yi, zi) and (aˆ, yj , zj ) are in the same Sk-orbit of T ([a], [b], [zi]).
Removing all redundant equations from (11), and reordering them zi = aˆ + yi for 1 i  s,
so that no two triples (aˆ, yi, zi), 1 i  s, are in the same Sk-orbit, and noticing that several zi ’s
could be in the same orbit, and for every [c] ∈O, we have
M
(k)[c]
[a],[b] = Card
{
1 i  s
∣∣ zi ∈ [c]}. (12)
We can also observe the following.
Remark 3.4. From Eq. (12), we also get that M(k)[c][a],[b] can be computed by removing all redun-
dancies from the list of equations
z = aˆ + y,
where y ∈ [b] and z ∈ [c].
Before we give a characterization of M(k)[c][a],[b] (Theorem 3.9), we give some examples that
illustrate it. The result will be useful in proving some theorems in later sections.
Example 3.5. Let a = (2,1,0) and b = (1,1,0) be elements in Z33. Then we have[
(2,1,0)
]× [(1,1,0)]= [(2,2,1)]+ [(1,1,0)]+ [(2,0,0)]. (13)
Example 3.6. Now let a = (2,2,1) and b = (1,0,0) be elements in Z33. Then we have[
(2,2,1)
]× [(1,0,0)]= [(2,2,2)]+ [(2,1,0)].
Example 3.7. Now let a = (3,2,1) and b = (1,1,0) be elements in Z34. Then we have[
(3,2,1)
]× [(1,1,0)]= [(3,1,0)]+ [(2,2,0)]+ [(3,3,2)]. (14)
In our next example we show how this product of orbits fails to be associative.
Example 3.8. Let a = (2,1,0), b = (1,1,0) and c = (1,0,0) in Z33. An easy calculation using
the results of Examples 3.5 and 3.6 shows that:([a] × [b])× [c] = [(2,2,2)]+ [(1,1,1)]+ 3[(2,1,0)]+ [(0,0,0)]
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[a] × ([b] × [c])= [(2,2,2)]+ [(1,1,1)]+ 4[(2,1,0)]+ [(0,0,0)].
Note that multiplicities of [(2,1,0)] do not match.
Our aim is to prove, once we establish the connection between Young diagrams and orbits,
that the operation (9) matches fusion Pieri rules when [b] is the orbit corresponding to a weight
of a certain form.
In Examples 3.5–3.7 we computed the product of two orbits where one of the orbits consisted
of only zeroes and ones and we always got multiplicity 1 for every one of the orbits in the
product. The next lemma, which is essential in meeting our aim, shows that this is always true.
(In general, multiplicities could be higher than one. See Example 3.11 at the end of this section.)
Theorem 3.9. Let [a], [c] ∈O and [b] = [(1m,0k−m)] for some m k. Suppose that M(k)[c][a],[b] = 0
then M(k)[c][a],[b] = 1.
Proof. Let us assume that the representative in standard form, aˆ, of the orbit [a] is
aˆ = ((N − 1)aN−1 , . . . ,1a1 ,0a0). (15)
The following claim is the key of the proof.
Claim. If z ∈ [c] and y ∈ [b] satisfy the equation
z = aˆ + y, (16)
then there exists σ ∈ Sk so that σ aˆ = aˆ,
σy = (1mN−1,0aN−1−mN−1, . . . ,1m1,0a1−m1,1m0,0a0−m0)
and
σz = (0mN−1 , (N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0a0−m0),
where m0,m1, . . . ,mN−1 are integers such that 0mi  ai , for 0 i N − 1 and m0 + m1 +
· · · + mN−1 = m.
Proof of Claim. Consider the bijection:
α :ZkN → ZaN−1N × · · · × Za1N × Za0N ,
p → (pN−1, . . . , p1,p0),
where pN−1 consists of the first aN−1 entries of p, pN−2 contains the next aN−2 entries of p and
so on, until finally p0 contains the last a0 entries of p. Let (yN−1, . . . , y1, y0) ∈ ZaN−1N × · · · ×
Z
a1 ×Za0 be the image of y under this map. Note that for every 0 j N − 1, yj is an aj -tupleN N
264 O. Saldarriaga / Journal of Algebra 312 (2007) 257–293consisting of only 0’s and 1’s. Let mj be the number of 1’s in yj (hence
∑
mj = m), and let σj
be a permutation in the symmetric group Saj so that
σjyj =
(
1mj ,0aj−mj
)
. (17)
Now, let each of the σj act on p ∈ ZkN by
σ¯jp = α−1(pN−1, . . . , σjpj , . . . , p1,p0),
where (pN−1, . . . , p1,p0) = α(p), and set σ = σ¯0 · · · σ¯N−1. Let (aN−1, . . . , a1, a0) = α(aˆ) so
Eq. (15) gives aj = (jaj ) and σ stabilizes aˆ, that is,
σ aˆ = aˆ. (18)
From (17) and the definition of σ , we get that:
σy = σ (y′N−1, . . . , y′1, y′0)
= (1mN−1,0aN−1−mN−1, . . . ,1m1,0a1−m1,1m0,0a0−m0). (19)
We can write aˆ as follows:
aˆ = ((N − 1)aN−1 , . . . ,1a1,0a0)
= ((N − 1)mN−1, (N − 1)aN−1−mN−1, . . . ,1m1,1a1−m1,0m0,0a0−m0). (20)
Now since the action of Sk on ZkN is linear, we get from Eqs. (16), (18), (19) and (20) that:
σz = aˆ + σy
= (NmN−1 , (N − 1)aN−1−mN−1 , . . . ,2m1,1a1−m1,1m0,0a0−m0)
= (NmN−1 , (N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0a0−m0)
= (0mN−1, (N − 1)aN−1−mN−1+mN−2, . . . ,1a1−m1+m0,0a0−m0) (21)
which finishes the proof of the claim. 
Now, to complete the proof of the theorem, we see that from Remark 3.4 we have that M(k)[c][a],[b]
equals the number of non-redundant equations of the form (16), where y ∈ [b] and z ∈ [c].
Since M(k)[c][a],[b] = 0, there exists y ∈ [b] and z ∈ [c] satisfying (16). We have to prove that if
y′ ∈ [b] and z′ ∈ [c] also satisfy (16), then there exists γ ∈ Sk so that
γ aˆ = aˆ, γy = y′ and γ z = z′.
From the claim we have that since z = aˆ + y, then there exits σ ∈ Sk such that σ aˆ = aˆ,
σy = (1mN−1,0aN−1−mN−1 , . . . ,1m1,0a1−m1,1m0,0a0−m0) (22)
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σz = (0mN−1 , (N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0a0−m0), (23)
for some integers m0,m1, . . . ,mN−1 such that 0mi  ai , for 0 i N − 1 and m0 + m1 +
· · · + mN−1 = m.
From Eq. (23) it follows that the representative in standard form, cˆ, from the orbit [c] = [σz] =
[z] has the form
cˆ = ((N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0a0−m0+mN−1). (24)
Now, since z′ = aˆ + y′, the claim also guarantees the existence of a permutation σ ′ ∈ Sk so that
σ ′aˆ = aˆ,
σ ′y′ = (1tN−1 ,0aN−1−tN−1 , . . . ,1t1 ,0a1−t1 ,1t0,0a0−t0) (25)
and
σ ′z′ = (0tN−1 , (N − 1)aN−1−tN−1+tN−2 , . . . ,1a1−t1+t0 ,0a0−t0) (26)
for some integers t0, t1, . . . , tN−1 such that 0  ti  ai , for 0  i  N − 1 and t0 + t1 + · · · +
tN−1 = m. From Eq. (26) it follows that
cˆ = ((N − 1)aN−1−tN−1+tN−2 , . . . ,1a1−t1+t0 ,0a0−t0+tN−1). (27)
Since the representative in standard form cˆ of the orbit [c] is unique, from Eqs. (24) and (27), we
get the system of equations
aN−1 − tN−1 + tN−2 = aN−1 − mN−1 + mN−2,
aN−2 − tN−2 + tN−3 = aN−2 − mN−2 + mN−3,
...
a1 − t1 + t0 = a1 − m1 + m0,
a0 − t0 + tN−1 = a0 − m0 + mN−1,
t0 + t1 + · · · + tN−1 = m = m0 + m1 + · · · + mN−1.
Which is equivalent to the system
−tN−1 + tN−2 = −mN−1 + mN−2,
−tN−2 + tN−3 = −mN−2 + mN−3,
...
−t1 + t0 = −m1 + m0,
−t0 + tN−1 = −m0 + mN−1,
t0 + t1 + · · · + tN−1 = m = m0 + m1 + · · · + mN−1,
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Therefore we have that σ aˆ = aˆ = σ ′aˆ, from Eqs. (22) and (25) we have that σy = aˆ = σ ′y′
and from Eqs. (23) and (26) we have that σz = aˆ = σ ′z′. Hence by letting γ = σ−1σ ′ we get
γ aˆ = aˆ, γy′ = y and γ z′ = z.
Thus we have M(k)[c][a],[b] = 1. 
Corollary 3.10. Let [a] ∈ O, assume that aˆ = ((N − 1)aN−1 , . . . ,1a1,0a0) and let [b] =
[(1m,0k−m)]. Then for [c] ∈O we have
M
(k)[c]
[a],[b] =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if cˆ = ((N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0a0−m0+mN−1),
for some integers m0,m1, . . . ,mN−1 such that
∑N−1
i=0 mi = m
and 0mi  ai for 0 i N − 1,
0, otherwise.
We finish the section with an example showing that the coefficient M(k)[c][a],[b] could be more
than 1.
Example 3.11. Let a = (2,1,0) ∈ Z33. We can readily find that[
(2,1,0)
]× [(2,1,0)]= [(2,2,2)]+ [(1,1,1)]+ 3[(2,1,0)]+ [(0,0,0)]. (28)
Note that the orbit [(2,1,0)] has multiplicity 3 in the product.
4. Fusion algebras
Let us begin with the definition of fusion algebra, due to J. Fuchs [7]. (Also see [4].)
Definition 4.1. A fusion algebra is a finite-dimensional commutative associative algebra F over
Q satisfying the following.
(1) There is a distinguished basis B = {xa | a ∈ A} for some finite index set A, so that the product
of the basis elements is given by
xa · xb =
∑
c∈A
Nca,bxc,
where 0Nca,b ∈ Z.
(2) There is an element ω ∈ A such that the map
C(xa) =
∑
b∈A
Nωa,bxb (29)
is an involution. That is, the matrix C = (Cab)a,b∈A for C, where Cab = Nωa,b , satisfies the
equation C2 = I (the identity matrix). The map C is called the conjugation map.
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integers and C2 = I , then it follows that either C = I or C is a permutation matrix of order 2.
Hence, there is a permutation σ :A → A satisfying σ 2 = 1 and so that
Ca,b = δa,σ (b).
The conjugation map C :F →F defined in (29), is then given by
C(xa) =
∑
b∈A
δa,σ (b)xb = xσ(a)
and since it is an automorphism, we also get
xσ(a) · xσ(b) = C(xa)C(xb) = C(xa · xb) = C
(∑
c∈A
Nca,bxc
)
=
∑
c∈A
Nca,bC(xc) =
∑
c∈A
Nca,bxσ(c).
Therefore we get
Nca,b = Nσ(c)σ (a),σ (b).
Set
Na,b,c = Nσ(c)a,b .
It follows from commutativity and associativity of F that the constants Na,b,c are totally sym-
metric in a, b and c. Then we also get
Ncω,b = Nω,b,σ (c) = Nb,σ(c),ω = Nσ(ω)b,σ (c) = Nωσ(b),c = Cσ(b),c = δb,c,
hence
xωxb =
∑
c∈A
Ncω,bxc =
∑
c∈A
δb,cxc = xb.
So xω is a multiplicative identity and σ(ω) = ω.
Example 4.2. Consider a 3-dimensional algebra F over Q with basis B = {x0, x1, x2} and prod-
uct given by the table (where the blank entries are determined by commutativity).
x0 x1 x2
x0 x0 x1 x2
x1 x0 x2
x2 x0 + x1
It can be checked that the product defined by this table is associative with identity element x0,
and the conjugation map C is the identity map with C = I . Therefore F is a fusion algebra.
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Given a dominant integral weight of g = slN , μ =∑N−1j=1 ajλj , we have associated to it a
partition, denoted by (μ), given in (5) by:
(μ) =
(
N−1∑
j=1
aj ,
N−1∑
j=2
aj , . . . , aN−1
)
= (μ1,μ2, . . . ,μN−1), (30)
where μt , 1 t N − 1, is the t th part of the partition (μ). To such partition we can associate
a Young diagram which is defined as the set of unit squares centered at the points (s, t) ∈ Z2 for
1  s  μt and 1  t  l(μ), where l(μ) denotes the length of (μ), the largest value of t such
that μt = 0. The Young diagram associated to the partition (30) is given below,
. . .
. . .
...
...
...
...
aN−1
aN−2 + aN−1
∑N−1
j=2 aj ∑N−1
j=1 aj
. . .
. . .
. . .
. . .
. . .
. . .
where the label at the end of every row means the length of the row. The conjugate of the partition
(μ), is the partition whose Young diagram is obtained by interchanging the rows and the columns
of the Young diagram of (μ).
The following definitions are important to describe the product of symmetric polynomials.
Definition 5.1. If (ν) and (μ) are Young diagrams so that μi  νi for all i, the set difference
between (ν) and (μ) is called a skew diagram denoted by (ν)/(μ).
Example 5.2. Let (μ) = (3,2,1,0) and (ν) = (5,4,1,1), the Young diagram below corresponds
to (ν)/(μ).
Definition 5.3. A skew diagram is called an m-column strip if it has m boxes with at most one
box in each row, and is called an m-row strip if it has m boxes with at most one box in each
column.
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The skew diagram (ν)/(μ) in this example is both a 3-row strip and a 3-column strip.
The algebra of symmetric polynomials in N variables is the algebra of polynomials f ∈
Q[x1, x2, . . . , xN ] invariant under the action of the symmetric group SN that permutes the vari-
ables. This algebra is denoted by ΛN = Q[x1, x2, . . . , xN ]SN .
For 0 < mN define the elementary symmetric polynomial
em =
∑
1i1<···<imN
xi1 · · ·xim,
and em = 0 for m > N .
For m > 0 we define the homogeneous symmetric polynomial
hm =
∑
1i1···imN
xi1 · · ·xim,
and we define em = 0 = hm for m < 0. We also define e0 = 1 = h0.
A basis for ΛN is given by the Schur polynomials S(μ) indexed by partitions (μ) =
(μ1,μ2, . . . ,μN) with l(μ)N , defined by
S(μ) = det(hμi−i+j ), (31)
if 1 l(μ)N . Note that S(μ) = hm if (μ) = (m) consists of a single part.
The elementary symmetric polynomials are also generators of the algebra of ΛN , since the
Schur polynomial S(μ) is also given by
S(μ) = det(eμ˜i−i+j ), (32)
where (μ˜) = (μ˜1, μ˜2, . . . , μ˜t ) with t = μ1, is the conjugate of (μ) = (μ1,μ2, . . . ,μN). Note
that S(μ) = em if (μ) = (1m).
Equations (31) and (32) are known in the literature as the Jacobi–Trudi determinants.
It was proved by Goodman and Wenzl [9] that the fusion algebra F(AN−1, k) associated to
ŝlN on level k is isomorphic to the quotient algebra of symmetric polynomials ΛN/I (N,k), where
I (N,k) = 〈S(1N) − 1, S(μ) | μ1 − μN = k + 1〉.
This condition on partitions in I (N,k) limits the shape of Young diagrams that are relevant to
the quotient algebra ΛN/I (N,k). The following definition exactly describes these diagrams.
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restricted. The set of (N, k)-restricted partitions will be denoted by Π(N,k).
Example 5.6. The Young diagrams for the partitions in the definition are exactly the ones whose
distance between the first column of height N − 1 and the last column, is less than or equal to k,
as the next diagram shows.
. . .
. . .
...
...
...
...
μN
μN−1
μ2
μ1
. . .
. . .
. . .
. . .
. . .
. . .
| |
 k
After giving some definitions we present below some results of Goodman and Wenzl (see [9]
or [11]), which provide the multiplication in the fusion algebra F(AN−1, k).
Definition 5.7. We call a skew diagram (ν)/(μ) a (N, k)-cylindric m-row strip if it is an m-row
strip for some m and ν1 − μN  k.
Example 5.8. Let μ = (3,2,1) and ν = (4,3,2) be partitions, N = 3 and k = 3. The skew
partition ν/μ is a (3,3)-cylindric 3-row strip, since ν1 − μ3 = 3. This can be visualized from the
diagram.
In fact, ν/μ is a (3, k)-cylindric 3-row strip for any k  3 and it is not a (3,2)-cylindric 3-row
strip.
The isomorphism ΛN/I (N,k) ∼=F(AN−1, k) gives the following dictionary
Λ
SN
N /I
(N,k) ↔F(AN−1, k),
S(μ) ↔ V μ,
S(μ)S(λ) =
∑
N
(k)(ν)
(μ),(λ)S(ν) ↔ V μ ⊗k V λ =
⊕
ν
N
(k)ν
μ,λ V
ν, (33)
(ν)
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side is indexed by weights μ =∑N−1j=1 (μj − μj+1)λj ∈ P+k . The correspondence (4) allows us
to move from left to right in the dictionary and the right inverse (5) of (4) allows us to move
in the opposite direction in the dictionary. We also get an equality of structure constants in both
rings, i.e., N(k)(ν)
(μ),(λ)
= N(k)νμ,λ .
6. Fusion Pieri rules
From the equivalence relation ∼ defined in (6) we know that given a weight μ =∑N−1
j=1 ajλj ∈ P+k there are infinitely many partitions in Π(N,k) that correspond to μ, since the
correspondence (5) is onto but not one-to-one. The next lemma says that the Schur polynomials
corresponding to partitions that are equivalent under ∼ are equal in the quotient ΛN/I (N,k). Just
recall that two partitions (μ) = (μ1, . . . ,μN) and (ν) = (ν1, . . . , νN) are equivalent under ∼ if
and only if there exists a positive integer c such that μi = νi + c for i = 1, . . . ,N . Then it would
be sufficient to prove the following.
Lemma 6.1. Let (μ) = (μ1, . . . ,μN) ∈ Π(N,k), then in ΛN/I (N,k) we have
S(μ) = S(μ1−μN,...,μN−1−μN).
To prove this lemma we need the following result due to Goodman–Wenzl (see [9] or [11]).
Theorem 6.2 (Fusion Pieri rule for multiplication by em). [9] Let (μ) ∈ Π(N,k) and m  N .
Then in ΛN/I (N,k) we have
S(μ)em =
∑
(ν)∈Π(N,k)
(ν)/(μ) is an m-column strip
S(ν). (34)
Corollary 6.3. For (μ) = (μ1, . . . ,μN) ∈ Π(N,k) we have the equality in ΛN/I (N,k)
S(μ) = S(μ1+1,...,μN+1).
Proof. From Theorem 6.2 we have
S(μ)eN =
∑
(ν)∈Π(N,k)
(ν)/(μ) is an N -column strip
S(ν).
The partition (μ) has length at most N , so its Young diagram has at most N rows, therefore the
only (ν) ∈ Π(N,k) such that (ν)/(μ) is an N -column strip is the one obtained by adding one box
on each row, so we get
S(μ)eN = S(μ1+1,...,μN+1).
Now, since eN − 1 is in I (N,k), we get the desired equality in ΛN/I (N,k). 
Lemma 6.1 is a direct consequence of this corollary. It can be also proved directly using (32).
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Λ4/I (4,3)
S(μ) = S(2,1,1).
The next theorem can be found in [9]. It is connected to the orbits product from Theorem 3.9.
We will see some examples of how the connection works in this section and we will give the
proof in the next section.
Theorem 6.5 (Fusion Pieri rule for multiplication by hm). [9] Let (μ) ∈ Π(N,k) and m k. Then
in ΛN/I (N,k) we have
S(μ)hm =
∑
(ν)∈Π(N,k)
(ν)/(μ) is an (N,k)-cylindric m-row strip
S(ν). (35)
Example 6.6. Let N = 4, k = 3 and (μ) = (3,3,1,1). Using the previous theorem we get that
S(μ)h1 equals the sum of S(ν)’s so that (ν) is a (4,3)-cylindric 1-row strip. The diagram below
shows all possible (ν)’s.
× = +
Therefore in the algebra Λ4/I (4,3) = Q[x1, x2, x3, x4]S4/I (4,3) we get that
S(3,3,1,1)h1 = S(3,3,2,1) + S(4,3,1,1).
From Lemma 6.1 we know that we can remove the column of length 4 from each of the Young
diagrams, so we get
S(2,2)h1 = S(2,2,1) + S(3,2). (36)
Now using the Dictionary (33), this product translates into the fusion product in F(A3,3)
V 2λ2 ⊗3 V λ1 = V λ2+λ3 ⊕ V λ1+2λ2 .
The previous theorem can be simplified. Note that since μ is a weight of AN−1, we can take
the Young diagram for (μ) to be inside the rectangle (N −1)×k, without loss of generality. Then
(ν) in the right-hand side of (35) has to be inside the rectangle N × k. We prove this statement
in the following lemma after setting up some notation.
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Lemma 6.8. Let (μ) ⊆ (N − 1) × k and let (ν) ∈ Π(N,k), where (ν)/(μ) is a (N, k)-cylindric
m-row strip for m k, then (ν) ⊆ N × k.
Proof. Let (μ) ⊆ (N − 1)× k and assume that (ν) ∈ Π(N,k) where (ν)/(μ) is a (N, k)-cylindric
m-row strip. Thus (μ) is a partition of length at most N − 1, say (μ) = (μ1, . . . ,μN−1). Note
that since (μ) ⊆ (N − 1)× k and (ν)/(μ) is an m-row strip, then the height of any column of (ν)
is at most N . That is, (ν) is a partition of length at most N , say (ν) = (ν1, . . . , νN).
We claim that (ν) cannot have rows of length > k, because otherwise ν1 −μN = ν1 > k which
means (ν)/(μ) is not (N, k)-cylindric. Therefore (ν) is inside the rectangle N × k. 
Remark 6.9. The condition (ν)/(μ) is (N, k)-cylindric is implied from the assumption that
(ν) ⊆ N × k. This is clear because ν1  k implies ν1 − μN  k.
Lemma 6.8 and Remark 6.9 allow us to rewrite Theorem 6.5 and Eq. (35) as follows:
Theorem 6.10 (Fusion Pieri rule for multiplication by hm). Let (μ) ⊆ (N −1)×k and let m k.
Then in ΛN/I (N,k) we have
S(μ)hm =
∑
(ν)⊆N×k
(ν)/(μ)is an m-row strip
S(ν). (37)
Remark 6.11. Theorem 6.5 seems a little more general than this last theorem, since it applies
to partitions (μ) in Π(N,k), but in general if (μ) = (μ1,μ2, . . . ,μN) ∈ Π(N,k) we can apply
Theorem 6.10 to the partition (μ1 − μN,μ2 − μN, . . . ,μN−1 − μN) ⊆ (N − 1) × k and we get
the same result.
Theorem 6.10 will be useful to prove our main result (Theorem 9.4). Here we show some
examples of how this theorem applies.
Example 6.12. Let (μ) = (2,1), N = 3 and k = 3. Using Theorem 6.10 to compute S(μ)h2 we
get
× = + +
that is, in the algebra Λ3/I (3,3), we have that:
S(2,1)h2 = S(2,2,1) + S(3,1,1) + S(3,2).
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to h2 = S(2,0,0) is 2λ1. Then the above equation translates into the fusion product in F(A2,3)
V λ1+λ2 ⊗3 V 2λ1 = V λ2 ⊕ V 2λ1 ⊕ V λ1+2λ2 .
Under the correspondence (3) we have that the orbits corresponding to the weights λ1 + λ2,
2λ1, λ2 and λ1 + 2λ2 are respectively [(2,1,0)], [(1,1,0)], [(2,0,0)] and [(2,2,1)]. Looking at
(13) in Example 3.5 we see that this fusion product agrees with the orbit calculation from that
example. This is not a coincidence, it follows from (10) proved by Feingold and Weiner in [5].
In the next example we see another fusion product done via Pieri rules whose outcome agrees
with an orbit calculation for N = 4.
Example 6.13. Let (μ) = (3,2,1), N = 4 and k = 3. Using the Theorem 6.10 we get following
diagram.
× = + +
This shows that S(3,2,1)h2 = S(3,3,2) + S(3,3,1,1) + S(3,2,2,1) where the computation is done in
the algebra Λ4/I (4,3). By taking away columns of length 4 we get
S(3,2,1)h2 = S(3,3,2) + S(2,2) + S(2,1,1).
By the Dictionary (33) we get the fusion product
V λ1+λ2+λ3 ⊗3 V 2λ1 = V λ2+2λ3 ⊕ V 2λ2 ⊕ V λ1+λ3 .
Under the correspondence (3) we have that the orbits corresponding to the weights λ1 +λ2 +λ3,
2λ1, λ2 + 2λ3, 2λ2 and λ1 + λ3 are respectively [(3,2,1)], [(1,1,0)], [(3,3,2)], [(2,2,0)] and
[(3,1,0)]. Looking at (14) from Example 3.7, we see again that the orbit computation gives
exactly the same answer as the Pieri rule computation above. Contrary to the previous example,
this does not follow from (10), it follows from the extension of this result (Theorem 9.4) to be
proved on Section 9.
7. Rank-level duality, a proof
Before we start the proof of the type A rank-level duality let us introduce some notation. We
have
F(AN−1, k) = ΛN/I (N,k) = Q[x1, x2, . . . , xN ]SN /I (N,k)
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F(Ak−1,N) = Λk/I (k,N) = Q[y1, y2, . . . , yk]Sk /I (k,N).
We keep the notation S(μ) for Schur polynomials in ΛN/I (N,k). To avoid confusion, the Schur
polynomials in Λk/I (k,N) will be denoted by S′(μ˜). We have to use (μ˜) to index Schur poly-
nomials in Λk , because ΛN/I (N,k) is indexed by partitions inside the rectangle N × k while
Λk/I
(k,N) is indexed by partitions inside the rectangle k × N . We also keep the notation
hm = hm(x1, x2, . . . , xN) and es = es(x1, x2, . . . , xN) for hm and es in ΛN/I (N,k), but we will
use h′s to denote hs(y1, y2, . . . , yk) and e′m for em(y1, y2, . . . , yk) in Λk/I (k,N), where 1 s N
and 1m k.
Let (μ) ⊆ (N − 1)× k be a partition. Equation (34) from Theorem 6.2 says that in ΛN/I (N,k)
we have
S(μ)em =
∑
(ν)∈Π(N,k)
(ν)/(μ) is an m-column strip
S(ν).
The following remark will be the key in the proof of the rank-level duality isomorphism.
Remark 7.1. If we assume that μ1 < k, that is, if (μ) ⊆ (N − 1) × (k − 1), then the partitions
(ν) on the right-hand side of the equation above satisfy (ν) ⊆ N × k.
Proof. Assume that ν1  k + 1, then since μ1  k − 1 we have that ν1 − μ1  2. That means
the bottom row of the Young diagram of (ν) has at least two more boxes than the bottom row of
the Young diagram of (μ). This contradicts the fact that (ν)/(μ) is an m-column strip. 
From this remark we get the following
Lemma 7.2. If (μ) ⊆ (N − 1) × (k − 1) then
S(μ)em =
∑
(ν)⊆N×k
(ν)/(μ) is an m-column strip
S(ν). (38)
Consider the partition (1m,0N−m). Since em = S(1m) and the conjugate of (1m) is the partition
(1˜m) = (m,0,0, . . .), applying conjugate to Eq. (38) we have
S′(μ˜)h
′
m =
∑
(ν˜)⊆k×N
(ν˜)/(μ˜) is an m-row strip
S′(ν˜). (39)
This equation is exactly the result obtained in Theorem 6.10. This suggests that there might be a
an algebra map from ΛN/I (N,k) to Λk/I (k,N) defined by “conjugation”
S(μ) → S′ .(μ˜)
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to S′
(1˜N)
= S′(N) = h′N but h′N = 1 in Λk/I (k,N). But if we modify the ideal I (N,k) by adding the
relation hk = 1 and modify the ideal I (k,N) by adding the relation h′N = 1, we will see how the
above map becomes an isomorphism between the two new quotient algebras.
Consider the ideal I¯ (N,k) of ΛN = Q[x1, x2, . . . , xN ]SN defined by
I¯ (N,k) = 〈S(1N) − 1, S(μ), hk − 1 | μ1 − μN = k + 1〉
and the ideal I¯ (k,N) of Λk = Q[y1, y2, . . . , yk]Sk defined by
I¯ (k,N) = 〈S′
(1˜k)
− 1, S′(μ˜), h′N − 1
∣∣ μ˜1 − μ˜k = N + 1〉.
Then we get a homomorphism
ΛN/I¯
(N,k) → Λk/I¯ (k,N),
S(μ) → S′(μ˜). (40)
The map sends hm = S(m) to S′(m˜) = S′(1m) = e′m for 0  m  k − 1 and em = S(1m) to
S′(m) = h′m for 0mN − 1. Moreover, by Theorem 6.10 and Lemma 7.2 we get that the prod-
uct S(μ)hm in ΛN/I¯ (N,k) matches the product S′(μ˜)e
′
m in Λk/I¯ (k,N) (see (38) and (39)). We also
get that the product S(μ˜)em in ΛN/I¯ (N,k) matches the product S′(μ)h′m in Λk/I¯ (k,N). Therefore,
the homomorphism above sends generators to generators and the corresponding multiplication
by each generator in both rings agrees, therefore we have an isomorphism between both algebras.
This isomorphism is known as the type A rank-level duality.
Using the notation for fusion algebras, the Dictionary (33) relates hk = S(k,0,...) with V kλ1 in
F(AN−1, k) and h′N = S(N,0,...) with V Nλ1 in F(Ak−1,N), so we get an isomorphism between
the algebras
F ′(AN−1, k) ∼=F ′(Ak−1,N),
where
F ′(AN−1, k) =F(AN−1, k)/
〈
V kλ1 − V 0〉
and
F ′(Ak−1,N) =F(Ak−1,N)/
〈
V Nλ1 − V 0〉.
8. Simple currents
In the particular case when m = k of Eq. (37) in Theorem 6.10 we get that for (μ) ⊆
(N − 1) × k
S(μ)hk =
∑
(ν)⊆N×k
S(ν).(ν)/(μ) is a k-row strip
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so that (ν)/(μ) is a k-row strip, namely if (μ) = (μ1,μ2, . . . ,μN−1) then (ν) = (k,μ1,μ2,
. . . ,μN−1). Therefore the equation above becomes
S(μ)hk = S(k,μ1,μ2,...,μN−1) = S(k−μN−1,μ1−μN−1,μ2−μN−1,...,μN−2−μN−1). (41)
The basis elements with this property are called simple currents. We establish the precise
definition of a simple current next.
Definition 8.1. Let B = {xa | a ∈ A} be a basis for a fusion algebra F . We say that xa ∈ B is a
simple current if for any element xb ∈ B the product xaxb = xc ∈ B for some c ∈ A.
From Eq. (41) we get that hk and therefore htk for t  1 are simple currents in ΛN/I (N,k). In
fact, multiplying S(μ) iteratively by hk we get
S(μ)h
t
k = S(μ′), (42)
where
(μ′) = (k − μN−t + μN−(t−1), k − μN−t + μN−(t−2), . . . , k − μN−t + μN−1, k − μN−t ,
μ1 − μN−t , . . . ,μN−(t+1) − μN−t ). (43)
In particular, if (μ) = (k), since S(μ) = hk we get ht+1k = S(k(t+1)) and therefore hNk = S(kN ) = 1
in ΛN/I (N,k), since the partition (kN) consists of k columns of height N .
It is also known that the set of simple currents of the basis for ΛN/I (N,k) indexed by partitions
whose Young diagram are inside the (N − 1)× k rectangle, is the set {htk | t  0} and that this set
actually spans a sub-algebra of ΛN/I (N,k). Moreover, since hNk = 1 in ΛN/I (N,k), we get that
the set of simple currents forms a cyclic group under multiplication isomorphic to ZN and the
sub-algebra they span is the group algebra Q[ZN ].
So we can see that the algebra ΛN/I¯ (N,k) can be obtained from the fusion algebra ΛN/I (N,k)
by identifying simple currents with 1, in other words by making the quotient by the ideal gener-
ated by hk − 1, 〈hk − 1〉.
We conclude the section by recalling a known characterization of the fusion coefficients N(k)νλ,μ
when λ is a multiple of the first fundamental weight λ1 of type AN−1, and an extension of it using
the theory of simple currents. The precise characterization is as follows (see [11]):
N
(k)ν
μ,mλ1
=
⎧⎨⎩
1, if there exists (ν¯) ⊆ N × k such that (ν¯)/(μ) is an m-row strip
and (ν¯) ∼ (ν),
0, otherwise,
(44)
where m k and ∼ is the equivalence relation defined in Eq. (6) and (μ) and (ν) are the partitions
corresponding to μ and ν.
Let (μ′) be the partition from Eq. (43) and let (λ) be the partition such that S(λ) = htkhm for
m k and 0 t N − 1. Then we get
S(μ)S(λ) = S(μ)htkhm = S(μ′)hm.
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N
(k)ν
μ,λ = N(k)νμ′,mλ1 . (45)
9. Main theorem and results
Let λ = a1λ1 + a2λ2 + · · · + aN−1λN−1 be a dominant integral weight for g = slN of
type AN−1. The orbit in standard form associated to λ is given by (8) and the partition is given
by (30). These two points of view are related as the following lemma shows.
Lemma 9.1. The orbit in standard form (8) is a partition whose conjugate is given by (30).
Proof. Consider the diagram
. . .
. . .
...
...
...
...
. . .
. . .
. . .
. . .
. . .
. . .
| |aN−1
| |aN−2
| |a2
| |a1
where the label ai on top equals the number of columns in that block, and the subscript i, equals
the height of each column in that block. This means that, there are aN−1 columns of height N −1,
aN−2 columns of height N − 2, . . . , a2 columns of height 2 and a1 columns of height 1. Reading
the diagram from left to right we get the partition (8), and reading the diagram from bottom to
top, we get the following: The first row has length aN−1 + aN−2 + · · · + a1 =∑N−1j=1 aj . The
second row has length aN−1 + aN−2 + · · · + a2 =∑N−1j=2 aj , and the last row has length aN−1,
that is, the diagram above corresponds to the partition (30). Thus (8) and (30) are conjugates of
each other. 
Remark 9.2. This lemma says that from a Young diagram (μ) ⊆ (N − 1) × k, we can associate
with (μ) a k-tuple whose j th entry is given by the height of the j th column of the diagram. This
k-tuple is actually the representative in standard form of the orbit in ZkN whose corresponding
partition is (μ). This k-tuple will be denoted by μˆ.
Remark 9.3. If (ν) = (ν1, . . . , νN) ⊆ N × k we can also associate with (ν) a k-tuple in ZkN ,
by letting the j th entry of the k-tuple be the height of the j th column of (ν) modulo N . This
k-tuple is a representative from the orbit [ν] associated to the partition (ν), but is not necessar-
ily in standard form. We denote this k-tuple by ν¯. The representative in standard form for the
orbit [ν] can be obtained directly as follows: Let (ν′) = (ν1 − νN, . . . , νN−1 − νN), then (ν′) ⊆
(N − 1) × k, so the k-tuple whose j th entry is the j th column of the Young diagram for (ν′)
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ν′ ∈ [ν]. We also get that (ν) ∼ (ν¯) ∼ (ν′) where ∼ is the equivalence relation defined in (6).
Seeing the standard form of an orbit in ZkN as a partition will help us prove why, in some
special cases, the orbit product (9) matches the Pieri rules. The next theorem illustrates some of
these cases.
Theorem 9.4. Let λ = mλ1 be a multiple of the first fundamental weight for AN−1, m  k,
μ = a1λ1 + · · · + aN−1λN−1 any other weight of level k and [λ] and [μ] their corresponding
orbits in ZkN . Then N
(k)ν
μ,λ = M(k)[ν][μ],[λ] for any weight ν of level k. In other words, the product of
the orbits [μ] × [λ] matches Pieri rules for the multiplication S(μ)hm, (37).
Proof. The first step of the proof is to prove the following claim.
Claim. N(k)νμ,λ = 1 if and only if M(k)[ν][μ],[λ] = 1.
The theorem will follow from this claim, Corollary 3.10 and Eq. (44).
Proof of Claim. Let us assume that N(k)νμ,λ = 1. From Eq. (44), we know that there is a partition
(ν′) ⊆ N × k so that (ν′)/(μ) is an m-row strip, and (ν′) ∼ (ν), then from Remark 9.3 we get
that [ν] = [ν′]. Since (ν′) ⊆ N × k and (ν′)/(μ) is an m-row strip, (ν′) can be obtained from (μ)
by adding m boxes with no two in the same column, hence there exists y ∈ [(1m,0k−m)] so that
νˆ + y = ν′.
Now since y ∈ [(1m,0k−m)] and (ν′) ∈ [ν′] = [ν] we have that M(k)[ν][μ],[λ] = 0, then from Corol-
lary 3.10 we get M(k)[ν][μ],[λ] = 1. 
In the other direction, let us assume that M(k)[ν][μ],[λ] = 1. Then from Corollary 3.10 we have that
νˆ = ((N − 1)aN−1−mN−1+mN−2, . . . ,1a1−m1+m0,0a0−m0+mN−1), for some integers m0,m1, . . . ,
mN−1 such that
∑N−1
i=0 mi = m and 0mi  ai for 0 i N − 1.
Consider the k-tuple ν¯ ∈ ZkN defined in Remark 9.3,
ν¯ = (0mN−1, (N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0a0−m0)
so ν¯ ∈ [ν]. Define the Young diagram (ν′) whose first mN−1 columns have height N and for
j > mN−1, the j th column has height equal to the j th entry of ν¯.
Now since the k-tuples μˆ and ν′ satisfy the equation
μˆ + (1mN−1,0aN−1+mN−1, . . . ,1m0,0a0−m0)= ν′ where N−1∑
i=0
mi = m,
then we have that (ν′)/(μ) is an m-row strip and since (ν′) ∼ (ν¯) ∼ (ν), then we get from (44)
that N(k)νμ,λ = 1. 
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orbit [kλ1] is special since every product of this orbit with any other gives a single orbit as an
answer. We encode this result in the following lemma.
Lemma 9.5. Let [μ] be any Sk-orbit of ZkN . The product [kλ1] × [μ] equals a single orbit.
Proof. Since the k-tuple (1k) is fixed by the action of Sk , the orbit of [kλ1] = [(1k)] consists of
a single k-tuple. The result easily follows from this fact. 
Although the product defined on orbits is not associative, as shown in Example 3.8, we can
prove associativity in the special case when one of the orbits involved is [(tk)], 1 t  N − 1.
We state the result in the following lemma.
Lemma 9.6. Let [a] and [b] be Sk-orbits of ZkN , and let 0 t N − 1. Then we have:([a] × [(tk)])× [b] = [a] × ([(tk)]× [b]). (46)
Proof. From Lemma 9.5, the products [a] × [(tk)] and [(tk)] × [b] each consists of a single
orbit. If a = (a1, . . . , ak) is a representative from the orbit [a], then a representative of the orbit
[a] × [(tk)] is given by (a1 + t, . . . , ak + t) (where every entry is considered modulo N ). Let us
denote by [a + t] the orbit of [a] × [(tk)], and since the same applies to the orbit [(tk)] × [b], we
denote this orbit by [b + t], that is,
[a] × [(tk)]= [a + t] and [(tk)]× [b] = [b + t]. (47)
Then from (46) and (47) all we have to do is prove the following equation:
[a + t] × [b] = [a] × [b + t].
This is equivalent to proving that for any orbit [c] of ZkN we have that:
M
(k)[c]
[a+t],[b] = M(k)[c][a],[b+t]. (48)
To prove this equality, first observe that there is a one-to-one map given by:
T
([a + t], [b], [c])→ T ([a], [b + t], [c]),
(x, y, z) → (x − t, y + t, c), (49)
where x − t is the k-tuple obtained from x by subtracting t from every entry of x and y + t is
defined by adding t to every entry of y, that is, x − t = x − (tk) and y + t = y + (tk). Let σ ∈ Sk .
Since the action of Sk on k-tuples is linear, we have that σ(x − t) = σ(x − (tk)) = σx − σ(tk)
and σ(y + t) = σ(y + (tk)) = σy + σ(tk). Therefore the map (49) is invariant under the action
of Sk . Thus the equality (48) follows. 
These lemmas are useful to find other orbits whose fusion product can be computed by the
orbits method, and those are given below.
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mλ1 and kλ1, respectively. For 0 t N − 1 let λ be the weight whose corresponding orbit in
ZkN is given by [λ] = [mλ1] × [kλ1]t , and let μ be any other weight on level k. Then for every
weight ν on level k we have
N
(k)ν
λ,μ = M(k)[ν][λ],[μ].
Proof. Since [kλ1]t = [(tk)], for an orbit [μ], we have:
[λ] × [μ] = ([mλ1] × [kλ1]t)× [μ] = [mλ1] × ([kλ1]t × [μ]). (50)
From Lemma 9.5 the orbits product [kλ1]t × [μ] = [μ + t] gives a single orbit. Let μ′ be the
weight so that [μ′] = [μ + t]. Then from (50) we get
[λ] × [μ] = [mλ1] × [μ′].
Therefore M(k)[ν][λ],[μ] = M(k)[ν][mλ1],[μ′], for all weights ν.
From Theorem 9.4, we have M(k)[ν][mλ1],[μ′] = N
(k)ν
mλ1,μ′ for all weights ν. This combined with (45)
gives us
N
(k)ν
λ,μ = M(k)[ν][mλ1],[μ′].
Therefore we get
N
(k)ν
λ,μ = M(k)[ν][λ],[μ]. 
We get the following characterization of these special level k fusion coefficients.
Theorem 9.8. Let μ and ν be arbitrary weights on level k, for 0 t  N − 1 and m k let λ
be the weight associated to the orbit [mλ1] × [kλ1]t , let μ′ be the weight whose corresponding
orbit is [μ′] = [μ] × [kλ1]t , and assume that μˆ = ((N − 1)aN−1 , . . . ,1a1 ,0a0). Then we have
M
(k)[ν]
[λ],[μ] =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, if ν˜ = ((N − 1)bN−1−mN−1+mN−2 , . . . ,1b1−m1+m0,0b0−m0+mN−1),
where m0, . . . ,mN−1 are integers such that
∑N−1
i=0 mi = m,
0mi  bi and bi =
{
ai−t if i  t,
aN−(t−i) if i < t,
0, otherwise.
As a summary of the results in this section, more precisely, from Theorem 9.7, we get an
algorithm to compute fusion coefficients via orbits for Young diagrams of the form
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. . .
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...
...
...
...
...
| |
k
| |m
_
_
_
_
t
whose corresponding weights are
λ =
{
mλ1, t = 0,
(k − m)λt + mλt+1, 1 t N − 2,
(k − m)λN−1, t = N − 1,
(51)
for 0m k. The corresponding orbits are
[λ] =
{ [((t + 1)m, tk−m)], 0 t N − 2,
[((N − 1)k−m,0m)], t = N − 1. (52)
Example 9.9. For A3 level 3 (N = 4 and k = 3), let λ = 2λ3 + λ2 and let μ = 2λ1 + λ2. The
weight λ has the form (51) with t = 2 and m = 2. Theorem 9.7 says that we can compute the
fusion product V λ ⊗3 V μ via orbits of Z34. The orbits associated to λ and μ are [λ] = [(3,3,2)]
and [μ] = [(2,1,1)]. To compute their product, we have to remove the redundant equation from
the list
(3,3,2) + (2,1,1) = (1,0,3),
(3,3,2) + (1,2,1) = (0,1,3),
(3,3,2) + (1,1,2) = (0,0,0).
The second equation on this list is redundant, therefore we get
[λ] × [μ] = [(3,1,0)]+ [(0,0,0)].
The weights associated to [(3,1,0)] and [(0,0,0)] are ν1 = λ1 + λ3 and ν2 = 0, so we get
V λ ⊗3 V μ = V λ1+λ3 ⊕ V 0.
We can verify this result using Theorem 9.8. Note that
a3 = 0, a2 = 1, a1 = 2, a0 = 0,
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b3 = a1 = 2, b2 = a0 = 0, b1 = a3 = 0, b0 = a2 = 1.
There are two different sets of integers {m0,m1,m2,m3} satisfying the conditions of Theo-
rem 9.8, namely:
{m0 = 1, m1 = 0, m2 = 0, m3 = 1} and
{
m′0 = 0, m′1 = 0, m′2 = 0, m′3 = 2
}
.
For the first set we get
νˆ1 =
(
3b3−m3+m2,2b2−m2+m1,1b1−m1+m0,0b0−m0+m3
)= (3,1,0),
and for the second set we get
νˆ2 =
(
3b3−m′3+m′2,2b2−m′2+m′1,1b1−m′1+m′0,0b0−m′0+m′3
)= (0,0,0),
which are the representatives in standard form of the orbits we got, and Theorem 9.8 predicts
coefficient zero for the rest of the orbits, which matches the result found in this example.
10. What goes wrong with orbits
The orbits product [a] × [b] =∑[c]∈OM(k)[c][a],[b][c] does not match Pieri rules for all cases, as
we show in this section.
Example 10.1. Consider the weight λ = λ1 + λ2 of A2 on level 3. The partition associated to
λ is (λ) = (2,1,0). By applying iteratively Pieri rules to compute S(λ)S(λ) and the fact that
S(λ) = h1h2 − h3, we get:
S(λ)S(λ) = S3 + S(3,3) + 2S(λ) + S(0)
= h3 + S(3,3) + 2S(λ) + 1.
From the Dictionary (33), this translates into the fusion product
V λ ⊗3 V λ = V 3λ1 ⊕ V 3λ2 ⊕ 2V λ1+λ2 ⊕ V 0. (53)
This result does not match the result gotten from the orbits point of view. To see this, first note
that the orbit corresponding to λ = λ1 + λ2 in Z33 is the orbit of [(2,1,0)], and by a simple
calculation of orbits we get that:[
(2,1,0)
]× [(2,1,0)]= [(1,1,1)]+ [(2,2,2)]+ 3[(2,1,0)]+ [(0,0,0)].
The orbits in this product represent respectively the weights 3λ1, 3λ2, λ1 + λ2 and 0, which are
exactly the same weights we got in (53), however multiplicities do not all match.
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associated to λ and μ are (λ) = (2,1,0) and (μ) = (2,2). The fusion product S(λ)S(μ) can be
computed using S(μ) = h22 − h1h3
S(λ)S(μ) = S(3,2,2) + S(3,3,1) + S(2,1) + S(1,1,1).
Using the correspondence between orbits and partitions, and given more explicitly below in (56),
we get
V λ ⊗3 V μ = V λ1+2λ3 ⊕ V 2λ2+λ3 ⊕ V λ1+λ2 ⊕ V λ3 .
Now performing the orbit computation [λ] = [(2,1,0)] times [μ] = [(2,2,0)] in Z34, we get:[
(2,1,0)
]× [(2,1,0)]= [(3,2,2)]⊕ [(2,1,0)]⊕ [(3,0,0)].
The orbits in this product represent, respectively, the weights 2λ2 + λ3, λ1 + λ2 and λ3. Observe
that the orbit corresponding to the weight λ1 + 2λ3 is missing in the orbit computation.
11. How the orbits method can be fixed
Note that the Schur polynomial corresponding to weight mλ1 is S(m,0,...,0) = hm, that is,
weights that are multiples of the first fundamental weight λ1 correspond to the homogeneous
symmetric polynomials. According to the Jacobi–Trudi determinant (31), these polynomials,
generate the quotient ring ΛN/I (N,k) = Q[x1, x2, . . . , xN ]SN /I (N,k). Therefore for the rest of
the weights of level k whose Young diagram is not of the form (51), we can compute the fu-
sion products via orbits by “alternating iteration” using the information from the Jacobi–Trudi
determinant. In the following example we show how this process can be done.
Example 11.1. Consider the weight λ = λ1 + λ2 of A2 on level 3, note that this weight is not of
the form (51). If we want to compute the fusion product of V λ with itself on level 3 (V λ ⊗3 V λ),
we may use the fact that Sλ = h1h2 − h3 and compute:
V λ ⊗3 V λ = V λ ⊗3
(
V λ1 ⊗3 V 2λ1 − V 3λ1
)
= V λ ⊗3
(
V λ1 ⊗3 V 2λ1
)− V λ ⊗3 V 3λ1
= (V λ ⊗3 V λ1)⊗3 V 2λ1 − V λ ⊗3 V 3λ1 .
Now from Theorem 9.4 this can be done iteratively via orbits.
To “fix” the orbits method, we construct an algebra A(O(N, k)) over Q whose basis is
O(N, k) where the addition is formal addition and we define a new product of orbits [a] · [b]
by using the information from the Jacobi–Trudi determinant (31). We define this “new product”
as follows.
Let aˆ, bˆ be the standard form of two orbits [a], [b] ∈ O. Let (λ) = a˜ and (μ) = b˜ =
(b˜1, . . . , b˜N−1) be the conjugates of aˆ, bˆ considered as partitions. The product S(λ)S(μ) can be
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H = (h
b˜i−i+j )
N−1
i,j=1 = (hi,j )N−1i,j=1 then S(μ) = det(H) ∈ ΛN/I (N,k), so
S(λ)S(μ) = S(λ) det(H). (54)
By Theorem 9.4 we know that each individual product S(λ)hb˜i−i+j can be computed via orbits
by performing the product [λ]× [(1b˜i−i+j ,0k−b˜i+i−j )], provided that b˜i − i + j  k. Therefore,
we can multiply any two Schur polynomials via orbits. By the results of this section, product
(54) is equivalent to computing the following orbit product and then translating the results via
the dictionary (57)
[a] · [b] =
⎧⎨⎩
[a] × [b], if [b] is an orbit of the form (52),∑
σ∈SN−1 sign(σ )((([a] · [h1,σ1]) · [h2,σ2]) · · · [hN−1,σ (N−1)])
otherwise,
(55)
where [hi,j ] = [hb˜i−i+j ], b˜ = (b˜1, . . . , b˜N−1) is the conjugate of bˆ considered as partition, and
[h
b˜i−i+j ] =
{
[(1b˜i−i+j ,0k−b˜i−i+j )] if 0 b˜i − i + j  k,
0 otherwise,
is of the form (52). We extend this product linearly to all A(O(N, k)).
From Lemma 9.1 we know that the standard form of an Sk-orbit is a partition whose conjugate
is a partition contained in the (N − 1)× k rectangle. The explicit correspondence between these
two objects is given by
[(
(N − 1)aN−1, . . . ,1a1 ,0a0)]↔(N−1∑
i=1
ai,
N−1∑
i=2
ai, . . . , a1
)
. (56)
This gives a dictionary between the algebras A(O(N, k)) and ΛN/I (N,k) as follows
A(O(N, k))↔ ΛN/I (N,k),
[λ] ↔ S(λ),
[hm] =
[(
1m,0k−m
)]↔ hm,
[λ] · [μ] ↔ S(λ)S(μ), (57)
where the left-hand side is indexed by orbits and the right-hand side is indexed by partitions and
the correspondence (56) allows us to move from left to right.
According to the results in this section, we get the product (55) after translating to Schur
functions using Dictionary (57), matching the associative product S(λ)S(μ). Therefore (55) is an
associative product. Thus (55) gives a structure of associative algebra to A(O(N, k)) and this
algebra is isomorphic to ΛN/I (N,k) ∼=F(AN−1, k).
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where λ = λ1 + λ2 of A2 on level 3.
The orbit corresponding to λ is [λ] = [(2,1,0)] and the conjugate of λˆ is b˜ = (2,1). Hence,
Eq. (55) gives
[
(2,1,0)
] · [(2,1,0)]= [(2,1,0)] · ∣∣∣∣∣ [hb˜1 ] [hb˜1+1][h
b˜2−1] [hb˜2 ]
∣∣∣∣∣ .
Since b˜1 = 2 and b˜2 = 1, we get
[h
b˜1
] = [(1,1,0)],
[h
b˜1+1] =
[
(1,1,1)
]
,
[h
b˜2
] = [(1,0,0)],
[h
b˜2−1] =
[
(0,0,0)
]
.
Therefore we get
[
(2,1,0)
] · [(2,1,0)]= [(2,1,0)] · ∣∣∣∣ [(1,1,0)] [(1,1,1)][(0,0,0)] [(1,0,0)]
∣∣∣∣
= [(2,1,0)] · ([(1,1,0)] · [(1,0,0)])− [(2,1,0)] · [(1,1,1)].
From Example 3.5 we know that[
(2,1,0)
] · [(1,1,0)]= [(2,1,0)]× [(1,1,0)]= [(2,2,1)]+ [(1,1,0)]+ [(2,0,0)]
and it is readily checked that[
(2,2,1)
] · [(1,0,0)]= [(2,2,1)]× [(1,0,0)]= [(2,2,2)]+ [(2,1,0)],[
(1,1,0)
] · [(1,0,0)]= [(1,1,0)]× [(1,0,0)]= [(1,1,1)]+ [(2,1,0)],[
(2,0,0)
] · [(1,0,0)]= [(2,0,0)]× [(1,0,0)]= [(2,1,0)]+ [(0,0,0)]
and [
(2,1,0)
] · [(1,1,1)]= [(2,1,0)]× [(1,1,1)]= [(2,1,0)].
Therefore we get[
(2,1,0)
] · [(2,1,0)]= [(2,2,2)]+ [(1,1,1)]+ 2[(2,1,0)]+ [(0,0,0)],
which translates into the fusion product
V λ1+λ2 ⊗3 V λ1+λ2 = V 3λ2 ⊕ V 3λ1 ⊕ 2V λ1+λ2 ⊕ V 0.
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The sub-algebra of simple currents of F(AN−1, k) is the sub-algebra with basis {htk | 0 t 
N −1}. The orbit corresponding to the partition (k,0, . . . ,0) is the orbit [(1k)] and by multiplying
this orbit by itself iteratively we get that [(1k)]t = [(tk)]. Therefore the orbits corresponding to
the simple currents of F(AN−1, k) have the form [(tk)]. Now, let [b] = [(tk)] be the orbit of
a simple current and [a] = [(m1, . . . ,mk)] ∈ O(N, k). Then the product [a] · [b] can be easily
described as
[a] · [b] = [(m1 + t, . . . ,mk + t)],
where every entry is considered modulo N . By abuse of notation we are going to denote the orbit
on the right-hand side by [a + t].
This product gives an action of ZN on O(N, k). This action breaks the set O(N, k) into
“orbits,” that we call SC-orbits, to avoid confusion with Sk-orbits of ZkN and as an abbreviation
for simple current orbits.
Note that for 0  m  k the product of any element in the SC-orbit of [(1m,0k−m)] by any
SC-orbit is independent of the choice of representative. In fact, let 0 t, t1  N − 1 and [a] ∈
O(N, k), then [a + t1] is in the SC-orbit of [a] and [((t + 1)m, tk−m)] is in the SC-orbit of
[(1m,0k−m)] and is one of the orbits of the form (52), therefore
[a + t1] ·
[(
(t + 1)m, tk−m)]= [a] · [(tk1 )] · [(1m,0k−m)] · [(tk)]
= [a] · [(1m,0k−m)] · [((t + t1)k)]. (58)
This defines a product on the set of SC-orbits of O(N, k), and it is equivalent to the product in
the algebra A′(O(N, k)) =A(O(N, k))/SC, where SC is the ideal of A(O(N, k)) generated by
[(tk)] − [(0k)]. This algebra is isomorphic to F ′(AN−1, k).
To see the rank-level duality from the orbits point of view, first observe that any SC-orbit of
O(N, k) has a representative of the form [((N − 1)aN−1 , . . . ,0a0)] where a0 > 0, since for any
orbit [(m1, . . . ,mk)] ∈O(N, k) we can add (tk) enough times to make one of the entries zero.
Example 12.1. Consider the set O(4,3). The SC-orbit of the element [(2,2,1)] is the set
{[(2,2,1)], [(3,3,2)], [(3,0,0)], [(1,1,0)]}. Note that in fact this SC-orbit contains two ele-
ments with at least one zero entry.
Let O′(N, k) = {[a] = [(a1, . . . , ak)] ∈O(N, k) | ai = 0 for some i,1 i  k}, the set of Sk-
orbits of ZNk with at least one zero entry. We have a one-to-one correspondence given by
O′(N, k) →O′(k,N),[(
(N − 1)a(N−1) , . . . ,1a1 ,0a0)] → [(N−1∑
i=1
ai,
N−1∑
i=2
ai, . . . , a(N−1),0
)]
,
where a0 > 0 and
∑N−1
i=0 ai = k.
This map sends SC-orbits of O(N, k) to SC-orbits of O(k,N), and since the map is defined
by conjugation of the orbits considered as partitions, it follows that the map is just a different
way of defining the rank-level duality map defined in Section 7 and Eq. (40).
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Irreducible modules V λ for the finite-dimensional Lie algebra g= slN , are indexed by weights
λ ∈ P+ and form a basis of an associative algebra over Q, called the tensor algebra and denoted
by T (AN−1), with associative product of V λ and V μ defined by the tensor product of the two
modules V λ ⊗ V μ. This product is a well defined product in T (AN−1) since given modules V μ
and V λ for slN , with μ and λ ∈ P+, the tensor product V μ ⊗ V λ is completely reducible and it
is given by
V λ ⊗ V μ =
∑
ν∈P+
Multλ,μ(ν)V ν, (59)
where Multλ,μ(ν) is given by the Racah–Speiser formula, see [4].
The Littlewood–Richardson coefficients are the structure constants for the algebra of symmet-
ric polynomials ΛN with respect to the basis given by Schur polynomials indexed by partitions
of length at most N . If (μ) and (λ) are partitions of length at most N and S(μ) and S(λ) are the
Schur polynomials as defined in (31) (or in (32)), then we have
S(λ)S(μ) =
∑
(ν) is a partition of length at most N
c
(ν)
(λ),(μ)S(ν). (60)
There is a relation between these two algebras. In fact, it is well known that there is an iso-
morphism between the tensor algebra T (AN−1) and the quotient algebra ΛN/〈S(1N) − 1〉, given
by
ΛN/〈S(1N) − 1〉 ↔ T (AN−1),
S(μ) ↔ V μ,
S(λ)S(μ) =
∑
(ν)
c
(ν)
(λ),(μ)S(ν) ↔ V μ ⊗ V λ =
⊕
ν
Multλ,μ(ν)V ν, (61)
where the left-hand side is indexed by partitions (μ) = (μ1, . . . ,μN) of length at most N , and
the right-hand side is indexed by weights μ =∑N−1j=1 (μj − μj+1)λj ∈ P+ where P+ is the set
of dominant integral weights defined in (1). The correspondence (4) allows one to move from
one side to the other and c(ν)(λ),(μ) = Multλ,μ(ν).
Particular cases of the product (60) can be computed using Pieri rules. The following results
are known as classical Pieri rules.
Theorem 13.1 (Classical Pieri rules for multiplication by hm). Let (μ) be a partition of length
at most N and m a positive integer, then in ΛN/〈S(1N) − 1〉 we have
S(μ)hm =
∑
(ν)/(μ) is an m-row strip
S(ν).
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at most N and 0mN an integer, then in ΛN/〈S(1N) − 1〉 we have
S(μ)em =
∑
(ν)/(μ) is an m-column strip
S(ν).
It is also known that the Littlewood–Richardson coefficients c(ν)(μ),(λ) are at most one when
(λ) = (m) is a partition with a single part and when (λ) = (1m) is a partition with only ones. The
characterization is given by
c
(ν)
(μ),(m) =
⎧⎨⎩
1, if there exists a partition (ν¯) of length at most N,
such that (ν¯)/(μ) is an m-row strip and (ν¯) ∼ (ν),
0, otherwise,
(62)
where ∼ is the equivalence relation defined in Eq. (6), and
c
(ν)
(μ),(1m) =
⎧⎨⎩
1, if there exists a partition (ν¯) of length at most N,
such that (ν¯)/(μ) is an m-column strip and (ν¯) ∼ (ν),
0, otherwise.
(63)
We are going to use Eq. (62) to prove that we can compute the tensor product decomposition
of V μ ⊗ V mλ1 via orbits, but since there is no level k condition for tensor products, the sum∑N−1
j=1 aj and m can be arbitrarily large. Therefore, our 1–1 correspondence between weights
and orbits, given by (3), has to be modified, and we also have to modify our group G.
14. Application of orbits to tensor products
Let G¯ = G¯N =⊕∞i=1 ZN = {(x1, x2, . . .) | xi ∈ ZN, xj = 0 for j  0} and let S∞, the group
of permutations of {1,2, . . .} which fix all but finitely many numbers, act on G¯N by permuting
the coordinates. For x ∈ G¯N , define the element in standard form S∞-equivalent to x to be
xˆ = ((N − 1)aN−1 , . . . ,1a1,0, . . .)
where i occurs ai times in x.
There is a 1–1 correspondence between dominant weights of AN−1 and S∞-orbits of G¯ as
follows:
a1λ1 + · · · + aN−1λN−1 ∈ P+ ↔
[(
(N − 1)aN−1 , . . . ,1a1,0, . . .)], (64)
where the bracket on the right means the S∞-orbit of the element in standard form.
The correspondence between partitions of length at most N and weights of AN−1 given by (4)
and the correspondence (64), gives us a correspondence between partitions of length at most N
and orbits of G¯. In this section will use the same notation as before for weights and partitions,
that is, if μ is a weight, then (μ) denotes its corresponding partition, but for this section, [μ] will
denote the S∞-orbit in G¯ corresponding to the weight μ and the representative in standard form
of [μ] in G¯ will be denoted by μˆ. The set of S∞-orbits of G¯ will be denoted O∞ =O∞(N).
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T
([a], [b], [c])= {(x, y, z) ∈ [a] × [b] × [c] ∣∣ x + y = z},
and define M [c][a],[b] as the number of S∞-orbits of T ([a], [b], [c]).
The number M [c][a],[b] can be also used to define a product of S∞-orbits of G¯N as follows
[a] × [b] =
∑
[c]∈O∞
M
[c]
[a],[b][c].
The procedure to compute the number M [c][a],[b] is similar to the one we used to compute the
number M(k)[c][a],[b]. In fact, since elements in G¯ have a finite number of non-zero entries, we can
follow exactly the same procedure to compute M(k)[c][a],[b], with k  0, as follows.
Definition 14.1. Let [a], [b] ∈ O∞, and assume that aˆ = ((N − 1)aN−1 , . . . ,1a1,0, . . .), bˆ =
((N − 1)bN−1 , . . . ,1b1,0, . . .), and set k to be any integer such that k ∑N−1i=1 (ai + bi). Let
{y1, . . . , yt } ⊂ [b] be the set of orbits of bˆ obtained by letting Sk act on the first k entries of bˆ,
and for 1 i  t set:
zi = aˆ + yi . (65)
We say that the equation zj = aˆ + yj in the list (11) is redundant, if for some i < j and σ ∈ Sk
we have
σ aˆ = aˆ, σyj = yi and σzj = zi,
that is, if the triples (aˆ, yi, zi) and (aˆ, yj , zj ) are in the same Sk-orbit of T ([a], [b], [zi]).
Then it is easily seen that
M
[c]
[a],[b] equals the number of non-redundant equations of the form (65), for which zi ∈ [c].
(66)
From this, it follows that M [c][a],[b] = M(k)[c][a],[b], for k  0.
Example 14.2. Let a = (2,1,0, . . .) and b = (1,1,0, . . .) be elements in G¯3. Then we have that
aˆ = (2,1,0, . . .) and bˆ = (1,1,0, . . .). So the least k we can choose to compute the orbit product
[a] × [b] is k = 4. By letting S4 act on the first four entries of bˆ we get the subset of [b]{
bˆ = (1,1,0, . . .), (1,0,1,0, . . .), (1,0,0,1,0, . . .),
(0,1,1,0, . . .), (0,1,0,1,0, . . .), (0,0,1,1,0, . . .)
}
.
Now we have to remove all redundancies from the list:
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(2,1,0, . . .) + (1,0,1,0, . . .) = (0,1,1,0, . . .),
(2,1,0, . . .) + (1,0,0,1,0, . . .) = (0,1,0,1,0, . . .),
(2,1,0, . . .) + (0,1,1,0, . . .) = (2,2,1,0, . . .),
(2,1,0, . . .) + (0,1,0,1,0, . . .) = (2,2,0,1,0, . . .),
(2,1,0, . . .) + (0,0,1,1,0, . . .) = (2,1,1,1,0, . . .).
The third and the fifth equations are redundant in that list. So we get:
[
(2,1,0, . . .)
]× [(1,1,0, . . .)]= [(2,2,1,0, . . .)]+ [(1,1,0, . . .)]
+ [(2,0,0, . . .)]+ [(2,1,1,1,0, . . .)]. (67)
Later we will see how this corresponds to a tensor product decomposition for A2 of
V λ1+λ2 ⊗ V 2λ1 .
Example 14.3. Now let a = (2,2,1,0, . . .) and b = (1,0,0, . . .) be elements in G¯3. Then we
have that aˆ = (2,2,1) and bˆ = (1,0,0, . . .). We can take k = 4 to compute [a] × [b]. By letting
S4 act on the first four entries of bˆ we get the subset of [b]{
(1,0,0, . . .), (0,1,0, . . .), (0,0,1,0, . . .), (0,0,0,1,0, . . .)
}
.
Then we remove all redundancies from the list:
(2,2,1,0, . . .) + (1,0,0, . . .) = (0,2,1,0, . . .),
(2,2,1,0, . . .) + (0,1,0, . . .) = (2,0,1,0, . . .),
(2,2,1,0, . . .) + (0,0,1,0, . . .) = (2,2,2,0, . . .),
(2,2,1,0, . . .) + (0,0,0,1,0, . . .) = (2,2,1,1,0, . . .).
We can see that the second equation is redundant, so we can remove it from the list and we get[
(2,2,1,0, . . .)
]× [(1,0, . . .)]= [(2,2,2,0, . . .)]+ [(2,1,0, . . .)]+ [(2,2,1,1,0, . . .)].
Theorem 14.4. Let [a], [c] ∈ O and [b] = [(1m,0, . . .)]. Suppose that M [c][a],[b] = 0 then
M
[c]
[a],[b] = 1.
Proof. Since for k  0 we have M [c][a],[b] = M(k)[c][a],[b], the proof follows from Theorem 3.9. 
We also get the following characterization of orbits products similar to Corollary 3.10 in
Section 3.
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[(1m,0, . . .)]. Then for [c] ∈O we have
M
[c]
[a],[b] =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if cˆ = ((N − 1)aN−1−mN−1+mN−2 , . . . ,1a1−m1+m0,0, . . .)
for some integers m0,m1, . . . ,mN−1 such that
∑N−1
i=0 mi = m
and 0mi  ai for 1 i N − 1,
0, otherwise.
It is well known that for k  0 the coefficients c(ν)(μ),(λ) = N(k)(ν)(μ),(λ), see [4, Theorem 6.1]. Then
we have the following result.
Theorem 14.6. For 1  m ∈ Z let λ = mλ1 be a multiple of the first fundamental weight for
AN−1, μ = a1λ1 + · · · + aN−1λN−1 any other dominant weight and [λ] and [μ] their corre-
sponding orbits in G¯. Then c(ν)(μ),(λ) = M [ν][μ],[λ] for any dominant weight ν. In other words, the
product of the S∞-orbits [λ] × [μ] matches classical Pieri rules for the multiplication S(μ)hm,
Theorem 13.1.
Proof. For k  0 we have M [ν][μ],[λ] = M(k)[ν][μ],[λ] and c(ν)(μ),(λ) = N(k)(ν)(μ),(λ). Now from Theorem 9.4
we have that M(k)[ν][μ],[λ] = N(k)(ν)(μ),(λ) from which the theorem follows. 
Example 14.7. Let (μ) = (2,1) and N = 3. Using Theorem 13.1 to compute S(μ)h2 we get
× = + + +
that is, in the algebra Λ3/〈S(13) − 1〉, we have that:
S(2,1)h2 = S(2,2,1) + S(3,1,1) + S(3,2) + S(4,1).
Now, the weight associated to the partition (μ) = (2,1) is μ = λ1 +λ2 and the weight associated
to h2 = S(2,0,0) is 2λ1. Then the above equation translates into the tensor product in T (A2)
V λ1+λ2 ⊗ V 2λ1 = V λ2 ⊕ V 2λ1 ⊕ V λ1+2λ2 ⊕ V 3λ1+λ2 .
Under the correspondence (3) we have that the orbits corresponding to the weights λ1 + λ2,
2λ1, λ2, λ1 + 2λ2 and 3λ1 + λ2 are respectively [(2,1,0, . . .)], [(1,1,0, . . .)], [(2,0, . . .)],
[(2,2,1,0, . . .)] and [(2,1,1,1,0, . . .)]. Looking at Example 14.2 we see that this tensor product
agrees with the orbit calculation from that example.
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[1] L. Begin, P. Mathieu, M.A. Walton, ŝu(3)k fusion coefficients, Modern Phys. Lett. A 7 (35) (1995) 3255–3265.
O. Saldarriaga / Journal of Algebra 312 (2007) 257–293 293[2] L. Begin, A.N. Kirillov, P. Mathieu, M.A. Walton, Berenstein–Zelevinsky triangles, elementary couplings and fusion
rules, Lett. Math. Phys. 28 (4) (1998) 257–268.
[3] A. Bertram, I. Ciocan-Fontaine, W. Fulton, Quantum multiplication of Schur polynomials, J. Algebra 219 (2) (1999)
728–746.
[4] A. Feingold, Fusion rules for affine Kac–Moody algebras, in: N. Sthanumoorthy, K. Misra (Eds.), Kac–Moody
Lie Algebras and Related Topics, Ramanujan International Symposium on Kac–Moody Algebras and Applications,
January 28–31, 2002, Ramanujan Institute for Advanced Study in Mathematics, University of Madras, Chennai,
India, in: Contemp. Math., vol. 343, Amer. Math. Soc., Providence, RI, 2004, pp. 53–96.
[5] A. Feingold, M. Weiner, Type A fusion rules from elementary group theory, in: S. Berman, P. Fendley, Y.-Z.
Huang, K. Misra, B. Parshall (Eds.), Recent Developments in Infinite-Dimensional Lie Algebras and Conformal
Field Theory, Proceedings of an International Conference on Infinite-Dimensional Lie Theory and Conformal Field
Theory, May 23–27, 2000, University of Virginia, Charlottesville, Virginia, in: Contemp. Math., vol. 297, Amer.
Math. Soc., Providence, RI, 2002, pp. 97–115.
[6] I.B. Frenkel, Y. Zhu, Vertex operator algebras associated to representations of affine and Virasoro algebras, Duke
Math. J. 66 (1992) 123–168.
[7] J. Fuchs, Fusion rules in conformal field theory, Fortschr. Phys. 42 (1994) 1–48.
[8] D. Gepner, E. Witten, String theory on group manifolds, Nuclear Phys. B 278 (1) (1986) 111–130.
[9] F.M. Goodman, H. Wenzl, Littlewood–Richardson coefficients for Hecke algebras at roots of unity, Adv. Math. 82
(1990) 244–265.
[10] V. Kac, Introduction to Kac–Moody Algebras, Cambridge Univ. Press, 1991.
[11] G. Tudose, On the combinatorics of sl(n)-fusion algebra, PhD thesis, York University, North York, Ontario, Canada,
October 2001.
[12] M.A. Walton, Algorithm for WZW fusion rules: A proof, Phys. Lett. B 241 (3) (1990) 365–368.
