The dynamic properties of large, sparsely connected neural networks are investigated. The input connections of each neuron are chosen at random with an average connections per neuron C that does not increase with the size of the network. The neurons are binary elements that evolve according to a stochastic single-spin-flip dynamics. Similar networks have been introduced and studied by Derrida, Gardner, and Zippelius [Europhys. Lett. 4, 167 (1987)] in the context of associative memory and automata. We investigate cases where some of the neurons receive inputs only from external sources and not from the network. These inputs may be random or uniform. The relationship between the geometric properties of the networks and their collective dynamic behavior is studied. Macroscopic clusters as well as internal feedback loops appear when C & 1. However, the dynamic feedback is weak as the length of the typical loops is of the order of ln N. As a result, cooperative long-time behavior appears only at a value of C, C =Co, that is higher than unity. The cooperative behavior is manifested by the existence of two distinct equilibrium phases with opposite magnetizations.
I. INTRODUCTION
During the last few years there has been a growing interest in the statistical mechanics of neural networks. ' Hopfield's models are based on networks that have two basic features: symmetric connections and full connecti'vity. These features allowed the use of equilibrium statistical mechanical methods to develop a systematic theory of neural network models for associative memory. However, the fact that biological synaptic connections are seldom symmetric motivates the study of the dynamics and the computational capability of asymmetric neural networks. It is also important to understand the properties of partially connected network models, particularly since in biological neural assemblies the number of connections per neuron is often considerably smaller then the number of neurons.
In an important paper, Derrida et al. introduced and studied a version of the Little-Hopfield model of associative memory in a random network with sparse unidirectional connections.
They show that when the connectivity is finite, i.e. , when the average number of connections per neuron C, is finite as the size of the network diverges, the full dynamics of the system can be solved.
Most of the studies of such networks focused on the limit of large C where, however, some of the special dynamical features of sparse networks with asymmetric connections are suppressed. ' In this paper, we address questions regarding the longtime behavior of sparse unidirectional networks that have a distribution of local connectivities. Specifically, we study the relationship between geometric features, e. g., clusters and loops, and the dynamics; the dependence of the dynamics on the details of the distribution of local connectivities; and the development of the dynamic feedback as the degree of connectivity increases.
We study asynchronous dynamics at zero "temperature" where the asymmetric character of the network is clearly manifested. We focus on the simplest case of excitatory networks, namely systems without negative connections. Our analysis can be extended to other networks, in particular to networks with associative memory capabilities. However, we do not address here, in Fig. 1 .
Let us denote by NQ; the mass (i.e. , the number of sites) of the largest ancestor cluster in the system. Thus Q, is the probability that a site belongs to the largest ancestor cluster. In the N~00 limit this probability satisfies the following equation:
and is assumed to remain finite as N~~. We denote by C the average connectivity C = -C; = C, .
The strength of the connections between the neuron j (the presynaptic neuron) and the neuron i (the postsynaptic neuron) is denoted by J, ". In general the J; 's may themselves be random variables distributed according to a probability distribution P( JJ ). On the other hand, constructing the network according to some prescribed output connectivity distribution P, (k) results in a Poisson distribution of input connectivity
We will consider specifically the simple two-peak distributions
(2.4b)
In these cases C=(1 -Ao)E.
Another case which will be discussed is a network C. Layers and loops
Expanding this equation in Q, it is clear that the transition at whichQ, becomes nonzero is given again by Eq. In a similar fashion, the descendant cluster of a site j is defined as the set of all sites for which there is a directed path which goes to them from the site j (see Fig. 1 transition to a long-range order occurs at a higher connectivity than the geometrical (percolation) transition. These results clearly demonstrate the fact that although the feedback loops are needed to destabilize the m =0 solution and to stabilize the long-range order (m %0), the properties of the ordered state are independent of the detailed structure of the loops.
C. Frozen neurons at T=O
In the previous paragraph the appearance of longrange order was characterized by the average magnetization m. In this paragraph we study some features of the distribution of local magnetizations P(m; ). In particular me investigate whether there are neurons that are completely screened, at T =0, from the fluctuations of the input neurons.
We consider a dynamic evolution of the system from a uniform initial state S;(t =0)=1, i =1, . . . , N. We D. Eft'ect of small external field So far we have considered only the case of zero field. In this paragraph we study the effect of a small bias on the T=O dynamics of sparse directed excitatory networks. In fully connected excitatory networks a small bias does not affect the low-T behavior. In particular, the two phases remain stable at T=O, unless the bias h is increased above a threshold value h, which is of the order of JX, where Jis the strength of the individual bonds.
In the case of the directed networks described above, the situation is different. An arbitrarily small bias aligns where f(x) is defined in Eq. (3.10) and P;(0) is the fraction of inputs. Equation (3.14) yields, in general, a firstorder transition from Q =0 at low connectivity to Q )0 at high connectivity. The details of this transition depend, of course, on the form of P, (k). The solution of Eq. (3.14) for Poisson distribution is shown in Fig. 6 . In this case when C increases above C1=2.64, 0.7 of the neurons are frozen at T=O and are not affected by the noise from the inputs. This sharp change in the dynamic behavior of the system or equivalently in the form of P(m;) at C& is clearly seen in the numerical simulations, as shown in Fig. 6 . Values of Co and C1 for the twopeak distribution are presented in Sec. IV (see Fig. 8 For C below C, =2. 64, the whole network aligns to the +1 state. Above C& the network settles in a stable state with a negative magnetization which equals 1 -2Q. The implications of these properties on the computational performance of such networks are discussed in Sec. IV. The phase diagram for the network described above is shown in Fig. 8 
