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то каждое звено кусочно-квадратической функции W(x),   при n=2m  на заданной сис-
теме узлов, определяет тройку коэффициентов ak,bk,ck  (k=1,2…m),которые могут быть 
найдены последовательным решением трехчленных систем: 
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полученных при использовании интерполяционных условий, где xi и  yi заведомо из-
вестны из приближения в МКЭ. 
 В результате подстановки  w(x) в исходную задачу получаем норму невязки на при-
ближённом решении  в соответствующих узлах.  Как показывает практика, такая проце-
дура  позволяет говорить об улучшении точности решения приблизительно на порядок  
при хорошем вбрасывание точек. Таким образом, нами рассматривается способ при-
ближения таблично заданных функций с помощью функций, заданных аналитично на 
большом числе отрезков разбиения промежутка [a;b],   звеньями которых служат много-
члены невысоких степеней. 
Остаётся открытым вопрос о количествах уточнений.  Для решаемой задачи уже по-
сле второго уточнения приходилось иметь дело с некорректными результатами, а имен-
но - потеря определяющих узлов функции y=f(x), что говорит о риске потерять важную 
информацию для таблично заданной функции. 
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В работе [1] для решения уравнения 
 
 BXXXDfxf −→⊂= ,:,0)( -пространство (1) 
 
рассматривается так называемый регуляризованный нелокальный квазиньютоновский 
итерационный метод, алгоритм реализации которого описывается индуктивным путем. 
На нулевой итерации задан начальный набор параметров ),,( 000 γβx , где 
2
00
6
0 ],1,10[ βγβ =∈ − . 
На n -ой итерации ),2,1,0( K=n  уже имеется набор параметров ),,( nnnx γβ , а оче-
редной набор ),,( 111 +++ nnnx γβ  вычисляется в результате выполнения следующей по-
следовательности шагов. 
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Шаг 1. Находится поправка из линейного уравнения 
 
 ( ) ]10,10[),()()()()( 3622 −−∈′−=∆′′+ ααβ nnnnnnn xfxfxxfxfExf , (2) 
 
где E  – единичный оператор, а )(xf ′  – оператор, сопряженный производной Фреше 
)( nxf ′  оператора f . 
Шаг 2. Следующее приближение вычисляется по формуле: 
 
 nnnn xxx ∆+=+ β:1 . (3) 
 
Шаг 3. Если ε<+ )( 1nxf , где ε  – точность, то выход из итерационного процесса, 
иначе переход к следующему шагу. 
Шаг 4. Определяется новая шаговая длина: если 1=nβ , то 1:1 =+nβ , иначе 
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и осуществляется переход к следующей итерации. 
Описанный процесс обозначим (2)–(4). Напомним, что он отличается от нерегуляризо-
ванного варианта из [2] только видом линейного уравнения, решаемого на первом шаге. 
Всюду далее будем полагать nRX = . Пусть также )()()( nnn xfxfxF ′′= . 
Суть регуляризации (2) заключается в том, что возмущение матрицы )( nxF  вдали от 
корня сравнительно велико, а вблизи корня оно становится достаточно небольшим. Од-
нако вычислительная практика показывает, что возмущение матрицы в (2) не всегда да-
ет требуемый эффект в силу того, что величина 
2)( nxf , входящая в возмущение, час-
то имеет порядок меньший по сравнению с диагональными элементами матрицы 
)( nxF . Поэтому для эффективного вычисления поправки nx∆  в таких случаях более 
разумным будет возмущать каждый диагональный элемент матрицы )( nxF  величиной 
одного порядка с ним. В связи с этим в данной работе предлагается регуляризации вида 
 
 ( ) )()()()( nnnnn xfxfxxFxR ′−=∆+ , (5) 
 
где ( ) ))(()(,1min)( 24 nnnn xFdiagxfxR ⋅= αβ  ( )(Mdiag  – диагональная матрица, 
составленная из элементов главной диагонали матрицы M ). 
Процесс, полученный из процесса (2)–(4) заменой уравнения (2) на уравнение (5), 
обозначим (5),(3),(4). 
Относительно операторов )(),(),(,2 nD xRxfxfCf ′′′∈  сделаем следующие пред-
положения: 
 
 [ ] DxKxfBxfAxf ∈∀≤′′≤′≤′ − ,)(,)(,)( 1 . (6) 
 [ ] ]1,10[],10,10[,,)()( 6361 −−−− ∈∀∈∀∈∀≤+ βαDxCxFxR nn . (7) 
 
Теорема. Пусть оператор f  удовлетворяет перечисленным выше условиям (6),(7), в 
шаре ),( 0 rxSD =  существует *x  – решение уравнения (1), начальное приближение 0x  
и параметры 0,βα  таковы, что выполняется условие 10 <ξ . Тогда процесс (5),(3),(4) 
сходится к *x . Здесь )1(
)(2
0
00
q
xfAC
r
−
=
β
, ))(5.0( 030200 xfCKABCA += αββξ , 
))1(1( 000 ξβ −−=q .  
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Доказательство. Так как 2DCf ∈ , то из теоремы о среднем [3], с учетом (3) и (6), вы-
текает оценка: 
 
 
22
1 5.0)()()( nnnnnnn xKxxfxfxf ∆≤∆′−−+ ββ . (8) 
 
Из (5) и (6) следует соотношение 
 
 [ ] nnnnnn xxRxfxfxxf ∆′−−=∆′ − )()()()( 1 . (9) 
 
Для nx∆  из (5)–(7) имеем оценку 
 
 )( nn xfACx ≤∆ . (10) 
 
Тогда, с учетом (6), (8)–(10), получим оценку для )( 1+nxf : 
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Здесь ))1(1(),)(5.0( 32 nnnnnnn qxfCKABCA ξβαββξ −−=+= . 
Пусть 1≠mβ . Тогда mkk ,2, =∀  из (4) нетрудно получить соотношение: 
 
 mkxfxf kkkk ,2,)()( 12 == −−ββ . (12) 
  
Пусть начальное приближение 0x  и параметры 0, βα  таковы, что 10 <ξ . Тогда, с 
учетом (11) и (12), индуктивным путем получим: 
 
 mnqq nnnnnn ,2,1,, 222 =<<<> −−− ξξββ . (13) 
 
Тогда из (4), (11) и (13) следует существование Nm∈  такого, что 1,1 1 =≠ +mm ββ . 
Тогда, согласно построению алгоритма, 1,1 =+≥∀ kmk β . 
При mn =  из (4) нетрудно получить соотношение: 
 
 )()( 11 mmm xfxf −+ ≤ β . (14) 
 
Далее с учетом (11), (13) и (14) индуктивным путем получим: 
 
K,2,1,1,,1 111111 ++=<<<<<>== −+−+−+ mmnqqq mnnmnnmnn ξξξβββ  (15) 
 
Из (11), (13) и (15) следует оценка: 
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Тогда из (10)–(15) получим следующую оценку: 
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Из (17) следует фундаментальность последовательности }{ nx . В силу полноты про-
странства X  последовательность }{ nx  сходится к элементу Xx ∈* . Тогда, с учетом 
(16), в силу непрерывности оператора f  и единственности предела, получим, что *x  – 
корень уравнения (1). Таким образом, доказана сильная сходимость приближений }{ nx  
к *x . Отметим, что из (11) следует сверхлинейная скорость сходимости процесса 
(5),(3),(4), как только nβ  достигнет 1. Из (17) при Npn ∈= ,0  также следует, что все 
Dx p ∈ . Оценка погрешности n -го приближения получается при переходе к пределу в 
(17) при ∞→p . Теорема доказана. 
В качестве тестовых систем для численных экспериментов были взяты тригономет-
рическая система из [4] 
 ∑
=
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n
j
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1
,1,0)sin)cos1((cos  
и комбинированная система из [1] 
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Результаты численных экспериментов говорят о том, что использование регуляриза-
ции (5) вместо (2) в ряде случаев может существенно повысить процент сходимости 
итерационного метода. В этом смысле оба варианта регуляризации можно трактовать 
как дополняющие друг друга. 
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Ньютонова ограниченная задача многих тел - одна из самых известных моделей 
классической механики, математики и астрономии. Дифференциальные уравнения этой 
задачи неинтегрируемы, что приводит к необходимости использования компьютерных 
технологий для нахождения точных частных решений (см. [1]). Важное место среди них 
занимает ССВ Mathematica [2], с помощью которой выполнялись все расчеты. 
