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SHARP ESTIMATES FOR SEMI-STABLE RADIAL
SOLUTIONS OF SEMILINEAR ELLIPTIC EQUATIONS
SALVADOR VILLEGAS
Abstract. This paper is devoted to the study of semi-stable radial
solutions u ∈ H1(B1) of −∆u = g(u) in B1 \ {0}, where g ∈ C
1(R)
is a general nonlinearity and B1 is the unit ball of R
N . We establish
sharp pointwise estimates for such solutions. As an application of these
results, we obtain optimal pointwise estimates for the extremal solution
and its derivatives (up to order three) of the semilinear elliptic equation
−∆u = λf(u), posed in B1, with Dirichlet data u|∂B1 = 0, and a
continuous, positive, nondecreasing and convex function f on [0,∞)
such that f(s)/s→∞ as s→∞.
In addition, we provide, for N ≥ 10, a large family of semi-stable
radially decreasing unbounded H1(B1) solutions.
1. Introduction and main results
This paper deals with the semi-stability of radial solutions u ∈ H1(B1) of
(1.1) −∆u = g(u) in B1 \ {0} ,
where B1 is the unit ball of R
N , and g ∈ C1(R) is a general nonlinearity.
A radial solution u ∈ H1(B1) of (1.1) is called semi-stable if∫
B1
(|∇v|2 − g′(u)v2) dx ≥ 0
for every v ∈ C∞(B1) with compact support in B1 \ {0}.
As an application of some general results obtained in this paper for this
class of solutions (for arbitrary g ∈ C1(R)), we will establish sharp pointwise
estimates related to the following semilinear elliptic equation, which has been
extensively studied. 

−∆u = λf(u) in Ω ,
u ≥ 0 in Ω ,
u = 0 on ∂Ω ,
(Pλ)
where Ω ⊂ RN is a smooth bounded domain, N ≥ 2, λ ≥ 0 is a real
parameter, and the nonlinearity f : [0,∞)→ R satisfies
(1.2)
f is C1, nondecreasing and convex, f(0) > 0, and lim
u→+∞
f(u)
u
= +∞.
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It is well known that there exists a finite positive extremal parameter
λ∗ such that (Pλ) has a minimal classical solution uλ ∈ C2(Ω) if 0 ≤ λ <
λ∗, while no solution exists, even in the weak sense, for λ > λ∗. The set
{uλ : 0 ≤ λ < λ∗} forms a branch of classical solutions increasing in λ. Its
increasing pointwise limit u∗(x) := limλ↑λ∗ uλ(x) is a weak solution of (Pλ)
for λ = λ∗, which is called the extremal solution of (Pλ) (see [1, 2]).
The regularity and properties of the extremal solutions depend strongly
on the dimension N , domain Ω and nonlinearity f . When f(u) = eu, it
is known that u∗ ∈ L∞(Ω) if N < 10 (for every Ω) (see [7, 10]), while
u∗(x) = −2 log |x| and λ∗ = 2(N − 2) if N ≥ 10 and Ω = B1 (see [9]).
There is an analogous result for f(u) = (1 + u)p with p > 1 (see [2]). Brezis
and Va´zquez [2] raised the question of determining the boundedness of u∗,
depending on the dimension N , for general nonlinearities f satisfying (1.2).
The best result is due to Nedev [11], who proved that u∗ ∈ L∞(Ω) if N ≤ 3,
and Cabre´ [3], who has proved recently that u∗ ∈ L∞(Ω) if N = 4 and Ω
is convex. Cabre´ and Capella [5] have proved that u∗ ∈ L∞(Ω) if N ≤ 9
and Ω = B1 (similar results for the p−laplacian operator are contained in
[6]). Another interesting question is whether the extremal solution lies in the
energy class. Nedev [11, 12] proved that u∗ ∈ H10 (Ω) ifN ≤ 5 (for every Ω) or
Ω is strictly convex (for every N ≥ 2). Brezis and Va´zquez [2] proved that a
sufficient condition to have u∗ ∈ H10 (Ω) is that lim infu→∞ u f ′(u)/f(u) > 1
(for every Ω and N ≥ 2). On the other hand, it is an open problem (see [2,
Problem 5]) to know the behavior of f ′(u∗) near the the singularities of u∗.
Is it always like C/|x|2 ?
If Ω = B1, it is easily seen by the Gidas-Ni-Nirenberg symmetry result
that uλ is radially decreasing for 0 < λ < λ
∗. Hence, its limit u∗ is also
radially decreasing. In this situation, Cabre´ and Capella [5] have proved the
following result:
Theorem 1.1. ([5]). Assume that Ω = B1, N ≥ 2, and that f satisfies
(1.2). Let u∗ be the extremal solution of (Pλ). We have that
i) If N < 10, then u∗ ∈ L∞(B1),
ii) If N = 10, then u∗(x) ≤ C |log |x|| in B1 for some constant C,
iii) If N > 10, then u∗(x) ≤ C |x|−N/2+
√
N−1+2√|log |x|| in B1 for
some constant C,
iv) If N ≥ 10 and k ∈ {1, 2, 3}, then |∂ku∗(x)| ≤ C |x|−N/2+
√
N−1+2−k√|log |x||
in B1 for some constant C.
Among other results, in this paper we establish sharp pointwise estimates
for u∗ and its derivatives (up to order three) in the radial case. We improve
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the above theorem, answering affirmatively to an open question raised in
[5], about the removal of the factor
√
|log |x||.
By abuse of notation, we write u(r) instead of u(x), where r = |x| and
x ∈ RN . We denote by ur the radial derivative of a radial function u.
Theorem 1.2. Assume that Ω = B1, N ≥ 2, and that f satisfies (1.2). Let
u∗ be the extremal solution of (Pλ). We have that
i) If N < 10, then u∗(r) ≤ C (1− r) , ∀r ∈ [0, 1],
ii) If N = 10, then u∗(r) ≤ C | log r| , ∀r ∈ (0, 1],
iii) If N > 10, then u∗(r) ≤ C
(
r−N/2+
√
N−1+2 − 1
)
, ∀r ∈ (0, 1],
iv) If N ≥ 10, then |∂(k)r u∗(r)| ≤ C r−N/2+
√
N−1+2−k , ∀r ∈ (0, 1],
∀k ∈ {1, 2, 3},
where C = CN min
t∈[1/2,1]
|u∗r(t)|, and CN is a constant depending only on N .
Remark 1.3. It is immediate that if we replace the function f by f˜ :=
f(·/M), with M > 0, then the extremal solution u˜∗ associated to f˜ is u˜∗ =
Mu∗. Hence the constant C in Theorem 1.2 must depend homogeneously
on u∗. In fact, this linear coefficient is very small since, for instance, we
have
min
t∈[1/2,1]
|u∗r(t)| ≤ 4(u∗(1/2)−u∗(3/4)) ≤ 4u∗(1/2) ≤
4
measure (B1/2)
‖u∗‖L1(B1/2).
Remark 1.4. In [2] it is proved that if
N > 10 and p ≥ pN := N − 2
√
N − 1
N − 2√N − 1− 4 ,
then the extremal solution for f(u) = (1 + u)p and Ω = B1 is given by
u∗(r) = r−2/(p−1) − 1. In particular, if N > 10 and p = pN (called the
Joseph-Lundgren exponent), then u∗(r) = r−N/2+
√
N−1+2 − 1. Hence the
pointwise estimates of Theorem 1.2 for u∗ and its derivatives (up to order
three) are optimal if N > 10. The optimality of the theorem for N = 10
follows immediately by considering f(u) = eu. As mentioned before, it is
obtained in this case that u∗(r) = 2| log r|.
Remark 1.5. In fact, the convexity of f is not necessary to obtain our
main results. Specifically, if we assume f ∈ C1, nondecreasing, f(0) > 0
and limu→+∞ f(u)/u = +∞, then it can be proved (see [5, Proposition 5.1])
that there exits a finite positive extremal parameter λ∗ such that (Pλ) has a
minimal classical solution uλ ∈ C2(Ω) if 0 ≤ λ < λ∗, while no solution exists,
even in the weak sense, for λ > λ∗. The set {uλ : 0 ≤ λ < λ∗} of classical
solutions is increasing in λ and its pointwise limit u∗(x) := limλ↑λ∗ uλ(x)
is a semi-stable weak solution of (Pλ) for λ = λ
∗. Note that the family of
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minimal solutions {uλ} may not be continuous as a function of λ, as in the
case of f convex. Under these hypothesis of f it is possible to obtain the
results (with the only exception of the case N ≥ 10 and k = 3 of item iv))
of Theorems 1.1 and 1.2.
As we have mentioned, the proof of Theorem 1.2 is based on general
properties of semi-stable radial solutions. Note that the minimality of uλ
implies its semi-stability. Clearly, we can pass to the limit and obtain that
u∗ is also radial and semi-stable. In addition, by a result of Nedev [12] (see
also [5]), we have that u∗ ∈ H10 (B1).
Recalling the definition of the semi-stability at the beginning of the paper,
we observe that a radial solution u ∈ H1(B1) of (1.1) is bounded away
from the origin. Hence, using standard regularity results, we obtain u ∈
C2(B1 \ {0}), and the definition of semi-stability makes sense.
If u is a bounded radial solution of (1.1), then u ∈ C2(B1) and the
semi-stability of u means that the first eigenvalue of the linearized problem
−∆− g′(u) in B1 is nonnegative.
Note that the expression which defines the semi-stability is nothing but
the second variation of the energy functional associated to (1.1) in a domain
Ω ⊂ RN (with Ω ⊂ B1 \ {0}): EΩ(u) =
∫
Ω
(|∇u|2/2−G(u)) dx, where
G′ = g. Thus, if u ∈ C2(B1 \ {0}) is a local minimizer of EΩ for every
smooth domain Ω ⊂ RN (with Ω ⊂ B1 \ {0}) (i.e., a minimizer under every
small enough C1(Ω) perturbation vanishing on ∂Ω), then u is a semi-stable
solution of (1.1). Other general situations include stable solutions: minimal
solutions, extremal solutions or absolute minimizers between a subsolution
and a supersolution (see [5, Rem. 1.11] for more details).
Our main results about semi-stable radial solutions are the following.
Theorem 1.6. Let N ≥ 2, g ∈ C1(R), and u ∈ H1(B1) be a semi-stable
radial solution of (1.1). Then there exists a constant MN depending only on
N such that:
i) If N < 10, then ‖u‖L∞(B1) ≤MN‖u‖H1(B1\B1/2).
ii) If N = 10, then |u(r)| ≤M10‖u‖H1(B1\B1/2) (| log r|+1) , ∀r ∈ (0, 1].
iii) If N > 10, then |u(r)| ≤MN‖u‖H1(B1\B1/2) r
−N/2+√N−1+2 , ∀r ∈ (0, 1].
Theorem 1.7. Let N ≥ 2, g ∈ C1(R), and u ∈ H1(B1) be a semi-stable
radially decreasing solution of (1.1). Then there exists a constant M ′N de-
pending only on N such that:
i) If g ≥ 0, then
|ur(r)| ≤M ′N‖∇u‖L2(B1\B1/2)r−N/2+
√
N−1+1 , ∀r ∈ (0, 1/2].
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ii) If g ≥ 0 is nondecreasing, then
|urr(r)| ≤M ′N‖∇u‖L2(B1\B1/2)r−N/2+
√
N−1 , ∀r ∈ (0, 1/2].
iii) If g ≥ 0 is nondecreasing and convex, then
|urrr(r)| ≤M ′N‖∇u‖L2(B1\B1/2)r−N/2+
√
N−1−1 , ∀r ∈ (0, 1/2].
Remark 1.8. We emphasize that the estimates obtained in Theorems 1.6
and 1.7 are in terms of the H1 norm of the annulus B1 \ B1/2, while u is
required to belong to H1(B1). In fact, this requirement is essential to obtain
our results, since we can always find radial weak solutions of (1.1) (not in
the Sobolev space of the unit ball), for which the statements of Theorems
1.6 and 1.7 fail to satisfy (see [2, 5]).
Remark 1.9. In [5, Rem. 1.9] the authors raised the question whether
the estimates of Theorem 1.7 hold for general nonlinearities g, without the
assumptions on the nonnegativeness of g, g′ and/or g′′. In this paper we
answer negatively to this question. In fact, without assumptions on the sign
of g, g′ or g′′ it is not possible to obtain any pointwise estimate for |ur|, |urr|
or |urrr| (see Corollaries 3.4, 3.6 and 3.9).
To prove the main results of the paper we will use Lemma 2.1, which,
roughly speaking, says that the are some restrictions on the growth of the
derivative of a radial semi-stable solution of (1.1) around the origin. In the
proof of this lemma, we will make use of [5, Lem. 2.1], which was inspired by
the proof of Simons theorem on the nonexistence of singular minimal cones
in RN for N ≤ 7 (see [8, Th. 10.10] and [5, Rem. 2.2] for more details).
Similar methods are used in [4, 13] to study the stability or instability of
radial solutions in all space RN .
The paper is organized as follows. In Section 2 we prove Theorems 1.2,
1.6 and 1.7. Section 3 provides, for N ≥ 10, a large family of semi-stable
radially decreasing unbounded H1(B1) solutions of problems of the type
(1.1). Taking solutions of this family, we will show the impossibility of
obtaining pointwise estimates for |ur|, |urr| or |urrr| if no further assumptions
on the sign of g, g′ or g′′ are imposed.
2. Proof of the main results
Lemma 2.1. Let N ≥ 2, g ∈ C1(R), and u ∈ H1(B1) be a semi-stable
radial solution of (1.1). Then there exists a constant KN depending only on
N such that:
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(2.1)
∫ r
0
tN−1ur(t)2 dt ≤ KN‖∇u‖2L2(B1\B1/2) r
2
√
N−1+2 ∀r ∈ [0, 1].
Proof. Let us use [5, Lem. 2.1] (see also the proof of [5, Lem. 2.3]) to
assure that
(N − 1)
∫
B1
u2r η
2 dx ≤
∫
B1
u2r |∇ (r η) |2 dx ,
for every η ∈ (H1 ∩ L∞)(B1) with compact support in B1 and such that
|∇ (r η) | ∈ L∞(B1). Applying this inequality to a radial function η(|x|) we
obtain
(2.2) (N − 1)
∫ 1
0
ur(t)
2η(t)2tN−1 dt ≤
∫ 1
0
ur(t)
2 (t η(t))′ 2 tN−1 dt .
We now fix r ∈ (0, 1/2) and consider the function
η(t) =


r−
√
N−1−1 if 0 ≤ t ≤ r ,
t−
√
N−1−1 if r < t ≤ 1/2 ,
2
√
N−1+2(1− t) if 1/2 < t ≤ 1 .
Since (N − 1)η(t)2 = (t η(t))′ 2 for r < t < 1/2, inequality (2.2) shows
that
(N − 2)r−2
√
N−1−2
∫ r
0
ur(t)
2tN−1 dt
=
∫ r
0
(
(N − 1)η(t)2 − (t η(t))′ 2
)
ur(t)
2tN−1 dt
≤ −
∫ 1
1/2
(
(N − 1)η(t)2 − (t η(t))′ 2
)
ur(t)
2tN−1 dt ≤ αN
∫ 1
1/2
ur(t)
2tN−1 dt,
where the constant αN = max
1/2≤t≤1
−
(
(N − 1)η(t)2 − (t η(t))′ 2
)
depends only
on N . This establishes (2.1) for r ∈ [0, 1/2], if N > 2.
If r ∈ (1/2, 1] and N > 2 then, applying the above inequality for r = 1/2,
we obtain
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∫ r
0
tN−1ur(t)2 dt ≤
∫ 1/2
0
tN−1ur(t)2 dt+
∫ 1
1/2
tN−1ur(t)2 dt
≤
(
αN
N − 2
(
1
2
)2√N−1+2
+ 1
)∫ 1
1/2
tN−1ur(t)2 dt
≤ (2r)2
√
N−1+2
(
αN
N − 2
(
1
2
)2√N−1+2
+ 1
)∫ 1
1/2
tN−1ur(t)2 dt
which is the desired conclusion with KN =
1
ωN
(
αN
N − 2 + 2
2
√
N−1+2
)
(Note
that the constant obtained for r ∈ (1/2, 1] is greater than the one for r ∈
[0, 1/2]).
Finally, if N = 2, changing the definition of η(t) in [0, r] by η(t) = 1/(r t),
if r0 < t ≤ r; η(t) = 1/(r r0), if 0 ≤ t ≤ r0 (for arbitrary r0 ∈ (0, r)), we
obtain
1
r2
∫ r
r0
ur(t)
2
t
dt ≤ α2
∫ 1
1/2
ur(t)
2t dt .
Letting r0 → 0 and taking into account that t/r2 ≤ 1/t for 0 < t ≤ r
yields (2.1) for N = 2 and r ∈ [0, 1/2]. If r ∈ (1/2, 1], we can apply similar
arguments to the case N > 2 to complete the proof. 
Proposition 2.2. Let N ≥ 2, g ∈ C1(R), and u ∈ H1(B1) be a semi-stable
radial solution of (1.1). Then there exists a constant K ′N depending only on
N such that:
(2.3)
∣∣∣u(r)− u(r
2
)∣∣∣ ≤ K ′N‖∇u‖L2(B1\B1/2) r−N/2+√N−1+2 ∀r ∈ (0, 1].
Proof. Fix r ∈ (0, 1]. Applying Cauchy-Schwarz and Lemma 2.1 we deduce
∣∣∣u(r)− u(r
2
)∣∣∣ ≤ ∫ r
r/2
|ur(t)|t
N−1
2
1
t
N−1
2
dt
≤
(∫ r
r/2
ur(t)
2tN−1 dt
)1/2(∫ r
r/2
1
tN−1
dt
)1/2
≤ K1/2N ‖∇u‖L2(B1\B1/2) r
√
N−1+1
(
r2−N
∫ 1
1/2
1
tN−1
dt
)1/2
,
and (2.3) is proved. 
Proof of Theorem 1.6. Let 0 < r ≤ 1. Then, there exist m ∈ N and
1/2 < r1 ≤ 1 such that r = r1/2m−1. Since u is radial we have u(r1) ≤
‖u‖L∞(B1\B1/2) ≤ γN‖u‖H1(B1\B1/2), where γN depends only on N . From
this and Proposition 2.2, it follows that
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(2.4)
|u(r)| ≤ |u(r1)− u(r)|+ |u(r1)| ≤
m−1∑
i=1
∣∣∣u( r1
2i−1
)
− u
(r1
2i
)∣∣∣+ |u(r1)|
≤ K ′N‖∇u‖L2(B1\B1/2)
m−1∑
i=1
( r1
2i−1
)−N/2+√N−1+2
+ γN‖u‖H1(B1\B1/2)
≤
(
K ′N
m−1∑
i=1
( r1
2i−1
)−N/2+√N−1+2
+ γN
)
‖u‖H1(B1\B1/2).
• If 2 ≤ N < 10, we have −N/2 +√N − 1 + 2 > 0. Then
m−1∑
i=1
( r1
2i−1
)−N/2+√N−1+2
≤
∞∑
i=1
(
1
2i−1
)−N/2+√N−1+2
,
which is a convergent series. Applying (2.4), statement i) of the theorem is
proved.
• If N = 10, we have −N/2 +√N − 1 + 2 = 0. From (2.4) we obtain
|u(r)| ≤ (K ′N (m− 1) + γN) ‖u‖H1(B1\B1/2)
=
(
K ′N
(
log r1 − log r
log 2
)
+ γN
)
‖u‖H1(B1\B1/2)
≤
(
K ′N
log 2
+ γN
)
(| log r|+ 1) ‖u‖H1(B1\B1/2),
which gives statement ii).
• If N > 10, we have −N/2 +√N − 1 + 2 < 0. Then
m−1∑
i=1
( r1
2i−1
)−N/2+√N−1+2
=
r−N/2+
√
N−1+2 − r−N/2+
√
N−1+2
1
(1/2)−N/2+
√
N−1+2 − 1 .
From this and (2.4), we conclude
|u(r)| ≤
(
K ′N
(1/2)−N/2+
√
N−1+2 − 1 + γN
)
r−N/2+
√
N−1+2‖u‖H1(B1\B1/2) ,
which completes the proof. 
Proof of Theorem 1.7.
i) We first observe that (−rN−1ur)′ = rN−1g(u) ≥ 0. Hence −rN−1ur
is a positive nondecreasing function and so is r2N−2u2r . Thus, for
0 < r ≤ 1/2, we have
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∫ 2r
0
tN−1ur(t)2 dt ≥
∫ 2r
r
tN−1ur(t)2 dt =
∫ 2r
r
t2N−2ur(t)2
1
tN−1
dt
≥ r2N−2ur(r)2
∫ 2r
r
1
tN−1
dt = r2N−2ur(r)2 r2−N
∫ 2
1
1
tN−1
dt ,
From this and Lemma 2.1 we obtain i).
ii) Consider the function Ψ(r) = −N r1−1/Nur(r1/N ) , r ∈ (0, 1]. It is
easy to check that Ψ′(r) = g(u(r1/N )) , r ∈ (0, 1]. As g is nonneg-
ative and nondecreasing we have that Ψ is a nonnegative nonde-
creasing concave function. It follows immediately that 0 ≤ Ψ′(r) ≤
Ψ(r)/r , r ∈ (0, 1]; which becomes
0 ≤ −(N − 1)r−1/Nur(r1/N )− urr(r1/N ) ≤ −N r−1/Nur(r1/N ) , r ∈ (0, 1].
Hence
r−1/Nur(r1/N ) ≤ urr(r1/N ) ≤ −(N − 1)r−1/Nur(r1/N ) , r ∈ (0, 1].
Therefore |urr(r)| ≤ (N − 1)|ur(r)|/r , r ∈ (0, 1]; and ii) follows
from i).
iii) An easy computation shows that
urrr = −urg′(u)− N − 1
r
urr +
N − 1
r2
ur , r ∈ (0, 1].
On the other hand, it is proved in [5, Th. 1.8 (c)] that g′(u(r)) ≤
hN/r
2 , r ∈ (0, 1], for some constant hN . Since we have shown
|urr(r)| ≤ (N −1)|ur(r)|/r , r ∈ (0, 1] in the proof of statement ii), it
follows from the above formula |urrr(r)| ≤ sN |ur(r)|/r2 , r ∈ (0, 1],
for some constant sN depending only on N . Recalling i), the proof
is now completed. 
To deduce Theorem 1.2 from Theorems 1.6 and 1.7 we need the following
lemma.
Lemma 2.3. Let N ≥ 2, g ∈ C1(R) nonnegative and nondecreasing function
and u a radially decreasing solution of (1.1) (neither u ∈ H1(B1) nor u is
semi-stable is required). Then
i) rN−1|ur| is nondecreasing for r ∈ (0, 1].
ii) r−1|ur| is nonincreasing for r ∈ (0, 1].
iii) maxt∈[1/2,1] |ur(t)| ≤ 2N−1mint∈[1/2,1] |ur(t)|.
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iv) ‖∇u‖L2(B1\B1/2) ≤ qN mint∈[1/2,1] |ur(t)|, for a certain constant qN
depending only on N .
Proof.
i) Since ur < 0 we have
(
rN−1|ur|
)′
= rN−1g(u) ≥ 0.
ii) As in the proof of statement ii) of Theorem 1.7 we have that the
function Ψ(r) = −N r1−1/Nur(r1/N ) is nonnegative, nondecreasing
and concave for r ∈ (0, 1]. Therefore Ψ(r)/r = −N r−1/Nur(r1/N ) is
nonincreasing , and ii) follows immediately.
iii) Take r1, r2 ∈ [1/2, 1] such that |ur(r1)| = mint∈[1/2,1] |ur(t)| and
|ur(r2)| = maxt∈[1/2,1] |ur(t)|.
If r2 ≤ r1, we deduce from i) that |ur(r2)| ≤ (r1/r2)N−1|ur(r1)| ≤
2N−1|ur(r1)|.
If r2 > r1, we deduce from ii) that |ur(r2)| ≤ (r2/r1)|ur(r1)| ≤
2|ur(r1)| ≤ 2N−1|ur(r1)|.
iv) We see at once that
‖∇u‖L2(B1\B1/2) ≤ (measure (B1 \B1/2))1/2 maxt∈[1/2,1] |ur(t)| ,
and iv) follows from iii). 
Proof of Theorem 1.2
As we have mentioned, it is well known that u∗ is a semi-stable radially
decreasing H10 (B1) solution of (1.1) for g(s) = λ
∗f(s). Hence, we can apply
to u∗ the results obtained in Theorems 1.6 and 1.7 and Lemma 2.3.
Let us first prove i), ii) and iii) for r ∈ (0, 1/2). Since u∗(1) = 0, and
on account of statement iv) of Lemma 2.3, we have ‖u∗‖H1(B1\B1/2) ≤
hN‖∇u∗‖L2(B1\B1/2) ≤ h′N mint∈[1/2,1] |u∗r(t)|, for certain constants hN , h′N
depending only on N . From this and Theorem 1.6:
i) follows from the inequality 1 ≤ 2(1 − r), for r ∈ (0, 1/2).
ii) follows from the inequality | log r|+ 1 ≤ log 2 + 1
log 2
| log r|, for r ∈ (0, 1/2).
iii) follows from the inequality
r−N/2+
√
N−1+2 ≤ (1/2)
−N/2+√N−1+2
(1/2)−N/2+
√
N−1+2 − 1(r
−N/2+√N−1+2−1), for r ∈ (0, 1/2).
We next show i), ii) and iii) for r ∈ [1/2, 1]. From statement iii) of Lemma
2.3 it follows that
u∗(r) =
∫ 1
r
|u∗r(t)| dt ≤ (1− r) 2N−1 min
t∈[1/2,1]
|u∗r(t)| , ∀r ∈ [1/2, 1],
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which is the desired conclusion if N < 10. If N = 10, our claim follows
from the inequality 1 − r ≤ | log r|, for r ∈ [1/2, 1]. Finally, if N > 10,
the desired conclusion follows immediately from the inequality 1 − r ≤
zN (r
−N/2+√N−1+2 − 1), for r ∈ [1/2, 1], for a certain constant zN .
We now prove statement iv). In the case k = 1 and r ∈ (0, 1/2), it follows
immediately from statement i) of Theorem 1.7 and statement iv) of Lemma
2.3. The case k = 1 and r ∈ [1/2, 1] is also obvious on account of statement
iii) of Lemma 2.3 and the inequality 1 ≤ r−N/2+
√
N−1+1, for r ∈ [1/2, 1], for
N ≥ 10.
Finally, as in the proof of statement ii) and iii) of Theorem 1.7, we have
|u∗rr(r)| ≤ (N−1)|u∗r(r)|/r and |u∗rrr(r)| ≤ sN |u∗r(r)|/r2, for r ∈ (0, 1], which
gives statement iv) for k = 2, 3 from the case k = 1. 
3. A family of semi-stable solutions
Theorem 3.1. Let h ∈ (C2 ∩ L1)(0, 1] be a nonnegative function and con-
sider
Φ(r) = r2
√
N−1
(
1 +
∫ r
0
h(s) ds
)
∀r ∈ (0, 1].
Define ur < 0 by
Φ′(r) = (N − 1) rN−3ur(r)2 ∀r ∈ (0, 1].
Then, for N ≥ 10, u is a semi-stable radially decreasing unbounded
H1(B1) solution of a problem of the type (1.1), where u is any function
with radial derivative ur.
To prove Theorem 3.1 we need the following lemma, which is a general-
ization of the classical Hardy inequality:
Lemma 3.2. Let Φ ∈ C1(0, L), 0 < L ≤ ∞, satisfying Φ′ > 0. Then
∫ L
0
4Φ2
Φ′
ξ′2 ≥
∫ L
0
Φ′ξ2 ,
for every ξ ∈ C∞(0, L) with compact support.
Proof. Integrating by parts and applying Cauchy-Schwarz we obtain
∫ L
0
Φ′ξ2 = −2
∫ L
0
Φξξ′ ≤ 2
∫ L
0
|Φ|√
Φ′
|ξ′|
√
Φ′|ξ| ≤ 2
(∫ L
0
Φ2
Φ′
ξ′2
)1/2(∫ L
0
Φ′ξ2
)1/2
,
which establishes the desired inequality. 
In the case Φ(r) = ((N−2)/4)rN−2, r > 0, the above lemma is the Hardy
inequality for radial functions in RN , N > 2.
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Proof of Theorem 3.1. First of all, since Φ ∈ C1(0, 1] ∩ C[0, 1] is an
increasing function, we obtain Φ′ ∈ L1(0, 1) and hence rN−1u2r = r2Φ′/(N −
1) ∈ L1(0, 1), which gives u ∈ H1(B1).
On the other hand, since Φ′(r) ≥ 2√N − 1 r2
√
N−1−1, r ∈ (0, 1], we de-
duce |ur(r)| ≥
√
2(N − 1)−1/4 r−N/2+
√
N−1+1, r ∈ (0, 1]. As N ≥ 10, we
have −N/2 +√N − 1 + 1 ≤ −1. It follows that ur /∈ L1(0, 1) and, since u
is radially decreasing, we obtain limr→0 u(r) = +∞.
Since h ∈ C2(0, 1], it follows that ur ∈ C2(0, 1]. Therefore, ∆u ∈
C1
(
B1 \ {0}
)
. Hence, taking g ∈ C1(R) such that g(s) = −∆u(u−1(s)),
for s ∈ [u(1),+∞), we conclude that u is solution of a problem of the type
(1.1).
It remains to prove that u is semi-stable. Taking into account that ur 6= 0
in (0, 1] and applying [5, Lem. 2.1], the semi-stability of u is equivalent to
(3.1)
∫ 1
0
rN−1u2r ξ
′2 dr ≥ (N − 1)
∫ 1
0
rN−3u2r ξ
2 dr,
for every ξ ∈ C∞(0, 1) with compact support.
For this purpose, we will apply the lemma above. From the definition of
Φ it is easily seen that Φ′ ≥ 2√N − 1Φ/r, r ∈ (0, 1]. It follows that
Φ′r2
N − 1 ≥
4Φ2
Φ′
in (0, 1].
Finally, since Φ′r2/(N − 1) = rN−1u2r and Φ′ = (N − 1)rN−3u2r in (0, 1],
we deduce (3.1) by applying Lemma 3.2. 
As an application of Theorem 3.1 we have the following results, which
show the impossibility of obtaining any pointwise estimate for |ur|, |urr| or
|urrr| if the positivity of g, g′ or g′′ is not satisfied, for semi-stable radially
decreasing H1(B1) solutions of a problem of the type (1.1) and N ≥ 10.
Proposition 3.3. Let {rn} ⊂ (0, 1], {Mn} ⊂ R+ two sequences with rn ↓ 0.
Then, for N ≥ 10, there exists u ∈ H1(B1), which is a semi-stable radially
decreasing unbounded solution of a problem of the type (1.1), satisfying
|ur(rn)| ≥Mn ∀n ∈ N.
Proof. It is easily seen that for every sequences {rn} ⊂ (0, 1], {yn} ⊂ R+,
with rn ↓ 0, there exists a nonnegative function h ∈ (C2∩L1)(0, 1] satisfying
h(rn) = yn. Take yn = (N − 1)M2n rN−2
√
N−1−3
n and apply Theorem 3.1
with this function h. It is clear, from the definition of Φ, that Φ′(r) ≥
h(r)r2
√
N−1, r ∈ (0, 1]. Hence
(N−1) rN−3n ur(rn)2 = Φ′(rn) ≥ h(rn)r2
√
N−1
n = ynr
2
√
N−1
n = (N−1)rN−3n M2n,
and the proposition follows. 
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Corollary 3.4. Let N ≥ 10. There does not exist a function ψ : (0, 1] →
R
+ with the following property: for every u ∈ H1(B1) semi-stable radially
decreasing solution of a problem of the type (1.1), there exist C > 0 and
ε ∈ (0, 1] such that |ur(r)| ≤ Cψ(r) for r ∈ (0, ε].
Proof. Suppose that such a function ψ exists and consider the sequences
rn = 1/n, Mn = nψ(1/n). By the proposition above, there exists u ∈
H1(B1), which is a semi-stable radially decreasing unbounded solution of a
problem of the type (1.1), satisfying |ur(1/n)| ≥ nψ(1/n), a contradiction.

Proposition 3.5. Let {rn} ⊂ (0, 1], {Mn} ⊂ R+ two sequences with rn ↓ 0.
Then, for N ≥ 10, there exists u ∈ H1(B1), which is a semi-stable radially
decreasing unbounded solution of a problem of the type (1.1) with g ≥ 0,
satisfying
|urr(rn)| ≥Mn ∀n ∈ N.
Proof. Let h ∈ C2(0, 1], increasing, satisfying 0 ≤ h ≤ 1. Define Φ and ur
as in Theorem 3.1. We claim that
i) u is a semi-stable radially decreasing unbounded H1(B1) solution of
a problem of the type (1.1) with g ≥ 0.
ii) |ur| ≤ DNr−N/2+
√
N−1+1, ∀r ∈ (0, 1], where DN only depends on
N .
iii) −urr ≥ ENh′(r)r−N/2+
√
N−1+2−FNr−N/2+
√
N−1, ∀r ∈ (0, 1], where
EN > 0 and FN only depend on N .
Since h is positive and increasing, then Φ′′ > 0. Hence (N − 1)rN−3u2r
is increasing and so is r2N−2u2r. This implies that −rN−1ur is increasing,
which is is equivalent to the positiveness of g.
On the other hand note that, since 0 ≤ h ≤ 1, we obtain Φ′(r) ≤
GNr
2
√
N−1−1 in (0, 1], for a constant GN . Hence, from the definition of
ur we obtain ii).
To prove iii) observe that, from the positiveness of h, we obtain Φ′′(r) ≥
r2
√
N−1h′(r) in (0, 1]. On the other hand, from the definition of ur we have
Φ′′(r) = (N − 1) ((N − 3)rN−4u2r + 2ururrrN−3). Therefore, by ii) and the
previous inequality we obtain iii).
Finally, it is easily seen that for every sequences {rn} ⊂ (0, 1], {yn} ⊂ R+,
with rn ↓ 0, there exists h ∈ C2(0, 1], increasing, satisfying 0 ≤ h ≤ 1 and
h′(rn) = yn. Take yn such that ENynr
−N/2+√N−1+2
n − FNr−N/2+
√
N−1
n =
Mn. Applying iii) we deduce −urr(rn) ≥Mn and the proof is complete. 
Corollary 3.6. Let N ≥ 10. There does not exist a function ψ : (0, 1] →
R
+ with the following property: for every u ∈ H1(B1) semi-stable radially
decreasing solution of a problem of the type (1.1) with g ≥ 0, there exist
C > 0 and ε ∈ (0, 1] such that |urr(r)| ≤ Cψ(r) for r ∈ (0, ε].
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Proof. Arguing as in Corollary 3.4 and using Proposition 3.5, we conclude
the proof of the corollary. 
Proposition 3.7. Let {rn} ⊂ (0, 1], {Mn} ⊂ R+ two sequences with rn ↓ 0.
Then, for N ≥ 10, there exists u ∈ H1(B1), which is a semi-stable radially
decreasing unbounded solution of a problem of the type (1.1) with g, g′ ≥ 0,
satisfying
|urrr(rn)| ≥Mn ∀n ∈ N.
Lemma 3.8. For any dimension N ≥ 10, there exists εN > 0 with the
following property: for every h ∈ C2(0, 1] ∩ C1[0, 1] satisfying h(0) = 0,
0 ≤ h′ ≤ εN and h′′ ≤ 0, u is a semi-stable radially decreasing unbounded
H1(B1) solution of a problem of the type (1.1) with g, g
′ ≥ 0, where ur is
defined in terms of h as in Theorem 3.1.
Proof. Similarly as in the proof of Proposition 3.5 (item i)), h′ ≥ 0 implies
that u is a semi-stable radially decreasing unbounded H1(B1) solution of a
problem of the type (1.1) with g ≥ 0.
On the other hand, from the definition of Φ and ur it follows easily that
ur = −
√
(N − 1)−1 r3−NΦ′
= −r−N/2+
√
N−1+1
√
2(N − 1)−1/2
(
1 +
∫ r
0
h
)
+ (N − 1)−1r h
Put this last expression in the form ur = −r−N/2+
√
N−1+1ϕ(r), where
ϕ(r) (and of course ur) depends on h. Now consider the set X = {h ∈
C2(0, 1] ∩ C1[0, 1] : h(0) = 0 , 0 ≤ h′ , h′′ ≤ 0} and the norm ‖h‖X =
‖h′‖L∞(0,1). Taking ‖h‖X → 0, we have
(3.2)
lim
‖h‖X→0
ϕ =
√
2(N−1)−1/4, lim
‖h‖X→0
ϕ′ = 0, lim
‖h‖X→0
(
ϕ′′ − (N − 1)
−1r h′′
2ϕ
)
= 0,
where all the limits are taken uniformly in r ∈ (0, 1]. On the other hand, it
is easy to check that
r2g′(u) =
−r2urrr
ur
− (N − 1)r urr
ur
+ (N − 1)
=
−r2ϕ′′
ϕ
− (2
√
N − 1 + 1) rϕ′
ϕ
+
(N − 2)2
4
Hence, from (3.2), we can assert that, for h ∈ X with small ‖h‖X ,
r2g′(u) > 0 in (0, 1], and the lemma follows. 
Proof of Proposition 3.7. We follow the notation used in the previous
lemma. From (3.2), we deduce that
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lim
‖h‖X→0
(
rN/2−
√
N−1+1urrr +
(N − 1)−1 r3h′′
2ϕ
)
= σ,
uniformly in r ∈ (0, 1], where σ = −(−N/2+√N − 1+1)(−N/2+√N − 1)√2(N−
1)−1/4 < 0. Then, taking ε′N > 0 sufficient small (possibly less than εN ), we
have that
rN/2−
√
N−1+1urrr ≥ −
(
(N − 1)−1 r3h′′
2
√
2(N − 1)−1/4 + 1
)
+ σ − 1 , ∀r ∈ (0, 1],
for ‖h‖X ≤ ε′N .
Finally, it is easily seen that for every sequences {rn} ⊂ (0, 1], {yn} ⊂ R+,
with rn ↓ 0, there exists h ∈ X, with ‖h‖X ≤ ε′N , satisfying h′′(rn) =
−yn. (Take, for instance h(r) =
∫ r
0 z(t) dt, where z ∈ C1(0, 1] ∩ C[0, 1] is
decreasing, 0 ≤ z(t) ≤ ε′N and satisfies z′(rn) = −yn.) Take yn such that
r
N/2−√N−1+1
n Mn =
(
(N−1)−1 r3nyn
2
√
2(N−1)−1/4+1
)
+σ−1. Applying the above inequality,
we obtain urrr(rn) ≥Mn and the proof is complete. 
Corollary 3.9. Let N ≥ 10. There does not exist a function ψ : (0, 1] →
R
+ with the following property: for every u ∈ H1(B1) semi-stable radially
decreasing solution of a problem of the type (1.1) with g, g′ ≥ 0, there exist
C > 0 and ε ∈ (0, 1] such that |urrr(r)| ≤ Cψ(r) for r ∈ (0, ε].
Proof. Applying Proposition 3.7, this follows by the same method as in
Corollaries 3.4 and 3.6. 
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