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1 Introduction
The most astonishing property of chemical species is their ability to react. From
a macroscopic point of view, a chemical reaction is the change of the properties
of the system in time.[1]
To characterize this phenomenon, a first observable that can be investigated is
the velocity with which this change takes place. Taking into account a general
reaction
aA+bB→cC+dD (1.1)
the velocity of the process that changes reactants into products can be macroscop-
ically described as the ratio R of the instantaneous concentration of one of the
species with the infinitesimal amount of time in which this change takes place.
R = −1
a
d [A]
dt
= −1
b
d [B]
dt
=
1
c
d [C]
dt
=
1
d
d [D]
dt
(1.2)
Another important observation is that the velocity of the process depends on the
concentration of the reactants, because it is assumed that only the reactants are
present when the reaction starts. This means that the rate R can be expressed
as a function of the concentration of the reactants. The most usual functional
dependence is a product of algebraic powers of the concentration of the reactants
R = k [A]m [B]n (1.3)
where m and n have to be determined experimentally and do not necessarily
correspond to the stoichiometric coefficients.[1] k is the thermal rate constant (or
rate coefficient) of the reaction. It is a function of the temperature.
However, Eyring pointed out in his 1936 review about the state of the art
of rate theory, that “since the first measurement of reaction rates by Wilhelmy
in 1850, chemists have been struggling with the question of mechanism”.[2] In
fact, the macroscopic approach to the quantitative understanding of reaction
kinetics does not provide any information about the molecular mechanism. This
is evident from textbook examples about the oxidation reaction of NO.[3] Its
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stoichiometric equation is
NO +O2
k→ 2NO2 (1.4)
The expression of the rate based on the stoichiometry of reaction 1.4 should
be written as R = k [NO] [O2] which is known not to agree with experimental
data. For this reason, a more complex underlying reaction mechanism must
be proposed. A possible two-step mechanism for this reaction consists in a
preliminary equilibrium reaction followed by a fast reaction with oxygen, as
represented in the following scheme
2NO
Keq
 N2O2
N2O2 +O2
k1→ 2NO2
(1.5)
where Keq is the thermodynamics equilibrium constant. The reaction rate is
determined by the slowest step, also called the rate determining step. In this
case, R = k1 [N2O2] [O2] = k1 Keq[NO]2[O2] = ktot[NO]2[O2]. Surprisingly, the
same kinetic law can be obtained if the following, completely different reaction
scheme, is assumed
NO +O2
K′eq
 NO3
NO3 + NO
k2→ 2NO2
(1.6)
In fact, even in this case, taking into account that the second equation in scheme
1.6 is the fast process, the rate is R = k2 [NO3] [NO] = k2 K’eq[NO]2[O2] =
ktot[NO]2[O2]. This makes clear that a macroscopic kinetic picture based on the
stoichiometry of a reaction can be misleading and, in general, does not provide
any certain information about the reaction mechanism.
In conclusion, this level of understanding is somehow unsatisfactory. It would
be much more interesting to explain and understand chemical reactions at a
molecular level or, in other words, by taking explicitly into account the micro-
scopic structure of molecules as composed by nuclei and electrons that interact
with each others. This is the subject of reaction dynamics which is the broad
research field of this thesis.
Chemical reactions are intrinsically dynamical processes. This can be appre-
ciated in the framework of the Born Oppenheimer (BO) approximation. When
a potential energy surface (PES) is associated to a reaction, two regions can
be identified on it. The first one corresponds to the reactants, and it can be
separated by means of a dividing surface (DS, a function of the coordinates of
the system) from another region corresponding to the products of the reaction.
6
In the BO framework, a chemical reaction can be thought as a three-step process
that involves the motion of the nuclei. First the reactants approach each other,
then a rearrangement occurs, and finally the products separate. This nuclear
rearrangement is governed by forces that are proportional to the slope of the PES.
The vague concept of reaction mechanism is therefore reduced to the precise con-
cept of dynamics of the nuclei on the BO potential energy surface. Rate constant
estimates are very dependent on the PES accuracy, so a major computational
effort for kinetics simulations is represented by the need to employ a high level
of electronic theory for the PES.
The dynamical reaction process can be precisely described from a quantum
mechanical point of view. A well-defined internal state of the reactants can be
described by means of a wavepacket that can also be quantum mechanically
evolved forward in time. At some point, the wavepacket enters the interaction
region of the potential and splits into two parts. A first part bounces back and
returns to reactants, while the other one proceeds to the products. Projection of
the product wavepacket onto the asymptotic eigenstates of products gives the
transition probabilities from the initial state to all final states. If this is repeated for
different initial states, the probabilities of all possible transitions from all initial
states to all final state are known. By averaging out the sum of these probabilities
over the Boltzmann distribution at the chosen temperature, the reaction rate
constant is finally obtained.[4] From this picture it is evident that reaction rate
constants, and thus the understanding of chemical kinetics, can be in principle
obtained at a very detailed level if one is able to compute the real time quantum
dynamics for the reactive system. Unfortunately, the numerical implementation
of real time quantum dynamics is very hard to perform, especially for high
dimensional systems, because the computational effort scales exponentially with
the number of degrees of freedom.
One possibility to overcome this limitation is to approximate the quantum
mechanical dynamics with its classical counterpart which has the advantage to
scale linearly with the number of degrees of freedom of the system. In classical
mechanics, it is possible to start a group of trajectories by selecting nuclear config-
urations in the reactant region of the potential and associating initial momenta to
the nuclei through a fixed-temperature Maxwell-Boltzman distribution of atomic
velocities. The trajectories are evolved in time by solving the classical equations
of motion. After a suitable (hypothetically infinite) evolution time, some of these
trajectories will be found in the product region of the potential, while others
remain in the reactant region. Then, the reaction rate constant at the chosen
temperature can be intuitively defined as the average flux of trajectories that
cross the DS and that end up in the product region.[5] In this way, all quantum
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effects are not accounted for. However, some quantum effects play a key role
and should not be overlooked. A visual representation of the classical mechanics
as well as the quantum mechanics approach to reaction dynamics is depicted
in figure 1.1, for the F + DBr reaction. A more sophisticated approach, called
quasi-classical trajectory (QCT) dynamics,[8, 9] even if still based on a fully
classical dynamics, allows to quantize the initial distribution of reactants and
can be employed to study the effects of mode-specific excitation on the reaction.
An even more refined approximation to quantum dynamics is represented by
semiclassical methods, which are still based on classically-evolved trajectories
but employ a mathematical formalism (derived from Feynman’s representation
of quantum mechanics) able to regain quantum effects like energy level quanti-
zation, coherences, tunneling and over-barrier reflection.[10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32]
An alternative way to avoid the issues connected with the quantum dynamics
lies on the drastic approximation to get rid of the real time evolution to develop
an approximate rate theory based only on thermodynamics (imaginary time)
information. This is the founding of Transition State Theory (TST), that was
first developed during the thirties mainly by Arrhenius, Eyring, Polanyi and
Wigner.[33, 34, 35, 2] This theory has the advantage that the rate constant is
computed only from the local geometrical features of the PES. The needed
parameters are in fact the curvature of the potential energy surface at the saddle
point (which corresponds to the transition state) and in the reactant well, plus
the height of the barrier separating reactants and products. Thus, construction
of the full PES is not necessary. The disadvantages of a TST approach are
first that, by neglecting all dynamical information, TST does not take into
account the possibility of recrossing, which is a purely dynamical phenomenon.
Secondly, some quantum effects like tunneling are ignored. Furthermore, there
are instances where it is not realistic to consider that reactivity is governed only
by the narrow passage about the saddle point. This happens for example in
the case of significant corner cutting effects, barrier-less reactions or, as recently
discovered, roaming dynamics.[36, 37] Anyway, a key advantage of neglecting
real time dynamics is that the typical sign problem of Feynman path integration
is avoided and path integration techniques become computationally affordable.
In this thesis two open problems in reaction rate theory have been addressed.
The first one is to extend to high dimensional systems the inclusion of quantum
effects in rate constant computations. The second issue faced concerns the
inclusion of real time dynamics into very accurate rate constants calculations.
The thesis is organized as follows. The second chapter is an overview of the
state of the art in reaction rate theory. Then, in chapter 3, the derivation of
8
Figure 1.1: F + DBr reaction dynamics calculations from the point of view of
classical mechanics (panel 1, adapted from reference [6]), and quan-
tum mechanics (panel 2, adapted from reference [7]). The two panels
should not be compared frame by frame. In panel 1, classical trajec-
tory computations are presented for several different energies and
reactant angular momenta. They show for this reaction a significant
corner cutting (1-a, 1-b, 1-c, and 1-d). Panel 2, instead, shows the
more complex phenomenology of quantum mechanics at a fixed en-
ergy. The initial wavepacket (2-a) is prepared with an energy higher
than the barrier and propagated forward in time. When it hits the
barrier, quantum mechanical reflection is observed (2-b). Then, while
products are starting to appear, the reflected part of the wavefunc-
tion interferes with its counterpart that tries to overcome the barrier
(2-c). Finally the reactive and nonreactive branches appear and the
wavefunction cuts the corner (2-d).
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Miller’s Semiclassical Transition State Theory (SCTST)[38, 39] is recalled. SCTST
is the method employed to obtain accurate and quantum-corrected rate constants
for high dimensional reactions. In chapter 4, a novel parallel implementation of
this theory that has also been released as an open source code in the MultiWell
program suite of J. R. Barker et al.[40, 41] is described together with its ongoing
application to high dimensional systems. In the following chapters, a new
quantum rate approach able to include real time dynamics effect is presented.
Derivation and applications of the latter are thoroughly described in chapter 6.
The thesis ends with some perspectives about possible future developments.
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To explain the foundations of microscopic reaction rate theory of chemical pro-
cesses, it is better to discuss it first in the context of classical mechanics and
then use the derivation as a guide to find its quantum mechanical analogue. A
computationally-efficient classical strategy would consist in starting the trajecto-
ries from the interaction region of the PES and then follow the dynamics forward
and backward just for the amount of time that is necessary for understanding if
the trajectory is a reactive one. This requires just a short time dynamics that is
much cheaper than evolving trajectories for a long time starting from the reactant
region.[42] The idea is exploited in the flux correlation function formalism which
permits to obtain the rate from a short time dynamics, and, eventually, the
approach can also be extended to a quantum-mechanical framework.
2.1 Rate Constants in Classical Mechanics
A chemical reaction is a transition between two stable states, represented by two
minima on the PES, as illustrated in figure 2.1. The reactant state is called A,
while B is the product state and they are separated by a barrier in potential energy.
To describe the progress of the reaction, a reaction coordinate q, a dynamical
variable able to distinguish if the system is in the reactant state A or the product
state B, is defined as a suitable function of the coordinates of the system. For
instance, q can be chosen such that it is null at the barrier top (q* = 0). In this way,
it changes sign when passing from the reactant to the product state. The barrier
height is the activation energy V*, which is the difference between the potential
at the barrier top and the potential of the reactants. The barrier is considered
to be “high” when V* kBT, where kB is the Boltzmann constant and T is the
temperature. This means that the average thermal energy of the system is very
small compared to the height of the barrier. As a consequence, it is very unlikely
that the system is able to overcome the barrier. In fact, to cross it the total energy
should be distributed among all the degrees of freedom in a way that the amount
of energy in the reaction coordinate is very large compared to kBT. Therefore,
the barrier acts as a dynamical bottleneck, and the occurrence of the reaction is a
rare event.
11
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0
A
B
q
V
(q
)
V*
Figure 2.1: One dimensional cut of the PES associated to the generic reaction
AB. q is a generic reaction coordinate, V* is the activation energy
for the forward reaction.
A direct way to study the reaction process is to set a trajectory that starts
from the reactant well and to evolve it for a total time τ. To keep track of the
reaction coordinate values a histogram can be recorded. This histogram defines
the probability distribution for the reaction coordinate and it is formally defined
as
P (q) =
1
τ
∫ τ
0
dtδ [q (t)− q] (2.1)
Since the passage over the barrier is a rare event, the histogram has very high
peaks around the values of the reaction coordinate that characterize the stable
states A and B, while the probability associated to the value q = q* = 0 will
be negligible. This fact points out that to collect a significant statistics of the
reactive event, an extremely long evolution time τ is needed. In fact, if n is the
number of reaction events that has to be observed, tcross the time that it takes to
pass over the barrier, and e-βV* is the probability to visit the barrier at a certain
temperature, the time scale τ˜ of the dynamics for a typical chemical reaction at
room temperature can be estimated (β=1052 at 300K; barrier height 0.03809 a.u.)
as
τ˜ = ntcrosseβV∗ = n× 10−13s× 1017 = n× 104s (2.2)
that is a huge duration for an atomistic simulation. As a result, it is impractical
to obtain quantitative information about the reaction processes via a brute force
12
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Figure 2.2: In the upper panel the value of the reaction coordinate along the
trajectory is depicted, while, in the lower panel, the correspondent
product population function is reported. The double slash represents
the interruption of the time axes.
trajectory simulation. However, this dynamical point of view is still useful to get
to a definition of rate constant from microscopic information.
For this purpose, the dynamics of a trajectory initiated at the barrier top can
provide some important insights. To start off, the product population function is
defined as
h [q (t)] =
{
0 q (t) < 0
1 q (t) > 0
(2.3)
If it were possible to perform a simulation with a total time longer than τ˜, the
graph of this function would appear as represented in figure 2.2. In the upper
panel it is shown that the system remains for a certain time in the vicinity of the
barrier top. During this period, which is about the time scale of molecular rear-
rangements τmol , the trajectory generally crosses the transition state more than
once. This phenomenon is called recrossing. For t > τmol the trajectory instead is
trapped in one of the two stable states until enough energy is accumulated again
13
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t
h
(t
)
τ
1
0
0 ~
Figure 2.3: The product population function.
in the reaction coordinate and a new barrier crossing is observed. As already
discussed, this time is very long. Therefore, in reporting the graph of the product
population function on a much larger time scale, its behavior on the τmol interval
is no longer distinguishable, as represented in figure 2.3. On this longer time
scale, two regimes are observed. First the system is in one of the two stable states,
for example A and in a time τ˜ it undergoes irregular rare jumps from one state
to the other. Then, after a very long time, the reaction reaches thermodynamical
equilibrium and remains there forever. At equilibrium the shape of the h[q (t)]
function becomes periodic. The average time spent in the state B is defined as
〈h〉 = 1
τ
∫ τ
0
h [q (t)] dt (2.4)
this average is independent of time and it is dominated by the behavior of the
system at equilibrium. Moreover, the distance from the equilibrium can be
quantified at any instant with the instantaneous fluctuation of the population
δh [q (t)] = h [q (t)]− 〈h〉 (2.5)
The correlation of the instantaneous fluctuation of the population with the
population at an earlier time is
〈hδh [q (t)]〉 = 1
τ
∫ τ
0
dt′h
[
q
(
t′
)]
δh
[
q
(
t′ + t
)]
(2.6)
This integral can be solved by considering that the only fractions of time x which
give a non zero contribution to it are those in which the system is found in state
14
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B, that is
〈hδh [q (t)]〉 = xδh [q (t)] (2.7)
The limit of δh [q (t)] as time goes to infinite is null, since the system relaxes to
equilibrium. This average therefore measures the relaxation of the system toward
equilibrium, i.e it quantifies the probability of observing a reactive event in a
period of time t after a first reactive event was observed a t = 0.
On the longer time scale, the transitions from the state A to the state B are very
infrequent, then it is reasonable to consider the reactive events as uncorrelated.
The probability of observing N transitions over a time period t is described by a
Poisson distribution, with ν as the average frequency of barrier crossing
P (N) =
1
N!
(νt)N e−νt (2.8)
Therefore, the probability to observe a reactive event between t and t + dt
decreases exponentially with the time of observation t, that can be expressed as
δh [q (t)] ∼ δh [q (0)] e−kt (2.9)
Another way to derive the same result of equation 2.9, is to start from macro-
scopic rate equations that describe the equilibrium reaction AB and apply
the fluctuation dissipation theorem expressed in the form of Onsager regres-
sion hypothesis to link the macroscopic rate constant to microscopic mechanical
behavior of the system.[43] This approach is described in Appendix 2.7.
At this stage it is defined the time dependent quantity k(t) as
k (t) ≡ − d
dt
δh [q (t)]
δh [q (0)]
= − d
dt
C (t) ∼ ke−kt (2.10)
where the long time limit is deduced from equation 2.9.
The function k(t) is schematically represented in picture 2.4. After a transient
time of the order of τmol in which the function undergoes an irregular decay due
to the recrossing events from the starting value k(0+), a time range in which
the exponential decay is observed begins. On the very short time scale of the
molecular rearrangements the beginning of the exponential decay appears as
a constant (ke−kt ∼k+O(t)). Therefore, the function k(t) apparently reaches a
plateau value k*, which is defined as the reaction rate constant. However, if there
was no recrossing dynamics, k(t) would assume the constant value k(0+) over
the first τmol period, and therefore k* = k(0+). This value for the rate constant
is the one predicted by the Transition State Theory approximation (TST), that is
15
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Figure 2.4: The inset shows the graph of the function k(t) over a large timescale.
The exponential decay is observed. The function tends to zero when
the system arrives at equilibrium. The bigger graph is an enlargement
of the very first portion of the inset. At this shorter timescale (∼τmol)
the irregular decay due to recrossing dynamics is observed, followed
by a plateau that is the beginning of the exponential decay which
appears as a constant on this time scale.
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based on the assumption of no recrossing phenomena, in other words the direct
dynamics approximation. k(0+) is only an upper bound to the value of the rate
constant, because the grater the recrossing, the lower the value of k*. The ratio Γ
= k* / k(0+) expresses how much the trajectory is stabilized to the state to which
it points initially, and it is defined as the transmission coefficient. k(0+), that is
also the TST rate constant, is a statistical quantity that can be computed from
thermodynamics information alone and it is independent of dynamics. On the
contrary, Γ can be computed only by explicitly taking into account the dynamics
on the fast time scale τmol .
By evaluating the derivative in the definition 2.10
k (t) =
〈q˙δ (q− q∗) h [q (t)]〉
〈hδh [q (0)]〉 (2.11)
it is revealed that k (t) is the reactive flux correlation function.[44, 45, 46]
2.2 The Classical Flux-flux Correlation Function
From now on all the time averages that were introduced in the previous para-
graph are considered as ensemble averages. The classical dynamics behavior of a
molecular system composed by N atoms is described by the classical Hamiltonian
H (p, q). The generalized coordinates vector p and the generalized momentum
vector q are n-dimensional, where n = 3N - 6 (or n = 3N - 5 in case of a linear
molecule). Since the system is treated under the BO approximation, the potential
part in the classical Hamiltonian is the PES associated to the molecular system.
To begin with, it is necessary to define a dividing surface, a function of the
coordinates q of the system, as
f (q) = 0 (2.12)
This equation divides the coordinate space into two regions, one corresponds
to the products and the other to the reactants. The reactant side is defined as
f (q) < 0 , while f (q) > 0 indicates the product side.
The rate constant 2.11 is rewritten as the ratio of two quantities
kCL (T) =
(2pih¯)−n
∫
dp1
∫
dq1e−βH(p1,q1)F (p1, q1) Pr (p1, q1)
Qr (T)
(2.13)
The denominator of definition 2.13 is the total number of trajectories that are
started with initial conditions compatible with the temperature of the system,
17
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which is simply the partition function of the reactants
Qr (T) =
∫
dp1dq1e−βH(p1,q1) (2.14)
The numerator of expression 2.13 is the number of trajectories that cross the
dividing surface and end in the product part of the PES in the infinite future.
Here, p1 and q1 are the initial conditions for the trajectories.
Two key quantities appear, the flux factor F (p1, q1) and the projector term
Pr (p1, q1). The former is defined as the rate of trajectories that cross the dividing
surface and it is expressed as
F (p, q) =
d
dt
h ( f (q)) = δ ( f (q))
∂ f
∂q
q˙ (t) = δ ( f (q))
∂ f
∂q
p
m
(2.15)
Since the Heaviside function in the previous equation can assume only two
values
h (ξ) =
{
1 ξ > 0
0 ξ < 0
(2.16)
the physical interpretation of h ( f (q)) is the probability that the q coordinate
is in the product side with respect to the dividing surface. The projector term
Pr (p1, q1), instead, is equal to one if the trajectory with initial conditions p1 and
q1 goes to the product side in the infinite future, while it is zero in the opposite
case. The projector term contains all the dynamics information. Following its
definition it can be written as
Pr (p1, q1) = lim
t→∞ h { f [q (t; p1, q1)]} (2.17)
where the notation underlines that in this classical mechanics approach the
evolution of the coordinate in time is deterministic, i.e. it depends parametrically
on the initial conditions of the trajectories. The physical meaning of Pr (p1, q1) is
the probability that a trajectory initiated with certain initial conditions ends in
the product region in the infinite future.
To compute the classical rate constant with equation 2.13 it is necessary to
evolve the trajectories for a very long time, because the projector operator involves
an infinite time limit.
The rate expression can be revised so that it is possible to stop the dynamics
at a finite time. Using equation 2.15, it is readily shown that the projector term
2.17 is given by the time integral of the flux function evolved along the selected
18
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trajectory
Pr =
∫ ∞
0
dt
d
dt
h [ f (q (t))]
=
∫ ∞
0
dtδ ( f (q))
∂ f
∂q
q˙ (t)
=
∫ ∞
0
dtF (p (t) , q (t))
(2.18)
Substituting this equation 2.18 in the expression 2.13 a new form of the classical
rate constant
kCL (T) = Qr (T)
−1
∫ ∞
0
dtC f (t)
where the flux-flux correlation function appears[5]
C f (t) = (2pih¯)
−n
∫
dp1
∫
dq1e−βH(p1,q1)F (p1, q1) F (p (t) , q (t)) (2.19)
2.3 Classical Transition State Theory
A well known approximate approach for the rate constant evaluation is the
Transition State Theory (TST). As explained at the end of section 2.1, TST is a zero-
time classical approximation that relies on the direct dynamics approximation,[35,
47] where any re-crossings across the DS is neglected. Thus TST provides an
upper bound to the exact classical rate constant,[48] and ignores any quantum
effects, such as tunneling and corner cutting.
The TST limit of the rate constant expressed as 2.13 is easily derived. To start
off, it is convenient to make a coordinate change. The reaction coordinate s is
chosen such that it varies along the minimum energy path (MEP) and it passes
through the saddle point of the potential. ps is the momentum conjugated to s.
The other n - 1 coordinates Q represent the vibrations orthogonal to the MEP,
therefore are orthogonal to the reaction coordinate and p are their corresponding
momenta. The dividing surface is set at the saddle point, perpendicularly to the
reaction coordinate. Under these assumptions the classical equation for the rate
constant 2.13 reads
k (T) =
∫ dsdps
2pih¯
∫ dpdQ
(2pih¯)n−1
e
−β
(
p2s
2µ+
p2
2M+V(s,Q)
)
Qr (T)
δ (s)
ps
µ
Pr (s, ps,Q, p) (2.20)
where the Hamiltonian of the system is written explicitly and it assumed to be
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separable. In this expression µ is the reduced mass associated to the reaction
coordinate, while M is the total mass of the reactive system. Upon integration in
ds one obtains
k (T) =
∫ dpsdpdQ
(2pih¯)n
e
−β
(
p2s
2µ+
p2
2M+V(0,Q)
)
Qr (T)
ps
µ
Pr (ps,Q, p) (2.21)
If the potential is rescaled so that the reference for the potential energy is the
value of the saddle point, i.e. Vsp = V (0,QTS)
k (T) =
∫ dpsdpdQ
(2pih¯)n
e
−β
(
p2s
2µ+
p2
2M+V(0,Q)+Vsp−Vsp
)
Qr (T)
ps
µ
Pr (ps,Q, p)
k (T) = e−βVsp
∫ dpdQ
(2pih¯)n
e
−β
(
p2
2M+V(0,Q)−Vsp
)
Qr (T)
∫
dps
ps
µ
e−β
p2s
2µ Pr (ps,Q, p) (2.22)
At this stage the approximation of direct dynamics is introduced. This is the
fundamental assumption of TST, and it is introduced to build a rate expression
that does not need information from real time dynamics. In this way the
TST can be regarded as a purely thermodynamics approach. To state in a
mathematical form the direct dynamics approximation the reaction probability
is set to be 1 if at a fixed instant in time the momentum of the classical trajectory
at the dividing surface points towards the products. On the contrary, if the
momentum points in the opposite direction the probability of reaction is 0.
This implies that the projector factor is approximated as an Heaviside function
Pr (ps,Q, p) ' h (ps). By substituting it in 2.22 and by solving the needed
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integrations, the TST approximation of the rate constant is achieved
kTST (T) =e−βVsp
∫ dpdQ
(2pih¯)n
e
−β
(
p2
2M+V(0,Q)−Vsp
)
Qr (T)
∫ +∞
0
dps
ps
µ
e−β
p2s
2µ
=e−βVsp
∫ dpdQ
(2pih¯)n
e
−β
(
p2
2M+V(0,Q)−Vsp
)
Qr (T)
∫ +∞
0
dps
1
β
−∂e−β p2s2µ
∂ps

=e−βVsp
∫ dpdQ
(2pih¯)n
e
−β
(
p2
2M+V(0,Q)−Vsp
)
Qr (T)
(
0−
(
− 1
β
))
=e−βVsp
∫ dpdQ
(2pih¯)n
e
−β
(
p2
2M+V(0,Q)−Vsp
)
Qr (T)
1
β
=
kbT
h
e−βVsp
Q† (T)
Qr (T)
(2.23)
To apply the TST only few information is required: the reactants and transition
state partition functions Qr (T) and Q† (T), plus the height of the potential
barrier separating the reactants from the products Vsp.
However, it is good to state again that this formula implies some important
simplifications. It is considered that the reactants are distributed according to
the Boltzmann distribution, the coordinates are considered to be separable at the
transition state, and above all the dynamics does not allow recrossing. These
observations make evident that TST gives only an upper bound to the classical
rate constant. Moreover, this formula has been derived in a classical way, so the
values of the reaction constant thus calculated do not include quantum effects
such as tunneling.
It is interesting to make a connection with the empirical formula given by
Arrhenius
kArrhenius (T) = Ae−
Eact
RT (2.24)
It was originally inferred by interpolation of experimental data,[33] but can
be rationalized with a similar assumption than the one for TST, but from a
macroscopic point of view. More specifically, it is considered that the reaction
can take place only if the energy of the system is higher than the activation
barrier Eact. In this case the reaction probability is P (E) = h (E− Eact). By
defining the rate constant as the mean value of the reaction probability, and,
if the states of the reactants follow the Boltzmann distribution, the Arrhenius
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expression follows
kArrhenius (T) =
∫ +∞
0
e−
E
RT P (E) dE
=
∫ +∞
Eact
e−
E
RT h (E− Eact) dE
=
∫ +∞
Eact
e−
E
RT dE
∝ e−
Eact
RT
(2.25)
2.4 Quantum Reactive Scattering
The theory of quantum reactive scattering gives the exact formulation of thermal
rate constants in quantum mechanics. The qualitative picture of reactive process
in terms of wavepacket quantum evolution described in the introduction chapter
is rigorously equivalent to the time independent formulation based on the
definition of the scattering matrix (S) elements.[4]
To recall this treatment, the example of a triatomic reaction is considered.
There are many ways in which the triatomic ABC can fragment, for instance
A + BC, AB + C or A + B + C. These different kinds of fragmentations are
called arrangement channels. A chemical reaction is hence a transition from
one of this arrangement channels to another. Taking into account the process
A + BC → AB + C, there are two possible γ reactive channels. The initial
arrangement is the γ = α channel of reactants, while the final fragment is the
γ = β channel of products. In the regions of the potential that correspond to
reactants (products) configurations, the fragment A (B) is far away from the
fragment BC (AB). These parts of the PES are the asymptotic regions of the
potential, and, since the interaction between the fragments is negligible due to
their long separation distance, the Hamiltonian of the systems becomes separable
in this limit. As a result, the eigenfunctions that solve the asymptotic time
independent Schrödinger equation can be written as a product of eigenfunctions
of the internal degrees of freedom of the fragments χγ,n (n is the set of internal
motion quantum numbers), times a translational wavefunction φγ,±k (k is the
wave vector associated to the translation) that describes the relative motion of A
or B towards the center of mass of the other fragment BC or AB
Hˆ∞γ Ψ
∞
γ,E =EΨ
∞
γ,E
Ψ∞γ,E =χγ,nφγ,±k
(2.26)
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The complete Hamiltonian Hˆ, that describes the system both in the interaction
region and in the asymptotic regions, has the from
Hˆ = H∞γ +Vγ (2.27)
The definition 2.27 highlights that in the limit of large separation between the
fragments Vγ → 0, and the complete Hamiltonian tends to the corresponding
separable Hamiltonian. Therefore, the eigenfunction of Hˆ are asymptotically
coincident to the asymptotic eigenstates of equation 2.26. The eigenstates of the
complete Hamiltonian are the scattering eigenstates and can be labeled according
to the characteristics of the asymptotic eigenstates to which they correspond
(boundary conditions). For example, the scattering eigenstate Ψ+α,n, in the limit
of large separation between the fragments, is coincident with the asymptotic
eigenstate Ψ∞α,E = χα,nφα,+k that represents the fragment with internal degrees
of freedom n and that is entering the α reactive channel. Scattering eigenstates
corresponding to respectively incoming or outgoing boundary conditions from
different arrangement channels are orthogonal
〈Ψ±γ′,n′ |Ψ±γ,n〉 = δγ′γδn′nδ
(
E− E′) (2.28)
while eigenstates associated with incoming boundary conditions and outgoing
boundary conditions are in general not orthogonal. Their overlap is the definition
of the elements of the scattering matrix. They are the transition amplitude from
a state that enters the reactive channel α to a state that exits the products channel
β with another set of quantum numbers
Sβn′,αn (E) δ
(
E− E′) = 〈Ψ±α,n′ |Ψ±β,n〉 (2.29)
The scattering matrix elements are then used to build the cumulative reaction
probability (CRP), whose definition is
N (E) =∑
J
(2J + 1)∑
n,n′
∣∣∣Snαn′nβn (E, J)∣∣∣2 (2.30)
Therefore, the meaning of the CRP is the sum of the probabilities to reach each of
the available product states starting from each of the available initial states that
are open at a certain value of the total energy E and for a certain total angular
momentum J of the system. Once the cumulative reaction probability is known, it
gives straightforward the thermal rate constant by averaging over the Boltzmann
distribution that accounts for the available energy states when the system has a
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certain temperature T
k (T) =
1
hQr (T)
∫ +∞
−∞
dEe−βEN (E) (2.31)
where h is the Plank constant, β=1/kBT (kB is the Boltzmann constant), and
Qr (T) is the reactants partition function per unit volume.
This approach, despite being complete and exact is not doable for complex
systems. As a result, the state of the art of exact quantum scattering calculations
is limited to systems including at most six atoms.[49, 50] It is also important
to point out that equation 2.30 and 2.31 (and the ones derived from it that will
be discussed in the next paragraphs) are not formally proved to be suitable for
condensed phase processes because during the derivation it was assumed that
the boundary conditions of the scattering process are the one of a gas phase
reaction, that are different from scattering boundary conditions in condensed
phase.[51]
2.5 Flux Operator Approaches in Quantum Mechanics
The scattering matrix holds all state-to-state information about the reactive
process, thought it is not efficient to compute the thermal rate constant by
adopting such a complicate scheme. For practical applications, for example,
realistic modeling of combustion and of atmospheric phenomena, it is required
to compute rate constants for thousands of elementary gas-phase reactions.
Equation (2.30) can be regarded as an average over the detailed state-to-state
information that finally is lost. It would be better to find a more “direct” way
to compute rate constants, that avoids the complete scattering calculation.[5]
Attempts in this direction were done independently and at the same time by
Miller,[52] and McLafferty and Pechukas.[53] In both these papers appears the
same quantum mechanical expression for the rate constant
k (T) =
1
Qr (T)
Tr[e−βHˆ FˆPˆ] (2.32)
where Hˆ is the Hamiltonian operator of the system, Fˆ is the quantum mechanical
flux operator across a dividing surface that divides the reactants and the products,
and Pˆ is the projection operator. The meaning of the equation is exactly the same
as the one in formula 2.31, but it is cast in a new language. The advantage is
that there is no longer explicit reference to scattering quantities. In words the
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expression 2.32 says that the thermal rate constant is the quantum mechanical
Boltzmann average of the reactive flux operator FˆPˆ.
The concept of flux operator is derived by elaborating the definition of the
rate constant from quantum scattering that was recalled in the previous section.
The idea is to rewrite the quantum mechanical equations in the spirit of classical
mechanics, exploiting the picture of trajectories that are run on the PES as a
guiding concept. More specifically, one first defines a dividing surface f (q) as a
function of the coordinates q of the system, in the same fashion of the classical
case as in section 2.2. Mimicking the idea of a swarm of classical trajectories
that flow through the surface, one can define the flux of the wavefunction ψ (q)
through this surface. From the principle of conservation of the probability in
quantum mechanics, the definition of the probability current density associated
to the wavefunction ψ can be derived
S (q, t) = Re [ψ∗vˆψ] (2.33)
where vˆ = h¯im
∂
∂q is the velocity operator for a particle of mass m. This probability
current density is defined in analogy to the classical current density, i.e. the
average flux of the particle at the position q and at a specific time t. The analogy
is only formal, since this definition of flux is invalid in quantum mechanics,
because requires the precise knowledge of position and velocity at the same
time, that is prohibited by the indetermination principle.[54] To obtain the flux
through the surface, S (q, t) has to be integrated over the surface that can be
written as
Re
∫
dqδ [ f (q)]ψ∗ (q)
(
∂
∂q
f (q) · vˆ
)
ψ (q) (2.34)
where the delta function restricts the volume integration to the surface defined by
f (q), while the scalar product ∂∂q f (q) · vˆ means that only the amount of velocity
that is perpendicular at each point to the surface is considered. From equation
2.34, the flux operator is defined as
Fˆ = δ [ f (q)]
∂
∂q
f (q) · vˆ (2.35)
The projector operator in the rate expression 2.32 must take allow for the
complete set of scattering eigenstates, that accounts for both incoming and
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outgoing states. Then, the projector operator is defined as{
PˆΨ−α,n = Ψ−β,n
PˆΨ+α,n = 0
(2.36)
and the complete sum over states in equation 2.31 is now rewritten with the
same meaning in the form of a quantum operator trace
k (T) =
1
Qr (T)
∑
n
∫ +∞
−∞
dp1 〈Ψ+α,n|Fˆe−βHˆ Pˆ|Ψ−α,n〉 (2.37)
This is equivalent to expression 2.32 because the Boltzmann operator and Pˆ
commute.[52] Equation 2.37 is also the quantum analogue of the classical expres-
sion 2.13.
2.6 Flux-Flux Correlation Function in Quantum Mechanics
It was only in 1983 that Miller, Schwartz, and Tromp reformulated the exact
quantum reaction rate in terms of flux correlation functions. Yamamoto had
already provided expressions for reaction rates based on the linear response
theory. Miller’s expression turned out to be a generalization of Yamamoto’s
ones.[42, 51]
The derivation is done in analogy to the one given in section 2.2 for the classical
case. The first observation is that the quantum analogue of the classical projector
of equation 2.17 can be written just by considering that the time evolution is now
carried out quantum mechanically. Its expression is
Pr = lim
t→∞ e
iHˆt
h¯ hˆ ( f ) e−
iHˆt
h¯ (2.38)
where h ( f ) Heaviside function. Following the same procedure used in the
chain of equalities of equation 2.18, and recalling that the time derivative of a
quantum mechanical operator aˆ that does not explicitly depend on time is given
by daˆdt =
i
h¯
[
Hˆ, aˆ
]
, one obtains
Pˆr =
∫ ∞
0
dt
d
dt
e
iHˆt
h¯ hˆ ( f ) e−
iHˆt
h¯ =
∫ ∞
0
dte
iHˆt
h¯
i
h¯
[
Hˆ, hˆ
]
e−
iHˆt
h¯ (2.39)
The quantum flux operator 2.35 can now be written in terms of the momentum
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operator, by using the identity pˆ = −ih¯ ∂∂q = mvˆ
Fˆ = δ [ f (q)]
∂ f (q)
∂q
· vˆ
=
1
m
∂h [ f (q)]
∂t
· pˆ
=
1
2m
[
∂h [ f (q)]
∂t
· pˆ + pˆ · ∂h [ f (q)]
∂t
]
=
i
h¯
[
Hˆ, hˆ
]
(2.40)
This means that the projection operator is the time integral of the quantum time
evolution of the flux operator
Pˆr =
∫ ∞
0
dte
iHˆt
h¯ Fˆe−
iHˆt
h¯ (2.41)
Inserting the definition 2.41 into the trace 2.32 the desired rate expression in term
of a quantum mechanical correlation function is found
kQM (T) = Qr (T)
−1
∫ ∞
0
dtC f (t) (2.42)
where
C f (t) = tr
(
e−βHˆ Fˆe
iHˆt
h¯ Fˆe−
iHˆt
h¯
)
(2.43)
This formulation is still exact, i.e. free of any approximations in principle, in
fact descends directly from the scattering expression of rate constant.[5] This
method makes possible to evaluate the rate constant with a short time quantum
dynamics, because the flux-flux correlation of expression 2.43 decays fast in time.
Therefore, it is not necessary to extend the limit of integration in equation 2.42
to infinity but only to a suitable amount of time to observe that the correlation
function values has a stable zero value. This time interval is usually of the order
of h¯β, as showed for the example of the collinear H + H2 reaction in figure 2.5.
It must be pointed out that equation 2.42 is not the unique form that gives
the exact quantum mechanical rate. It has been shown that there are other two
equivalent expressions.[42] The first one is given by the long time limit of the
flux side correlation function
kQM (T) = Qr (T)
−1 lim
t→∞C f s (t) (2.44)
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Figure 2.5: The flux flux correlation function computed with equation 2.43 for
the case of H + H2 collinear reaction at six temperatures (150K, 200K,
250K, 300K, 400K, and 600K). The vertical dashed lines indicate the
value of h¯β in each case, respectively 2105 a.u., 1579 a.u., 1263 a.u.,
1052 a.u., 789 a.u., and 525 a.u. (1a.u. ' 2.42 × 10−17s. In all cases
the decay time of the flux-flux correlation function is smaller, or at
least comparable, to these values.
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where
C f s (t) = tr
(
e−βHˆ Fˆe
iHˆt
h¯ hˆ ( f ) e−
iHˆt
h¯
)
(2.45)
the second one is the long time limit of the time derivative of the side side
correlation function
kQM (T) = Qr (T)
−1 lim
t→∞
d
dt
Cs (t) (2.46)
where
Cs (t) = tr
(
e−βHˆ hˆ (− f ) e iHˆth¯ hˆ ( f ) e− iHˆth¯
)
(2.47)
The three correlation functions are related to each other as
C f (t) =
d
dt
C f s (t) =
d2
dt2
Cs (t) (2.48)
and, since C f (t) is an even function of time, C f s (t) is odd and Cs (t) is even.
2.7 Approximations
The expression 2.43 can be rearranged in a more suitable way. First, the Boltz-
mann operator can be split as e−βHˆ = e−
β
2 Hˆe−
β
2 Hˆ. Secondly, by noticing that
the flux operator Fˆ and the half Boltzmann operator commute and by exploit-
ing the property of quantum mechanical traces that are invariant upon cyclic
permutation of the argument operators, one obtains
C f (t) = Tr
(
e−βHˆ Fˆe
iHˆt
h¯ Fˆe−
iHˆt
h¯
)
= Tr
(
e−
β
2 Hˆe−
β
2 Hˆ Fˆe
iHˆt
h¯ Fˆe−
iHˆt
h¯
)
= Tr
(
e−
β
2 Hˆ Fˆe−
β
2 Hˆe
iHˆt
h¯ Fˆe−
iHˆt
h¯
)
= Tr
(
Fˆe−
β
2 Hˆe
iHˆt
h¯ Fˆe−
iHˆt
h¯ e−
β
2 Hˆ
)
(2.49)
At this stage, the complex time tc = t− ih¯β2 can be introduced and the flux-flux
correlation function is defined as
C f (t) = Tr
(
Fˆe
iHˆt∗c
h¯ Fˆe−
iHˆtc
h¯
)
(2.50)
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The operator e−
iHˆtc
h¯ has the same form of the ordinary quantum time propagator,
but here the time variable tc can assume complex values. The form of equation
2.50 points out that to evaluate the rate constant it is required (even if for a
short time) a complex time evolution, a problem that is very hard to address. In
fact, even if exact time dependent methods are well known, their scaling with
the dimensionality of the system remains a major problem.[7] The state of the
art of quantum calculation of the rate constant using the flux-flux formalism is
represented by its combination with the Multi-Configurational Time-Dependent
Hartree (MCTDH) approach.[55] With this approach a direct calculation of
accurate thermal rate constants has been obtained for systems up to twelve
degrees of freedom.[56, 57, 58] To make it possible to compute rates for more
complex systems, it is however necessary to develop approximate approaches.
A first possibility to build an approximation to the rate constant is to quantum
mechanically account for the statistical part, and to treat the much more challeng-
ing real time dynamics with a classical-mechanics based approximation. This is
the case of semiclassical dynamics, a very promising and effective way to deal
with large-size systems which allows to regain quantum mechanical features
starting from classical simulations. Over the years, many SC techniques have
been developed to efficiently tackle the sign problem for applications to both
kinetics[59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78,
79, 80, 81, 82, 83, 84, 85, 86, 87] and spectroscopy.[88, 89, 30, 90, 91, 92, 93, 32]
More specifically, the starting point of this class of techniques is the observation
that the main contribution to the time propagator matrix elements comes from
classical paths that connect an initial position x to a final position x’ in a time
interval t. The exact Feynman Path Integral expression of the quantum time
propagator is
〈x′|e− iHˆth¯ |x〉 =
√
m
2piih¯t
∫
D [x (t)] e ih¯ S(x,x′,t) (2.51)
where Hˆ is the Hamiltonian operator, m the mass of the system, S(x,x’,t) is the
action and the symbol D[x (t)] represents the integration over all paths. A sound
approximation to the exact propagator can be obtained by considering only the
contribution from classical path. Furthermore, the exponent in equation 2.51 can
be expanded in Taylor series
〈x′|e− iHˆth¯ |x〉 =
√
m
2piih¯t ∑classical paths
∫
D [x (t)] e ih¯ (S+δS+ 12 δ2S) (2.52)
and recalling that for classical trajectories the least action principle prescribes
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δS=0, the integral in expression 2.52 can be solved via stationary phase ap-
proximation which is detailed in appendix 2.7. The most basic version of this
approximation is the Van Vleck Semiclassical propagator (VV) whose expression
in N dimensions is
〈x′|e− iHˆth¯ |x〉
SC
VV =
(
1
2piih¯
) N
2
[∣∣∣∣− ∂2S∂x′∂x
∣∣∣∣]
1
2
e
i
h¯ S
CL(x,x′,t) (2.53)
Interestingly, even if expression 2.53 is based only on classical trajectories and
their classical action, it can regain quantum information. Many other semiclas-
sical approximations that are based on the same concept have been designed
to improve the practical applicability of this formalism. For instance, the semi-
classical initial value representation (SC-IVR) aims at restating the propagator
expression as a function of only initial conditions (x,p), avoiding the dependence
on the final position x’. SC-IVR implementations, based on phase space real-time
classical trajectory integration, such as the van Vleck SC-IVR (VV-IVR) and
the forward-backward SC-IVR (FB-IVR), have been applied to the calculation
of the thermal rate equations (2.42) and (2.43). [81, 94, 65, 64, 95, 74] For the
same kind of application also the linearized SC-IVR (LSC-IVR) has been widely
employed.[87, 68, 86] This approach consists in a linearization of the general
SC-IVR expression for the correlation function. In this way, in a LSC-IVR cal-
culation initial conditions of the classical trajectories are weighted by a Wigner
function corresponding to the Boltzmannized flux operator. This linearized
approximation to the SC-IVR is thus practical for systems with many degrees
of freedom (e.g. a reaction coupled to a bath of harmonic oscillators). However
the LSC-IVR describes quantum effects accurately only for short times (t . h¯β).
For longer times quantum effects are lost. Therefore, this approach is more
suitable for describing quantum effects transition state theory-type dynamics in
the absence of recrossing dynamics.[96]
An alternative and widely used class of classical-trajectory based approaches
to rate constant calculations is constituted by the Ring Polymer Molecular Dy-
namics (RPMD),[97, 98, 99] which can also provide TST-like versions,[100, 101]
and the Centroid Molecular Dynamics (CMD).[102, 103, 104] Differently from
semiclassical techniques, CMD and RPMD make use of the imaginary-time path
integral formalism, and take advantage of the exact mapping between a quantum
mechanical particle and a classical “ring polymer”, i.e. a ring of n replicas
(beads) of the actual system where nearest neighbors are linked by harmonic
springs. Even if based on static quantum information these methods can be
used to approximate dynamical properties in quantum mechanical systems. On
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one hand, in the CMD approach, a classical molecular dynamics simulation is
performed on the effective potential generated by the thermal fluctuations of the
ring polymer around its centroid (average position of the beads). On the other
hand, RPMD exploits the equivalence between the outcome of application of the
classical isomorphism to find the thermal expectation value of a product of two
position-dependent operators and the zero time limit of the Kubo-transformed
real-time correlation function of the two operators. The RPMD method therefore
attempts to extend this correspondence to times t > 0.[97] As a result, RPMD
uses the classical time evolution in the extended phase space of the ring polymer
to approximate the evolution of the actual system. Classical dynamics generated
by the artificial Hamiltonian has no obvious connection with the true quantum
dynamics, and, at present, there is no systematic derivation of the approxi-
mation, even if links with the Semiclassical Instanton theory have appeared
in the literature.[99] Nevertheless these methods can be satisfactorily applied
to systems in condensed phase. This efficiency arises because for condensed
phase systems real-time quantum coherence, which is neglected by RPMD, is
not important.[105]
Another strategy is to approximate the rate expression by completely neglect-
ing the real time dynamics. In fact, it is possible to calculate the quantum thermal
factor e−βHˆ relying on the imaginary time Path Integral (PI) formulation.[106]
In this case, the Monte Carlo (MC) integration of the PI representation of the
thermal factor is doable even for systems with more than 100 dimensions.[107]
On the contrary, other quantum methods[108, 109, 110] which explicitly include
real-time evolution face the difficult sign problem which hampers the conver-
gence of the MC integration because the dynamical factor e−
iHˆt
h¯ is an oscillating
function of time due to the imaginary exponent. For this reason a method like
the inverse Laplace transform approach attempts to obtain real time results from
imaginary time propagation. Unfortunately the analytic continuation on which
the method is based is ill behaved, and only short time inversion is possible.
This is not sufficient to get a reliable rate constant estimate.[51, 111, 112, 113]
Therefore, it is interesting to look for a quantum analogue of TST to overcome
the approximation of classical dynamics, while retaining the TST-peculiar direct
dynamics approximation. This quest is still under search. The main issue is the
difficulty to have an universal definition of Quantum Transition State Theory
(QTST) because in quantum mechanics any local evaluation of the reactive flux
is invalidated by the uncertainty principle.[114] The most straightforward inclu-
sion of quantum effects in a TST formulation consists in evaluating quantum
mechanically the partition functions of the reactants and of the transition state.
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A more refined strategy is to employ semiclassical theories. For instance the
Rice–Ramsperger–Kassel–Marcus theory (RRKM)[115, 116] starts from classical
TST and gives the rate of decay in a unimolecular reaction in terms of counts of
states of the reactants and the transition state. Its expression for a total energy E
and total angular momentum J is
kRRKM (T) =
N (E, J)
hρ (E, J)
(2.54)
In equation 2.54 N(E,J) is the number of quantum states of the TS for a given J
with energy less or equal to E in the degrees of freedom orthogonal to the reaction
coordinate. ρ(E,J) is the density of states of the reactant. Within RRKM theory
semiclassical estimates of these quantities are employed. In fact, accounting for
anharmonicities and couplings between the degrees of freedom is far from trivial.
Furthermore, to account for tunneling effects it is necessary to include corrections
to N(E,J). This task is usually achieved in an ad hoc way, by adopting one
dimensional tunneling corrections along the reaction coordinate.[117] Another
version of QTST is called Semiclassical Instanton (SCI),[38, 39, 118, 119, 120]
whose starting point is the substitution of the projection operator Pˆ in equation
2.32 with a step function of the momentum operator. The main feature of SCI
is that the imaginary time propagator e−βH is approximated by adapting the
semiclassical derivation of equation 2.53 from equation 2.51 at imaginary times.
The Boltzmann matrix elements within this approximation make it possible
to evaluate the thermal average of any operator via further stationary phase
approximations. The final SCI expression is formally similar to that of classical
TST, with the difference that all quantities in it refer to the full classical dynamics
on the inverted potential energy surface. In place of the vibrational frequencies
of the activated complex which appear in the conventional TST, the semiclassical
expression contains characteristic frequencies related to the stability properties
of a periodic classical trajectory, called the instanton.[38] SCTST is closely linked
to SCI and both theories will be extensively presented in chapter 3. A further
development of these QTST methods, that is of particular interest for the work
presented in chapter 6, is the Quantum Instanton (QI).[121, 122, 73] QI is inspired
by the SCI theory but adopts an exact quantum PI treatment for the quantum
Boltzmann statistics. Being a TST approach, the only quantity which has to
be evaluated is the Boltzmann operator (and its thermodynamic β derivatives)
that can be estimated by imaginary time Path Integral techniques.[95, 123] QI
has many appreciable features. First, it is very accurate, within 20%, over a
wide temperature range, from the deep tunneling regime up to the higher
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temperatures. Secondly, it makes no arbitrary assumptions about a specific
reaction path or reaction coordinate. Finally, QI has been proven to incorporate
correctly all tunneling, corner-cutting, and quantum-fluctuation effects and
has provided very satisfactory results for a variety of problems, ranging from
gas phase reactions,[122, 124, 121, 95, 125] to chemical reactions in a polar
solvent,[106] from gas-surface reactions,[126, 127] to isotopic effects.[128, 129,
130, 131, 132]
The work presented in this thesis is aimed to develop new advances in the
computation of rate constants in the gas phase. A first novel contribution is
meant to speed up the evaluation of SCTST rate constants by means of the
efficient parallel implementation reported in chapter 4. The other new method
presented in chapter 6 addresses the problem of including real time dynamics
contributions into the rate constant, thus overcoming the QTST approximation,
but still without solving the full quantum dynamics.
Appendix 1.A: Application of Onsager’s Regression
Hypothesis to Chemical Kinetics
The macroscopic rate equation for the reaction
A
kBA

kAB
B (2.55)
can be expressed in terms of the instantaneous concentration of the two chemical
species cA (t) and cB (t) and the forward and backward rate constant kBA and
kAB. Under the constraint that at any time cA (t) + cB (t) is a constant value the
set of differential equations that describes the evolution of the system is{
dcA
dt = −kBAcA (t) + kABcB (t)
dcB
dt = kBAcA (t)− kABcB (t)
(2.56)
Its solution provides
cA (t)− ceqA =
[
cA (0)− ceqA
]
e−t(kAB+kBA) (2.57)
where ceqA is the constant concentration of A at equilibrium.
If q (t) is the reaction coordinate, h [q (t)] defined in equation 2.3, is a dynam-
ical variable whose instantaneous variation is linked to the the instantaneous
concentration of A. The Onsager’s principle can be applied. Dealing with a
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system that is prepared in a non-equilibrium state that is allowed to relax to
equilibrium, the Onsager’s principle states that “the relaxation of a macroscopic
non-equilibrium distribution is governed by the same laws as the regression
of spontaneous microscopic fluctuations”. This correspondence is valid for a
system that is weakly displaced from equilibrium, and is thus described by
the linear response theory. In fact, in the situation of a small perturbation that
brings the system out of equilibrium, it is impossible to distinguish between
spontaneous fluctuations and deviations from equilibrium that are externally
prepared. Therefore, Onsager’s hypothesis can be derived by first principles in
the framework of linear response theory.[133]
In the case of the considered chemical reaction, the system is prepared in a
non-equilibrium situation, since at the beginning the reactant A and B are put in
contact in the reactant vessel at an arbitrary initial concentration. The reaction
starts and it is left to itself, and spontaneously evolves towards equilibrium.
In this case the relaxation of macroscopic non-equilibrium distribution is ex-
pressed by the ratio
[
cA (t)− ceqA
]
/
[
cA (0)− ceqA
]
, while the decay of spontaneous
microscopic fluctuation is expressed in term of the reaction coordinate by the
ratio 〈δh [q(0)] δh [q (t)]〉 / 〈δh [q(0)] δh [q(0)]〉, δh [q (t)] is defined according to
2.5. Finally, it is possible to write
cA (t)− ceqA
cA (0)− ceqA
=
〈δh [q(0)] δh [q (t)]〉
〈δh [q(0)] δh [q(0)]〉 (2.58)
that according to 2.57 is[43]
e−t(kAB+kBA) =
〈δh [q(0)] δh [q (t)]〉
〈δh [q(0)] δh [q(0)]〉 (2.59)
and is the same expression as equation 2.9.
Appendix 2.A: The Stationary Phase Approximation
The stationary phase is a way to approximate an integral of the form
I =
∫ +∞
−∞
dtg (t) e− f (t) (2.60)
where f (t) and g (t) are continuous functions. Furthermore, f (t) is a function
with well separated stationary points, while g (t) is almost constant (compared
to f (t)) over the interval of integration. Each stationary point of f (t), corre-
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sponding to an extremum of the function, generates a very sharp feature in the
plot of the exponential e− f (t). As a result, the main contributions to the integral
come from the regions around these stationary points. A strategy to approximate
the integral is to expand the exponent in Taylor series around each stationary
point. For example, if a unique stationary point exists and it is located at t*, such
that f
′
(t∗) = 0,
I 'g (t∗)
∫ +∞
−∞
dte−
[
f (t∗)+(t−t∗) f ′ (t∗)+ 12 (t−t∗)2 f
′′
(t∗)
]
=g (t∗) e− f (t∗)− 12 t∗2 f ′′ (t∗)
∫ +∞
−∞
dte−
f ′′(t∗)
2 t
2−2
[
− f ′′(t∗)2
]
t
=g (t∗)
√
2pi
| f ′′ (t∗)| e
− f (t∗)
(2.61)
where the last integration has been performed recalling the Gaussian integral∫ +∞
−∞ dxe
−ax2−2bx =
√
pi
a e
b2
a . If there are N stationary points the integral is approx-
imated as
I '
N
∑
i=1
g (ti∗)
√
2pi
| f ′′ (ti∗)| e
− f (ti∗) (2.62)
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It has been shown that for the H + H2 reaction classical TST agrees exactly with
a purely classical trajectory simulation, if the calculations are restricted to an
energy region just above the barrier on the minimum energy path. The low
energy constraint is necessary to minimize recrossing. This suggests that, if the
interest is in studying reactions at low collision energy, the TST assumption of
direct dynamics is a good one.[52, 53] Even from the quantum mechanical point
of view, it was calculated that for H + H2 collinear reaction the stream lines of
quantum flux are smooth at low energies.[52]
However, as discussed in the introduction, TST is a classical theory, and at low
energies and temperatures the contribution of tunneling to the reaction rate can
not be ignored. Ad hoc tunneling corrections along the reaction coordinate to the
classical TST can be tried but they usually lead to an overestimation of the rate
constant. This kind of empirical corrections are obtained after assuming a specific
functional form for the potential experienced by the reaction coordinate. This
potential is a one dimensional barrier because in the TST approximation the re-
action coordinate is considered separable. For instance, the Wigner transmission
coefficient is found if the barrier is modeled as an inverted parabola.[134] An-
other possibility is to consider a one dimensional Eckart barrier, whose tunneling
transmission coefficient is analytically derived.[135] To deal with a general barrier
shape in one dimension, the WKB semiclassical theory can be applied.[136] For
instance, by applying WKB to a truncated parabola potential a generalization
of Wigner’s result is found.[137, 138] In general, the WKB theory indicates that
the probability of tunneling through a barrier depends exponentially on the
imaginary action (a classical action computed on the upside down potential
energy surface) accumulated between the two turning points.[136]
The failure of simple quantum corrections is due to an intrinsic drawback
of TST which makes the inaccurate assumption of coordinate separability at
the PES saddle point. This is clearly demonstrated by the presence of corner
cutting effects that can be even found in classical trajectories simulations (see
the example in chapter 1). A better way to obtain an approximation to the rate
constant, that avoids any time propagation but simultaneously includes quantum
effects, would be the implementation of TST direct dynamics assumption into
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quantum mechanics, without assuming the further approximation of separability
of the reaction coordinate at the saddle point. In such a theory, the tunneling
would not be confined to a specific reaction path and orthogonal modes at the
saddle point would effectively contribute to the reactive process. A formulation
with these characteristics was derived by Miller, and it is called Semiclassical
Transition State Theory (SCTST).[38, 39]
A first goal of this thesis is to extend to high dimensional systems the inclusion
of quantum effects in rate constant computations. SCTST has been implemented
for parallel architectures. In fact another advantage of this semiclassical theory
is that it allows to calculate rate constants requiring only the evaluation of the
partition functions of reactants and of the transition state. However, computing
partition functions for high dimensional systems remains a difficult task, which
requires a specific computational implementation to make it feasible. After
reviewing the SCTST derivation and its parent semiclassical instanton theory in
this chapter, a new algorithm for the efficient calculation of partition functions
required to evaluate SCTST rate constants will be presented in chapter 4.
3.1 Extending TST to Quantum Mechanics
For simplicity a collinear reaction is considered. The PES for this system is two
dimensional, and it is described by two normal modes at the saddle point denoted
as u and s, as sketched in figure 3.1. A dividing surface is set orthogonally to
the reactive coordinate s. For this two dimensional system the exact quantum
expression for the reaction rate 2.32 reads as
k (T) =
1
Qr
Tr
[
e−βHˆδ (s) pˆsPˆ
]
(3.1)
where the flux operator 2.35 has been written for this special case, and pˆs is the
momentum operator associated with the reaction coordinate s.
The simplest idea to produce a TST-like approximation from this quantum
mechanical formula, would be to approximate the projection operator Pˆ as a step
function of the type
h (ps) =
{
1 ps > 0
0 ps < 0
(3.2)
Unfortunately, a problem arises, because this approximate projector operator
does not commute with the Hamiltonian Hˆ operator, as the exact Pˆ does. For
this reason, it is not clear how to choose the order of the operators in the trace.
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Figure 3.1: Setting of the dividing surface (DS) and the normal modes coordinates
s and u for a generic collinear reaction. The dashed line is the
minimum energy path (MEP) that crosses the saddle point of the
potential (highlighted by the star). s is the reactive coordinates that is
directed towards the products basin. The straight line is the dividing
surface set at the saddle point that is parallel to the other normal
mode coordinate u.
To overcome this difficulty, the Weyl correspondence rule is applied (for more
information see the Appendix C of reference [139]). It gives a rule to build the
operator which corresponds to a function in the phase space. To apply this rule,
first the rate constant 3.1 can be written as
k (T) =
1
Qr
∫
ds
∫
du
∫
ds′
∫
du′ 〈s, u|e−βHˆ |s′, u′〉 〈s′, u′|Rˆ|s, u〉 (3.3)
where an identity has been inserted to separate the Boltzmann factor from the
other operators. Then, the operator Rˆ corresponding to the function r (s, ps) =
δ (s) psh (pS) is needed. Therefore, its matrix elements are obtained thanks to the
Weyl rule
〈s′, u′|Rˆ|s, u〉 = δ (u′ − u) δ( s′ + s
2
)
h¯
2pims
[
− 1
(s′ − s)2
]
(3.4)
Inserting the result 3.4 in equation 3.3, upon integration by parts, the final QTST
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expression is derived
kTSTQM (T) =
1
Qr
h¯
4pims
∫ +∞
−∞
du
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
〈s, u|e−βHˆ | − s, u〉 (3.5)
It is interesting to elaborate equation 3.5 in the case of a separable Hamiltonian
Hˆ = Hˆu + Hˆs. In this case the formula simplifies to
kTSTQM (T) =
1
Qr
h¯
4pims
∫ +∞
−∞
du
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
〈s, u|e−βHˆu e−βHˆs | − s, u〉
=
1
Qr
h¯
4pims
∫ +∞
−∞
du 〈u|e−βHˆu |u〉
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
〈s|e−βHˆs | − s〉
=
kBT
h
Qu
Qr
h¯β
2ms
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
〈s|e−βHˆs | − s〉
(3.6)
where
∫ +∞
−∞ du 〈u|e−βHˆu |u〉 is identified as the partition function Qu for the coordi-
nate u, and ms is the reduced mass associated to the motion along the coordinate
s. Comparing the last expression in equation 3.6 with the usual TST formula
2.23, the term
h¯β
2ms
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
〈s|e−βHˆs | − s〉 (3.7)
acts as a the tunneling correction Γ. In the following, this factor is evaluated
adopting two specific models to describe the motion along the reaction coordi-
nate.
A first possibility is to approximate the motion along the reaction coordinate s
as a translation. In this case, the Hamiltonian is the free particle one hˆs =
pˆ2
2ms ,
and the matrix elements 〈s|e−βHˆs | − s〉 are
〈s|e−βHˆs | − s〉 =
∫ ∞
−∞
dps 〈s|ps〉 〈ps|e−
βp2s
2ms | − s〉
=
∫ ∞
−∞
dpse−
βp2s
2ms 〈s|ps〉 〈ps| − s〉
=
1
2pih¯
∫ ∞
−∞
dpse−
βp2s
2ms +i
2s
h¯ ps
=
1
2pih¯
√
2pims
β
e
− 2ms
h¯2β
s2
=
√
ms
2piβh¯2
e
− 2ms
h¯2β
s2
(3.8)
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where the definitions 〈s|ps〉 = e
ipss
h¯√
2pih¯
, and 〈ps| − s〉 = (〈−s|ps〉)∗ =
(
e−
ipss
h¯√
2pih¯
)∗
=
e
ipss
h¯√
2pih¯
were used, and the integral in dps is a Gaussian integral. Inserting the
result 3.8 into 3.6 the tunneling correction is
Γ f p =
h¯2β
2ms
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
√
ms
2piβh¯2
e
− 2ms
h¯2β
s2
=
h¯2β
2ms
√
ms
2piβh¯2
∫ +∞
−∞
ds
(
−1
s
)(
−4ms
h¯2β
s
)
e
− 2ms
h¯2β
s2
=
(
4ms
h¯2β
)√
h¯2β
ms8pi
∫ +∞
−∞
dse
− 2ms
h¯2β
s2
=
(
4ms
h¯2β
)√
h¯2β
ms8pi
√
pih¯2β
2ms
=1
(3.9)
In contrast, one can consider the case of a parabolic barrier along the reaction
coordinate. This approximation is suitable for the shallow tunneling regime,
since any barrier near the top can be approximated by a parabola. In this case
the Hamiltonian is Hˆs =
pˆ2
2ms − 12 msω2s2 and
〈s|e−βHˆs | − s〉 =
√
msω
2pih¯ sin (h¯ωβ)
exp
[
−msω
h¯
cot
(
h¯ωβ
2
)
s2
]
(3.10)
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Inserting this result into 3.6 the tunneling correction is
Γpb =
h¯2β
2ms
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
√
msω
2pih¯ sin (h¯ωβ)
exp
[
−msω
h¯
cot
(
h¯ωβ
2
)
s2
]
=
h¯2β
2ms
√
msω
h sin (h¯ωβ)
∫ +∞
−∞
ds
(
−1
s
)
∂
∂s
exp
[
−msω
h¯
cot
(
h¯ωβ
2
)
s2
]
=
h¯2β
2ms
√
msω
h sin (h¯ωβ)
[
2msω
h¯
cot
(
h¯ωβ
2
)] ∫ +∞
−∞
ds exp
[
−msω
h¯
cot
(
h¯ωβ
2
)
s2
]
=
h¯2β
2ms
√
msω
h sin (h¯ωβ)
[
2msω
h¯
cot
(
h¯ωβ
2
)]√√√√ pih¯
msω cot
(
h¯ωβ
2
)
=h¯β
√
1
2 sin (h¯ωβ)
[
ω cot
(
h¯ωβ
2
)]√√√√ 1
cot
(
h¯ωβ
2
)
=h¯ωβ
√√√√√ cot
(
h¯ωβ
2
)
4 sin
(
h¯ωβ
2
)
cos
(
h¯ωβ
2
)
=
1
2 h¯ωβ
sin
(
h¯ωβ
2
)
(3.11)
This last result demonstrates that the QTST formula in equation 3.5 regains the
well known TST Wigner tunneling correction.[47, 52]
3.2 Semiclassical Instanton rate approximation
In the previous section it has been demonstrated that assuming the separability
of the coordinates at the saddle point for equation 3.5 leads to the usual quantum
corrected TST expression. In this section a method that allows to evaluate the
expression 3.5 in the general non-separable case is presented. The operators in
equation 3.5 could be represented in a discrete basis, but this would require a
numerical matrix diagonalization that is generally too computationally expensive.
A semiclassical strategy to deal with the problem is known as the Semiclassical
Instanton (SCI). The detailed derivation of this approach is the subject of a pivotal
paper by Miller,[140] while a brief summary of it is reported in the following.
The starting point is the description of an N dimensional system by means
of a set of positions and momenta described by the vectors q=(q1, q2, ..., qN)
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and p=(p1, p2, ..., pN). The reaction coordinate is associated to the phase space
variables q1 and p1. Instead of making use of the Weyl rule, the quantum
mechanical trace in equation 3.1 can be replaced by an average over the classical
phase space
k (T) =
1
Qr
∫
dq
∫
dpW (p, q) δ (q1)
( p1
m
)
h (p1) (3.12)
by using the Wigner transform of the Boltzmann operator
W (p, q) =
1
hN
∫
dq′e−i
p·q′
h¯ 〈q+ 1
2
q′|e−βHˆ |q− 1
2
q′〉 (3.13)
To analytically evaluate expression 3.12, one can consider the semiclassical repre-
sentation of the Boltzmann operator, that is obtained as the analytic continuation
of the semiclassical time propagator
〈q f |e−βHˆ |qi〉SC =
(
1
2piih¯
) N
2
(∣∣∣∣∂q f∂pi
∣∣∣∣)− 12 exp [ ih¯ S (q f , qi)
]
(3.14)
where S
(
q f , qi
)
is the classical action associated to the classical trajectory that
starts with momentum pi from position qi at time t = 0 and ends at position q f
at t = -ih¯β. By inserting equation 3.14 in expression 3.12, and after the variable
change {
q+ 12q
′ = q f
q− 12q′ = qi
→
{
q′ = q f − qi
q = 12
(
q f + qi
) (3.15)
the following formula is obtained
k (T) =
1
Qr
(
1
hN
)(
1
2piih¯
) N
2
×
∫
dp
∫
dqi
∫
dq f δ
(
q f ,1 + qi,1
2
)( p1
m
)
h (p1)
(∣∣∣∣∂q f∂pi
∣∣∣∣)− 12 ×
exp
{
− i
h¯
[
S
(
q f , qi
)− p · (q f − qi)]}
(3.16)
The integrals over p and q f in expression 3.16 can be evaluated via the stationary
phase approximation (see appendix 2.7). For the integration over p the stationary
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phase prescription implies
∂
∂p
[
S
(
q f , qi
)− p · (q f − qi)] = 0⇒ q f = qi (3.17)
while for the integration in q f it gives
∂
∂q f
[
S
(
q f , qi
)− p · (q f − qi)] = 0⇒ p f = p (3.18)
where p f is the momentum at position q f . After the two stationary phase
approximations are carried out, only the integral over qi is left. This surviving
integral can be rearranged by expanding the N components of the vector qi
k (T) =
1
Qr
∫
dqi,1δ (qi,1)
∫
dqi,2
∫
dqi,3...
∫
dqi,N
1
2
|q˙i,1| 〈qi|e−βHˆ |qi〉 (3.19)
Again the stationary phase approximation can be applied, whose condition
implies
∂
∂qi
[S (qi, qi)] = 0⇒ p f = pi (3.20)
Conditions 3.17, 3.20 mean that periodic trajectories (on the upside down po-
tential energy surface) give the main contribution to the integral 3.16. However,
since the integration over variable qi,1 can be easily achieved exploiting the delta
function δ (qi,1), the stationary phase approximation is done only for the N - 1
remaining integrations over qi,2, qi,3, ..., qi,N . It can be shown that integration
over the latter set of variables gives the result (for further detail see reference
[140]) ∫
dqi,2
∫
dqi,3...
∫
dqi,N 〈qi|e−βHˆ |qi〉 =
1
2pih¯
∫
dEe−βE
1
|q˙i,1|
∞
∑
k=1
(−1)k−1 e ikSh¯
N−1
∏
j=1
1
2 sinh
[
kuj(E)
2
] (3.21)
Finally, integrating over the last qi,1 variable, the final expression for the rate
constant is
kSCI (T) =
1
Qr
1
h
∫
dEe−βEN (E) (3.22)
with
N (E) =
∞
∑
k=1
(−1)k−1 e ikS(E)h¯
N−1
∏
j=1
{
2sinh
[
kuj (E)
2
]}−1
(3.23)
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Comparing this result with the exact rate expression that was derived from
scattering theory 2.31, it is clear that N (E) is a semiclassical approximation for
the cumulative reaction probability (CRP).
In the expressions 3.21 and 3.23 uj are the stability parameters of the periodic
trajectory. Given the monodromy matrix
M =
 ∂q f (qi ,pi)∂qi ∂q f (qi ,pi)∂pi
∂p f (qi ,pi)
∂qi
∂p f (qi ,pi)
∂pi
 (3.24)
associated to the motion along the periodic trajectory, its eigenvalues are e±uj ,
with j=1,2,..,N. In the separable case, for the harmonic motion, uj = h¯ωjβ, where
ωj are the vibrational frequencies of the transition state (see Appendix 3.3).
Therefore, the product in equation 3.23 can be seen as a generalization to the
non separable case of the vibrational partition function at the transition state. In
fact, this factor contains N - 1 generalized frequencies, because the imaginary
one is considered apart. Moreover, the exponent in equation 3.23 can be seen as
a multidimensional generalization of the WKB penetration integral (θ) through a
one dimensional potential energy barrier,[136] i.e.
iS (E)
h¯
= −2θ (E) . (3.25)
Equations 3.22 and 3.23 constitute a non separable semiclassical transition state
formulation, which takes into account only the states of the activated complex,
but does not imply the selection of a specific reaction path. A more useful form
of equation 3.23 can be obtained by expanding in a geometric series each sinh
term in the product as{
2sinh
[
kuj (E)
2
]}−1
=
∞
∑
nj
exp
[
−k
(
nj +
1
2
)
uj (E)
]
(3.26)
where j = 1, 2, ..., N - 1.With this substitution and after reordering the sums in
equation 3.23, the one over k becomes a convergent binomial series of the type
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∑∞k=0 (−1)k xk= 11+x . The CRP can be then evaluated as
N (E) =
∞
∑
n1=0
∞
∑
n2=0
...
∞
∑
nN−1=0
∞
∑
k=1
(−1)k−1 e−2kθ(E)exp
[
−k
(
nj +
1
2
)
uj (E)
]
=−
∞
∑
n1=0
∞
∑
n2=0
...
∞
∑
nN−1=0
∞
∑
k=1
(−1)k
{
exp
[
−2θ (E)−
(
nj +
1
2
)
uj (E)
]}k
=
∞
∑
n1=0
∞
∑
n2=0
...
∞
∑
nN−1=0
−
{
1+ exp
[
−2θ (E)−
(
nj +
1
2
)
uj (E)
]}−1
=
∞
∑
n1=0
∞
∑
n2=0
...
∞
∑
nN−1=0
{
1+ exp
[
2θ (E) +
N−1
∑
j=1
(
nj +
1
2
)
uj (E)
]}−1
(3.27)
Equation 3.27 is easy to evaluate in the separable case. In fact, the stability
parameters can be related to the frequencies of vibration through the period
(τ (E)) of the SCI periodic trajectory, i.e. uj (E) = ωjτ(E) = −2θ′(E)h¯ωj,[140]
where in the r.h.s. the energy derivative of the action along the periodic trajectory
and equation 3.25 have been employed. Equation 3.27 becomes
NSEP(E) =
∞
∑
n1=0
∞
∑
n2=0
. . .
∞
∑
nN−1=0
{
1+ exp
[
2θ (E)− 2θ′ (E)
N−1
∑
j=1
(
nj +
1
2
)
h¯ωj (E)
]}−1
=
∞
∑
n1=0
∞
∑
n2=0
. . .
∞
∑
nN−1=0
{
1+ exp
[
2θ (E)− 2θ′ (E) (E− En)
]}−1
'
∞
∑
n1=0
∞
∑
n2=0
. . .
∞
∑
nN−1=0
{1+ exp [2θ (En)]}−1
(3.28)
En is the amount of energy that is associated to the translation along the reaction
coordinate. Therefore, in the separable case, the probability of reaction is the sum
of the WKB one dimensional tunneling probability for all accessible states.[38]
3.3 Semiclassical Transition State Theory
The explicit evaluation of equation 3.27 in the general non-separable case is
problematic. The main difficulty consists in the computation of the penetration
integral θ (E) and of the stability parameters uj (E). The same analytical form
for the CRP as the one previously found in the separable case is also valid in the
general instance of a non-separable Hamiltonian if “good” action-angle variables
46
3.3 Semiclassical Transition State Theory
for the transition state are constructed.[141] Therefore, for the reactive mode, by
means of the Bohr Sommerfeld quantization rule the following equality holds(
nN +
1
2
)
=
iθ
pi
(3.29)
Equation 3.29 allows to write the energy as a function of the penetration integral,
i.e. E(n1,...,nN−1, θ). If one succeeds in inverting this relation to get θ(E), then
the CRP is readily calculated
N (E) =
∞
∑
n1=0
∞
∑
n2=0
...
∞
∑
nN−1=0
{1+ exp [2θ (E)]}−1 (3.30)
The difference between equation 3.30 and the corresponding one for the separable
case 3.28 is that the penetration integral is now a function of the total energy and
no longer only of the translational energy in the reactive mode as before.
Hernandez and Miller provided a solution to the inversion problem, by means
of their Semiclassical Transition State Theory (SCTST).[39] The starting point of
their strategy is the standard perturbative expression for the vibrational levels
of a molecule with N vibrational degrees of freedom. For a stable configuration
which corresponds to a minimum on the potential energy surface, if the total
angular momentum is J = 0, then the total vibrational energy can be evaluated as
E (n1, n2...nN) = V0 +
N
∑
j=1
h¯ωj
(
nj +
1
2
)
+
N
∑
j≤j′=1
xjj′
(
nj +
1
2
)(
nj +
1
2
)
(3.31)
where V0 is the potential value at the bottom of the well, ωj are the normal
modes frequencies that are computed by diagonalizing the Hessian at the equi-
librium geometry, and xjj′ are the elements of the anharmonicity matrix that are
computed from cubic and some of the quartic force constants. The expansion
is stopped at the second order, which is usually sufficient for the purpose of
computing SCTST rates.[142] Calculation of the anharmonicity matrix is the
core of Second Order Vibrational Perturbation Theory (VPT2) that nowadays is
routinely implemented in many quantum chemistry programs.[143, 144, 145]
Equation 3.31 can be also generalized to the case of a molecular configuration
that corresponds to a saddle point on the potential energy surface, i.e. a transition
state. In this case if the N-th degree of freedom corresponds to the imaginary
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frequency, then for that mode the following imaginary quantities can be defined
ωN = i |ωN |
xjN = −i
∣∣xjN∣∣ ,j = 1, 2..., N (3.32)
In this way the equation E = E(n1,...,nN−1,θ) is a quadratic expression in θ. It can
be easily inverted to obtain the following generalized barrier penetration integral
θ (n1, ..., nN−1, E) =
pi∆E
h¯ΩN
2
1+
√
1+ 4xNN∆E
(h¯ΩN)
2
∆E =V0 −
[
E−
N−1
∑
j=1
h¯ωj
(
nj +
1
2
)
−
N−1
∑
j≤j′=1
xjj′
(
nj +
1
2
)(
nj +
1
2
)]
h¯ΩN =h¯ |ωN | −
N−1
∑
j=1
∣∣xjN∣∣ (nj + 12
)
(3.33)
In the previous equations, V0 is the potential at the saddle point, while the term
in squared brackets is the amount of energy that remains in the reactive mode
characterized by the imaginary frequency. When the energy associated to the
reaction coordinate is very close to the value V0, ∆E is small. In this limit, the
penetration integral 3.33 becomes
θ (n1, ..., nN−1, E) ≈ pi∆Eh¯ΩN − pi
xNN∆E2
(h¯ΩN)
3 + ... (3.34)
The leading term of this expression recalls the one dimensional penetration
integral of a parabolic barrier. In fact, in this limit the barrier top is the important
part of the potential, and the parabolic approximation is a good one. However,
the first term in equation 3.34 also accounts for the couplings with all the others
degrees of freedom via the effective frequency ΩN . More specifically, from
the expression of ΩN in 3.33, it is evident that if the coupling of the reaction
coordinate with the other modes is positive (
∣∣xjN∣∣>0) then θ (E) increases. The
magnitude of the second term in equation 3.34 depends on the xNN anharmonic
coupling. From VPT2 this quantity is given by
xNN =
h2
16 |ωN |2
− fNNNN − 53 f 2NNN|ωN |2 +
N−1
∑
l=1
f 2NNl
ω2l
(
8ω2N + 3ω
2
l
)(
4 |ωN |2 + 3ω2l
)
 (3.35)
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Figure 3.2: The picture shows a comparison of the exact quantum mechanical
rate constant obtained from scattering calculations (QM SCAT), the
semiclassical transition state theory of expression 3.22 (NON-SEP
TST), and the conventional separable transition state theory with
the Wigner tunneling correction (SEP TST) for the H + H2 reaction.
Equation 3.22 gives a much better estimate of the rate constant, which
underestimates the exact result by 25% at 200K. The conventional
transitions state theory is wrong by more than a order of magnitude
at the same temperature. Figure from reference [147].
where the elements with three indexes are cubic force constants, and the one
with four indexes is a quartic force constant. In this expression the two negative
contributions depend on the anharmonicity due to the N-th mode only. As a
consequence, the more anharmonic the motion along the reaction coordinate,
the bigger θ(E), and the smaller the cumulative reaction probability N(E). The
positive contribution to xNN comes from the third term in equation 3.35, that
is the coupling of the reaction coordinate with the other modes. A large and
positive xNN decreases the value of θ (E). This means that the coupling of the
reaction coordinate with other modes leads to a higher cumulative reaction
probability. This qualitative analysis makes it evident that SCTST is indeed a non-
separable and quantum corrected TST.[39] Figure 3.2 illustrates the importance
of the non separability even in the case of the two-dimensional H + H2 and the
success of the SCTST in this application.[146, 147]
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Unfortunately, even if the previous derivation has demonstrated how to com-
pute θ (E), there is yet another hindrance to the evaluation of the SCTST version
of equation 3.22. In fact, it is numerically very hard to evaluate the nested sums
in equation 3.30, especially as the number of degrees of freedom and accessible
states to deal with becomes larger and larger. In the next chapter we provide an
efficient strategy to afford this computation, which makes SCTST doable even
for systems with more than 100 internal degrees of freedom.
Appendix 3.A: Stability Parameters for the Harmonic
Oscillator 1D
The analytic solution for the classical equations of motion for the classical
harmonic oscillator Hamiltonian H = p22m + 12 mω2 are{
q f (pi, qi) = qi cos (ωt) +
pi
mω sin (ωt)
p f (pi, qi) = −mωqi sin (ωt) + pi cos (ωt)
(3.36)
where the subscript f indicates the final value of the variable, i.e. after an
evolution time t, while the subscript i is for the initial t=0 value. The monodromy
matrix 3.24 in this case reads
M1D−HO =
(
cos (ωt) sin(ωt)mω
−mω sin (ωt) cos (ωt)
)
(3.37)
Its eigenvalues are e±iωt, therefore the stability parameters defined in section 3.2
are u=iωt. By going back to the imaginary time domain, with the substitution
t=-ih¯β, one obtains u=h¯ωβ.
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4 An Efficient Computational Approach
for the Calculation of the Vibrational
Density of States1
In this chapter, we present an optimized approach for the calculation of the vibra-
tional density of states in high dimensional systems. This task is of paramount
importance, since partition functions and several thermodynamic properties can
be accurately estimated once the density of states is known. A new code, called
ParADenSum, based on the implementation of the Wang-Landau Monte Carlo
algorithm for parallel architectures is described and applied to real complex
systems. Moreover, we show how to extend this code for the computation of
effective vibrational density of states for transition state structures. Once this
quantity is known, the SCTST rate constant is readily evaluated. This extension
has been implemented in the ParSCTST code. We test the accuracy of our im-
plementations on several molecular systems, including some benchmarks for
which an exact evaluation of the vibrational density of states is doable by direct
counting. In addition, we find a significant computational speed-up with respect
to standard approaches when applying our code to molecules up to 66 degrees of
freedom. The new code can easily handle 150 degrees of freedom. These features
make ParADenSum and ParSCTST very promising tools for future calculations
of thermodynamic properties and thermal rate constants of complex systems.
4.1 Introduction
The vibrational density of states of a chemical system is the number of vibrational
states per unit of energy. This quantity is of paramount importance in molecular
and chemical physics. All information about energetics, thermodynamics at equi-
librium, as well as molecular spectroscopy can be obtained from the knowledge
1This chapter is the reproduction with some minor changes of the paper Chiara Aieta, Fabio
Gabas, and Michele Ceotto, “An Efficient Computational Approach for the Calculation of the
Vibrational Density of States” J. Phys. Chem. A 120, 4853 (2016).
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of the density of states ρ (E). More specifically, the vibrational density of states
yields the vibrational partition function upon Laplace transform
Qvib (β) =
∫
ρvib (E) e−βEdE (4.1)
where β=1/kBT, kB being the Boltzmann constant and T the temperature of the
system. Qvib (β) is used not only to compute specific heats but also thermal rate
constants. More generally, statistical kinetic theories of dynamical processes,
such as energy transfer and reactivity,[148, 149, 150, 151, 152, 119] employ the
density of states in their formulation.
Unfortunately, quantum densities of states can be calculated exactly by direct
counting of quantum states only for low dimensional systems or can be obtained
only for a restricted number of separable systems. When the BS algorithm
is combined with the Stein Rabinovitch (SR) one, the combination of the two
(BSSR) enables very fast calculations for separable models of high dimensional
systems.[153, 154] Such models may include not only harmonic degrees of free-
dom (consisting of uncoupled harmonic oscillators), but also highly anharmonic
ones, such as Morse oscillators or hindered internal rotations. An alternative
route consists in inverting eq. 4.1 and calculate ρvib (E) as the Inverse Laplace
Transform (ILT) of the canonical partition function. Clearly, this approach is ad-
vantageous when the partition function can be determined via computationally
affordable Monte Carlo methods. Below, we will test the ILT approach and show
that its successful application is limited in dimensionality and in energy range,
as already pointed out elsewhere.[155] A more widely used method is based
on Steepest Descents approximation.[156, 157]Nevertheless, ILT is a viable tool,
which has already been employed in several cases to estimate microcanonical
densities of states.[158, 159, 160, 116] Other more manageable (but approximated)
approaches have been developed in the past. For example, in the so called Sim-
ple Perturbation Theory (SPT) of Isaacson et al.[161, 162] an effective harmonic
frequency for each mode is defined as
νi = νi + 2xii +
1
2∑j 6=i
xij (4.2)
where νi is the harmonic frequency of the i-th mode, and xij is the i, j element of
the matrix of anharmonic couplings. SPT approximates ρvib (E) as that of a set of
uncoupled harmonic oscillators of frequencies provided by eq. 4.2.
In general, to calculate ρvib (E) directly and with high accuracy for large
systems is a difficult task. The challenge ahead of us is to include not only anhar-
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monicities, but also intermode couplings and quantum effects in the calculation
of ρvib (E). This goal can be reached, at least in part, by using a perturbative
approach, where the energy of the quantized vibrational levels is expanded
around a stationary point up to the second order, including the anharmonic
coupling terms as follows
E =
nvib
∑
i=1
ωi
(
vi +
1
2
)
+
nvib
∑
i,j=1
xij
(
vi +
1
2
)(
vj +
1
2
)
(4.3)
where E is the vibrational energy, nvib is the number of vibrational degrees of
freedom, ωi is the i-th element of the vector ω of harmonic frequencies, vi is the
vibrational quantum number of the i-th mode, and xij is the i, j element of the
x-matrix of anharmonic couplings. In principle, adoption of eq. 4.3 would permit
the calculation of ρvib (E) via Monte Carlo sampling.[163, 164, 165, 166] However,
a straightforward application of the Monte Carlo approach is hindered by a
drastic increase of the variance with the number of degrees of freedom.[165, 166]
As an alternative, Basire et al.[167] first, and Nguyen and Barker[168] later,
showed that the Wang-Landau (WL) method,[169, 170] in which Monte Carlo
walker visits are driven by the criterion of uniform histogram of visits, can
successfully be applied to calculate not only classical but also quantum ρvib (E). In
particular, Barker et al.[40] implemented the WL approach for ρvib (E) calculations
in the code ADenSum of the MultiWell suite. This program suite can also
solve the internal energy master equation for complex unimolecular reactions
systems, calculate exact ρvib (E) (DoLoops code) and approximate ones using the
BSSR algorithm (code DenSum), and estimate thermal rate constants and other
thermodynamic quantities.[41]
Quite recently, there has been a significant boost in the WL application pro-
vided by its parallelization.[171, 172, 173, 174, 175, 176, 177] Vogel et al.[171]
showed how the WL algorithm can be systematically implemented for applica-
tion to large dimensional problems. Their parallelization idea is based on the
splitting of the total energy range into smaller windows with large overlaps
between adjacent windows. Multiple independent walkers are sampled in each
energy window, and replica exchanges between walkers across overlapping win-
dows are allowed. There is no a priori limit on the number of windows, and this
parallel WL scheme can scale up to thousands of CPUs. We find this hierarchical
parallel framework potentially advantageous for vibrational density of states
calculations.
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4.2 The Algorithm ParADenSum
The quantum molecular density of vibrational states ρvib (E) is rigorously ob-
tained by counting the vibrational eigenstates Nvib (E) per energy interval ∆E
within the interval [E, E + ∆E], i.e.
ρvib (E) = Nvib (E) /∆E. (4.4)
To perform the counting, the exact vibrational eigenvalues should be known in
advance. When eigenvalues are calculated with grid methods, such as Discrete
Variable Representation methods,[178, 179, 180] the complexity of the system is
usually confined to a few atoms. For higher dimensional systems, one can either
rely on semiclassical approximations [181, 182, 183, 184, 91, 185, 186, 90, 187, 188]
or perturbation expansions around the molecular minimum geometry.[189]
The perturbation approach approximates the vibrational energy with the
well known Dunham expansion.[163, 164] Here, nvib normal modes are cou-
pled to each other and quantum effects are included by the quantum numbers
v=(v1, v2, ..., vi, ..., vnvib). Since the first occupied quantum state is at the zero
point energy value (EZPE), a convenient expression for the vibrational energy
relative to the zero-point one (E′) can be derived from eq. 4.3
E′ = E− EZPE =
nvib
∑
i=1
ωi
(
vi +
1
2
)
+
nvib
∑
i,j=1
xij
(
vi +
1
2
)(
vj +
1
2
)
− EZPE. (4.5)
Harmonic frequencies and the x-matrix have to be supplied as input and can
be computed with quantum chemistry codes (see, for instance, Ref.[145, 143]).
All combinations of vibrational quantum numbers v providing bounded states,
i.e. with energy in between the ZPE and the dissociation energy, are counted.
However, eq.(4.5) is not accurate near the dissociation threshold or above. The
number of states Nvib (E) for each interval of vibrational energies between E and
E + ∆E will provide the density of states ρvib (E) according to eq. 4.4.
The DoLoops code in MultiWell is based on a direct counting of the number of
vibrational states Nvib (E) by using as many nested do cycles on the vibrational
quantum numbers as the number of degrees of freedom. The algorithm is
useful for small-size systems (up to 4 atoms), while, for larger systems, the
computational overhead quickly becomes unaffordable. For this reason, Basire et
al.[167] first, and Nguyen and Barker later,[168] implemented the calculation of
ρvib (E) within a Wang Landau Monte Carlo scheme.[169, 170] The algorithm is
based upon the observation that the histogram of visits H(E) will be flat when
54
4.2 The Algorithm ParADenSum
the probability of visiting each energy level for a random walk in the space of
the quantum numbers is proportional to 1/ρvib (E). In this way, the random
walk is forced to visit regions with low density of states and is not trapped
in high density zones. The Wang Landau algorithm is rigorously proven to
converge,[190] and it has been shown to be even suitable for building the density
of states of rough energy landscapes.[169, 170] In the WL scheme, after a starting
guess ρvib (E)=1, random walks are performed in energy space. The energy range
spanning from Emin to Emax is discretized in intervals of fixed width ∆E named
bins. with an acceptance probability p from a vibrational state with energy E’i to
another at E’ f is given by
p
(
E’i → E’ f
)
= min
(
ρvib (E’i)
ρvib
(
E’ f
) , 1) . (4.6)
Once the step is accepted, it is determined to which bin the energy E’ f belongs,
and ρvib (Ei) is multiplied by the modification factor f. Initially, f0=e. During
each random walk, the histogram H(E) of visits of each energy level is updated
together with ρvib (E). The procedure halts when the flatness of H(E) is within
a cutoff value. Once the flatness criterion for the j-th iteration is satisfied, the
modification factor is reduced using a monotonically decreasing function of the
type f j+1=
√
f j , and a new random walk begins starting from the last estimate
of the density of states ρvib,j (E). A sort of WL rule of thumb[169, 170, 171] is
to take the whole algorithm completed after 21 such iterations, since, after that,
the modification factor has reached a value really close to 1 and the density of
states does not change anymore when it is updated in the limit of numerical
precision used in molecular system calculations. The main advantage of the WL
algorithm is that it can be employed for the calculation of the density of states of
any system.[191] Regarding the problem of calculating the density of vibrational
states of a molecule, ρvib (E) is normalized by setting the width of the first energy
bin to contain only the vibrational ground state.
The ADenSum code of the MultiWell suite[40, 41] represents the state of the
art for molecular density of states calculations. Each quantum number vk of the
k-th degree of freedom has an upper limit provided by the equation ∂E’/∂vk=0,
which enforces the system to be bound along the k-th degree of freedom.[168]
Vibrational modes associated to hindered rotations are convoluted as rotations in
the vibrational states count. Nguyen et al.[168] also tested the possible expression
of the transition probability of eq. 4.6 and they finally set p=MIN(1/N, 0.25),
since the result standard deviation is quite stable with respect to the choice of
p. The critical issues of the ADenSum code are that the number of random
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walkers over the entire energy space is restricted to a single one and that there is
no flatness requirements over the histogram, since the total number of Monte
Carlo iterations are fixed either at 102, 103, 104, or 105 times the energy bin
number.[168] This implementation was sufficient to deal with reactive systems
with small number of atoms, like the ones relevant for atmospheric or combustion
chemistry, but it was not adequate for higher dimensional systems such as the
ones encountered in organic synthesis.
To overcome the limitations of the MultiWell ADenSum code, we have modified
its algorithm structure and then we have implemented it for parallel architec-
tures by using the MPI (Message Passing Interface) API. The code structure
does not allow for a straightforward parallelization, since the outer do cycle is
the evaluation of ρvib (E), with the j-th iteration starting from the converged
ρvib,j−1 (E) value of the (j-1)-th iteration. Instead, the parallelization strategy we
employ is to divide the energy range into windows and set the calculations of
ρvib (E) for each window on a single processor. This strategy is dictated by the
observation that less random sampling events and reduced computational effort
is needed for Monte Carlo convergence in a restricted energy range. The number
of processors is given by the choice of windowing. Since the WL density of states
is notoriously biased at the edges of small energy windows,[171] we always
keep a percentage of overlap between neighbor windows. We call the new code
ParADenSum and its structure is sketched in picture 4.1. The code supports the
possibility to run multiple walkers for each energy window. The new algorithm
starts with a preliminary single walk that is performed on the entire energy
range to pick up the initial configurations of each walker in each window. Given
the uniformly distributed probability in energy space, this single walk is quite
efficient in providing initial quantum numbers configurations. After choosing
the starting configuration in each window as described above, unique random
number generator seeds are created from the processor ID for each task and
random walks start. In the ADenSum code f is updated after a fixed number
of Monte Carlo sweeps. Instead, in ParADenSum the WL flatness criterion is
applied and monitored separately for each window. In case of multiple walkers,
they average out their estimate of ρvib (E) before the update of the modification
factor f and the beginning of a new iteration. This set up makes ParADenSum
quite flexible and able to fit the energy domain better than the ADenSum code.
As a general strategy to better handle the data in this parallelization scheme, we
set arrays of dimensionality equal to the number of windows. ρvib (E) and H(E)
are represented as three dimensional arrays where the indexes define the number
of grains per window, the number of walkers per window and, a third index,
the window number. In this way, each processor accesses the array part corre-
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Figure 4.1: ParADenSum code structure. Emin and Emax are respectively the
minimum and maximum energy E for ρvib (E) evaluation. The energy
range is divided into overlapping windows, and each energy window
contains the same number of bins. Black continuous lines represent
random Monte Carlo walks, and green lines the averaging of ρvib (E)
and the rescaling of the modification factor.
sponding to its own window without interfering with other tasks. At the end
of the random walks, MPI reduction is invoked to merge each processor array
into a global unique one that includes the results of all walkers. This strategy is
depicted in figure 4.2. Following Barker et al.,[168] we set the number of energy
bins for the lowest energy window such that the lowest energy bin contains just
a single quantum state, i.e. the ZPE one. In this way ρvib
(
Ezpe
)
=1/∆E for that
energy bin and the values of ρvib (E) for the other bins are rescaled accordingly.
A matching between the overlapping energy window bins allows to extend
this normalization to all windows. The final rescaled density profile Ttot (E) is
built by joining the ρvib (E) of different windows where the inverse microcanoni-
cal temperature dln (ρvib (E))/dE matches more accurately, as described in Ref.
[171]. Eventually, the ParADenSum pseudo code is reported in figure 4.3.
4.3 The Algorithm ParSCTST
The code ParADenSum is applied to compute fully coupled anharmonic vibra-
tional partition functions. The same implementation can be adapted to evaluate
SCTST rate constants. To achieve this goal the starting point is the expression
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Figure 4.2: MPI reduction scheme.
for the SCTST rate whose derivation have been recalled in the previous chapter.
Equation 3.22 can be simplified considering that the translation of the center of
mass is separable, and, at low temperatures, also the rotations can be considered
apart. With these assumption the semiclassical rate constant is
kSCTST (T) =
1
h
Q†tranQ
†
rot
Qr
∫
dEe−βEP (E) (4.7)
where the integration variable E is the vibrational energy, Qr is the reactant par-
tition function that can be computed with the ParADenSum program described
in the previous section, while Q†tran and Q
†
rot are the translational and rotational
partition functions of the transition state.
The problem in evaluating expression 4.7 is the computation of P (E), that,
according to its definition 3.27, is a nested sum that cannot be computed directly
for systems with more than 4 atoms. To overcome this difficulty Barker et al.
provided a simple modification of the WL strategy described in the previous
section that was implemented in the code SCTST.[192] The idea is to compute
the effective vibrational partition function at the transition state. This quantity
is obtained by considering all the real frequencies of the transition state and
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Figure 4.3: ParADenSum pseudo code. Here the variable g indicates the loga-
rithm of the vibrational density of states function. In the pseudo code
the term “process” is a shortcut for MPI parallel processes.
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their anharmonicities, while disregarding the imaginary mode. This effective
vibrational partition function is evaluated with the same algorithm that was
employed for the partition function of stable molecule. Then it is used to sample
the most important set of vibrational quantum numbers that contribute to the
sum 3.27. The imaginary frequency iωnvib and its coupling factor xi,nvib with
the i-th degree of freedom (i=1, nvib-1) with all the others degrees of freedom
are used only in the evaluation of the generalized barrier penetration integral
3.33. Our parallel algorithm ParADenSum can be adapted in the same way to
obtain the ParSCTST code. In conclusion, the combination of ParADenSum and
ParSCTST programs provides an efficient parallel implementation of SCTST that
can be applied to high dimensional systems.
To test the ParSCTST code we first address the computation of the rate constant
for the OH + H2 reaction. The results are reported in graph 4.4. A well known
problem in evaluating rate constants that the result is very sensitive from the
accuracy of the potential energy surface. An advantage of the SCTST method is
that the full potential energy surface is not necessary, nevertheless the frequencies
and anharmonicity matrix, as well as the height of the barrier, must be computed
with a high level of theory to assure reliable results. In our case we have
compared two ab intio levels of theory UCCSD/cc-pVTZ and UMP2/cc-pVTZ.
The comparison with the exact calculation is only qualitative because the SEWD
PES was obtained with a different level of accuracy.[193] From inspection of figure
4.4 it is clear that TST gives very inaccurate estimates at lower temperatures due
to tunneling neglect, while the SCTST are in qualitative agreement with the exact
values. Interestingly, the exclusion of the anharmonicity couplings leads to an
overestimation of the rate constant at low temperatures (compare for instance
the light blue and the green dots is the graph).
To demonstrate the potentialities of this implementation to get semiclassical
rate constant of high dimensional systems work is in progress to evaluate the
isomerization reaction of the the aryl radical 2,4,6-tri-tert-butylphenyl to 3,5-di-
tert-butyleneophyl. As sketched in scheme 4.5, this process is a proton transfer
reaction. This problem is challenging for two reasons. First the system includes
135 fully coupled vibrational degrees of freedom. Secondly, tunneling is known
to play a crucial role due to the proton transfer mechanism which characterizes
the reaction,[194] and experimental values for the rate constant for this process
have been measured (see figure 4.6).[195] Thus, this system has already been
adopted as a test case for tunneling corrected rate expressions.[196]
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Figure 4.4: The graph compares the OH + H2 reaction rate constant computed
with various methods. Squares are the TST (pink) and the SCTST (yel-
low) estimates based on ab initio calculations at the UCCSD/cc-pVTZ
level of theory. The circles are the results obtained from UMP2/cc-
pVTZ ab initio calculations. In particular, the blue circle is the TST
result, the green circles are the SCTST results, while the light blue
circles are the SCTST results in which all anharmonic couplings are
set to zero. Finally, the black crosses are the exact quantum scattering
results based on the SEWD potential energy surface.[193]
4.4 Results and Discussion
In this section we describe the results of the calculation of ρvib (E) for several
systems. First, we consider model systems to check the correctness and the
scalability of our implementation. Then we analyze which is the impact of
the flatness criterion and the exploitation of multiple walkers in the accuracy
and efficiency of our codes. Finally, we turn into real and complex molecule
calculations to show the computational advantages of our strategy with respect
to other codes for density of states calculations.
4.4.1 Model Systems
The calculation of the density of states ρvib (E) for harmonic model systems, i.e.
uncoupled harmonic oscillators, is only in part analytical. While the harmonic
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Figure 4.5: The isomerization reaction of the 2,4,6-tri-tert-butylphenyl to 3,5-di-
tert-butyleneophyl is a proton transfer reaction.
Figure 4.6: The experimental rate constant as a function of the temperature
for the isomerization reaction of the the Aryl radical 2,4,6-tri-tert-
butylphenyl to 3,5-di-tert-butyleneophyl. The upper curve is for
the regular process, while the lower curve is the for the isotopic
substitution of the transferred proton with deuterium. In both cases
a significant deviation from Arrhenius behavior is observed. (Figure
from reference [195]).
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partition function is analytical, ρvib (E) is obtained by a convolution in energy
space. This integration is not analytical unless the single mode density of states
is approximated. This is the case of the classical approximation where the one
dimensional harmonic ρvib (E) = 1/h¯ω is convoluted with the N-dimensional
expression to obtain
ρvib (E) =
EN−1
(N − 1)!∏Nj=1 h¯ωj
(4.8)
which is employed in the classical RRKM theory.[197] Alternatively, we can
consider that the cumulative sum of states Nvib (E) is related to the partition
function by the inverse Laplace transform:
Nvib (E) =
1
2pii
∫ σ+i∞
σ−i∞
eβE
β2N ∏Nj=1 sinh
( 1
2βh¯ωj
)dβ (4.9)
and that ρvib (E)=dNvib (E)/dE. To exploit this route, we perform the inverse
Laplace transform numerically, using an algorithm based on an expansion in
Fourier Series.[198] We found this approach useful to manage the cumulative
sum of states up to 20 uncoupled harmonic oscillators. The main limitation of this
approach is that the inversion of the Laplace transform is numerically stable only
within a small energy range, and reliable results of Nvib (E) are limited to energies
up to around 1500 cm−1 above the zero point energy. Given the inaccuracy of
Eq.(4.8),[156, 157, 199, 200] in alternative, for higher energies the Whitten and
Rabinovitch semi-empirical approximation can be employed.[201, 202]
In figure 4.7 we consider a 1-d harmonic oscillator. ParADenSum correctly
reproduces the results provided by the exact counting of states. The classical
results, labeled as CL, reproduce on average the discrete quantum mechanical
counting given by the straight line. The ILT can manage the exact counting up
to an energy threshold. For higher energy, ILT results are on the top of the CL
results. However, within this limitations, ILT is going to be useful for higher
dimensionality systems where the “Exact Count” approach becomes unfeasible.
We then consider the calculation of the cumulative density of vibrational states
Nvib (E) for uncoupled harmonic systems of increasing dimensionality. The
harmonic frequencies have been chosen randomly within a range from 100 cm−1
to 4000 cm−1 which is representative of typical molecular vibrations, and the
anharmonicity matrix elements xij are set to 0. Up to four dimensions, exact
calculations can be performed. The typical quantum mechanical staircase profile
of Nvib (E) is still visible for such a low dimensionality. As reported on the top
panel of 4.8, ParADenSum and ILT faithfully reproduce the staircase exact results.
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Figure 4.7: Cumulative sum of the density of states Nvib (E)=
∫ E
0 ρvib
(
E
′)
dE
′
for
the one dimensional harmonic oscillator. Exact results are the “Exact
Count” ones. CL stands for classical, ParADenSum for the present
WL calculations and ILT for the inverse Laplace transform approach.
Instead, CL calculations overestimate ρvib (E) at low energies while reproducing
the exact results at higher energy ranges. The reasons of this deviation are
explained by the approximation employed to obtain eq. 4.8. The convolution
summation over all possible quantum numbers is approximated as an integration
over a continuum of energies and corresponding fictitious fractional quantum
numbers. This over-counting is severe at low energies where the density of states
is low, while it is moderated at higher energies where the density of states is
higher and the variation over the quantum numbers generates a quasi-continuum
of states. A comparison between the three panels in 4.8 also shows that the
CL approximation at low energies becomes less accurate as the dimensionality
is increased. As a result ParADenSum and ILT are in excellent agreement up
to twenty dimensions. When the dimensionality is further increased, the ILT
approach can no longer be applied, and an implementation of the SPT of eq. 4.2
is not even possible.
In 4.9 we look at the cumulative density of states Nvib (E) for a system of
80 (4.9-a and 4.9-b) and 150 (4.9-c and 4.9-d) harmonic oscillators. We check
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Figure 4.8: Cumulative sum of state Nvib (E) calculations. 4 (upper panel), 10
(middle panel) and 20 (lower panel) uncoupled harmonic oscillators.
“Exact Count” are the exact results (continuous black line), CL stands
for the classical approximation of eq. 4.8 (continuous red line), and
ILT for the numerical Inversion of Laplace Transform of eq. 4.9 (green
diamonds). ParADenSum results are reported as blue squares.
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Figure 4.9: ParADenSum code results for uncoupled harmonic oscillator sys-
tems with increasing degrees of freedom. (a) and (b) refer to 80
oscillators, while and (c) and (d) to 150. Flatness criterion is 80%
for (a) and (c), 95% for (b) and (d). Insets report the values of
the percentage deviation of Nvib (E) calculated with different win-
dow partitioning δ (E)=100×
√
∑Wi=1
(
Nvib,i (E)− Nvib (E)
)2
/Nvib (E)
where Nvib (E)= 1W ∑
W
i=1 Nvib,i (E) and W is the number of windows.
how ParADenSum performs for different windowing strategy and which WL
flatness criterion is more suitable. For this purpose, we compare the left panels
calculations where a 80% (4.9-a and 4.9-c) of flatness criterion for the histogram
H(E) is applied to right ones where a 95% (4.9-b and 4.9-d) flatness criterion
is employed. For each panel, Nvib (E) is calculated with different numbers of
windows and reported in logarithmic scale. The inset of each panel reports the
percentage deviations for different choices of window numbers. An increase in
WL flatness criterion significantly reduces standard deviations of the windowing
and guarantees that results are independent of the windowing choice. We will
show below how computational efficiency increases when increasing the number
of the windows. The original ADenSum code is limited to systems of about one
hundred degrees of freedom, while ParADenSum can easily allocate 150 degrees
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of freedom, and this is not yet an upper bound, since further increment in the
dimensionality of the problem is achievable.
The main conclusion of this section is that ParADenSum is not only able to
reproduce exact cumulative vibrational densities of states for low-dimensionality
systems, as calculated by means of the “Exact Count” approach, but it can also
be successfully applied to significantly more complex systems.
4.4.2 Influence of Flatness Criterion and Multiple Walkers
We now investigate the possibility to exploit multiple walkers as a possible
parallelization strategy. We chose the water molecule as a test case, since the
exact ρvib (E) can be obtained by direct counting. We employed the experimental
vibrational data for the exact counting.[203]
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Figure 4.10: Percentage error deviations for the Nvib (E) calculation of water
molecule. Black dots is the result obtained in a single run with one
walker per window and 80% flatness criterion. Red and orange dots
are the averaged results over 10 or 100 runs for WL 80% flatness sim-
ulations employing respectively 1 walker in each windows. Green
dots are for a single walker WL simulation at 95% flatness criterion.
We wonder if greater accuracy can be achieved by increasing the number of
walkers. We performed these tests for a given 80% flatness of the WL algorithm
and compare the results to a single-walker 95% flatness simulation. Indeed, we
expect that the more the walkers, the greater the accuracy. This test gives just a
rough estimate, because it compares a run with one walker per window with
95% flatness with the average DOS obtained with 10 or 100 runs done with a
single walker in each energy window with 80% flatness. Figure 4.10 clearly
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shows that a single-walker simulation with a 95% flatness criterion provides by
far more accurate results than simulations based on a larger number of walkers,
but with a weaker flatness constraint. Figure 4.10 reports the percent error
deviation of different ParADenSum setups. For all simulations reported, the
energy range has been divided into 20 windows made of 338 energy bins each
(including the overlap). We observe that the accuracy is roughly linear with
respect to the energy variation, except for a few bins. However, accuracy is
still preserved within 35%. Computational overheads must also be taken into
account for a fair assessment of the most efficient setup. A typical WL simulation
for water at 80% of flatness requires a total of 2.1×108 sweeps. Considering a
parallelization strategy where multiple walkers are placed on different cores
with different seeds, the total computational cost is a multiple of the number of
walkers. For instance, if 100 walkers are employed, the number of total Monte
Carlo sweeps is 2.1×109. In comparison, when simulating the same molecule
with the much stricter flatness criterion of 95% but with a single walker, after 21
iterations, we find a total number of Monte Carlo sweeps of 1.36×109, which is
almost the same order of magnitude than the 100-walker simulation. At the light
of these considerations, it is clear that a straightforward embarrassing parallel
version of the code is not convenient since averaging over 100 runs one had
a worse accuracy than a single run with higher flatness with almost the same
computational cost.
For this reasons, in the code we implemented the multiple walkers in such a
way they average their DOS estimate at the end of each one of the 21 iterations,
as illustrated in picture 4.1. This intermediate averaging turns out to have a
significant impact on the code performance. To prove this, for different flatness
criteria, we have compared the computational effort and the accuracy of the DOS
calculations performed with a single random walk in each window with the
computations done with multiple walkers in each window. We have taken into
account two test cases, the water molecule and the transition state (TS) of Cl +
CH4 reaction, using ParADenSum and ParSCTST codes respectively. For both
systems with a fixed number of energy windows, we computed 10 DOS while
an increasing number of walkers per window was employed. Every walker was
initialized with a different seed for the generation of the random numbers chains.
In this way the random walks are completely independent. We computed the
Mean Relative Error (MRE) for each one of the 10 DOS using the formula (4.10)
MREj =
1
Ntot
Ntot
∑
i=1
|DOSi − Re fi|
Re fi
× 100 j = 1, . . . , 10 (4.10)
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where Ntot is the total number of energy bins in the whole energy range. The
energy bins are labeled by the i index. Refi and DOSi are respectively the values
of the computed DOS and the value of the DOS taken as a reference at the energy
of the i-th energy bin. The j index labels the simulations that produce a DOS
function. To obtain the exact value we used the DoLoop code for the water
molecule. On the contrary, for the transition state of the Cl + CH4 reaction a
direct count calculation of the DOS is not feasible. Therefore, in this case we took
as a reference the DOS calculated in a single run with the 99% flatness value
and using 100 walkers in each energy windows. After, we evaluated the average
MRE
MRE =
10
∑
j=1
MREj
10
(4.11)
and the corresponding standard deviation value
σ =
√√√√ 10∑
j=1
(
MREj −MRE
)2
9
(4.12)
We regard these quantities as a measure of the accuracy of the results. To evaluate
the computational effort instead, we calculated the average Steps To Flatness
(ave-STF), averaging the total number of Monte Carlo steps needed to reach the
convergence over the 10 independent runs.
The Panel a of both Tables 4.1 and 4.2 shows the results from a set of simu-
lations done with a single walker in each energy window and with an increase
of the flatness criterion. The MRE and the σ values decrease along with the
increase of the flatness value. This trend suggests that if it was possible to do a
simulation with a 100% flatness, the MRE and σ would be equally 0. Practically,
it is impossible to run such a simulation because it would require an excessive
computational effort. By looking at panels (b), (c), (d), (e) and (f) of Table 4.1 and
panels (b), (c), (d) of Table 4.2, we observe a convergence of the MRE and the σ
by rising the number of walkers with a fixed flatness criterion. It is important to
point out that if the required flatness criterion is too low, the density of states
cannot be improved indefinitely by increasing the number of walkers in each
energy window, as panels (b) of Table 4.1 clearly show. Here the MRE reaches a
plateau increasing the walkers number from 103 to 104 walkers, while the σ is
reduced.
We turn now to the computational effort evaluation. Comparing the ave-STF
and theMRE of the 99.9% flatness criterion calculation reported in the panel (a)
of Table 4.1 with the 100 walkers in the panel (d) of the same Table, (or also the
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99.9% flatness criterion calculation reported in the panel (a) of the Table 4.2 with
the 100 walkers one in the panel (b) in the same Table), we conclude that the
exploitation of multiple walkers in a simulation with a sufficiently high flatness
criterion, can reach a comparable MRE than a single walker run with higher
flatness.
4.4.3 Molecules
We now turn to real and more complex molecule calculations, aiming at estimat-
ing the cumulative sum of the number of vibrational states in the bound-state en-
ergy region. We have investigated several molecules of increasing complexity, i.e.
the HOCO radical, N-methylmethanimine (CH2 = NCH3), naphtalene (C10H8),
triethylphosphine (P (CH3CH2)3), and anthracene (C14H10). The number of
vibrational degrees of freedom involved are 6, 18, 48, 60, and 66 respectively.
Results are reported in 4.11, where each panel shows the cumulative density of
vibrational states and the percentage deviation of the windowing strategy as
defined above (see caption of 4.9).
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panel (a) panel (d)
Walkers Fltn(%) MRE σ ave-STF Walkers Fltn(%) MRE σ ave-STF
1 95 0.87 0.42 7.71×108 10 90 0.63 0.30 -
1 99 0.26 0.11 7.74×109 100 90 0.21 0.05 1.92×1010
1 99.9 0.20 0.06 2.92×1011 1000 90 0.14 0.02 1.89×1011
1 99.99 0.18 0.05 9.01×1011
panel (b) panel (e)
Walkers Fltn(%) MRE σ ave-STF Walkers Fltn(%) MRE σ ave-STF
10 80 1.38 0.88 - 10 95 0.35 0.15 -
100 80 0.83 0.30 - 100 95 0.14 0.04 5.80×1010
1000 80 0.39 0.07 5.92×1010 1000 95 0.13 0.02 5.78×1011
10000 80 0.42 0.03 5.90×1011
panel (c) panel (f)
Walkers Fltn(%) MRE σ ave-STF Walkers Fltn(%) MRE σ ave-STF
10 85 0.84 0.53 - 10 99 0.14 0.03 5.47×1010
100 85 0.41 0.29 - 100 99 0.10 0.01 5.25×1011
1000 85 0.29 0.07 9.64×1010
Table 4.1: Test of the performance of multiple walkers for the water molecule,
obtained using ParADenSum code. The exact DOS calculated with
the DoLoop code has been considered as the reference to compute the
Mean Relative Error (MRE) and the corresponding standard deviation
value σ of the others simulations according to equations 4.10, 4.11,
and 4.12. The average steps required (ave-STF) to satisfy the flatness
criterion (Fltn(%)) that halts the algorithm is reported as an indication
of the computational effort required by each simulation.
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panel (a) panel (c)
Walkers Fltn(%) MRE σ ave-STF Walkers Fltn(%) MRE σ ave-STF
1 95 1.06 0.80 - 10 95 0.36 0.12 9.20×109
1 99 0.42 0.21 1.37×1010 100 95 0.18 0.07 8.91×1010
1 99.9 0.28 0.21 1.56×1011
1 99.99 0.27 0.18 7.40×1011
panel (b) panel (d)
Walkers Fltn(%) MRE σ ave-STF Walkers Fltn(%) MRE σ ave-STF
10 90 0.90 0.42 2.96×109 10 99 0.13 0.07 9.00×1010
100 90 0.30 0.22 2.87×1010 100 99 0.00 - 8.46×1011
1000 90 0.22 0.09 2.86×1011
Table 4.2: Test of the performance of multiple walkers for the calculation of
the DOS of the transition state of Cl + CH4 reaction, obtained using
ParSCTST code. The results of the simulation with 100 walkers in each
energy window and 99% of flatness has been considered as the refer-
ence to compute the Mean Relative Error (MRE) and the corresponding
standard deviation value σ of the others simulations according to equa-
tions 4.10, 4.11, and 4.12. The average steps required (ave-STF) to
satisfy the flatness criterion (Fltn(%)) that halts the algorithm is re-
ported as an indication of the computational effort required by each
simulation.
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Figure 4.11: Cumulative density of states for five molecules of increasing com-
plexity: HOCO radical, N-methylmethanimine, naphtalene, tri-
ethylphosphine, and anthracene C14H10. In the right column, the
percent deviations of Nvib (E) are reported for a WL flatness choice
of 80% (black dashed) and 95% (red dashed). A single walker per
energy window has been employed.
The needed harmonic frequencies ω and anharmonic xij coupling parameters
have been calculated using either the Gaussian09[145] or Cfour[143] codes. In
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particular, Gaussian09 has been employed to calculate frequencies and anhar-
monic coupling parameters at the MP2/cc-pvdz level for CH2 = NCH3 and
C10H8, and B3LYP/cc-pvdz level for P (CH3CH2)3 and C14H10. Furthermore, we
have employed Cfour at the CCSD(T)/ANO1 level for the HOCO radical. Results
for different numbers of windows are within 10% using a flatness criterion of
80% and the agreement is stricter, i.e. within 5%, for a 95% flatness choice. This
value is comparable to what is expected from the WL Monte Carlo statistical
deviation, so it clears the field from any possible systematic error that may
have been introduced by windowing or parallelization. In other words, such a
statistical interval of confidence for systems of dimensionality up to 66 degrees
of freedom proves the reliability of the parallelization strategy adopted. Higher
energy ranges are not plotted because Eq.(4.5) can not be applied.
4.4.4 Timing and Scalability
We now look at the computational time scaling of the code ParADenSum with the
number of cores employed for the systems presented in the previous sections. All
the considerations exposed in this analysis apply to the ParSCTST code as well,
because the two algorithms differ only for minor features that do not affect the
parallel core of the procedure. We have performed single-walker simulations with
a 95% flatness constraint. The computational speed up generated by partitioning
the energy range into windows is reported on the two upper panels of 4.12.
The efficiency of the strategy based on multiple windows is analyzed on the
lower panels of the same figure, and it is calculated as the ratio between the
corresponding windowing speedup and the number of processors. We start
by looking at the harmonic oscillators simulations reported on the left panels.
Here the computational speed up is almost ideal (dashed line), except for the
relatively low dimensional 10- and 20-harmonic oscillator systems. The almost
ideal scaling makes sense by considering that the energy space for a set of
uncoupled harmonic oscillators is quite trivial. The unfavorable scaling of the
lower dimensional systems can be explained by the more accentuated sparsity of
their energy levels at low energy. As a consequence, bins within the low-energy
windows are characterized by bigger differences in the density of states, thus
requiring a higher number of Monte Carlo sweeps before the flatness criterion
is satisfied, and creating a bottleneck for the whole calculation. For this reason
we developed an enhanced version of the code that supports the possibility to
divide the whole energy range in windows with different width. For instance,
in computing the partition function of the 2-4-6-tri-tert-butylphenyl radical, we
first set all the windows with the same width. By analyzing the computational
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Figure 4.12: Computational speed-up and efficiency with respect to the number
of cores for several systems. Left panels report results for uncoupled
harmonic oscillators and right panels for molecules.
time required by each thread, as reported in the second column of table 4.3, the
first window is much slower than the others. Its execution time is the overall
computation time, since the other threads have to wait for it to be completed.
Therefore, we have tried to perform the same computation setting the first two
windows to be smaller compared to all the others. In this case (third column
of table 4.3), a more equilibrated execution time is measured for all threads,
and the total execution time is almost halved. In fact, even if the first window
is still the slower one, it requires half of the computation time compared to
the implementation with equal windows width. This promising strategy with
unbalanced windows width is under development.
Indeed, the lower left panel confirms that ParADenSum outperforms serial
codes like ADenSum, even if its efficiency deteriorates when too many energy
windows are employed for the lower dimensional systems. When considering
real molecules, the rationalization of the results is more cumbersome, since one
needs to consider that the spacing of the vibrational levels is quite different for
different molecules. We observe again that for small molecules the parallelization
is not very efficient, as reported on the lower right panel. From 4.12, it is clear that
the strategy adopted in ParADenSum becomes more and more convenient as the
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Equally spaced wid. Unequally spaced wid.
1 2280 1194
2 1140 534
3 780 1182
4 600 798
5 540 711
6 540 621
7 480 543
8 420 516
Table 4.3: Comparison of the execution time per thread of the implementation
with windows of the same width (Equally spaced wid.) with the
implementation with windows of different width (Unequally spaced
wid.). In this case, the first two windows are smaller that all the others.
The test case is the computation of the partition function for 2-4-6-tri-
tert-butylphenyl radical, with eight windows. The underlined value in
each column is the longest execution time, that represent the total time
required by the parallel algorithm to complete the computation.
number of degrees of freedom of the molecule increases. However, the speed-up
does not monotonically increase with the number of degrees of freedom. For
example, the parallelization efficiency for naphtalene (C10H8) is greater than that
of both P (CH3CH2)3 and C14H10, even if the vibrational space dimensionality of
naphtalene is smaller. Actually, naphtalene presents super-scalability, as it scales
with parallelization even better than a set of uncoupled harmonic oscillators.
We believe that the reason for naphtalene super-scalability lies in the rigidity of
this molecule, which is responsible for its quite high vibrational frequencies if
compared to those of other molecules where internal floppy modes are present.
As described above, the frequencies of the uncoupled harmonic oscillators were
chosen randomly in a range of frequencies that includes floppy modes. This
explains the better scalability of naphtalene even with respect to the harmonic
systems tested.
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The last two chapters have dealt with Miller’s SCTST and its practical implemen-
tation. [38, 39, 118, 204, 120] Even if this method accounts for anharmonicities
and relies on sophisticated quantum corrections, it is still a TST approach. The
main assumption of all TSTs theories is the direct dynamics approximation.
Therefore, this class of methods, rely on the definition of a dividing surface
that separates reactants from products and assumes that only the positive flux
measured at time zero contributes to the rate constant.
The first difficulty in applying this approximation arises from the necessity to
choose a specific dividing surface. The basic TST prescription is to set the DS in
correspondence of the saddle point of the potential, that is identified with the
transition state (TS).[47, 205] In fact, thanks to the zero time approximation, the
point of view of TST is that the narrow region around the saddle point of the
PES rules the reaction behavior. For instance, SCTST on which the work of the
previous chapter was based, takes into account anharmonic modes couplings,
includes tunneling corrections, and has the advantage that it can be applied
to large dimensional reactive systems. However, being a TST like approach, it
has been shown to be not very accurate in representing corner-cutting effects
due to tunneling, and it is not very accurate for representing large deviations
of the variational transition-state location from the saddle point for overbarrier
processes.[206] In general, TSTs are good at describing reactions with a significant
energy barrier that separate reactants and products, while they are problematic
when a precise position of the saddle point on the PES is not well defined.
A first situation of this kind the reactions of an ion with a molecule. In this
case, their PES is characterized by a barrier preceded by a well. For instance,
for the SN2 reactions Cl− + CH3Br, and F−(H2O) + CH3Cl it has been shown
that multiple crossings of the barrier may take place, in contrast to the direct
dynamics assumption of TST. Another type of process that is difficult to handle
with TST like treatments is the case of barrierless reactions, that is typical for
association and dissociation unimolecular reactions. Finally, there are cases
in which the dynamical bottleneck lies in the proximity of a flat region of the
potential.[206] This is the case of recently detected roaming dynamics, that, for
instance, was found to be significant in the unimolecular dissociation of H2CO
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and CH3CHO.[207, 208] In addition, other studies reveal reaction dynamics that
are either not dominated by a TS or that appear to occur without passing through
an obvious TS. For example, the formation of CO + H + H2 products from the
reaction CH3 + O takes place in stepwise fashion from reaction intermediates.
Furthermore, the H + HBr and H + CH4 reactions (at high energies) follow
pathways that are very far from the transition state (TS) location. Thus, it has
been proved, also through experiments, that reaction mechanisms that bypass the
TS or do not involve a TS are not only possible, but also may be widespread.[209]
Besides these cases, when it is possible to divide the coordinate space between
reactants and products, the direct dynamics assumption makes it possible to
conveniently formulate rate expressions that are based only on thermodynamics
information. Unfortunately, in general, this leads to low accuracy rate estimates.
For example, in classical mechanics TST rate is only an upper bound to the
exact rate value. To overcome this problem, more sophisticated version of TST
have been formulated. The state of the art from the classical point of view is
represented by Variational Transition State Theory (VTST).[48, 210] In this case,
the position of the DS is optimized in a way that recrossing is minimized. Thus
the rate estimate given by VTST is the lower upper bound to the exact rate. The
extension of TST in quantum mechanics is cumbersome, because it is invalidated
by the uncertainty principle. However, in the literature many attempts in this
direction can be found. In particular, a full quantum theory that embodies all
the qualitative aspects of TST is the Quantum Instanton (QI).[121, 122, 73] Even
in this case, the position of the two dividing surfaces have to be optimized. It
is therefore evident that TSTs are characterize by a strong dependence of the
position of the dividing surface. On the contrary, full dynamical approaches to
both classical and quantum reaction rate constants calculations, are independent
on the choice of the dividing surface.
For all these reasons, a reaction rate formulation that goes beyond the TST
approximation would be very valuable. To get rid of the direct dynamics
approximation, it is necessary to take into account contribution from real time
dynamics that allows to include recrossing effect contribution to the rate constant.
An interesting formulation would include these real time effects without the
necessity to afford the full quantum dynamics evolution of the reactive system. A
valuable approach would rely on a local dynamics, in the vicinity of the reaction
bottleneck. In this way, by moving away from the zero time approximation, it
would also affect the strict dependence of the rate on the particular position of
the dividing surface. A new approach that goes in this direction is described in
the next chapter.
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In this chapter we introduce a quantum formulation for the calculation of the
thermal rate constant with the main goal of reducing the strong dividing surfaces
(DS) dependency of previous QTST formulations. The method is obtained
by stationary phase approximation (see appendix 2.7) of the thermal flux-flux
correlation function integral 2.42.
The idea is pictorially described in Fig.(6.1), where a wave function is trans-
mitted across a barrier. Differently from classical TST and some previous QTST
approaches, we propose a two DSs approximation, where the DSs are arbitrarily
located apart, i.e. on opposite sides of the barrier. The idea is to have the wave
packet propagating from one DS to the barrier, tunneling through the barrier
and finally ending up to the products side DS through an additional real time
quantum propagation. The picture can be easily extended to many dimensions
by considering the wave packet propagating along any energy path. The amount
of real versus imaginary time and the expression of the quantum propagator
that follow this picture is not obtained by the product of three (two real and one
imaginary time) propagators. Since all paths should be taken into account, this
approach would end up in a real-time Path Integral calculation, which is numer-
ically quite challenging. Instead, we will show below how the rate expression
and the amount of real versus imaginary time can be found directly through a
stationary phase approximation to the flux-flux correlation function time integral.
Given this picture, any re-crossing effect is greatly reduced, since the two DSs
are far apart, one on the reactants and the other one on the products valley. In
particular, to obtain the rate estimate we will show that one needs only a single
time evaluation of the flux-flux correlation function, which is the time ts at which
a given quantity is stationary. When ts=0, one may obtain the QI formulation,
a typical QTST approximation. When ts 6=0, the estimate of the thermal rate is
1This chapter is the reproduction with some minor changes of the paper Chiara Aieta, and
Michele Ceotto, “A Quantum Method for Thermal Rate Constant Calculations From Stationary
Phase Approximation of the Thermal Flux-flux Correlation Function Integral” J. Chem. Phys.
146, 21411 (2017).
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Figure 6.1: Pictorial representation of the method here presented: the thermal
rate constant is calculated at fixed DSs positions by evaluating the
quantum real and imaginary time propagator for a fixed amount of
total time.
much less dependent on the DSs position than other QTST formulations. This
is a very important feature, since the best DSs location is not trivial to find for
complex systems.
Chapter 6 is organized as follows. In Section 6.1 we introduce our stationary
phase approximation to the thermal flux-flux correlation function integral. In the
following Section, we show how the approximation is related to the QI one, and
we apply it to an analytically solvable problem, i.e. the free particle. In Section
6.2 we test the method for the symmetric and asymmetric Eckart barriers and for
the two collinear reactions H + H2 and D + H2. Finally, results are compared to
some approximate methods to the calculation of thermal reaction rate constants
and to exact values.
6.1 The Method
6.1.1 The Approximate Thermal Rate Expression
This paragraph presents the main idea of this work and introduces an approx-
imate expression for the thermal rate constant. The derivation is done for the
one dimensional case. However, the results can be easily generalized to many
dimensions.
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Figure 6.2: Shape of the flux-flux correlation function at different DSs locations
for the Eckart barrier at 400K. The black curve is obtained when the
two DSs are both located on the top of the barrier, as shown for the
potential depicted in the inset. By increasing the distance between
the two DSs the shape of the flux-flux correlation function gradually
changes as shown by the blue and the cyan curves. The shaded area
represents the value of the rate constant which is independent of the
position of the two DSs. These features are general and independent
of the particular potential and temperature considered.
We start from the exact quantum rate expression given by Eq.(2.42) and
Eq.(2.50). The value of the exact thermal rate constant k(T), which is the shaded
area under the curves of Fig. (6.2), is independent of the position of the two DSs.
However, the shape of the flux-flux correlation function significantly changes
depending on the position of the DSs, as shown in Fig. (6.2). More specifically,
when the two DSs are coincident , i.e. when Fˆ1 = Fˆ2 = Fˆ, the profile of C f f (t)
has its maximum at time t=0. Once the two DSs are separated and the distance
between them increased, the correlation function becomes double bell shaped
with the maxima moving away from t=0. Once the DSs are far enough, the flux-
flux correlation function value for t=0 is C f f (0) ≈ 0. We now use the symmetry
property of C f f (t) which is an even function of time, and extend the integration
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limit of Eq.(2.42) to -∞ by taking half the integral
k (T)Qr (T) =
1
2
∫ +∞
−∞
C f f (t) dt (6.1)
By multiplying and dividing the integrand by the positive-definite term∣∣∣〈x1 ∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣ x2〉∣∣∣2 where x1 and x2 are the DSs position, we can restate the
rate Eq.(6.1) in an equivalent form
k (T)Qr (T) =
1
2
∫ +∞
−∞
C f f (t)∣∣∣〈x1 ∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣ x2〉∣∣∣2 e
ln
∣∣∣∣∣
〈
x1
∣∣∣∣∣ e− βHˆ2 − iHˆth¯
∣∣∣∣∣ x2
〉∣∣∣∣∣
2
dt (6.2)
We have numerically observed that, depending on the DSs location, there is a
certain range where C f f (t) /
∣∣∣〈x1 ∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣ x2〉∣∣∣2 is a slowly varying function
of time,
and exp
[
ln
∣∣∣〈x1 ∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣ x2〉∣∣∣2] is the fast varying part of the integrand. Un-
der this condition we can evaluate the time integral of Eq.(6.1) by stationary
phase approximation. The stationary phase prescription implies that
d
dt
ln
∣∣∣∣〈x1 ∣∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣∣ x2〉∣∣∣∣2
∣∣∣∣∣
t=ts
= 0 (6.3)
where ts is the time when the phase is stationary. Eq.(6.3) implies that
− i
h¯
〈
x1
∣∣∣ Hˆe− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉〈
x1
∣∣∣ e− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉 +
i
h¯

〈
x1
∣∣∣He− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉〈
x1
∣∣∣ e− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉

∗
=
= − i
h¯
[E (β, ts)− E∗ (β, ts)] =
=
2
h¯
Im [E (β, ts)] = 0 (6.4)
where we have defined
E (β, t) =
〈
x1
∣∣∣ Hˆe− βHˆ2 − iHˆth¯ ∣∣∣ x2〉〈
x1
∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣ x2〉 . (6.5)
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Figure 6.3: Typical plot of Im [E (β, t)] for the Eckart barrier at 150K. The DSs are
placed at 4.62 a.u. distance. The C f f (t) decay time h¯β is indicated by
a vertical dash-dotted line as well as the stationary time ts.
E (β, t) is an odd function of time and ts=0 is always a solution of Eq.(6.4).
Therefore, independently from the system considered, there will be for all DSs
positions at least one solution (ts=0), and, if ts 6=0 is an additional stationary time,
also -ts will be a stationary point. A typical plot of Im [E (β, t)] versus time is
reported in Fig. (6.3). We can see that the DSs position can be chosen such that
ts is smaller than the flux-flux correlation function decay time, i.e. h¯β.[42]
Now we expand the exponent in Eq. (6.2) in Taylor series up to second order
around each stationary time ts point
ln
∣∣∣〈x1 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x2〉∣∣∣2 ≈ ln ∣∣∣〈x1 ∣∣∣ e− βH2 − iHˆtsh¯ ∣∣∣ x2〉∣∣∣2
+ (t− ts) ddt ln
∣∣∣〈x1 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x2〉∣∣∣2∣∣∣∣
t=ts
+
(t− ts)2
2
d2
dt2
ln
∣∣∣〈x1 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x2〉∣∣∣2∣∣∣∣
t=ts
(6.6)
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By defining
∆H2 (β, ts) =
〈
x1
∣∣∣ Hˆ2e− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉〈
x1
∣∣∣ e− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉 −

〈
x1
∣∣∣ Hˆe− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉〈
x1
∣∣∣ e− βHˆ2 − iHˆtsh¯ ∣∣∣ x2〉

2
(6.7)
and by taking the second derivative
d2
dt2
ln
∣∣∣∣〈x1 ∣∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣∣ x2〉∣∣∣∣2
∣∣∣∣∣
t=ts
= − 2
h¯2
Re∆H2 (β, ts) (6.8)
we evaluate the stationary-phase approximation,
k (T)Qr (T) ≈∑
ts
1
2
∫ +∞
−∞
dt
C f f (ts)∣∣∣〈x1 ∣∣∣ e− βH2 − iHˆtsh¯ ∣∣∣ x2〉∣∣∣2
× eln
∣∣∣∣〈x1 ∣∣∣∣ e− βH2 − iHˆtsh¯ ∣∣∣∣ x2〉∣∣∣∣2+ (t−ts)22 [− 2h¯2 Re∆H2(β,ts)]
=∑
ts
1
2
C f f (ts)∣∣∣〈x1 ∣∣∣ e− βH2 − iHˆtsh¯ ∣∣∣ x2〉∣∣∣2 e
ln
∣∣∣∣〈x1 ∣∣∣∣ e− βH2 − iHˆtsh¯ ∣∣∣∣ x2〉∣∣∣∣2×
∫ +∞
−∞
dte−
(t−ts)2
h¯2
Re∆H2(β,ts)
(6.9)
and after the Gaussian integration at each stationary point, we obtain
k (T)Qr (T) ≈∑
ts
1
2
h¯
√
pi√
Re∆H2 (β, ts)
C f f (ts) (6.10)
where C f f (ts) is the flux-flux correlation function value at time t = ts defined as
C f f (ts) = Tr
[
Fˆ1e−
βHˆ
2 +
iHˆts
h¯ Fˆ2e−
βHˆ
2 − iHˆtsh¯
]
(6.11)
From the symmetry considerations pointed out above, and considering that both
the flux-flux correlation function and Re∆H2 (β, ts) are even functions of time,
we can restate Eq.(6.10) as the sum
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k (T)Qr (T) ≈12
h¯
√
piC f f (ts = 0)√
Re∆H2 (β, ts = 0)
+
1
2
h¯
√
piC f f (ts)√
Re∆H2 (β, ts)
+
1
2
h¯
√
piC f f (−ts)√
Re∆H2 (β,−ts)
=
1
2
h¯
√
piC f f (ts = 0)√
Re∆H2 (β, ts = 0)
+
h¯
√
piC f f (ts)√
Re∆H2 (β, ts)
(6.12)
which includes a single value of ts 6=0. Finally, recalling that we have chosen the
two DSs sufficiently far apart that C f f (0)=0, we obtain the central result of this
chapter
k (T)Qr (T) ≈ h¯
√
pi√
Re∆H2 (β, ts)
C f f (ts) (6.13)
Following Miller et al.[121], Eq.(6.13) can be extended to multidimensional
problems by taking
∆H2 (β, ts) ≈
〈
∆H2 (β, ts)
〉
=∫
dY1
∫
dY2
〈
x1Y1
∣∣∣ Hˆ2e− βH2 − iHtsh¯ ∣∣∣ x2Y2〉 〈x1Y1 ∣∣∣ e− βH2 − iHtsh¯ ∣∣∣ x2Y2〉∫
dY1
∫
dY2
(〈
x1Y1
∣∣∣ e− βH2 − iHtsh¯ ∣∣∣ x2Y2〉)2
−
∫
dY1
∫
dY2
(〈
x1Y1
∣∣∣ Hˆe− βH2 − iHtsh¯ ∣∣∣ x2Y2〉)2∫
dY1
∫
dY2
(〈
x1Y1
∣∣∣ e− βH2 − iHtsh¯ ∣∣∣ x2Y2〉)2
(6.14)
where the average is over the Y coordinates, i.e. the set of coordinates orthogo-
nal to the reactive one at the TST location. This approximation is exact in the
separable limit and it is an extension to complex time of what was previously
derived for purely imaginary time.[121]
In summary, the procedure for the approximate evaluation of the thermal rate
constant is first to fix the two DSs sufficiently far apart such that C f f (0)=0. Then,
find the zero of Eq.(6.4) and finally, evaluate Eq.(6.13) at the time ts.
6.1.2 An Alternative Derivation of the Quantum Instanton
Approximation
In this paragraph we show that the same procedure presented above can be
employed to derive the QI expression, at least in its simplest one DS version. To
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prove this, we first choose the two DSs to be the same, i.e. x1=x2=x0
k (T)Qr (T) =
1
2
∫ +∞
−∞
dt
C f f (t)∣∣∣〈x0 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x0〉∣∣∣2 e
ln
∣∣∣∣〈x0 ∣∣∣∣ e− βH2 − iHth¯ ∣∣∣∣ x0〉∣∣∣∣2 (6.15)
We now remember that the QI approximation is a zero-time approximation,
i.e. a proper QTST approximation, differently from Eq.(6.13). To retrieve its
expression one could naively impose t=0 in Eq.(6.15), but in this way the integral
is too approximated. Hence, we expand the exponent in Eq.(6.15) up to the
second order around the QI stationary time t=0
ln
∣∣∣〈x0 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x0〉∣∣∣2 ' ln ∣∣∣〈x0 ∣∣∣ e− βH2 ∣∣∣ x0〉∣∣∣2
+t
d
dt
ln
∣∣∣〈x0 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x0〉∣∣∣2∣∣∣∣
t=0
+
t2
2
d2
dt2
ln
∣∣∣〈x0 ∣∣∣ e− βH2 − iHth¯ ∣∣∣ x0〉∣∣∣2∣∣∣∣
t=0
(6.16)
Then, we observe that the stationary condition is always satisfied since the l.h.s
of Eq.(6.16) is an even function of time and the first order term vanishes for any
choice of x0. The second derivative is given by Eq.(6.8) and we obtain
k (T)Qr (T)
approx
QI =
1
2
∫ +∞
−∞
dt
C f f (0)∣∣∣〈x0 ∣∣∣ e− βH2 ∣∣∣ x0〉∣∣∣2×
e
ln
∣∣∣∣〈x0 ∣∣∣∣ e− βH2 ∣∣∣∣ x0〉∣∣∣∣2+ t22 [− 2h¯2 Re∆H2(β,0)]
=
1
2
C f f (0)∣∣∣〈x0 ∣∣∣ e− βH2 ∣∣∣ x0〉∣∣∣2 e
ln
∣∣∣∣〈x0 ∣∣∣∣ e− βH2 ∣∣∣∣ x0〉∣∣∣∣2×
∫ +∞
−∞
dte−
t2
h¯2
Re∆H2(β,0)
(6.17)
We now perform the Gaussian integral and obtain the familiar QI expression[121]
k (T)Qr (T)
approx
QI =
1
2
C f f (0)
h¯
√
pi√
Re∆H2 (β, 0)
(6.18)
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where
∆H2 (β, 0) =
〈
x0
∣∣∣ Hˆ2e− βHˆ2 ∣∣∣ x0〉〈
x0
∣∣∣ e− βHˆ2 ∣∣∣ x0〉 −

〈
x0
∣∣∣ Hˆe− βHˆ2 ∣∣∣ x0〉〈
x0
∣∣∣ e− βHˆ2 ∣∣∣ x0〉

2
(6.19)
The QI rate in Eq.(6.18) can be applied to any x0 dividing surface position. How-
ever, this single stationary time formulation is more accurate when the zeroth or-
der term ln
∣∣∣〈x0 ∣∣∣ e− βH2 ∣∣∣ x0〉∣∣∣2 is maximized respect to x0, i.e. ∂ 〈x0 ∣∣∣ e− βH2 ∣∣∣ x0〉 /∂x0 =
0, which is the original QI dividing surface requirement.[121]
6.1.3 An Analytical Case: The Free Particle
In order to investigate the general high temperature limit of Eq.(6.13), we look at
the free particle case. We start from the matrix elements
〈
x1
∣∣∣∣ e−( β2+ ith¯ )Hˆ ∣∣∣∣ x2〉 =
√√√√ m
2pih¯2
(
β
2 +
it
h¯
) e− m(x2−x1)22h¯2( β2 + ith¯ ) (6.20)
and the squared modulus of the propagator
∣∣∣∣〈x1 ∣∣∣∣ e−( β2+ ith¯ )Hˆ ∣∣∣∣ x2〉∣∣∣∣2 = m
2pih¯
√
t2 +
(
βh¯
2
)2 e
− m(x2−x1)
2
β
2
[
t2+
(
βh¯
2
)2]
(6.21)
For the free particle and considering two distinct DSs, the flux-flux correlation
function is
C f f (t) f p =
kBT
h
(h¯β/2)2[
t2 +
(
βh¯
2
)2]3/2
1+
mβ
(h¯β/2)2
(x2 − x1) t2[
t2 +
(
βh¯
2
)2]
×
exp
−
m (x2 − x1)2 β
2
[
t2 +
(
βh¯
2
)2]

(6.22)
as demonstrated at the end of Appendix A.
From Eq.(6.21), the stationary phase condition (6.3) is satisfied whenever the
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time variable t is such that
t

m (x2 − x1)2 β[
t2 +
(
βh¯
2
)2]2 − 1t2 + ( βh¯2 )2
 = 0 (6.23)
or, besides the solution ts = 0, when
ts = ±
√
m (x2 − x1)2 β−
(
βh¯
2
)2
(6.24)
Real time condition for ts implies that m(x2 − x1)2 β > (h¯β/2)2. This inequality
provides a lower bound for the minimum distance between the DSs at tempera-
ture β, according to the least uncertainty principle. More specifically, the above
inequality can be written as
m (x2 − x1)2 /β = ∆x2mkBT = ∆x2m2v2 = ∆x2∆p2 >
(
h¯
2
)2
(6.25)
where the equipartition theorem kBT/2 = mv2/2 has been employed. This crite-
rion is also equivalent to requiring that the distance between the two surfaces
has to be larger than half the thermal de Broglie wave length. The solution ts = 0
does not contribute to the approximate rate. In fact, the flux-flux correlation
function given in Eq.(6.22) evaluated at this time gives
C f f (0) f p =
1
pih¯2β2
e
− 2m(x2−x1)
2
βh¯2 (6.26)
and its value vanishes when taking the two DSs sufficiently distant from each
other.
After evaluating∣∣∣∣〈x1 ∣∣∣∣ e−( β2+ ith¯ )Hˆ ∣∣∣∣ x2〉∣∣∣∣2
∣∣∣∣∣
t=ts
=
m
2pih¯
√
m (x2 − x1)2 β
e−
1
2 (6.27)
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we obtain the ratio and evaluate it at t=ts
C f f (t) f p∣∣∣∣〈x1 ∣∣∣∣ e−( β2+ ith¯ )Hˆ ∣∣∣∣ x2〉∣∣∣∣2
∣∣∣∣∣∣∣∣∣
t=ts
=
1
mβ
(6.28)
By evaluating the second derivative of the phase, i.e. the first derivative of the
stationary condition (6.23) at t=ts , we obtain
d2
dt2
ln
(∣∣∣∣〈x1 ∣∣∣∣ e−( β2+ ith¯ )Hˆ ∣∣∣∣ x2〉∣∣∣∣2
)∣∣∣∣∣
t=ts
=
2
[(
h¯β
2
)2 −m (x2 − x1)2 β]
m2 (x2 − x1)4 β2
(6.29)
Finally, after the Gaussian integration, we get to the approximate free particle
rate
Qr (T) k (T) f p ≈
√
pi
mβ
me−1/2
2pih¯
√
m (x2 − x1)2 β
−2
((
h¯β
2
)2 −m (x2 − x1)2 β)
2m2 (x2 − x1)4 β2

−1/2
=
kBT
h
√
pi
e
√√√√√ m (x2 − x1)2 β
m (x2 − x1)2 β−
(
βh¯
2
)2
=
kBT
h
√
pi
e
√
1+
(
h¯β
2ts
)2
(6.30)
The free particle expression of Eq.(6.30) is quite accurate at high temperatures,
regardless the actual position of the two DSs. In fact, for small β, Qr (T) k (T) f p ≈
(kBT/h)
√
pi/e which is quite a good approximation of the exact kBT/h rate,
since
√
pi/e = 1.075, and to be compared with the QI free particle limit equals to
(kBT/h)
√
pi/2.[121] At low temperature the accuracy depends on the position
of the DSs. However, fixing the DSs such that ts ∼ h¯β, we obtain again a better
accuracy than the QI one.
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Figure 6.4: The symmetric (a) and asymmetric (b) Eckart barrier potentials. The
two dashed vertical lines located at x1 and x2 represent possible
positions of the DSs.
6.2 Results and Discussion
6.2.1 Results for the 1D Symmetric and Asymmetric Eckart Barrier
The one dimensional Eckart barrier problem is a standard test for approximate
rate theories. The Eckart symmetric potential is
V (x) = V0sech2 (ax) (6.31)
and the parameters are chosen to approximately model the H + H2 minimum
energy path, i.e. V0 = 0.425eV, a = 1.36 Bohr−1 and a reduced mass m = 1060me.
Another useful one dimensional potential is the Eckart asymmetric potential,
which can be regarded as a model for an heteroatomic bimolecular reaction
V (x) =
V0 (1− α)
1+ e−2ax
+
V0
(
1+
√
α
)2
4 cosh2 (ax)
(6.32)
In our tests we set the parameters in Eq.(6.32) as V0=0.01562eV, a=1.3624 Bohr−1,
α=1.25 and m=1060me The potentials of Eq.s (6.31) and (6.32) are reported in
Fig.(6.4). All the matrix elements needed to calculate Eq.(6.13) have been
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x1(a.u.) x2(a.u.)
T(K)
150 300 1000
-1.47 1.47 12.7% 0.8% -3.9%
-1.75 1.75 7.0% 2.5% -3.3%
-2.03 2.03 4.6% 3.4% -2.8%
-2.31 2.31 0.9% 2.5% -3.2%
-2.59 2.59 4.4% 3.4% -1.8%
-2.87 2.87 2.0% 1.3% -2.4%
-3.15 3.15 5.0% 2.0% -1.2%
-3.43 3.43 1.4% -0.5% -1.9%
Table 6.1: Percentage error (%Err=100×(kapprox-kexact)/kexact) of the calculated
rate constant with respect to the exact rate for the 1D symmetric Eckart
potential of Eq.(6.31) at three temperatures (150K, 300K, and 1000K).
x1 and x2 are the positions of the two DSs with respect to the top of
the barrier.
evaluated by diagonalizing the Hamiltonian in a DVR representation (Sinc-
DVR).[178] This approach is described in details in appendix 6.2.2. For both
potential profiles, we have obtained the estimates of the thermal rate constant at
several positions of the two DSs (see Tables (6.1) and (6.2)) after evaluating the
stationary time ts as shown in Fig.(6.3). Both for the symmetric and asymmetric
potentials, we intentionally set the surfaces symmetrically with respect to the top
of the barrier. We find that the results are just a few percentage away from the
exact ones that we calculated by DVR, independently from the position of the
two DSs and provided they are sufficiently far from each other. It is surprising
that a symmetric DSs disposition gives accurate results even for the asymmetric
potential, and comparable in accuracy to those obtained for the symmetric barrier.
Furthermore, the asymmetric potential results can be improved by choosing the
DSs positions in an asymmetric fashion, as shown in Table (6.3).
To better appreciate the accuracy of the present approximation (Eq.(6.13)), we
compare the results of Table (6.1) with other approximate approaches for the
calculation of the thermal rate constants, as shown in Table (6.4). The present
approach can predict very accurate rate constants (with errors below 13%). In
contrast, the RPMD,[98] the Linearized Semiclassical Initial Value Representation
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x1(a.u.) x2(a.u.)
T(K)
150 300 1000
-1.77 1.77 3.5% 2.2% -5.2%
-2.30 2.30 -7.8% 2.4% -4.2%
-2.83 2.83 -6.0% 0.9% -3.4%
-3.37 3.37 -3.8% -1.5% -3.0%
-3.90 3.90 -3.6% -4.1% -2.5%
-4.43 4.43 -3.4% -6.8% -2.3%
-4.97 4.97 -3.3% -9.3% -2.1%
Table 6.2: The same as in Table (6.1) but for the asymmetric Eckart potential of
Eq.(6.32).
x2(a.u.)
x1(a.u.)
-2.03 -2.50 -3.10
2.03 2.6% 2.4% 1.4%
2.50 2.2% 1.8% 0.6%
3.10 2.0% 1.2% -0.2%
3.63 1.6% 0.4% -1.1%
4.17 1.2% -0.3% -1.8%
Table 6.3: Percentage error (%Err=100×(kapprox-kexact)/kexact) of the calculated
rate constant with respect to the exact rate for different choices of the
DSs positions at 300K in the asymmetric Eckart barrier case. Results
are reported as a function of the position x2 of the right DS and for
different settings of the left DS x1 .
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T(K) LSC-IVR[94] SC-VV-IVR[94] RPMD[98] QI[121] HD-QI[73] Eq.(6.13)
150K ∼-62 ∼-33 - +1.7 (-3.2) ∼+2 +12.7
200K ∼-37 ∼-16 ∼-45 +2.5 (-1.6) ∼-4 +10.7
300K ∼-11 ∼+3 ∼-25 +19.5 (+15.8) ∼+2 +3.4
1000K ∼-7 ∼+3 ∼-5 +21.4 (+2.5) ∼-2 -4
Table 6.4: Comparison of the percentage error (%Err=100×(kapprox-kexact)/kexact)
of the thermal rate constant obtained with the present method
(Eq.(6.13)) with respect to the exact value for the symmetric Eckart
barrier obtained with different approximate approaches. Values de-
duced graphically from the cited paper are indicated by the ∼ symbol.
The percentage error reported for the present method is the worst
estimate obtained in Table (6.1). Free particle corrected QI results in
brackets. (The acronyms meaning are Linearized Semiclassical Ini-
tial Value Representation (LSC-IVR), Semiclassical Van Vleck Initial
Value Representation (SC-VV-IVR), Ring Polymer Molecular Dynamics
(RPMD), QI based on Higer Derivatives of the flux-flux correlation
function (HD-QI) ).
(LSC-IVR),[94] and the Semiclassical van Vleck Initial Value Representation (SC-
VV-IVR)[94] methods cannot retain a high accuracy for the rate estimates in the
deep tunneling regime for this one dimensional case. QI is very precise at low
temperatures, but looses accuracy in the high temperature limit.[121] To correct
this deviation, Miller et al. introduced an ad hoc free particle correction reported
in brackets in Table 6.4. Also, a refined QI approach that relies on the Higher
Derivatives of the flux-flux correlation function (HD-QI) is better performing over
the entire temperature range, but the calculation of higher flux-flux correlation
function derivatives can be quite demanding and the approach difficult to be
applied to more complex systems.[73] Remarkably, the new approximation of
Eq.(6.13) is stable over a wide temperature range, from deep tunneling regime
up to higher temperatures without any ad hoc correction. Furthermore, our new
approach provides a reliable estimate compared to pre-existing methods even if
the positions of the DSs have not been optimized.
6.2.2 Application to the H + H2 and D + H2 Reactions
A severe and common multidimensional test for quantum transition state theories
is without any doubts the collinear H + H2 reaction, where the amount of
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Figure 6.5: The LSTH potential energy surface plotted in mass scaled normal
mode coordinates for the H + H2 reaction. The black star represents
the location of the transition state. The dotted vertical lines represent
three possible positions (blue, green and red) for the two DSs.
tunneling and corner-cutting for the rate calculation is prominent. Theories
based on vibrational adiabatic separation fail to correctly predict the rate for
this simple bidimensional system, because of the rapid change of curvature for
the potential energy surface around the saddle point.[211] For these reasons,
we tested Eq.(6.13) on the collinear H + H2 reaction. To show that we do not
take advantages from any symmetry property of the potential, we apply our
rate approximation also to the collinear D + H2 reaction. We have employed
the LSTH potential energy surface.[212, 213] The matrix elements of Eq.(6.13)
are calculated again by DVR methods.[178] For these two dimensional cases
the DSs are assumed to be straight lines and we employ mass scaled normal
mode coordinates (x and y). Initially, we choose the DSs to be “vertical” surfaces
defined by the equation x = x1 and x = x2 , where x is the asymmetric stretch
mass-scaled normal mode at the transition state, as depicted in Fig.(6.5). The
results obtained with this setup are reported in Table (6.5).
If compared with the one dimensional cases, the results in Table (6.5) are
less accurate and a stronger dependence on the DSs position can be observed.
Nevertheless, the error are still limited to 60% in the worst case scenario.
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150K 300K 600K 1000K
x2 %Err x2 %Err x2 %Err x2 %Err
36 -20.7 16 +33.0 9 +47.3 9 +19.6
40 -18.0 18 +2.1 12 -3.2 12 -21.7
44 -10.3 20 -8.5 15 +37.1 18 -8.3
48 -5.4 24 -23.1 21 -23.3 21 -36.9
52 -0.3 28 -31.2 24 -43.4 24 -54.3
56 +4.4 30 -30.4 27 -49.5 27 -38.8
Table 6.5: Percentage error (%Err=100×(kapprox-kexact)/kexact) of the new ap-
proach (Eq.(6.13)). The rate constants at four temperatures (150K,
300K, 600K, and 1000K) are reported as a function of the position
of the right DS. This results are obtained with the DSs placed as in
Fig.(6.5), i.e. vertically and symmetric respect to the saddle point
position.
We now turn to the collinear D + H2 reaction, where the potential in the mass
scaled normal mode coordinates is asymmetric. We set the two DSs in the same
fashion as done for the H + H2, i.e. along the y-coordinate and specularly with
respect to the saddle point. We find the accuracy of rate estimates is sensitive
with respect to the position of the two DSs, as reported in Table (6.6). The same
range of precision is found even if we try to set the two DSs in an asymmetric
fashion, following the idea we applied to the one-dimensional asymmetric Eckart
barrier.
T (K) %Err (max; min)
150K -34; - 4.1
200K -59; -23
600K -68; -13
Table 6.6: Worst and best percentage error (%Err=100× (kapprox − kexact)/kexact)
of the approach (Eq.(6.13)) for the D + H2 collinear reaction at three dif-
ferent temperatures. These results are obtained with the DSs positions
as indicated in Fig.(6.5).
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150K 300K 600K 1000K
x2 %Err x2 %Err x2 %Err x2 %Err
35 -0.9 20 -4.9 20 -1.5 9 +4.1
40 +0.4 22 -9.3 22 -2.4 12 +0.6
45 +1.8 24 -10.3 25 -7.7 15 +7.7
50 +3.4 26 -10.0 30 -7.0 18 +2.2
55 +4.0 28 -9.5 32 -4.1 21 +7.4
60 +6.1 30 -9.2 35 -3.4 24 -4.2
Table 6.7: Percentage error (%Err=100× (kapprox − kexact)/kexact) of the rate con-
stant calculated with Eq.(6.13) for the collinear H + H2 reaction at four
temperatures (150K, 300K, 600K, and 1000K). The results are reported
as a function of the x-coordinate intersection point between the right
DS and the MEP. The DSs are always perpendicular to the MEP and
symmetric respect to the x=0 axis.
At this point we observe that the idea of the stationary phase approximation
of the flux-flux correlation function integral is based on a fast and a slow part
of the time integration. We also consider that the reactive coordinate usually
changes faster than the non-reactive ones and we conclude that a location of
the DSs perpendicular to the minimum (classical) energy path (MEP) better
suits the rate constant approach presented above. Thus, if we place the DSs as
shown in Fig.(6.6) we obtain the results reported in Table (6.7). In this way rate
constants are always within 10% of the exact ones and are almost independent
of the position of the DSs. We find similar accuracy for the isotopic D + H2
reaction, where the results are in excellent agreement with the exact value of
the rate constant, even for symmetric DSs locations (see Table (6.8)). These
multidimensional calculations show that the position of the DSs are close to each
other at high temperatures and then they become far apart as the temperature is
lowered. The explanation for this reasonable behavior is provided by reporting
in Fig.(6.6) the turning points of the Semiclassical Instanton (SCI) paths. The SCI
trajectories are imaginary time classical trajectories that represent the analytical
continuation in imaginary time of the real time classical trajectories. Pictorially
one can imagine a classical trajectory which represents the time evolution of
the reactants approaching the barrier. When the trajectory energy is lower than
the barrier height, instead of inverting the motion, the trajectory is continued
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Figure 6.6: The DSs location for the LSTH potential energy surface plotted in
the mass scaled normal mode coordinates for the H + H2 system.
The black star represents the position of the transition state. The
potential is symmetric with respect to the transition state. The colored
lines represent three possible positions (blue (150K), red (300K) and
green (600K)) for the two DSs at different temperatures but always
perpendicular to the MEP, which is represented by the black dashed
curve. The blue and the red dots are the positions of the turning
points of the Semiclassical Instanton (SCI) trajectory respectively at
150K (blue) and 300K (red).[214] The black cross indicates that the
position of the DS is provided by the value of the abscissa along the
MEP.
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150K 300K 600K 1000K
x2 %Err x2 %Err x2 %Err x2 %Err
52 -1.8 26 -8.8 17.8 +0.6 7.5 +7.7
55 -0.1 31.2 -8.0 21.4 -0.4 9 +1.3
58.5 +1.1 36.4 -8.1 24.9 -2.2 10.5 +6.3
61.5 +1.6 41.6 -8.6 28.5 -7.9 13.5 +19.2
64.6 +1.9 46.8 -9.0 33.8 -5.5 16.5 +8.8
67.7 +2.6 52 -8.4 42.75 -6.9 18 +9.2
Table 6.8: The same as in Table (6.7) but for the collinear D + H2 reaction.
by the instanton periodic trajectory oscillating from one turning point to the
other, before continuing as a real time trajectory on the other side of the barrier
into the products valley. The instanton trajectories are representative of a pure
tunneling process and they can be obtained as the periodic trajectories on the
inverted potential.[140] One of us has calculated these periodic trajectories at
several temperatures also for the collinear H + H2 reaction and compared them
with a classical TST approach.[214] The turning points of the instanton periodic
trajectories are reported in Fig.(6.6) as colored dots. As expected from the idea
reported in Fig.(6.1), and according to the derivation that generates Eq.(6.13), a
certain amount of real-time dynamics is calculated from the DSs to the instanton
turning points. The distances along the MEP between the DSs and the same
colored dot in Fig.(6.6) allow us to estimate the amount of real-time dynamics
that the model foresees. Clearly already at T=600K, the instanton trajectories are
not present since the rate is determined by real-time quantum dynamics, which
includes quantum reflection contributions.
Finally, Table (6.9) compares the performance of the present approach to other
approximate methods that have been applied to the H+H2 collinear reaction. For
instance, the Quantum Transition State Theory from Liao and Pollak (QTST),[215]
and the Mixed Quantum Classical Rate Theory approach (MQCLT)[216] are very
precise at high temperature, but less at low temperature. The QI approximation
in its two DSs variant is very accurate, provided that a free-particle correction
at high temperatures is employed. Our approximation retains a good accuracy
(even if worse than the QI one) over the whole temperature range, but without
any ad hoc correction. In conclusion, the main advantage of the present method
is its simplicity and flexibility, because it does not need a precise position of the
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T (K) QTST[215] MQCLT[216] QI[121] Eq.(6.10)
150K - - +10 +6.1
200K +270 +270 -4.2 -15.3
300K +91 +29.5 +9.8 -10.3
1000K +6 +3.6 +3 -10.9
Table 6.9: Percentage error (%Err=100× (kapprox − kexact)/kexact) comparison of
the thermal rate constant obtained with the present method (Eq.(6.13))
for the H + H2 collinear reaction (all with LSTH PES) and other dif-
ferent approximate approaches. The values for the Qantum Instanton
(QI) are obtained with two DSs. The percentage error reported for our
method is for the worst case scenario we found. (The acronyms mean-
ings are Quantum Transition State Therory (QTST), Mixed Quantum
Classical rate Theory (MQCLT))
two DSs along the MEP to get accurate results that could be quite cumbersome
for complex reactions. On the contrary, other methods require a preliminary
optimization of the DS position.
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Appendix 4.A: Derivation of the Flux Autocorrelation
Function for Two Dividing Surfaces: The Parabolic Barrier
and Free Particle Cases
Here we derive the expression of the flux correlation function for the parabolic
barrier with two distinct dividing surfaces and that one of Eq.(6.22) by taking the
limit ω → 0. We recall the matrix elements of the parabolic barrier propagator〈
x1
∣∣∣e−iHˆtc/h¯∣∣∣ x2〉 =√ mω2piih¯sinhωtc×
exp
{
imω
2h¯sinhωtc
[(
x21 + x
2
2
)
coshωtc − 2x1x2
]} (6.33)
where Hˆ is given by Eq.(6.48), x1 and x2 are the dividing surface positions and
tc = t− ih¯β/2.[42] In the following derivation we will employ the relations
sinhωtc = sinhωtcos (u/2)− icoshωtsin (u/2)
coshωtc = coshωtcos (u/2)− isinhωtsin (u/2) (6.34)
where u = h¯ωβ. We start from the following expression of the flux-flux correla-
tion function
C f f (t) =
(
h¯
2m
)2 (
`
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 ´〈x1 ∣∣∣e−iHˆtc/h¯∣∣∣ x2〉
+
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 `〈x1 ∣∣∣e−iHˆtc/h¯∣∣∣ x2〉 ´
−
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 ´〈x1 ∣∣∣e−iHˆtc/h¯∣∣∣ x2〉 ´
−`
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 `〈x1 ∣∣∣e−iHˆtc/h¯∣∣∣ x2〉)
(6.35)
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where for example `
〈
x1
∣∣∣e−iHˆt∗c /h¯∣∣∣ x2〉 = ∂ 〈x2 ∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 /∂x1. Using Eq.(6.33),
the members of Eq.(6.35) are
`
〈
x1
∣∣∣e−iHˆtc/h¯∣∣∣ x2〉 = √ mω2piih¯sinhωtc
[
imω
h¯sinhωtc
(x1coshωtc − x2)
]
×exp
(
imω
2h¯sinhωtc
[(
x21 + x
2
2
)
coshωtc − 2x1x2
])
(6.36)〈
x1
∣∣∣e−iHˆtc/h¯∣∣∣ x2〉 ´ = √ mω2piih¯sinhωtc
[
imω
h¯sinhωtc
(x2coshωtc − x1)
]
×exp
(
imω
2h¯sinhωtc
[(
x21 + x
2
2
)
coshωtc − 2x1x2
])
(6.37)
`
〈
x1
∣∣∣e−iHˆtc/h¯∣∣∣ x2〉 ´ = √ mω2piih¯sinhωtc exp
{
imω
2h¯sinhωtc
[(
x21 + x
2
2
)
coshωtc − 2x1x2
]}
×
[
− imω
h¯sinhωtc
− m
2ω2
h¯2 (sinhωtc)2
(x2coshωtc − x1) (x1coshωtc − x2)
]
(6.38)
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 = √ mω−2piih¯sinhωt∗c exp
{
− imω
2h¯sinhωt∗c
[(
x21 + x
2
2
)
coshωt∗c − 2x1x2
]}
(6.39)
`
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 = √ mω−2piih¯sinhωt∗c
[
− imω
h¯sinhωt∗c
(x2coshωt∗c − x1)
]
×exp
{
− imω
2h¯sinhωt∗c
[(
x21 + x
2
2
)
coshωt∗c − 2x1x2
]}
(6.40)〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 ´ = √ mω−2piih¯sinhωt∗c
[
− imω
h¯sinhωt∗c
(x1coshωt∗c − x2)
]
×exp
{
− imω
2h¯sinhωt∗c
[(
x21 + x
2
2
)
coshωt∗c − 2x1x2
]}
(6.41)
`
〈
x2
∣∣∣e−iHˆt∗c /h¯∣∣∣ x1〉 ´ = √ mω−2piih¯sinhωt∗c exp
{
imω
2h¯sinhωt∗c
[(
x21 + x
2
2
)
coshωtc − 2x1x2
]}
×
[
imω
h¯sinhωt∗c
− m
2ω2
h¯2 (sinhωt∗c )2
(x1coshωt∗c − x2) (x2coshωt∗c − x1)
]
(6.42)
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By inserting the expressions (6.33), (6.36), (6.37), (6.38), (6.39), (6.40), (6.41), and
(6.42) into Eq. (6.35), we obtain
C f f (t)pb =
(
h¯
2m
)2 mω
2pih¯ |sinhωtc|
×exp
{
imω
2h¯ |sinhωtc|2
× [(x21 + x22) (coshωtcsinhωt∗c − coshωt∗c sinhωtc) (6.43)
+2x1x2 (sinhωtc − sinhωt∗c )]
}
(6.44)
×
[
imω
h¯sinhωt∗c
− m
2ω2
h¯2 (sinhωt∗c )
2 (x1coshωt
∗
c − x2) (x2coshωt∗c − x1)
− imω
h¯sinhωtc
− m
2ω2
h¯2 (sinhωtc)
2 (x2coshωtc − x1) (x1coshωtc − x2)
− m
2ω2
h¯2 |sinhωtc|
(x1coshωt∗c − x2) (x2coshωtc − x1) (6.45)
− m
2ω2
h¯2 |sinhωtc|
(x2coshωt∗c − x1) (x1coshωtc − x2)
]
(6.46)
and using the relations Eq.(6.34), we obtain the flux-flux correlation function for
the parabolic barrier
C f f (t)pb =
kBT
h
u/2
sin (u/2)
ωsin2 (u/2) coshωt(
sinh2ωt + sin2 (u/2)
)3/2×
exp
mωsin (u/2)
[
2x1x2cosh (ωt)−
(
x21 + x
2
2
)
cos (u/2)
]
2h¯
(
sinh2ωt + sin2 (u/2)
)
×1+
(
2m
h¯
)2 h¯
2mωcoshωtsin (u/2)
ω2sinh2ωt(
sinh2ωt + sin2 (u/2)
) ×
[(
x21 + x
2
2
)
coshωtcos (u/2)− x1x2
(
cosh2ωt + cos2 (u/2)
)]}
(6.47)
By taking the limit of ω → 0, one obtains Eq.(6.22) for the free particle flux
autocorrelation function for arbitrary dividing surface positions.
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Appendix 4.B: An Analytical Case: The Parabolic Barrier
To further investigate the features of the proposed method, it is useful to consider
the analytically solvable model of the one-dimensional parabolic barrier. The
Hamiltonian for this system is
Hˆ =
pˆ2
2m
− 1
2
mω2 xˆ2 (6.48)
To compute the rate constant with the approximation in Eq. (6.13), one has to
evaluate the expressions (6.4), (6.10) and (6.7). The matrix elements involved in
these calculations are 〈
x1
∣∣∣∣ e− βHˆ2 − iHˆth¯ ∣∣∣∣ x2〉 (6.49)〈
x1
∣∣∣∣ Hˆe− βHˆ2 − iHˆth¯ ∣∣∣∣ x2〉 (6.50)〈
x1
∣∣∣∣ Hˆ2e− βHˆ2 − iHˆth¯ ∣∣∣∣ x2〉 (6.51)
By defining the complex time βc=
β
2 +
it
h¯ , the required matrix elements (6.49), (6.50),
and (6.51) can be conveniently expressed in terms of βc as partial derivatives〈
x1
∣∣∣ e−βc Hˆ ∣∣∣ x2〉 (6.52)
〈
x1
∣∣∣ Hˆe−βc Hˆ ∣∣∣ x2〉 = − ∂
∂βc
〈
x1
∣∣∣ e−βC Hˆ ∣∣∣ x2〉 (6.53)
〈
x1
∣∣∣ Hˆ2e−βc Hˆ ∣∣∣ x2〉 = ∂2
∂β2c
〈
x1
∣∣∣ e−βC Hˆ ∣∣∣ x2〉 (6.54)
In the parabolic barrier case the explicit expression for the matrix elements of
the complex time propagator are known.[42] Following the definition of βc〈
x1
∣∣∣ e−βc Hˆ ∣∣∣ x2〉
pb
=
√
mω
2pih¯ sin (h¯ωβc)
×
exp
{
−mω
[(
x22 + x
2
1
)
cos (h¯ωβc)− 2x2x1
]
2h¯ sin (h¯ωβc)
} (6.55)
the partial derivatives in Eqs.(6.53) and (6.54) can be evaluated analytically.
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〈
x1
∣∣∣ Hˆe−βc Hˆ ∣∣∣ x2〉
pb
=
ω
4 sin2 (h¯βcω)
√
mω
2pih¯ sin (h¯βcω)
×[−2mω (x22 + x21)
+ 4mωx1x2 cos (h¯βcω)
+h¯ sin (2h¯βcω)]×
exp
{
−mω
2h¯
[(
x22 + x
2
1
) cos (h¯βcω)
sin (h¯βcω)
− 2x1x2
sin (h¯βcω)
]}
(6.56)
〈
x1
∣∣∣ Hˆ2e−βc Hˆ ∣∣∣ x2〉
pb
=
ω2
32 sin4 (h¯βcω)
√
mω
2pih¯ sin (h¯βcω)
×[
−8 cos(2βch¯ω)
(
h¯2 − 2m2ω2x21x22
)
− h¯2 cos(4βch¯ω)
− 32m2ω2x1x2
(
x21 + x
2
2
)
cos(βch¯ω)
− 24h¯mω (x21 + x22) sin(2βch¯ω)
+ 48h¯mωx1x2 sin(βch¯ω) + 16h¯mωx1x2 sin(3βch¯ω)
+9h¯2 + 8m2ω2
(
x41 + x
4
2
)
+ 32m2ω2x21x
2
2
]
×
exp
{
−mω
2h¯
[(
x22 + x
2
1
) cos (h¯βcω)
sin (h¯βcω)
− 2x1x2
sin (h¯βcω)
]}
(6.57)
In addition, the exact expression for the flux-flux correlation function for an
arbitrary position of the two DSs has been derived in Eq.(6.47) of Appendix A
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and by inserting it into the rate expression of Eq.(6.13), we obtain
k (T)Qr (T)
approx
pb =
h¯
√
pi√
Re∆H2 (β, ts)
×
exp
 mω sin
(
h¯ωβ
2
)
h¯
[
sinh2 (ωts) + sin2
(
h¯ωβ
2
)] ×
[
2x1x2 cosh (ωts)− (x1 + x2)2 cos
(
h¯ωβ
2
)]}
×cosh (ωts) sin
(
h¯ωβ
2
)
− 2mω sinh
2 (tsω)
h¯
[
sinh2 (ωts) + sin2
(
h¯ωβ
2
)]×
{
x1x2
[
cosh2 (ωts) + cos2
(
h¯ωβ
2
)]
− (x21 + x22) cosh (ωts) cos( h¯ωβ2
)}}
×
ω2
4pi
[
sinh2 (ωts) + sin2
(
h¯ωβ
2
)] 3
2
(6.58)
where ∆H2 can also be analytically evaluated in terms of the partial derivatives
(6.53), (6.54) of (6.55). Its form after writing explicitly the complex time βc
according to its definition is
∆H2pb =
8h¯ω2 sin4
(
ωβh¯
2 − itω
)
sin
(
ωβh¯
2 + itω
)
[cos (βh¯ω)− cosh (2tω)]4 ×[
−2mω (x21 + x22) cos(ωβh¯2 + itω
)
+ 3mωx1x2
+mωx1x2 cos (ωβh¯ + i2tω) + h¯ sin
(
ωβh¯
2
+ itω
)] (6.59)
Formula (6.58) requires to evaluate all the quantities at the stationary time ts.
In this case the analytical solution of Eq.(6.4) can be obtained. To accomplish this
task, first we introduce three constants b, c, and d
b = 4mωx1x2 sin
(
h¯βω
2
)
(6.60)
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c = 2+ cos (h¯βω) (6.61)
d = h¯− 2h¯ cos (h¯βω)− 4mω (x22 + x21) sin (h¯βω) (6.62)
Then, Eq.(6.4) becomes
− ω sinh (tω)
4 [cos (h¯βω)− cosh (2tω)]×
{h¯ cosh (3tω) + b [c + cosh (2tω)] + d cosh (tω)} = 0
(6.63)
The solution of the Eq.(6.63) provides the time ts for the parabolic barrier potential.
A first group of solutions, independent of the position of the two DSs x1 and x2,
arises from the first factor in Eq.(6.63)
sin (ωts) = 0⇒ ts = 0+ kpi
ω
, k ∈N (6.64)
From the second factor, after some algebra and by defining the auxiliary variable
z = cosh (tω), we obtain a cubic equation in z
4h¯z3 + 2bz2 + (d− 3h¯) z− b + bc = 0 (6.65)
Its unique real solution is
z = − b
6h¯
+
3
√
2
[
b2 − 3h¯ (d− 3h¯)]
6 f
+
3
√
4
12h¯
f (6.66)
where the constant f is defined as
f =
{
−2b3 + 9bdh¯ + 27bh¯2 − 54bch¯2
+
√
−4 [b2 − 3h¯ (d− 3h¯)]3 + b2 [2b2 + 9h¯ (−d− 3h¯ + 6ch¯)]2} 13 (6.67)
Eventually the time ts is equal to
ts =
1
ω
arcosh
(
− b
6h¯
+
3
√
2
[
b2 − 3h¯ (d− 3h¯)]
6 f
+
3
√
4
12h¯
f
)
(6.68)
It is important to point out that to compute Eq.(6.71) one has to take into
account the limits of applicability for the definition of the rate, i.e. that the rate
must be always positive, which translates to the following relation between β
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and the frequency ω
0 <
h¯ωβ
2
< pi ⇒ 0 < β < 2pi
h¯ω
(6.69)
Starting from the exact parabolic barrier rate value obtained by time integration
of the flux-flux correlation function
k (T)Qr (T)
ex
pb =
kBT
h
h¯ωβ
2 sin
(
h¯ωβ
2
) (6.70)
we look at the ratio between the approximated rate of Eq.(6.58) and the exact one
of Eq.(6.70)
k (T)Qr (T)
approx
pb
k (T)Qr (T)
ex
pb
=
h¯
√
pi√
Re∆H2 (β, ts)
×
exp
 mω sin
(
h¯ωβ
2
)
h¯
[
sinh2 (ωts) + sin2
(
h¯ωβ
2
)] ×
[
2x1x2 cosh (ωts)−
(
x21 + x
2
2
)
cos
(
h¯ωβ
2
)]}
×cosh (ωts) sin
(
h¯ωβ
2
)
− 2mω sinh
2 (tsω)
h¯
[
sinh2 (ωts) + sin2
(
h¯ωβ
2
)] ×
{
x1x2
[
cosh2 (ωts) + cos2
(
h¯ωβ
2
)]
×
− (x21 + x22) cosh (ωts) cos( h¯ωβ2
)}}
×
ω sin
(
h¯ωβ
2
)
[
sinh2 (ωts) + sin2
(
h¯ωβ
2
)] 3
2
(6.71)
The evaluation of this ratio, as well as the calculation of the time ts have been
carried out analytically by solving Eq.(6.4).
To test the present approximation we choose the potential parameters so that
the inverted parabola has a (downward) curvature which corresponds to the
frequency of the H2 molecule vibration. The mass m = 918 a.u. is equal to
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T (K) ∆xmin(a.u.)
1300 0.44
1500 0.33
2000 0.22
2500 0.19
Table 6.10: Minimum distance between the two DSs that gives a rate constant
estimate within 10% of the exact result. The two DSs are set symmet-
rically with respect to the top of the barrier.
the reduced mass of the H2, and the frequency is ω=0.020056988 a.u. With
these parameters the range of validity of the rate expression according to the
condition (6.69) is 0 < β <313.27a.u. This means we can estimate rate constants
only for temperatures higher than 1007K, that is the threshold temperature when
studying this model. We have investigated the outcomes of Eq.(6.71) from 1300K
up to 2500K as a representative range of temperatures. When the temperature
is high, the two DSs have to be set close to each other to find an acceptable
value of ts, while when decreasing the temperature the distance between the
surfaces becomes larger, as summarized in Table (6.10). The approximation
that we have introduced is not exact for the parabolic barrier. However, at
all temperatures we have found that increasing the distance between the two
DSs, the rate estimates gradually decrease until a limit to the precision of the
approximate rate is reached, as depicted in Fig. (6.7).
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Figure 6.7: Ratio of the approximate rate constant value and the exact one for the
parabolic barrier as a function of the distance between the two DSs.
For all temperatures the same limit value of precision is reached.
Appendix 4.C: Discrete Variable Representation
The Discrete Variable Representation (DVR) is a pseudospectral method to
compute the matrix elements of the Hamiltonian operator. In this representation
the basis functions are localized around a set of points in the coordinate space.
This kind of representation is not unique, but it depends on the specific form of
the basis functions. According to this, there exist different kinds of DVR, such as
the Gaussian quadrature DVR, Lobatto DVR,[217] and Sinc DVR[178].
The general idea is to choose a finite basis of N functions of the coordinates
{ φi (q) }N , and to expand the wave function Ψ (q) as a linear combination of
this basis functions
Ψ(q) =
N
∑
i=1
ciφi(q) (6.72)
Using this basis one can evaluate the integral that solves the time independent
Schrödinger equation ∫ +∞
−∞
Ψ∗(q)HˆΨ(q)dq = E (6.73)
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that result in finding the coefficients ci in the expansion 6.72. These coefficients
can the be employed to represent any operator, with the advantage that the
representation of the Hamiltonian and of all the operators that are a function of
the Hamiltonian are diagonal. It is important to select a convenient basis set that
makes simple the evaluation of the integral 6.73.
More specifically, to build a DVR basis it is necessary to transform a non local
orthonormal basis into another basis in which the basis functions are localized
in some specific points in the coordinate space. This set of points are distributed
along a chosen interval in the coordinate space and are called grid points. An
early attempt to introduce these methods in quantum chemistry was done by
Harris et al. in 1965,[218]. In the first one of these works, the authors developed
a method to compute the matrix elements of the Hamiltonian with non trivial
potential functions. The important intuition is that it is convenient to exploit
the matrix representation of quantum mechanics, and using the transformation
theory the following procedure can be set:
• Diagonalize the N×N matrix X that is the matrix representation of the
position operator xˆ with the unitary transformation x = T−1XT, where
(x)i,j = xiδij.
• Compute the potential V (x). Since x is diagonal, the potential matrix is
diagonal too, and it is simply built by direct evaluation of the potential at
grid points, as V (x)i,j = V (xi) δij. This feature is really interesting, because
it points out that the potential cannot be known analytically, but only as a
set of discrete points.
In their paper of 1968,[219] Dickinson and Certain demonstrates that the method
just described is equivalent to Gaussian quadrature when the basis is made by
orthogonal polynomials, for instance Hermitte, Laguerre or Legendre polyno-
mials. For this reason the DVR technique is indeed a quadrature method to
solve numerically differential equations. Later on, in the eighties, the DVR was
applied to solve concrete quantum chemistry problems, and a formal definition
was given by connecting the method to variational (VBR). In the nineties, DVR
techniques was largely implemented and some variations were proposed.
Sinc DVR
In this thesis we have employed the Sinc DVR, proposed for the first time by
Colbert and Miller.[178] The peculiarity of this approach is the form of the basis
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0
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Figure 6.8: Shape of the Sinc function centered around zero. All the units are
arbitrary.
functions, that are of the form
Sinc (x) =
sin (x)
x
(6.74)
The grid points are uniformly distributed along the coordinate range of interest
and each one of the basis function is highly localized around a grid point,
as shown in figure 6.8. Choosing this form for the basis functions gives the
advantage that the kinetic energy operator can be computed analytically in a
simple way.
Representation of Differential Operators
The first step is to set a grid over the coordinate region of interest. In this section
we take into account a one dimensional case, but the procedure can be generalized
to any dimension. The coordinate interval of our interest is [xmin; xmax], and we
divide it into N - 1 intervals by setting N uniformly distributed points. The j
point of the grid is localized in the position
xj = xmin + ∆x (j− 1) (6.75)
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where the grid interval ∆x was defined as
∆x =
xmax − xmin
n− 1 (6.76)
so that the central grid point is coincident with the origin. The jth basis function
φj (x) is defined as a Sinc function centered in the jth grid point, and it is
normalized with respect to the grid interval as
φj (x) =
1√
∆x
sin
[
pi
(
x− xj
)
/∆x
]
pi
(
x− xj
)
/∆x
=
1√
∆x
Sinc
[
pi
(
x− xj
)
/∆x
]
(6.77)
There are as many basis functions as many grid points.
This basis set can be written in Fourier representation, in fact, using the Euler’s
formula
φj (x) =
1√
∆x
sin
[
pi
(
x− xj
)
/∆x
]
pi
(
x− xj
)
/∆x
=
√
∆x
2ipi
(
x− xj
) [eipi(x−xj)/∆x − e−ipi(x−xj)/∆x]
=
√
∆x
2ipi
(
x− xj
) ∫ pi/∆x
−pi/∆x
i
(
x− xj
)
eik(x−xj)dk =
=
√
∆x
2pi
∫ pi/∆x
−pi/∆x
eik(x−xj)dk
(6.78)
When the grid is set, the value of the basis function in the position xi depends
on the point where the jth basis function i centered, in fact the basis function
turns out to be null at each grid points, but in the one in which it is centered
φj (xi) =
1√
∆x
sin [pi (k− j)]
pi (k− j) =
δkj√
∆x
(6.79)
Moreover, this basis function is orthonormal. This can be shown by using the
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Fourier representation of the Sinc function and equation 6.79∫ +∞
−∞
φ∗i (x) φj (x) dx =
=
∆x
(2pi)2
∫ +∞
−∞
dx
∫ pi/∆x
−pi/∆x e
ik(x−xj)dk
∫ pi/∆x
−pi/∆x e
−ik′(x−xi)dk′
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
dk
∫ pi/∆x
−pi/∆x
(
e−ikxj+ik
′xi
)
dk′
∫ +∞
−∞
eix(k−k
′)dx
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
dk
∫ pi/∆x
−pi/∆x
(
e−ikxj+ik
′xi
)
dk′2piδ
(
k− k′)
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
e−ik(xi−xj)dk
=Sinc
pi
(
xi − xj
)
∆x
=δij
(6.80)
The general form of a differential operator d
n
dxn expressed in the Sinc basis is∫ +∞
−∞
φ∗i (x)
dn
dxn
φj (x) dx =
=
∆x
(2pi)2
∫ +∞
−∞
dx
∫ pi/∆x
−pi/∆x e
−ik(x−xi)dk
∫ pi/∆x
−pi/∆x
dn
dxn e
ik′(x−xj)dk′
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
∫ pi/∆x
−pi/∆x
(
ik′
)n eikxi e−ik′xj dkdk′ ∫ +∞
−∞
eix(k
′−k)dx
=
∆x
2pi
∫ pi/∆x
−pi/∆x
eikxi dk
∫ pi/∆x
−pi/∆x
(
ik′
)n e−ik′xjδ (k− k′) dk′
=
∆x
2pi
∫ pi/∆x
−pi/∆x
eik(xi−xj)
(
ik′
)n dk
=
∆x
2pi
∫ pi/∆x
−pi/∆x
dn
dxni
eik(xi−xj)dk
=
dn
dxni
Sinc
pi
(
xi − xj
)
∆x
(6.81)
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In particular, when n = 1
d
dxi
sin
[
pi
(
xi − xj
)
/∆x
]
pi
(
xi − xj
)
/∆x
=
cos
[
pi
(
xi − xj
)
/∆x
](
xi − xj
) − sin [pi (xi − xj) /∆x]
pi
(
xi − xj
)2 /∆x
(6.82)
A more compact form can be obtained distinguishing between element on the
diagonal, and elements out of the diagonal. When i 6= j
∫ +∞
−∞
φ∗i (x)
d
dx
φj (x) dx =
(−1)i−j
∆x (i− j) (i 6= j) (6.83)
To evaluate the elements on the diagonal, one has to compute the limit of the
function Sinc
pi(xi−xj)
∆x when xi→xj. Expanding in Taylor series around xj
Sinc
pi
(
xi − xj
)
∆x
≈ ∆x
pi
(
xi − xj
) [pi (xi − xj)
∆x
− 1
3!
pi3
(
xi − xj
)3
∆x3
+ . . .
]
=1− 1
6
pi2
(
xi − xj
)2
∆x2
(6.84)
and taking the derivative with respect to xj the matrix elements out of the
diagonal are
∫ +∞
−∞
φ∗i (x)
d
dx
φj (x) dx = −13
pi2
(
xi − xj
)
∆x2
= −1
3
pi2 (i− j)
∆x
(i = j) (6.85)
It is interesting to find explicitly the representation of the operator d
2
dx2 , because it
appears in the kinetic part of the Hamiltonian operator. Selecting n=2, one finds
d2
dx2
sin
[
pi
(
xi − xj
)
/∆x
]
pi
(
xi − xj
)
/∆x
=− pi sin
[
pi
(
xi − xj
)
/∆x
](
xi − xj
)
/∆x
− 2cos
[
pi
(
xi − xj
)
/∆x
](
xi − xj
)2
+ 2
sin
[
pi
(
xi − xj
)
/∆x
]
pi
(
xi − xj
)3 /∆x
(6.86)
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In this case the matrix representation is defined as
∫ +∞
−∞ φ
∗
i (x)
d2
dx2φj (x) dx = −2 (−1)
i−j
∆x(i−j) i 6= j∫ +∞
−∞ φ
∗
i (x)
d2
dx2φj (x) dx = −2 (−1)
i−j
∆x(i−j) i = j
(6.87)
Hamiltonian Operator Representation
The Hamiltonian operator is the sum of the kinetic energy operator Tˆ and of the
potential operator Vˆ, once the representation of these operators are known, the
Hamiltonian is built as a sum of their matrix elements.
In the DVR representation the potential operator has a diagonal representation,
because the position operator is diagonal.
〈
xi
∣∣ xˆ ∣∣ xj〉 = ∫ +∞−∞ 〈xi | x〉 x 〈x ∣∣ xj〉 dx
=
∫ +∞
−∞
dx
∫ pi/∆x
−pi/∆x
√
∆x
2pi
e−ik(x−xi)dk
∫ pi/∆x
−pi/∆x
√
∆x
2pi
xeik
′(x−xj)dk′
=
∆x
(2pi)2
∫ ∞
−∞
∫ pi/∆x
−pi/∆x
∫ pi/∆x
−pi/∆x
xe−ikxeikxi eik
′xe−ik
′xj dkdk′dx
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
∫ pi/∆x
−pi/∆x
eikxi e−ik
′xj dkdk′
∫ ∞
−∞
xeix(k
′−k)dx
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
∫ pi/∆x
−pi/∆x
eikxi e−ik
′xj dkdk′
d
d (ik′)
δ
(
k′ − k)
=
∆x
(2pi)2
∫ pi/∆x
−pi/∆x
e−ik
′xj dk′
d
d (ik′)
∫ pi/∆x
−pi/∆x
eikxiδ
(
k′ − k) dk
=
∆x
(2pi)2
xi
∫ pi/∆x
−pi/∆x
e−ik
′(xi−xj)dk′
=xiSinc
[
pi
(
xi − xj
)
/∆x
]
=xiδij
(6.88)
Finally the potential operator matrix elements are simply∫ ∞
−∞
φ∗i (x)V (x) φj (x) dx = V (xi) δij (6.89)
The kinetic energy operator matrix elements are easily found, on the basis of
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equations 6.87
Tij =
h¯2 (−1)i−j
2m∆x2
{ pi2
3 i = j
2
(i−j)2 i 6= j
}
(6.90)
Representation of a Generic Operator
At this stage it is possible to solve the eigenvalue equation for the eigenstates of
the Hamiltonian by diagonalizing the matrix representation of the Hamiltonian
operator obtained so far. The diagonalization provides the N eigenvalues and
the N×N matrix of the coefficients of the eigenvector, in the sense that the
ith column is the set of coefficients for the jth basis function, whose linear
combination gives the ith Hamiltonian eigenfunction Ψi (x) = ∑nj=1 Cjiφj (x). It
is possible to compute the value of the ith eigenfunctions at each of the l points
of the grid as
Ψi (xl) =∑
j
Cjiφj (xl) =∑
j
Cji
δij√
∆x
=
Cli√
∆x
(6.91)
The coordinate representation of a generic operator Aˆ in the Sinc DVR represen-
tation becomes 〈
xi
∣∣ Aˆ ∣∣ xj〉 =∑
kl
〈xi | φk〉 Akl
〈
φl
∣∣ xj〉
=∑
kl
φk (xi) φ∗l
(
xj
)
Akl
=
1
∆x∑kl
CikC∗jl Akl
(6.92)
In particular, the representation of the Boltzmann operator is even simpler, in
fact its eigenvectors are also eigenvectors of the Hamiltonian operator, thus〈
xi
∣∣∣ e−βHˆ ∣∣∣ xj〉 = 1∆x∑k CikCjke−βEk (6.93)
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In this thesis two open problems in reaction rate theory have been addressed. The
first one is how to extend to high dimensional systems the inclusion of quantum
effects and anharmonicities in rate constant computations. The aim of this project
was to look for a practical method that assure enhanced accuracy with respect
to standard TST method, while maintaining low computational overhead. A
method with this characteristics can be useful for practical applications such
as kinetic modeling in combustion chemistry, atmospheric chemistry and even
synthetic organic chemistry. In contrast, the second issue faced concerns very
accurate rate constants calculations. The goal of this work have been to elaborate
a quantum rate expression that goes beyond the TST approximation. This
expression includes in a convenient way the contribution of real time dynamics
to the rate.
Dealing with the first issue, we chose to adopt the Miller’s Semicalssical
Transition State Theory (SCTST) approach,[38, 39] because its implementation
based on VPT2 was promising for extending its applicability to high dimensional
systems, provided a smart implementation was designed. To start with, chapter
4 have introduced a computational approach for the calculation of the vibrational
density of states of molecular systems. To exploit the possibility of calculations
on parallel architectures and open up the possibility to calculate the density of
states and the partition function of high dimensional systems, we have adapted
a WL algorithm parallelization strategy.[171] After describing in details the im-
plementation of the algorithm (see 4.3) that we call ParADenSum, we have tested
it on a common ground with other codes and assessed its accuracy. We have
then applied the new code to real molecules and examined its computational
speed-up and efficiency. We have found ParADenSum able to exhibit almost
ideal efficiency and to be significantly advantageous with respect to other codes
commonly employed to deal with high dimensional systems. Remarkably, in
the case of naphtalene, ParADenSum exhibits a super-scalability trend. Further-
more, we have also shown that the same algorithm can be exploited to compute
semiclassical reaction rate constants. For this purpose, starting from ParADen-
Sum implementation, we have developed the code ParSCTST. To prove that our
parallel implementation can actually deal with high dimensional systems, we
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are applying the ParADenSum and the ParSCTST programs to compute the
SCTST rate constant of the isomerization of the the 2,4,6-tri-tert-butylphenyl to
3,5-di-tert-butyleneophyl. This problem is challenging for two reasons. First
the system includes 135 fully coupled vibrational degrees of freedom. Secondly,
this isomerization reaction is a proton transfer reaction and tunneling is known
to play a crucial role. In conclusion, we believe that the method described in
chapter 4 is an important and useful tool for the physical chemists community.
The ParADenSum code alone provides the fully coupled anharmonic vibrational
density of states that is ubiquitous and of paramount importance in physical
chemistry applications. Moreover, the same code in combination with ParSCTST
program provides a robust and computationally optimized implementation of
SCTST. To foster widespread diffusion and application of ParADenSum, the code
is freely available upon request to the authors[220] and it is officially distributed
along with the MultiWell suite of codes since 2016 version.[204, 120] The same is
foreseen also for ParSCTST program.
The description of how we have addressed the second problem of providing
a rate constant expression that goes beyond TST is the topic of chapter 6. To
achieve this goal the quantum propagator has to be evaluated at both real and
imaginary times, and one of the principal challenges was to find a method that
allows for a single time evaluation of the propagator, instead of a complete time
evolution. This task is difficult considering that the reaction flux widely oscillates
between positive and negative values that almost cancel out. Using the formalism
of the flux-flux correlation function for the exact quantum rate formulation,
we performed a stationary phase approximation to the time integration after
extrapolating the rapidly changing part of the integrand. In this way, we have
obtained the rate expression (6.13), which is the central result of this work.[221]
Furthermore, the goal was also to get to a formulation able to provide accurate
estimates without need for a preliminary optimization of the DSs positions. We
have demonstrated that Eq.(6.13) includes this feature by applying this single time
approximation to well-known one- and bi-dimensional systems, both symmetric
and asymmetric, where the substantial quantum effects are mainly responsible for
the thermal rate constant behavior. We found that the new formula of equation
(6.13) is quite accurate over the entire range of temperatures tested, despite
the fact that we do not introduce any ad hoc correction. We verified that the
method accounts well for the “corner cutting” observed in the collinear hydrogen
exchange reaction at low temperatures. Furthermore, for all systems presented,
the accuracy of the results are smoothly dependent on the DSs locations. This is
important when dealing with complex (high dimensional) systems, since it is
not known a priori where the DSs can be more conveniently placed. The high
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accuracy of the methods holds as long as the DSs are set sufficiently far apart
so that the flux-flux correlation function is zero at time zero. This is a necessary
condition for applying the stationary phase approximation, as explained in
paragraph 6.1.1. However, the method presents some limitations. For instance,
opposite to classical TST and some semiclassical theories,[48] this approximation
is not a strict upper bound to the exact quantum rate, as it is often the case
for QTSTs. Also, the better accuracy for the rate calculation respect to QTST
methods, is obtained at the cost of performing real-time quantum dynamics.
Future developments will include the possibility to avoid the DVR calculation of
the propagator and perform the calculation of the real-time part via semiclassical
dynamics. This will introduce a further approximation, since the semiclassical
propagator is known to be not suitable in the deep tunneling regime. However, it
is quite accurate for the calculation of shallow tunneling and quantum reflection
contributions to the rate constant. This foreseen implementation will allow to
calculate the thermal rate constant directly from classical trajectories and without
any preliminary Monte Carlo or variational search for best placement of the
DSs. We believe that the present approximation will become very useful when
real-time quantum effects are determinant and important for the rate calculation
in complex reactions.
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Description of performed research
During my Ph.D. course I have been working mainly on the development of new methods
for the calculation of reaction rate constants with inclusion of quantum effects. The research
activity I have performed is here summarized. It can be divided in four Projects. In particular,
Projects 1-3 are discussed in detail in the thesis.
In the first and second year I have built a parallel robust implementation of W. H. Miller’s
Semi-classical  Transition  State  Theory  (SCTST),  which  provides  reaction  rate  constants  that
include  nuclear  tunneling  corrections  and  anharmonicity  effects.1 The  novelty  of  my  new
implementation is that it can be employed to study high dimensional systems. SCTST requires
the calculation of two quantities. One is the reactant partition function, the other one is the
cumulative  reaction  probability  at  the  transition  state.  For  this  reason  the  work  has  been
organized in two projects. Eventually, my code has been inserted into the MultiWell suite of
programs.2 MultiWell main developer is Prof. J. R. Barker at University of Michigan, who has
become a major collaborator.  
In  Project  1 I  have  developed  a  new  parallel  implementation  of  the  Wang-Landau
algorithm (WL),3 a  special  Monte Carlo (MC) procedure to calculate the reactant vibrational
density of states, from which the partition function is
readily  determined.  I  have  successfully  applied  my
code  (called  ParADenSum)  to  fully  coupled
anharmornic  systems.  The  parallelization  strategy
consisted  in  dividing  the  investigated  energy  range
into windows and in performing the calculation of the
vibrational  density  of  states  for  each  window on  a
single  processor  (Figure  1).  This  strategy  was
suggested  by  the  observation  that  fewer  random
sampling events and reduced computational effort are
needed for the MC convergence in a restricted energy
range. I have tested the accuracy of the ParADenSum
code  on  several  molecular  systems,  including  some
benchmarks  for  which  an  exact  evaluation  of  the
vibrational  density  of  states  is  doable  by  direct
counting  (Figure  2).  ParADenSum  can  easily  handle
150 vibrational degrees of freedom, and a significant
computational speedup has been found when applying the code to molecules up to 66 vibrational
degrees of freedom (Figure 3). These features make ParADenSum a very promising tool.  The
results  of  this  first  project  have  been  published at  the  beginning  of  the  second year  as  a
research paper,4 and presented in June 2016 at the international workshop “Different Routes to
Quantum  Molecular  Dynamics”  held  at  CECAM-HQ,  EPFL,  Lausanne,  Switzerland.  The
1
 
Figure 1: Work-flow of the ParADenSum code. The energy range
is  divided  into  windows.  Independent  random  walks  (black
arrows) are performed in each window and their estimate of the
density of states is averaged out after each of the 21 iterations
(green  lines).  Every  iteration  is  halted  according  to  a  user-
provided parameter called flatness criterion.
ParADenSum code is now freely available upon request and it is implemented in the latest 2016
version of the MultiWell suite of codes and I am now an official developer of the program suite
(http://clasp-research.engin.umich.edu/multiwell/index.php). 
In  Project  2, which has been mainly developed during the third year, I  have further
contributed  to  MultiWell  development  by  extending  my  parallel  implementation  to  the
computation of cumulative reaction probabilities at the transition state, a code I have named
parSCTST.  Combining  the  partition  function
computed  with  ParADenSum  and  the
cumulative  reaction  probabilities  calculated
with   ParSCTST,  the  SCTST  rate  is  readily
obtained.  Application  of  the  method  to
calculate the rate constant associated to the
isomerization of the Aryl radical is in progress
(Figure  4).5 This  problem  is  challenging
because the system includes 135 fully coupled
vibrational degrees of freedom, anharmonicity must be taken into account, and tunneling is
known to play a crucial  role due to the proton transfer mechanism which characterizes the
reaction.6 
A second  line  of  research,  that  I  have  addressed  during  the  second  and third  year,
concerns the design and testing of a new method for very accurate quantum rate constants
calculations (Project 3). An exact formulation for quantum reaction rates is know in principle,
but the application of such theory to real system is hampered by the huge computational effort
required, and reliable approximate approaches are needed. The new method I have developed is
based  on  the  Quantum  Instanton  theory  of  W.  H.  Miller  (QI).7 The  QI  method  has  many
convenient  features.  First,  it  is  very  accurate  from  deep  tunneling  regime  up  to  high
temperatures and it works well for both symmetric and asymmetric potentials. Secondly, the
only quantity which has to be evaluated is the Boltzmann operator (and its beta derivatives) that
can be efficiently calculated by means of well known imaginary time path integral techniques
even when dealing with high dimensional systems. Conversely, the QI method has two main
drawbacks, i.e. the need for optimizing the position of two dividing surfaces and the fact that it
is a purely imaginary time formulation, which means it can be inserted in the group of Transition
State Theory (TST) approaches. The aim of my work was to overcome these limitations. In fact,
the new rate expression I have derived is very slightly dependent on the position of the two
dividing surfaces. Furthermore, it goes beyond the basic TST approximation by including the
contribution of real time dynamics. 
2
Figure 4: The isomerization reaction of the 2,4,6-tri-tert-butylphenyl to 
3,5-di-tert-butyleneophyl is a proton transfer reaction.
Figure 3: Cumulative sum of vibrational states N(E) (the energy
integral of the density of states) for (a) HOCO, (b) CH2=NCH3,
(c)  C10H8,  (d)  P(Et)3.  The  curves  computed  with  different
number of windows are one over the other. The inset shows the
percentage  standard  deviation  over  the  average  of  10  runs
changing flatness criterion from 80% (black) to 95% (red). 
Figure 2: Parallel performance of the ParADenSum codes with system of increasing
number of vibrational degrees of freedom. (a) 80%  and (b) 95% flatness convergence
criterion. 
Computing  the  exact  thermal  rate  constant  requires  the  evaluation  of  the  flux-flux
correlation function integral8
(Equation 1)
where
(Equation 2)
The evaluation of the trace of Equation 2 is computationally demanding for high dimensional
systems, and, in addition, one has to compute its value many times to solve numerically the
integral.  To derive  an  approximate  expression  from Equation  1,  it  is  possible  to  employ  a
steepest descent approximation. This approximation is based on the observation that the main
contribution to an integral of an exponential function, whose exponent is some function f(t),
comes from the global minimum f(t0). In fact, the integral of Equation 1 may be rewritten in the
equivalent form
(Equation 3)
and then the steepest descent approximation is applied. The minimum of the function at the
exponent is found by solving the following time-dependent equation
(Equation 4)
At the special  time t0 (a  solution of  the Equation 4)  the integral  in  Equation 3 becomes  a
Gaussian integral that can be solved analytically giving the new approximate rate expression
(Equation 5) 
where
                              
     (Equation 6)
       The main feature of this approximate expression is that it requires just a single evaluation
at the special time t0, and so it is much cheaper to evaluate than the exact formula. The form of
the equation is very
close to the one of
the  QI,  but  here
real  time dynamics
is  taken  into
account  too.  The
derivation has been
presented  in  one
dimension  for
clarity,  but  it  has
been generalized to
multidimensional
systems.  I  have
tested  this  method
against 1D and 2D model systems. These one and two dimensional cases are simpler from the
point of view of the numerical effort, but they are challenging because tunneling and recrossing
are very significant in these systems. The Eckart barrier is a standard test for rate theories, and
the new approximation performance is reported in Figure 5. Selecting some special values of the
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Figure  5:  Percentage  error  of  the  rate  constants  obtained  with  the  new  method  against  the  exact  quantum
mechanical results at different temperatures. The results have a small dependence on the position of the dividing
surfaces. In the left panel the symmetric Eckart potential is tested, while the asymmetric Eckart potential is reported
in the right panel.
parameters the symmetric barrier can model the potential  for the H + H2 collinear reaction
(Figure 5, left panel), while the asymmetric one is a model for the D + H2 reaction (Figure 5,
right panel). In both test cases the reaction rate estimates are in excellent agreement with the
exact value, with only a 10% range of error at all temperatures. Another important feature is the
weak dependence of the accuracy of the result with respect to the position of the two dividing
surfaces, which makes this  method simpler  to apply  in  the case of  reactions  for  which the
position  of  the  transition  state  is  unknown.  Furthermore,  these  results  are  of  comparable
accuracy with other well established approximate methods, and they are stable over a wider
temperature range, as reported in Table 1.
As  a  2D  test  case  we  chose  to
investigate  the  LSTH  potential
energy surface for the collinear H +
H2 reaction and its isotopic analog D
+ H2. In this case (Figure 6) we found
that rate constant estimates are still
within  10%  with  respect  to  exact
values for both reactive systems. Even in this case the position of the two dividing surfaces has
low impact on the accuracy of
the results.
The  comparison  with  other
methods  (Table  2)  is  very
encouraging given the fact that
many of them cannot even find
a reasonable rate estimate at
low  temperature,  where
quantum  effects  are  more
important.
The  outcomes  of  project  3
have  been  published  as  a
research paper.10 The proceeding and final results have also been presented at four international
meetings as poster communication, as well as a contributed talk at the workshop “Different
Routes to Quantum Molecular Dynamics”, Lausanne, Switzerland, 2016. This work has also been
selected for a “lightning presentation” at the Faraday Discussion “Reaction Rate Theory: Faraday
Discussion”, Cambridge, United Kingdom, 2016.
Finally, during the third year, I have spent three months visiting Prof. Gunnar Nyman’s
group at Göteborg University. The aim of the visit was to learn the Feynman-Kleinert theory (FK)
which is used to conveniently approximate the Boltzmann operator.12 This new knowledge will
allow me to include theoretical spectroscopy among my future research interests. In fact, the
approximate Boltzmann operator can be used to sample the initial conditions needed by semi-
classical  simulations  of vibrational spectra including environmental and temperature effects.
This scheme is more appealing than a rigorous Path Integral (PI) formulation to generate initial
conditions.  In  fact,  the  full  PI  approach  becomes  computationally  unmanageable  when  the
dimension  of  the system increases.  The main  advantages  of  the FK approach  are that  it  is
computationally cheap and it has been successfully applied to condensed phase systems.13 During
my stay in Sweden, I have built a code to permit the adoption of the FK method in presence of a
generic potential energy surface (Project 4). The first task I addressed was to write a code that
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Table  1:  Comparison  of  percentage  errors  on  the  reaction  rate  with  respect  to  exact
quantum mechanical results of the presented new method and other existing approaches
for the symmetric Eckart barrier. RPMD stands for Ring Polymer Molecular Dynamics.9 
Figure 6: In the left panel the percentage error of the rate constants obtained with the new method
is reported against exact quantum mechanical  results at different temperatures. Results barely
depend on the position of the dividing surfaces. In the right panel the collinear H+H2 LSTH potential
is depicted. The black star represents the saddle point position, while the black dotted line is the
minimum energy path. The colored lines indicate the preferred position of the dividing surfaces at
different temperature conditions.
Table 2: Comparison of the percentage error on the reaction rate with respect to exact quantum mechanical results of 
the presented new method and other existing approaches for the 2D LSTH potential. QTST stands for Quantum 
Transition State Theory,11 while RPMD stands for Ring Polymer Molecular Dynamics.9
implements the FK approximation in one dimension, and I have tested it with model potentials,
the double well and the Morse potential. For both of them the FK equations can be derived
analytically, thus I compared the analytical result with another version of the code, in which
integration and derivation are carried out numerically. Then, Prof. Nyman and his collaborator
Dr. Poulsen have provided me with the code they used for liquid water simulations.14 My task was
to generalize this multidimensional implementation to the case in which the potential is not
parametrized as a force field but it is known as a fitted potential energy surface from ab-initio
data. The test case was the water molecule potential. So far, I  have successfully tested my
implementation against the harmonic and Morse potentials (Figure 7). 
The  main  outcome  of
project  4  is  a  general
implementation  of  the  FK
multidimensional  scheme.  This
is  a  preliminary  step  for
computing  molecular
semiclassical  spectra  without
neglecting  the  role  of
temperature. In  fact,  the
program I have written can be
plugged  in  into  our  in-house
semi-classical  code  to  get  the
spectrum  of  water,  including
temperature effects due to the
coupling with the environment.
A  paper  in  which  spectra  are
obtained with this technique is
in  preparation.15 From a  more
general point of view, pursuing
this  project  while  visiting  the
Nyman  group  has  been  highly
formative.  It  gave  me  the  possibility  to  perform  my  research  in  an  international  context.
Furthermore, I  had the opportunity to give an invited talk for the physical chemistry groups
working at the department (Title: A quantum method for thermal rate constant calculations from
stationary phase approximation of  the thermal flux-flux  correlation function integral), and I
could  join  the  conference  “Swedish  Theoretical  Chemistry  2017  –  Bridging  gaps”  held  in
Göteborg, (Sweden) on the 16th-18th August 2017, where I presented a poster communication.
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Figura 7: The accuracy of the numerical multidimensional code I have developed is tested against 
the harmonic potential. The Exact is the analytical Wigner transform of the Boltzmann operator. 
The FK numerical code gives very accurate results, this proves that the implementation is reliable 
and can be safely applied to more general cases for which the analytical result is unknown. 
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TDDFT” (SmartMatLab workshop), Dr. D. Ceresoli.
• “Simulazione di spettri NMR e EPR mediante il codice QE-GIPAW” (SmartMatLab workshop), Dr.
D. Ceresoli.
Second year
• “Monitoring and treatment methodologies  for  drinking waters”, visiting  professor  Prof.  C.
Brett, Università di Coimbra, Portugal (1 CFU).
• “Food Physical Chemistry”, Prof. A. Schiraldi. (2 CFU).
• “Writing  to  communicate science:  a  practical  workshop for  students  of  chemistry  area”,
lecturer S. Clark. (3 CFU).
• Martin Karplus Nobel lecture, Università Degli Studi di Milano, 8th April 2016. (0.5 CFU).
• Winter Literature Seminar. Presented Paper: I. Szabó, G. Czakó, Nature Communications, 6,
5972 (2015) (CFU 2).
• Spring Literature Seminar. Presented Paper: J.O. Richardson, C. Pérez, S. Lobsiger, A.A. Reid,
B. Temelso, G.C. Shields, Z. Kisiel, D.J. Wales, B.H. Pate, S.C. Althorpe, Science, 351, 6279,
310 (2016) (CFU 2).
Third year
• “Corso SODALITAS – Giovani e impresa” (4 CFU).
• “Literature search in chemistry for Physical Chemistry”, Prof. R. Martinazzo. (2+2=4 CFU).
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• “SMART Winter  School  (Space-time Multiscale  Approaches  for  Research  and Technology)”,
CECAM-IT-SNS, Pisa, Italia, 25th-29th January 2016.
• Workshop “Different Routes to Quantum Molecular Dynamics”, CECAM-HQ-EPFL, Lausanne,
Switzerland, 6th-10th June 2016.
• School “Path Integral Quantum Mechanics: Theory, Simulation and Application”, CECAM-HQ-
EPFL, Lausanne, Switzerland, 13th-17th June 2016.
• Faraday Discussion “Reaction Rate Theory: Faraday Discussion”, Cambridge, United Kingdom,
19th-21st September 2016.
• Workshop “MolSimEng”, Milano, Italy, 30th September 2016.
• Conference “Swedish Theoretical Chemistry 2017 – Bridging gaps”, Göteborg, Sweden, 16 th-
18th August 2017. 
Assistance, tutoring
• 2015, 20 hours of teaching at Dipartimento di Chimica, Università degli Studi di Milano, for
the  course  Chimica  Fisica  I  (Prof.  S.  Ardizzone).  The  teaching  activity  was  devoted  to
thermodynamics exercises and data analysis.
• 2015, supervision of a bachelor student (G. Bruno “Effetto dell’anarmonicità della superficie
di  potenziale  in  processi  di  tunneling  (Effect  of  the  Potential  Surface  Anharmonicity  on
Tunneling Processes.)”).
• 2017, co-supervision of a bachelor student (S. Americo “Computation of harmonic spectra of
VOC to be compared with FTIR experiments”).
Diffusion  and  promotion  of  chemistry  and  industrial  chemistry  activities  within  non-
academic communities (“Orientamento” activity)
• Elaboration of new questions for the PLS chemistry test addressed to high school students,
2015.
• Redaction of a flyer addressed to high school students titled “Introduzione alla lezione del
premio Nobel Martin Karplus”, which introduces Martin Karplus and his scientific activity, as a
background for attending his Nobel lecture held on 8th April 2016.
• Publication of an article for the broad audience: C. Aieta, G. Di Liberto, F. Gabas, R. Conte,
and M. Ceotto “Viaggio a Bordo di un Nanomotore Guidato da Martin Karplus”, Nuova Energia
2, 88, 2016.
• Coordination and supervision of the building of the PLS chemistry test database addressed to
high school students, 2016-2017.
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