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“It always seems impossible until it’s done.” – Nelson Mandela 
The concept of preventive healthcare systems has attracted increasing 
attention in recent years, wherein the health condition of each individual is to be 
monitored in real time by wearable or implantable devices. In cases when a 
symptom is detected in its early stage, immediate treatments can be made before 
the situation worsens, increasing the chances of healing with reduced cost. 
The biggest challenge in designing such monitoring devices is their battery 
life, as frequent replacement of the batteries would be highly intolerable 
considering the wearable or implantable nature of these devices. Energy 
harvesting techniques can be a solution to achieving uninterrupted monitoring in 
continuous time, wherein the devices would be powered primarily using energy 
harvested from human bodies, such as heat and body movements. However, the 
energy can be gained from these sources are very limited in amount, which poses 
a very stringent requirement on the power consumption of such devices. 
Conventional digital signal processing (DSP) systems take samples from 
analog inputs periodically without considering their statistical properties. For 
biomedical signals, fast changes only occur in brief moments while most of the 
time the signal varies slowly. Processing such sporadically-varying signals using 
the conventional approach gives rise to a large number of samples that carry 
redundant information, wasting power not only in the Analog to Digital Converter 
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(ADC), but also in the subsequent digital signal processor (DSP). New signal 
processing approaches with better energy efficiency for biomedical applications 
were thus investigated in this work. 
With its event-driven nature, level-crossing sampling is well suited for 
digitizing biomedical signals with burst-type waveforms. However, conventional 
DSP techniques cannot be directly applied to level-crossing sampled data, as they 
are not uniformly spaced in time. Based on a study conducted to compare 
different interpolation methods, a new approach to convert signals sampled using 
level-crossing analog to digital conversion (ADC) back into uniform format using 
linear interpolation is proposed. The choices of various design parameters 
including level-crossing sampling resolution, interpolation frequency and 
interpolation resolution are examined to achieve a good balance between signal 
quality and power consumption. Significant energy saving is achievable from the 
reduction in sampling rate and filter order as compared to a conventional uniform 
DSP system. 
To further improve the energy efficiency of this processing scheme by making 
fully use of the statistical properties of biomedical signals, a new class of systems 
called continuous-time (CT) DSP systems have been investigated. Operating in 
continuous time and discrete amplitude, CT DSP combines the best attributes of 
both conventional analog signal processing (ASP) and conventional DSP. On one 
hand, quantized amplitude allows signal processing that involves only ‘0’s and 
‘1’s, giving rise to the benefit of noise immunity and programmability. On the 
other hand, it does not suffer from aliasing by operating in continuous time. More 
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importantly, its signal-dependent sampling rate also enables power saving both in 
the ADC and in the DSP for slowly-varying portions of the input, making it a 
perfect match for biomedical signals. 
One major drawback of CT DSP however, is that the processed results cannot 
be directly saved due to the fact that they are defined in continuous time, as it 
would require infinite memory to save an infinite number of points. This limits 
CT DSP to real-time processing tasks only. To solve this problem, a novel timing 
storage circuit based on memristors is proposed. Its ability to store and reproduce 
timing information in an analog manner without performing quantization allows 
CT digital signals to be recorded for later use, extending the benefits of CT DSP 
to applications that require signal storage. 
The implementation of delay blocks in CT digital filters is another big 
challenge. Since the incoming data are not synchronized to a global clock, 
registers used to delay signals in conventional digital filters are not applicable in 
CT DSP systems. As a result, analog delay blocks such as inverter chains and 
their variants are usually employed to delay CT digital signals with no 
information loss. Depending on the amount of delay needed, these delay blocks 
can be very costly in terms of power consumption and chip area. For biomedical 
signals with very low bandwidth, the required delay is usually in the millisecond 
range or even longer. It would hence be very difficult if not impossible to 
implement such long delay using inverter chains. The proposed timing storage 
circuit is then adopted to delay CT digital signals in a more efficient way. 
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Lastly, the amounts of delay of the proposed memristor-based delay blocks 
can be easily adjusted by changing the frequency of an external square wave, 
allowing the delay blocks to be effectively duplicated without consuming much 
additional power and area. This makes it possible to apply frequency response 
masking (FRM) techniques in CT DSP, enabling the design of sharp-transition CT 
FIR filters with reduced orders and thereby saving power and area. A delta 
modulator is also proposed to allow for the first time the cascading of CT FIR 
filters that operate on delta-modulated signals. 
Based on circuit simulations with real electrocardiogram (ECG) signals, the 
memristor-based CT DSP systems proposed in this work was proven to be a good 
fit for biomedical applications. Significant power saving was achieved compared 
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With an unprecedentedly fast pace of our society, people today work and live 
under tremendous pressure. Factors including unhealthy diet, lack of exercise and 
environmental pollutions have all contributed to an ever increasing number of 
patient records in hospitals and clinics every day. In fact, this situation is expected 
to become even worse with the aging of our population. The conventional 
healthcare system is therefore facing sever challenges in meeting the needs of 
everyone due to the limited availability of doctors and medical facilities. Such 
high demand also leads to continuous increase in healthcare costs, making it less 
affordable to the general public. This motivates a new prevention oriented 
healthcare model, in which the health condition of each individual is continuously 
monitored to allow potential problems to be discovered and treated at the earliest 
possible stage, maximizing the chances of cure with a minimum need of medical 
resources [1-3]. 
In order to achieve the large-scale continuous monitoring required by this 
prevention oriented healthcare system, wearable or implantable devices that are 
capable of recording and processing biomedical signals in real time will be 




needed [4-10]. The acquired signals can be stored locally in the built-in memory 
and some preliminary processing may be performed to determine the user’s health 
condition. If anything goes wrong, the corresponding part of the recorded signal 
will be sent to the user’s smart phone via a short-distance wireless communication 
link. The smart phone will then process the received signal more thoroughly to 
examine whether the problems indeed exist, and if necessary, the results will be 
sent via the cellular network to medical centers for doctors to decide if any 
treatments are required. In the case of an emergency, the device will send an alert 
signal to the smart phone, which will then notify medical centers for immediate 
response. With the location of the patient provided by the Global Positioning 
System (GPS) of the smart phone and the biomedical signals recorded by the 
device, the right treatment can be arranged and delivered to the patient within the 
shortest amount of time. 
Such devices should come in small size and light weight, so that minimal 
interruption will be caused to our daily activities when they are carried every day. 
However, battery life is perhaps the greatest challenge in designing such devices, 
because for implantable devices, we can’t afford to open up the chest of a patient 
every few days just to replace the battery. Of course the situation for wearable 
devices will be better, but the need of battery-changing will still be a big trouble. 
Therefore, the ultimate solution is to power such devices using energy harvested 
from our human bodies, such as heat and body movements [11-15]. This however, 
poses a very stringent requirement on the power consumption of such devices, as 
the energy can be gained from these sources are very limited in amount. 




Conventional DSP samples and processes an analog signal periodically without 
considering the statistical properties of it. For biomedical signals, fast changes 
only occur in short periods while most of the time the signal does not vary 
significantly. Processing such sporadically varying signals using the conventional 
approach would give rise to a large number of samples that carry redundant 
information, wasting power both in the ADC and in the DSP. This motivates my 
research in new signal processing approaches that use power more efficiently. 
1.2 Background 
It is widely accepted that signal processing systems can be classified into four 







































Fig. 1.1 Four categories of signal processing systems: both time and amplitude 
can be either continuous or discrete, leading to a total of four combinations. 
 




in time and amplitude [16-18], as illustrated in Fig. 1.1.  
Traditionally, signal processing systems were implemented using analog 
circuits that operate in continuous-time and continuous-amplitude (CTCA). 
Examples like passive RC filters and active op-amp-based Butterworth filters 
belong to this category. These ASP systems correspond to the first quadrant in Fig. 
1.1. 
The block diagram of an ASP system is shown in Fig. 1.2 below. Since such 
systems do not involve sampling or quantizing, aliasing does not occur. Yet due 
to the nature of analog signals, ASP systems are very sensitive to noise, matching 
and component tolerances, which not only limits the attainable accuracy, but also 
leads to high power consumption if large dynamic ranges are required. 
 
Fig. 1.2 Block diagram of an ASP system. 
To overcome the drawbacks of ASP systems, DSP systems that operate in 
discrete-time and discrete-amplitude (DTDA) were developed with the advent of 
digital computers. Examples including microprocessors and dedicated DSP chips 
belong to this category corresponding to the third quadrant in Fig. 1.1. Since all 
signal sources in the real world are analog in nature, a DSP system needs to first 
convert the analog input into its digital form before processing in the digital 




domain. Unless the digital output is to be saved for a later use, digital-to-analog 
conversion is also needed after processing. 
Fig. 1.3 shows the block diagram of a conventional uniform DSP system. 
Since the analog input varies with time, a sample-and-hold (S/H) circuit is used 
first to sample the analog input at periodic intervals and hold the sampled value 
constant at the input of the analog to digital (A/D) converter to allow accurate 
conversion. The output of the S/H circuit is a staircase-shaped analog signal, 
which after fed into the ADC is translated into a binary data stream containing 
only ‘0’s and ‘1’s. It is then possible to process this binary stream using digital 
circuitry. The resulting output of the digital processor, which is another binary 
stream, can either be stored in digital media or converted back to its analog form 
using a digital-to-analog (D/A) converter (DAC). An analog low-pass filter is 
added to remove any undesirable high-frequency distortions beyond the band of 
interest. 
 
Fig. 1.3 Block diagram of a conventional uniform DSP system. 
Since digital signals are binary data streams containing only ‘0’s and ‘1’s, 
they can be encoded using the lowest and highest voltages in real circuits. Even 
though component tolerances, temperature changes and other various disturbances 
will still cause the exact voltage level to fluctuate, there will be no ambiguity in 
interpreting the signal as long as the fluctuations are within the noise margin – the 




amount by which the signal exceeds the threshold for a proper ‘0’ or ‘1’. 
Therefore unlike ASP systems, the accuracy of DSP systems does not depend on 
the precise values of voltage levels, resulting in better noise immunity. 
In terms of signal storage, DSP systems are also much more reliable than ASP 
systems. Digital signals can be stored almost indefinitely without any loss of 
information on various storage media such as optical discs and flash memory. 
These stored binary data can also be easily transferred and duplicated with 
absolute fidelity. In contrast, stored analog signals deteriorate rapidly as time 
progresses and the information lost can never be recovered. 
In addition, arithmetic operations like addition and multiplication of digital 
signals can be more easily implemented using binary logic, making it possible to 
realize highly sophisticated and complex processing algorithms that are much 
harder if not impossible to realize in the analog domain. 
Moreover, since both the signals and the coefficients involved in the 
processing operations of a DSP system are represented as binary words, the 
accuracy can be easily adjusted by changing the word length. If very high 
accuracy is needed, even floating-point arithmetic can be used. 
Last but not least, there are no big problems for DSP systems to deal with 
signals of very low frequencies, while for ASP systems it will need inductors and 
capacitors that are physically very large in size. 




Despite all these advantages mentioned above, DSP systems also have their 
disadvantages as compared to ASP systems. First and foremost, DSP systems 
suffer from aliasing because of its use of sampling and quantizing. More details 
about aliasing will be discussed in Chapter 2. Second, according to the Nyquist-
Shannon sampling theorem, the sampling frequency has to be at least twice the 
highest frequency component present in the analog input. However, due to the 
finite operating speed of digital circuitry, the sampling frequency cannot increase 
indefinitely. This limits the applicable frequency range of DSP systems. For 
example, radio-frequency (RF) signals in the GHz frequency range cannot be 
processed in the digital domain with the current technology. Lastly, DSP systems 
usually consume lots of power, especially when compared to analog passive 
filters that consume almost zero power. This is because of its more complex 
structure consisting of multiple blocks. 
The advantages and disadvantages of DSP systems as compared to ASP 
systems are summarized in Table 1.1 below. 
Table 1.1 Advantages and disadvantages of DSP systems. 
Advantages Disadvantages 
Better noise immunity Aliasing 
More reliable signal storage Inability to process high-frequency signals 
Possible complex processing High power consumption 
Easier control of accuracy  
Ability to process low-frequency signals  




To overcome the drawbacks of aliasing and high power consumption while 
preserving the benefits listed above, the relatively unexplored CT DSP systems 
which operate in continuous-time and discrete-amplitude (CTDA) were chosen to 
be the main focus of my research. Nevertheless, other nonuniformly sampled 
digital signal processing approaches were also investigated. 
1.3 Research Contributions 
In this work, new nonuniformly sampled digital signal processing approaches 
were developed, and improvements were also made on existing ones to make 
them more suitable for low-power biomedical applications. 
To take advantage of the statistical properties of biomedical signals, a new 
signal processing scheme combining level-crossing sampling and conventional 
uniform DSP with the aid of linear interpolation was proposed. It was show by an 
example that a system designed using this processing scheme was able to achieve 
88.8% reduction in the sampling rate and 92.6% reduction in the order of the filter. 
Designed using a 0.35 µm technology, the linear interpolator for this system 
consumed an average power of 12.1 µW under a 3.3-V supply. 
With signal dependent power consumption not only in the digitization part, 
but also in the processing part, CT DSP is believed to be an ideal choice for 
biomedical signals. However, the inability of signal storage and power consuming 
delay implementation used to be the two main obstacles to its adoption in 
biomedical applications. 




By making use of the memory effect of memristors, a timing storage circuit 
was proposed to allow the recording and reproducing of CT digital signals, which 
extended the benefits of CT DSP to applications that require signal storage. 
Various design considerations and practical challenges were analyzed in details. 
Circuit simulation verified the feasibility of this approach. 
More importantly, it was proven that the delay blocks in CT DSP systems 
could also be replaced by the proposed timing storage circuits, enabling 
significant power and area saving for low-frequency biomedical applications. An 
ECG signal processing example using the proposed method achieved more than 
20% power saving compared to the current state-of-the-art CD DSP system 
implementations, without even considering the much older process and higher 
supply voltage used. With a 0.35 µm process, a 15-tap CT FIR filter designed 
using this method consumed an average power of 6.196 µW under a 3.3-V supply. 
Lastly, the tunability of the proposed memristor-based delay implementation 
also enabled the use of FRM techniques in designing sharp-transition CT FIR 
filters with reduced filter orders. A delta modulator was proposed to allow for the 
first time the cascading of CT FIR filters that operate on delta-modulated signals. 
As an example, a CT FRM high-pass filter with a combined order of 40 was 
designed using the same 0.35-µm process. This filter consumed a total power of 
28.0 µW under the same 3.3-V supply, which was about 75.2% lower than the 
power consumed by a 168
th
-order filter capable of achieving the same frequency 
response specifications. 
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3. Y. Hong and Y. Lian, “A memristor-based continuous-time digital FIR 
filter for biomedical signal processing,” IEEE Trans. Circuits Syst. I 
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1.4 Organization of the Thesis 
This thesis is organized as follows:  
In Chapter 2, the drawbacks of conventional uniform DSP is reviewed to 
show why it is not an energy-efficient choice for biomedical signals with long 
periods of inactivity. Some projects based on uniform DSP is also briefly 
mentioned. 
In Chapter 3, a new signal processing scheme combining level-crossing 
sampling and conventional uniform DSP with the aid of linear interpolation is 
presented. 




In Chapter 4, a literature review of CT DSP is conducted to show why it can 
be a perfect fit for biomedical signals. Two major problems of CT DSP that make 
it hard to be applied in biomedical applications are discussed: the first is its 
inability of signal storage, and the second is its power and area costly delay 
implementation for low-frequency signals. 
In Chapter 5, a memristor-based timing storage circuit is proposed to allow 
the recording and reproducing of CT digital signals. Various design 
considerations and practical challenges are analyzed in details. 
In Chapter 6, the proposed timing storage circuit is used to replace the delay 
blocks in CT DSP systems. Simulation on ECG signals show significant power 
saving compared to the current state of the art. 
In Chapter 7, the use of FRM techniques in designing sharp-transition CT FIR 
filters with reduced orders is discussed. A delta modulator is proposed to enable 
for the first time the cascading of CT FIR filters. 
In Chapter 8, a summary about my research in this work is made to conclude 
this thesis. 
 





CHAPTER 2  
CONVENTIONAL UNIFORM DSP 
 
2.1 Theories 
In a conventional uniform DSP system, the analog input is first sampled 
periodically before being converted into its digital form using an ADC. The 
resulting outputs are therefore uniformly spaced in time, i.e. the time intervals 
between any two consecutive samples are equal to the same sampling interval T. 
Mathematically, uniform sampling is equivalent to multiplying the analog 
input x(t) with a unit impulse train (also known as the Dirac comb function) that 
has a period of T [19, 20]. The sampled signal xs(t) can then be expressed as 
          ∑        
 
     ∑             
 
    , (2-1) 
where δ(t-nT) is a unit impulse (also known as the Dirac delta function) at nT, and 
integer n is the sample index. From this expression it is obvious that xs(t) is 
another impulse train scaled to the values of x(t) at the corresponding time 
instants. In other words, the sampled signal is zero everywhere except at instants 
t=nT. Thus for a signal of finite duration, a finite number of samples will be 
generated for subsequent processing and storage. Information contained in the 
original analog input x(t) is then transferred to the sequence  




 [ ]                                    (2-2) 
It should be remembered that all the elements in the sequence x[n] are still 
continuous in value, since quantization has not been performed yet. 
A graphical illustration of uniform sampling is shown in Fig. 2.1. Even though 
the sampled signal xs(t) are considered to be discrete in time, electrically it is still 
analog in nature: the signal values between consecutive samples are just zero, 
rather than undefined. 
 
Fig. 2.1 Uniform sampling of an analog signal x(t) in the time domain. 
All the above discussions are based on signals in their time-domain 
representations. It is sometimes more efficient however, to investigate signals in 
the frequency domain, as it provides information about the frequency content 
present in a signal, which are not easily visible from the time-domain waveforms. 
The frequency-domain representation (also referred to as spectrum) of a signal 




can be obtained by taking the Fourier transform of its time-domain representation. 
The Fourier transform X(f) of a continuous-time signal x(t) is given by 
             ∫     
 
  
         , (2-3) 
where F{} denotes the Fourier transform operation.  
To investigate uniform sampling in the frequency domain, Fourier transform 
is performed on the sampled signal xs(t). From (2-1) xs(t) is equal to the product of 
x(t) and the Dirac comb function ∑             . Since multiplication in the 
time domain is equivalent to convolution in the frequency domain, the frequency 
transform Xs(f) of xs(t) is equal to the convolution of X(f) and the Fourier 
transform of the Dirac comb function: 
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It is obvious from (2-4) that the spectrum of xs(t) is the periodic version of the 
spectrum of x(t) with a period equal to the sampling frequency fs. A frequency-
domain illustration of uniform sampling is shown in Fig. 2.2. 
A signal x(t) is said to be frequency band-limited to B Hertz if its Fourier 
transform X(f) is zero beyond that frequency [19]. B is also called the bandwidth 




of x(t) and is equal to the highest frequency component present in x(t), as shown 
by X(f) in Fig. 2.2(a).  
 
Fig. 2.2 Uniform sampling of an analog signal X(f) in the frequency domain. 
A band-limited signal x(t) can be perfectly reconstructed from its discrete-time 
samples x[n] if the sampling frequency fs (the reciprocal of the sampling interval T) 
is at least twice the signal bandwidth B. This is commonly referred to as the 
Nyquist-Shannon sampling theorem [19]. The minimum sampling frequency fN = 
2B for perfect reconstruction is called the Nyquist sampling rate. Signals sampled 
at a rate lower than the Nyquist rate are said to be under-sampled. Under-
sampling will cause frequency content beyond fs/2 in the original signal to overlap 
after sampling, as illustrated in Fig. 2.3. Such overlapping makes it impossible to 
reconstruct the original signal from the sampled output, giving rise to an 
undesirable phenomenon called aliasing. 
 
Fig. 2.3 Illustration of aliasing in the frequency domain. 




At this point, it may seem like there will be no problems of aliasing as long as 
a sampling frequency higher than the Nyquist rate is used. However, this is not 
true for DSP systems, which operate not only in discrete-time, but also in 
discrete-amplitude. After sampling is performed on the analog input, the value of 
each sample will next be rounded to a nearest discrete level among a predefined 
set – a process called quantizing. This finite number of quantization levels will 
then be encoded using binary words, which can be processed using digital 
circuitry. Even though the sampled signal xs(t) does not see overlapping in the 
frequency domain (as shown in Fig. 2.2), quantizing as a nonlinear operation will 
introduce a lot more frequency components than are present in Xs(f). These new 
frequency components will be related to both the frequency content already 
present in Xs(f) and the sampling frequency fs, making it difficult to analyze the 
overall effect. This calls for a new equivalent system model as shown in Fig. 2.4. 
 
Fig. 2.4 Illustration of aliasing in the frequency domain. 
The new model is exactly the same as the block diagram of a uniform DSP 
system as shown in Fig. 1.3, except that the sequence of sampling and quantizing 
are switched (In Fig. 1.3, the quantizer and binary encoder are represented as a 
single ADC block). The two models are equivalent because the input-output 
relationship of a S/H block followed by a quantizer is identical to that of a 
quantizer followed by a S/H block [21].  




When quantizing is performed directly on the input, harmonic distortions will 
arise due to the nonlinearity of the quantizer. In the frequency domain, these 
distortions are located at integer multiple frequencies of the original signal, but 
with decaying magnitude as frequency increases. The quantized spectrum X’’q(f) 
of a single-tone sinusoidal signal x’’(t) = sin(2πf0t) is sketched in Fig. 2.5(a) for 
illustration. As can be seen, apart from the fundamental component at f0, X’’q(f) 
also contains harmonic components at mf0 (m being any integer), occupying an 
infinite bandwidth. 
 
Fig. 2.5 Fourier transforms of (a) the quantized signal xq’’(t) and (b) the sampled 
signal xs’’(t) (only the first side-lobe at fs is included for better clarity) from the 
new equivalent system which performs quantizing before sampling. 
The quantized signal xq’’(t) is then sampled at fs = 4.5f0. The Nyquist rate for 
this input x’’(t) = sin(2πf0t) is fN = 2f0, since f0 is the highest frequency component 
in the original signal. Therefore the sampling frequency used is much higher than 
the Nyquist rate, satisfying the Nyquist-Shannon sampling theorem. However, 
due to the harmonics introduced during quantizing, frequency overlapping still 
occurs in the sampled signal spectrum X’’s(f), as shown in Fig. 2.5(b). From this 
sketch it is noticed that even though shifted versions of the fundamental 




component are all outside the baseband (indicated by the vertical dashed line at 
2.25f0, which is half the sampling frequency), shifted harmonic components at 
pfs+mf0 (p being any integer) are aliased into the baseband, causing distortion to 
the signal of interest. In this sketch, only the first periodic side-lobe is included 
(for better clarity), but in fact all further side-lobes will have harmonics falling 
into the baseband, giving rise to a noise floor that covers the entire frequency 
range. 
In summary, conventional uniform DSP systems will always suffer from 
aliasing, even if the Nyquist-Shannon sampling theorem is satisfied. This is due to 
its discretization in both time and amplitude. 
Discrete-time Continuous-amplitude (DTCA) signal processing systems 
(second quadrant of Fig. 1.1) which only sample the analog input signal without 
quantizing it, will not suffer from aliasing if only the sampling theorem is 
satisfied. This is obvious from the previous discussion. However, DTCA systems 
share most of the disadvantages of analog systems, like its sensitivity to noise and 
component tolerances. Since the target of my research is mostly on biomedical 
applications, such as ECG and electroencephalogram (EEG) systems that usually 
involve a lot of noise resulted from patient body movement and ambient 
interference, the ability to reject noise will be vital to the overall performance of a 
system. DTCA systems that are sensitive to noise are therefore not considered. 
The final class of signal processing systems – CTDA systems (fourth quadrant 
of Fig. 1.1) that only quantize the analog input without sampling it do not have 




the problem of aliasing either. Even though harmonic distortion will still be 
present, most of them will be beyond the frequency band of interest and therefore 
does not affect the system performance, leading to a better signal quality in terms 
of in-band signal to distortion ratio (SDR). On the other hand, discretization in 
amplitude gives CTDA systems most of the advantages of digital systems, such as 
noise immunity and programmability. These benefits make CTDA systems an 
ideal choice for processing biomedical signals. In fact even more attractive 
advantages like reduced power consumption will be gained by using level-
crossing sampling. More details about level-crossing sampling and CTDA 
systems will be discussed in Chapter 3 and Chapter 4 respectively.





CHAPTER 3  
NONUNIFORM SAMPLING AND UNIFORM 
CONVERSION 
 
3.1 Uniform DSP vs. Nonuniform DSP 
A conventional uniform DSP system takes samples from its analog input, 
digitizes and processes them periodically according to a clock. Such a system 
does not take advantage of the statistical properties of the analog input, but 
instead it samples the analog input at a constant rate that is at least twice the 
signal bandwidth, no matter how fast or how slow the signal changes. 
For biomedical signals, such as ECG signals, fast changes only occur in brief 
moments while most of time the signal varies slowly. Sampling such sporadically 
varying signals using the conventional uniform approach would give rise to a 
large number of samples that carry redundant information, wasting power not 
only in digitization, but also in subsequent processing [22, 23]. 
Nonuniform DSP was therefore developed to process signals with a 
combination of fast changes and long periods of inactivity. In [24-26], level-
crossing sampling is first used to digitize the analog input, before Second-order 
polynomial interpolation is used to convert the resulting nonuniform samples back 




into uniform format. The uniform digital signals can then be processed in the 
conventional way. In [27], nearest neighbor interpolation is used for uniform 
conversion due to its lower error in variance estimation. In [28], A local timer is 
adopted for timing quantization, and asynchronous filtering is performed by 
processing the convolution product between the interpolated impulse response 
and the interpolated input signal. In [29-32], an activity selection algorithm is 
employed to select and window the active part of non-uniformly sampled signals. 
Nearest neighbor interpolation is used to resample the active parts of the signal 
before adaptive rate filtering is performed. 
3.2 Level-Crossing Sampling 
3.2.1 Concept 
Unlike conventional uniform DSP systems, which sample the input at a fixed 
clock frequency, level-crossing sampling takes the statistical properties of the 
inputs into consideration [24, 33-36]. Only when a significant change occurs in 
the input will a new sample be generated. For low-frequency or inactive inputs, 
the constant-frequency sampling in conventional uniform DSP systems simply 
wastes power. For level-crossing sampling however, slow inputs naturally result 
in sparse samples, which lead to lower dynamic power dissipation. During silent 
periods of the input, the system waits for a change in the signal while dissipating 
no dynamic power. 
This is achieved by employing a level-crossing ADC that generates samples 
only when the input crosses a predefined set of regularly-spaced amplitude 




boundaries, as illustrated by the dashed lines in Fig. 3.1(a). Each solid line resting 
in the middle of two dashed lines is used to represent the quantized value for 
signals falling within the two boundaries. This finite number of solid lines can 
then be encoded using binary words, yielding the digital representation of a level-
crossing ADC.  
As can be seen from the power dissipation plot shown in Fig. 3.1(b), 
significant power is consumed only during the two time intervals ti-tii and tiii-tiv, 
when substantial changes occur in the analog input. The first interval also has a 
ti tii      tiii        tiv t
(a) Signal waveforms of a level-crossing ADC
(b) Power consumption
ti tii      tiii        tiv t  
Fig. 3.1 (a) Level-crossing ADC: the thick solid curve represents the analog 
input, the thin staircase waveform represents the digital output. The set of 
quantization boundaries are represented by the dashed lines. (b) The 
corresponding power dissipation of the level-crossing ADC. 
 




higher peak than the second interval since during ti-tii the input changes more 
drastically and therefore samples are being generated more frequently. During the 
rest of the time when the input remains more or less constant, the system 
consumes minimum static power mainly due to biasing current and transistor 
leakage. Such adaptive-rate sampling of level-crossing ADC makes it well suited 
for biomedical signals that exhibit burst-type waveforms. 
This however creates another problem since the samples obtained from a 
level-crossing ADC are not uniformly spaced in time, as is the case for a 
conventional uniform-sampling ADC. Most of the available digital signal 
processing theories and techniques were developed based on uniform sampling, 
which means they cannot be directly applied to the digital output of a level-
crossing ADC. Although efforts have been made in developing the corresponding 
theories and techniques for nonuniformly sampled digital signals, no systematic 
approaches have been formed yet. Techniques like general discrete Fourier 
transform and Lomb’s algorithm face problems like noise in spectra [37, 38]. 
With these constraints, a new system that combines level-crossing sampling 
and conventional synchronous processing with the aid of linear interpolation is 
proposed. The overall computation complexity and power consumption of this 
new processing scheme is expected to be significantly lower than those of the 
conventional uniform approach. Matlab simulation on real ECG signals showed 
that the signal quality is preserved with an average error of less than 2%, while 
the average sampling rate of such a new system is only 11.2% of the sampling 
rate of a uniform DSP system. 




3.2.2 Quantization Scheme 
The input-output transfer characteristic of an N-bit middle-tread quantizer 
used for level-crossing sampling is shown in Fig. 3.2. The horizontal axis 
corresponds to the analog input, which is continuous, while the vertical axis 
corresponds to the digital output, which only takes discrete values. The regularly-
spaced dashed lines again represent the quantization boundaries. Δ denotes the 







Fig. 3.2 Input-output transfer characteristic of a middle-tread quantizer. Δ 
denotes the quantizer resolution and Xmax denotes the maximum allowable 
input range. 
 




         
 
  
 , (3-2) 
where D denotes the full dynamic range. The reason why the maximum allowable 
input range is less than the full dynamic range is that one quantization level is 
purposely left unused, in order to preserve odd symmetry in the transfer 
characteristic. 
3.2.3 Hysteresis 
Biomedical signals such as ECG signals are usually very noisy. Such noises 
 
Fig. 3.3 Level-crossing ADC in the presence of noise for (a) quantizers 
without hysteresis and (b) quantizers with hysteresis. In both plots, the thick 
solid curve represents the analog input, the thin solid staircase waveform 
represents the digital output. The quantization boundaries are represented by 
the dotted lines. Δ denotes the quantizer resolution and δhyst denotes the amount 
of hysteresis introduced. 
 




may result from patient body movement, ambient electromagnetic interference as 
well as other various types of disturbances. This has a severe impact on level 
crossing sampling. Every time the analog input approaches a quantization 
boundary, the added noises make the signal crossing that boundary back and forth 
even though it actually is not, as shown in Fig. 3.3(a). This causes the level-
crossing ADC to generate extra unnecessary samples. Such noise-induced 
samples provide no additional information about the signal of interest, yet they 
consume significant power in both the ADC as well as the subsequent DSP. 
To avoid such undesirable noise-induced toggling, hysteresis is purposely 
introduced in the quantizer, as illustrated in Fig. 3.3(b). Normally, when the 
analog input is situated between the two boundaries Li and Li+1, a new sample will 
be generated once the following condition is violated: 
            . (3-3) 
To introduce hysteresis, the above condition is modified as 
   
 
 
                
 
 
     . (3-4) 
In other words, each quantization interval is now widened by an amount equal to 
δhyst. For any two neighboring intervals, the upper boundary of the lower interval 
is no longer aligned with the lower boundary of the higher interval, creating an 
overlapping between the two. This way, when the analog input increases over a 
certain boundary causing the ADC to produce a new sample, it must decrease by 
at least δhyst before another sample to be generated. This prevents the input from 




going back and forth between neighboring intervals in the presence of noise, as 
long as the amount of fluctuation is less than δhyst. 
3.2.4 Simulation with Real ECG Signals 
The choice of sampling resolution N is a tradeoff between signal quality and 
power consumption. A higher sampling resolution which corresponds to denser 
quantization intervals allows the analog input to be tracked more accurately. On 
one hand, a finer set of quantization intervals leads to lower quantization errors 
and therefore improves the signal to noise and distortion ratio (SNDR). On the 
other hand, due to the event-driven nature of level-crossing sampling, small 
variations present in the input can only be captured if the quantization interval is 
narrow enough. However, unlike conventional Nyquist-based DSP, wherein the 
sampling frequency and quantization resolution are independent, the average 
sampling rate in level-crossing sampling has an exponential dependence on the 
quantization resolution used. This implies as N increases, the average sampling 
rate and the resulting dynamic power consumption also rises very rapidly. 
Therefore, a resolution just enough to capture the required degree of accuracy will 
be most desirable. 
To find the sampling resolution suitable for ECG signals, Matlab simulations 
were performed on real ECG signals retrieved from the MIT-BIH database [39]. 
These signals in the database have already been digitized at 360 Hz and 11 bits 
using conventional uniform sampling. To make them suitable for level-crossing 
sampling, these signals were first up-sampled to 36 kHz so that they behave 




nearly the same as analog signals, which are supposed to be seen by level-
crossing ADCs in real scenarios. Extensive level-crossing sampling simulations 
with different values of N were then conducted on different ECG records. With a 
3-bit quantizer used in the level-crossing ADC, the ECG waveforms are barely 
captured: only the QRS waves are captured with all other details lost. Even for the 
QRS waves the peak heights are not accurately reflected due to the coarse 
quantization intervals. Better results are achieved when N=4: the QRS peaks are 
more accurate, although the P and T waves are still missed occasionally. The 
positions of these small waves are however of vital importance for diagnosis, 
which calls for an even higher sampling resolution. The results become 
 
Fig. 3.4 Level-crossing sampling of ECG signal #151 retrieved from the MIT-
BIH arrhythmia database. The solid curve represents the original analog input 
and the series of bubbles represent the level-crossing sampled output. 
 




satisfactory when N is increased to 5 bits. Most of the details are well preserved in 
the digitization process. Fig. 3.4 shows a portion of the level-crossing sampling 
result of record 151 using a 5-bit quantizer. The resulting average sampling rate is 
around 40 Hz, with slight deviations among different ECG records. An 88.8% 
reduction is achieved in the sampling frequency as compared to the original signal, 
yet negligible sacrifice is incurred in signal quality thanks to the signal-dependent 
adaptive-rate sampling of level-crossing ADC.  
The high-frequency noise present in the original signal also needs to be 
suppressed by introducing hysteresis. Despite the gain of noise immunity and 
better robustness, the introduction of hysteresis also causes a certain degree of 
distortion to the digitized output due to the nonlinearities involved in this 
operation [21]. A proper choice for the value of δhyst is therefore needed to achieve 
a good balance between the pros and cons. The best amount of hysteresis should 
be one that is just enough to prevent noise-induced toggling so that the amount of 
distortion introduced is minimized. By observing the ECG records from the MIT-
BIH database, it was noticed that most of the fluctuations caused by noise have 
peak-to-peak amplitudes of no more than a quarter of one quantization interval 
corresponding to a 5-bit quantizer. Therefore, δhyst was chosen to be 25%. This 
parameter of a level-crossing ADC can also be made tunable to accommodate 
different noise levels under different circumstances. 





3.3.1 Comparison of Interpolation Methods 
Due to the many reasons mentioned in Section 3.2.1, the nonuniform samples 
obtained from the level-crossing ADC must first be converted to uniform format 
before any traditional DSP techniques can be applied. Of course uniform 
oversampling would serve the purpose but that again makes the sampling rate 
high, canceling the benefit of reduced power consumption achieved by level-
crossing sampling. Therefore, various interpolation techniques were investigated 
to achieve the uniform conversion while keeping the total number of samples the 
same. 




Predicting signal values from neighboring samples may sound risky, but 
considering the event-driven nature of level-crossing sampling it is realized that 
the signal value between any two consecutive samples is in fact guaranteed to be 
bounded between those two samples, since any further crossing of quantization 
boundaries will trigger the ADC to produce additional samples. Therefore, it is 
fair to conclude that extracting information through interpolation is safe for level-
crossing sampled data.  
Theoretically, if the time and amplitude values of the nonuniform samples are 
known to infinite precision, it is possible to compute the amplitude at any time 
 
Fig. 3.5 Nearest neighbor interpolation result of the level-crossing sampled 
data obtained in Fig. 3.4. The series of bubbles represent the level-crossing 
sampled data, and the solid curve with crosses on it represents the nearest 
neighbor interpolated result. 
 




instant to infinite precision using an infinite degree interpolation polynomial. This 
is obviously not the case in practical scenarios, since the sample values are only 
known to a finite precision (5 bit in this case), and any interpolation scheme must 
also have a finite order for it to be implementable. Therefore, classical techniques 
including nearest neighbor interpolation, linear interpolation and cubic 
interpolation are explored and compared.  
Nearest neighbor interpolation is the simplest interpolation wherein the value 
at the interpolated point is assigned with the value of the closest point [40]. In 
terms of computational efficiency this is the best since it requires no 
multiplication at all. However, the signal quality of nearest neighbor interpolation 
is poor. A staircase-like waveform is obtained after the interpolation as shown in 
Fig. 3.5.  
As shown in Fig. 3.6, for linear interpolation, the weighted average of the two 
closest nonuniform samples at t1 and t2is taken to be the value of the interpolated 
 
Fig. 3.6 Illustration of linear interpolation 
 




point at t [40], given by 
               
    
     
. (3-5) 
The computational complexity of linear interpolation is higher than that of the 
nearest neighbor interpolation, but the signal quality is significantly better. Fig. 
3.7 shows the linearly interpolated result from the nonuniform samples obtained 
in Fig. 3.4. The pointwise average error between the linearly interpolated result 
and the original input is only 1.53%. 
Cubic interpolation forms a third order polynomial that passes through the set 
 
Fig. 3.7 Linear interpolation result of the level-crossing sampled data obtained 
in Fig. 3.4. The series of bubbles again represent the level-crossing sampled 
data, and the solid curve with crosses on it represents the linearly interpolated 
result. 
 




of interpolated points between any two nonuniform samples [40]. The detailed 
algorithm is very complex and is not presented here. Such complexity translates 
into increased circuit area and power consumption, but the signal quality for this 
case is in fact not any better: The resulting waveform is plotted in Fig. 3.8. The 
pointwise average error of the cubic interpolated signal is 1.59%, which is slightly 
higher than that of linear interpolation. 
With the above comparison, linear interpolation is chosen for the proposed 
processing scheme due to its nice balance between signal quality and 
computational efficiency. 
 
Fig. 3.8 Cubic interpolation result of the level-crossing sampled data obtained 
in Fig. 3.4. The series of bubbles again represent the level-crossing sampled 
data, and the solid curve with crosses on it represents the cubic interpolated 
result. 
 




3.3.2 Implementation of Linear Interpolator 
Having decided to adopt linear interpolation, the interpolation frequency fi and 
interpolation resolution M are two parameters need to be determined. The spacing 
between neighboring interpolated points is determined by fi. Similar to the choice 
of level-crossing sampling resolution N, the choice of fi is again a tradeoff 
between signal quality and power consumption. The parts of ECG signals that are 
most sensitive to changes in the interpolation frequency are the QRS waves, 
where the fastest changes take place. If the frequency is not high enough, these 
fast changes are more likely to be distorted than the slowly varying P and T waves. 
Matlab simulation shows that when fi =30Hz, the interpolation results suffer 
severe information loss at the QRS portions. Even when fi is increased to 40Hz, 
the peak heights are not always accurately reflected. Satisfactory interpolation 
cannot be achieved until fi is increased to 50Hz, when all the QRS waves are well 
preserved in the linear interpolation process. 
When linear interpolation is performed, there is also a need for increase in the 
quantization resolution. If the interpolation results keep the same quantization 
resolution of the level-crossing ADC, which is 5 bits in this case, then each 
interpolated point will have the exact same value as one of the two samples V1 
and V2, depending on which one is closer. This effectively becomes nearest 
neighbor interpolation. To get more accurate results through linear interpolation, 
each quantization interval must be further divided, which means the interpolation 
resolution M needs to be higher than the sampling resolution N. Extensive 
simulation is again performed for different values of M. The interpolated signal is 




compared to the original ECG signal by computing the point-wise average error 
between the 36kHz-upsampled versions of the two. The results are summarized in 
Table 3.1.  As can be seen from this table, the average error drops significantly as 
M is increased from 9 bits to 11 bits, but the improvements brought by further 
increase from 11 bits onwards are marginal. The interpolation resolution is 
therefore chosen to be 11 bits. 
Fig. 3.10 shows the block diagram of the linear interpolator implemented. 
Although interpolations can be carried out in real time, there has to be a small 
amount of delay between the level-crossing sampled signal and the interpolated 
signal. This is due to the non-causality of a linear interpolation system: as can be 
Table 3.1 Linear interpolation error for different resolutions 
ECG record index 
Average Error (%) 
M=9 M=10 M=11 M=12 
100 1.64 0.94 0.64 0.55 
101 1.67 0.94 0.65 0.56 
102 1.68 0.92 0.61 0.52 
103 1.81 1.07 0.75 0.65 
104 1.77 1.04 0.74 0.64 
105 1.65 0.93 0.65 0.58 
106 1.76 0.99 0.69 0.60 
111 1.74 0.93 0.61 0.52 
221 1.73 0.97 0.68 0.61 
 




seen from Fig. 3.6, the interpolated value at t not only depends on a past sample at 
t1, but also depends on a future sample at t2. As illustrated in Fig. 3.9, in cases 
when the level-crossing samples, as represented by the bubbles, are much sparser 
than the interpolation interval Ti, then all the interpolated points sandwiched 
between t1 and t2 will depend on the sample at t2 that comes much later. A delay 
 
Fig. 3.10 Implementation of the linear interpolator. The main blocks include a 




Fig. 3.9 Illustration for the need of a memory buffer in the linear interpolator 
 




that equals the maximum possible time difference Tmax between t1 and t2 must 
therefore be waited before any interpolation can be carried out. For my case, this 
value is 0.25 seconds. During this period however, there could also be a large 
number of samples arriving, depending on the rate of change in the analog input. 
These samples need to be saved temporarily for the computations performed 0.25s 
later. A buffer is therefore employed for this purpose. Its capacity is determined in 
such a way that the maximum number of samples generated by the 5-bit level-
crossing ADC within 0.25 seconds can be stored. Every time a new sample is 
received, both its sample value and its quantized time spacing from the earlier 
sample will be saved into the buffer with the oldest set of data discarded. 
However, it is always guaranteed that any sample points generated within the past 
0.25s are ready to be retrieved from the buffer. 
The interpolation counter serves two purposes. The first is to hold the rest of 
the circuits idling for 0.25s upon start-up, as samples are being accumulated in the 
buffer, and then wake them up 0.25s later by asserting the “Start Flag”. The 
second is to request an interpolation result from the computing unit every 0.02s, 
according to the 200Hz interpolation frequency. 
The load counter is adopted to control data loading from the memory buffer to 
the data loader, the outputs of which will be fed into the computing unit for 
computations of interpolated results upon requests from the interpolation counter. 
Every time a new sample is loaded into the data loader, the load counter will be 
reset to zero. Once this counter reaches the time spacing of t2-t1 for the current 
pair of samples loaded in the data loader, a new sample will be read into the 




register for V2 from the buffer, and the old V2 value is passed to the register for V1. 
The same updates happen for the timing data. 
This linear interpolator has been coded using Verilog and synthesized by 
Synopsis Design Compiler using a 0.35µm CMOS technology. Simulation results 
showed this block function just as expected. The total power consumption is 
12.1µW under 3.3-V supply voltage. 
3.4 Digital Filtering 
Having the samples converted to uniform format, signal processing can be 
easily carried out using the available DSP tools. As an example, an FIR high-pass 
filter is designed to remove the low frequency baseline wandering noise in ECG 
signal #151. 




As before, the Remez exchange algorithm in Matlab is used to design a high-
pass FIR filter with parameters summarized in Table 3.2. The interpolated ECG 
signal is filtered by the designed high-pass filter and the output is shown in Fig. 
3.11. It is clear that the baseline wandering noise is successfully suppressed. The 
Table 3.2 Design parameters of the high-pass filter. 
Stop-band edge 0.5 Hz 
Pass-band edge 1.5 Hz 
Pass-band ripple 0.01 
Stop-band attenuation 17 dB 
Filter order 52 
 




entire waveform also shifts upward due to the removal of the DC component, 
which carries no useful information for the analysis of ECG signals. The designed 
FIR filter has an order of 52. By comparison, filters designed for the uniform DSP 
system has an order of 701 due to the higher sampling rate. This implies further 
power saving in the DSP by the proposed scheme.  
In summary, a new ECG signal processing approach that combines level-
crossing sampling with conventional uniform DSP through linear interpolation is 
presented in this chapter. Significant power and area reduction is achievable from 
Matlab and circuit simulations. Although ECG signals are used for demonstration, 
 
Fig. 3.11 High-pass filtered result of the linearly interpolated data. The solid 
curve represents the original ECG signal, while the curve with triangles 
represents the filtered output. 
 




it is believed that other burst-type signals could also derive the same benefits 
when using the proposed processing scheme. 









In Chapter 3, a new DSP approach based on level-crossing sampling and 
linear interpolation is proposed. Even though significant power reduction is 
achievable, this new system still has not made optimal use of the statistical 
properties of the analog input. As can be seen from Fig. 3.7, after linear 
interpolation, the slowly-varying portions of the signal again become densely 
covered with samples. This causes the subsequent DSP block to spend most of its 
processing power on signals carrying redundant information, just like 
conventional uniform DSP. The advantages gained through adaptive-rate 
sampling according to signal activity are therefore lost after the uniform 
conversion. To overcome this drawback and pass on the benefit of signal-
dependent power consumption to the DSP block as well, a new type of system 
called CT DSP systems was investigated. 
 
Fig. 4.1 Block diagram of a CT DSP system. 




A CT DSP system or a CTDA system (fourth quadrant of Fig. 1.1) is a unique 
type of system that operates in continuous time and discrete amplitude. The block 
diagram of a CT DSP system is shown in Fig. 4.1. Symbols with bars on top of 
them are used to represent digital signals in binary form. As compared to the 
block diagram of a conventional uniform DSP system shown in Fig. 1.3, two main 
differences are noticed: the first is the removal of the S/H circuit, which is easy to 
understand since no discretization of time is performed in CT DSP systems. The 
second difference is the absence of a global clock. In a conventional uniform DSP 
system, only periodic samples generated at the clock ticks need to be processed, 
no other information in between will concern the DSP. Therefore operations of all 
the blocks can be synchronized to the same clock. In a CT DSP system however, 




any changes occurring in the analog input is tracked and processed in real time. 
Besides, the time spacing between consecutive samples is also random and 
unpredictable. Therefore, all the blocks will have to operate in continuous time 
without the aid of a global clock. 
In the data acquisition part, the same level-crossing sampling discussed in 
Chapter 3 is used to convert the analog input into digital format, as illustrated in 
Fig. 4.2. However, since no discretization in time is performed, the word “sample” 
in CT DSP has a slightly different meaning as it is used in conventional uniform 
DSP. Instead of extracting information from the analog input in the time domain, 
a level-crossing ADC in a CT DSP system keeps track of any changes in the input 
continuously, and updates its digital output every time an amplitude boundary is 
 
Fig. 4.2 (a) Input signal, level-crossing samples, and quantized signal. (b) 
Digital representation of quantized signal. (c) Delta-modulation of (b). [47] 
 




crossed. In other words, the level-crossing ADC only quantizes its input and 
encodes the result using binary words without discarding any signal information 
between consecutive samples. 
Even though samples generated from level-crossing ADC are not uniformly 
spaced in time, it is possible to process the CT digital signal  ̅ (t) using 
conventional uniform approaches. No interpolation as discussed in Section 3.3 is 
needed any more given the fact that the input of the digital processer is now 
defined at any instant of time. 
Fig. 4.3 shows the architecture of a CT FIR filter to illustrate the concept of 
CT DSP. Although this structure looks very similar to a conventional FIR filter, in 
terms of implementation it actually differs in many details. First of all, all the tap 
delay blocks shown here have to be realized using CT delay elements, like 
current-starved inverter chains for example, instead of conventional registers. 
 
Fig. 4.3 Architecture of a K-th order CT FIR filter. 
 




Second, all the multipliers and adders are free-running combinational circuits not 
controlled by a clock. Asynchronous handshaking is therefore needed at each 
interface to prevent glitches from giving rise to momentary errors. 
The input-output relationship defined by the CT FIR filter in Fig. 4.3 can be 
written as 
 ̅     ∑    ̅      
 
   . (4-1) 
Taking Laplace transform of (4-1) one obtains 
 ̅          ̅   , (4-2) 
whrere H(s) is the transfer function given by 
     ∑    
     
   . (4-3) 
To get the frequency response of this filer, set s=jω in (4-3): 
      ∑    
      
   . (4-4) 
From (4-4) it is obvious that the frequency response of this CT FIR filter is 
periodic in ω with period 2π/τ. In fact it has the exact same form as that of a 
conventional FIR filter with transfer function 
     ∑    
   
   , (4-5) 




where z is the complex frequency variable. This implies conventional DSP 
techniques based on uniform sampling can be applied in the design of CT DSP 
systems as well [41, 42]. 
4.2 Matlab Simulation 
As an example, Matlab simulations with sinusoidal signals were carried out to 
verify the performance of CT DSP systems. The time-domain waveforms and the 
frequency-domain spectra of various signals are plotted in Fig. 4.4 and Fig. 4.5 
respectively. The original analog input (shown by the black curve) was a two-tone 
signal comprising two sinusoids at 13Hz and 41Hz. The purpose of processing 
was to remove the higher tone in the input and uncover the lower tone. Both 
conventional uniform DSP and CT DSP were performed to compare their 
outcomes. 
Conventional uniform sampling was first used to obtain the digital signal 
(shown by the green curve) at a sampling frequency of 100Hz, which is slightly 
higher than the Nyquist rate. This uniformly sampled signal was then passed 
through a 20th-order FIR low-pass filter to obtain the digital output (shown by the 
brown curve). As can be seen from both the time and frequency plots, the 
resulting signal was a clean sinusoid at 13 Hz with the 41Hz tone removed. The 
design parameters of the FIR low-pass filter were summarized in Table 4.1 below. 
Table 4.1 Design parameters of the low-pass filter. 
Pass-band edge 21 Hz 




Stop-band edge 33 Hz 
Pass-band ripple 0.0041 
Stop-band attenuation 47.7 dB 
Filter order 20 




By comparison, level-crossing ADC was performed to obtain the CT digital 
signal (shown by the red curve) using a 5-bit quantizer. This CTDA signal was 
then passed through the same 20th-order FIR low-pass filter but in the CT DSP 
manner to get the CT digital output (shown by the blue curve). As can be seen, the 
resulting waveform after CT filtering to a great extent resembles the shape of the 
conventional DSP output, just with high-frequency noises out of the frequency 
band of interest, which will be removed by the analog low-pass filter after the CT 
 
Fig. 4.4 Time-domain waveforms of a CT FIR low-pass filter: the black curve 
represents the original analog input; the green curve represents the digital 
signal obtained from conventional uniform sampling; the red curve represents 
the CT digital signal obtained from level-crossing ADC; the brown curve 
represents the digital signal processed using the conventional uniform 
approach; the blue curve represents the CT digital signal processed using CT 
DSP. 
 




DAC. The same consistent result was also observed from the spectra in the 
frequency domain: both the brown and blue curves have the second peak at 41Hz 
removed while preserving the first peak at 13Hz.  
Since Matlab, which is a computer software based on computations of arrays 
and matrices, can only deal with discrete signals, all CT signals mentioned above 
are actually discrete-time with a sampling frequency as high as 1MHz, so they 
effectively behave like CT signals without much influence on the results. 
 
Fig. 4.5 Frequency-domain spectra of a CT FIR low-pass filter: the green 
curve represents the digital signal obtained from conventional uniform 
sampling; the brown curve represents the digital signal processed using the 
conventional uniform approach; the blue curve represents the CT digital signal 
processed using CT DSP. 
 





Fig. 4.6 Plot of input speech signal (top) and the instantaneous power 
consumption (bottom) of the CT ADC/DSP/DAC system [43]. 
At this stage it is still hard to quantify the amount of power reduction 
achievable using CT DSP, due to its different implementation as compared to 
conventional uniform DSP systems. It may appear that the output of a CT DSP 
system gets updated quite frequently, but the amount of computation required by 
each update is actually much smaller than that for a conventional DSP system. In 
a conventional FIR filter, each update in the output requires multiplication at all 
the filter taps, while in a CT FIR filter, every update is triggered by only one 
multiplier which encounters new samples. In fact, the processing power of a CT 
DSP system can even be further reduced by employing the technique of 
asynchronous delta modulation, which is able to eliminate all the multipliers by 
using simple adders. More details about asynchronous delta modulation will be 
discussed in Section 4.5. Moreover, the power consumption of a CT DSP system 




is strongly dependent on its input activity. For sporadically varying signals which 
contain long periods of silence, it is believed that CT DSP will lead to much lower 
power consumption. To illustrate this, the power measurement results of a real CT 
speech signal processing system [43] is cited in Fig. 4.6. As can be seen, the 
instantaneous power corresponding to the slowly-varying portions of the input is 
only about one quarter of the amount corresponding to the rapidly-varying 
portions. 
 
Fig. 4.7 Four input-output equivalent representations of a CT ADC-DSP-DAC. 
The top row shows an actual implementation of a CT ADC-DSP-DAC while 
the others are mathematical simplifications, resulting in a simple but 
equivalent system at the bottom. [44] 
 




4.3 Quantitative Analysis of Quantization Distortion 
In section 2.1, the quantization noise floor due to aliasing in conventional 
uniform DSP systems was explained. The immunity of CT DSP systems to 
aliasing and the resulting better signal quality was also briefly touched. It is 
obvious that without aliasing, the in-band quantization distortion of a CT DSP 
system is much less severe as compared to a conventional DSP system. However, 
it is unclear how much the signal quality improves quantitatively and how such 
improvement may vary as the input signal varies. In [44], an equivalent model of 
the CT DSP system was proposed. This model enables quantitative analysis of the 
in-band SDR, so that comparison of signal quality with conventional uniform 
DSP systems can be made. 
The process of deriving the equivalent system model is illustrated in Fig. 4.7. 
The basic idea was to capture any nonidealities associated with both the CT ADC 
and the CT DAC using quantizers, the impact of which could then be analyzed 
mathematically. First, the M-bit DAC is decomposed into an ideal DAC with 
infinite resolution in series with an M-bit quantizer. Next, the ideal DAC is 
swapped in sequence with the CT DSP block originally preceding it. This 
swapping step, however, creates a problem since the DSP block which operates 
on digital input and digital output is now forced to operate on analog input and 
analog output. Therefore, an analog operator f(), which processes its input signals 
in the same manner, is added to replace the original DSP block. Finally, the N-bit 
ADC and the ideal DAC is combined into a simple N-bit quantizer. The resulted 
equivalent model shown in Fig. 4.7(d) then reduces the comparison with 




conventional DSP systems to the study of quantizers and their output spectra 
within the frequency band of interest. 
Although the process of going through a CT quantizer is nonlinear, certain 
categories of inputs could still be analyzed mathematically. Using Fourier series 
expansion, closed-form expressions that describe the quantizer output given a 
symmetric sinusoidal input of arbitrary amplitude can be derived. Quantitative 
analysis of signal quality could then be carried out using these expressions. 
 
Fig. 4.8 The improvement in SDR of an 8-bit CT quantizer over a Nyquist-rate 
sampled quantizer acting on a 1kHz sinusoid with a bandwidth of 26kHz as a 
function of amplitude [44]. 
Fig. 4.8 shows the improvement in in-band SDR of a CT quantizer over a 
conventional uniformly-sampled quantizer when changing the amplitude of the 
input sinusoid. Rapid variations are observed in the improvement in SDR, 
indicating a strong dependence on the input amplitude. This can be explained by 
partitioning the quantization error waveform into “tip” portions and “sawtooth” 
portions, as illustrated in Fig. 4.9. The tip portions correspond to slowly-varying 




portions of the input, which, for the case of a sinusoid, are at its peaks. The 
sawtooth portions results from steeper portions of the input, when quantization 
levels are crossed more quickly. These two portions of the error waveform 
contribute differently to the spectrum: the tip portions contribute to low-frequency 
distortions that usually fall within the baseband, while the sawtooth portions result 
in high-frequency harmonics that usually lie beyond the baseband. Since the tip 
portions are very sensitive to the input amplitude, the in-band SDR of a CT 
quantizer experiences tremendous fluctuation as the input amplitude varies. 
However, an improvement of at least 10dB is still achievable for a CT quantizer 
over a conventional quantizer. 
 
Fig. 4.9 The total error waveform is the sum of the ‘tip’ portion and the ‘sawtooth’ 
portion [44].  
The same consistent result was also verified by computer simulation. Fig. 4.10 
compares the quantization error of a CT DSP system with that of a conventional 
DSP system. As seen, the quantization error of a CT DSP system increases with 
the bandwidth to input frequency ratio, while that of a conventional DSP system 




stays constant. This is because a higher bandwidth will include more harmonic 
components in a CT DSP system, leading to a larger quantization error. In a 
conventional DSP system however, all the harmonic components will be aliased 
into the baseband, thus any increase in the bandwidth will not introduce more 
distortion. Nonetheless, even when the bandwidth is 1000 times higher than the 
input frequency (in which case 1000 harmonic components will fall within the 
baseband for a CT DSP system), the total in-band quantization error of a CT DSP 
system is still much lower than the value for a conventional DSP system. 
 
Fig. 4.10 Quantization power relative to signal power for a sinusoidal input, as a 
function of the ratio of bandwidth to input frequency. No oversampling is 
assumed in the case of conventional DSP [41]. 
4.4 Variable-Resolution Quantizing Scheme 
Even though level-crossing ADCs consume less power for slow and inactive 
inputs as compared to conventional uniformly-sampled ADCs, they may actually 
generate more samples for fast inputs and therefore give rise to higher dynamic 
power dissipation. Take a full-scale maximum-frequency sinusoidal input as an 




example, a uniformly-sampled ADC only needs to take minimally two samples 
per cycle, which corresponds to the Nyquist rate, while a level-crossing ADC has 
to take 2
N+1
-4 samples per cycle, where N is the quantizer resolution in bits [21]. 
This number is usually much larger than 2, especially when a high resolution is 
used for the level-crossing ADC. Therefore, ways to reduce the high sampling 
rate of a level-crossing ADC for fast inputs have always been sought for. The 
technique of variable-resolution (VR) quantizing was then proposed to alleviate 
this problem [45]. By adapting the quantizer resolution according to signal 
activity, significant dynamic power saving is achievable without in-band 
performance degradation. 
In addition to reducing the number of samples generated for fast inputs, the 
VR quantizing scheme also yields a number of indirect advantages. In level-
crossing sampling, the minimum time-spacing between consecutive samples is 
defined as the granular time TGRAN [21]. Obviously TGRAN corresponds to the 
steepest portion of the maximum-frequency input, where quantization levels are 
crossed most frequently. Now that the steep portions of fast inputs are quantized 
with larger steps, TGRAN will become longer, relaxing the speed requirements on 
the hardware. 
In CT FIR filters, each tap delay block is implemented with a chain of delay 
cells instead of a simple register as in conventional FIR filters. Each delay cell 
must have a delay of less than or equal to TGRAN, and the number of such delay 
cells needed in each tap delay block is equal to τ/TGRAN, where τ is the tap delay 
value used in designing the desired frequency response. Since TGRAN has increased, 




the number of delay cells can be reduced, leading to a reduction in chip area, as 
well as further reduction of both static and dynamic power dissipation due to the 
reduced number of delay cells. Considering the total number of delay cells used to 
build a CT FIR filter, which usually goes to tens of thousands, the area and power 
reductions may indeed be substantial. 
The basic idea of VR quantizing is to adjust the resolution according to the 
input activity: slowly varying portions of the input are quantized with maximum 
precision to best track any small changes, whereas fast deviations are tracked 
more efficiently with larger steps, reducing the number of samples generated. 
However, it is of vital importance to ensure that such lowering of the resolution 
does not degrade the quality of the system performance. 
In section 4.3, the quantization distortion was studied by partitioning the error 
waveform into “tip” portions and “sawtooth” portions. These two portions affect 
different frequency ranges of the signal. Having realized this difference, it is safe 
to conclude that fast portions of the input, which contribute out-of-band 
harmonics, can be quantized with a lower resolution without degrading the in-
band performance. This is valid since although the total mean square error of the 
signal would increase due to a larger high-frequency error, the in-band SDR 
would still remain unaffected.  
An example of VR quantizing was cited in Fig. 4.11. Among other choices, a 
symmetric reduced-resolution transfer characteristic achieved by skipping an even 
number of steps was chosen. This is a choice with good reasons: first, only by 




skipping an even number of steps is it possible to preserve the symmetry of the 
transfer characteristic, which ensures a zero-mean quantization error that does not 
increase the in-band distortion; second, no additional reference thresholds or 
output levels are needed in this scheme when the ADC operates in low-resolution 
mode, adding little to the hardware overhead. 
Formulas for determining the slope thresholds could be derived as 
              
         , (4-6) 
where fBW is the bandwidth of the input, k is the ratio of the step size in low-
resolution mode to the minimum step size in maximum-resolution mode, which 
can only take odd integer values like 3, 5, 7…, and Δ is the minimum step size. 
The Sthreshold obtained using this formula allows the minimum sawtooth frequency 
to be kept m decades away from the band of interest. 
 
Fig. 4.11 VR quantizing achieved by skipping two steps. (a) VR transfer 
characteristic. (b) Example output. (c) Resulting symmetric quantization error. 
[45] 
 




With the above slope threshold selection criterion and the VR quantizing 
scheme shown in Fig. 4.11, Matlab simulations were performed to evaluate the 
performance of a CT DSP system with VR quantizing. It is shown in Fig. 4.12 
that, for a maximum 8-bit VR quantizer, although the peak SDR values are not as 
high as those of an 8-bit fixed-resolution (FR) quantizer, the worst-case SDR 
values corresponding to the valleys are practically the same. Since the 
performance is always characterized by the worst-case scenarios, the lowering of 
the peak SDR values is not considered degradation of the system performance. 
4.5 Asynchronous Delta Modulation 
One distinct feature of level-crossing sampling is that every time a new 
sample is generated, its value always differs from the previous sample by 1 least 
significant bit (LSB). Specifically, there could only be two cases: either the new 
 
Fig. 4.12 SDR for a small range of amplitudes of a 400-Hz sinusoid for a 
maximum 8-b VR, an 8-b FR quantizer, and a 7-b FR quantizer. SER is 
calculated in a 3.6-kHz voice bandwidth, with quantizer slope threshold selected 
to keep the sawtooth frequency a decade away from the band of interest. [45] 
 




sample is one LSB larger than the previous sample, or it is one LSB smaller. 
Therefore, instead of transmitting the complete binary word for each sample, one 
could simply transmit two bits indicating whether the signal has increased, 
decreased, or remained unchanged. This leads to the technique of asynchronous 
delta modulation [46], as illustrated in Fig. 4.2(c). For subsequent DSP, a simple 
up/down counter can be used to reconstruct the complete binary word. The 
architecture of a CT FIR filter implemented using asynchronous delta modulation 
is shown in Fig. 4.13. As compared to the original design shown in Fig. 4.3, the 
number of delay lines has reduced from N to only two, where N is the quantizer 
resolution. Considering the huge number of delay cells used to build each delay 
block, the use of asynchronous delta modulation indeed provides tremendous 
power and area savings. 
 
Fig. 4.13 Architecture of a CT FIR filter implemented using asynchronous delta 
modulation. 
In fact, the above design may even be further simplified by combining the 
up/down counters with the coefficient multipliers: instead of counting up or down 




every time by 1 LSB, the counter can be modified to count up or down by a step 
equal to the filter coefficient. This way, all multipliers can be eliminated, further 
reducing power and area. The architecture of the improved design is shown in Fig. 
4.14. 
 
Fig. 4.14 Improved architecture of a CT FIR filter implemented using 
asynchronous delta modulation. 
4.6 Benefits and Drawbacks of CT DSP Systems 
Event-based sampling, with level-crossing sampling being one typical 
example, originated a long time ago in designing control systems, where it took a 
long time to mature due to the lack of systematic design approaches. Its 
application in DSP systems is much more recent [47]. Having its own benefits and 
drawbacks, it is believed that CT DSP employing level-crossing sampling will 
also need time and effort to become mature for industrial and commercial use. 
In summary, by being continuous in time and discrete in amplitude, CT DSP 
systems combine both advantages of conventional digital systems and 




conventional analog systems. On one hand, quantized amplitude allows signal 
processing that involves only ‘0’s and ‘1’s, giving rise to the benefit of noise 
immunity and programmability. On the other hand, it does not suffer from 
aliasing by being continuous in time. Signal dependent sampling rate results in 
power saving for slowly varying and inactive portions of the input. The nature of 
level-crossing sampling also allows immediate response to sudden changes in the 
input signal, and enables the use of asynchronous delta modulation, which leads 
to even further power and area savings. 
Even though CT DSP systems sound very attractive with all the benefits 
described above, they also suffer from many drawbacks. First, due to the absence 
of a clock, asynchronous design techniques need to be used for the design of CT 
DSP systems. However, unlike conventional asynchronous digital systems, which 
only seek to preserve the relative ordering of samples, CT DSP systems require 
the exact time spacing between consecutive samples to be preserved as well. This 
is a very challenging task as it implies every part of the entire system must have 
signal-independent delay. 
In addition, the huge number of delay cells needed to realize FIR filters is one 
serious drawback of CT DSP systems, for it is too costly in terms of power and 
chip area. Besides, process variation makes the exact amount of time delay caused 
by each delay cell very hard to control, unless special techniques like delay-
locked-loops are used, but that will inevitably make the system even more 
complicated. Therefore, ways to improve the design of tap delay blocks are still in 
bad need. 




Moreover, unlike uniformly-sampled ADCs used in conventional DSP 
systems, level-crossing ADCs need to track the analog input in real time, and 
respond immediately once a quantization level is crossed. Therefore, the static 
power consumption of a level-crossing ADC is expected to be much higher than 
that of a conventional ADC. 
Despite all these drawbacks, the fact that CT DSP systems work in continuous 
time makes it impossible for the output to be directly stored, as it would require 
infinite memory to store an infinite number of data points, unless they are 
resampled and digitized in the conventional way. Timing quantization can be an 
alternative: by quantizing the time spacing between consecutive samples, the 
timing information can be stored together with the amplitude of the signals. But 
not only will this approach require huge amount of additional data storage if high 
accuracies are needed, but more importantly, any attempt to quantize time will 
destroy the benefits of aliasing-free processing and alter CT DSP systems into 
conventional sampled system [21]. This serious drawback limits CT DSP to real-
time processing applications only. To overcome this problem, a novel timing 
storage circuit will be introduced and discussed in CHAPTER 5. 
 





CHAPTER 5  
MEMRISTOR-BASED TIMING STORAGE 
CIRCUIT 
 
5.1 The Memory Effect of Memristors 
The resistor, the capacitor and the inductor have been known as the three 
fundamental passive circuit elements for a long time. In 1971, Professor Leon 
Chua from the University of California at Berkeley reasoned from symmetry that 


















Fig. 5.1 The four fundamental passive circuit elements and four fundamental 
circuit variables 
It was noted that there are six different mathematical relations connecting 
pairs of the four fundamental circuit variables: current i, voltage v, charge q and 
magnetic flux φ, as shown in Fig. 5.1. Among these six relations, two are 
determined by fundamental physics laws or definitions. First, charge is defined as 





Faraday’s law of induction states that voltage is the time rate of change of 





The remaining four relations describe characteristics of the four fundamental 











Inductance is the rate of change in magnetic flux with respect to current: 














Therefore, memristance can be interpreted as the slope at an operating point on 
the φ – q curve [48], as illustrated in Fig. 5.2. 
 
Fig. 5.2 Plots of a φ – q curve and its corresponding M – q characteristic. 
If both the numerator and denominator of the right hand side of (5-6) are 
divided by dt, and substitute (5-1) and (5-2) into the result, the following relation 
can be obtained: 
















From (5-7) it is realized that a memristor relates its voltage and current in the 
same way as a resistor does, but only at fixed operating points. This is because 
memristance is a function of charge rather than current. In the case of linear 
elements, which mean a memristor with a linear φ – q characteristic and a resistor 
with a linear v – i characteristic, the memristance and resistance will be constant 
regardless of the operating points. In that case, the memristor is identical to the 
resistor. However, if the φ – q characteristic of a memristor is nonlinear, like what 
is shown in Fig. 5.2, then M itself will be a function of q, leading to a more 
interesting scenario. 
With memristance M being a function of charge q, the instantaneous 
resistance (resistance at a particular operating point) of a memristor seen by 
external circuit components will be depending on the net amount of charge that 
has flown through it. As shown in Fig. 5.3, when current flows through the 
memristor in one direction, the memristance starts to decrease, and the larger is 
the current magnitude, the faster will the memristance be dropping. When current 
flows in the opposite direction, the memristance starts to increase; when current is 
stopped, the memristor retains the memristance value it last had until current 
starts to flow again. This nonvolatile nature of memristors makes them an 
attractive candidate for the next generation memory technology, in fact not only 
for two-state digital memories, but also for multi-state or even continuous-value 
memories [49-53]. This is also the reason why Chua named this device 




“memristor”, which stands for memory resistor, as the instantaneous resistance of 
a memristor not only depends on the present state, but also depends on the history 








Fig. 5.3 Change in memristance under different current levels and directions. 
Although the concept of memristor proposed by Chua sounds to be an 
interesting circuit element with attractive features for many different circuit 
applications, no real examples of memristors have been found in nearly forty 
years until in 2008, a team at Hewlett-Packard Laboratory announced their 
development of the world’s first real memristor based on thin-film devices [54]. 
The structure of the memristor implemented by HP is shown in Fig. 5.4. The 
device is essentially a thin film of titanium dioxide (TiO2) of thickness D 
sandwiched between two metal contacts. The film is not uniformly doped along 
its thickness: only a region at the left side with thickness w is doped while the rest 
is intrinsic. The doped region has a certain percentage of its oxygen missing 
(TiO2-x), with x depending on the doping concentration. These oxygen vacancies 




make the doped region more conductive than the intrinsic region. The total 
resistance of the film is then equal to the resistance of the doped region in series 
with the resistance of the intrinsic region. If an external bias is applied across the 
device, the positively-charged oxygen vacancies will drift in the direction of the 
electric field, causing the boundary between the two regions to move [25]. The 
total resistance of the device will then be altered. 
 
Fig. 5.4 Structure of the HP memristor and the coupled variable resistor model 
[22]. 
Based on the understanding of the device mechanism, HP proposed a coupled 
variable resistor model that allows analysis of changes in memristance as a result 
of charge movements quantitatively. For the simplest case of ohmic conduction, 
the following equation is obtained: 
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(5-8) 
where v(t) is the instantaneous voltage across the device and i(t) is the 
instantaneous current through it; w(t) is the instantaneous width of the doped 
region; RON and ROFF are the resistance values corresponding to w being D and 0 
respectively. If linear ionic drift in a uniform field with average ion mobility μv is 
assumed, the following simple differential equation can be derived: 
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(5-9) 
Substitute (5-1) into (5-9), the following is obtained: 
       
   
 
    . (5-1
0) 
By substituting (5-10) into (5-8), the memristance of the device can be obtained as 
a function of charge q: 
                    




The charge dependence in the above expression leads to the memristive behavior 
of the device. 
5.2 Sandglass Analogy 
By taking advantage of the ability of memristors to store continuous values, a 
novel timing storage approach is proposed. The basic idea is to track the amount 
of time elapsed using an electronic implementation of sandglasses. How a real 




sandglass can be used to track time is first illustrated in Fig. 5.5(a) to facilitate 
understanding of the proposed approach using memristors. Initially, all the sand is 
in chamber β at the bottom. At instant t1, event X occurs; the sandglass is flipped 
over and the sand starts to trickle down from chamber β to chamber α. At instant 
t2, event Y occurs; the sandglass is suspended horizontally to prevent any further 
movement of the sand between the two chambers. The time duration T1 between 
event X and event Y is then stored in this sandglass. Upon reproduction, one can 
simply turn the sandglass in the opposite direction to allow the sand in chamber α 
to trickle back to chamber β. The same amount of time T2 will be needed for all 
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Fig. 5.5 (a) Illustration of time tracking using a sandglass. (b) Illustration of 
time tracking using a memristor. 




record timing, due to the careful design of the sandglass: the opening between the 
two chambers is so small that regardless of the depth of sand in the upper 
chamber, the rate of sand flow is always constant (like velocity saturation of 
electrons in a metal-oxide-semiconductor (MOS) transistor). This same constant 
flow rate when positioned in either direction guarantees it will take the same 
amount of time for the same amount of sand flow, whether from chamber α to 
chamber β or from chamber β to chamber α. 
Similarly, a memristor can be employed to achieve the same function 
electronically. As shown in Fig. 5.5(b), the initial memristance of a memristor is 
M1. At instant t1, event X occurs; a constant current source with current I is 
connected to the memristor in series, causing the memristance to decrease. At 
instant t2, event Y occurs; the constant current source is disconnected. The 
memristance then stays constant at M2. The difference between M1 and M2 reflects 
the time duration between event X and event Y. When reproduction is required, 
the memristor can simply be reconnected to the same constant current source, but 
in the opposite orientation. The memristance then starts to increase, since the net 
amount of charge that has passed through the memristor is now decreasing due to 
the reversed current direction. The same amount of time between events X and Y 
will then be needed for the memristance to increase to its original value M1. This 
is because for the original memristance value to be restored, the net amount of 
charge that has passed through the memristor must be zero. In other words, the 
same amount of charge passed through the device in the recording phase must be 




passed through the device in the reproducing phase as well. Since the current is 
the same, the time should also be the same. 
5.3 Memristor Models 
In order to design memristor-based circuits, a compact memristor model that 
is able to simulate its charge-dependent memristance characteristic is needed. In 
my design, a SPICE behavioral model proposed by Mahvash et al [55] was used. 
This model tracks the amount of charge flow using an ideal capacitor, and uses 
the voltage drop across this capacitor together with the branch current to control 
the output of a dependent voltage source, which eventually defines the current-
voltage relation of this two-terminal device. The M-q characteristic of this model 
was developed based on the coupled variable resistor model shown in Fig. 5.4. 
This behavioral model simulates the memory effect of a memristor elegantly 
using a simple ideal capacitor. It allows me to simulate large-scale memristor 
circuits with much better time-efficiency compared to other more complicated 
models. However, most of the available memristor models including this one I’ve 
chosen have convergence problems due to the non-Markovian nature of 
memristors, which create a lot of troubles when performing transient simulations. 
This problem has to be dealt with by carefully introducing all kinds of small non-
idealities and mismatches in the circuits, but they have to be small enough so that 
circuit behaviors will not be altered significantly. 




5.4 Circuit Implementation 
All the circuits shown in this paper were designed using a 0.35-µm CMOS 
technology, and they work under a 3.3-V DC power supply. As mentioned in 
Section 4.1, CT DSP systems operate without clock synchronization. As a result, 
asynchronous design techniques have to be used for the entire system, which 
means every circuit block are to be custom designed with little help available 
from digital synthesis tools. In addition, unlike conventional asynchronous digital 
systems, which only seek to preserve the relative ordering of samples, CT DSP 
systems require the exact time spacing between consecutive samples to be 
preserved as well. Therefore, extra caution needs to be exercised to ensure 
constant delay along signal paths. 
In Fig. 5.5(b), a constant current source is used to change the memristance 
value of a memristor. Although a constant voltage source will also generate 
current causing the memristance value to change, a constant current source is still 
a better option for the following reason: when a constant current I is passing 
through the memristor, the accumulated amount of charge that has passed through 
the device can be expressed as 
       . (5-1
2) 
When (5-12) is substituted into (5-11), the memristance as a function of time 
becomes 
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(5-13) 
A linear relation between time and memristance is established. In the case of a 
constant voltage source, during the recording phase the memristance will decrease 
at an increasing rate, since with the same voltage, lower memristance will lead to 
larger current, causing the memristance to decrease even faster. This is 
undesirable because it will degrade the accuracy for the recording of short time 
intervals. For this consideration, a constant current source is preferred for the 



















































Fig. 5.6 Schematic of a single timing storage cell. 
The schematic of a single timing storage cell based on a single memristor is 
shown in Fig. 5.6. Transistors M1-M6 form a Wilson current mirror [56]. 




Compared to conventional two-transistor simple current mirrors, this current 
mirror exhibits a much higher output resistance with only a small sacrifice of one 
threshold voltage Vth plus one saturation voltage Vdsat in the output voltage swing. 
This is achieved by forming a feedback loop with transistors M3-M6. The higher 
output resistance of this current mirror leads to smaller variations in the output 
current when the output voltage changes, which is exactly what is needed to keep 
a constant rate of change in the memristance value during the recording (WT) and 
reproducing (RD) phases. Transistor M7 serves as a switch to turn on and off the 
current through the memristor. When neither “RD” nor “WT” is asserted, the 
output of the OR gate will be zero, tuning on transistor M7, which pulls the drain 
of M5 to Vdd, forcing the branch current to be zero. 
The J-K flip-flop (JKFF) on the top right corner is configured as a toggle flip-
flop (TFF) by keeping both its J and K inputs tied up to Vdd. It is used to trigger 
the start and finish of a reproducing event. Before use, this TFF should first be 
cleared, so that the “RD_state” and “        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅” outputs become ‘0’ and ‘1’ 
respectively. This keeps switch S5 on but switch S6 off. The negative input of the 
comparator is therefore connected to ground. Since the positive input is connected 
to Vref, a reference voltage level above zero, the comparator output “COMP_rslt” 
stays at ‘1’. “RD_start” is an external signal which informs the circuit to 
reproduce a previously recorded time interval by generating a very short pulse of 
‘0’, and stays at ‘1’ during the rest of the time. This makes the output of the 
NAND gate ‘0’ initially. 




Fig. 5.7 shows the simulation waveforms of the circuit to record and 
reproduce a 30-ms time interval. At 0.03s, the recording event began, as indicated 
by the rise of “WT” from ‘0’ to ‘1’. This turned on switches S1 and S4, and at the 
same time, the output of the OR gate became ‘1’, turning off M7 and a constant 
current was built up instantly from M5 and M6. This current flowed through the 
memristor from the anode, causing its memristance to drop at a constant rate, as 
reflected in the constant decrease in Vpos. At 0.06s, “WT” went back to ‘0’ and the 
recording event ended. At 0.13s, a short pulse of ‘0’ at “RD_start” created another 
short pulse of ‘1’ at the clock input of the TFF, causing the state to toggle. The 




output “RD” of the AND gate became ‘1’, turning on switches S2 and S3. The 
same constant current flowed through the memristor, only the direction was 
reversed. The memristance value started to rise, as can be seen from the constant 
increase in Vneg, which was then connected to the negative input of the comparator 
to be compared against Vref. At 0.16s, “COMP_rslt” dipped down to ‘0’ as Vneg 
reached the same level of Vref, and a series of changes was triggered in a very 
short period of time: First, the output “RD” of the AND gate became ‘0’, which 
stopped the constant current and disconnected the memristor by turning of S2 and 
S3. Second, the drop of “COMP_rslt” from ‘1’ to ‘0’ propagated through the 
 
















































NAND gate to present another rising-edge at the clock input of the TFF, causing 
the state to toggle again. Although this would connect the negative input of the 
comparator back to ground, making “COMP_rslt” reasserted, “RD” would remain 
at ‘0’ given the cleared “RD_state”. At this point in time, everything was reverted 
to the original state, and the circuit would be ready for the next round of recording 
and reproducing events. 
5.5 Practical Considerations 
Having explained the working mechanism of the timing storage circuit, there 
are a few practical issues which need to be properly addressed to guarantee the 
robustness and accuracy of timing storage. 
Table 5.1 Parameter values for memristor model 
Parameter Quantity Value 
RON Minimum memristance 400 kΩ 
ROFF Maximum memristance 98 MΩ 
µV Ion drift mobility 5×10
-14 m2/(V·s) 
D Device thickness 5 nm 























































































































Fig. 5.8 Range of memristance values used considering process variation. 
First of all, although the memristor model used for simulation has fixed 
parameter values summarized in Table 5.1, physical implementation would 
inevitably see memristors with different values due to process variation. As can 
be seen from (5-13), µV and D only control the rate of change in memristance with 
no influence on the absolute range. For each individual memristor, no matter how 
fast or how slow the memristance changes with a constant current, this change 
rate remains the same during the recording and reproducing phases. Therefore, 
variations in µV and D would not affect the accuracy of timing storage, although it 
would affect the maximum length of time intervals that can be stored in a single 
memristor. In my design, the Wilson current mirror produces a constant current I 
of 27 nA when turned on. The choice of this current magnitude was determined in 
such a way that the resulting maximum storable interval length (44.6 ms in our 
design) is just sufficient to cover the maximum expected spacing between 
consecutive samples (43.3 ms in our design), so that the accuracy of short interval 
storage can be maximized. On the other hand, variations in RON and ROFF would 




directly affect the accuracy since the same Vref is used for all the cells. As 
illustrated in Fig. 5.8(a), when two memristors with different ROFF values are used 
to record the same interval, the reproduced results differ quite significantly. Had 
the ROFF value corresponded to a Vneg even lower than Vref, reproducing of a 
stored interval would take forever to complete. To resolve these problems, a 
usable range of memristance values between Rmin and Rmax needs to be chosen 
based on my estimations of the maximum possible variations in RON and ROFF. As 
illustrated in Fig. 5.8(b), this usable range of memristance values must be 
bounded by the minimum value of RON and the maximum value of ROFF. Before 
being used, each memristor would first be reset to the same value of Rmax, which 
determines the value of Vref as 
              , 
(5-14) 
where VS2 is the voltage drop across switch S2 during the reproducing phase. The 
same circuit shown in Fig. 5.6 can be used to perform reset by recording an 
interval of Trst for each memristor. After reproducing, the memristance values 
would stay right at Rmax as Vneg reaches the level of Vref defined in (5-14). If it is 
assumed that         , from (5-13) it can be deduced that the reset interval 
length Trst must satisfy 
     
    
    
    
       
 
            
  (5-15) 
for every memristor to be properly reset, where Dmax denotes the maximum device 
thickness and µV,min denotes the minimum ion drift mobility, while RON,min and 




ROFF,max denotes the minimum value of RON and the maximum value of ROFF 
respectively. 
Secondly, all the five switches connected to the memristor should be 
implemented as CMOS transmission gates instead of simple NMOS or PMOS 
switches to minimize charge injection. From (5-11) it is obvious that the 
memristance value depends on the net amount of charge that has flown through a 
memristor. Since a constant current that is as small as 27 nA has been chosen to 
save power, the memristor model was parameterized to be very sensitive to any 
small amount of charge movements. Therefore, any charge injection through 
transistor parasitic coupling during ON/OFF switching can significantly affect the 
memristance value and hence alter the stored timing information. To alleviate this 
problem, transmission gates with the same minimum-size NMOS and PMOS 
transistors were employed. The complementary control signal was carefully 
generated to have the same slope as the original control signal to fully cancel out 
the charge injected from the NMOS with the charge injected from the PMOS. 
Although not used, half-size dummy switches with both terminals shorted and 
controlled by an inverted switching signal can also be added to further reduce 
charge injection at the expense of nearly doubled switching power and area. The 
use of transmission gates also yields another benefit: the total equivalent on-state 
resistance of a transmission gate is almost independent of the output voltage, 
while a single transistor switch exhibits varying on-state resistance. Although the 
on-state resistance of a MOS transistor is very small compared to the memristance 




of the memristor, any variations in it would still alter the level of Vneg and 
therefore interfere with the decision making of the comparator. 
Last but not least, any transistor leakage current passed through the memristor, 
no matter how small, will get accumulated and change the memristance over time. 
Therefore, instead of trying to minimize leakage using techniques such as power 
gating, this problem is approached from a different perspective. By arranging the 
four switches S1-S4 in a perfectly symmetric topology with respect to the 
memristor as shown in Fig. 5.6, it managed to cancel out the leakage through the 
memristor. Although non-zero off-state current does exist through these switches 
when the circuit is idling, no observable current flows through the memristor, 
keeping the stored timing information intact. The key point is to keep all four 
switches off during the idling state, as any switch that remained on will disturb 
the symmetry and cause the leakage cancelation to fail. 
5.6 Comparator Design 
The comparator is an important block in this timing storage circuit for two 
reasons: first, it is responsible for detecting the instant when Vneg crosses over Vref 
during the reproducing phase and hence directly affects the accuracy. However, 
this does not mean an infinite resolution would be needed to achieve perfect 
reproduction. For example, if the minimum resolvable input difference of the 
comparator is δ, then by the time the comparator detects the crossing Vneg should 
have already reached the level of Vref + δ. This will not necessarily cause any error 
if the amount of overshoot is consistent in every recording/reproducing cycle. To 




be specific, if the memristor always starts and stops at the same memristance 
value of Rmax + δ/I, it should also take the circuit the same amount of time to 
traverse this extra amount during the recording and reproducing phases. Second, 
due to the static biasing current of the analog circuits, the comparator is expected 
to be a major power consumer within the entire system. Therefore, an ultra-low-
power design with reasonably high resolution is needed to realize the crossing 
















Fig. 5.9 Schematic of the comparator. 
The schematic of the designed comparator is shown in Fig. 5.9. No 
regenerative latch is used since the comparator needs to compare varying inputs in 
continuous time, which makes it impossible to predict the right time for latch reset. 
As an alternative, a three-stage amplifier is designed to boost the voltage gain. 
Stability is not a concern as this amplifier will never operate in closed-loop, which 
avoids the need of phase margin compensation. Transistors M1-M4 form a simple 




current mirror to bias the three stages: The first stage is a fully differential 
amplifier consisting of transistors M6-M9. The second stage is a single-ended 
differential pair made up of transistors M10-M13. M14 is connected as a common-
source amplifier and forms the third stage. All transistors operate in sub-threshold 
region to save power. The open-loop gain is 91dB and the static power 
consumption is only 112 nW. The high voltage gain not only ensures the 
comparator’s capability of resolving very small differences in the inputs, but also 
suppresses the kick-back noise from the inverters at the output. This is very 
important as any spikes appearing at the comparator negative input will be fed 
into the memristor through switch S6 and alter the stored timing information. To 
avoid this undesirable effect, two 100-fF capacitors are inserted between the first 
and second stages to block the kick-back noise by shunting them to ground. This 
will lower the bandwidth of the amplifier but for my application the input varies 
at a constant slope of only 57.18 V/s, which is the same as the maximum slope of 
a 9.1-Hz sinusoid. Bandwidth is thus not a problem in handling such low 
frequency inputs. At the output of the comparator, a short inverter chain is added. 
On one hand, this helps to pull the amplifier output to full Vdd or ground; on the 
other hand, they are sized properly to serve as a driving buffer for the following 
stage. When multiple memristors are used to build a large timing storage circuit, 
the shared comparator will need to drive multiple gates and therefore a large fan-
out will be necessary. Lastly, this comparator has an input offset of 170 µV, but 
as long as this value is consistent, it will not affect the accuracy for the same 
reason why a finite resolution is acceptable. 





CHAPTER 6  
MEMRISTOR-BASED CT DIGITAL FILTERS 
 
6.1 Recording and Reproducing CT Digital Signals 
6.1.1 Timing Storage Cell Integration 
To record and reproduce a CT digital signal over a certain period of time, the 
same number of memristors as the number of level-crossing samples generated 
within this period will be required. Having designed the timing storage cell based 
on a single memristor, the integration of multiple cells and their selection control 
are discussed in this section. 
Fig. 6.1 shows an example of a four-cell timing storage circuit. To save power 
and chip area, the current mirror and comparator are shared among the four cells. 
Upon startup, the two JKFFs are cleared to make both “WT_state” and “RD_state” 
‘0’ so the current mirror remains off. The inverse “        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅” keeps “Vin-” 
grounded so the comparator output “COMP_rslt” stays at ‘1’. A two-bit ring 
counter “CNT_WT” is used to select the memristor cell for recording. At the 
beginning, all four outputs of “CNT_WT” are ‘0’ as the counter is disabled, 
although internally it has an initial count of ‘11’. Another same counter 
“CNT_RD” with initial count ‘00’ is used to select the memristor cell for 




reproducing. It is very important to disable the two counters when the system is 
idling because otherwise 























































































































































































































































































































































































































































































































































the leakage current will alter the memristance values for reasons mentioned 
previously in Section 5.5. 
The two output bits “Change” and “Up/Dn” of the level-crossing ADC are the 
signals to be delayed in CT digital filters. The circuit starts recording when the 
first pulse is received from the “Change” bit of the level-crossing ADC. This 
pulse sets “JK_WT” and the asserted “WT_state” turns on the current mirror. At 
the same time, this pulse also triggers “CNT_WT” to count to ‘00’, and being 
enabled by “WT_state”, “WT0” becomes ‘1’ to allow the constant current to pass 
through memristor m0. When the second pulse arrives, the counter counts up to 
‘01’, causing “WT0” to become ‘0’ and “WT1” to become ‘1’. As a result, 
memristor m1 is connected to the current mirror while m0 is disconnected. The 
time interval between the first two pulses has then been stored in m0 while m1 
proceeds to record the second interval. This process continues until a reset pulse 
arrives to clear “JK_WT”, making “WT_state” back to ‘0’, disabling “CNT_WT” 
and turning off the current mirror, which marks the end of a recording session. 
Reproducing of the stored CT digital signal will start once a pulse of ‘0’ is 
received from the “RD_start” input. This pulse propagates through the NAND 
gate to give the first pulse of ‘1’ at “Change_out” – an output that gives the 
reproduced “Change” bit of the level-crossing ADC. On the other hand, the 
“RD_start” pulse also sets “JK_RD” and the asserted “RD_state” turns the current 
mirror back on. Meanwhile, counter “CNT_RD” is enabled so “RD0_sel” 
becomes ‘1’. The output “RD0” of the first AND gate then also becomes ‘1’ since 
“COMP_rslt” has been ‘1’ since the beginning. The constant current is therefore 




directed to pass through memristor m0 from its cathode, and Vneg0 is connected to 
the negative input “Vin-” of the comparator to be compared against Vref. When 
Vneg0 crosses over Vref, “COMP_rslt” dips down and counter “CNT_RD” counts 
up to make “RD0_sel” ‘0’ and “RD1_sel” ‘1’. “RD0” then also turns ‘0’ to 
disconnect memristor m0. As Vneg1 is connected to “Vin-”, “COMP_rslt” goes 
back to ‘1’, causing “RD1” to become ‘1’ which directs the constant current to 
flow through memristor m1. At the same time, the short pulse of ‘0’ at 
“COMP_rslt” during this transition propagates through the NAND gate to give 
the second pulse of ‘1’ at “Change_out”. This process continues until counter 
CNT1 reaches the same count as counter CNT2, which corresponds to the index 
of the memristor that stores the last time interval. A reset pulse will then be 
generated to clear “JK_RD”, “CNT_RD” and “CNT_WT” and bring the circuit 
back to its original state. 
The same method can be used to record and reproduce changes in the “Up/Dn” 
bit, but a better way is to save only the binary states and reconstruct the signal by 
making use of the same timing information of the “Change” bit. This is possible 
because any toggles at the “Up/Dn” bit always occur at the same instants when 
pulses are generated at the “Change” bit, since the level-crossing ADC always 
update the two bits simultaneously. Not only does this method allow me to save 
another set of recording/reproducing circuits, but it also helps to avoid errors 
caused by misalignments in the two reproduced signals. The implementation is 
shown in Fig. 6.1: the same control signals “WT0” – “WT3” used to select 
memristors are used to direct the “Up/Dn” states to their corresponding D latches, 




which upon reproduction, will update the states of “Up/Dn_out” at the right times 
according to “RD0_sel” – “RD3_sel”. 
The schematic shown in Fig. 6.1 is a simplified example for illustration 
purpose only. Some auxiliary control signals for initialization and reset are 
purposely left out to keep the diagram clear and easy to read. The real circuit 
designed to record and reproduce ECG signals also included a much larger 
number of memristors and D latches for storage. Multiplexed addressing 
techniques were therefore employed to make the selection more efficient. 
6.1.2 Sinusoidal Signals 
The same two-tone sinusoidal signal used in Section 4.2 was used to test the 
performance of the designed timing storage circuit when integrated in a large 
scale to achieve recording and reproducing of CT digital signals. The original 
analog input was a two-tone signal comprising two sinusoids at 13Hz and 41Hz. 
Level-crossing sampling was performed to convert the signal to its CT digital 
counterpart using a 5-bit quantizer.  
The reproduced signal is plotted as a red curve in Fig. 6.2. Compared to the 
original signal which is plotted as a blue curve, the timing difference is marginal 
throughout the period of recording. The circuit consumes an average power of 
388.1 nW during recording and 873.6 nW during reproducing. 




6.1.3 Biomedical Signals 
The same ECG signal shown in Fig. 3.4 was used again to test the proposed 
timing storage circuit in biomedical applications. However, unlike the 5-bit level-
crossing ADC with 25% hysteresis demonstrated in Section 3.2.4, this time a 6-bit 
quantizer is used to record not only the ECG waveforms, but also the small 
fluctuations caused by noise and interference. A different approach will be shown 
in Section 6.2.3 to remove such fluctuations by using CT DSP.  
Fig. 6.3 shows a portion of the level-crossing sampling result of record 151 
from the database. As represented by the series of bubbles, the level-crossing 
 
Fig. 6.2 Reproduction of the level-crossing sampled sinusoidal signal using the 
proposed timing storage circuit. The blue curve represents the original signal and 
the red curve represents the reproduced signal. 
 





























sampled output tracked the analog input (the solid curve) very well: all the P, Q, 
R, S, and T waveforms were accurately recorded. From the inset which zooms 
into a slowly-varying segment, it is fair to conclude that most of the details were 
well preserved during the digitization process. A total of 1595 samples were 
produced for this 10-second portion, leading to an average sampling rate of 159.5 
Hz. Compared to the 360 Hz sampling frequency used in the original data, a 
reduction of 55.7% was achieved. 
 
Fig. 6.3 Level-crossing sampling of ECG signal #151 retrieved from the MIT-
BIH arrhythmia database. The solid curve represents the original analog input and 
the series of bubbles represent the level-crossing sampled output. 
This level-crossing sampling result shown in Fig. 6.3 was then fed into the 
memristor-based timing storage circuit to test its performance. In Fig. 6.4, the 
solid curve represents the original level-crossing sampled output and the dotted 






















curve represents the reproduced result. The fact these two curves almost coincide 
with each other demonstrates the accuracy of timing storage. Even from the insets 
which zoom in to reveal the details, negligible timing difference is observed 
throughout the period of recording.  
The circuit consumes an average power of 148 nW during recording and 
310.53 nW during reproducing. The instantaneous power consumption of the 
circuit during recording actually varies depending on signal activity: over the 
QRS peaks when the signal changes more rapidly, the power consumption gets 
close to 1 µW, while over the slowly varying segments, the power consumption 
drops to around 280 nW. Such difference arise from the increase in current 
 
Fig. 6.4 Reproduction of the level-crossing sampled ECG signal using the 
proposed timing storage circuit. The solid curve represents the original signal 
and the dashed curve represents the reproduced signal. 
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through the comparator during switching, and it is also in line with the event-
driven nature of CT DSP systems. 
The longest time spacing between consecutive level-crossing samples for this 
signal is 43.3 ms. Since the memristor model used has a maximum storable 
interval length of 44.6 ms from the parameter values chosen, no overflow was 
observed during recording, where overflow is defined as the recording of an 
interval with a length exceeding the limit. In general, the longest time spacing is 
predictable in biomedical applications, so overflow can be avoided with carefully 
selected current and memristor parameters. On the other hand, overflow could 
happen in applications involving signals with much longer periods of inactivity. 
In such cases, less sensitive memristors need to be used to cater for longer interval 
storage. Although this would solve the problem but the accuracy for storing short 
intervals will inevitably drop.  A better solution is to use a signal-dependent 
variable current source to record and reproduce time intervals in different ranges. 
The “Up/Dn” bit can simply be expanded to multiple bits to store this additional 
information about the level of current used. 
6.2 CT Digital Filters 
6.2.1 Memristor-Based Delay Blocks 
Delay blocks in CT digital filters need to be implemented in an analog way so 
that signals defined in continuous time can be delayed with no information loss. 
This means simple registers used in conventional digital filters are not applicable 
in CT DSP systems. This small change translates into significant increase in both 




power consumption and chip area, so significant that these delay blocks even 
become the dominant part of the entire system both power-wise and area-wise [43, 
57, 58]. 
The problem of delay implementation becomes more serious when processing 
biomedical signals. With very low signal bandwidth, the tap delay in biomedical 
signal processing filters are usually in the milliseconds range. Such long analog 
delay are usually very difficult and costly to realize. In [59], a series of five 
analog Butterworth filters were cascaded to produce a 1.65-ns tap delay with each 
filter tap consuming 10 mW of power. The power efficiency of such purely 
analog implementation is very low due to the static biasing current of the analog 
filters. Simple inverter chains can also be used to delay CT digital signals. 
Although the switching power consumed by each inverter is negligible, a huge 
number of inverters are usually needed to achieve the required tap delay due to 
the short delay of each inverter, making the total power consumption very high. In 
[57], simple inverter chains were employed to build a 16-tap CT FIR filter with 
6.4-µs tap delay. Fabricated using a 0.25-µm technology, the delay blocks 
consume 9.84 mW of power and occupy 6.6-mm
2
 chip area. To increase the unit 
delay of each inverter and thereby reducing the total number of inverters needed, 
current-starved inverter chains have also been used [60]. However, due to the long 
transition times as a result of limited switching current, there is a long period of 
time over which both the NMOS and the PMOS transistors in the same brunch are 
conducting at the same time, causing significant energy waste. To solve this 
problem, a CMOS thyristor was added to each current-starved inverter cell to 




speed up the switching using regenerative positive feedback once the inverter 
output gets close to the mid-level [61]. Improvements had been made in this 
approach by adding self-resetting and charge recycling capabilities to further 
reduce power and area [62, 63]. Research in this type of inverter chain-based 
delay blocks is still ongoing, but it is believed that it may never be feasible to 
implement tap delay in milliseconds or even longer using this approach. In [43], 
the 1-µs tap delay blocks designed from [62] occupy 65.6% of the total active 
area of a 16-tap CT FIR filter chip fabricated using a 90-nm technology, and to 
achieve a tap delay of 1ms, these blocks would have to be duplicated 1000 times, 
giving rise to power and area that are hardly acceptable. To solve this long tap 
delay implementation problem, the memristor-based timing storage circuit 
proposed in Section 5.4 is made use of to implement CT delay blocks in a more 
efficient way. 
With the ability to record and reproduce CT digital signals, a similar circuit as 
the one shown in Fig. 6.1 can be used to delay the signal by reproducing it after a 
time period of nτ, where n is the tap index and τ denotes the unit tap delay. As 
shown in Fig. 6.5, the only modification needed is to separate the “RD” branches 
of all memristors and connect them to another current mirror controlled by 
“RD_state” while having the original current mirror controlled by “WT_state” 
alone. This allows the circuit to record the incoming signal into one memristor 
cell and at the same time reproduce the delayed signal from another previously 
recorded cell. Since every cell can be reused after a recording/reproducing cycle 
is completed, the total number of memristor cells required can be greatly reduced 




as the delay block only needs to buffer the signal for a period of nτ. In terms of 
addressing, the  































































































































































































































































































































































































































































































































































ring counters select the cells in circular order, which achieves cell reuse exactly 
the way needed. To ensure proper functioning, the number of cells needed to 
build each delay block should be no less than twice the maximum number of 
samples that can be generated within a period of nτ. If this condition is violated, 
errors could arise when the circuit tries to record a new interval into a cell with 
timing information that has not yet been reproduced. 
On the other hand, when an interval longer than the delay period of nτ needs 
to be recorded, the circuit will reproduce from a cell that has not yet finished its 
recording. This seemingly intolerable scenario in fact will not cause any problems 
at all, thanks to the symmetrical topology adopted in the design of the memristor 
cells. When the “RD” switches are turned on while the “WT” switches of the 
same cell has not yet been turned off, the current from both current mirrors will be 
passed directly to ground without going through the memristor. The memristance 
will therefore remain constant during this period of recording/reproducing overlap. 
Once the “WT” switches are turned off, it will take the same amount of time for 
the reproducing current to recover the drop in memristance caused previously by 
the recording current. The total length of the reproduced interval including the 
overlap period should thus also be equal to the total length of the recorded interval. 
It should be noted that the schematic shown in Fig. 6.5 is again a simplified 
example illustration for clarity. The real circuit designed for CT digital filters 
included a larger number of memristors and D latches as well as some auxiliary 
control signals. 




6.2.2 CT FIR Low-Pass Filter 
Using the proposed memristor-based delay blocks discussed in Section 6.2.1, 
a 15-tap CT FIR low-pass filter was designed to filter the two-tone sinusoidal 
signals previously digitized in continuous time, as illustrated in Section 4.2. 
The schematic of the design is shown in Fig. 6.7. To adopt asynchronous delta 
modulation, the output of the level-crossing ADC is encoded using only two bits: 
a “Change” bit indicates the occurrence of every level-crossing event by 
generating a short pulse of ‘1’ and stays at ‘0’ during the rest of the time, while 
another “Up/Dn” bit records the direction of crossing with ‘0’ and ‘1’ 
representing downward crossings and upward crossings respectively. These two 
bits combined allow me to know at any instant if the signal has increased, 
decreased, or remained unchanged. To facilitate initialization, the level-crossing 
ADC was designed in such a way that the first pulse at the “Change” bit indicates 
a mid-level crossing. With this common knowledge, the DAC or DSP block will 
always start counting with the MSB initialized as ‘1’ and all other bits initialized 
as ‘0’s. 
By using delta modulation, each filter tap can be simplified to count up or 
down at each “Changen” pulse by the same step equal to the tap coefficient Cn 
depending on the state of the “Up/Dnn” bit. Such simplification avoids the need of 
multipliers in conventional FIR filters, saving both power and chip area for the 
processing task. This low-pass filter is designed using Matlab based on a uniform 




sampling frequency of 100 Hz. The coefficients of the filter is summarized in 
Table 6.1 and the frequency response is shown in Fig. 6.6. 
Table 6.1 Coefficients of the FIR low-pass filter 
c0 -0.0156 c1 -0.0391 c2 0.0391 c3 0.0391 
c4 -0.0859 c5 -0.0469 c6 0.3125 c7 0.5469 
c8 0.3125 c9 -0.0469 c10 -0.0859 c11 0.0391 
c12 0.0391 c13 -0.0391 c14 -0.0156   
 
Fig. 6.6 Frequency response of the low-pass filter 
Upon startup, “JK_Delay” is cleared to disable the 4-bit counter, causing all 
15 delay blocks and their corresponding taps to be idling. When the level-crossing 
ADC generates the first pulse at its “Change” output, all 15 delay blocks are 
turned on to start recording the incoming signals. At the same time, “JK_Delay” 
is set to enable the counter, which has an initial count of ‘1111’, making “C15” 
the only output to become ‘1’. The counter is clocked by an external square wave 




















with period equal to the tap delay τ, which in this case is 10 ms. The rising edges 
in this square wave following the enabling of the counter will then assert “C0” to 
“C14” in sequential order, causing each delay block to start reproducing the 
delayed signal 


























































































































































































































































































































































































































































































































































































































































































































































separated by τ. Due to the difficulty in synchronizing the external clock with the 
first “Change” pulse, the first block can start reproducing at any time within the 
duration of 0 to τ after receiving the first “Change” pulse. For this reason, the 
inputs of the first tap are also generated by a delay block instead of taken directly 
from the ADC so that the same spacing of τ between all the neighboring taps can 
be guaranteed. This solution also allows easy tuning of the tap delay by changing 
the clock frequency of the square wave. Once all the delay blocks start 
reproducing, the external clock can be turned off to save power. 
Due to the fact that different delay blocks need to buffer the signals for 
different durations, the number of memristor cells needed in each block in fact 
increases in sequential order from the first one controlled by “C0” to the last one 
controlled by “C14”. As discussed earlier in Section IV, the number of memristor 
cells required in each block should be no less than twice the maximum number of 
samples that can be generated within a period of nτ. In our design, the memristor 
count for the first block is 44 while that for the last block is 414. Statistical 
analysis of the input signal was made to determine these numbers. It is worth 
mentioning that while a larger memristor count does correspond to a larger area, 
the impact on power consumption is in fact quite negligible. At any instant of 
time, there is only one memristor cell selected for recording and one other 
memristor cell selected for reproducing for any delay block. The leakage power 
consumed by additional memristor cells while they are idling is hardly noticeable 
compared to the power consumed by the current mirrors and comparators. 




Within each filter tap, “JK_INI” is preset to make “Initial” asserted, causing 
“MUX1” to select the initial value equal to the product of Cn and ‘10000’ – the 
initial output of the level-crossing ADC. Since we quantize the coefficients to 8 
bits, the bit-width of tap product Pn is set to 13 bits. When the first pulse arrives 
from the delayed “Changen” input, this initial value is latched by “DFF1” to its 
output Pn. At the same time, “JK_INI” is cleared to make “Initial” ‘0’, which 
causes the sum of Pn and the output of “MUX2” to be selected by “MUX1” and 
passed to the input of “DFF1”. From the second pulse onwards, “DFF1” will latch 
the result of Pn + Cn or Pn - Cn, depending on the state of the “Up/Dn” bit before 
the rising-edge. A point to take note here is that when the second pulse arrives, 
the sum being latched actually corresponds to the “Up/Dn” state selected by 
“RD0_sel” instead of “RD1_sel” due to the delay of “CNT_RD”, “MUX2” and 
the adder. This explains why in Fig. 6.5 “DL0” is enabled by “WT0”: when the 
second pulse arrives at the timing storage circuit, the updated “Up/Dn” bit is 
latched by “DL0” instead of “DL1” due to the delay of “CNT_WT”. As a result, 
the reproduced “Up/Dn” bit does not bare the same shape as the original “Up/Dn” 
bit although the states latched by the filter are still correct. 
Due to the asynchronous nature of the signals being processed, two or more 
taps may have their Pn results updated arbitrarily close in time, posing a potential 
conflict at the summation block denoted by “Σ” that is responsible for summing 
up all 15 Pn results. A handshaking mechanism was therefore implemented for 
arbitration in such scenarios. Every time a new “Changen” pulse arrives to pass 
through “S1” and “OR2”, “JK_REQ” will toggle to make “REQn” asserted, 




signaling a new summation request. If the summation block is in the idling state 
as indicated by “ACK” resting at ‘0’, the rise of “REQn” will then propagate 
through “OR0”, “S0” and “OR1” to cause a new toggling at “JK_ACK”. After a 
very short delay caused by “PW Delay”, “ACK” will be asserted, causing the 
updated Pn to be latched by “DFF2”, and a new summation begins immediately 
having the inputs changed. At the same time, the rise of “ACK” will propagate 
through “S2” and “OR2” to toggle “JK_REQ” and bring “REQn” back to ‘0’. On 
the other hand, “S0” changes its connection from “OR0” to ground, and while the 
output of “OR1” drops to ‘0’, a short pulse of ‘1’ with a pulse width equal to the 
delay of “PW Delay” is being propagated through a delay block whose delay 
matches that of the summation block. When this pulse emerges at the output of 
this delay block, the output of “OR1” will be reasserted to toggle “JK_ACK” and 
eventually bring “ACK” back to ‘0’. As this indicates the completion of a 
summation task, the inverted “ACK” will trigger “DFF0” to latch the updated 
sum to the output. In cases when other taps also assert their “REQn” during this 
process, these requests will be put on hold as the current summation continues 
without being disturbed. However, as soon as “ACK” becomes ‘0’, all these 
newly updated Pn’s will be latched together as a new summation kicks off 
immediately. It is noted that there is a bit growth of 4 bits in the final sum caused 
by the addition of 15 binary numbers to prevent overflow. Since the summation 
block is purely combinational, “DFF0” is needed to shield any glitches from 
appearing at the output. 




The filtered signal is plotted in Fig. 6.8 for comparison with the original signal. 
As can be seen, the filter successfully removes the higher tone at 41 Hz while 
preserving the lower tone at 13 Hz. With a relatively low quantizer resolution 
chosen for the level-crossing ADC, some high-frequency noise are observed in 
the filtered signal. This is caused by the asynchronous design of CT digital filters, 
wherein the output of each filter tap is updated independently. Such high 
frequency noise will not cause much trouble in real applications as they usually 
lie beyond the frequency band of interest and will be automatically removed after 
D/A conversion. 
The total power consumption of the filter is 13.65 µW, with each delay block 
consuming an average of 868.9 nW and the computing part consuming 618.1 nW. 
Table 6.2 shows a comparison of the memristor-based delay block in this CT FIR 
low-pass filter to some of the previously published delay circuits. Our proposed 
 























delay block has a much wider tuning range that can be easily adjusted by 
changing the external clock frequency, enabling the use of CT DSP in low-
frequency applications. The lower bound of our tap delay is limited by the speed 
of the counter shown in Fig. 6.7, which can be improved using more advanced 
CMOS technology. The upper bound on the other hand, depends on the storage 
capacity, which is determined by the number of memristors available as well as 
the sampling rate of the level-crossing ADC. For our design, this upper bound is 
160 ms, and it can be easily increased by integrating more memristors.  
The power consumption of our delay block is also significantly lower than the 
other delay circuits if they are linearly normalized to achieve the same 62.5-ms 
delay implemented in our CT FIR filter. However, it needs to be noted that such 
normalization is made only for the purpose of fair comparison, when it comes to 
real circuit implementation, area and routing constraints may make it impractical 
to duplicate these inverter chain-based delay circuits thousands of times to 
Table 6.2 Comparison of Analog Delay Circuits 
 Li [57] Schell [62] Kurchuk [63] This work 
VDD 2.5V 1 V 1.2 V 3.3 V 
Technology 0.25 µm 90 nm 65 nm 0.35 µm 
Power 
consumption 
385.3 µW 10.28 µW 13.70 µW 868.9 nW 
Tuning range N/A 
750 ns – 150 
ms 
150 ns – 150 
ms 
1.55 ns – 160 
ms 
 




produce the millisecond-delay achieved in this work. Considering the much older 
technology and higher supply voltage used in our design, the power reduction 
achievable using the proposed memristor-based approach may even be a lot 
higher than the results shown in this table. In fact area saving is expected to be a 
greater advantage but due to the unavailability of commercial memristor 
fabrication technologies, this remains yet to be verified experimentally. 
6.2.3 CT FIR S-G Filter 
To study the performance of the proposed memristor-based CT digital filters 
when processing biomedical signals, the same ECG signal digitized previously as 
shown in Fig. 6.4 was used again for circuit simulation. A 15-tap CT FIR 
Savitzky-Golay (S-G) filter was designed to smoothen this ECG signal. Unlike 
conventional low-pass filters, S-G filters suppress fluctuations with minimal 
influence on the high-frequency content of the original signals [64]. The 
schematic of the design is the same as the one shown in Fig. 6.7, except the data 
widths need to be changed. Since a 6-bit level crossing ADC had been used to 
digitize the ECG signal, the product of each filter tap need to be expanded to 14 
bits, given the same 8-bit quantization used for the filter coefficients. The final 
output of the filter summing up the result of each individual tap should then be 
changed to 18 bits, considering the 4-bit growth resulted from the summation of 
15 14-bit values. 
Unlike the low-pass filter designed in Section 6.2.2 to process sinusoidal 
signals, where the number of memristor cells needed in each delay block is nearly 




proportional to the duration of its delay, the relation between memristor counts 
and delay durations for the delay blocks in this S-G filter is highly nonlinear. In 
fact, the memristor count for the first block is 20 while that for the last block is 
156. Statistical analysis of ECG signals were made to determine these numbers. 
This S-G filter is designed using Matlab based on a uniform sampling 
frequency of 240 Hz. The coefficients of the filter is summarized in Table 6.3  
and the frequency response is shown in Fig. 6.9. 
Table 6.3 Coefficients of the FIR S-G filter 
c0 -0.0391 c1 0.0137 c2 0.0566 c3 0.0918 
c4 0.1191 c5 0.1367 c6 0.1465 c7 0.1465 
c8 0.1387 c9 0.1230 c10 0.0977 c11 0.0645 
c12 0.0215 c13 -0.0293 c14 -0.0879   
 




The filtered ECG signal is plotted in Fig. 6.10. As compared to the original 
signal, the high-frequency noise has been smoothed out to make the small P 
waves and T waves much easier to identify, while the fast-changing QRS peaks 
have not been significantly affected. The total power consumption of the filter is 
6.196 µW, with each delay block consuming an average of 406.2 nW and the 
computing part consuming 103 nW.  
 
Fig. 6.9 Frequency response of the S-G filter. 
 




















Table 6.4 compares the performance of the memristor-based delay block in 
this CT FIR S-G filter to some of the previously published delay circuits. The 
power consumption of these cited circuits are linearly scaled to achieve the same 
62.5-ms delay implemented in my filter. As can be seen from the results 
summarized in this table, the memristor-based delay blocks again outperformed 
 

















Table 6.4 Comparison of Analog Delay Circuits 
 Li [57] Schell [62] Kurchuk [63] This work 
VDD 2.5V 1 V 1.2 V 3.3 V 
Technology 0.25 µm 90 nm 65 nm 0.35 µm 
Power 
consumption 
18.69 µW 498.4 nW 664.6 nW 406.2 nW 
Tuning range N/A 
312.5 ns – 
62.5 ms 
62.5 ns – 
62.5 ms 
1.55 ns – 
66.7 ms 
 




other state-of-the-art delay circuits in terms of power consumption and tuning 
range, in spite of the older technology and higher supply voltage used in my 
design.   
 





CHAPTER 7  
CT FIR FILTERS WITH FREQUENCY RESPONSE 
MASKING 
 
7.1 Frequency Response Masking in Conventional FIR Filters 
The linear phase response of FIR filters gives rise to the benefit of constant 
group delay, which is an important feature for many applications as it ensures 
there will be no phase distortion among different frequency components of the 
signals being processed [19, 20]. However, FIR filters usually require higher 
orders and therefore more hardware to achieve the same specifications compared 
to IIR filters. This may become a problem when very sharp transition is needed in 
the magnitude response of a filter, as the resulting filter order for FIR 
implementations can be prohibitively high, leading to unrealistic requirements in 
power and area [65]. 
To solve this problem, the technique of frequency response masking (FRM) 
was developed to enable the design of sharp-transition FIR filters with reduced 
filter orders [66-76]. The basic concept is straightforward: Fig. 7.1(a) shows the 
frequency response Ha(e
jω
) of a moderate-transition low-pass filter with a 
transition band of width Δa. When each delay block of this filter is replaced by a 




series of M (in this example, M = 4) identical delay blocks, the resulting 
frequency response Hb(e
jω
) is scaled down horizontally by a factor of M with 






















































Fig. 7.1 Simple FRM for designing narrow-band sharp-transition FIR filters. 
 




response as shown in Fig. 7.1(b). When another low-pass masking filter Hm(e
jω
) 
with properly selected transition band edges is applied on top of Hb(e
jω
), the 
replicas will be removed to create a single pass band low-pass filter H1(e
jω
) with 
M-time steeper roll-off compared to Ha(e
jω
), as illustrated in Fig. 7.1(c) and (d). 
Similarly, a high-pass filter with sharper transition H2(e
jω
) can be obtained by 
applying a high-pass masking filter Hm’(e
jω
) on top of Hb(e
jω
), as illustrated in Fig. 
7.1(e) and (f). 
This simple FRM technique enables the realization of sharp-transition 
frequency response with relaxed roll-off requirements in the filter design, and 
thereby achieving hardware savings through reduced filter orders. However, it is 
only useful when the signals to be processed has a much narrower bandwidth 
compared to the sampling frequency adopted. As is obvious from Fig. 7.1, 




) are narrowed down by the 
scaling factor of M, their pass bands also shrink by the same factor. 
To overcome this limitation and extend the benefits of FRM to wide-band 
applications, the complementary FRM technique was proposed in [66]. The same 
multiple pass band response Hb(e
jω
) is first obtained from the original response 
Ha(e
jω
) by replacing each delay block with a series of M=4 identical delay blocks, 
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is derived by subtracting the output of Hb(e
jω
) from the input. However, before 
taking the difference, the input needs to be delayed by the same amount caused by 






) so that it will be in proper synchronization with the output. From Fig. 




































































Fig. 7.2 Complementary FRM for designing wide-band sharp-transition FIR 
filters. 
 








). This property can be used to generate wide-band 





appropriately and then summing their outputs. 





used to preserve only the third transition in Hb(e
jω
), and for this reason, parameter 
m takes the value of 3. Hmb(e
jω
) is constructed as a low-pass filter that preserves 
anything up to the end of the third pass band but stops anything beyond the end of 
the fourth stop band (the frequency range from ((m-1)π-θ)/M to ((m-1)π+θ)/M is 
considered as two pass bands because they belong to different replicas of the 
original response Ha(e
jω
), and similarly the frequency range from ((m-1)π+φ)/M to 
((m+1)π-φ)/M is considered as two stop bands). Hmc(e
jω
) is constructed as another 
low-pass filter that preserves anything up to the beginning of the second stop band 
but stops anything beyond the beginning of the third pass band. When these two 




) respectively, and sum up 
their results, The two stop bands sandwiched between the first two pass bands of 
Hb(e
jω
) will be perfectly compensated by the first two pass bands of Hc(e
jω
), 
creating a single connected wide pass band that spans across the frequency range 
from 0 to ((m-1)π+θ)/M. More importantly, the transition band in the resulting 
frequency response H3(e
jω
) is reduced by a factor of M, as shown in Fig. 7.2(d). 
Similarly, a wide-band sharp-transition high-pass filter H4(e
jω
) can be obtained by 




), as illustrated in Fig. 7.2(e) 
and (f). 




The block diagram of a complementary FRM filter is shown in Fig. 7.3. Since 
the group delay of a symmetric FIR filter is z
-(N-1)/2
, where N is the filter length, 
with each delay block replaced by a series of M delay blocks, the input signal X(z) 
must be delayed by z
-(N-1)M/2
 before the output of Hb(z) is subtracted from it to 
generate the output of Hc(z). The outputs of Hb(z) and Hc(z) are then passed 
through masking filters Hmb(z) and Hmc(z) respectively before summed up to form 











Fig. 7.3 Block diagram of a complementary FRM filter. 
There are two points which need to be pointed out. First, in order to avoid the 
implementation of half delay blocks, either (N-1) or M must be even so that the 
result of (N-1)M/2 will be an integer. Second, the two masking filters Hmb(z) and 
Hmc(z) may not necessarily have the same order, so the difference in their group 
delay must be offset before the two outputs are summed up. This can be done by 
inserting additional delay blocks at the end of the filter with a lower order, and 
again to avoid half delay issues, Hmb(z) and Hmc(z) must be both odd or both even. 
The same filter can be designed with different values of the scaling factor M, 
which will result in different designs in all three filters Hb(z), Hmb(z) and Hmc(z). 
In general, as M increases, the required order of Hb(z) will drop while the required 




orders of Hmb(z) and Hmc(z) combined will rise. The optimum value of M is one 
that corresponds to the lowest combined order of Hb(z), Hmb(z) and Hmc(z), which 
can be significantly lower than the order of the filter designed to fulfill the same 
specifications without using the technique of FRM. 
7.2 Frequency Response Masking in CT FIR Filters 
7.2.1 Overall structure 
The ability to implement sharp-transition frequency responses with reduced 
filter orders using FRM techniques is very attractive to the design of CT FIR 
filters as well. However, the need to upscale tap delay by a factor of M presents a 
big challenge to the existing inverter-chain-based delay block implementations, as 
it would require the physical duplications of these already very costly circuit 
blocks. 
The memristor-based delay block implementation proposed in CHAPTER 6 
provides an ideal solution to this problem. With the ability of delay tuning by 
changing the frequency of the external square wave, the tap delay can be easily 
adjusted. To achieve upscaling by an integer factor of M as required in the design 
of FRM filters, a simple clock divider will suffice. Although this would also 
require the capacity (the number of memristor cells) of the delay blocks to be 
scaled up by the same factor to buffer the signals for extended durations, the 
resulting increase in power consumption is quite negligible. At any instant of time, 
there is only one memristor cell selected for recording and one other memristor 
cell selected for reproducing for each delay block. The leakage power consumed 




by additional memristor cells while they are idling is hardly noticeable compared 
to the power consumed by the current mirrors and comparators. 
Fig. 7.4 shows the proposed block diagram of a CT complementary FRM 
filter. Compared to the block diagram of a conventional complementary FRM 
filter shown in Fig. 7.3, the main difference is the addition of one accumulator 
block and two delta modulator blocks. This is because the design of CT FIR 
filters can be greatly simplified to achieve power and area savings when their 




















Fig. 7.4 Block diagram of a CT complementary FRM filter. 
The delayed version of the input X(z)Z
 -(N-1)M/2
 does not need to be generated 
separately, but instead, it can be obtained directly from Hb(z). Specifically, when 
the filter length is an odd number, the output of the middle delay block provides 
the input delayed exactly by the group delay of Hb(z). However, since the delayed 
signal is delta-modulated, an accumulator is needed to demodulate it before taking 
difference with the output of Hb(z). 
7.2.2 Frequency response 
To illustrate the proposed design, a CT FRM high-pass filter is demonstrated 
to remove the low-frequency baseline wandering noise commonly observed in 




ECG signals. The design specifications of this high-pass filter is summarized in 
Table 7.1. Without using FRM techniques, a 168
th
-order filter would be required 
to implement this frequency response with a narrow transition band of only 1Hz. 
Table 7.1 Design parameters of the high-pass filter. 
Stop-band edge 0.5 Hz 
Pass-band edge 1.5 Hz 
Pass-band ripple 0.01 
Stop-band attenuation 60 dB 
Unity tap delay 16.67 ms 
Table 7.2 Filter orders with different scaling factor M. 
M na nmb nmc ntotal Saving 
3 44 0 8 52 58.73% 
4 32 0 10 42 66.67% 
5 26 0 14 40 68.25% 
6 22 0 20 42 66.67% 
7 20 0 24 44 65.08% 
8 16 0 30 46 63.49% 
As discussed in Section 7.1, different values of the scaling factor M will lead 
to different combined orders of the FRM filter. To find the optimum design that is 
able to achieve maximum saving, different values of M were explored and 
compared as summarized in Table 7.2. As expected, the order na of Ha(z) 
decreases monotonically as M goes up. This is because with a given target 




transition band width of 1 Hz, a larger scaling factor will result in a wider 
transition band in Ha(e
jω
), reducing the roll-off requirements further. The reverse 
trend is observed in the orders nmb and nmc of the two masking filters Hmb(z) and 









which then requires sharper transition in the frequency response of the two 
masking filters. However, since the target design H (e
jω
) has a very narrow stop 
 
Fig. 7.5 A high-pass filter designed using complementary FRM. The five 
subplots shows the frequency responses of (a) the conventional filter designed 
without using FRM, (b) the conventional filter with the transition band 
widened by a factor of 5, (c) the multiple pass band filter obtained by replacing 
each delay block in (b) by a series of 5 identical delay blocks (solid line) and 
its complementary filter (dotted line), (d) the masking filter, (e) the resulting 































































band, it is usually the first transition in Hb(e
jω
) that will eventually emerge as the 
only transition in H (e
jω
), which means m usually takes the value of 1 unless the 
scaling factor M takes a very large value. Since no masking will be needed in 
Hb(e
jω
) when m is equal to 1, the order nmb is simply 0 for the relatively low range 
of values for M. As a result, the optimum value of M is one that gives the lowest 
sum of na and nmc. In this case, the optimum value is 5, which results in a 
combined order of 40 in the design of the FRM filter. Compared to the 168
th
-order 
conventional design without using FRM techniques, a saving of 68.25% is 
achieved. 
The respective frequency responses are plotted in Fig. 7.5. By blocking the 
first pass band in Hc(e
jω
) using the masking filter Hmc(e
jω
), the sharpened first 
transition in Hb(e
jω
) is uncovered in the final response H(e
jω
). The missing parts of 
the pass band in Hb(e
jω
) is also perfectly filled by the masked response of Hc(e
jω
). 
The final frequency response of this FRM filter resembles the shape of Hconv(e
jω
) 
– the 168th-order conventional design without using FRM techniques. The target 
design specifications are fully met with a pass-band ripple of 0.0096 and a stop-
band attenuation of 63dB. 
7.2.3 Accumulator Design 
In Section 7.2.2, the order na has been determined to be 26, which means Ha(z) 
will have 27 taps. When this filter is implemented using the CT FIR filter 
structure discussed in CHAPTER 6, a total of 27 memristor-based delay blocks 
will be needed to produce the delayed versions of the input for all the taps. To 




implement Hb(z) which exhibits the frequency response of Ha(z) scaled down 
horizontally by a factor of M = 5, one can simply divide the external clock by a 
factor of 5 (from 60 Hz to 12 Hz), so that the delay of each block will be extended 
by 4 times (from 16.67 ms to 83.33 ms). According to the analysis made in 
Section 7.2.1, since the filter length 27 is an odd number, the 14
th
 delay block 
provides the input delayed exactly by the group delay of Hb(z). Therefore, the 
signal Δ{X(z)}z -(N-1)M/2 shown in Fig. 7.4 in this case would just be the output of 
the 14
th
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Fig. 7.6 Schematic of a 7-bit accumulator. 
An accumulator is then needed to demodulate the delta-modulated signal 
Δ{X(z)}z -(N-1)M/2. The schematic of the accumulator design is shown in Fig. 7.6. 
The input is digitized in continuous time using a 7-bit level-crossing ADC. To 
enable the addition of signed numbers, the data are expanded to 8 bits with the 
MSB reserved as a signed bit. 




Upon startup, the JKFF is preset to make “Initial” asserted, causing “MUX1” 
to select ‘01000000’ – the initial output of the level-crossing ADC. When the first 
pulse is received from the “Change” input, this initial value is latched by the DFF 
to the output. At the same time, this pulse also resets the JKFF to bring “Initial” 
down to ‘0’, which causes the output of the adder to be selected by “MUX1” and 
passed to the input of the DFF. The two inputs of “MUX2” are connected to the 
8-bit two’s complement of +1 and -1 respectively, so from the second pulse 
onwards, the DFF will latch the result of the previous “Output” value incremented 
or decremented by 1, depending on the state of the “Up/Dn” bit before the rising-
edge of the pulse. The “Change_out” is just the “Change” signal delayed by the 
Clock-to-Q delay of the DFF, and it can be used to indicate updates in the “Output” 
value. 
Since only the lower 7 bits of the DFF output carry the accumulated value, the 
MSB, which presumably will always be ‘0’, can simply be ignored if the 
following processing does not deal with signed numbers. As a result, “Output” is 
taken from the lower 7 bits of the DFF output. 
In fact the realization of Hc(z) is not the only place where this accumulator is 
needed in the entire design of this CT FRM high-pass filter. As explained in 
Section 7.2.2, no masking is needed in Hb(e
jω
), so no further processing is 
required for the output of Hb(z). However, the final adder in Fig. 7.4 requires its 
two input signals to be synchronized in time. A matched delay of Hmc(z) should 
then be added to the output of Hb(z). This can be done by replacing the Hmb(z) 




block shown in Fig. 7.4 with a memristor-based delay block, followed by an 
accumulator to convert the delta-modulated signal back into binary format. 
7.2.4 Adder/Subtractor Design 
As can be seen from Fig. 7.4, this CT FRM filter requires a subtractor to 
































































































Fig. 7.7 Schematic of a 13-bit CT subtractor. 




Hmc(z). These two blocks may seem trivial and straightforward, but considering 
the randomness in their input changes, some special precautions need to be taken 
in the design to avoid glitches and metastability problems. 
The schematic of the subtractor is shown in Fig. 7.7. The two input signals A 
and B are taken from the accumulator and Hb(z) respectively. Due to the 
difference in bit-width, the output of the accumulator will be extended by 6 bits 
while the output of Hb(z) will have its lower 7 bits truncated. Such truncation was 
made for considerations related to the design of delta modulators, which will be 
explained in the next subsection. In the end, both inputs as well as the output of 
the subtractor have the same bit width of 13. 
Both A and B come with signals to indicate changes in them in the form of 
positive transitions: for the accumulator this is simply the “Change_out” output, 
while for Hb(z) this is the inverted “ACK” signal passed through a delay block 
having the matched Clock-to-Q delay of the DFF. A handshaking mechanism was 
therefore incorporated in the design. All three JKFFs in the schematic are 
connected as TFFs and have all been cleared upon startup. Every time a change 
occurs in A, a positive transition in “Change_A” will propagate through “S1” and 
“OR_A” to toggle “JK_A”. The asserted “REQ_A” signals a new subtraction 
request from input A. If the arithmetic unit (represented by the “+” symbol) of the 
subtractor is in idle state as indicated by “ACK” resting at ‘0’, the rise of 
“REQ_A” will then propagate through “OR_REQ”, “S0” and “OR_ACK” to 
cause a new toggling at “JK_ACK”. After a very short delay caused by “PW 
Delay”, “ACK” will be asserted, causing the updated input to be latched by 




“DFF_A”, and a new subtraction begins immediately at the arithmetic unit having 
its input changed. At the same time, the rise of “ACK” will propagate through “S2” 
and “OR_A” to toggle “JK_A” and bring “REQ_A” back to ‘0’. On the other 
hand, “S0” changes its connection from “OR_REQ” to ground, and while the 
output of “OR_ACK” drops to ‘0’, a short pulse of ‘1’ with a pulse width equal to 
the delay of “PW Delay” is being propagated through a delay block whose delay 
matches that of the arithmetic unit. When this pulse emerges at the output of this 
delay block, the output of “OR_ACK” will be reasserted to toggle “JK_ACK” and 
eventually bring “ACK” back to ‘0’. As this indicates the completion of a 
subtraction task, the inverted “ACK” will trigger “DFF0” to latch the updated 
difference to the output. In case “Change_B” also asserts “REQ_B” during this 
process, this request will be put on hold as the current subtraction continues 
without being disturbed. However, as soon as “ACK” becomes ‘0’, the newly 
updated B input will be latched as a new subtraction kicks off immediately. Such 
handshaking avoids potential conflicts at the arithmetic unit when inputs A and B 
update their values very close in time. 
The same circuit structure is used to design the adder that sums up the results 
of Hmb(z) and Hmc(z), so the details will be omitted. 
7.2.5 Delta Modulator Design 
The memristor-based delay blocks and CT digital filters proposed in this work 
require their inputs to be delta-modulated. For this reason, two delta modulators 
are needed to modulate the outputs of Hb(z) and Hc(z) before they are fed into 




Hmb(z) and Hmc(z) respectively, as can be seen from the system block diagram 
shown in Fig. 7.4. The schematic of a delta modulator is shown in Fig. 7.8. Just 
like the way a level-crossing ADC converts an analog signal into a “Change” bit 
indicating the occurrence of level-crossing events and an “Up/Dn” bit indicating 
the direction of crossing, a delta modulator is required to do the same for a CT 




digital signal. In addition to that, a delta modulator also needs to record the initial 
value it starts at and pass it to the following blocks, as such information is 
necessary for the demodulation of the CT digital signal but it is not contained in 
























































































Fig. 7.8 Schematic of a 13-bit delta modulator. 




The delta modulator starts its operation once the input “En” is asserted. Due to 
the delay caused by “Delay 1”, there will be a short period when the two inputs of 
the XOR gate are not the same, which will then give rise to a short pulse of ‘1’ at 
its output. This pulse will then propagate through “OR3” and be fed into the 
“Change_in” input of the accumulator with variable initial value block.  
The schematic of the accumulator with variable initial value is shown in Fig. 



































































































Fig. 7.9 Schematic of a 13-bit accumulator with variable initial value. 




prevents the first “Change_in” pulse from passing through “S1” and “Delay 4” to 
appear directly at “Change_out”. This is done to make sure the accumulator takes 
its initial value at an appropriate time. Since the input “Din” is taken from a CT 
digital signal that is constantly changing, there is a chance that “Din” is in a 
transition state at the instant when the first “Change_in” pulse arrives. Errors 
could arise in the initial value if it is taken from “Din” straight away. As a result, 
the accumulator needs to wait and find the soonest moment when “Din” is in a 
steady state. There are four different scenarios depending on the state of “REQ” 
and “ACK” of the preceding stage (for “Delta Modulator 1” this is just the “ACK” 
signal of Hb(z) while for “Delta Modulator 2” this is the “ACK” signal of the 
subtractor), as summarized in Table 7.3. When both “REQ” and “ACK” are ‘0’, 
the preceding block is in idling and the initial value can be taken immediately. 
When “REQ” is ‘0’ and “ACK” is ‘1’, the preceding block is busy computing and 
updating its output. The accumulator then needs to wait for “ACK” to drop to ‘0’, 
as this would indicate the completion of an output update in the preceding block. 
When “REQ” is ‘1’ and “ACK” is ‘0’, an update request has just been made but 
the preceding block has not yet started its computation, which means the 
Table 7.3 Time to take the initial value under different conditions. 
REQ ACK Soonest moment when “Din” is in a steady state 
‘0’ ‘0’ Immediate 
‘0’ ‘1’ After the next falling edge of “ACK” 
‘1’ ‘0’ Immediate 
‘1’ ‘1’ After the next falling edge of “ACK” 
 




accumulator will have enough time to take its initial value before the next 
transition. When both “REQ” and “ACK” are ‘1’, the preceding block is busy 
handling its current update request, while a new request is in the waiting. In this 
case, the accumulator needs to take its initial value as soon as “ACK” drops to ‘0’. 
Based on the previous discussion, it is enough to find the soonest moment 
when “Din” is in a steady state by observing the “ACK” signal from the preceding 
stage. This is done by sampling the state of “ACK” at the time of the first 
“Change_in” pulse. Both “JK1” and “JK2” have been cleared upon startup. The 
arrival of the first “Change_in” pulse sets “JK1”, and the asserted “Immediate” 
signal triggers “DFF1” to latch the state of “ACK”. If this latched state is ‘0’, the 
positive transition in “Immediate” will propagate through “Delay 1” and “S2” to 
set “JK2”, and the asserted “Ini_val” will trigger “DFF2” to latch the initial value 
immediately. “Delay 1” has the matched Clock-to-Q delay of “DFF1” and the 
switching delay of “S2” combined, and it is inserted to make sure the connection 
at “S2” has settled in accordance with the sampled “ACK” state at the time of the 
first “Change_in” pulse. If the state latched by “DFF1” is ‘1’ however, then the 
accumulator will wait for “ACK” to drop to ‘0’. When this happens, the positive 
transition at the output of the inverter will propagate through “Delay 2” and “S2” 
to set “JK2”, which will then cause “DFF2” to latch the initial value. “Delay 2” 
has the matched delay of “JK1”, “DFF1” and “S2” combined to serve the same 
purpose of “Delay 1” in case “ACK” drops to ‘0’ right after the first “Change_in” 
pulse. In both cases regardless of the sampled “ACK” state, the positive transition 
at “Ini_val” will pass through “Delay 3” to reset “JK3”, and the cleared “Initial” 




will cause “S1” to change its connection from “Ini_val” to “Change_in”. A 
positive pulse will then be generated to pass through “Delay 4” and appear at 
“Change_out”. The width of this pulse is determined by the delay of “Delay 3”. 
After that, the accumulator will resume its operation in the same way a simple 
accumulator shown in Fig. 7.6 does. The “Change_out” and “Dinitial” outputs of 
this accumulator are connected to the “Change” and “Dinitial” outputs of the delta 
modulator.  
The output “Dout” of the accumulator is fed into a digital comparator to be 
compared with the input “Din” to determine if there is a change in the signal. Due 
to the finite speed of digital circuitry, the output from the preceding block needs 
to be truncated, so that the “Change” pulses will be generated at a reasonable rate 
that is manageable to the following blocks. In my design, only the higher 13 bits 
of the 20-bit output are used while the lower 7 bits are discarded. 
Due to the fact that each tap within a CT FIR filter operates independently, it 
is common to see spikes in the filter output. As a result, the change in “Din” may 
not always be continuous. In my design, it is assumed that any change will not 
exceed 3 LSBs, where the LSB is defined in the context of 13-bit signals. With 
this assumption, the design of the digital comparator can be greatly simplified. 
This is because for the detection of changes within 3 LSBs, only the lower 3 bits 
of the signal need to be observed while the higher bits can simply be ignored. The 
truth tables of “Inc” and “Dec” of the digital comparator is shown in Table 7.4 
and Table 7.5 respectively. These two truth tables can be described using 
hardware description languages like Verilog and then synthesized and optimized 




using synthesis tools like Synopsis Design Compiler. An enable signal “EN” is 



















000 0 1 1 1 0 0 0 0 
001 0 0 1 1 1 0 0 0 
010 0 0 0 1 1 1 0 0 
011 0 0 0 0 1 1 1 0 
100 0 0 0 0 0 1 1 1 
101 1 0 0 0 0 0 1 1 
110 1 1 0 0 0 0 0 1 
111 1 1 1 0 0 0 0 0 



















000 0 0 0 0 0 1 1 1 
001 1 0 0 0 0 0 1 1 
010 1 1 0 0 0 0 0 1 
011 1 1 1 0 0 0 0 0 
100 0 1 1 1 0 0 0 0 
101 0 0 1 1 1 0 0 0 
110 0 0 0 1 1 1 0 0 
111 0 0 0 0 1 1 1 0 
 




added so that both “Inc” and “Dec” will always be ‘0’s unless “EN” is asserted.  
The “Inc” output of the digital comparator is connected to the asynchronous 
“Set” input of a DFF while the “Dec” output is connected to the asynchronous 
“Reset” input. This DFF then implements the “Up/Dn” output: the Q output 
becomes ‘1’ as soon as “Inc” is asserted, and becomes ‘0’ as soon as “Dec” is 
asserted. “OR1” combines the two outputs “Inc” and “Dec” so that “Change’’” 
takes the state of ‘1’ when either one is asserted. A similar circuit like the one 
used in Fig. 7.7 is employed to generate a positive pulse every time “Change’’” is 
asserted, indicating a change in “Din”. While “Up/Dn” is updated immediately 
after the assertion of “Inc” or “Dec”, it takes time for “Change’” to rise to ‘1’ due 
to the combined delay of “OR1”, “S2”, “OR2”, “JK1”, “Delay 2” and “OR3”. The 
accumulator is therefore given enough time to update the output of its internal 
adder, so that when the pulse arrives at its “Change_in” input, there is a stable 
result ready to be latched to “Dout”. 
Unlike the way an analog signal is digitized using a level-crossing ADC, 
where the shortest interval between consecutive samples is limited by the 
bandwidth of the analog signal, the CT digital signal to be delta-modulated is not 
only discontinuous but also very spiky, and as a result, the time spacing between 
consecutive change events can be infinitely small. However, due to the finite 
resolution of the memristor-based timing storage circuit discussed in CHAPTER 5, 
the storable interval length has a lower limit of 0.1 ms, beyond which error will 
increase significantly. Therefore, if nothing is done about the narrow spacing 
between consecutive pulses generated by the delta modulator, significant 




distortions will be caused in the following processing blocks due to their 
inabilities to handle change events very closely spaced in time. 
A suspension control unit is therefore designed to address this issue. The basic 
idea is to suspend the operation of the digital comparator for a period of 0.1 ms 
every time a new change event occurs. This ensures the spacing between 
consecutive pulses generated will be no shorter than 0.1 ms, as no change events 
will be detected unless the digital comparator is enabled. Unlike those inverter-
chain-based delay blocks commonly used in asynchronous digital circuits for 
delay matching, it is more efficient to adopt the memristor-based delay 
implementation in the design of the suspension control unit since the 0.1-ms 
suspension interval is too much longer than the delay of an inverter.  
The schematic of the suspension control unit is shown in Fig. 7.10. Both “JK1” 
and “JK2” are connected as TFFs and both have been cleared upon startup. 
Therefore, when this suspension control unit is not in operation, the cleared 
“Suspend” will keep the current mirror off through M7, while the asserted 
“        ” will power down the comparator, reducing the standby power 
consumption to a minimum level. Both “Up” and “Down” will remain ‘0’ since 
“Suspend” takes the state of ‘0’, which ensures all four switches around the 
memristor are properly turned off so that any leakage current will not affect the 
memristance value during the idling state. 
When the first pulse is received from the “Change” input, the positive 
transition will pass through the OR gate and toggle “JK1”. The asserted “Suspend” 




will turn on the current mirror and the cleared “        ” will allow the 
comparator to wake up. At the same time, the positive transition in “Suspend” 
will toggle JK2 to make its “Q” output ‘1’ and “QN” output ‘0’. As a result, 
“Down” will settle to the state of ‘1’ while “Up” will settle to the state of ‘0’, 
which will then turn on switches “S1” and “S4” while “S2” and “S3” remains off. 
This will allow the current from the current mirror to pass through the memristor 



































































Fig. 7.10 Schematic of a memristor-based suspension control unit. 




asserted “Down” turns on switches “S6” and “S7” while the cleared “Up” keeps 
“S5” and “S8” off. The voltage Vpos at the anode of the memristor will then be 
connected to the negative input of the comparator to be compared against a 
reference voltage Vlower, which is connected to the positive input of the 
comparator. As soon as Vpos drops below Vlower, the comparator output will 
become ‘1’. This positive transition will then propagate through “S9” and the OR 
gate to toggle “JK1” again. The current mirror will be turned off as “Suspend” 
becomes ‘0’ and the comparator will also be powered down as “        ” 
becomes ‘1’, which marks the end of a suspension procedure. A small delay block 
“Delay 1” is inserted to give time for the comparator to wake up, so that its output 
will have settled to the right state of ‘0’ by the time it is connected to the input of 
the OR gate through switch “S9”. When the next “Change” pulse arrives to start a 
new suspension procedure, “Up” will be ‘1’ and “Down” will be ‘0’, which 
causes the current to pass through the memristor from its cathode, causing its 
memristance to increase. The increasing voltage Vneg at the cathode of the 
memristor will then be compared against a different reference voltage Vupper. The 
process will reach its end when Vneg rises above Vupper. 
A more sensitive memristor is used in this suspension control unit as 
compared to the one used in the timing storage circuit discussed in CHAPTER 5, 
which gives rise to a higher change rate in the memristance value. This magnifies 
the change in Vpos or Vneg between the start and the end of a suspension process, 
which helps to reduce variations in the suspension interval given a finite 




comparator resolution. The parameters values of the memristor model used in this 
suspension control unit is summarized in Table 7.6. 
Table 7.6 Parameter values for memristor model 
Parameter Quantity Value 
RON Minimum memristance 90.4 kΩ 
ROFF Maximum memristance 22.1 MΩ 
µV Ion drift mobility 5×10
-14 m2/(V·s) 
D Device thickness 1.13 nm 
When this suspension control unit is integrated into the delta modulator shown 
in Fig. 7.8, it will be used to control the switch “S1” at the “EN” input of the 
digital comparator. When the first “Change” pulse is generated, “Suspend” will be 
asserted immediately and cause Switch “S1” to change its connection from the 
output of “Delay 4” to ground. Meanwhile, “JK2” which has been preset upon 
startup will be cleared, which will then cause switch “S3” to change its connection 
from ground to Vdd. “Delay 4” has the matched response delay of the suspension 
control unit, and is inserted to ensure the “EN” input of the digital comparator 
never sees the state of ‘1’ during these transitions at “S1” and “S3”. Upon 
completion of the first suspension, “Suspend” will be brought back to ‘0’ and the 
digital comparator will be enabled for the first time, which will then start 
detecting changes in “Din” by comparing it with the accumulator output. Every 
time a change is detected, a pulse will be sent to the accumulator to have its 
output updated based on the state of “Up/Dn”. At the same time, “Suspend” will 




be asserted to disable the digital comparator for a period of about 0.1 ms. This 
process will then be repeated for every new change detected in “Din”. 
7.2.6 Cascading CT FIR Filters with Delta Modulators 
As mentioned in Section 7.2.5, it is very important to properly initialize those 
blocks following delta modulators, as the “Change” pulses and “Up/Dn” states 
only tell about changes in the signal relative to its previous value without carrying 
information about the absolute levels. The delta modulator has been carefully 
designed to record the initial value it starts at. However, some precautions still 
need to be taken in the time when the delta modulator is to be enabled and the 
way the initial value is to be used in the following blocks. 
Fig. 7.11 shows the schematic of the 15-tap masking filter Hmc(z). As 
mentioned in Section 7.2.5, the lower 7 bits of the output of the preceding stage 
will be truncated, so “Din” of “Delta Modulator 2” will only take the higher 13 
bits. “Delta Modulator 2” should not start its operation until the output of Hc(z) 
has settled, and since the output of Hc(z) is derived from the difference between 
the delayed input and the output of Hb(z), “Delta Modulator 2” should simply wait 
for the output of Hb(z) to settle. With a total of 27 taps, the output of Hb(z) settles 
only when the 27
th
 delay block starts reproducing, and this is signaled by the 
assertion of “C26” from the 5-bit counter that controls the starting sequence of all 
27 delay blocks. For this reason, “C26” from Hb(z) is used to set “JK_DM” 
(cleared upon startup), which then enables “Delta Modulator 2”. A small delay 
block “Delay 1” is inserted to match the response delay of the memristor-based 




delay block, the delay of the summation block at the end of Hb(z), and the delay of 
the subtractor used to generate the output of Hc(z), so that it is ensured the output 
of Hc(z) will have settled by the time “Delta Modulator 2” is enabled. 
































































































































































































































































































































































































































































































































































































































































































































































































































































The “Dinitial” output of “Delta Modulator 2” is fed into each of the 15 taps to 
be multiplied with the corresponding tap coefficients Cn to get the right initial 
product Pn that will be latched by “DFF1” at the arrival of the first “Change” 
pulse. The first “Change” pulse generated from “Delta Modulator 2” is used to set 
“JK_CNT” (cleared upon startup), which then enables the 4-bit counter that 
controls the starting sequence of the 15 delay blocks. A small delay block “Delay 
2” is inserted to match the combined delay of the multiplier and “MUX1”, so that 
it is ensured the initial product P0 of the first tap will have been settled to the right 
value by the time the first delay block starts reproducing. The remaining part of 
the filter works in the same way as described in CHAPTER 6.  
As explained in Section 7.2.3, Hmb(z) is simply implemented as a memristor-
based delay block and an accumulator since no masking is required for the 
frequency response of Hb(z). In order to match the group delay of Hmb(z) with that 
of Hmc(z), the delay block in Hmb(z) should start reproducing at the same time 
when the middle delay block (the 8
th
 among a total of 15) in Hmc(z) starts 
reproducing. For this reason, “C7’” of the 4-bit counter in Fig. 7.11 is used to 
trigger “RD_start” of the delay block in Hmb(z). A 13-bit accumulator with the 
same structure shown in Fig. 7.6 will be used to demodulate the delayed signals to 
generate the output of Hmb(z). The “Dinitial” output from “Delta Modulator 1” will 
be fed into the “I1” input of “MUX1” within the accumulator for proper 
initialization. 




7.2.7 Simulation Results 
The smoothed ECG signal obtained in Section 6.2.3 was used to test the 
performance of this CT FRM high-pass filter. The original signal was first passed 
through a 7-bit delta modulator before fed into this filter. The filtered waveform is 
plotted in Fig. 7.12. As compared to the original signal, the baseline wandering 
noise is successfully suppressed. The entire waveform also shifts upward due to 
the removal of the DC component, which carries no useful information for 
analyzing ECG signals. 
 
Fig. 7.12 ECG signal before and after high-pass filtering. 
This filter consumes a total of 28.0 µW of power. Had the FRM technique not 
been used, the 168
th
-order CT high-pass filter capable of achieving the same 



















reduction of 75.2% is therefore achieved. Table 7.7 shows a breakdown of the 
power consumed by each block within the filter. 
Table 7.7 Power consumption of each block within the filter 
Block Power 
Hb(z) 18.1 µW 
Accumulator 4.89 nW 
Subtractor 149 nW 
Delta Modulator 1 185 nW 
Delta Modulator 2 147 nW 
Hmb(z) 580 nW 
Hmc(z) 8.75 µW 
Adder 68.7 nW 
Total 28.0 µW 
 





CHAPTER 8  
CONCLUSION AND FUTURE WORK 
 
8.1 Conclusion 
In this work, new nonuniformly sampled digital signal processing approaches 
have been developed, and improvements have also been made on existing ones to 
make them more suitable for low-power biomedical applications. 
A study on the four main categories of signal processing systems has first 
been made to show why conventional uniform DSP is not an energy-efficient 
choice for biomedical signals with long periods of inactivity. 
To take advantage of such statistical properties of biomedical signals, a new 
signal processing scheme combining level-crossing sampling and conventional 
uniform DSP with the aid of linear interpolation has been presented. An example 
has been shown that a system designed using this processing scheme was able to 
achieve 88.8% reduction in the sampling rate and 92.6% reduction in the order of 
the filter. Designed using a 0.35-µm technology, the linear interpolator for this 
system consumed an average power of 12.1 µW under a 3.3-V supply. 
A literature review of CT DSP has then been conducted. With signal 
dependent power consumption not only in the digitization part, but also in the 




processing part, CT DSP was believed to be an ideal choice for biomedical signals. 
However, the inability of signal storage and power consuming delay 
implementation were the two main obstacles to its adoption in biomedical 
applications. 
By making use of the memory effect of memristors, a timing storage circuit 
has been proposed to allow the recording and reproducing of CT digital signals, 
which extends the benefits of CT DSP to applications that require signal storage. 
Various design considerations and practical challenges have been analyzed in 
details. Circuit simulation verifies the feasibility of this approach. 
More importantly, it has been proven that the delay blocks in CT DSP systems 
can also be replaced by the proposed timing storage circuits, enabling significant 
power and area saving for low-frequency biomedical applications. An ECG signal 
processing example using the proposed method achieved more than 20% power 
saving compared to the current state-of-the-art CD DSP system implementations, 
without even considering the much older process and higher supply voltage used. 
With a 0.35-µm process, a 15-tap CT FIR filter designed using this method 
consumed an average power of 6.196 µW under a 3.3-V supply. 
Lastly, the tunability of the proposed memristor-based delay implementation 
also enables the use of FRM techniques in designing sharp-transition CT FIR 
filters with reduced filter orders. A delta modulator was proposed to allow for the 
first time the cascading of CT FIR filters that operate on delta-modulated signals. 
As an example, a CT FRM high-pass filter with a combined order of 40 was 




designed using the same 0.35-µm process. This filter consumed a total power of 
28.0 µW under the same 3.3-V supply, which is about 75.2% lower than the 
power that would be consumed by a 168
th
-order filter capable of achieving the 
same frequency response specifications. 
8.2 Future Work 
Due to the immaturity of memristor fabrication technologies, the designs 
proposed in this work remain yet to be verified through real circuit 
implementations. Although various nonidealities and practical issues haven been 
taken into account in my simulations, it will be interesting to see how well a 
memristor-based CT DSP system would perform as a real physical 
implementation. 
In addition, it will be even more exciting to see how such a system is to be 
integrated with other blocks, such as the sensor frontend amplifier, the radio-
frequency transmitter and receiver to form a complete ultra-low-power device for 
the preventive healthcare system mentioned at the beginning of this dissertation. 
The rising demand in healthcare resources and facilities have attracted 
increasing investment and research in biomedical sciences and technologies, 
which paves the path to an entirely new healthcare concept. With more and more 
innovations being made, we can expect the preventive healthcare system may 
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