For the incompatible assignment: Note that in the literature concerning multinomial models, parameter estimation was often based on aggregated data (i.e., response frequencies that were summed up across participants; e.g., Conrey et al., 2005; Payne et al., 2010; Stahl & Degner, 2007) . However, as the IAT was developed and often applied as a measure of interindividual differences in attitudes, an aggregation across participants does obviously not provide an adequate analytic strategy. There are two alternative approaches which can be used instead: First, the latent-class approach by Klauer (2006) can be employed by dividing the sample into several latent classes via hierarchical multinomial models. Different parameter values can be estimated for each latent class so that different predictions for several groups of participants are possible (see also Klauer, 2010, for a different approach based on hierarchical models). Second, parameters can simply be estimated based on the individual rather than the aggregated response frequencies. We decided to use the latter approach and adapted the IAT procedure in order to obtain an optimal data base for individual parameter estimation.
Based on the observed response pattern and the expectation-maximization mechanism (e.g. Batchelder & Riefer, 1999) Technical attenuation parameters. In order to increase the model's fit, three technical parameters were included in the ReAL model. These parameters, mainly reflecting the asymmetry of parameters between task switch and task repetition trial sequences, are only of technical relevance and are therefore not mentioned in the experimental results. Furthermore, the individual confidence intervals for these technical parameters are rather large, and often cover the whole parameter range (i.e., they are not different from 0 and from 1 at the same time).
Interpreting and testing these individual parameter estimates is thus difficult. However, as a fixation of these parameters revealed a significant loss of model fit for several applications, we decided to include these parameters permanently in the ReAL model. They were estimated in order to map the corresponding attenuation so that it does not bias the other model parameters.
Thus, through mapping the mentioned differences between task switch and task repetition trials on the technical parameters, we could increase the model's fit and the validity of the relevant parameters. If, for example, the fluctuating categorization difficulty between task switch and task repetition trials was ignored, the model fit would be almost certainly harmed in most applications. The logic behind these technical parameters is introduced in the following paragraph.
Given that task switches involve costs in task performance, the controlled label-based identification process should be more difficult after a task switch compared to a task repetition.
In order to implement this assumption in the model equations, we installed a technical parameter reflecting an order constraint (Knapp & Batchelder, 2004) . Such order restrictions are reparametrizations of the model which secured that a parameter could be slightly smaller in one condition compared to the other. Thus, beside the four L parameters, an additional attenuation parameter (attL) is estimated reflecting the attenuation of L for task switch sequences compared to task repetition sequences. If this technical parameter was, for example, .75 then we would conclude that L is a quarter smaller in task switch compared to task repetition trials. Furthermore, we included the technical parameter attReT referring to the attenuation of Re in task repetition trials compared to task switch trials: Due to the reduced difficulty of the categorization task in repetition sequences, simply the same response set could be retrieved so that the probability of activating the recoded response category is at most equal but probably smaller than in task switch trials. Finally, the technical parameter attReC was included, basically reflecting an attenuation of Re between the categories: In most attitude IATs, targets (e.g., flower and insect)
are recoded in terms of their attribute characteristics (i.e., good and bad). It seems plausible that flower and insect would activate the recoded response category to a slightly less extent than the attributes. Thus, beside the common Re parameter, an additional attenuation parameter (attReC) is estimated for the target categories reflecting this attenuation. Such a parameter, however, could not be identified unless the response set is split into task repetition and task switch trials.
The conducted split of the database thus not only increases the model's fit, it also provides enough response categories for identifying all model parameters. Finally, it allows for reasonable restrictions of parameters (e.g., the attenuation of label-based identification in task switch trials is equal for all stimulus categories) and thus increases the face validity of the model parameters.
The mean parameter estimates for the three attenuation parameters are presented in Supplemental 
