Abstract Consider the n-th integratorẋ = J n x + σ (u)e n , where x ∈ R n , u ∈ R, J n is the nth Jordan block and e n = (0 · · · 0 1) T ∈ R n . We provide easily implementable state feedback laws u = k(x) which not only render the closed-loop system globally asymptotically stable but also are finite-gain L p -stabilizing with arbitrarily small gain, as in [25] . These L p -stabilizing state feedbacks are built from homogeneous feedbacks appearing in finite-time stabilization of linear systems. We also provide additional L ∞ -stabilization results for the case of both internal and external disturbances of the n-th integrator, namely for the perturbed systemẋ = J n x + e n σ (k(x) + d) + D where d ∈ R and D ∈ R n .
I. INTRODUCTION
In this paper, we address robust stabilizability issues for an integrator chain subject to input saturation, i.e., System (Σ) (Σ)ẋ = J n x + e n σ (u),
where n is a positive integer, x ∈ R n , the matrix J n is the n-th Jordan block, i.e. the n × n matrix with entries (J n ) i j = 1 if i = j − 1 and zero otherwise, the vector e n ∈ R n has all its coordinates equal to zero except the last one equal to one, and σ : R → R is a saturation function whose prototype is the standard saturation function σ 0 (s) = s max (1,|s|) (Σ) as the n-th integrator or an integrator chain of length n. Our purpose consists of investigating robustness properties associated with the (global asymptotic) stabilization to the origin of (Σ).
Note that semi-global stabilization issues for linear systems subject to input saturation have been essentially all addressed, thanks to the work of Lin, Saberi and their coworkers by using ingenious low-and-high gain design technics (cf. [15] and references therein).
Consider then a stabilizing state feedback k for (Σ), i.e., a static feedback law u = k(x), where k is a real-valued function defined on R n so that every trajectory of the closed-loop system is globally asymptotically stable (GAS) with respect to the origin. Note that we do not assume k to be even continuous, which will require if it is the case to precisely define solutions of Cauchy problems. Nevertheless, in order to test robustness of k, one considers, for p ∈ [1, ∞], the trajectories x d of the perturbed systeṁ
starting respectively from the origin if p is finite and from any point of R n if p = ∞ and which are associated to an arbitrary disturbance d ∈ L p (R + , R), i. e. d has finite L p -norm introduced by Sontag, cf. [26] . In case the K ∞ function γ p is linear, i.e., γ p (x) = γ p x for x ≥ 0, the perturbed system is said to be finite-gain L p -stable with finite gain γ p . One also says that Eq. (2) stands for the n-th integrator subject to input saturation with internal disturbance d by opposition with the dynamicsẋ
which is referred as the n-th integrator subject to input saturation with external disturbance D.
The problem at stake belongs to a more general issue, that of stabilizing globally over R n linear systems subject to input saturation of the type (Sat)ẋ = Ax + Bσ (u), where x ∈ R n , u ∈ R p with p a positive integer and the pair (A, B) is controllable. Here, the R p -valued saturation function σ (u) is equal to (σ 1 (u 1 ), · · · , σ p (u p )) T where u = (u 1 , · · · , u p ).
Global stabilization of (Sat) can be achieved if and only if the eigenvalues of A have non positive real part, cf. [27] . Most delicate issues arise when the spectrum of A lies on the imaginary axis and we will assume that this is the case from the rest of the discussion. The first stabilizing state feedback k opt is the one given by the optimal control problem consisting of transferring any point of R n to the origin in minimum time along trajectories of (Sat), cf.
[24] for a description of the optimal synthesis corresponding to the double and triple integrators.
However, it is immediate to see that, already for the double integrator, this feedback cannot [4] , [33] , [34] , [12] , [21] .
It was then proved by Fuller and Sussmann, Yang ([9] , [29] ) that the n-th integrator, n ≥ 3 cannot be stabilized by linear state feedbacks u = k T x and thus one has to resort to non linear state feedbacks. Thanks to Teel [30] and Sussmann, Yang and Sontag [28] , general and explicit stabilizing state feedbacks were constructed using nested saturations, i.e., feedbacks N l (·) built inductively as follows: N 0 (x) = 0 and, for 1 ≤ j ≤ l, one sets N j (x) = λ j σ j (k T j x + N j−1 (x)) where the positive integer l is the level of the nested satutation N l , the λ j 's are constants and the k j 's are vectors of R n . However, by taking disturbances eventually equal to d = −N p−1 (x) and using the abovementionned result of Fuller, Sussmann and Yang, one readily deduces that DRAFT nested saturations cannot be L p -stabilizing feedbacks of the n-th integrator, n ≥ 3 and
Related L 2 -stabilization results for the feedbacks built with nested saturation were obtained by Teel in [31] for external disturbance d, i.e., for perturbed systemsẋ = Ax + Bσ (k(x)) + d where (A, B) is controllable, the eigenvalues of A have non positive real part and the disturbance d has finite L 2 -norm. One should also mention the construction of another type of stabilizing feedbacks due to Megretsky (cf. [22] ), which are state dependant linear, i.e., of the type u = B T P(ε(x))x, where the low-gain parameter ε(x) is state-varying and defined as
where ∆ > 0 is fixed and P(r) is the unique symmetric positive definite solution of a Ricatti equation parameterized by r. Then, using a variant of Megretsky feedbacks, Saberi, Hou and
Stoorvogel were able to provide in [25] the first solution to the finite-gain L p -stabilisation problem associated to the internally perturbed system (2) for p ∈ [1, ∞]. In addition, it has been recently shown in [32] that Megretsky feedbacks provide L ∞ -stabilization properties for the n-th integrator subject to input saturation with external disturbances (3) . In that work, no a priori bound only depending on the system is required for the external disturbance and more importantly a crucial distinction is pointed out between mismatched disturbance, i.e., e T n D = 0 and matched disturbance, i.e., e T j D = 0 for 1 ≤ i ≤ n − 1, where the e i 's are vectors in R n with zero coordinates except the i-th one which is equal to one. However, the practical interest of these beautiful feedbacks is questionable. Indeed the real-time implementation of that feedback requires the real-time solving of the optimization problem (4). Furthermore, no approximated off-line computation can be envisioned based on finite covering of the state-space.
To see that, first recall from [32] that the matrix P(r) in Eq. (4) require that infinitely many quantized regions are necessary to cover the whole state-space in order to achieve off-line precomputation of (4). This is why, eventhough [25] and [32] represent DRAFT important breakthroughs, there is still need for easily implementable L p -stabilizing feedbacks for perturbed systems (2) and (3).
In this paper, we provide yet another solution to the finite-gain L p -stabilization of (Σ) where our feedbacks are modifications of stabilizing feedbacks arising in the context of finite-time stabilization technics of the type Lsign(ω(x)) for appropriate constant L and continuous functions ω(·), cf. [14] , [17] and references therein. These feedbacks are explicitely defined as Holder functions of the coordinates of the state x and have been successfully implemented on practical examples of integrator chains, up to order four, cf. [11] , [6] , [23] .
Trajectories of the corresponding closed-loop systemẋ = J n x + Le n sign(ω(x)) converge to the origin in finite-time and the crucial point lies in the fact that these feedbacks come together with global Lyapunov functions which are also ISS-Lyapunov for the perturbed systemẋ =
To pass from these systems to systems given by Eq. (2), one has to replace the feedback u = ω(·) in a neighborhood V of the origin by a linear feedback, which results in a global discontinuous feedback. The proof of the main result is then based on analytical manipulations using two positive definite functions, one being ISS-Lyapunov outside V and the other ISS-Lyapunov inside V . We finally extend these L p -stabilization results for L ∞ -stabilization in the presence of both internal and external disturbances as in [32] . In particular, our feedbacks 
II. NOTATIONS AND MAIN DEFINITIONS
If n is a positive integer, we consider for 1 ≤ i ≤ n the vector e i ∈ R n having zero coordinates except the i−th one equal to 1. We use Id n and J n respectively to denote the n × n identity matrix and the n−th Jordan block respectively, the latter defined by J n e i = e i−1 for 1 ≤ i ≤ n with the convention that e j = 0 if j ≤ 0 or j > n. If A is any matrix, we use A T to denote the transpose of A. A function φ : R + → R + is said to be of class K ∞ (φ ∈ K ∞ ) if it is continuous, strictly 
there exists positive constants a 1 ≤ a 2 and
for which the following inequality holds true for every x ∈ R:
(ii) The limits σ +∞ := lim x→+∞ σ (x) and σ −∞ := lim x→−∞ σ (x) are defined, opposite and there exists a positive constant C σ such that, for x ∈ R, 
Remark 1. One can define a a saturation function only with Item (i). It is for technical issues considered later in the paper that Item (ii) is needed.
In this paper, we consider stabilization issues for the control system (Σ) defined in Eq. (1),
where n is a positive integer, x ∈ R n , u ∈ R n and σ is an S-function. This is essentially equivalent as considering the control system on R n given byẋ = J n x + e n u, with bounded control u. Notice that the bound on the amplitude of u is irrerelevant as regards feedback stabilization since multiplyingẋ = J n x + e n u by a positive constant C and making the linear change of variable y = Cx only changes the bound on the amplitude of u.
We next provide the definition of a stabilizing feedback for (Σ). We next provide a notion of robustness of a stabilizing feedback (see )which generalizes that of linear systems, cf [27] .
DRAFT

Definition 2. We say that the function k
one has (1) of [19, Lemma 5] . by the function sign. More precisely, we consider the stabilization of (Σ) given in (1) by the feedback −l n sign(ω n (x)) where l n is a positive constant (to be defined) and the feedback law ω n (·) defined inductively as follows (cf. [14] and references therein).
Remark 2. If (Σ) admits an L p -stabilizing feedback k(·) for some p ∈ [1, ∞), then k(·) is also a stabilizing feedback for (Σ). This is essentially established in Item
Define the following parameters:
Note that p n+1 = 0, β 0 < 1 and
Note that v i is defined on R i for 1 ≤ i ≤ n and v n (x) = −l n sign(ω n (x)). One has then the following theorem.
Theorem 1. ([14]) There exists positive constants
is a stabilizing feedback for the control systemẋ = J n x + e n u, with |u| ≤ l n . Moreover, this stabilization occurs in finite time.
Since the the feedback law u = v n (x) is discontinous, solutions of Cauchy problem must be specified. Here, solutions correspond to Filippov solutions (see [7] for a definition of such solutions) associated to the differential inclusionẋ ∈ J n x − l n e n sign(ω n (x)). This fundamental result is obtained by building a Lyapunov function which will be instrumental for the rest of the paper. We provide its construction below.
Note that
Then the Lyapunov function V n is defined as
DRAFT and one has
The key inequality then is the following one. Thanks to homogeneity properties, the time derivative of V n along non trivial trajectories ofẋ = J n x + e n u, which is denoted byV n , can be upper bounded bẏ
where c n is a postive constant and α := 2(n−1) 2n−1 < 1. If one chooses the feedback law u = −l n sign(ω n (x)), Theorem 1 follows at once.
Remark 4.
In [14] , Theorem 1 is established for homogeneity degrees (−1/n, 0) only. However, the proof there extends readily to the case of a homogeneity degree equal to −1/n which corresponds to what is given in the present paper, as well as to the case of a homogeneity degree equal to zero, which corresponds to a linear feedback.
Note also the following technical inequality (to be used later) holds true: for every C > 0, there exists K(C) > 0 such that, along any trajectory x(·) ofẋ = J n x + e n u with |u| ≤ 1, the time derivativeV n of V n (x(·)) verifies a. e.
To be completely rigorous, Eq. (11) actually holds almost everytwhere on the open set of times t so that x(t) = 0. For L p -stabilization purposes, one can always work on this set of times. We will therefore assume for the rest of the paper and without further mention that we evaluate quantities of interest along pieces of non trivial trajectories passing through the origin at isolated times.
We now proceed with the L p -stabilization of the control systemẋ = J n x + e n u. However, we must consider a similar definition to that given in Definition 3 where the S-function σ is replaced by the function sign. We then consider the trajectories of the perturbed systeṁ
where d ∈ L p (R + ) and p ∈ [1, ∞].
We prove the following result, which is reminiscent of L p -stabilization. 
and x d tends to zero at infinity;
Proof. The key inequality relative to Eq. (13) is the following. For every measurable function d defined on R + and every non trivial trajectory of Eq. (13), the time derivative of V n along such a trajectory verifies, for almost every non negative time,
Indeed, from Eq. (11), one deduces thaṫ
From Eq. (14), we deduce at once Item (sign) ∞ .
As regards Item (sign) p for p ∈ [1, ∞), set β = α(p−1). We first multiply Eq. (14) by V β n (x(t)) and then integrate it between t = 0 and t = T where T > 0 is arbitrary. We obtain that
If p = 1, we immediately obtain the inequality in Item (sign) 1 by letting T tend to infinity. If p > 1, we apply Holder's inequality to the right-hand side of the above inequality and proceed as for p = 1 to get the first inequality in Item (sign) p .
For the sup-norm estimate, one plugs the L p estimate of V α n to get that, for every
thus implying the second part of Item (sign) p .
To obtain the claim on convergence to zero as time tends to infinity, we first notice that lim inf t→∞ V n (x(t)) = 0 due to the convergence of the integral. Reasoning by contradiction, we deduce the existence of ε > 0 and two sequences of times (s l ) and (t l ) such that, for l ≥ 1,
DRAFT Multiplying Eq. (14) by V n (x(t)) β and then integrate it between t = s l and t = t l , we obtain that
Since the right-hand side converges to zero as l tends to infinity, we derive a contradiction and conclude the proof of the theorem.
Remark 5.
The differential inequality (14) shows that V n is an ISS-Lyapunov function forẋ = J n x − l n e n sign(ω n (x) + d), rendering that system ISS according to [26, Theorem 5] 
after a certain time on appropriate intervals of time would yield arbitrarily large trajectories. The second attempt woud consist in taking u = ω n (x). We are not able to prove that it is a stabilizing feedback for (Σ), i.e., the closed-loop systemẋ = J n x − l n e n σ (ω n (x)) is GAS with respect to the origin. We however get the following proposition. 
Proof. This simply results from Eq. (34).
Moreover, numerical simulations (with σ = s k , k > 0 large) seem indicating that it does not hold true. Indeed, the problem occurs when trajectories appproach the origin, and in that case, the saturated feedback σ (ω n (·)) tends to zero (instead of keeping a constant amplitude as compared to the feedback sign(ω n (x))) loses its stabilizing effect. This is why we had to replace the feedback u = ω n (x) in a neighborhood of the origin, obtaining a discontinuous feedback.
For that purpose, we consider K ∈ R n and a real symmetric positive matrix P such that, for
], it holds
Such K and P do exist according to [5] (which was inspired by [10] ). For x ∈ R n , define the positive definite function V 0 (x) = (x T Px) 1/2 and the feedback ω 0 (x) = K T x. Note that one has the following inequality along every non trivial trajectory ofẋ = (J n − r(t)l n e n K T )x + e n d,
where c 0 , l 0 are positive constants and r(·) is any measurable function taking values in [
For k > 0, we then define the feedback ω : R n → R by
where the constant A is chosen small enough so that
We next state the main result of the paper.
Theorem 3. For A > 0 small enough so that Eq. (19) holds true, σ an S-function and k > 0 large enough, System (Σ) given byẋ = J n x + e n σ (u) is finite-gain L p -stabilizable by the state feedback u = kω(·) for every p ∈ [1, ∞].
Remark 6. One must recall that the fundamental work [25] provides a finite-gain L p -stabilizer
with arbitrarily small gain. In our case we reach the same conclusion by simply reparameterizing the trajectories ofẋ = J n x − l n e n σ (ω n (x)) to rD r x( · r ), where r > 0 and D r = diag(r n−1 , · · · , r, 1).
The proof of Theorem 3 is actually based on the next proposition. To state it, we need the following definition. Let W be the positive definite function over R n defined by W (x) = min(V 0 (x),V α n (x)) which tends to infinity as x tends to infinity. 
and trajectory oḟ
for every trajectory ofẋ = J n x − l n σ +∞ e n σ (kω(x) + d)) starting at the origin and all of them converge to the origin at infinity.
Proof of Proposition 2.
Up to a linear change of variable, we assume with no loss of generality that σ +∞ = 1. We also fix A small enough so that Eq. (19) holds true.
We first set some notations. We use V A 0,> , V A 0,≤ , V A 0,< and V A 0,= respectively to denote the sets 
(i)
On the open set V A 0,> , the time derivativeV n (·) of V n along trajectories ofẋ = J n x − l n e n σ (kω(x) + d) verifies almost everywherė
(ii) On the closed set V A 0,≤ , the time derivativeV 0 (·) of V 0 along non trivial trajectories oḟ x = J n x − l n e n σ (kω(x) + d) verifies almost everywherė
We start with the case p = ∞. Let x(·) be a non trivial trajectory ofẋ = J n x − l n e n σ (kω(x) + d).
Assume first that there exists t 0 ≥ 0 such that one of the following alternatives occurs: 
A , there exists, for ε > 0 small enough and up to a subsequence,s k <t k in I k for every k ≥ 0 so that,
Integrating Eq. (22) 
By applying now Young's inequality if p > 1 to the right-hand side of the above set of inequalities, one deduces that there exists a positive constant C 1,p only depending on c n , l n and p so that
The absolutely continuous function t → V 0 (x(t)) is constant on the measurable set V (t) ) is equal to zero for t ∈ F. By using Eq. (23), we get that, for almost
On the other hand, integrating Eq. (12) over V A,T 0,= yields that
By using Young's inequality if p > 1, we deduce that there exists a positive constant C 2,p only depending on c n , l n and p such that 
One then obtains
where
Young's inequality if p > 1, we deduce that there exists a positive constant C 3,p only depending on c n , l n and p such that
with the same notational conventions for E, I as above.
We now need to upper bound
one has
For I = I j , 1 ≤ j ≤ J and I f we consider two cases, whether min I V n ≥ With no loss of generality, we can also assume that Int I > 0 otherwise we are done. If β = α(p − 1) and the extremities of I are s and t, recall that
t).
One deduces that Int I ≤ t t V α nV β +1 and we are back to the first case. Collecting all our estimates on the Int I yields the existence of a positive constant C 6,p such
Gathering now Eq. (26) and (27) with the above estimate, we get the existence of a positive constant C 7,p such that
. By adding Eqs. (24), (25) and (28), we get the existence of a positive constant C 8,p such that
with possibly the term
not appearing if I f = / 0. In any case, by letting T tends to infinity, we get Eq. (21) . As regards the convergence to the origin of any non trivial trajectory, first notice that lim inf s→∞ x(s) = 0. Then, there is an increasing sequence of times (t l ) tending to infinity so that lim l→∞ x(t l ) = 0. For l ≥ 0, consider any time T > t l so that x(t) remains in 
The right-hand side tends to zero as l tends to intinity. One deduces that for l large enough, the trajectory remains in V A 0,< for t ≥ t l and the above estimate is actually valid for every t ≥ t l . 
Remark 7. Eventhough we did not exhibit an ISS-Lyapunv function forẋ
Z µ ≤ − µc n 2 V µ−1+α n + 4µl n |d| V µ−1 n ≤ −c µ Z α µ µ + l µ |d|,
V. L ∞ -STABILIZATION IN THE PRESENCE OF EXTERNAL DISTURBANCES
In this section, we focus on the L ∞ -stabilization of the perturbed systeṁ
where u, d, d n ∈ R and E ∈ R n−1 verifies E T e n = 0. Here d corresponds to an internal disturbance, E to a mismatched external disturbance (i.e. misaligned with the input direction e n ) and d n stands for the matched external disturbance. We assume that both d ∈ L ∞ (R + ) and E ∈ L ∞ (R + , R n−1 ).
As for d n , we assume it belongs to the subspace Ω ∞ introduced in [32] and defined
We next provide a variant of the feedback u = k(x) given by Theorem 3 in order to L ∞ stabilize the perturbed system (30). 
Proof.
First of all, note that y(·) is an L ∞ -function since d n ∈ Ω ∞ . By performing the change of variable
It is therefore enough to prove the theorem in the case d n = 0 and thus y = 0.
We essentially follow the lines of the proof of Proposition 2. For that purpose, one needs to modify inequalities (22) , (23) so as to take into account the mismatched disturbance E. Since the Lyapunov function V 0 is quadratic, it is immediate to get an inequality extending Eq. (23) where the term min(1, |d|) is replaced by min(1, |d|) + E by possibly changing the constants c 0 , l 0 .
As concerns the modification of Eq. (22), the main ingredient consists of the following extension of Eq. (11) in the presence of the mismatched disturbance E, which is proved in Appendix: there exist positive constants l 1 , · · · , l n defining the function ω n (·) in Eq. (8) so that the time derivative of V n along non trivial trajectories ofẋ = J n x + e n u + E, where E T e n = 0, can be upper bounded as next, 
VI. APPENDIX
A. Proof of Eqs. (22) and (23) We next provide an argument for Eq. (22) . Consider a trajectory ofẋ = J n x −l n e n σ (kω(x) +d)
Set ξ (t) = kω n (x(t)) + d(t). Using Eq. (14), one deduces thaṫ
k , which implies that one always has thaṫ
Using the fact that the trajectories lies in V A 0,> , one finally deduces thaṫ ω 0 (x(t)) and r(t) ∈ [ρ,ρ]. We can now use Item (i) of Definition 1, apply Eq. (17) and conclude.
B. Proof of Eq. (33)
The argument actually consists of following the steps of the original proof of Eq. (11) as elaborated by Hong in [14] while incorporating the external disturbances d 1 , · · · , d n−1 and handling their effect.
To this end, we need to recall several technical data used in [14] and in particular to precise the notion of homogeneity mentioned when the Lyapunov function V n was first considered in For 1 ≤ i ≤ n − 1, we prove by induction that there exist positive constants l 1 , · · · , l n−1 so thaṫ
We start the induction at i = 1 and get, for any choice of positive l 1 ,
By using Young's inequality, one gets |ω 1 (x 1 )d 2 | ≤ 
The last step of the reasoning consists of showing that l i > 0 can be chosen large enough so that V 1 j ≤ 0. This is done by first noticing that V 1 j is homogeneous of degree 2p 2 and by checking that the homogeneity argument provided at the end of page 234 and the top of page 235 of [14] exactly applies to the present situation. That concludes the induction step and the proof of Eq (35).
Again by following the end of the argument in the top of page 235 of [14] , one deduces Eq. (33) from Eq (35) since there is no external disturbance for the dynamics of x n .
