The statistical methodology developed in this study was motivated by our interest in studying neurodevelopment using the mouse brain RNA-Seq data set, where gene expression levels were measured in multiple layers in the somatosensory cortex across time in both female and male samples. We aim to identify differentially expressed genes between adjacent time points, which may provide insights on the dynamics of brain development. Because of the extremely small sample size (one male and female at each time point), simple marginal analysis may be underpowered. We propose a Markov random field (MRF)-based approach to capitalizing on the between layers similarity, temporal dependency and the similarity between sex. The model parameters are estimated by an efficient EM algorithm with mean field-like approximation. Simulation results and real data analysis suggest that the proposed model improves the power to detect differentially expressed genes than simple marginal analysis. Our method also reveals biologically interesting results in the mouse brain RNA-Seq data set.
Introduction
Neurodevelopment is a dynamic and highly regulated biological process. Abnormalities in neurodevelopment in humans may lead to psychiatric and neurological disorders, such as Autism Spectrum Disorders (ASD) (Geschwind and Levitt, 2007; Walsh et al., 2008; Sestan and State, 2012) . The cerebral neocortex plays central roles in many higher-order functions such as cognition, language, consciousness, and the control of voluntary behavior. It is divided into functionally distinct areas and layers. Each layer contains a distinct set of neurons and synaptic connections (Kwan et al., 2012) . The primary somatosensory cortex (S1C) is a part of the neocortex that plays a key role in processing of sensory modalities. The statistical methodology developed in this study was motivated by our interest in studying neurodevelopment using the mouse brain RNA-Seq data set reported in Fertuzinhos et al. (2014) . At each time point, including postnatal day 4 (P4), P6, P8, P10, P14 and P180 (adult), samples from one male and one female mice were collected. For each mouse, three layers of samples in S1C were collected: IgL (layers 2/3), L4 (layer 4), and SgL (layers 5 and 6).
RNA-sequencing (RNA-Seq) technology produces transcriptomic data in the form of short reads (Kwan et al., 2012) . Compared with other transcriptomic methods, such as microarray, RNA-Seq offers larger dynamic range for more accurate expression level esimation and also allows the evaluation of allele and isoformspecific expression (Wang et al., 2009) . Methods developed for the quantification of RNA-Seq data can be broadly divided into two categories: gene-level evaluation and transcript-level evaluation. The major focus of this paper is differential expression (DE) estimation in gene-level read count data. For the estimation of gene-level DE, DESeq (Anders and Huber, 2010) and edgeR Smyth, 2007, 2008; Robinson et al., 2010; McCarthy et al., 2012; Zhou et al., 2014) are amont the most commonly used methods. Both methods modeled the gene-level read count data by negative binomial distribution and used exact tests. One major difference between edgeR and DESeq is the estimation of the over-dispered variance: edgeR used empirical Bayes estimation and DESeq implemented local regression. For transcript-level evaluation, numerous methods are available, including Cufflinks (Trapnell et al., 2010; Trapnell et al., 2013) , IsoEM (Nicolae et al., 2011) , RSEM (Li and Dewey, 2011) , BitSeq (Glaus et al., 2012) , TIGAR (Nariai et al., 2013) , EBSeq (Leng et al., 2013) and Casper (Rossell et al., 2014) .
The goal of our analysis is to characterize neurodevelopment through the dynamics of gene expression, such as the identification of DE genes between adjacent time points. The unique challenge in our analysis is to appropriately model the complex data structure, including the spatial similarity between brain layers, the temporal dependency and the similarity between males and females. We propose a Markov Random Field (MRF)-based approach to identify DE genes between adjacent time points. We note that MRF models have been used to model dependency in genomics data, such as neighboring genes defined by biological pathways Li, 2007, 2008; Li et al., 2010a; Chen et al., 2011) , and marker dependencies defined by linkage disequilibrium (Li et al., 2010b) . Our methodology utilizes the general methodology of edgeR and local false discovery rate (FDR) (Efron, 2004) . We implemented an efficient expectation-maximization (EM) algorithm to estimate the model parameters and a separate Gibbs sampler to estimate the posterior probabilities. In our previous work, we proposed a MRF-based approach to identify DE genes in human brain microarray gene expression data and proposed an Monte-Carlo EM (MCEM) algorithm to estimate the model parameters (Lin et al., 2015) . In this study, we extend the methodology to RNA-Seq read count data and implemented a much faster EM algorithm with mean field-like approximation.
The key feature of our approach is to simultaneously consider the similarities between layers, time points and sex, and extract biologically meaningful results from the data. Our method can be naturally extended to other data set with complex structures. We introduce the statistical models and methods in Section 2, including the MRF model, the EM algorithm, the posterior probability estimation and the FDR control procedure. In Section 3, we apply our method to analyze the mouse brain RNA-Seq data reported in Fertuzinhos et al. (2014) . Results from simulation studies are summarized in Section 4. In Section 5, the computational cost is briefly covered. We conclude the manuscript with a brief discussion in Section 6.
Statistical models and methods

The mouse RNA-Seq data set
In the mouse RNA-Seq data set, mRNA read counts for 12,729 protein-coding genes were measured. Details for the experimental procedures and data prepossessing steps were discussed in Fertuzinhos et al. (2014) . Brain samples in six time points were collected: postnatal day 4 (P4), P6, P8, P10, P14, and P180 (adult). The time points span from early postnatal periods to adulthood. At each time point, two mice were sacrificed, one male and one female. For each brain, samples from three layers in S1C were collected: IgL, L4, and SgL. The whole data set can be represented by an array of dimension B × T × S × G, where B = 3 denotes the number of layers, T = 6 denotes the number of time points, S = 2 denotes the two sexes, and G = 12,729 denotes the number of genes.
A latent state model for differential expression
To acquire evidence of differential expression between adjacent time points, we first adapted the general framework of edgeR Smyth, 2007, 2008; Robinson et al., 2010; McCarthy et al., 2012; Zhou et al., 2014) . The RNA-Seq read count data often demonstrate over-dispersed variance. Estimation of dispersion generally requires replicates. However, there are no replicates in our data set. In the hierarchical clustering, samples from male and female mice (same layer and time point) tend to form the smallest cluster. In our analysis, we collapsed the male and female samples to estimate the gene-specific dispersion. Then we adapted the exact binomial test in edgeR with the following slight modification. In edgeR, the original read count data was transformed into pseudo-counts. The two-sided p-value was defined as the sum of the probabilities that were no more likely than the probability of the observed pseudo-counts, conditioning on the total sum of the pseudo-counts (Robinson and Smyth, 2008) . In our analysis, we calculated the quantile (or equivalently, the one-sided p-value) by summing over the probability of one side. Let q btsg denote the quantile for the test between time point t and t+1 for gene g in layer b and sex s. Note that both small and large q indicate evidence of differential expression. We then transformed the quantile into z-score:
As a result, the RNA-Seq data were represented by a B × (T-1) × S × G z-score array Z. Let x btsg denote the binary latent state indicating whether gene g is differentially expressed between t and t+1 in layer b and sex s, which is the objective of our inference. Let X be the B × (T-1) × S × G dimension array with entries x btsg . Conditioning on x btsg , we assume that z btsg follows a mixture distribution:
where f 0 (·) is the null density and f 1 (·) is the non-null density. We adapted the nonparametric empirical Bayesian framework (Efron, 2004) by fitting the densities by a natural spline using the R package locfdr. We used empirical null for the null density f 0 in both simulation studies and real data analysis. Given X, we assume conditional independence among the z btsg :
A MRF model for the prior on X
One key component in the above model and the inferential objective is the latent state array X, which is unknown to us. Now we discuss how to specify the prior distribution on X, through a MRF model that takes into account the similarity between layers, time points and sex. For each gene g, we construct an undirected graph G g = {V g , E g }, whereV g = {x btsg : b = 1, …, B; t = 1, …, T-1; s = 1, …, S} is the set of nodes and E g is the set of edges. E g is divided into three groups, E g1 , E g2 and E g3 , where E g1 = {(x btsg , x b′s′t′g ): b≠b′, t = t′ and s = s′}, E g2 = {(x btsg , x b′s′t′g′ ): b = b′, |t-t′| = 1 and s = s′}, E g3 = {x btsg , x b′s′t′g ): b = b′, t = t′ and s≠s′}. E g1 capture the spatial similarity between layers, E g2 capture the temporal dependency and E g3 capture the similarity between sex. We do not consider the direction of the edges: (x btsg , x b′s′t′g ) and (x b′s′t′g , x btsg ) represent the same edge. We construct a pairwise interaction MRF prior on X (Besag, 1986) with the following form,
with slight abuse of notation, is β ((b, t, s, g) , (b′, t′, s′, g )) has been written as β(E g ) for brevity. β(E g ) represents the parameter for the edge: for edges in E g2 , β(E g ) = β t , where we assume that the parameter is constant over time; for edges in E g3 , β(E g ) = β s ; for edges in E g1 , we assume the parameters to be layer specific, it can be β sl , β si or β li , which captures the similarity between SgL-L4, SgL-IgL, and L4-IgL correspondingly. Let Φ = (γ 0 , γ 1 , β ls , β si , β li , β t , β s ). In the MRF model, the normalizing constant is generally computationally infeasible to calculate as it involves the summation over all possible configurations of X. Let γ = γ 1 -γ 0 , the conditional probability can be derived:
where,
where "/" means other than; N(x btsg ) denote all the neighbors of x btsg , which is specified by the edge set E g . Note that in (1), the edge set E g can be adjusted to incorporate other complex structures.
Parameter and posterior probability estimation 2.4.1 Parameter estimation
In our model, both the latent state array X and the model parameters Φ have to be estimated. The standard expectation-maximization (EM) algorithm is not applicable in our model because the expectation term is not computationally tractable. We propose to implement an EM algorithm with mean field-like approximation (Celeux et al., 2003) . The mean field approximation principle originates from statistical mechanics (Chandler, 1987) , and the key idea is that the fluctuation of the neighbors of a node is ignored by fixing the neighbors to some configuration (Zhang, 1992) . In standard mean field approximation, the configuration is taken to be the mean of the probability distribution. This principle makes the nodes in the graph independent with each other and the computation becomes tractable. In our analysis, instead using the mean, we used random samples from the Gibbs sampler as the configuration. This approach is termed simulated field in Celeux et al. (2003) . In our simulation studies, the simulated field approach was faster and led to less biased parameter estimation, compared with the approach using the mean (data not shown). Let X denote a configuration, p(X|Φ) was approximated by ( | ), p X X Φ which has the following form:
where ( ) btsg x N denotes the neighbors of x btsg that were fixed to the corresponding entries in
Φ has the same form as that in (2). The log complete likelihood is:
, , , , , ,
where the first sum in (4) does not depend on Φ and is ignored when updating Φ in the EM algorithm. The Q function then takes the form: 
where Diagnosis for the number of iterations is discussed in the Supplementary Materials Section 1. In practice, we used the estimated parameters at the 200th iteration. A comparison between EM algorithm with mean fieldlike approximation and MCEM algorithm is included in the Supplementary Materials Section 3. The estimated parameters are comparable, though they tend to fluctuate more during the iterations in the EM algorithm with mean field-like approximation.
Posterior probability estimation and FDR control
To acquire an estimate of the posterior probability, we implemented a separate Gibbs sampler and fixed the model parameters at the estimated values by the EM algorithm. The latent states were updated sequentially by(
We then adapted the posterior probability based definition of FDR (Newton et al., 2001; Li et al., 2010b 
then we reject all the null hypotheses H (s) , s = 1, … k. In the simulation studies, we found that the true FDR was slightly inflated in both the empirical Bayesian model (EB) not considering the complex data structure and the MRF model. This is likely caused by the fact that the null distribution of the quantiles does not strictly follow uniform distribution as it is calculated from discrete random variables. We selected α = 0.01 in both simulation studies and real data analysis. α = 0.01 was able to control the FDR under 0.05 in all our simulations. The achieved FDR for various α vs. power curves are shown in the Supplementary Materials Figure 7S .
Application to the mouse RNA-Seq data
We applied the MRF model to the mouse RNA-Seq data. We ran 200 iterations of the EM algorithm. Because of the randomness in the mean field-like approximation, the estimated parameters do not converge to a single point. In practice, we set the parameters equal to the estimates in the last iteration. Diagnosis for the parameter estimation is provided in the Supplementary Materials Section 1. With the parameters fixed, a separate Gibbs sampler with 20,000 total iterations and 10,000 as burn-in was implemented to estimate the posterior probabilities. The estimated MRF parameters were γ = -0.21, β s = 1.18, β ls = 2.33, β si = 0.23, β li = 2.51, and β t = 0.25. It is not surprising that β s was large, as the expression levels in male and female samples are quite similar.
This can be visualized in the expression profiles for some representative genes in Figure 1 and is also shown by hierarchical clustering (Supplementary Materials Figure 4S ), where male and female samples tend to form the smallest cluster. In the mouse brain, layer L4 lies in between layers SgL and IgL. Based on the estimated MRF parameters, there is less similarity between SgL and IgL, as β si was much smaller compared with β ls and β li . The observation that β ls and β li were large (even larger than β s ) suggest that although the absolute gene expression levels may be different across layers, the differential expression patterns tend to be consistent. The layers represent distinct cell types and our observation suggests that there may be some common regulatory machineries across layers during neurodevelopment. In the MRF model, following the FDR control procedure in 2.4.2, the threshold for the posterior marginal probability p(x btsg = 1|·) was set at 0.935. 7.5% of genes were identified as DE, as 28,599/(12,729 × 5 × 3 × 2) = 7.5%. We compared the results from using the MRF model with those from edgeR. In edgeR, Benjamini-Hochberg procedure was implemented and α = 0.05. Our MRF model identified more DE genes compared with edgeR: 28,599 vs. 16,747, with 85.5% overlap. The number of genes identified as DE was plotted against time (Figure 2) .
The trend was similar among all layer-sex combinations. The number of DE genes first decreased sharply in P6-P8 then gradually increased. There are very few genes that are DE between P6 and P8. This may reflect the temporal dynamics of the gene expression in S1C, similar to an "hourglass" temporal gene expression pattern observed in the human neonatal neocortex (Pletikos et al., 2014) . Female mice become sexually mature at 6 weeks after birth (P42) and males mature at 8 weeks (P56). When the mice become mature, we would expect fewer DE genes between adjacent time points as the brain development stabalizes. Except from the valley, we did not observe a decrease in DE genes as there is still robust changes in gene expression at P14. The time gap between P180 and P14 is large and there is a large number of genes that are DE between the two time points. For genes that are DE in all layer-sex combinations, we conducted Gene Ontology (GO) enrichment analysis using DAVID, which takes a list of genes as input and outputs the enriched GO terms (Huang et al., 2008; Sherman, et al. 2009 ). A GO term represents the functional annotation of a list of genes and may belong to any of the following three categories: a) genes that participate in the same biological process, b) genes that have the same molecular function, and c) genes that are located in the same cellular component. Only GO terms in categories a) and b) were included in our analysis as genes located in the same cellular component do not necessarily share similar functions. The results for the enrichment analysis is available on https://github.com/linzx06/Mouse_brain_RNAseq. The information for the direction of changes in gene expression was not utilized in the MRF model. For genes that are DE in both male and female in all three layers, we summarized the direction of changes (Table 1) . We observed that those genes tend to have the same direction of changes. The direction of changes in Table 1 were based on normalized read counts adjusted for library size. Compared with edgeR, the MRF model was able to detect more genes that have consistent changes in gene expression.
Finally, as three examples, we plotted the expression levels of Gna12, Dok4 and Cntnap1 against time (Figure 1 ). Gna12 was equally expressed (EE) and the expression levels remained flat over time. Among all genes, only three genes were DE between every adjacent time points in all layer-sex combinations: Dok4, Cntnap1 and Rasgrf1. The expression levels of Cntnap1 and Rasgrf1 (data not shown) both increased over time, while that of Dok4 decreased over time. Cntnap1 is transcribed predominantly in brain and the protein product may be the signaling subunit of contactin, enabling recruitment and activation of intracellular signaling pathways in neurons [provided by RefSeq, Jan 2009]. The protein encoded by Rasgrf1 is a guanine nucleotide exchange factor (GEF) implicated in learning and memory in neonatal mice (Fernández-Medarde et al., 2007) . Dok4 is involved in neuronal differentiation (Grimm et al., 2001) . "0" column represents the counts of genes that were down-regulated in all three layers in both male and female, and "6" column represents the counts of genes that were up-regulated in all three layers in both male and female. "Overall" represents the result by pooling all the genes.
Simulation studies
We conducted simulations to evaluate the performance of our proposed MRF model. Read counts for 500 genes, three layers, 6 time points, male and female with three replicates were simulated. We first simulated the latent states and then the read counts. We considered two simulation settings: Simulation setting 1: The latent state array was simulated by a Gibbs sampler. The sampler started from a random array with equal probability of being EE or DE. In each round of Gibbs sampling, every latent state was updated once sequentially according to (2). We conducted three rounds of Gibbs sampling to obtain the latent state array X. The parameter were: γ = -1.1, β ls = 2 and β si = 0.1, β li = 2, β t = 0.2 and β s = 1.
Simulation setting 2: In time point 1, all genes have 0.1 probability of being DE. The latent states evolved over time by a Hidden Markov Model: if a gene was DE at t-1, with probability 0.5 it will become EE at t; to keep the number of DE genes constant over time, we randomly selected the same number of EE genes at t-1 to switch to DE at t. The latent states for the three layers, male and female were initially set to be the same. Then we randomly selected different proportions (0.1, 0.2, 0.5) of the DE states to switch to EE; the same number of EE states also switched to DE, to keep the total number of DE genes constant.
The read counts were simulated from a negative binomial distribution, similarly as in Robinson and Smyth (2007) . The dispersion was gene specific and was randomly sampled from gamma distribution (shape = 0.85, scale = 0.5). Across biological conditions (layers, time points and sex), the dispersion for a gene was assumed to be the same. At t = 1, the mean read count for layer b, sex s and gene g, μ btsg was simulated from uniform distribution U [100, 300] ; if x btsg = 1, μ b(t+1)sg = λμ btsg , where λ = 0.25 or 4 with equal probability; if
The plots for false discovery rate (FDR) vs. true positive rates are shown in Figure 3 . For the MRF model, the curve was generated by thresholding the posterior marginal probabilities of DE; for the EB model, it was generated by directly implementing the local-FDR procedure on the z-score as defined in Section 2.2; and for edgeR, it was generated by thresholding the p-values. As expected, the performance of EB and edgeR was similar. In all simulation settings, our model (MRF) performed equally well or better, compared with EB and edgeR, where both methods do not consider the complex data structure. Next we compared the models in terms of sensitivity, specificity and FDR (Table 2 ). For the MRF and EB model, we selected α = 0.01. For edgeR, we chose 0.05 as the cutoff for p-values. For edgeR-BH, we implemented the BenjaminiHochberg procedure and chose α = 0.05. MRF, EB and edgeR-BH were able to control the FDR under 0.05. Our method (MRF) achieved higher sensitivity compared with EB and edgeR-BH. Note that when the similarity decreases, i.e. from HMM (0.1) to HMM (0.5), the FDR slightly increases in our model, but not quite in the EB model. The plots for other classification measures, including the precision-recall curve, and the accuracy curve are shown in the Supplementary Materials Figures 5S and 6S , respectively. Results for other simulation settings are shown in Supplementary Materials Figures 8S, 9S , and 10S, including simulations with larger scale (10,000 genes), more DE genes (20%), and no replicates, respectively. The trends are similar to that in Figure 3 .
Computational cost
In our previous work analyzing the human brain microarray data, we implemented an MCEM algorithm to estimate the MRF parameters. In each iteration of the MCEM algorithm, the Q function, which is the expectation over X, was approximated by Monte-Carlo sum over random samples of X. The computational cost for the MCEM algorithm is high because X has to be sampled a large number of times within each E-step. With mean field-like approximation, the computational cost is substantially reduced as the configuration X is only updated once in each EM iteration. The estimated parameters were comparable in both algorithms (data not shown). The computational time for simulation setting 1 with increasing number of genes is shown in Figure 4 . The computations in Figure 4 were implemented on a dual-core CPU 2.4 GHz laptop running OS X 10.9.5 using R 3.1.0. 
Conclusions and discussions
The statistical methods developed in this study were motivated from the analysis of mouse brain development RNA-Seq data. To efficiently utilize the information embedded in the complex data structure, we have developed a Markov Random Field-based model to capitalize on the between layers similarity, temporal dependency and the similarity between sexes. We also adapted the exact test in edgeR and the local FDR methodology to facilitate statistical inference. To estimate the model parameters, we implemented a fast and efficient EM algorithm with mean field-like approximation. Simulation results and real data analysis suggest that the proposed model improves the power to identify DE genes. The analysis of the mouse brain RNA-Seq data by our proposed method yields biologically meaningful results. Although the absolute gene expression levels may be different across layers, they tend to change together over time. The number of DE genes first decreased sharply in P6-P8, then gradually increased, which reflects the dynamics of the development of S1C. In our approach, we did not directly model the direction of changes in gene expression. However, we found that DE genes tend to have the same direction of changes in gene expression across layers and sex. As an extension, the performance of our model may be improved by taking into account the direction of changes in gene expression.
Our proposed method is designed for gene-level read count data and the overall modeling framework is flexible to incorporate statistical tests for transcript-level evaluation as well. The coverage for the mouse brain data is not deep, ~10 million reads per sample, making the evaluation of transcript-level expression challenging. For gene-level analysis, we lose the resolution for transcripts, but gain robustness and power. In the simulation, we generated read counts for the genes, rather than raw sequencing reads. The simulation settings suffice the problem and model setups, but do not account for the full complexity of RNA-Seq experiments, including base-level errors and sequencing biases. The modeling framework can be extended to identify DE genes between sexes and DE genes between layers. The R package is available on https://github. com/linzx06/Mouse_brain_RNAseq.
Supplementary materials
Supplementary materials are available. Section 1: diagnosis for the EM algorithm. Section 2: hierarchical clustering of the samples. Section 3: comparison of the parameters estimated by MCEM and EM algorithm with mean field-like approximation. Section 4: more simulation results, including other classification measures (precision-recall, ROC), the achieved false discorvery rate-power curves, and other simulation settings (larger scale, more DE genes and no replicates).
