Abstract-A successful distributed power control algorithm requires only local measurements for updating the power level of a transmitting node, so that eventually all transmitters meet their QoS requirements. Nevertheless, the problem arises when the QoS requirements cannot be achieved for all the users in the network. In this paper, a distributed algorithm for wireless ad hoc networks which is contention-based and makes use of a back off mechanism is proposed. This algorithm aims to eliminate overhead communication, improve fairness, allow nodes to operate asynchronously while establishing some performance level. The performance of the algorithm is evaluated via simulations.
I. INTRODUCTION
Contention control is a distributed strategy to access and share the wireless channel with other contending wireless nodes. Distributed algorithms preferably require no or minimal explicit message passing, since each wireless node has no knowledge of the number of nodes in the network, it is not aware of the action of others a priori and can only get limited information about the channel (interference experienced by its intended receiver).
Existing Medium Access Control (MAC) protocols can be divided into scheduling and random access schemes. Most of the scheduling approaches need a central controller that allocates the share of resources among the multiple users. In wireless ad hoc networks however, no central controller exists and the MAC protocol needs to be implemented in a distributed way. Furthermore, some distributed algorithms are restrained to a suboptimal solution that degrades as the number of users increases and finally the whole system collapses. Some others consider admission control, where they introduce specific rules to the algorithm so that current users have authorities on the admission of new users. In this way the system favors the older users in the network (taking advantage of the privilege and can potentially keep the channel occupied indefinitely) and have a considerable communication overhead.
The MAC problem has been targeted via different methodologies, such as game-theoretic approaches (e.g. [1] , [2] and references therein), but they have not consider the Physical
This research was sponsored in part by the Swedish Foundation for Strategic Research, SSF, under the RAMCOORAN project. model as the underlying channel model and did not use power control for contention control. This problem, within the Physical model framework, has been targeted before, such as [3] , [4] and [5] . In these approaches, however, a suite of Distributed Power Control algorithms with Active Link Protection (DPC/ALP) schemes is presented capturing the essential dynamics of power control. For example, in [3] a DPC/ALP is proposed where a protection margin is introduced in the dynamics of the Signal-to-Interference-and-Noise Ratio (SINR). Namely, the target SINR, γ i is changed to δγ i , called the enhanced SINR, for δ > 1. In this way it prevents the SINR to fall below γ i when new links become active in the network. Then, Voluntary Drop-Out (VDO) and Forced Drop-Out (FDO) algorithms are introduced into the system, to work on top of the DPC/ALP, in order to allow any newly activated link that does not achieve γ i to drop out and force newly activated links to drop out when an already existing link is pushed beyond p i,max . Even though this scheme protects nodes from transmitting at their maximum power, preventing them from draining their battery while adding to the interference only, it reduces the network's performance by allowing in some cases "weak" communication pairs to monopolize the wireless channel and favors links that are activated earlier than others, hence inhibiting some communication pairs to establish a connection. It was observed that the proposed DPC/ALP schemes allow fully distributed power and admission control, supporting ALP. The key idea introduced and leveraged there is to use a protection margin in the dynamics of the SINR.
Another scheme is necessitated that establishes some kind of fairness to the system in terms of who enters the network, instead of favoring some earlier activated nodes. The motivation for this work is to study the interaction among wireless nodes and use power control [6] - [8] to design a contentionbased medium access method for the physical model that could stabilize the network around a steady state with fairness, service differentiation and efficiency as targets. We propose the adaptation of a back off protocol. Any user that cannot reach the required QoS is obliged to back off for some time.
The remainder of this paper is divided as follows. In Section II the system model is described. In the next section, we illustrate via examples the limitations of existing DCPC algorithms with admission or contention control. Next, our proposed algorithm is thoroughly described and in Section V, its performance is tested on some networks. Finally, in Section VI we discuss the performance of the algorithm and further directions for research.
II. CHANNEL MODEL
The link quality is measured by the SINR. The channel gain on the link between transmitter i and receiver j is denoted by g ij and incorporates the mean path-loss as a function of distance, shadowing and fading, as well as cross-correlations between signature sequences. All the g ij 's are positive and can take values in the range (0, 1]. Without loss of generality, we assume that the intended receiver of transmitter i is also indexed by i. The power level chosen by transmitter i is denoted by p i . ν i denotes the variance of thermal noise at the receiver i, which is assumed to be additive Gaussian noise. The interference power at the i th node, I i , includes the interference from all the transmitters in the network and the thermal noise, and is given by I i = j =i,j∈T g ji p j + ν i . Therefore, the SINR at the receiver i is given by
Due to the unreliability of the wireless links, it is necessary to ensure Quality of Service (QoS) in terms of SINR in wireless networks. Hence, independently of nodal distribution and traffic pattern, a transmission from transmitter i to its corresponding receiver is successful (error-free) if the SINR of the receiver is greater or equal to the capture ratio γ i (Γ i ≥ γ i ). The value of γ i depends on the modulation and coding characteristics of the radio. Therefore,
Inequality (2) depicts the QoS requirement of a communication pair i while transmission takes place. After manipulation it becomes equivalent to the following
In matrix form, for a network consisting of n communication pairs, this can be written as
where
Let C = ΓG, so that (4) can be written as (I − C)p ≥ η. Matrix C has nonnegative elements and it is reasonable to assume that is irreducible, since we are not considering totally isolated groups of links that do not interact with each other. By the Perron-Frobenius theorem [9] , we have that the spectral radius of C is a simple eigenvalue, while the corresponding eigenvector is positive component-wise. The necessary and sufficient condition for every positive vector η is that (I − C) −1 exists and is nonnegative. However, (I − C) −1 ≥ 0 if and only if ρ(C) < 1 [9] , where ρ(C) denotes the spectral radius of C.
III. LIMITATIONS OF EXISTING DISTRIBUTED CONSTRAINED POWER CONTROL APPROACHES
An example is provided that indicates the limitations of the DPC/ALP schemes [3] introduced earlied and gives a better insight on the problems to be resolved. As mentioned in the introduction, this kind of schemes protect nodes from transmitting at their maximum power, preventing them from draining their battery while adding to the interference only. However, the network's performance is reduced by allowing in some cases "weak" communication pairs to monopolize the wireless channel and favors links that are activated earlier than others, hence inhibiting some communication pairs to establish a connection. Furthermore, communication between pairs is necessitated adding to the overhead communication required.
For example, in [3] the associated power update is given by
If p i (n + 1) > p i,max a new link is not added. The distributed power control scheme, which is a slight modification of the distributed algorithm developed by [10] , updates the transmitter powers in steps indexed by n = 1, 2, 3, .... More detailed description of DPC/ALP algorithms with performance evaluations can be found in [3] .
In the network shown in Figure 1 , if the communication pair 3 (S 3 → R 3 ) is active, then only communication pair 5 can potentially be admitted to the network. All the other pairs cannot be admitted. In addition, the power dissipation of communication pair 3 is much bigger than any other pair since the distance between transmitter and receiver is much bigger than any other pair. This is justified by the Perron-Frobenius (PF) eigenvalue for each of the subnetworks, shown in Table I : This simple example has shown the limitations of the proposed schemes that rely on ALP. In addition, since we have asynchronous operation between the wireless nodes and collision is not so meaningful in wireless ad hoc networks under the Physical model, a scheme is required that will allow multiple users in the network, random access and withdrawal, as well as equal opportunities for all nodes to access the network.
IV. CONTENTION-BASED DISTRIBUTED CONSTRAINED POWER CONTROL (CB-DCPC)

A. Description of the algorithm
Here, we describe the Contention-Based Distributed Constrained Power Control (CB-DCPC) algorithm, that aims to solve the problems aforementioned. It is a distributed algorithm which is contention-based and uses a back off protocol, similar to wired networks, such as the Internet. The power update phase of the scheme is the well known FoschiniMiljanic (FM) algorithm that in addition considers upper bounds on the power levels (p i ≤ p i,max ) of the nodes.
Some parameters are necessary for the operation of this algorithm. During the Back off Time interval, the user does not attempt to re-establish connection with its intended receiver. Once the back off time interval expires, the node attempts to re-establish connection. If the QoS requirements are not met in a period of time, called the Settling Time (ST), the user is configured to increase the back off time interval. We set BT to be much larger than ST, so that the settling time is negligible compared to the back off time. The settling time primarily is used to avoid users operating simultaneously, if the network formed is infeasible. We make use of two Clocks. Clock 1 measures how much of the back off time has elapsed, in order to re-enter the network, and Clock 2 measures how much time is left for a node to meet its QoS requirements before it is either admitted to the network or forced to back off. The clocks are initially set to zero. Clock 1 is reset to zero whenever the node attempts to enter the network. Clock 2 is augmented whenever a node attempts to enter the network and it is reset to zero whenever the node's ST elapses. If the node fails to enter the network, Clock 1 is augmented as long as the node is outside the network. We also make use of a single Counter. The counter is augmented by one whenever the node attempts to enter the network but fails. The counter is reset to zero whenever the node successfully enters the network. If the node does not attempt to transmit, then the back off counter is not changed. Delta (δ): The ratio of the SINR (Γ) to the desired SINR (γ) is compared with a threshold, δ. If the ratio is larger (i.e. Γ/γ > δ) then the power is updated; otherwise it is set to zero. This condition can be considered as a drop-out criterion for those in the network. δ takes values just below 1 (δ = {0.90, 0.95} are the values used in our simulations).
When a node enters the network, it does not have to request permission from other nodes in the network, hence eliminating any overhead communication between communication pairs. As soon as it enters, the node has a small period of time (settling time) to reach the QoS required. If it fails, it has to back off for a period of time given by the back off protocol that we will shortly describe. If not, then it continues its transmission. While it uses the shared channel though, another node may try to enter the network. In this case it tries to keep the QoS above a certain threshold, otherwise it will have to drop-out of the network for some time. In that way, the link is not 100% guaranteed, but it allows all the users to try to connect to the network and eliminates the overhead communication. In that way, a transmitter far away from its intended receiver has a small path gain and hence, it is more likely to drop-out of the network. Even though this is not very fair, it is beneficial for the network, since the total throughput is improved this way (in [11] it is shown that the optimal scheme to maximize throughput is that near nodes transmit at higher power while far nodes turn off). But, we encourage far nodes to enter the network again, by not imposing the channel conditions within the criteria for attempting to enter the network.
The algorithm for each node is schematically depicted in the flowchart (Figure 2) .
B. The Back off protocol
Multiple access channels provide a means of communication in distributed systems. The possibility that any set of nodes can send simultaneously in time is presumably not always one and therefore the channel cannot accommodate all of the users. That is why we introduced some forms of collision: we provided a threshold δ which forces nodes to drop out of the network and a QoS criterion that new nodes have to fulfill within a period of time (ST) in order to stay in the network. When a collision is detected the wireless node will try to enter the network again at some point in the future. It would not make sense to try to enter again straight away since this would immediately lead to another collision. Hence, nodes should aim to re-enter the network according to a protocol that is often probabilistic in nature. For example, messages in Ethernet [12] are retransmitted again after T steps (equally divided time intervals) where T is selected randomly from 1 to {1, 2, 4, . . . , 2 min(10,b) } and b is the number of times the station has tried to send the packet but failed. This is one class of protocols generally referred to as exponential backoff [13] . The reason we have introduced the threshold δ for a node to drop out of the network is because we lift the assumption that time is partitioned into discrete "windows", due to the fact that there is no synchronization between all the wireless nodes that are in the network or attempt to enter. In reality, transmission time must be larger than the time used for conflict resolution (ST).
In our back off model, a node adopts an exponential distribution to retransmit. Therefore, the back off time is described by the random variable BT : Ω → [0, ∞] that has exponential distribution with parameter µ (0 < µ < ∞). We will write BT ∼ E(µ) for short. Here, µ is a function of b, the number of times a node has tried to enter the network but failed. Since the mean of BT is given by E(BT ) = µ −1 , when the counter increases by one, i.e. a collision is encountered, we want to double the mean time of BT . Hence, µ is defined by the function µ = µ 0 2 −b . In this model we have a finite number of users and we consider saturated sources, i.e., nodes that always have a packet to send. This case corresponds mostly to data traffic, where the buffers are never empty. Since we consider saturated sources, queues are not considered. Therefore, in this case, we don't consider stability issues, but we try to determine the performance of the protocol. Moreover, since we consider random networks for which the distances between nodes vary, it is difficult to guarantee that every communication pair will establish connection at some point.
Random multi-access protocols, from ALOHA algorithm to the most recent IEEE 802.11 standards, have attracted a lot of research interest. This interest has been increased recently towards the development of decentralized random access protocols for wireless ad hoc networks. Nevertheless, to our knowledge there is no theoretical justification of the stability and performance of such protocols due to the coupling between the wireless nodes, which makes the problem very complex. In order to circumvent this difficulty many assume that the different nodes are mutually independent. This assumption allows for explicit performance estimates, as for example to analyze the IEEE 802.11 Decentralized Coordination Function (DCF) algorithm [14] . Using mean field techniques, [15] proved that for a wide range of random back off algorithms the decoupling algorithm is exact as the number of nodes grows in the network. In this work however, they used the simplifying assumption that all the users are synchronized and that time is slotted.
V. PERFORMANCE EVALUATION
We test the performance of our proposed algorithm on some random networks on a testbed developed in MATLAB. As a performance measure we will calculate the throughput of the network over time, the average share of the network each communication pair acquires and the average number of users in the network during the simulations.
The values of the networks' and algorithm's parameters are summarized in the following table (Table II) . The back off time for these examples is selected randomly for each user from an exponential distribution with mean µ 
A. Example 1: Small-sized network (ρ(C) < 1)
In the first example (Figure 3) , we show that our algorithm does not prevent nodes from transmitting simultaneously, if this is possible. We do so by investigating the performance of our algorithm on a network where all nodes are capable of transmitting simultaneously (the Perron-Frobenius eigenvalue of matrix C is less than one, ρ(C) < 1). In this example, we set the maximum power to be very large, so that it does not affect the convergence of the algorithm. All four communication pairs manage to establish connection before the settling time elapsed (Figure 4) . The settling time was set to 30ms after running numerous simulations for various networks. This settling time was high enough to guarantee that all the communication pairs can establish connection if simultaneous transmission is feasible. Thus, the distributed power update formula is not affected by the back off algorithm. In Figure 4 , we observe that communication pairs whose transmitter-receiver distance is smaller, they require less power than other pairs. Communication pair 4 (S 4 → R 4 ) has the largest transmitter-receiver distance and hence requires higher power than the others to establish connection.
B. Example 2: Small-sized network (ρ(C) < 1)
In this example ( Figure 5 ), we set the maximum power of users to be 10W . Hence, we show that the network does not converges to a solution with this upper limit in the power, even though the Perron-Frobenius eigenvalue is less than one. That triggers the back off algorithm and the results are shown in Figure 6 . In this example, it is obvious from Figure 6 that even though not all the communication pairs can establish connection simultaneously, they manage to share the wireless medium. The time period of the changes is much less than the period of transmission, so there is no allusion of performance degradation due to populous intrusions. Pair 2 (S 2 → R 2 ) retains its connectivity, since it is not affected much by the changes in the power levels of the other communication pairs. This is due to the comparatively large distance from other communication pairs, as shown in Figure 5 . For the same network, we examine the performance of the Distributed Power Control without admission. The results are shown in Figure 7 . Two of the pairs have establish connection and the other two communication pairs are restricted not to have any share of the wireless network. (Figure 5 ), but without any admission control. We observe that the Distributed Power Control converges to a solution. This solution is obviously better than DCPC since the nodes failing to reach γ i back off and the system does not diverge. However, the nodes that back off should be able to access the network at some point and they should not wait until the interference is low enough for them to start transmission. above one (ρ(C) = 7.8 > 1). The maximum power for this network was set to 1000mW .
In this example, it is obvious from The average number of pairs connected in this network at any given time is found to be 1.8374, which means that our algorithm performs better than, at least, the algorithms that claim collision when two wireless nodes transmit simultaneously. Furthermore, the percentage use of the network if we combine the percentage use of each communication pair is 138.7%, suggesting that about 25% is lost during contention.
D. Throughput of the network for various networks
To get a better measure of the performance of our approach, we tabulated (Table IV) the average and maximum number of pairs in the network for different networks of different sizes, but in the same amount of area (the networks are restricted into a square with side 10m). Note that making the area bigger for the same number of nodes, more pairs would be able to establish connection simultaneously, since the interference between communication pairs is reduced. Similarly, increasing the number of wireless nodes while keeping the area constant, allows for more and bigger combinations and hence increasing the opportunity for more pairs establishing connection simultaneously. We observe that the algorithm performs quite well for various networks and for different sizes, despite the fact that we have asynchronous operation and contention for entering the network among numerous nodes.
Network
VI. CONCLUSIONS AND FUTURE WORK CB-DCPC does not claim to improve the overall throughput of the network or minimize the total energy expenditure, because it allows all nodes, even the disadvantageous ones, to participate in the shared wireless medium. However, it improves fairness in the network, compared to existing DPC algorithms by enabling users to establish a connection, something that would be impossible under different DPC schemes. If the channel conditions are not suitable the user is inactive and thus energy is preserved. In addition, overhead communication for admission is eliminated, minimizing also the noise within the channel.
This work provides insights on the random access of wireless nodes in a network using power control. On going research is the rigorous analysis of the stability and throughput of the network.
