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Abstract—In this paper, we consider a fog computing system
consisting of a multi-antenna access point (AP), an ultra-low
power (ULP) single antenna device and a fog server. The ULP
device is assumed to be capable of both energy harvesting
(EH) and information decoding (ID) using a time-switching
simultaneous wireless information and power transfer (SWIPT)
scheme. The ULP device deploys the harvested energy for ID and
either local computing or offloading the computations to the fog
server depending on which strategy is most energy efficient. In
this scenario, we optimize the time slots devoted to EH, ID and
local computation as well as the time slot and power required
for the offloading to minimize the energy cost of the ULP device.
Numerical results are provided to study the effectiveness of the
optimized fog computing system and the relevant challenges.
I. INTRODUCTION
With the development of early 5G systems, the wireless in-
dustry finds itself at a turning point. As a matter of fact, while
smartphone market penetration is saturating, new services and
applications will be offered to connect human beings and
things. To achieve this, a technological breakthrough towards
a new generation of low-energy mobile devices with enhanced
processing capability is required. Interestingly, most of the so-
lutions proposed so far seem to indicate an upcoming paradigm
shift from traditional wireless technologies focusing on the
communication aspects only, to a new framework based on
a combination of computation and communication [1], [2]. In
recent years, computation offloading through cloud computing,
i. e., a model for enabling ubiquitous and on-demand network
access to a shared pool of configurable computing resources
[3], has attracted a lot of attention. However, as the number
of connected devices increases, the way forward will be to
decentralize the computation facilities away from the cloud
towards the edge of the network closer to the user. This reduces
the latency of communication between a user device and the
cloud, and is the premise of fog computing [4].
Concurrently, new fields of investigation are stimulated by
the emergence of (quasi-)autonomous ultra-low power (ULP)
wireless nodes [5], [6] extending the functionality of tradi-
tional active RFID systems. The main idea behind this future
generation of ULP devices is the ability of taking advantage
of the same electromagnetic field for simultaneously receiving
information and harvesting energy thanks to simultaneous
wireless information and power transfer (SWIPT) techniques
[7]. The SWIPT concept has recently attracted a significant
attention with a still growing scientific literature indicating
it as an essential part for many commercial and industrial
wireless systems in the future, including the IoT, wireless
sensor networks and small-cell networks [7]. Currently, the
two practical methods to co-locate information decoder and
energy harvester in SWIPT systems are time-switching (TS)
and power-splitting (PS). In a TS design, each reception time
frame is divided into two orthogonal time slots: one for
information decoding (ID) and the other for energy harvesting
(EH). However, in PS design the receiver splits the received
signal into two streams of different power levels for EH and
ID [8].
Future ULP nodes may then embed an RF energy harvesting
system to collect the energy required to perform mobile
computing and wireless communication. Despite this growing
interest, there are concerns about the signal strength of far-field
RF transmission that might be greatly impaired by the path-
loss when the separation between the transmitter and the RF
energy harvester increases. Hence, in designing SWIPT-based
ULP devices, a basic question is whether computation can
be performed locally through a microcontroller with limited
processing capabilities or whether computation offloading to
nearby fog servers is more desirable.
The integration of wireless power transfer and computation
offloading technologies was recently studied in [9], [10]. In
[9], the authors considered an energy efficient mobile cloud
computing system powered by wireless energy transfer, com-
prising one single-antenna mobile and one multi-antenna BS.
The mobile has two operating modes, i. e., offloading and local
computation, and it is assumed that the local computing and
energy harvesting can be performed simultaneously. In [10] a
mobile edge computing (MEC) system consisting of an EH
mobile device and an MEC server is considered. Offloading
strategy is optimized using the execution cost metric which
addresses both the execution delay and task failure. It is also
assumed that at each time slot, a portion of the total received
energy is harvested and stored in a battery.
In this paper, different from previous works, we consider
a fog computing system including a multi-antenna access
point (AP), ULP single antenna device and a fog server.
The ULP device is assumed to have TS SWIPT architecture
which can be implemented using simple switches. ULP device
deploys the harvested energy for ID and either to perform local
computing or to offload the computations to the fog server.
Therefore, each time frame is divided into three orthogonal
time slots, one for EH, one for ID and the other for local
computation or offloading. In this scenario, we optimize the
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Fig. 1: Fog computing system scheme
Fig. 2: Time frame structure
time slot and offloading power allocation to minimize the en-
ergy cost of the ULP device. The effectiveness and challenges
of this framework are studied by means of numerical results.
The rest of this paper is organized as follows. Section II
describes the system model. Resource allocation and optimal
offloading strategy are addressed in section III. In Section IV,
we present numerical results and finally the paper is concluded
in Section V.
II. SYSTEM MODEL
We consider a SWIPT fog computing system model, as
presented in Fig. 1, which consists of one single antenna
ULP device, one AP which is equipped with NA antennas
and a fog server. The ULP device is assumed to be capable
of information decoding and also energy harvesting using a
TS SWIPT scheme. Moreover, it decides to carry out the
computation locally or to offload them to the fog server
depending on the energy cost of the strategy. As shown in
Fig. 2, we assume that each time frame, T , is divided into
three orthogonal time slots: one for EH (τE), one for ID (τD)
and the other for local computation (τC) or offloading (τO).
The received signal in the ULP device can be modelled as:
y = hHws+ n, (1)
where s is the information symbol from the AP to the ULP
device which originates from independent Gaussian code-
books, s ∼ CN (0, 1) and w ∈ CNA×1 is the beamforming
vector. We assume quasi-static flat fading channel and denote
by h ∈ CNA×1 the complex channel vector from the AP
to the ULP device. Also n ∼ CN (0, σ2n) is the circularly
symmetric complex Gaussian receiver noise. According to (1)
and assuming perfect channel state information (CSI), the
achievable throughput R (bits/sec) for the ULP device can
be found as follows:
R = Bh
τD
T
log2(1 +
|hHw|2
σ2n
), (2)
where Bh is the bandwidth of the channel between the AP and
the ULP device and τD is the decoding time slot duration. In
addition, the harvested energy can be given as:
EH = η(|hHw|2 + σ2n)τE , (3)
where η denotes the energy harvesting efficiency factor for the
ULP device.
As mentioned, the ULP device offloads the computations to
the fog server if it is less costly than the local computation
strategy. In this work, cost is defined by taking into account
the amount of harvested energy as well as the consumed
energy which itself includes the two terms, i. e., decoding
energy consumption ED and offloading or computation energy
consumption EC .
The amount of decoding energy consumption per bit depends
on the decoding method, e. g., analogue or digital techniques
and the CMOS circuit design [11]. Therefore, the decoding
energy consumption can be written as follows:
ED = Bh log2(1 +
|hHw|2
σ2n
)τD, (4)
in which  (Joule/bit) is a constant depending on the technol-
ogy and circuit design.
On the other side, the minimum dynamic switching energy
per logic gate is CgV 2DD where Cg is the gate input capacitance
and VDD is the supply voltage [12]. This energy consumption
is estimated to be above the Landauer limit by a factor of Mc,
i. e., McN0 ln(2) [1], where Mc is a time-dependent imma-
turity factor of the technology and N0 is the thermal noise
spectral density. Deploying this estimation, the computation
energy consumption can be modelled as:
EC = F0αMcN0 ln(2)KRT, (5)
where F0 is the fanout, which is the number of loading logic
gates, typically 3-4, α is the activity factor which is typically
0.1-0.2, K is the number of logic operations per bit and RT
is the number of received bits during each time frame.
In case of offloading, the received bits are sent to the fog
server across the channel link from the ULP device to the fog
server with the bandwidth of Bg . Therefore, the number of
bits that can be offloaded during the time τO is given by:
NO = BgτO log2(1 +
|g|2pO
σ2s
), (6)
where g is the complex-valued channel coefficient from the
ULP device to the fog server, pO is the power spent for
transmitting data to the server and σ2s is the receiver’s noise
power. Thereby, we can define the system’s cost function as
follows:
C(τ , pO, IO) = EC + (τOpO − EC)IO + ED − EH , (7)
in which τ = [τE , τD, τC , τO] and IO ∈ {0, 1} is the
offloading indicator, i.e., we offload the data if IO = 1,
otherwise the computation will be done locally. Negative
values of C(.) are related to the cases in which decoding,
computation or offloading processes could be done and the ad-
ditional part of the harvested energy could be stored. However,
positive values of C(.) in each frame indicate that the energy
consumption is more than the harvested energy in that frame.
As a consequence, if the stored energy at the beginning of
this frame can not compensate the cost, the process including
decoding, computation or offloading can not be conducted. In
this case the ULP device only harvests energy, i. e., τE = T .
Consequently, the energy storage at the beginning of (i+ 1)th
time frame can be written as follows:
E(i+1)s = E
(i)
s − (1− I(i)s )C(i) + I(i)s E(i)H |τE=T , (8)
in which C(i) and E(i)H are the cost and harvested energy
in the ith time frame, respectively. I(i)s indicates whether the
ULP device is in harvesting mode or can also carry out the
decoding, computation or offloading that is:
I(i)s =
{
0, if E(i)s − C(i) ≥ 0
1, otherwise
(9)
III. OPTIMAL RESOURCE ALLOCATION AND OFFLOADING
DECISION
In this section, we optimize the time slot and offloading
power allocation to minimize the energy cost at the side of the
ULP device. Moreover, we make the final decision whether to
carry out the computations locally or to offload the data to the
fog server by comparing the optimal costs of the two cases.
The optimization problem for the ith time frame is formulated
as follows:
Minimize
τ ,pO,IO
C(τ , pO, IO)
subject to (1) R ≥ R¯
(2) KNOIO + τCfop(1− IO) ≥ KRT
(3) C ≤ Es
(4) τE + τD + τC + IO(τO − τC) = T
(5)τ ∈ [0, T ], IO ∈ {0, 1},
(10)
in which the i superscript for variables are omitted for brevity,
i. e., C(.) is the cost function for the ith frame and Es
is the given stored energy at the beginning of this frame.
The first constraint in the above problem is the minimum
throughput requirement of the ULP device. In the second
constraint, if IO = 1 (the best strategy is to offload the data)
then NO ≥ RT , implying that the number of offloaded bits
must be greater than or equal to the number of received bits
in one frame. However, if IO = 0 then KRT ≤ fopτC (fop
is the maximum number of the operations per second in the
ULP device), which means that the total number of logic
operations must be less than the computational capacity of
the ULP device during computation time. The third constraint
guarantees that we have enough energy for the whole process.
In the following we relax this constraint and find the optimal
solution of the relaxed problem. Obviously, if C∗ > Es , the
ULP goes to harvesting mode (τ∗E = T ) as mentioned before.
A. Optimal resource allocation for local computation
In the case of local computation, problem (10) will be
simplified to the following problem:
Minimize
τE ,τD,τC
ED + EC − EH
subject to (1) R ≥ R¯,
(2) τCfop ≥ KRT,
(3) τE + τD + τC = T,
(4) τC , τD, τE ∈ [0, T ],
(11)
which after substitution of EC , ED, EH and R yields to:
Minimize
τD,τC
τDBh log2(1 +
|hHw|2
σ2n
)(KF0αMcN0 ln 2 + )−
η(|hHw|2 + σ2n)(T − τD − τC),
subject to (1) Bh
τD
T
log2(1 +
|hHw|2
σ2n
) ≥ R¯,
(2) τCfop ≥ KτDBh log2(1 +
|hHw|2
σ2n
)
(3) τC , τD ∈ [0, T ].
(12)
According to the first and second constraints and the fact that
τC + τD ≤ T , the above problem is feasible only if:
1
Bh log2(1 +
|hHw|2
σ2n
)
+
K
fop
≤ 1
R¯
. (13)
Here we assume that R¯, K and fop are chosen such that (13)
is satisfied.
The objective function in problem (12) is an increasing
function of τC and τD. As a result, the optimal τD and τC
occur when the two constraints meet their boundaries. The
optimal time allocation is therefore as below:
τ∗D =
R¯T
Bh log2(1 +
|hHw|2
σ2n
)
, (14)
τ∗C =
KR¯T
fop
, (15)
τ∗E = T − τ∗D − τ∗C . (16)
B. Optimal resource allocation for offloading
In the case of offloading, problem (10) can be written as:
Minimize
τE ,τD,τO,pO
ED + τOpO − EH ,
subject to (1) R ≥ R¯,
(2) NO ≥ RT,
(3) τE + τD + τO = T,
(4) τO, τD, τE ∈ [0, T ].
(17)
According to the first constraint and the fact that τD < T ,
this problem is feasible if R¯ < Bh log2(1 +
|hHw|2
σ2n
). Here
we assume that R¯ is chosen such that the problem is feasible.
Substitution of ED, EH , R and NO in the above problem
leads to:
Minimize
τE ,τD,τO,pO
τDBh log2(1 +
|hHw|2
σ2n
) + τOpO−
η(|hHw|2 + σ2n)τE ,
subject to (1) Bh
τD
T
log2(1 +
|hHw|2
σ2n
) ≥ R¯,
(2) BgτO log2(1 +
|g|2pO
σ2s
) ≥
BhτD log2(1 +
|hHw|2
σ2n
),
(3) τE + τD + τO = T,
(4) τO, τD, τE ∈ [0, T ].
(18)
Due to the same reason as in the previous case, the optimal
decoding time in this strategy can be found from equation (14)
as well. Therefore, the problem can be further simplified to:
Minimize
τE ,τO,pO
τOpO − η(|hHw|2 + σ2n)τE
subject to (1) BgτO log2(1 +
|g|2pO
σ2s
) ≥ R¯,
(2) τE + τ∗D + τO = T,
(3) τO, τD, τE ∈ [0, T ],
(19)
and by introducing the slack variable λ = pOτO we have:
Minimize
τE ,τO,λ
λ− η(|hHw|2 + σ2n)τE
subject to (1) BgτO log2(1 +
|g|2λ
τOσ2s
) ≥ R¯,
(2) τE + τ∗D + τO = T,
(3) τO, τE ∈ [0, T ].
(20)
The objective function and the second constraint in the above
problem are linear functions of the optimization variables.
Also it can be easily shown that the left side of the inequality
in the first constraint is a concave function of both τO and
λ. Using the KKT conditions of the above problem and after
some mathematical manipulations, the optimal offloading time
can be found as:
τ∗O =
R¯T ln(2)
Bg
(
1 +W
(
1
e
(
σ2n
σ2s
η|g|22
R¯T
Bhτ
∗
D − 1)
))−1
,
(21)
where W(.) is the Lambert function [14], i.e., the inverse
function of f(x) = xex. The optimal offloading power and
harvesting duration can then be calculated from the following
equations:
p∗O =
σ2s
|g|2 (2
R¯T
Bgτ
∗
O − 1), (22)
τ∗E = T − τ∗D − τ∗O. (23)
C. Final strategy
According to the discussion above, the optimal decoding
time and therefore the optimal decoding energy consumption
will be the same for both cases under the same throughput
requirement. Denote the optimal cost of the local computing
and offloading strategy by C∗1 and C
∗
2 , respectively. Therefore
if min(C∗1 , C
∗
2 ) ≤ Es, the decision making strategy would be:
I∗O =u(C
∗
1 − C∗2 ), (24)
where u(.) is the unit step function. Otherwise, the ULP device
will only harvest energy (τ∗E = T ). After substituting the
optimal costs in (24), the final strategy can be written as:
KR¯T (F0αMcN0 ln(2) +
η(|hHw|2 + σ2n)
fop
)
IO=1
≷
IO=0
τ∗O
(
σ2s
|g|2 (2
R¯T
Bgτ
∗
O − 1) + η(|hHw|2 + σ2n)
)
,
(25)
in which τ∗O is defined by (21). For given values of R¯, T ,
noise powers and computational parameters, the final result
depends only on the transmit and offload channel realizations
of h and g and the bandwidth of the offloading channel, Bg ,
as it is expected.
IV. NUMERICAL RESULTS
In this section, we present numerical results to demonstrate
the performance of our fog computing SWIPT system. We
consider a single user scenario with the same setup as in Fig.
1 in an ultra dense network, consisting of one AP equipped
with NA = 4 antennas and a single antenna TS SWIPT ULP
device. The line-of-sight (LoS) component is dominant in the
short distances, thus the channel gains h from the AP to the
ULP device and g from the ULP device to the fog server are
generated with Rician fading. The Rician factor, defined as the
ratio of signal power in dominant component over the scattered
power, is set to 3.5 dB. Besides, path-loss of the channels is
modelled using the ITU indoor channel model as [13]:
L = 20 log fc +N log d− 28, (26)
in which L (dB) is the total path loss, fc (MHz) is the
frequency of transmission, d (m) is the distance and N is
the distance power loss coefficient. We have set fc = 2.4
GHz and N = 22 which is the predicted value for the
commercial area [13]. Noise powers are assumed to be σ2n =
σ2s = −110 dB. Conjugated beamforming is used, i. e.,
w =
√
PT [e
−jΦ1 , e−jΦ2 , ..., e−jΦNA ]T , where Φ is the NA×1
phase vector related to the h and PT is the AP’s power budget
which is set to 1 watt. Both channels are assumed to have the
bandwidth of Bh = Bg = 2 MHz and 103 realizations of
the channel are used for averaging. Moreover, the minimum
required throughput is set to R¯ = 20 Kb/s, time frame duration
of T = 1 sec is considered and energy harvesting efficiency of
the ULP device is assumed to be η = 0.6. Also the decoding
energy consumption per bit is chosen to be  = 100 pJ/bit
[11]. The parameters relating to the computation are fop = 109
operations per second, Mc = 104, α = 0.1 and F0 = 3 [1].
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Fig. 4: Energy costs per frame versus K
First, we study the effect of the number of operations per
bit, K, on the optimal energy consumptions per frame. Fig.
3 shows the average consumed and harvested energies versus
K for a fixed distance of dt = 6 m from the AP to the ULP
device and ds = 10 m from the ULP device to the fog server.
As can be inferred from equation (14) and also can be seen in
Fig. 3 (top), as far as the required throughput is fixed, ED does
not change. The offloading energy consumption, τOpO, does
not change with increasing K as well and is fixed while ds is
fixed. Also as shown, in this scenario EC is much lower than
decoding and offloading energy by few orders of magnitude.
However, it increases linearly (notice the logarithmic scale of
y-axis) with increasing the number of operations per bit.
The average of the total optimal energy consumptions
in both local computation and offloading strategies is also
illustrated in Fig. 3 (bottom) as well as the average optimal
harvested energy in these two cases, which are denoted by
EH1 and EH2, respectively. As can be seen, by increasing
K, the amount of harvested energy decreases, since longer
time will be devoted to the computation which regarding the
fixed decoding time leads to less time for harvesting energy.
Finally, the energy costs of the two strategies are shown in
Fig. 4. According to these costs, up to nearly K = 5000
operations per bit, we have, in average, less energy cost in
local computation strategy and after that point offloading is
preferred. We have also plotted the average consumed and
harvested energy versus dt for ds=10 m and K = 104 opera-
tions per bit in Fig. 5. As it is shown in this figure, the optimal
energy consumption including decoding and computation or
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Fig. 5: Energy consumption and harvested energy per frame
versus dt
offloading energies does not change with dt, since K and ds
are fixed. However, the amount of harvested energy decreases
significantly by moving away the AP because of the channel
path-loss. Moreover, it can be seen that for both cases, the
harvested energy covers the energy consumptions up to dt = 9
m in average.
Energy storage levels and Is indicator change during 100
time frames are illustrated in Fig. 6 for one channel realization
per each frame, K = 104 operations/bit and dt = 10, 15 m.
As can be seen in Fig. 6a, since in the first frame the amount
of harvested energy is not enough for completing the process
including the decoding and local computing or data offloading,
the ULP goes to the harvesting mode. This amount of stored
energy helps the ULP to carry out the process for the next
several frames, but it goes to the harvesting mode again in
the 6th frame. This procedure continues until the ULP faces a
strong channel in the 32nd frame and harvests enough energy
so that it can decode the received signal and compute or offload
the data in the remaining time frames. However, in farther
distance of dt = 15 m, the ULP keeps going to the harvesting
mode after each 2-3 frames due to severe path loss effect as
shown in Fig. 6b.
The average energy storage levels during 100 time frames are
also plotted in Fig. 7 for K = 104 operations/bit and dt =
10, 15 m. As can be seen, the average stored energy increases
constantly in time for dt = 10 m. However, in dt = 15 m, the
energy storage level increases in the beginning and then almost
saturates which was expected according to the one realization
result of Fig. 6b.
Finally to illustrate the statistical performance of the system,
we define the outage probability as the probability of the ULP
device going to harvesting mode, i.e. the probability of Is = 1.
The average outage probability in 100 frames versus dt for
K = 102, 103, 104 operation/bit is plotted in Fig. 8. As can be
seen, the probability of outage is less than 1% in low distances
(dt < 7 m) , while by increasing the distance to dt = 15 m,
the probability of outage increases to nearly 57%. Besides,
the probability of outage is slightly higher in bigger number
of operations per bit.
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Fig. 6: Energy storage and Is indicator for K = 104 opera-
tions/bit and (a) dt = 10 m and (b) dt = 15 m
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V. CONCLUSION
In this paper, we investigated a SWIPT-based fog computing
system. We optimized the required time intervals for EH, ID
and local computation as well as the time slot and power
required for offloading the computations to the fog server. The
optimization goal has been to minimize the energy cost with a
constraint on the minimum data rate requirement of the ULP
device. We studied the effect of the number of computational
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Fig. 8: Outage probability versus dt for K = 102, 103, 104
operations per bit and the distance between AP and ULP
device by means of numerical simulations. The results showed
that, by moving the AP away from the ULP device, less energy
can be harvested and as a result the probability of outage will
increase. Moreover, increasing the number of computational
operations can also decrease the amount of harvested energy
by limiting the EH time interval.
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