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Abstract
We revisit non-marginal half-BPS solutions of M-theory in the framework of the
possible existence of an underlying E11 Kac-Moody symmetry. In this context,
non-marginal BPS solutions of M-theory can be described as exact solutions of the
brane σ-model E10/K(E10), extending results obtained earlier for marginal BPS
solutions. We uncover an elegant and simple algebraic structure underlying the
bound states by looking at subalgebras embedded in E10. Furthermore, we show
that the non-marginal BPS solutions can be obtained from the elementary marginal
ones by the action of K(E10) transformations.
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1 Introduction
Supergravity solutions preserving some fraction of the supersymmetries of
the theory are of central importance in understanding non-perturbative as-
pects of supergravity and string theory. They typically enjoy powerful non-
renormalization properties that make them largely insensitive to the value
of the coupling constant. At the same time, if they are viewed as space-time
instantons from the string theory perspective, they are non-perturbative
states that also play a crucial role in the string counting of microstates
contributing to the black hole entropy [1]. Such solutions are termed BPS
states and have been pivotal in understanding the web of string dualities
and the M-theory conjecture [2, 3, 4, 5]. The classification of all BPS states
is incomplete but remarkable progress has been made over the last years,
see for example [6, 7]. When one is looking for solutions with commuting
Killing vectors one can make use of the powerful techniques of U-duality and
solution generation via classical (or quantum) hidden symmetries to classify
orbits of BPS states [8, 9].
In the present work, we address these issues from the point of view of
the conjectured E10 and E11 Kac-Moody symmetries of M-theory [10, 11].
These symmetries are thought to be realized non-linearly when acting on the
fields of maximal supergravity theories and BPS solutions in this framework
have been analysed for example in [12, 13, 14, 15]. As shown in [12, 16],
one can construct a one-dimensional sigma model, called brane σ-model,
with target being the coset E10/K(E10) where K(E10) is a non-compact
subgroup of E10 containing the group SO(9, 1). This model is a consis-
tent truncation of a one dimensional σ-model E11/K(E11), where K(E11)
is a non-compact subgroup of E11 containing the group SO(10, 1). In the
truncation, the geodesic parameter is identified with a spacelike coordinate.
Studying the null geodesics on this E10/K(E10) is supposed to provide in-
formation about static solutions to D = 11 supergravity depending on one
spatial direction. This was exemplified in [12] by describing all the elemen-
tary half-BPS solutions of D = 11 supergravity in this language. These
are the M2 and M5 branes and the gravitational Kaluza-Klein momentum
and monopole solutions. All these solutions must be smeared to one di-
mension to make the correspondence exact. It is noticeable that all these
solutions correspond to the embedding of an SL(2,R)/SO(1, 1) subcoset into
E10/K(E10) [15]. Different embeddings give the various half-BPS solutions
with different orientations. The null geodesic on SL(2,R)/SO(1, 1) is basi-
cally unique, reflecting the universal structure behind all these elementary
half-BPS solutions.1 For the geodesic E10 model there exists a ‘dictionary’
1A similar analysis can be performed for the cosmological version of the geodesic
model [11, 16, 17]. In this case, the solutions depend on the time variable and embedding
SL(2,R)/SO(2) yields (non-supersymmetric) S-brane type solutions. More complicated
subcoset configurations can be considered [18].
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[11, 19] that relates low lying generators of the infinite-dimensional algebra
E10 to fields of supergravity, allowing the direct map of null geodesics to
solutions of supergravity. The E10 model is formally integrable.
M-theory also admits more complicated half-BPS solutions than the el-
ementary branes which can be considered as bound states of the elementary
states [20, 21, 22]. Here, we investigate whether these more complicated
half-BPS states also have a simple underlying algebraic structure. Our an-
swer will be affirmative and has been partly anticipated by the related recent
work [23]. In [23] the E11 framework of [10] is used in which one does not
restrict to functions of a single spatial variable but formally associates coset
elements depending on all space-time variables to supergravity configura-
tions. One of the results of [23] was that the so-callled dyonic membrane [20],
which is a bound state of an M2 brane delocalized inside an M5 brane, can
be described by using three step operators of E11.
2 The elementary half-BPS
solutions only require a single step operator. Our first observation is that the
three step operators needed to describe the dyonic membrane actually form
an SL(3,R) group inside E10 (or E11). As for the SL(2,R) subgroups dis-
cussed above for elementary half-BPS solutions there are, of course, many
embeddings of SL(3,R) inside E10 corresponding to different orientations
and also to similar bound states between different elementary branes, e.g.
an M2 inside a KK6 monopole. For the SL(3,R)/SO(2, 1) subcoset it turns
out that null geodesics are again very constrained and the dictionary men-
tioned above gives directly all the bound states of this type. Similarly, one
can consider the embedding of larger subgroups in E10; the only other ex-
ample that we treat in this paper is SL(4,R) which can be used to describe
a composite state consisting of either three or four branes, depending on the
choice of subgroup SO(3, 1) or SO(2, 2) of K(E10). These also correspond
to known solutions constructed previously using familiar solution generating
techniques for eleven dimensional supergravity. For example all M-theory
solutions we find can be derived from the bound state constructed in [22]
but our methods transcend those used in [22] in that they can also give
bound states involving D8 branes. The reason is that there is not only a
map from the null geodesic to solutions of D = 11 supergravity [25] but also
to Romans massive IIA supergravity [26] as well as type IIB supergravity.
The map to massive type IIA supergravity requires symmetries that go be-
yond the E8 U-duality transformations. It is important to emphasize that
once we have choosen a given embedding of a subalgebra g in e11, the bound
states solution is uniquely determined by a particular harmonicity ansatz on
the fields corresponding to the Cartan subalgebra of g and the null geodesic
equations.
2Configurations involving multiple step operators have been considered also in [24] in
a slightly different context.
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Another result reported in the present paper is that the bound state
solutions can in fact be obtained from the elementary solutions by symme-
try transformations with the group K(E10). For example, starting from an
elementary M2 brane one can rotate with an element of SO(2, 1) ⊂ K(E10)
to obtain the dyonic membrane of [20]. Similarly, one could perform ro-
tations with SO(3, 1) or SO(2, 2) to arrive at the more complicated bound
states describable by SL(4,R) subgroups. This can be viewed as part of the
general BPS-orbit techniques discussed for example in [9] but here applied
to subgroups of E10. The simple reason that the K(E10) symmetry trans-
formations map half-BPS solutions to half-BPS solutions, i.e. preserve the
number of unbroken supersymmetries, lies in the fact that the Killing spinor
equation is K(E10)-covariant.
In a next step, one can consider intersecting branes [27, 28]. These cor-
respond to commuting subgroups of E10 [29]. For example, the intersection
of three dyonic membranes considered in [21] is described algebraically by a
subgroup SL(3,R) × SL(3,R) × SL(3,R) ⊂ E10. Similar and more compli-
cated configurations can easily be deduced. These solutions preserve smaller
fractions of supersymmetry.
Though we have not used our methods to generate genuine new half-
BPS solutions, the structures we highlight here organize the plethora of
half-BPS solutions and provide a simple algebraic framework for describing
them. Spacetime brane configurations can be simply deduced from the al-
gebraic structure of steps operators as we will explain in more detail below.
Furthermore, complicated space-time bound state solutions can be derived
by rotating simple geodesics using K(E10) symmetry transformations.
Our paper is organized as follows. In section 2, we review the correspon-
dence between the E10 geodesic model and supergravity and recall how the
algebraic structure is used to encode branes and the appearance of SL(2,R)
for elementary half-BPS solutions of D = 11 supergravity. In section 3,
the embedding of SL(3,R) in E10 is then considered and shown to lead to
half-BPS bound state solutions. The embedding of SL(4,R) is shown to
correspond to more complicated bound state solutions, examples of which
we display in section 4. Appendices provide supplementary material on our
conventions for the space-time supergravity theories and for sl(n,R) alge-
bras.
2 Branes in the E11 σ-model
Let us now introduce the main tools to be used in this paper, the E11 σ-
model and the supergravity/Kac-Moody dictionary. For this we will follow
the description of the E11 σ-model given in [12]. We will also recall how to
describe single extremal branes in this setting before considering their bound
states in later sections. The e11 algebra is a real Kac-Moody algebra defined
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Figure 1: The Dynkin diagram of e11.
by the Dynkin diagram in figure 1 together with the usual Chevalley-Serre
relations [30]. Counting how many times the simple 11th root shows up in
a given root corresponding to a given step operator we get a Z-grading
e11 =
∑
ℓ∈Z
gℓ (2.1)
of e11 such that g0 = gl(11,R) and the positive and negative levels transform
as gl(11,R) representations. This corresponds to a so called level decom-
position with respect to the regular gl(11,R) subalgebra given by removing
the 11th node, in figure 1 [11, 31, 32, 33]. The lowest lying positive levels
gℓ with ℓ = 0, 1, 2, 3 are given in table 1.
ℓ sl(11,R) Dynkin labels Generator of e11
0 [1, 0, 0, 0, 0, 0, 0, 0, 0, 1] Kab
1 [0, 0, 0, 0, 0, 0, 0, 1, 0, 0] R a1a2a3
2 [0, 0, 0, 0, 1, 0, 0, 0, 0, 0] R a1...a6
3 [0, 0, 1, 0, 0, 0, 0, 0, 0, 1] R a0|a1...a8
Table 1: Level decomposition of e11 under sl(11,R) up to level ℓ = 3.
The operators at levels ℓ ≥ 1 are gl(11,R) tensors transforming according
to the commutation relation
[Kab, R
c1..cn] = δc1bR
ac2...cn + ...+ δcibR
c1...a...cn + ...+ δcnbR
c1...a
(2.2)
as the Kab span the subalgbra g0. The indices here are gl(11,R) indices
ranging from 1 to 11. From the grading (2.1) we have
[gℓ1 , gℓ2 ] ⊂ gℓ1+ℓ2 (2.3)
and in terms of the generators at level 1,2 and 3 this gives that
[Ra1a2a3 , Ra4a5a6 ] = Ra1...a6 (2.4)
and
[Ra1a2a3 , Ra4...a9 ] = R[a1|a2a3]a4...a6 . (2.5)
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Here [a1a2a3] implies anitsymmetrization with weight one. Now, to define
the brane E11 σ-model, we define an involution Ω of e11, called the temporal
involution [12], such that the fixed point set of Ω is a subalgebra k(e11). Its
corresponding Lie subgroup of E11, the group K(E11), is used to define the
coset E11/K(E11). We associate one of the gl(11,R) indices with time.
3 The
involution Ω fixing the k(e11) subalgebra is now defined by
Ω(Kab) = −ǫaǫbKba (2.6)
and
Ω(Ra1...an) = −ǫa1 ...ǫanRa1...an (2.7)
where ǫa = −1 if a is the chosen time index and ǫa = +1 otherwise. Using
Ω we can form the projection operator
PΩ =
1
2
(1l + Ω), (2.8)
projecting e11 onto the k(e11) subalgebra. The complement p(e11) is given by
the image of (1l−PΩ) acting on e11 so we get the vector space decomposition
e11 = k(e11)⊕ p(e11). (2.9)
At level 0 the generators
kab = PΩ(K
a
b) (2.10)
in k(e11) generate a so(10, 1) algebra, so due to the fact that p(e11) can be
thought of as a k(e11) representation, the tensors in p(e11) are in particular
tensors transforming under an eleven dimensional Lorentz group SO(10, 1).
We will see later that this Lorentz group can in fact be identified with the
Lorentz group in space-time, when considering the so called dictionary in
section 2.1.
Let V be a formal map from the real line, with coordinate ξ, to the infinite
dimensional left coset E11/K(E11). We write schematically this map as
V = exp

∑
a,b
φbaK
a
b

 exp
(∑
i
CiR
i
)
(2.11)
where
∑
i CiR
i should be thought of as an infinite sum over the generators
Ri spanning the gℓ subspaces, with ℓ > 0 (given in table 1 up to level three),
together with a matching ξ dependent field Ci = Ci(ξ). We will call the
fields φaa multiplying the diagonal in the K
a
b matrix, Cartan fields as the
3We note that this does not always uniquely define the signature of space-time since
the Weyl group does not commute with the involution and space-time signatures come in
orbits of the Weyl group [34, 35]. For example, the standard signature (1, 10) of D = 11
supergravity is grouped together with the ‘exotic’ signatures studied in [36]. We always
work in the standard Lorentzian theory in this paper.
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Kaa elements generate a Cartan subalgebra of gl(11,R). The fields Ci we
will denote as coset-potentials. The expression (2.11) is gauge-fixed in a
triangular (or Borel) gauge where only step operators of levels ℓ ≥ 0 have
been used.4
The σ-model Lagrangian is given by
L = η−1(Pξ|Pξ), (2.12)
where we have performed the splitting
∂ξVV−1 = Pξ +Qξ (2.13)
of the Maurer-Cartan form defined by V using the decomposition (2.9). The
bilinear form (.|.) is the canonical non-degenerate form on e11 [30]. The
field Pξ is the ‘velocity’ vector, i.e. the component of ∂ξVV−1 along the
coset and the ‘connection’ Qξ is the component transverse to the coset. The
index ξ on Pξ and Qξ indicate that these fields transform as vectors on the
world line. The lapse function η ensures reparameterization invariance of
the Lagrangian (2.12). There is locally always an affine parameterization
such that η = 1 and we will always choose this parameterization of the
world line. The equations of motion derived from this action, under an
infinitesimal change of the coset representative V, is given by
∂ξPξ − [Qξ ,Pξ] = 0. (2.14)
From the variation of η we get the quadratic Hamiltonian (or reparametriza-
tion) constraint
(Pξ |Pξ) = 0. (2.15)
This system of equations exhibits two classes of symmetries, the first one
being global E11 invariance letting V → Vg. The other symmetry is a local
K(E11) invariance, as V ′ = k(ξ)V, with k : R→ K(E11), give an equivalent
map to the coset. Under the local K(E11) the Pξ vector transform as
Pξ → kPξk−1. (2.16)
It is with respect to this gauge-invariance that Qξ can be thought of as a
connection since Qξ transform as
Qξ → kQξk−1 + ∂ξkk−1. (2.17)
One can also identify Qξ with a Levi-Cevita connection on the coset. We
note that in the fixed triangular gauge choice (2.11) one has to restore the
4This gauge is not always admissible since the subgroup fixed by Ω is not the maximal
compact subgroup [15, 9]. For the particular BPS solutions we will consider this turns out
not to be a problem.
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gauge after a global right action by g ∈ E11 by means of a local and field-
dependent compensating transformation in K(E11). This induces a trans-
formation of Pξ and Qξ under the global E11.
The two equations (2.14) and (2.15) give that V describe a null-geodesic
on the E11/K(E11) coset. In terms of the map (2.11) the velocity vector Pξ
along the coset is expanded as
Pξ = 1
2
Pξ,a1a2s
a1a2 +
1
3!
Pξ,a1a2a3s
a1a2a3 +
1
6!
Pξ,a1...a6s
a1...a6
+
1
9!
Pξ,a0|a1...a8s
a0|a1...a8 + ... , (2.18)
where the ... indicate generators with level ℓ > 3. Similarly the connection
is given by
Qξ = 1
2
Qξ,a1a2k
a1a2 +
1
3!
Pξ,a1a2a3k
a1a2a3 +
1
6!
Pξ,a1...a6k
a1...a6
+
1
9!
Pξ,a0|a1...a8k
a0|a1...a8 + ... . (2.19)
Here, the sa1...an generators are the projections of Ra1...an on the p(e11)
subspace, and the ka1...an the projections onto k(e11), i.e.
sab = (1− PΩ)(Kab), sa1a2a3 = (1− PΩ)(Ra1a2a3),
sa1...a6 = (1− PΩ)(Ra1...a6), sa0|a1...a8 = (1− PΩ)(Ra0|a1...a8), (2.20)
and
ka1a2a3 = PΩ(R
a1a2a3), ka1...a6 = PΩ(R
a1...a6),
ka0|a1...a8 = PΩ(R
a0|a1...a8). (2.21)
We use the comma in the definitions of the P -fields in (2.18) and (2.19) to
separate different types of indices. Note that the ξ -index does not transform
under the subgroup K(E11). In the dictionary, it will be identified with a
curved coordinate in space-time. The relations between the P -fields showing
up in Pξ andQξ and the Ci fields in (2.11) are given by generalized ‘covariant
derivatives’ [19], thinking of the P -fields as the field strengths to the Ci
‘potentials’.
2.1 The supergravity/Kac-Moody dictionary
The E11 σ-model described by the action (2.12) leads to two different E10
σ-model actions upon consistent truncation [16].
The first one, named cosmological E10, is obtained by choosing the co-
ordinate 1 to be the time coordinate and to put to zero all the fields corre-
sponding to step operators and the Cartan whose associated root contains
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α1’s , the simple root corresponding to the first node of figure 1. This gives
a coset E10/K˜(E10) where K˜(E10) contains SO(10) at level zero. In this
model ξ is identified to the time coordinate and permits to describe cosmo-
logical solutions in space-time. The crucial information for describing the
states in supergravity using the algebraic structure of e10 is given by the
so called supergravity/Kac-Moody dictionary. This dictionary tells us how
to match the E10 fields in the coset, defined by (2.18), with the space-time
fields of eleven dimensional supergravity [19]. In the references [11, 19] it
is proven that the coset fields map directly to a truncated version of eleven
dimensional supergravity.
A second consistent truncation leading to the so-called brane E10 σ-
model is obtained by first performing a Weyl reflection in the hyperplane
perpendicular to α1 and then performing the same truncation. Because
the non-commutativity of Weyl reflections and the temporal involution Ω
the timelike direction is now 2 and upon truncation one obtains another
coset E10/ K(E10) where K(E10) contains SO(9, 1) at level zero. Once the
parameter ξ is identified with a spacelike direction, this σ-model permits us
to describe smeared static solutions of eleven dimensional supergravity [16].
Thinking of the brane σ-model as a truncation of the E11 σ-model we
will surmise that a variant of the cosmological dictionary of [11] also applies
to the analysis presented in this paper. As we will only be concerned with
half-BPS bound states, we will ignore the fermions and their corresponding
dictionary. There is a significant difference, when working in the brane σ-
model, compared to the discussion in [19]. In the brane σ-model we split
the supergravity equations of motion with respect to a spatial coordinate
and not with respect to a time-coordinate as in the Hamiltonian formalism.
This splitting correspond to phrasing the eleven dimensional supergravity
equations as a boundary-value problem instead of a initial conditions prob-
lem.
The brane σ-model is based on the fact that, due to the temporal in-
volution Ω, the tensors in p(e11) transform under a coset Lorentz group
SO(10, 1) ⊂ K(E11). The dictionary now tells us that this Lorentz group
can be identified with the Lorentz group in space-time. Let us denote by gµ˜ν˜
the metric in eleven dimensional supergravity and by eµ˜
µ its associated viel-
bein. Here tilded greek indices will be curved in space time, and plain greek
indices will be flat. Although this is non-standard we have chosen these
conventions to be able to separate 1 and 1˜, for example, where 1 would be
a specific flat coordinate, and 1˜ the same but curved coordinate, so that
e1˜
1 would convert between them.5 The P -fields in (2.18) can therefore be
identified with fields in space-time, in an orthonormal local frame defined
by the vielbein eµ˜
µ. Hence we promote the coset gl(11,R) indices a, b, c, on
5This is in a ‘zero shift’ gauge, such that the metric is blockdiagonal, with g1˜1˜ being
one block.
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the tensors in p(e11), to flat space-time indices, i.e.
Pξ,a1...an → Pξ,µ1...µn . (2.22)
For smeared brane solutions the parameter ξ is identified with the remaining
transverse direction to the brane, and will be curved in space.
2.1.1 The metric - level 0 and level 3
First, let us discuss the dictionary between the space-time metric and the
fields of e11. As we will only be interested in a particular class of solutions,
we will discuss a slightly simplified version of dictionary (compared to [19]
for example), suitable for this class of solutions. This corresponds to setting
all the fields φab, defined in (2.11), with a 6= b to zero, i.e. we only keep
the Cartan fields φa ≡ φaa (and we define analogously Ka ≡ Kaa). In
space-time this corresponds to looking at solutions with no Kaluza-Klein
momentum. Furthermore, the fields φa turn out to be associated with the
diagonal components of the metric, according to the dictionary, in a way
to be stated explicitly momentarily. In the bound states we will consider,
the only non-zero off-diagonal component of the space-time metric we will
be concerned with is the spatial part of the so called Kaluza-Klein 1-form
potential A(µ˜n),6 to be introduced below. The corresponding coset field will
show up at a higher level in the dictionary. Let us therefore separate the
diagonal and off-diagonal part of the space-time metric,
gµ˜ν˜ = gˆµ˜ν˜ + g
off
µ˜ν˜ , (2.23)
where gˆµ˜ν˜ is diagonal and g
off
µ˜ν is zero on the diagonal. The dictionary now
tells us that the diagonal components of the metric are given by
gˆµ˜µ˜ = e
−2φa , (2.24)
where µ˜ is the curved space-time index associated to a. Let us now consider
the off-diagonal parts of gµ˜ν˜ . Recall the Kaluza-Klein monopole metric
(taking 9 to be time)
ds2KK6 = H(dx
2
1˜
+dx2
2˜
+dx2
3˜
)+dx2
4˜
+ ...−dx2
9˜
+dx2
1˜1
+H−1
(
dx1˜0−A(1˜0)
)2
.
(2.25)
The field A(1˜0) is the Kaluza-Klein potential we mentioned above and a 1-
form on the three dimensional space T ′ (spanned by x1˜, x2˜ and x3˜) and H is
a harmonic function on T ′. The coordinate x1˜0 is the curved coordinate on
the euclidean Taub-NUT circle. The explicit form of A(1˜0) for the Kaluza-
Klein monopole will be given explicitly when we discuss the KK6 in more
6The time component of the one-form of A(µ˜n) corresponds to the Kaluza-Klein wave,
and the corresponding field shows up as a non-zero φab field in the dictionary, a 6= b. We
will, however, not discuss bound states with KK-waves in this paper as mentioned above.
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detail below. For a general coordinate xµ˜n on the Taub-NUT circle we
can from the ‘KK-potential’ A(µ˜n) form the field strength F
(µ˜n)
2 = dA
(µ˜n).
Furthermore we can form the dual field strength
F
(µ˜n)
9 = ⋆F
(µ˜n)
2 . (2.26)
Observe that F
(µ˜n)
9 is in general not a closed form, just as in the case of F7.
One may also remark that the dualization (2.26) is with respect to the full
metric gµ˜ν˜ and may be non-linear, as the off-diagonal terms of the metric
involve A(µ˜n). In the approach we will use below, this will however not be a
problem as we will only be concerned with going the other way, from F
(µ˜n)
9
to F
(µ˜n)
2 , always dualizing F
(µ˜n)
9 with the diagonal metric gˆµ˜ν˜ given by the
correspondence (2.24). The dictionary now gives that F
(µ˜n)
9 is associated to
a level ℓ = 3 component of Pξ. In terms of F (µ˜n)2 , we have
F (νn)ν1ν2 = η
νnµnǫν1ν2µ1...µ9eµ1
ξPξ,µn|µ2...µ9 . (2.27)
Observe that we must interpret the (νn) index on F
(νn)
ν1ν2 as flat, and hence
when converting F
(νn)
ν1ν2 to curved indices, also this index needs to be con-
verted. Furthermore, as the Taub-NUT circle necessary is one of the di-
rections of F
(νn)
9 , the νn index will be the same as one of the µm indices,
hence there is one repeated index on the mixed symmetry object Pξ,µn|µ1...µ8 .
We will see an explicit example of how the dictionary for the Kaluza-Klein
potential works when discussing the KK6 monopole in section 2.3.3.
2.1.2 The four-form - level 1 and level 2
At level 1 and level 2 in the level decomposition of e11 we find the four-form
F4 present in eleven dimensional supergravity and its dual F7. If we identify
ξ with the curved xν˜1 coordinate, the components of F4 with legs in xν˜1
direction are given by
Fν1µ1µ2µ3 = eν1
ξPξ,µ1µ2µ3 , (2.28)
with Pξ,µ1µ2µ3 defined by (2.18). Here, Fν1µ1µ2µ3 is given in flat indices. For
the components of F4 with no legs in the ξ directions, we have the relation
Fµ1µ2µ3µ4 =
1
4!
ǫµ1µ2µ3µ4ν1...ν7eν1
ξPξ,ν2...ν7 , (2.29)
with Pξ,ν2...ν7 the coset field in p(e11) at level two. Observe that in the case
of a diagonal metric, we can integrate this correspondence to a matching of
the potentials, so that
Aµ˜1µ˜2µ˜3 = Ca1a2a3 (2.30)
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and
Aµ˜1...µ˜6 = Ca1...a6 (2.31)
where now the tilded indices of the three-form potentials are curved in space-
time. Here Ca1a2a3 and Ca1...a6 are the coset potentials, defined by (2.11),
and associated to the generators at level one and two. The supergravity
forms A3 and A6 are the ‘electric’ and ‘magnetic’ potentials to F4, defined by
(A.2) and (A.5). Observe that these two equations are not tensor equations
and are not covariant under coordinate transformations in space-time.
2.2 Embedding of subalgebras
As we will look at bound states of branes corresponding to a certain class
of sl(n,R) algebras, with n > 2, we will here discuss how to embed such
algebras in e11. First, the Cartan elements of our subalgebras will always
be embedded in the Cartan subalgebra of gl(11,R), so that the associated
fields will describe the diagonal parts of the eleven dimensional metric via
(2.24). The positive step operators of the sl(n,R) algebra will be embedded
at higher levels and hence associated to for example components of the four-
form or to the Kaluza-Klein potential. We will see that in all cases, sl(n,R)
generators embedded in e11 as generators R
a1...an where one of the ai is a
time-index, will be interpreted as a physical brane.
Regarding the SL(n,R) σ-models, the equations of motion (2.14) and
the quadratic constraint (2.15) will apply to the coset representatives of
maps into these subcosets of E11/K(E11). This is analogous to the usual
truncation of equations of motion to a subset of fields. If we always truncate
to subalgebras, then this truncation is automatically consistent.
One can of course embed other subalgebras than sl(n,R) in e11. Fur-
thermore one can embed the algebras at higher levels, as discussed in [15]
in which a tower of subalgebras at higher levels are constructed by Weyl
reflections of a SL(2,R) describing an extremal elementary brane. These
would, in the E11 approach to M-theory, corresponds to exotic states in a
U-duality multiplet. None of these two questions will be addressed in this
paper.
2.3 The SL(2,R)/SO(1, 1) σ-model and half-BPS branes
To give the background before we consider how to describe the bound states
in the E11 framework, we first recall the embedding of the (smeared ver-
sions of the) elementary M2 and M5 branes, and the KK6 monopole. A
single extremal M-brane is characterized by a diagonal space-time metric
and one non-zero component of F4. The KK6 will be expressed in terms of
the diagonal metric gˆµ˜ν˜ and a non-zero KK potential A
(µ˜n). In E11 this cor-
responds to some non-zero Cartan fields at level zero and one non-zero field
at a higher level, level one for M2, level two for M5, and level three for the
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KK6. The maps into the SL(2,R)/SO(1, 1) coset, defining this single-brane
σ-model are given by the coset representative [12, 13]
Vbrane = exp(φh) exp(Ce). (2.32)
Here, we take the SL(2,R) generators to be e, h, f with the standard com-
mutation relations
[h, e] = 2e , [h, f ] = −2f , [e, f ] = h . (2.33)
From (2.13) and (2.18) we find that
Pξ = exp(2φ)∂ξC, (2.34)
together with ∂ξφ are the two fields in the SL(2,R) coset velocity. The
equations of motion, (2.14), for Vbrane to trace out a geodesic on the coset
manifold SL(2,R)/SO(1, 1) read
∂2ξφ+
1
2
exp(4φ)(∂ξC)
2 = 0 (2.35)
and
∂2ξC + 4∂ξC∂ξφ = 0. (2.36)
Furthermore, we impose the quadratic constraint (2.15),
(∂ξφ)
2 − 1
4
exp(4φ)(∂ξC)
2 = 0 (2.37)
so that the geodesic is light-like. The solution is then given by [12]
φ =
1
2
logH (2.38)
and
C = H−1, (2.39)
if H = a+ bξ, i.e. H is a harmonic function in one variable, satisfying
∂2ξH = 0. (2.40)
For this solution, we find
Pξ = H∂ξH
−1. (2.41)
We have put the integration constant in the C(ξ) field to zero. When un-
smearing the brane solutions all that one does is letting the functions H
be harmonic functions in the space transverse to the unsmeared brane solu-
tion. Let us now see how this simple SL(2,R) model describe all the single
extremal branes of M-theory, embedding the σ-model in different ways in
E11.
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Branes 1 2 3 4 5 6 7 8 9 (t) 10 11
M2 • • •
Table 2: The space-time position of the single M2 brane. Here 9 is the time-
direction, as indicated with (t).
2.3.1 The M2 brane
First, consider a single membrane. Let x9˜ be the time coordinate. If we take
the M2 brane to be positioned in space-time as in table 2 the space-time
metric is given by
ds2M2 = H
−2/3(−dx2
9˜
+ dx2
1˜0
+ dx2
1˜1
) +H1/3(dx2
1˜
+ ...+ dx2
8˜
) (2.42)
and the four form field strength will be
F4 = dH
−1 ∧ dx9˜ ∧ dx1˜0 ∧ dx1˜1. (2.43)
Hence, if the creation operator e of sl(2,R) (see (2.32) and (2.33)) is embed-
ded as
e = R91011 (2.44)
and the Cartan element is embedded as
h = −1
3
(K1 + ...+K8) +
2
3
(K9 +K10 +K11) (2.45)
we find that the dictionary tells us that
F191011 = e1
ξH∂ξH
−1, (2.46)
using (2.41), or in terms of curved indices
F1˜9˜1˜01˜1 = ∂ξH
−1. (2.47)
Here we have identified ξ with x1˜. Using the map (2.24) for the metric,
together with the embedding of h described by (2.45) we reproduce (2.42).
To reproduce the M2 four-form (2.43) we unsmear (2.47) by letting H be a
harmonic function in the eight dimensional space transverse to the brane.
This is possible by virtue of the harmonic equation (2.40) satisfied by H.
That the definitions (2.44) and (2.45) of h and e give the right commutation
relations, i.e. correspond to a sl(2,R) subalgebra in e11, is assured by relation
(2.2).
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Branes 1 2 3 4 5 6 7 8 9 (t) 10 11
M5 • • • • • •
Table 3: The space-time position of the single M5 brane. Here 9 is the time
direction.
2.3.2 The M5 brane
In the same way we can describe the M5 solution, using another sl(2,R). If
the M5 would sit in space time as in table 3, the supergravity solution is
given by
ds2M5 = H
2/3(dx2
1˜
+ ...+ dx2
5˜
) +H−1/3(dx2
6˜
+ ...+ dx2
1˜1
) (2.48)
and
F4 = ⋆TdH (2.49)
where T is the flat five dimensional transverse space to the M5. To reproduce
this supergravity solution we embed the above given SL(2,R) σ model in
e11 by defining
e = R67891011 (2.50)
together with a Cartan generator
h = −2
3
(K1 + ...+K5) +
1
3
(K6 + ...K11). (2.51)
Due to (2.24) this reproduces (2.48). Regarding the four-form, (2.29) tells
us that
F167891011 = e1
ξH∂ξH
−1, (2.52)
where we have used (2.41). After dualizing this seven-form to a four form
using
F7 = ⋆F4 (2.53)
and converting it to curved indices we find
F2˜3˜4˜5˜ = ∂ξH. (2.54)
The unsmearing of this four-form gives exactly (2.49), as ξ is again identified
with the coordinate x1˜.
2.3.3 The KK6 monopole
Apart from the M2 and the M5, M-theory contains also the Kaluza-Klein
monopole, or for short the KK6. Let the KK6 be as in table 4, with 10
being the Taub-NUT direction. Then the eleven dimensional metric is given
by equation (2.25). The 1-form A(1˜0) is the KK potential on the transverse
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Branes 1 2 3 4 5 6 7 8 9 (t) 10 (N) 11
KK6 • • • • • • • •
Table 4: The space-time position of the single KK6 brane. Here 9 is the time
direction and 10 is the Taub-NUT direction.
space T ′, and is hence a form on T ′. The associated field strength will have
the form
F
(1˜0)
2 = ⋆T ′dH. (2.55)
As described in section 2.1.1, the field corresponding to the dual of F
(µ˜n)
2
show up at level three in the level decomposition of e11. Hence, the cor-
responding SL(2,R) σ-model encoding the metric (2.25) is given by the
embedding
h = −K1 −K2 −K3 +K10, (2.56)
e = R10|4...1011, (2.57)
into e11. The repeated index 10 in the definition of e indicates the Taub-
NUT-direction. After again identifying ξ with x1˜, the dictionary now tells
us that we have the relation
F
(10)
14567891011 = e1
ξH∂ξH
−1 (2.58)
and this will be the only non-zero component of F
(10)
9 . When dualizing this
9-form to the 2-form F
(10)
2 , we use the diagonal metric, described by the
Cartan element h. Doing this we find
F
(1˜0)
2˜3˜
= ∂ξH (2.59)
and unsmearing this 2-form we find (2.55).
3 Bound states of two branes
The main observation of this paper, inspired by [23], is the fact that, instead
of just embedding sl(2,R) algebras in e11, we can embed bigger algebras,
and in fact these will correspond to bound states of two or more branes.
As different bound states are described by the same σ-model as in the case
of single extremal branes, we will first look at a general SL(3,R)/SO(2, 1)
σ-model. This model will for example describe a bound state between an
M2 and an M5 brane.
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3.1 An SL(3,R)/SO(2, 1) σ-model
Recall that the sl(3,R) algebra consists of two Cartan elements h1 and h2
and three positive step operators e1, e2 and e12 = [e1, e2], and three negative
step operators f1, f2 and f12 = −[f1, f2]. The restriction of the temporal
involution of e11 to the sl(3,R) subalgebras we will be interested in is
Ω(e1) = f1, Ω(e2) = −f2, (3.1)
and hence the fixed subalgebra will be so(2, 1). Denote by k1, k2 and k12 =
[k1, k2] the three generators that span so(2, 1) and by s1, s2, s12 the three
generators that together with h1 and h2 span the complement p in sl(3,R)
(under the involution fixing so(2, 1)). We hence have the vector space de-
composition
sl(3,R) = so(2, 1) ⊕ p. (3.2)
This decomposition of sl(3,R) is described in more detail in appendix B.1.
We can now describe the SL(3,R)/SO(2, 1) σ-model with the coset represe-
native
V = exp (φ1h1 + φ2h2) exp (C1e1 + C2e2 + C3e12) . (3.3)
The fields φ1, φ2 and the Ci, i = 1, 2, 3 depend on the parameter ξ that
parametrizes the one-dimensional transverse space of the smeared solution.
From (3.3) we find that
Pξ = ∂ξφ1h1 + ∂ξφ2h2 + Pξ,1s1 + Pξ,2s2 + Pξ,3s12 (3.4)
and
Qξ = Pξ,1k1 + Pξ,2k2 + Pξ,3k12 (3.5)
where
Pξ,1 = exp(2φ1 − φ2)∂ξC1, (3.6)
Pξ,2 = exp(2φ2 − φ1)∂ξC2, (3.7)
Pξ,3 = exp(φ1 + φ2)
(
∂ξC3 − 1
2
(C2∂ξC1 − C1∂ξC2)
)
. (3.8)
Note that the exponential factors of φ1 and φ2 in front of the expressions for
the Pξ,i can be thought of as the conversion factors between curved and flat
coordinates. Furthermore, the subscripts 1, 2 or 3 on the P -fields defined by
(3.4) are not coordinate indices but only labels. In terms of (3.4) and (3.5)
we find that the equations of motion (2.14) for φ1, φ2 and the Pξ,i become
∂2ξφ1 +
1
2
P 2ξ,1 +
1
2
P 2ξ,3 = 0, (3.9)
∂2ξφ2 −
1
2
P 2ξ,2 +
1
2
P 2ξ,3 = 0, (3.10)
∂ξPξ,1 − Pξ,2Pξ,3 + Pξ,1(2∂ξφ1 − ∂ξφ2) = 0, (3.11)
∂ξPξ,2 − Pξ,1Pξ,3 + Pξ,2(2∂ξφ2 − ∂ξφ1) = 0, (3.12)
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and
∂ξPξ,3 + Pξ,3(∂ξφ1 + ∂ξφ2) = 0. (3.13)
The quadratic constraint (2.15) becomes
(∂ξφ1)
2 + (∂ξφ2)
2 − ∂ξφ1∂ξφ2 − 1
4
P 2ξ,1 +
1
4
P 2ξ,2 −
1
4
P 2ξ,3 = 0. (3.14)
This is a rather complicated system of non-linear equations and is difficult
to integrate explicitly, but because of the constraining SL(3,R) symmetry it
turns out to be integrable. However, to compare with bound states in space-
time we will restrict to a subset of solutions. This subset contains solutions
for which the metric is expressible in harmonic functions. Other solutions
are not easily unsmeared and thus have no immediate interpretation. Hence
they will not be considered in this paper. More explicitly, we know that φ1
and φ2 will appear in the metric, via (2.24). As ansatz we therefore set
φ1 =
1
2
logH, (3.15)
φ2 =
1
2
log H˜. (3.16)
where the functions H and H˜ are harmonic in one Cartesian coordinate,
i.e. linear functions in ξ.7 This is because, as we have discussed earlier, we
describe bound states smeared down to one dimension in the e11 σ-models.
So, we let
H = a+ bξ (3.17)
and
H˜ = c+ dξ. (3.18)
The choice of a and c are important for the value V takes at ξ = 0. For a
smeared solution this has no direct physical importance, but when unsmear-
ing the brane solution corresponding to this σ-model, the value of V(0) will
be related to the value of the fields at infinity, i.e. to asymptotic flatness.
As (3.13) is integrable, one finds that
Pξ,3 = A exp(−φ1 − φ2) (3.19)
=
A√
HH˜
, (3.20)
where A is an integration constant. From this we can express P 2ξ,1 and P
2
ξ,2
in terms of H and H˜ and A, using (3.11) and (3.12). The constant A is
fixed by the quadratic constraint (3.14) to be
A = −
√
d
b
∂ξH (3.21)
7In the terminology of [9], this ansatz is equivalent to looking at the smallest nilpotent
orbit in sl(3,R). There is one more nilpotent orbit, but as this orbit is ruled out by the
harmonic ansatz we will not consider it here.
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and we end up with
Pξ,1 = −
√
α
b
∂ξH
H
√
H˜
, (3.22)
Pξ,2 = −
√
α
d
∂ξH˜
H˜
√
H
, (3.23)
Pξ,3 = −
√
d
b
∂ξH√
HH˜
, (3.24)
where α = bc− ad. Here we have fixed the signs in front of the expressions
for the Pi from (3.11) and (3.12). We finally find from (3.6),(3.7) and (3.8)
that
C1 =
√
α
b
H−1, (3.25)
C2 =
√
α
d
H˜−1, (3.26)
and
C3 =
1
2
√
bd
( b
H
+
d
H˜
)
. (3.27)
3.2 The dyonic membrane
Branes 1 2 3 4 5 6 7 8 9 (t) 10 11
M2 • • •
M5 • • • • • •
Table 5: The space-time positions of the two branes. The xı˜, ı˜ = 1˜, ..., 5˜ coordinates
parametrize the space T transverse to the brane and 9 indicates time.
As a first example of how this σ-model reproduce certain bound states
in M-theory we will consider the dyonic membrane. This solution to the
supergravity equations of motion was found in [20], and is a bound state
between an M2 and an M5 brane (see table 5). The corresponding eleven
dimensional space-time metric is given by
ds2M2/M5 = H
1/3H˜1/3(ds2T ) +H
1/3H˜−2/3(dx2
6˜
+ dx2
7˜
+ dx2
8˜
)
+ H−2/3H˜1/3(−dx2
9˜
+ dx2
1˜0
+ dx2
1˜1
). (3.28)
Note that 9 is the time coordinate. We will denote the overall space trans-
verse to the two branes by T , so that the metric on T is just the flat metric
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ds2T = dx
2
1 + dx
2
2 + dx
2
3 + dx
2
4 + dx
2
5. The field strength is given by
8
F4 = cos(β)(⋆T dH) + sin(β)dH
−1 ∧ dx9˜ ∧ dx1˜0 ∧ dx1˜1
− tan(β)dx6˜ ∧ dx7˜ ∧ dx8˜ ∧ dH˜−1. (3.29)
Note that the ⋆T is the Hodge dual on the overall flat transverse space T .
This solution is different from normal intersecting brane solutions as the
Chern-Simons term is non-zero. Here, H and H˜ are harmonic functions
away from the singularity sitting at radius r = 0 in the five-dimensional
transverse space T , i.e. obeying
d ⋆T dH = 0, (3.30)
d ⋆T dH˜ = 0, (3.31)
for r 6= 0, and related by
H˜ = sin2(β) +H cos2(β). (3.32)
For this space-time solution both H and H˜ go to 1 at infinity, to assure
asymptotic flatness of the solution. The harmonicity of H ensures further-
more the Bianchi identity dF4 = 0. This solution is shown in table 5, and
is a two parameter solution, characterized by two charges Q, Q˜ and an in-
terpolating angle β. We define these charges by the duals of the 1-forms H
and H˜, i.e.
Q ≡
∫
S4
∞
⋆TdH and Q˜ ≡
∫
S4
∞
⋆TdH˜, (3.33)
as by (3.30) and (3.31) these charges are conserved. Relation (3.32) give
that the charges are related as Q˜ = cos2(β)Q. There are two obvious limits
of this dyonic solution, in one the M5-brane disappears, setting β = π/2,
and in the other the M2 disappears, setting β = 0. From (3.29) we see
that for the legs of the 4-form standing in the brane directions we have the
corresponding potentials
A9˜1˜01˜1 = sin(β)H
−1, (3.34)
A6˜7˜8˜ = tan(β)H˜
−1. (3.35)
The dual A6 form will also have one non-zero component living in the in-
ternal space, given explicitly by
A6˜7˜8˜9˜1˜01˜1 =
1
2
cos β
(
H˜−1 +
1
cos2(β)
H−1
)
. (3.36)
When deriving the expression for A6 we have used the Chern-Simons term
(see (A.5)). These three explicit expression for parts of the potentials, en-
code the full form of the four-form, although they are of course in different
8Observe that our four-form differs from the one given in [20].
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‘electromagnetic’ frames. One also immediately see the resemblance with
(3.25), (3.26) and (3.27). We will in fact find an exact matching below after
we consider fixing a, b, c and d. As the above solution describes an M2 brane
dissolved in the bigger M5 brane one commonly uses the notation M2 ⊂ M5,
to concisely denote this solution.
To reproduce this solution, from the σ-model solution given above, we
choose the embedding of the sl(3,R) described in section 3.1 in e11 such that
h1 = −1
3
(K1 + ...+K8) +
2
3
(K9 +K10 +K11),
h2 = −1
3
(K1 + ...+K5 +K9 +K10 +K11) +
2
3
(K6 +K7 +K8),
e1 = R
91011, (3.37)
e2 = R
678,
e12 = [e1, e2] = −R67891011.
If we choose 9 to be time, the temporal involution (2.7) reduce to the in-
volution (3.1). As we mentioned in section 2.2, e1 and e12 will correspond
to physical branes as their embeddings in e11 are as generators with a time
index. From the Kac-Moody/Supergravity dictionary we now find that Pξ,1
and Pξ,2 should be matched with components of the supergravity four-form
F4 and Pξ,3 should be matched with a component of F7 = ⋆F4, i.e. using
(2.28) and (2.29) we find
F191011 = e1
ξPξ,1,
F1678 = e1
ξPξ,2, (3.38)
F167891011 = e1
ξPξ,3,
where all the components of the space-time forms are expressed in flat co-
ordinates. Let us now lift this smeared solution, to the dyonic membrane.
Comparing the general harmonic functions (3.17) and (3.18) with the ones
for the dyonic membrane we see that to match we have to fix the four con-
stants a, b, c and d. Ensuring asymptotic flatness in the five dimensional
transverse space to the dyonic membrane we put
a = 1, (3.39)
c = 1, (3.40)
and to fulfill (3.32) we put
b = q, (3.41)
d = cos2(β)q, (3.42)
where q is such that
Q = Vol(S4)q. (3.43)
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This implies that bc − ad = sin2(β). The lifted field components, given by
(3.38) then become
Fµi91011 = eµi
µ˜i sin(β)
∂µ˜iH
H
√
H˜
, (3.44)
Fµi678 = eµi
µ˜i tan(β)
∂µ˜iH˜
H˜
√
H
, (3.45)
Fµi67891011 = −eµi µ˜i cos(β)
∂µ˜iH√
HH˜
, (3.46)
where we have promoted ∂ξ to ∂µ˜i , as H and H˜ are now harmonic functions
in five dimensions and xµ˜i are the coordinates on this transverse space.
Now, these three field components reproduce the four form (3.29) for the
dyonic membrane, dualizing (3.46) (as this component is the dual of the
first component in (3.29)) and converting the flat indices to curved indices.
However, comparing the components of A3 and A6 given in (3.34) and (3.36)
with the Ci potentials (3.25), (3.26) and (3.27), given the above choice of
parameters a, b, c and d, the matching is immediate.
We have thus shown that the dyonic membrane is exactly reproduced by
a one-dimensional SL(3,R)/SO(2, 1) σ-model, embedded in E11. The dyonic
membrane in E11 was first discussed in [23].
3.3 The M2 with magnetic Kaluza-Klein charge
Our second example of how the above given SL(3,R) σ-model can be em-
bedded in E11 is given by an M2 brane with magnetic Kaluza-Klein charge.
This configuration is T-dual to the dyonic membrane by double T-duality
in ten dimensions. Let us perform this transformation to derive the form of
the space-time fields for this supergravity solution. We will then describe
the corresponding embedding in e11. Consider the reduction of the dyonic
membrane discussed in the previous section to ten dimensions, by reducing
on the M-theory circle, here chosen to be the x1˜0. Recall that IIA con-
tains the potentials C1, C3 together with their field strengths G2 = dC1 and
G4 = dC3 and their dual potentials C5 and C7. After reduction we find a
F1/D4 bound state in IIA with form fields
H3 = sin(β)dH
−1 ∧ dx9˜ ∧ dx1˜1, (3.47)
G4 = cos(β) ⋆T dH + tan(β)dH˜
−1 ∧ dx6˜ ∧ dx7˜ ∧ dx8˜ (3.48)
and with the dilaton
φ = log(H−1/2H˜1/4). (3.49)
Performing a double T-duality in the 4, 5 directions we find from the usual
Buscher rules for type II supergravity [37, 38] that the new RR fields are
dC˜5 = tan(β)dH˜
−1dx4˜ ∧ dx5˜ ∧ dx6˜ ∧ dx7˜ ∧ dx8˜, (3.50)
dC˜1 = cos(β)(⋆T ′dH), (3.51)
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where T ′ is the flat three-dimensional space with coordinates x1˜, x2˜ and x3˜
and we use tilde to denote the T-duality transformed fields. The NS-NS
field H3 stays unchanged and the new dilaton is
φ˜ = log(H−1/2H˜−1/4). (3.52)
Hence we have gone to a F1/D6 bound state in IIA which we now want to
lift back to eleven dimensional supergravity. Its metric is given by
ds2F1/D6 = H˜
1/2(dx2
1˜
+ dx2
2˜
+ dx2
3˜
) + H˜−1/2(dx2
4˜
+ ...+ dx2
8˜
)
+H−1H˜1/2(−dx2
9˜
+ dx2
1˜1
). (3.53)
Before we perform this lifting we have to dualize the C5 form back to a C3
form. One then finds, given that the lift back to eleven dimensions is
F4 = G4 +H3 ∧ dx1˜0, (3.54)
that
F4 = sin(β) cos(β)H
−1(⋆T ′dH
−1) ∧ dx9˜ ∧ dx1˜1
+sin(β)dH−1 ∧ dx9˜ ∧ dx1˜1 ∧ (dx1˜0 − C1). (3.55)
Lifting the metric we must take into account that the C1 field now is non-zero
as
ds211 = e
−2φ˜/3ds210 + e
4φ˜/3(dx1˜0 − C1)2. (3.56)
Hence the eleven dimensional metric becomes
ds2M2/KK6 = H
1/3H˜2/3(dx2
1˜
+ dx2
2˜
+ dx2
3˜
) +H1/3H˜−1/3(dx2
4˜
+ ...+ dx2
8˜
)
+H−2/3H˜2/3(−dx2
9˜
+ dx2
1˜1
) +H−2/3H˜−1/3(dx1˜0 − C1)2.
(3.57)
Branes 1 2 3 4 5 6 7 8 9 (t) 10 (N) 11
M2 • • •
KK6 • • • • • • • •
Table 6: The space-time positions of the two branes in the bound state between a
M2 and a KK6. Here 9 is time and 10 is the Taub-NUT direction.
We have thus found the bound state of an M2 and a KK6, displayed
in table 6, or equivalently an M2 brane with magnetic Kaluza-Klein charge.
Let us now see how we can describe it in e11. As we have an off-diagonal piece
23
in the metric, we know from the dictionary discussed in section 2.1.1 that
we have to include a generator at level 3. Hence we choose the embedding
h1 = −1
3
(K1 + ...+K8) +
2
3
(K9 +K10 +K11),
h2 = −2
3
(K1 +K2 +K3 +K9 +K11) +
1
3
(K4 + ...+K8 +K10),
e1 = R
91011, (3.58)
e2 = R
4567810,
e12 = [e1, e2] =
1
3
R10|4567891011.
Again, through relation (2.24), we see that this choice of Cartan generators
reproduce the diagonal part of the M2/KK6 metric, i.e. (3.57) with C1 = 0,
choosing φ1 and φ2 as in (3.15). For the four-form the dictionary tells us
that Pξ,1 is again matched with the component F191011 as for the dyonic
membrane. For the Pξ,2 field, the dictionary gives
F14567810 = e1
ξPξ,2 (3.59)
and to go the dual four form, we should dualize this component. Here,
however the metric is no longer diagonal and the dualization is a little more
complicated than in the dyonic case, so let us first look at the KK potential.
Here the dictionary (2.27) gives that
F
(10)
23 =
1√
HH˜
e1
1˜e10
1˜0∂1˜H cos(β), (3.60)
using (3.24) for Pξ,3. Let us now unsmear this σ-model solution. Transform-
ing the non-zero component F
(µn)
2 to curved indices we get
F
(1˜0)
2 = cos(β) ⋆T ′ dH (3.61)
i.e. we find the right KK potential for the full space-time metric, (3.57).
Now we can dualize (3.59), yielding
Fµ1µ2910 = −
H˜√
H
sin(2β)
2
ǫµ1µ2ν1eµ3
ν˜1∂ν˜1H˜
−1 (3.62)
in flat coordinates and
Fµ˜1µ˜29˜1˜1 = tan(β)H
−1ǫµ˜1µ˜2µ˜3∂ν˜1H
+2 sin(β)C[µ˜1∂µ˜2]H
−1, (3.63)
in curved coordinates, where we have written C1 = Cµ˜idxµ˜i . Hence, these
components, together with Fµ˜i9˜1˜01˜1 give exactly (3.55) and we see that the
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SL(3,R)/SO(2, 1) also exactly reproduce the M2 with magnetic Kaluza-
Klein charge, given the embedding (3.58). From an algebraic perspective
this is not surprising. The map from the dyonic SL(3,R) to this SL(3,R)
can be done using a Weyl-transformation, and this Weyl transformation is
equivalent to the U-duality map we performed in space-time to obtain the
magnetically Kaluza-Klein charged membrane.
3.4 The M5 with magnetic Kaluza-Klein charge
In the U-duality orbit of the dyonic membrane we also have an M5 brane
with magnetic Kaluza-Klein charge, analogous to the previous case with
the M2 brane. The algebraic embedding corresponding to this solution is
exactly as for (3.58) now taking the sl(3,R) generator e2 to contain the time
index, i.e. letting for example x4˜ to be the time coordinate. The space-time
configuration of the M5 and the KK6 is shown in table 7.
Branes 1 2 3 4 (t) 5 6 7 8 9 10 (N) 11
M5 • • • • • •
KK6 • • • • • • • •
Table 7: The space-time positions of the two branes in the bound state between
an M5 and a KK6. Here 4 is time and 10 is the Taub-NUT direction.
3.5 A (D6,D8) bound state
Another intersesting bound state in the orbit of the these M-theory bound
states, is a bound state between a D6 and D8 brane, a classical solution
of massive type IIA supergravity in ten dimensions. The dictionary of this
theory is described in the papers [39, 40]. For this section we will assume
some familiarity with the paper [40], although the reasoning is completely
analogous to what we have done for eleven dimensional supergravity. At
level four in e11 we have a generator
Ra1|a2|a3...a12 ∈ g4, (3.64)
that will encode the information about the mass parameter in massive IIA,
permitting us to describe the D8 brane [13, 15] . Let us therefore choose the
embedding of our by now familiar sl(3,R) in e11 as follows;
h1 = −1
3
(K1 +K4 + ...+K9 +K11) +
2
3
(K2 +K3 +K10),
h2 = −K1 −K2 −K3 +K10, (3.65)
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for the two Cartan elements and
e1 = R
2310,
e2 = R
10|4567891011, (3.66)
e12 = [e1, e2] =
1
3
R10|10|234567891011,
for the three positive step operators. The corresponding metric, reduced to
a string frame metric in ten dimensions give
ds210 = H˜
1/2
(
dx2
1˜
+H−1(dx2
2˜
+ dx2
3˜
) (3.67)
+H˜−1(dx2
4˜
+ ...− dx2
9˜
+ dx2
1˜1
)
)
. (3.68)
This reduction provide us with the dilaton
e3/4φ = H˜−1H−2/3. (3.69)
The embedding (3.65) and (3.66) into e11 provide us now with the following
matching
Pξ,2310 = Pξ,1, (3.70)
Pξ,4567891011 = Pξ,2, (3.71)
and
Pξ,234567891011 = Pξ,3, (3.72)
where Pξ,i as usual are the three fields in the σ-model of section 3.1. Define
F10 = ⋆m (3.73)
to be the dual of the mass parameter. Recall also that massive IIA contains,
the field H3 = dB2, a two form field strength G2 and its dual G8 = ⋆G2.
The dictionary of [40] now tells us that
H123 = e1
ξPξ,2310 (3.74)
G145678911 = e1
ξPξ,4567891011 (3.75)
and
F12345678911 = e1
ξPξ,234567891011. (3.76)
Here, we have again identified ξ with x1˜. The bound state of a D6 and a D8
is also derived by massive T-duality in [41]. The bound state is summarized
in table 8.
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Branes 1 2 3 4 5 6 7 8 9 (t) 11
D6 • • • • • • •
D8 • • • • • • • • •
Table 8: The space-time positions of the two branes in the bound state between
a D6 and a D8. Here 9 is time and we have reduced from 11 dimensions on x
1˜0
as
this is our M-theory circle.
3.6 The SL(3,R) σ-model solution as an orbit space
In the above sections we showed that the SL(3,R)/SO(2, 1) σ-model repro-
duces exactly some bound states smeared down to one dimension. Hence,
we can use the global SL(3,R) invariance of the σ-model to act on these
solutions. In this section we will therefore use this symmetry to investi-
gate the SL(3,R)-orbit space of the dyonic membrane. We can divide the
group transformations into two cases. In the first case we look at elements
g ∈ SL(3,R) outside of the SO(2, 1) subgroup and in the second case we
consider g ∈ SO(2, 1) ⊂ SL(3,R). Consider the value of V at ξ = 0,
p = V(0). (3.77)
In the following discussion we will for simplicity always set p = 1l. This
corresponds to putting a = 1 and c = 1 in the expressions (3.17) and (3.18)
forH and H˜ and shifting the potentials Ci to vanish at ξ = 0. For the dyonic
solution we made this particular choice of a, c to conform with asymptotic
flatness. This is because when lifting the smeared solution, ξ = 0 maps to
the r → ∞ limit. The elements outside of the SO(2, 1) subgroup will now
move around the point p. In terms of the space-time fields this corresponds
to coordinate transformations and gauge transformations of the potential A3
(or equivalently A6) that disappear in the expression for the field strengths.
Hence, with a general SL(3,R) transformation we can always choose V so
that V(0)→ 1l.
The second type of transformations concerns the elements in SO(2, 1).
These elements preserve the base point p, but act non-trivially on the con-
stants b, d and on the P -fields, namely the five integration constants of (2.14).
One can most easily see this by considering the fact that to preserve V(0)
after acting with k ∈ SO(2, 1) we perform a gauge transformation with k−1.
This gauge transfomation show up in the equations of motion, as these are
not SO(2, 1) invariant but transform covariantly, as Pξ and Qξ transform
by (2.16) and (2.17) respectively. The σ-model quantity encoding the infor-
mation of these integration constants, is most simply formulated using the
conserved Noether current J = VPV−1. If we write H = 1 + qξ, we have
for the σ-model solution described in section 3.1, that the Noether current
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at ξ = 0 is
J (q, β) =

 q q sin(β) −q cos(β)−q sin(β) −q sin2(β) q cos(β) sin(β)
q cos(β) q cos(β) sin(β) −q cos2(β)

 . (3.78)
Here we have used the standard matrix representation of sl(3,R). The pa-
rameter q is proportional to the space-time charge Q given by (3.33), ac-
cording to (3.43). What we have to do to investigate the transformation
properties of the solution is now to conjugate this matrix with elements in
SO(2, 1). This makes perfect sense as with V(0) = 1l, we have J (q, β) ∈ p
and p is a SO(2, 1) representation under the adjoint action. Applying the
compact one-parameter subgroup k(α) = exp(−2αk2) of SO(2, 1), we see
that
k(α)J (q, β)k(α)−1 = J (q, β + α). (3.79)
Consider now for example the dyonic membrane. Setting α = π/2 − β for
example, we get the pure M2 solution. It is hence possible to rotate the M2
into the full dyonic solution by applying an SO(2, 1) transformation. The
pure M2 correspond to a Noether current given by J = q(h1+2s1). This p-
element is in fact a highest weight vector, thinking of p as a so(2, 1) ∼= sl(2,R)
representation (see again appendix B.1 for details). Hence it is annihilated
by one Lie algebra generator, and diagonal to a second generator whose
corresponding 1-parameter subgroup rescale the charge parameter q. The
SO(2, 1) orbit space of the M2 solution, is hence the dyonic bound state we
found in section 3.2, or equivalently the coset SO(2, 1)/R ∼= R× S1.
We also note that using the SO(2, 1) rotation k(α) we can actually iden-
tify the above solution of the SL(3,R)/SO(2, 1) σ-model as a solution of an
SL(2,R)/SO(1, 1) coset, placing it on the same footing as the elementary
solutions discussed in section 2.3. Consider a rotated sl(2,R) subalgebra
embedded in E11 defined by
h˜ = h1 + sin
2(α)h2 + cos(α) sin(α)(e2 + f2),
e˜ = cos(α)e1 + sin(α)[e1, e2],
f˜ = cos(α)f1 + sin(α)[f1, f2], (3.80)
where all generators on the right hand side refer to those of the dyonic
SL(3,R) in (3.37). One can verify that this constitutes a skewly embedded
SL(2,R) ⊂ E11. Solving the associated coset model and using the dictionary
one recovers exactly the dyonic membrane solution with α being shifted
relative to the interpolating angle β. In this way, one can think of the dyonic
membrane and all other half-BPS states considered in this paper as being
associated to SL(2,R) subgroups of E11, possibly embedded skewly. We,
however, prefer to present them in terms of regularly embedded subgroups
SL(n,R) together with harmonic ansa¨tze for the Cartan fields (and possibly
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other simplifying assumptions), allowing us to solve the associated geodesic
problem on the coset. The advantage of using the regular embedding is
that the dictionary is much simpler to apply and that this makes also the
intersection rules more transparent. We will see this in the following section,
in which we will consider precisely the intersection rules for bound states.
3.7 Intersection rules
Branes 1 2 3 4 5 6 7 8 9 (t) 10 11
M2 ⊂ M5 • • ◦ ◦ ◦ •
M2 ⊂ M5 • ◦ ◦ ◦ • •
M2 ⊂ M5 ◦ • ◦ • ◦ •
Table 9: The space-time positions of the three intersecting bound-states. White
circles indicate where the M2 is localized and 9 is the time direction.
In this section we will derive the intersection rules for solutions of the
SL(3,R) σ-model solved in section 3.1. From purely algebraic considerations
using the structure of e11 one can find conditions for possible intersections of
bound states between two branes to be stable. Algebraically, the conditions
for an intersecting brane solution to be a solution of the equations of motion,
is expressed by the fact that the corresponding algebras must commute as
subalgebras of e11, as this implies that two sets of fields do not couple [29].
Let us first consider the case of two intersecting dyonic membranes. For the
level one generators to commute, they need at least one index in common, as
their commutator is totally antisymmetric. However, from the form of the
Cartans hi, as given in (3.37), if they share more than one index, the h in
one subalgebra will have a non-trivial commutator with the step operators
of the other subalgebra. For example, take a second M2 brane lying in the
8 9 10 directions, then h1 of (3.37), corresponding to a first brane in the
directions 9 10 11, would have the following commutator with R8910
[h1, R
8910] = −R8910. (3.81)
This implies that the two dyonic membranes should intersect in exactly three
spatial directions, four including time, in such a way that the M2’s do not
intersect at all. Hence we get the intersection rule
(M2 ⊂ M5) ∩ (M2 ⊂ M5) = 3. (3.82)
To conclude, taking the first M2 ⊂ M5 to lie in the 67891011 direction, a
suitable choice is to take the second dyonic membrane to lie in the 45791011
direction. The first two rows in table 9 illustrates this configuration. This
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will correspond to a second sl(3,R) embedded in e11 by
h′1 = −
1
3
(K1 +K2 +K3 +K4 +K6 +K8 +K9 +K10)
+
2
3
(K5 +K7 +K11),
h′2 = −
1
3
(K1 +K2 +K3 +K5 +K6 +K7 +K9 +K11)
+
2
3
(K4 +K8 +K10),
e′1 = R
579, (3.83)
e′2 = R
41011,
e′12 = [e
′
1, e
′
2] = −R45791011.
From these considerations it is just a matter of combinatorics to find a third
dyonic membrane intersecting with the other two in exactly three spatial
directions. In our algebraic language this is equivalent to saying that we can
find three commuting sl(3,R) algebras, whose corresponding σ-model would
describe the intersection of three dyonic membranes. Hence the algebra g
given by
g = sl(3,R)⊕ sl(3,R)⊕ sl(3,R), (3.84)
suitably embedded in e11 correspond to a triple intersection of the corre-
sponding branes which is 1/8 BPS in space-time. An example of such an
intersection is given in table 9. When compared with the results of [21] we
see that our algebraic considerations lead to completely equivalent results.
One can furthermore deduce that we cannot add a fourth subalgebra still
complying with the above rules.
4 Bound states of three or more branes
There are several extensions of the SL(3,R) σ-model discussed above. What
we will do in this section is to consider an SL(4,R) group having as subgroup
the SL(3,R) described in section 3.1. First there are two possible choices
of non-compact subgroup to SL(4,R) whose subalgebra is fixed by the invo-
lution Ω. We get either SO(3, 1) or SO(2, 2), depending on how we embed
the SL(4,R) in E11. The difference depends on whether the simple root, or
equivalently which node in the Dynkin diagram of A3 associated with time,
is the middle node or one of the side nodes, as indicated in figures 2 and 4.
4.1 An SL(4,R)/SO(3, 1) σ-model
Let us first consider the case in which the temporal involution fixes a so(3, 1)
subalgebra of sl(4,R). The generators of sl(4,R) are the three Cartan ele-
ments h1, h2 and h3 and three simple step operators e1, e2 and e3 and their
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Figure 2: Dynkin diagram for A3, with the black node indicating time. In this case
the fixed subalgebra under the temporal involution is so(3, 1). From the coloring
of the nodes we get the involution (4.2) by restriction of formula (2.7).
commutators
e12 = [e1, e2], e23 = [e2, e3], e123 = [e1[e2, e3]] (4.1)
together with six negative step operators. The temporal involution restricted
to this class of sl(4,R) subalgebras, and corresponding to the embedding
defined by figure 2, is given by
Ω(e1) = f1, Ω(e2) = −f2, Ω(e3) = −f3, (4.2)
as e1 is associated with the node corresponding to the time coordinate. If
we define k1, k2, k3, k12, k23 and k123 to be the six generators spanning the
so(3, 1) subalgebra of sl(4,R), and let s1, s2, s3, s12, s23 and s123 together
with h1, h2 and h3 to span its complement p
′ we have the reductive decom-
position
sl(4,R) = so(3, 1) ⊕ p′. (4.3)
For more details on sl(4,R) and its reductive decomposition with respect
to so(3, 1) see appendix B.2. Let us now look at the SL(4,R)/SO(3, 1) σ-
model. The coset representative of maps into the SL(4,R)/SO(3, 1) coset
manifold is given by
V = exp(φ1h1+φ2h2+φ3h3) exp(C1e1+C2e2+C3e3+C4e12+C5e23+C6e123).
(4.4)
Using the decomposition (4.3) and the usual splitting (2.13) of the Maurer-
Cartan form ∂ξVV−1 we can write
Pξ = ∂ξφ1h1 + ∂ξφ2h2 + ∂ξφ3h3 + Pξ,1s1 + Pξ,2s2 + Pξ,3s3
+Pξ,4s12 + Pξ,5s23 + Pξ,6s123 (4.5)
and
Qξ = Pξ,1k1 + Pξ,2k2 + Pξ,3k3 + Pξ,4k12 + Pξ,5k23 + Pξ,6k123. (4.6)
The equations of motion of the three Cartan fields for this model are
∂2ξφ1 +
1
2
(
P 2ξ,1 + P
2
ξ,4 + P
2
ξ,6
)
= 0,
∂2ξφ2 +
1
2
(−P 2ξ,2 + P 2ξ,4 − P 2ξ,5 + P 2ξ,6) = 0, (4.7)
∂2ξφ3 +
1
2
(−P 2ξ,3 − P 2ξ,5 + P 2ξ,6) = 0,
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and for the six coset field strengths
∂ξPξ,1 − Pξ,2Pξ,4 − Pξ,5Pξ,6 + Pξ,1(2∂ξφ1 − ∂ξφ2) = 0,
∂ξPξ,2 − Pξ,1Pξ,4 − Pξ,3Pξ,5 − Pξ,2(∂ξφ1 − 2∂ξφ2 + ∂ξφ3) = 0,
∂ξPξ,3 + Pξ,2Pξ,5 − Pξ,4Pξ,6 + Pξ,3(2∂ξφ3 − ∂ξφ2) = 0, (4.8)
∂ξPξ,4 − Pξ,3Pξ,6 + Pξ,4(∂ξφ1 + ∂ξφ2 − ∂ξφ3) = 0,
∂ξPξ,5 − Pξ,1Pξ,6 − Pξ,5(∂ξφ1 − ∂ξφ2 − ∂ξφ3) = 0,
∂ξPξ,6 + Pξ,6(∂ξφ1 + ∂ξφ3) = 0.
We also have the lapse constraint
0 = (∂ξφ1)
2 − ∂ξφ1∂ξφ2 + (∂ξφ2)2 − ∂ξφ2∂ξφ3 + (∂ξφ3)2
+
1
4
(−P 2ξ,1 + P 2ξ,2 + P 2ξ,3 − P 2ξ,4 + P 2ξ,5 − P 2ξ,6). (4.9)
These equations cannot be solved directly from the ansatz we used in section
3.1 for the φi fields. Instead we will find a set of solutions with the approach
of section 3.6, i.e. by utilizing the SL(4,R) invariance of the σ-model to
generate a bound state solution from a single brane.
4.1.1 The dyonic membrane in a KK6
Branes 1 2 3 4 5 6 7 8 9 (t) 10 (N) 11
M2 • • •
M5 • • • • • •
KK6 • • • • • • • •
Table 10: The space-time positions of the three branes in the bound state between
an M2, an M5 and a KK6. Here 9 is time and 10 is the Taub-NUT direction.
One way to embed an SL(4,R) in E11 is to embed the ‘dyonic’ sl(3,R) in
an sl(4,R) algebra, such that the highest sl(4,R) root shows up at level three
in e11. This will correspond to generating a dyonic membrane with magnetic
Kaluza-Klein charge (see table 10). We hence extend the embedding (3.37)
with the following sl(2,R)-subalgebra,
h3 = −1
3
(K1 +K2 +K3 +K6 +K7 +K8 +K9 +K11)
+
2
3
(K4 +K5 +K10),
e3 = R
4510, (4.10)
f3 = R4510,
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generating together with our previous generators (also given in (3.37))
h1 = −1
3
(K1 + ...+K8) +
2
3
(K9 +K10 +K11),
h2 = −1
3
(K1 + ...+K5 +K9 +K10 +K11) +
2
3
(K6 +K7 +K8),
e1 = R
91011, (4.11)
e2 = R
678,
e12 = [e1, e2] = −R67891011,
an sl(4,R), embedded in e11, such that e1, e2, e3 and e12 together with
e23 = [e2, e3] = R
4567810,
e123 = [e1, [e2, e3]] =
1
3
R10|4...1011,
become the six creation operators of the algebra. We can generate this
KK charged dyonic membrane, by starting with a single brane configuration
and apply a SO(3, 1) group transformation. Precisely as in the case of the
dyonic membrane, the single brane configuration will correspond to a highest
weight in p′ considered as a so(3, 1) representation, and hence only the three
compact generators of so(3, 1) will act non-trivially on the brane. Again,
for details on the description of p′ as a so(3, 1) representation, see appendix
B.2. Hence we act with a general SO(3) element on our brane to generate
the KK charged dyonic membrane. The so(3) subalgebra is spanned by the
three generators k2, k3 and k23, and one of these generators leave our brane
invariant. This will imply that our generated solution will depend on two
angles, and not on three. Starting with the KK6 brane, corresponding to
the vector λ = h1 + h2 + h3 + 2s123 ∈ p′, we see that λ commutes with k2
and we end up with a two-angle solution with angles β and α, generated by
k3 and k23. More concretely, acting with a general SO(3) element on the
KK6 we find the following σ-model solution. Defining
φi =
1
2
logHi (4.12)
we find that
Pξ,91011 = sin(β) cos(α)
∂ξH1
H1
√
H2
,
Pξ,678 = tan(α)
∂ξH2
H2
√
H1H3
, (4.13)
Pξ,4510 = tan(β) sin(α)
∂ξH3
H3
√
H2
,
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and
Pξ,67891011 = sin(β) sin(α)
∂ξH1√
H1H2H3
,
Pξ,4567810 = tan(β) cos(α)
∂ξH3√
H1H2H3
, (4.14)
Pξ,10|4567891011 = cos(β)
∂ξH1√
H1H3
.
Here we have the relations
H1 = H, (4.15)
H2 = H3 + sin
2(α)(H1 −H3), (4.16)
H3 = sin
2(β) + cos2(β)H. (4.17)
We immediately see that the level three field Pξ,6 is identical to the KK
charged M2 described in section 3.3 and hence the KK-potential is the same,
i.e. the Kaluza Klein potential obeys (3.61). The full space time metric is
therefore
ds2M2/M5/KK6 = H
1/3
1 H
1/3
2 H
1/3
3
(
dx2
1˜
+ dx2
2˜
+ dx2
3˜
+H−13 (dx
2
4˜
+ dx2
5˜
)
+H−12 (dx
2
6˜
+ dx2
7˜
+ dx2
8˜
) (4.18)
+H−11 (−dx29˜ + dx21˜1)
+H−11 H
−1
3 (dx
2
1˜0
−A(1˜0))).
Here we have used the definition of the Cartan elements in (4.10) and (4.11),
and the metric dictionaries (2.24) and (2.27). It is now straightforward to
derive the four-form from the six P -fields in (4.13) and (4.14) and we find
F4 = sin(β) cos(α)dH
−1
1 ∧ dx9˜ ∧ dx1˜1 ∧ (dx1˜0 −A(1˜0))
− tan(β)dH−12 ∧ dx6˜ ∧ dx7˜ ∧ dx8˜
+sin(α) tan(β)dH−13 ∧ dx4˜ ∧ dx5˜ ∧ (dx1˜0 −A(1˜0)) (4.19)
+ cos(α) tan(β)H−11 (⋆T ′H3) ∧ dx9˜ ∧ dx1˜1
+sin(α) sin(β)H−13 (⋆T ′H1) ∧ dx4˜ ∧ dx5˜,
where ⋆T ′ is the Hodge star on the flat three dimensional space with coor-
dinates x1˜, x2˜ and x3˜. One immediately see that F4 is closed. This solution
correspond to a bound state between an M2, an M5 and a Kaluza-Klein
monopole, or equivalently a dyonic membrane with a magnetic Kaluza-Klein
charge. By varying the angles α and β we retrieve the pure brane limits as
well as three types of bound states, namely the ones discussed in section 3.2,
3.3 and 3.4. These limits are indicated in figure 3.
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sin2(α)
cos2(β)
M2 M5
KK6
Figure 3: Different limits of the (M2,M5,KK6) bound state. For cos2(β) = 1 the α
dependence of the solution disappears and we reduce to the pure KK6 for all α. For
cos2(β) = 0 we interpolate between a M2 and a M5 (the solution in section 3.2),
and when sin2(α) = 1 we interpolate between an M5 and a KK6 (the solution in
section 3.4), and between an M2 and a KK6 when sin2(α) = 0). The area within the
square is the full bound state, with varying amounts of M2, M5 and KK6 charge.
4.1.2 An (F1,D6,D8) bound state
We now turn to the description of half-BPS states of massive Type IIA in
the coset SL(4,R)/SO(3, 1). The configuration can be obtained by using
U-duality. We start with the configuration described in section 4.1.1 and
given in table 10. We interchange the directions 10 and 11 bringing the
NUT direction in 11 and we perfom a double T-duality in direction 2 and
3. This leads to a configuration of massive IIA with a F1, a D6 and a D8
described in table 11 where the direction 9 is the timelike one.
The SL(4,R) embedded in E11 corresponding to this solution is given by
(see for instance [15]),
h1 = −1
3
(K1 + ...+K8) +
2
3
(K9 +K10 +K11),
h2 =
1
3
(K2 +K3 +K6 +K7 +K8 +K11) (4.20)
−2
3
(K1 +K4 +K5 +K9 +K10),
h3 = −1
3
(K1 +K2 +K3 +K6 +K7 +K8) +
2
3
(K4 +K5 +K11),
for the Cartan elements and
e1 = R
91011,
e2 = R
2367811 (4.21)
e3 = R
4511,
for the positive simple step operators. The three branes in the configura-
tion correspond to the non zero SL(4,R) step operators containing the time
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321
Figure 4: Dynkin diagram for A3, with the black node indicating time. In this
case the fixed subalgebra under the temporal involution is so(2, 2), as by choosing
time to be the middle node we get the involution (4.23).
direction 9, namely:
F1 : e1 = R
91011, (level 1),
D6 : [e1, e2] =
1
3
R11|2367891011 (level 3),
D8 : [[e1, e2], e3] = −1
8
R11|11|234567891011 (level 4), (4.22)
where we have used the conventions and normalizations of appendix E in
[40]. We note also that the D8 brane is an exact solution of the σ-model in
that the transverse space is one-dimensional and there is no issue of smearing
or unsmearing the solution.
Branes 1 2 3 4 5 6 7 8 9 (t) 10
F1 • •
D6 • • • • • • •
D8 • • • • • • • • •
Table 11: The space-time positions of the three branes in the bound state between
a 1F, a D6 and a D8. Here 9 is time.
4.2 An SL(4,R)/SO(2, 2) σ-model
Let us now consider the other SL(4,R) case, with a σ-model defined by a
SO(2, 2) subgroup. First, consider the involution acting on the Lie algebra.
The temporal involution defined by figure 4 is given by
Ω(e1) = −f1, Ω(e2) = f2, Ω(e3) = −f3, (4.23)
as in this case e2 is the generator whose simple root is the node associated to
time. In this case we define k′1, k
′
2, k
′
3, k
′
12, k
′
23 and k
′
123 to be the six genera-
tors spanning the so(2, 2) subalgebra of sl(4,R), and we let s′1, s
′
2, s
′
3, s
′
12, s
′
23
and s′123 together with h1, h2 and h3 span its complement pˆ. We find hence
the reductive decomposition
sl(4,R) = so(2, 2) ⊕ pˆ. (4.24)
For more details on sl(4,R) and its reductive decomposition with respect to
so(2, 2) see appendix B.3. Up to the equations of motion this σ-model is
36
Branes 1 2 3 4 5 6 7 8 (t) 9 10 (N) 11
M2 • • •
M5 • • • • • •
M5 • • • • • •
KK6 • • • • • • • •
Table 12: The space-time positions of the four branes in the bound state between
an M2, two M5 and a KK6. Observe that here 8 is time. Direction 10 is still the
Taub-NUT direction.
identical to the previous SL(4,R)-case. From the change of involution, the
new equations of motion of the three Cartan fields become
∂2ξφ1 +
1
2
(−P 2ξ,1 + P 2ξ,4 + P 2ξ,6) = 0,
∂2ξφ2 +
1
2
(
P 2ξ,2 + P
2
ξ,4 + P
2
ξ,5 + P
2
ξ,6
)
= 0, (4.25)
∂2ξφ3 +
1
2
(−P 2ξ,3 + P 2ξ,5 + P 2ξ,6) = 0,
and for the six coset field strengths
∂ξPξ,1 + Pξ,2Pξ,4 + Pξ,5Pξ,6 + Pξ,1(2∂ξφ1 − ∂ξφ2) = 0,
∂ξPξ,2 + Pξ,1Pξ,4 − Pξ,3Pξ,5 − Pξ,2(∂ξφ1 − 2∂ξφ2 + ∂ξφ3) = 0,
∂ξPξ,3 − Pξ,2Pξ,5 − Pξ,4Pξ,6 + Pξ,3(2∂ξφ3 − ∂ξφ2) = 0, (4.26)
∂ξPξ,4 − Pξ,3Pξ,6 + Pξ,4(∂ξφ1 + ∂ξφ2 − ∂ξφ3) = 0,
∂ξPξ,5 + Pξ,1Pξ,6 − Pξ,5(∂ξφ1 − ∂ξφ2 − ∂ξφ3) = 0,
∂ξPξ,6 + Pξ,6(∂ξφ1 + ∂ξφ3) = 0.
Apart from these equations we also have the lapse constraint
0 = (∂ξφ1)
2 − ∂ξφ1∂ξφ2 + (∂ξφ2)2 − ∂ξφ2∂ξφ3 + (∂ξφ3)2
+
1
4
(P 2ξ,1 − P 2ξ,2 + P 2ξ,3 − P 2ξ,4 − P 2ξ,5 − P 2ξ,6). (4.27)
4.2.1 A M2 ⊂ M52 with magnetic Kaluza-Klein charge
Let us now repeat the procedure above for SL(4,R)/SO(3, 1) but in the
SO(2, 2) case. Hence we start with the Kaluza Klein monopole and act with
a SO(2, 2) transformation on it to generate some more general bound state.
Again the KK6 is a highest weight, and the compact subgroup of SO(2, 2),
the product group SO(2) × SO(2), generate the two angle solution shown
in figure 5. Note as now e2 will be the generator with a time index, two
generators at level 2 in e11 will have a time index, namely both e12 and
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cos2(β)
cos2(α)
M2 M5
M5 KK6
Figure 5: The four different single brane limits of the M2⊂M52 ⊂ KK6 bound
state. Here the round circles indicate the pure brane limits, i.e. the four points
(0, 0), (1, 0), (0, 1) and (1, 1). Both the cos2(β) = 0 and cos2(α) = 0 axes correspond
to a dyonic membrane.
e23. This will give us two physical M5 branes. The corresponding harmonic
functions are
H1 = sin
2(β) + cos2(β)H, (4.28)
H2 = H, (4.29)
H3 = sin
2(α) + cos2(α)H, (4.30)
and one deduce the different limits by comparing to our different SL(3,R)
σ-models. This bound state is also described in [22].
4.2.2 A (D4,D62,D8) bound state
We now turn to the description of half-BPS states of massive Type IIA in the
coset SL(4,R)/SO(2, 2). The configuration can be obtained again by using
U-duality. We start with the configuration described above and displayed
in table 12. We interchange the directions 10 and 11 bringing the NUT
direction to be 11 and we perfom a double T-duality in direction 2 and 3.
This lead to a configuration of massive IIA with a D4, two D6 and a D8
described in table 13, where now the direction 8 is the timelike one.
The SL(4,R) embedded in E11 corresponding to this solution is the same
as in section 4.1.2 and given by (4.21). The only difference is that the
involution is now given by (4.23) selecting the time to be in direction 8.
The four branes in the configuration correspond to the non zero SL(4,R)
step operators containing the time direction 8, namely:
D4 : e2 = R
2367811, (level 2),
D6 : [e1, e2] =
1
3
R11|2367891011 (level 3),
D6 : [e1, e3] =
1
3
R11|2367891011, (level 3),
D8 : [[e1, e2], e3] = −1
8
R11|11|234567891011 (level 4). (4.31)
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Branes 1 2 3 4 5 6 7 8 (t) 9 10
D4 • • • • •
D6 • • • • • • •
D6 • • • • • • •
D8 • • • • • • • • •
Table 13: The space-time positions of the four branes in the bound state between
a D4, two D6 and a D8. Observe that here 8 is time.
4.3 Intersection rules
Similar to what has been discussed in section 3.7, one can also consider
marginal intersections of the more complicated bound states derived above
using SL(4,R). In our algebraic description this requires finding commuting
copies of SL(4,R) inside E11. The largest number of such commuting sub-
groups we have found is two, and the Dynkin diagram suggests that this is
also the maximum possible. The intersection of bound states corresponding
to SL(4,R) × SL(4,R) ⊂ E11 preserves 1/4 of the supersymmetry and, if
realized only with branes, has two overall non-compact dimensions.
Both the case of a three brane bound state of section 4.1 and the case
of the four brane bound state of section 4.2 can appear in the intersection.
For simplicity, we only give the simple step operators generating the two
SL(4,R) subgroups. The first one we take to be the same as in section 4.1
(see (4.10)):
e1 = R
9 10 11 , e2 = R
6 7 8 , e3 = R
4 5 10 . (4.32)
This corresponds to a half-BPS bound state of three branes M2 ⊂M5 ⊂KK6,
with NUT direction 10. For the second bound state we take
e′1 = R
4 7 9 , e′2 = R
5 8 11 , e′3 = R
3 7 10 , (4.33)
corresponding to an M2 ⊂ M5 ⊂ KK6 bound state with NUT direction 7.
One can easily verify that the generators in (4.33) generate an SL(4,R) with
subgroup SO(3, 1). Time here was chosen in the direction 9.
Alternatively, we could have taken for example the following generators
e′1 = R
5 8 11 , e′2 = R
4 7 9 , e′3 = R
3 8 10 , (4.34)
leading to an SL(4,R) with subgroup SO(2, 2). This bound state consists of
four branes and can equally well be intersected with the bound state corre-
sponding to (4.32). We take this as the final example of how one can easily
construct BPS states and their intersections using algebraic considerations
based on the extensions E10 and E11 of the hidden symmetry groups known
in D = 11 supergravity.
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A Supergravity actions and equations of motion
Our conventions regarding forms are that a p-form V is written in coordi-
nates as V = 1p!Vµ˜1...µ˜pdx
µ˜1 ∧ ...∧ dxµ˜p so that for example 14!
√−gF 2d11x =
F ∧ ⋆F . The Levi-Cevita tensor is defined such that ǫ1˜...1˜01˜1 = 1.
A.1 Eleven dimensional supergravity
The bosonic part of the Lagrangian for eleven dimensional supergravity is
L11d =
√−gR− 1
2
F4 ∧ ⋆F4 + 1
6
A3 ∧ F4 ∧ F4. (A.1)
Here we have defined
F4 = dA3. (A.2)
The equation of motion for the 4-form field strength is
d
(
⋆ F4 +
1
2
A3 ∧ dA3
)
= 0. (A.3)
If we define the dual field strength
F7 = ⋆F4, (A.4)
it is written in terms of a dual potential A6 as
F7 = dA6 − 1
2
A3 ∧ dA3. (A.5)
This way the equation of motion for F4 become the Bianchi identity for F7
as should be the case for a dual field strength. The Einstein equation is
Rµ˜ν˜ − 1
12
Fµ˜ρ˜1ρ˜2ρ˜3Fν˜
ρ˜1ρ˜2ρ˜3 +
1
6 · 4!gµ˜ν˜F
2 = 0. (A.6)
B Some details on sl(n,R) algebras
In this appendix we perform the reductive decompositions of sl(3,R) and
sl(4,R) necessary for the discussions in the main text. Recall that given a
Lie algebra involution Ω : g→ g we can decompose the algebra as g = k⊕ p,
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where k is the fixed point set under Ω, and p its complement, under the
involution. This vector space decomposition is commonly called the reduc-
tive decomposition. As [k, p] ⊂ p we can describe p as a k representation.
We will use these representations in the main text and we will therefore
describe them here explicitly for sl(3,R) and sl(4,R). One will then see
that the highest weights of these representations can be associated to the
extremal M2, M5 and KK6 branes and we use this fact when we determine
their orbit spaces in SL(3,R) and SL(4,R).
B.1 Reductive decomposition of sl(3,R)
The temporal involution Ω act as
Ω(hi) = −hi, Ω(e1) = f1, Ω(e2) = −f2. (B.1)
Hence, defining
k1 =
e1 + f1
2
, k2 =
e2 − f2
2
, k12 =
e12 + f12
2
, (B.2)
and
s1 =
e1 − f1
2
, s2 =
e2 + f2
2
, s3 =
e12 − f12
2
, (B.3)
we have
k = SpanR{k1, k2, k12}, (B.4)
together with its complement
p = SpanR{h1, h2, s1, s2, s12}. (B.5)
As k is isomorphic to sl(2,R) via
h = −4(k1 + k2 − k12), e = 2
√
2(k2 − k12), f = −2
√
2(k1 + k2),
(B.6)
we can think of p as a familiar sl(2,R)-representation, and it turns out to be
the irreducible 5, with highest weight vector λ = h1+2s1. This λ is exactly
the M2 brane discussed in the main text. Note that k2 is the compact
generator of k.
B.2 Decomposition of the sl(4,R) algebra - so(3, 1) case
Extending the above sl(3,R) to sl(4,R) we add a third sl(2,R) algebra,
e3, f3 and h3 = [e3, f3], commutating with the above given sl(3,R) in such
a way that sl(4,R) is generated, i.e. with the extra positive step operators
e23 = [e2, e3] and e123 = [e1, [e2, e3]]. The extra negative step operators are
f23 = −[f2, f3] and f123 = −[f1, [f23]]. We define the action of Ω as
Ω(e1) = f1, Ω(e2) = −f2, Ω(e3) = −f3. (B.7)
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Hence we get so(3, 1) as fixed subalgebra, spanned by the six generators
k1 =
e1 + f1
2
, k2 =
e2 − f2
2
, k12 =
e12 + f12
2
,
k3 =
e3 − f3
2
, k23 =
e23 − f23
2
, k123 =
e123 + f123
2
. (B.8)
Defining
s1 =
e1 − f1
2
, s2 =
e2 + f2
2
, s12 =
e12 − f12
2
,
s3 =
e3 + f3
2
, s23 =
e23 + f23
2
, s123 =
e123 − f123
2
, (B.9)
we have
p′ = SpanR(h1, h2, h3, s1, s2, s3, s12, s23, s123). (B.10)
Now, determining the so(3, 1) representation p′ constitutes we will diagonal-
ize p′ with respect to a maximally commuting subalgebra of non-compact
elements in so(3, 1). Since the reduced root system is of rank one, this
subalgebra will in fact only contain one element, which we choose to be
H = 4k123. There are two pairs of creation and annihilation operators with
respect to H, given by
E1 = 2(k1 + k23), F1 = 2(−k1 + k23),
E2 = 2(k3 + k12), F2 = −2(k3 − k13). (B.11)
Observe that [F1, F2] = 0 and that [E1, E2] = 0. With respect to H we can
decompose p′ in a sum of weight spaces
p′ = p′−2 ⊕ p′−1 ⊕ p′0 ⊕ p′1 ⊕ p′2, (B.12)
where
p′−2 = Rλ1,
p′−1 = Rλ2 + Rλ3,
p′0 = Rλ4 + Rλ5 + Rλ6, (B.13)
p′1 = Rλ7 + Rλ8,
p′2 = Rλ9,
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p′−2
p′2 = KK6
p′0
p′0p
′
0
p′1 p
′
1
p′−1 p
′
−1
F2 F1
F2 F1
Figure 6: Diagram over p′ as a so(3, 1) representation. After the dotted line, the
direction of F1 and F2 change. This implies for example that AdF2
4 = AdF1
4.
and the weights λi are given as
λ1 = −1
2
(h1 + h2 + h3) + s123,
λ2 = s23 + s1,
λ3 = s12 + s3,
λ4 = s2,
λ5 = h1 + h2 − h3, (B.14)
λ6 = h1 − h2 − h3,
λ7 = s12 − s3,
λ8 = s23 − s1,
λ9 =
1
2
(h1 + h2 + h3) + s123.
The structure of this representation is shown in figure 6. Observe that λ9 is
the extremal KK6 monopole, introduced in section 2.3.3.
B.3 Decomposition of the sl(4,R) algebra - so(2, 2) case
One can define the involution of sl(4,R) in another way, such that the fixed
subalgebra instead becomes so(2, 2) ∼= sl(2,R) × sl(2,R). Let Ω act on
sl(4,R) by (compare with (4.23))
Ω(e1) = −f1, Ω(e2) = f2, Ω(e3) = −f3. (B.15)
The difference from the above case is now that the ‘time-like’ node is the
middle one in the Dynkin diagram for A3. The fixed subalgebra so(2, 2) is
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pˆ(−2,−2)
pˆ(2,2) = KK6
pˆ(0,0) pˆ(2,−2)pˆ(−2,2)
pˆ(0,2) pˆ(2,0)
pˆ(−2,0) pˆ(0,−2)
F2 F1
Figure 7: Diagram over pˆ as a so(2, 2) representation. In contrast to the so(3, 1)
case, both F1 and F2 square to zero.
now spanned by the generators
k′1 =
e1 − f1
2
, k′2 =
e2 + f2
2
, k′12 =
e12 + f12
2
,
k′3 =
e3 − f3
2
, k′23 =
e23 + f23
2
, k′123 =
e123 + f123
2
. (B.16)
The complement p˜ is then spanned by
s′1 =
e1 + f1
2
, s′2 =
e2 − f2
2
, s′12 =
e12 − f12
2
,
s′3 =
e3 + f3
2
, s′23 =
e23 − f23
2
, s′123 =
e123 − f123
2
, (B.17)
together with h1, h2 and h3 and we get the reductive decomposition
sl(4,R) = so(2, 2) ⊕ pˆ. (B.18)
To determine the representation that pˆ constitues we use the isomorphism
so(2, 2) ∼= sl(2,R) × sl(2,R). We define the two commuting sl(2,R) by
H1 = 2(k
′
2 + k
′
123), E1 = k
′
1 + k
′
3 − k′12 + k′23, F1 = −k′1 − k′3 − k′12 + k′23
(B.19)
and
H2 = 2(−k′2 + k′123), E2 = −k′1 + k′3 − k′12 − k′23, F2 = k′1 − k′3 − k′12 − k′23.
(B.20)
44
Under these two sub-algebras we find the nine-dimensional representation
pˆ = (3,3) (B.21)
where 3 is the usual sl(2,R) representation (−2, 0, 2). By doing a decom-
position with respect to the eigenspaces of H1 and H2, as in (B.12), we
have
pˆ =
∑
n,m
pˆ(n,m) (B.22)
where n,m take the values 2, 0 and 2. Again the highest weight of this
representation, spanning pˆ(2,2) is the vector
λ =
1
2
(h1 + h2 + h3) + s
′
123 (B.23)
corresponding to a KK6 monopole in the terminology of the main text. The
(3,3) representation is illustrated in figure 7 using the decomposition (B.22).
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