I. INTRODUCTION
THE statistical models belonging to the analysis of discontinuous variation in genetics have an elegance and exactness which are rare in the field of applied statistics. This is partly due to the qualitative nature of the characters usually investigated and partly to the random processes inherent in meiosis and fertilisation ; both these properties of the experimental material make it possible to specify the hypothesis to be tested with great accuracy. The contrast between this state of affairs and that found when continuous variation obtains is indeed striking. The assumption that continuous variation represents the combined effect of polygenic inheritance and a blurring environmental overlay, though necessary as a basic postulate, is too vague to allow analysis to proceed very far. A further difficulty lies in the fact that experimental data on continuous variation, at least as obtained by present methods, do not suggest a detailed hypothetical structure which can be tested in future work. The hypotheses capable of being tested at present are relatively imprecise, and it must be expected, therefore, that the prediction value of analyses of continuous variation will be correspondingly less than that found in discontinuous variation. The analyses themselves will be less efficient, in the Fisherian sense, for the basic reason that the lack of plausible a priori structures for polygenic variation makes the construction of likelihood functions for sets of readings impossible, with the consequence that more or less inefficient ad hoc methods of analysis have to be used in default of anything better.
We shall consider in this paper the assumptions underlying the simpler models used in biometrical genetics and some of the statistical consequences of these models, with particular reference to the type of experiment in which the data relate to the descendants of a cross between two true-breeding lines. The discussion will be restricted to the analysis of first-order statistics (means) and second-order statistics (sums of squares and products) only.
GENOTYPIC AND PHENOTYPIC EFFECTS
The distinction between genotype and phenotype, that is, between genetic structure and its individual expression, is basic in genetics. In the analysis of continuously varying characters, it is usually said that we make the assumption that a measurement (x) can be represented as the sum of a component due to genotype (g) and a component 'xx due to environment (e), i.e. x = g +e. It has been objected to this course in that the interaction between heredity cnd environment is so complex that its representation by a model such as x = g +e is naive, even meaningless. It is worth while considering in more detail what meaning can be given to g and e in the above relation. It is clear that the idea of an ideal mean expression of a genotype is extremely vague. The combinations of environmental factors affecting development are practically infinite and there is no way in which we can weight the combinations in forming such a mean genotype. In any given experiment, however, the idea of randomisation can be used to define g. Consider an experiment in randomised blocks, in which each block contains an assemblage of plants of different genotypes, the numbers of each type being fixed beforehand. Under randomisation the plants of a given genotype in any block are distributed at random and give measurements x1, x2, . . ., , say, of some character. Writing = +X2... +xk) then 2 is a random sample of one from the randomisation population of all possible arrangements of the k plants in the block. Averaging over this population we may write g = E(s) ; and e = x.-g. Two consequences of this definition may be noted. First, g as so defined is strictly local and must be expected to vary from experiment to experiment; secondly, we do not assume that the population of residuals is fixed by the experiment independently of the actual distribution of the genotypes in the block. The restrictiveness in the above definition of g does not mean that no generalisation can be made from the experiment. For example, all variances and comparison of means are functions of differences of the g's and these may be expected to be more stable and so make possible a wider degree of generalisation. Even so, on general grounds we should expect that the differences of the g's will not be independent of the place and year of the experiment since the relative "fitness" of the different genotypes will be different under different external conditions. The additional assumption that the residuals are independent of the distribution of the genotypes in a block greatly simplifies the analysis since this implies, among other things, that the "e" or environmental component of variance is independent of the genetic or "g" component, and hence in the expectation of all second-order statistics deriving from the same type of physical layout, the environmental component of variance is the salpe. This would still be true if the hypothetical populations of residuals of the various genotypes had the same variances without being necessarily identical, this being a slightly less restrictive assumption.
Assumptions about the structure of g Consider a character affected by k loci. In general g will be some function of the alleles at all the loci, i.e. we may write STATISTICAL MODELS IN BIOMETRICAL GENETICS i 13 g = g(,, 2' •. ., ) where cc,, i = i, 2, . . ., k, represents the state of locus i in some genotype. The most obvious simplifying assumption here is that of independent action, which we may represent symbolically by g(x,, cc2, • k) = g1(cc1) +g,(cc2) +. . . +g(cc), so that the effect of each locus is independent of the state of the others.
Since such additivity is partly dependent on the scale of measurement, we are at liberty to adjust the scale to ensure at least average additivity, provided that the equal-variance property of the residuals over the genotypes is also preserved. Here we have a point of difference between the analysis of second-order statistics (as in biometrical genetics) and that of first-order statistics (as in, say, factorial manurial trials). In a factorial manurial trial, the absence of treatment interactions and the homogeneity of residual variances both simplify the analysis and interpretation but heterogeneity of residual variances does not, for example, bias the estimation of response slopes, although information may be lost. In biometrical genetics, additivity and the independence of g of e must both hold if the analysis is to proceed. This introduces a restriction on the characters which can be analysed with the present model ; how serious this restriction is remains to be seen.
For experiments on the generations following the crossing of two true-breeding strains, the following notation, developed by Fisher, Immer and Tedin (1932) and extended by Mather (i.) is convenient. For a gene pair A-a (multiple allelomorphs are excluded by the derivations of all the plants from two true-breeding lines), the values of g for AA, Aa, aa, measured as a deviation from the mid-parent value are da, ha, da respectively. Given additivity, the value of g for any genotype is the sum of the appropriate -d's, h's and + d's. The expectation of the genetic portion of any secondorder statistics can be expressed as a quadratic function of the d's and h's with coefficients depending on the recombination fractions and viability ratios of the different genes. When there is no differential viability, many (but not all) of the second-order statistics given by Mather are separable into two parts, one, denoted by D, depending only on the d's and the recombination fractions and the other, denoted by H, only on the h's and the recombination fractions.
THE ESTIMATION OF D, H, AND E
The experiments described by Mather consisted of blocks of plots, each plot containing an F, family, F2 plants, F1 or parent plants, etc. From each block second-order statistics are available, estimating the variance of F2 plants, F, means, etc. The variance estimates include two measuring the non-heritable portion of the variance, one between plot means (taken from replicates of F1 and parent plots within a block) and the other within plots (taken from the intra-plot variance of F, and parent plots). The expected values of the variance estimates are known linear functions of D, H and E, and D and H may be heterogeneous due to linkage. There is a resemblance in the structure of this model to that used in "classical" least-squares analysis, where the expectations of certain observations are assumed to be known linear functions of some unknown parameters. There are, however, some differences too. In the least-squares analysis the " errors in the observations (i.e. the differences from the expected values) have a variance matrix V say, which is assumed known and in almost all practical cases it is assumed that V = a2J where I is the unit matrix. Here, the variance of the errors is constant and the observations are uncorrelated. The arithmetic in this case is reasonably tractable, but is much more tedious for a general V.
Deviations of V from a2I can be divided conveniently into two kinds, (i) the deviation of the leading diagonal terms (i.e. the variances) from equality, and (ii) the deviations of the other terms (i.e. the covariances) from zero. There are several reasons why it is likely that the variance matrix of the second-order statistics in biometrical genetical experiments will deviate from the unit matrix. Deviations of the first type would certainly occur under the normal model, where a variance estimate x with expectation and based on v d.f. has a variance 22/v, which thus depends on both and v. Similar deviations are to be expected on the randomisation model. Deviations of the second kind will occur in the covariance of VF-s and VFI, and similar pairs. The correlation of the non-heritable components may be seen by considering E1 and E2. A uniform block will produce a small E1 and E2 and a variable block a large E1 and E2. We therefore expect a positive correlation between E1 and E2 as estimated from separate blocks. This is very marked in Mather and Philip's barley experiment (Mather, 1949) where the correlation is o9975, which, although based only on five pairs of observations, is nevertheless significant. Similar positive correlations are to be expected between VF2 and E1, Vj and E2 for the same reason.
The effects of deviations from the assumed variance matrix in least-squares analysis are twofold, namely loss of efficiency in estimation and biasing of the standard errors. It should be noted that the estimates of D, H, etc. are not biased, but their sampling variances are inflated by the inefficient method of estimation. The bias in the standard errors is more serious because all significance tests are then unreliable.
The disturbing effects of the correlations mentioned above can be partly annulled by considering each block as a separate experiment with its own E1 and E2, these being now regarded as estimates of the randomisation variance within the block. In this way each block gives an estimate of D and H and standard errors can be obtained from the set of estimates by the usual methods. Until sufficient data are available to cast some light on the distribution of such estimates, this procedure must be regarded as a "large-sample" one. Although this approach has the advantage that we avoid assump-tions about the variance matrix of the original statistics and assume only that the estimates of D and H from the various blocks can be regarded as samples from a normal population (or, at least, one for which the Central Limit Theorem holds), there are still difficulties remaining. Certain types of correlation are not eliminated, among them being that between V and V, due to the heritable part of the variance and that between E1 and E,. Evaluation of the former type in special cases is tedious but in the case of one gene and with normal residuals the correlation does not appear to exceed o 2 in absolute value. The correlation between E1 and E, is for the most part a consequence of the lack of a randomisation set within plots. One way out of this difficulty would be a complete randomisation of all plants in a block so that, e.g. F, plants would be found scattered over the block at random. Although such a complete randomisation might give rise to practical difficulties in some cases, it would have the analytical advantage in that there is now only one E occurring in the analysis and its contributions to the statistics, though not equal, are of known relative weight. It should also be noted that randomisation generates correlations (usually negative but not necessarily so) between sum of squares having no measurements in common, such as, e.g. V,2 and V1. An extreme instance of this is provided by a variety trial in randomised blocks where no treatment differences exist. In this case the sum of the treatment and error sum of squares is a constant on the randomisation model so that their correlation is -i. In general, however, such correlations will be insignificant provided that there are a large number of plants in a block and that the plants contributing to the two sums of squares form only a small proportion of the whole.
Re-examination of Mother and Philip's Barley Experiment
This experiment, fully recorded and analysed by Mather (i) (see particularly pp. 97-101), used as the variable a discriminant function compounded of ear width, total ear length, and length of the central six internodes, derived from previous data. The experiment comprised five blocks and each block provided statistics V V, Vp,, E1 and E2. The analysis made in Mather's book follows the usual least-squares procedure and regards the separate E,, E2 as samples from a population. We shall now consider an alternative analysis following the approach considered in the previous section. Although a least-squares analysis will be used for each block, it is not suggested that this will give the most accurate estimates of D, H, and E, and the inverse c-matrix (see, e.g. Fisher (1948) , pp. 156-164) will not be used to provide standard errors; which will be obtained from the sum of squares of the separate estimates from the five blocks. The estimates given by the method are unbiased as previously pointed out, and can be regarded as the best under the circumstances, bearing in mind that we have no prior information on the relative variances and covariances of the second order statistics. It should be said in advance that, qualitatively speaking, the conclusions drawn from the analysis in no way differ from those of Mather, and the re-analysis is made simply to demonstrate the method employed.
In making the analysis, opportunity has been taken to introduce a slight refinement in putting the expectation of V equal to where n is the harmonic mean of the number of plants contributing to each mean, and o2 is defined as the variance component of plot means instead of the total variance of plot means. Thus (writing g for expectation) (E2) =aI2+
2 and a'2 have been introduced for the two non-heritable components of variance in order that E1 and E2 may be reserved for the estimates and not used also for the population parameters. In order to avoid the recalculation of inverse matrices, n has been taken as so throughout, though, owing to the loss of plants, this is not strictly true for each block. Table i gives the values of the statistics for each block together with their expectations. As defined in section 2, the genetic component g of a measurement was strictly local in application and would be expected to vary with considerable changes in the environment. A test of the existence of such variation between blocks can be made by fitting separate D's and H's to each block and testing the further reduction in the sum of squares against the remainder. We also need the separate D's and H's for obtaining the standard errors. Such a test for interaction is not orthogonal to the linkage test but, as we shall see, there is little doubt as to the existence of linkage, and so a separate D, H and G will be fitted to each block. The results are given in table 2. It will be noted that the standard errors for D and H are considerably higher than those obtained by Mather which were 8o8•9 and 25884 respectively. H, however, remains significantly greater than zero.
Interaction of genetic components with years As previously pointed out, an interaction between genotypic expression and years is to be expected on general grounds; such an interaction may not be detectable, however, if the years are too similar in their effects, or the extraneous variation swamps the year differences which do exist.
A possible result of such interaction would be that the d's and h's contributing to WF2/F3 are different from those contributing to, say, V2. This can be tested by fitting a special constant for W213 and finding whether the sum of squares of residuals is thereby significantly reduced. This was done for the above data and gave a reduction in the sums of squares due to fitting W as 38,618, which was not significant. It was concluded, therefore, that no detectable interaction was present.
When several years' results are available, heterogeneity of D and H is best detected by comparing the results of fitting a single D and H to all the results and separate D's and H's for the separate years. (In the latter fitting, covariances such as Wr2/Fs must have further separate constants fitted).
