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Penelitian ini bertujuan untuk mengetahui model peramalan jumlah 
kedatangan dan keberangkatan penumpang domestik pada PT.  Angkasa Pura I 
(Persero) Kantor Cabang Bandar Udara Internasional Adisutjipto Yogyakarta 
dengan metode Winter’s Exponential Smoothing dan Seasonal Autoregressive 
Integrated Moving Average (ARIMA) serta mengetahui perbandingan hasil 
peramalan dengan kedua metode tersebut. 
Metode Winter’s Exponential Smoothing digunakan untuk mengatasi pola 
musiman pada data.  Metode ini dibagi menjadi dua model, yaitu model aditif dan 
multiplikatif.  Perhitungan dengan model aditif dilakukan jika plot data asli 
menunjukkan fluktuasi musim yang relatif stabil, sedangkan model multiplikatif  
digunakan jika plot data asli menunjukkan fluktuasi musim yang bervariasi.  
Sedangkan metode Seasonal ARIMA merupakan metode ARIMA yang digunakan 
untuk menyelesaikan time series musiman.  Data jumlah kedatangan dan 
keberangkatan penumpang domestik tahun 2001–2009 merupakan data yang 
mengandung pola musiman dengan fluktuasi musim yang bervariasi sehingga 
metode Winter’s Exponential Smoothing model multiplikatif dan Seasonal ARIMA 
dapat digunakan. 
Peramalan dengan metode Winter’s Exponential Smoothing model 
multiplikatif menghasilkan 0, 4,   0, 2,   0, 2,   model peramalan 
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ˆ
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  
    dengan  nilai Mean Squared Deviation (MSD) 82222422 
untuk jumlah kedatangan penumpang domestik dan 0, 4,   0, 2,   0, 4,   
model peramalan   12
ˆ
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  
    dengan nilai MSD 103302768 untuk 
jumlah keberangkatan penumpang domestik.  Peramalan dengan metode Seasonal 
ARIMA menghasilkan model peramalan  ARIMA(1,1,0)(2,1,0)12  dengan nilai 
MSD 0,010075 untuk jumlah kedatangan penumpang domestik dan 
ARIMA(1,1,0)(1,1,0)12 dengan nilai MSD 0,01401 untuk jumlah keberangkatan 
penumpang domestik.  Peramalan jumlah kedatangan dan keberangkatan 
penumpang domestik lebih tepat menggunakan metode    Seasonal ARIMA karena 
masing–masing menghasilkan nilai MSD yang lebih kecil daripada nilai MSD 
yang dihasilkan pada metode Winter’s Exponential Smoothing.  Hasil peramalan 
jumlah kedatangan dan keberangkatan penumpang domestik pada tahun 2010 
mengalami peningkatan.  Peningkatan yang signifikan terjadi pada bulan 
Desember, yaitu mencapai 180124 penumpang untuk kedatangan penumpang 
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A. Latar Belakang Masalah 
Pada era globalisasi, perkembangan zaman maju dengan pesat, salah 
satunya dalam bidang transportasi.  Seiring dengan bertambahnya jumlah 
penduduk, maka kebutuhan akan alat transportasi juga meningkat karena alat 
transportasi merupakan sarana penting bagi penduduk untuk melakukan 
aktivitasnya.  Salah satu alat transportasi udara, yaitu pesawat terbang merupakan 
salah satu sarana yang dapat digunakan penduduk untuk menunjang aktivitasnya, 
baik dalam hal bisnis maupun pariwisata. 
PT. Angkasa Pura I (Persero) Kantor Cabang Bandar Udara Internasional 
Adisutjipto Yogyakarta merupakan perusahaan penyedia jasa transportasi udara di 
Yogyakarta.  Sejak statusnya ditingkatkan menjadi bandar udara internasional 
pada tahun 2004, jumlah penumpang pesawat terbang di Bandar Udara 
Internasional Adisutjipto Yogyakarta mengalami peningkatan.  Oleh karena itu, 
peramalan tentang jumlah penumpang menjadi hal yang penting bagi perusahaan 
karena dengan mengetahui prediksi jumlah penumpang di masa yang akan datang 
perusahaan dapat mempersiapkan fasilitas–fasilitas untuk mengantisipasi 
kenaikan jumlah penumpang, seperti menyiapkan penerbangan ekstra, ruang 






Data jumlah penumpang merupakan data runtun waktu (time series) yang 
dikumpulkan setiap tahun untuk mengetahui peningkatan jumlah penumpang di 
Bandar Udara Internasional Adisutjipto Yogyakarta.  Sebagaimana diketahui, data 
time series adalah data yang dikumpulkan, dicatat, atau diamati berdasarkan 
urutan waktu.  Data time series tersebut dapat digunakan untuk membuat 
peramalan dan nantinya hasil peramalan dapat digunakan sebagai bahan 
pertimbangan dalam pengambilan kebijakan perusahaan. 
Untuk menentukan metode peramalan pada data time series perlu 
diketahui pola dari data tersebut sehingga peramalan dengan metode yang sesuai 
dengan pola data dapat dilakukan.  Pola data dapat dibedakan menjadi empat 
jenis, yaitu pola musiman, siklis, trend, dan irregular (Hanke dan Wichern, 2005: 
158).  Pola musiman merupakan fluktuasi dari data yang terjadi secara periodik 
dalam kurun waktu satu tahun, seperti triwulan, kuartalan, bulanan, mingguan, 
atau harian.  Pola siklis merupakan fluktuasi dari data untuk waktu yang lebih dari 
satu tahun.  Pola ini sulit dideteksi dan tidak dapat dipisahkan dari pola trend.  
Pola trend merupakan kecenderungan arah data dalam jangka panjang, dapat 
berupa kenaikan maupun penurunan.  Sedangkan pola irregular merupakan 
kejadian yang tidak terduga dan bersifat acak, tetapi kemunculannya dapat 
mempengaruhi fluktuasi data time series (Santoso, 2009: 9-10). 
Dalam rangka meramalkan jumlah penumpang di Bandar Udara 
Internasional Adisutjipto Yogyakarta, akan dibandingkan dua metode peramalan, 






Moving Average (ARIMA).  Metode Winter’s Exponential Smoothing digunakan 
ketika data menunjukkan pola trend dan musiman.  Metode ini serupa dengan 
metode Holt’s Exponential Smoothing dengan satu persamaan tambahan untuk 
mengatasi pola musiman (Makridakis, 1999: 97).  Sedangkan metode Seasonal 
ARIMA digunakan apabila data menunjukkan pola musiman.  Berdasarkan data 
yang diperoleh, jumlah penumpang pesawat terbang di Bandar Udara 
Internasional Adisutjipto Yogyakarta menunjukkan pola musiman sehingga 
metode Winter’s Exponential Smoothing dan Seasonal ARIMA dapat digunakan 
untuk meramalkan jumlah penumpang di masa yang akan datang.  Seperti 
diketahui bahwa tidak ada metode peramalan yang dapat dengan tepat 
meramalkan keadaan data di masa yang akan datang.  Oleh karena itu, setiap 
metode peramalan pasti menghasilkan kesalahan.  Jika tingkat kesalahan yang 
dihasilkan semakin kecil, maka hasil peramalan akan semakin mendekati tepat.  
Alat ukur yang digunakan untuk menghitung kesalahan prediksi, antara lain Mean 
Squared Deviation (MSD), Mean Absolute Deviation (MAD), dan Mean Absolute 
Percentage Error (MAPE). 
 
B. Pembatasan Masalah 
Dalam penulisan ini penulis hanya membatasi pada penerapan metode 
Winter’s Exponential Smoothing dan Seasonal ARIMA, serta perbandingan 
keduanya untuk peramalan jumlah kedatangan dan keberangkatan penumpang 






Internasional Adisutjipto Yogyakarta dengan Mean Squared Deviation (MSD) 
sebagai pembandingnya. 
 
C. Rumusan Masalah 
Berdasarkan latar belakang di atas, maka dapat dirumuskan permasalahan 
sebagai berikut: 
1. Bagaimana model peramalan jumlah kedatangan dan keberangkatan 
penumpang domestik pada PT.  Angkasa Pura I (Persero) Kantor Cabang 
Bandar Udara Internasional Adisutjipto Yogyakarta dengan metode Winter’s 
Exponential Smoothing? 
2. Bagaimana model peramalan jumlah kedatangan dan keberangkatan 
penumpang domestik pada PT.  Angkasa Pura I (Persero) Kantor Cabang 
Bandar Udara Internasional Adisutjipto Yogyakarta dengan metode Seasonal 
ARIMA? 
3. Bagaimana perbandingan hasil peramalan jumlah kedatangan dan 
keberangkatan penumpang domestik di PT.  Angkasa Pura I (Persero) Kantor 
Cabang Bandar Udara Internasional Adisutjipto Yogyakarta dengan 
menggunakan metode Winter’s Exponential Smoothing dan Seasonal ARIMA 
berdasarkan nilai MSD? 
 
D. Tujuan Penelitian  






1. Mengetahui model peramalan jumlah kedatangan dan keberangkatan 
penumpang domestik pada PT.  Angkasa Pura I (Persero) Kantor Cabang 
Bandar Udara Internasional Adisutjipto Yogyakarta dengan metode Winter’s 
Exponential Smoothing. 
2. Mengetahui model peramalan jumlah kedatangan dan keberangkatan 
penumpang domestik pada PT.  Angkasa Pura I (Persero) Kantor Cabang 
Bandar Udara Internasional Adisutjipto Yogyakarta dengan metode Seasonal 
ARIMA. 
3. Mengetahui perbandingan hasil peramalan jumlah kedatangan dan 
keberangkatan penumpang domestik di PT.  Angkasa Pura I (Persero) Kantor 
Cabang Bandar Udara Internasional Adisutjipto Yogyakarta dengan 
menggunakan metode Winter’s Exponential Smoothing dan Seasonal ARIMA 
berdasarkan nilai MSD.  
 
E. Manfaat Penelitian 
Hasil dari penelitian ini diharapkan dapat memberikan manfaat, antara 
lain: 
1. Dapat membantu PT.  Angkasa Pura I (Persero) Kantor Cabang Bandar Udara 
Internasional Adisutjipto Yogyakarta dalam meramalkan jumlah kedatangan 
dan keberangkatan penumpang domestik untuk periode ke depan. 
2. Dengan mengetahui nilai peramalan jumlah kedatangan dan keberangkatan 






Angkasa Pura I (Persero) Kantor Cabang Bandar Udara Internasional 
Adisutjipto Yogyakarta untuk periode ke depan. 
3. Dapat membantu PT.  Angkasa Pura I (Persero) Kantor Cabang Bandar Udara 
Internasional Adisutjipto Yogyakarta dalam pengambilan kebijakan untuk 
mengatasi peningkatan jumlah penumpang. 
7BAB II
KAJIAN PUSTAKA
BAB ini berisi penjelasan tentang pengertian peramalan (forecasting),
analisis time series, stasioneritas, proses white noise, uji normalitas residu,
seasonalitas (musiman), metode smoothing, metode Holt’s Exponential
Smoothing, metode Winter’s Exponential Smoothing, metode Seasonal ARIMA,
dan ketepatan metode peramalan.
A. Peramalan (Forecasting)
Peramalan (forecasting) dilakukan hampir semua orang, baik itu
pemerintah, pengusaha, maupun orang awam.  Masalah yang diramalkan pun
bervariasi, seperti perkiraan curah hujan, kemungkinan pemenang dalam
pilkada, skor pertandingan, atau tingkat inflasi.  Definisi dari peramalan
adalah memperkirakan besarnya atau jumlah sesuatu pada waktu yang akan
datang berdasarkan data pada masa lampau yang dianalisis secara alamiah
khususnya menggunakan metode statistika (Sudjana, 1989: 254).
Peramalan biasanya dilakukan untuk mengurangi ketidakpastian
terhadap sesuatu yang akan terjadi di masa yang akan datang.  Suatu usaha
untuk mengurangi ketidakpastian tersebut dilakukan dengan menggunakan
metode peramalan.   Menurut Makridakis (1999: 8), metode peramalan dibagi
ke dalam dua kategori utama, yaitu metode kualitatif dan metode kuantitatif.
Metode kualitatif dilakukan apabila data masa lalu tidak sehingga peramalan
8tidak bisa dilakukan.  Dalam metode kualitatif, pendapat–pendapat dari para
ahli akan menjadi pertimbangan dalam pengambilan keputusan sebagai hasil
dari peramalan yang telah dilakukan.  Namun, apabila data masa lalu tersedia,
peramalan dengan metode kuantitatif akan lebih efektif digunakan
dibandingkan dengan metode kualitatif.
Menurut Santoso (2009: 37), peramalan dengan  metode kuantitatif
dapat dibagi menjadi dua bagian, yaitu time series model dan causal model.
Time series model didasarkan pada data yang dikumpulkan, dicatat, atau
diamati berdasarkan urutan waktu dan peramalannya dilakukan berdasarkan
pola tertentu dari data.  Ada empat pola data yang menjadi dasar peramalan
dengan model ini, yaitu pola musiman, siklis, trend, dan irregular. Pola
musiman merupakan fluktuasi dari data yang terjadi secara periodik dalam
kurun waktu satu tahun, seperti triwulan, kuartalan, bulanan, mingguan, atau
harian.  Pola siklis merupakan fluktuasi dari data untuk waktu yang lebih dari
satu tahun.  Pola ini sulit dideteksi dan tidak dapat dipisahkan dari pola trend.
Pola trend merupakan kecenderungan arah data dalam jangka panjang, dapat
berupa kenaikan maupun penurunan.  Sedangkan pola irregular merupakan
kejadian yang tidak terduga dan bersifat acak, tetapi kemunculannya dapat
mempengaruhi fluktuasi data time series.  Metode peramalan yang termasuk
dalam time series model, antara lain moving averages, exponential smoothing,
dan Box–Jenkins (ARIMA). Causal model didasarkan pada hubungan sebab–
akibat dan peramalan dilakukan dengan dugaan adanya hubungan antar
variabel yang satu dengan yang lain.  Pada model ini dikembangkan mana
9variabel dependent dan mana variabel independent, kemudian dilanjutkan
dengan membuat sebuah model dan peramalan dilakukan berdasarkan model
tersebut.
Tahapan atau langkah–langkah untuk melakukan peramalan, antara
lain:
1. Menentukan masalah yang akan dianalisis (perumusan masalah) dan
mengumpulkan data yang dibutuhkan dalam proses analisis tersebut.
2. Menyiapkan data sehingga data dapat diproses dengan benar.
3. Menetapkan metode peramalan yang sesuai dengan data yang telah
disiapkan.
4. Menerapkan metode yang sudah ditetapkan dan melakukan prediksi pada
data untuk beberapa waktu depan.
5. Mengevaluasi hasil peramalan.
B. Analisis Time Series
Analisis time series dikenalkan oleh George E. P. Box dan Gwilym M.
Jenkins pada tahun 1970 melalui bukunya yang berjudul Time Series Analysis:
Forecasting and Control (Iriawan dan Astuti, 2006: 341). Analisis time
series merupakan metode peramalan kuantitatif untuk menentukan pola data
pada masa lampau yang dikumpulkan berdasarkan urutan waktu, yang disebut
data time series.
Beberapa konsep yang berkaitan dengan analisis time series adalah
Autocorrelation Function (ACF) atau fungsi autokorelasi dan Partial
10
Autocorrelation Function (PACF) atau fungsi autokorelasi parsial.
Autokorelasi merupakan korelasi atau hubungan antar data pengamatan suatu
data time series.  Menurut Makridakis (1999: 338), koefisien autokorelasi


























dengan kr = koefisien autokerelasi
tZ = nilai variabel Z pada waktu t
t kZ  = nilai variabel Z pada waktu t k
tZ = nilai rata–rata variabel .tZ
Menurut Mulyana (2004: 8), karena kr merupakan fungsi atas k, maka
hubungan koefisien autokorelasi dengan lagnya disebut dengan fungsi
autokorelasi dan dinotasikan dengan .k
Untuk mengetahui apakah koefisien autokorelasi signifikan atau tidak,











 dengan hipotesis 0 : 0kH   (koefisien
autokorelasi yang diperoleh tidak signifikan) dan 1 : 0kH   (koefisien






 Selain menggunakan uji tersebut, untuk mengetahui apakah
koefisien autokorelasi yang diperoleh signifikan atau tidak dapat dilihat pada
output MINITAB, yaitu grafik ACF.  Jika pada grafik ACF tidak ada lag (bar)
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yang melebihi garis batas signifikansi (garis putus–putus), maka koefisien
autokorelasi yang diperoleh signifikan atau tidak terjadi korelasi antar lag.
Autokorelasi parsial merupakan korelasi antara tZ dan t kZ  dengan
mengabaikan ketidakbebasan 1 2 1, , , .t t t kZ Z Z    Menurut Wei (2006: 11),
autokorelasi parsial tZ dan t kZ  dapat diturunkan dari model regresi linear,
dengan variabel dependent t kZ  dan variabel independent 1,t kZ   2 ,t kZ   ,
dan tZ , yaitu
1 1 2 2t k k t k k t k kk t t kZ Z Z Z a            (2.2)
dengan ki merupakan parameter regresi ke-i untuk 1, 2, ,i k  dan t ka 
merupakan residu dengan rata–rata nol dan tidak berkorelasi dengan t k jZ  
untuk 1, 2, , .j k  Dengan mengalikan t k jZ   pada kedua ruas persamaan
(2.2) dan menghitung nilai harapannya (expected value), diperoleh
         1 2 1 2t k j t k k t k j t k k t k j t k kk t k j t k t k j t kE Z Z E Z Z E Z Z E Z Z E Z e                      
1 1 2 2j k j k j kk j k            (2.3)
dan
1 1 2 2 .j k j k j kk j k            (2.4)
Untuk 1, 2, , ,j k  diperoleh sistem persamaan berikut
1 1 0 2 1 1
2 1 1 2 0 2
1 1 2 2 0.
k k kk k
k k kk k
k k k k k kk
      
      
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
(2.6)
Karena kk merupakan fungsi atas k, maka kk disebut fungsi autokorelasi
parsial.
C. Stasioneritas
Stasioneritas berarti bahwa tidak terdapat perubahan yang drastis pada
data. Fluktuasi data berada di sekitar suatu nilai rata–rata yang konstan, tidak
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tergantung pada waktu dan varians dari fluktuasi tersebut (Makridakis, 1999:
351). Bentuk visual dari plot data time series sering kali cukup meyakinkan
para forecaster bahwa data tersebut stasioner atau nonstasioner.
Data time series dikatakan stasioner dalam rata–rata jika rata–ratanya
tetap (tidak terdapat pola trend).  Gambar 1 merupakan contoh plot data time
series yang stasioner dalam rata–rata dan varians. Gambar 2 menunjukkan











Gambar 2. Contoh plot data nonstasioner dalam
ratarata
Data time series dikatatan stasioner dalam varians jika fluktuasi datanya tetap






Gambar 3. Contoh plot data stasioner dalam varians
Untuk menstasionerkan data nonstasioner dalam rata–rata dapat
dilakukan proses differencing (pembedaan). Operator shift mundur (backward
shift) sangat tepat untuk menggambarkan proses differencing (Makridakis,
1999: 383). Penggunaan backward shift adalah sebagai berikut
1t tBZ Z  (2.7)
dengan tZ = nilai variabel Z pada waktu t
1tZ  = nilai variabel Z pada waktu 1t 
B = backward shift.
Notasi B yang dipasang pada Z mempunyai pengaruh menggeser data satu
waktu belakang. Sebagai contoh, jika suatu data time series nonstasioner,
maka data tersebut dapat dibuat mendekati stasioner dengan melakukan
differencing orde pertama dari data.
Rumus untuk differencing orde pertama, yaitu
'
1t t tZ Z Z   (2.8)
dengan 'tZ = nilai variabel Z pada waktu t setelah differencing.




t t tZ Z BZ  (2.9)
atau
 ' 1 .t tZ B Z  (2.10)
Differencing pertama pada persamaan (2.10) dinyatakan oleh  1 B .
Differencing orde kedua, yaitu differencing pertama dari differencing
pertama sebelumnya.  Jika differencing orde kedua harus dihitung, maka
'' ' '
1t t tZ Z Z  







t t t t
t t t
t





   
  
  
 21 .tB Z  (2.11)
Differencing orde kedua pada persamaan (2.11) dinotasikan oleh  21 B .
Secara umum jika terdapat differencing orde ke–d untuk mencapai
stasioneritas, maka dapat dinotasikan dengan
 1 ,dB 1.d  (2.12)
Sedangkan untuk menstasionerkan data nonstasioner dalam varians
dapat dilakukan transformasi. Pendekatan utama untuk memperoleh
stasioneritas dalam varians adalah melalui suatu transformasi logaritma atau
transformasi kemampuan data (Makridakis, 1995: 401).  Jika data telah
stasioner setelah dilakukan transformasi, maka tahap selanjutnya dapat
dilakukan.
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D. Proses White Noise
Suatu proses  ta disebut proses white noise jika terdapat sebuah
barisan variabel random yang tidak berkorelasi dengan rata–rata konstan
  0 0,tE a   variansi konstan   2 ,t aVar a  dan  , 0k t t kCov a a  
untuk 0k  (Wei, 2006: 15).  Sesuai dengan definisi tersebut, proses white

































Dasar dari proses white noise adalah nilai fungsi autokorelasi dan fungsi
autokorelasi parsial dari residu mendekati nol.
Untuk mengetahui apakah residu memenuhi proses white noise atau
tidak, perlu dilakukan uji, salah satunya dengan Uji Ljung–Box. Pengujian








   dengan hipotesis
0 1: 0kH     (residu memenuhi proses white noise) dan 1 : 0,iH  
untuk 1, 2,i k  (residu tidak memenuhi proses white noise). Kriteria
keputusan 0H ditolak jika 2,k p qQ    dengan p dan q adalah orde dari
17
ARMA(p,q) dan k adalah time–lag. Residu memenuhi proses white noise jika
residu bersifat random dan berdistribusi normal.  Residu bersifat random jika
pada grafik ACF residu tidak ada lag (bar) yang melebihi garis batas
signifikansi (garis putus–putus).
E. Uji Normalitas Residu
Uji normalitas residu dilakukan untuk mengetahui apakah residu
berdistribusi normal atau tidak.  Pengujian dapat dilakukan dengan analisis
grafik normal probability plot. Jika residu berdistribusi normal, maka residu
akan berada disekitar garis diagonal, seperti pada Gambar 4. Sebaliknya, jika
























Gambar 4. Contoh grafik normal probability plot untuk
residu berdistribusi normal
F. Seasonalitas (Musiman)
Pola musiman merupakan pola yang berulang–ulang dalam selang
waktu yang tetap dan umumnya tidak lebih dari satu tahun. Apabila dalam
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data hanya terdapat pola musiman, adanya faktor musim dapat dilihat dari
grafik fungsi autokorelasinya atau dari perbedaan lag autokorelasinya.
Namun, jika data tidak hanya dipengaruhi pola musiman, tetapi juga






















Autocorrelation Function for SALES
(with 5% significance limits for the autocorrelations)
Gambar 5. Contoh grafik fungsi autokorelasi untuk






















Autocorrelation Function for Sales
(with 5% significance limits for the autocorrelations)
Gambar 6. Contoh grafik fungsi autokorelasi untuk
data yang dipengaruhi pola musiman bulanan
(Hanke dan Wichern, 2005: 415)
Apabila pola trend lebih kuat dibandingkan dengan pola musiman, maka
autokorelasi dari data asli akan membentuk garis, seperti pada Gambar 5.
Sedangkan, jika data dipengaruhi pola musiman, maka koefisien autokorelasi
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pada lag musiman berbeda nyata dari nol (bar melebihi garis putus–putus),
seperti pada Gambar 6.
G. Metode Smoothing
Suatu data runtun waktu yang mengandung pola trend, pola musiman,
atau mengandung pola trend dan musiman sekaligus, maka metode rata–rata
sederhana tidak dapat digunakan untuk menggambarkan pola data tersebut.
Peramalan pada data tersebut dapat dilakukan dengan metode smoothing.
Smoothing adalah mengambil rata–rata dari nilai–nilai pada beberapa tahun
untuk menaksir nilai pada suatu tahun (Subagyo, 1986: 7).
Metode smoothing diklasifikasikan menjadi dua kelompok, yaitu
metode perataan dan metode pemulusan eksponensial (exponential smoothing)
(Makridakis, 1999: 63). Sesuai dengan  pengertian konvensional tentang nilai
rata–rata, metode perataan merupakan pembobotan yang sama terhadap nilai–
nilai observasi. Metode–metode yang termasuk ke dalam kelompok metode
perataan, antara lain:
1. Rata–rata sederhana dari semua data masa lalu.
2. Rata–rata bergerak tunggal (single moving average) dari n nilai observasi
yang terakhir.
3. Rata–rata bergerak ganda (double moving average) atau rata–rata bergerak
dari rata–rata bergerak, yang akhirnya menjadi rata–rata yang berbobot
tidak sama dan dapat digunakan dalam metode peramalan yang disebut
rata–rata bergerak linear (linear moving average).
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4. Rata–rata bergerak dengan orde yang lebih tinggi, tetapi metode ini jarang
digunakan dalam peramalan praktis.
Apabila data dipengaruhi oleh pola trend maupun musiman, metode
perataan tidak dapat digunakan untuk peramalan. Peramalan pada data yang
dipengaruhi pola trend maupun musiman dilakukan dengan menggunakan
metode exponential smoothing.  Metode exponential smoothing menggunakan
bobot yang berbeda untuk data masa lalu dan bobot tersebut mempunyai ciri
menurun secara eksponensial. Metode dalam kelompok ini memerlukan
adanya penentuan parameter tertentu dan nilai dari parameter terletak antara 0
dan 1 (Makridakis, 1999: 63). Metode yang termasuk dalam metode
exponential smoothing, antara lain:
1. Pemulusan eksponensial tunggal (single exponential smoothing).  Metode
ini dibagi menjadi dua, yaitu:
a. Pemulusan eksponensial tunggal dengan satu parameter
b. Pemulusan eksponensial tunggal dengan pendekatan adaptif
2. Pemulusan eksponensial ganda (double exponential smoothing) digunakan
untuk menangani pola trend pada data. Metode ini dibagi menjadi dua,
yaitu:
a. Metode linear satu parameter dari Brown menggunakan parameter
yang sama untuk dua pemulusan eksponensial yang digunakan.
Metode ini menggunakan rumus pemulusan berganda secara langsung,
yaitu pemulusan antara pola trend dan pola lainnya dilakukan secara
bersama–sama dengan hanya menggunakan satu parameter.
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b. Metode dua parameter dari Holt menggunakan dua parameter berbeda
untuk dua pemulusan eksponensial yang digunakan. Metode ini
memuluskan pola trend secara terpisah dengan menggunakan
parameter yang berbeda dari parameter yang digunakan pada data asli.
3. Pemulusan eksponensial tripel (triple exponential smoothing) digunakan
untuk menangani pola trend dan pola musiman pada data.  Metode ini
dibagi menjadi dua, yaitu:
a. Metode kuadratik satu parameter dari Brown pendekatan dasarnya
adalah memasukkan tingkat pemulusan tambahan dan pada
peramalannya diberlakukan persamaan kuadratik.
b. Metode trend dan musiman tiga parameter dari Winter merupakan
perluasan dari metode dua parameter dari Holt dengan tambahan satu
persamaan untuk mengatasi pola musiman pada data.
4. Pemulusan eksponensial klasifikasi Pegels mengacu pada pemulusan
eksponensial dengan trend multiplikatif dan musiman multiplikatif.
H. Metode Holt’s Exponential Smoothing
Metode Holt’s exponential smoothing atau metode pumulusan
eksponensial dua parameter dari Holt dipopulerkan pada tahun 1957 (Santoso,
2009: 100).  Metode ini digunakan jika data dipengaruhi pola trend dan data
nonstasioner. Holt’s exponential smoothing memuluskan pola trend dengan
parameter yang berbeda dengan parameter yang digunakan pada data asli.
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Menurut Hanke dan Wichern (2005: 121), ada tiga persamaan yang digunakan
dalam metode ini, yaitu:
1. Pemulusan eksponensial data asli
  1 11t t t tL Y L T       (2.16)
2. Pemulusan pola trend
   1 11t t t tT L L T      (2.17)
3. Ramalan p periode ke depan
tˆ p t tY L pT   (2.18)
dengan tL = nilai pemulusan eksponensial pada waktu t
tY = data observasi pada waktu ke t
tT = nilai pemulusan trend pada waktu t
 = konstanta pemulusan untuk data asli 0  
 = konstanta pemulusan untuk pola trend 0  
tˆ pY  = nilai peramalan untuk p periode ke depan
p = jumlah periode ke depan yang akan diramalkan
I. Metode Winter’s Exponential Smoothing
Holt’s exponential smoothing tepat digunakan jika data hanya
dipengaruhi pola trend.  Namun, jika data tidak hanya dipengaruhi pola trend,
tetapi juga pola musiman, maka Holt’s exponential smoothing tidak tepat
digunakan untuk melakukan peramalan karena tidak dapat mendeteksi adanya
pola musiman. Oleh karena itu, Winter menyempurnakan Holt’s exponential
smoothing dengan menambahkan satu parameter untuk mengatasi pola
musiman pada data. Metode ini dibagi menjadi dua model, yaitu model aditif
dan multiplikatif.  Perhitungan dengan model aditif dilakukan jika plot data
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asli menunjukkan fluktuasi musim yang relatif stabil, sedangkan model





Gambar 7. Contoh plot data asli model aditif




Gambar 8. Contoh plot data asli model multiplikatif
(Hanke dan Wichern, 2005: 160)
Persamaan–persamaan yang digunakan dalam model aditif, yaitu:
1. Pemulusan eksponensial data asli
    1 11t t t s t tL Y S L T        (2.19)
2. Pemulusan pola trend
   1 11t t t tT L L T      (2.20)
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3. Pemulusan pola musiman
   1t t t t sS Y L S      (2.21)
4. Ramalan p periode ke depan depan
tˆ p t t t s pY L pT S     (2.22)
dengan tS = nilai pemulusan musiman pada waktu t
 = konstanta pemulusan untuk pola musiman 0  
s = periode musiman
Menurut Hanke dan Wichern (2005: 126), ada empat persamaan yang
digunakan dalam model multiplikatif, yaitu:
1. Pemulusan eksponensial data asli




   

    (2.23)
2. Pemulusan pola trend
   1 11t t t tT L L T      (2.24)
3. Pemulusan pola musiman




     (2.25)
4. Ramalan p periode ke depan
 ˆ .t p t t t s pY L pT S    (2.26)
J. Metode Seasonal ARIMA
Metode Seasonal Autoregressive Integrated Moving Average (ARIMA)
merupakan metode ARIMA yang digunakan untuk menyelesaikan time series
musiman.  Metode ini terdiri dari dua bagian, yaitu bagian tidak musiman dan
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bagian musiman.  Bagian tidak musiman dari metode ini adalah model
ARIMA. Model ARIMA terdiri dari model autoregressive dan model moving
average.
1. Model Autoregressive (AR)
Model AR adalah model yang menggambarkan bahwa variabel
dependent dipengaruhi oleh variabel dependent itu sendiri pada periode
sebelumnya.  Menurut Wei (2006: 33), model AR orde ke-p atau AR(p)
secara umum dapat dituliskan sebagai berikut:
1 1t t p t p tZ Z Z a        (2.27)
dengan tZ = nilai variabel dependent pada waktu t
1, ,t t pZ Z   = nilai variabel dependent pada time-lag 1, ,t  
t p
1, , p  = koefisien autoregressive
ta = nilai residu pada waktu t.
Persamaan (2.27) dapat ditulis dalam bentuk
 21 21 pp t tB B B Z a      
atau
 p t tB Z a  (2.28)
dengan   21 21 pp pB B B B        .
Untuk menemukan fungsi autokorelasinya, persamaan (2.28)
dikalikan dengan ,t kZ  hasilnya
1 1 .t k t t k t p t k t p t k tZ Z Z Z Z Z Z a                (2.29)
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Jika memasukkan nilai harapan (expected value) pada kedua ruas
persamaan (2.29) dan diasumsikan terdapat stasioneritas, maka persamaan
tersebut akan menjadi
       1 1 .t k t t k t p t k t p t k tE Z Z E Z Z E Z Z E Z a                (2.30)
Karena nilai residu  ta bersifat random dan tidak berkorelasi dengan
,t kZ  maka  t k tE Z a adalah nol untuk 0k  , maka persamaan (2.30)
akan menjadi
1 1 ,k k p k p        0.k  (2.31)
Jika kedua ruas pada persamaan (2.31) dibagi dengan 0 , maka diperoleh
1 1
0 0
k p k pk    
 
   
atau
1 1 ,k k p k p        0.k  (2.32)
Jika 1 1k k p k p        untuk 0,k  maka dapat dilihat
bahwa ketika k p pada kolom terakhir matriks pembilang dari kk pada
persamaan (2.6) dapat ditulis sebagai kombinasi linear dari kolom
sebelumnya pada matriks yang sama.  Oleh karena itu, fungsi autokorelasi
parsial kk akan terputus setelah lag p.
Sebagai contoh, model AR dengan orde 1 atau AR(1) dapat ditulis
1 1t t tZ Z a   
atau
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 11 t tB Z a 
Agar proses stasioner, maka akar dari  11 0B  harus terletak di luar
lingkaran satuan dan proses ini stasioner jika 1 1.  Fungsi
autokovariansnya adalah
1 1,k k    1.k 
sehingga fungsi autokorelasinya adalah
1 1 1 ,
k
k k     1.k 
Fungsi autokorelasi parsial dari proses AR(1) adalah
1 1,
0,kk







Pola ACF dan PACF model AR(1) ditunjukkan oleh Gambar 9
berikut ini
Gambar 9. Pola ACF dan PACF model AR(1)
(Suhartono, 2005: 37)
a. ACF b.    PACF
10 1   10 1  
01 1   01 1  
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2. Model Moving Average (MA)
Secara umum model MA orde ke-q atau MA(q) dapat ditulis
sebagai berikut:
1 1t t t q t qZ a a a       (2.33)
dengan tZ = nilai variabel dependent pada waktu t
1, , ,t t t qa a a  = nilai residu pada waktu , 1, ,t t t q 
1, , q  = koefisien Moving Average.
Persamaan (2.33) dapat ditulis dalam bentuk
 21 21 qt q tZ B B B a       
atau
 t q tZ B a (2.34)
dengan   21 21 .qq qB B B B       
Karena 2 2 21 21 ,q        maka proses MA berhingga selalu
stasioner.
Apabila kedua ruas pada persamaan (2.33) dikalikan dengan ,t kZ 
hasilnya
  1 1 1 1t k t t t q t q t k t k q t k qZ Z a a a a a a                    (2.35)
Jika memasukkan nilai harapan (expected value) pada kedua ruas
persamaan (2.35),  maka persamaan tersebut akan menjadi
   1 1t k t t t q t qE Z Z E a a a        
 1 1t k t k q t k qa a a         
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 1 1k t t k t t k q t t k qE a a a a a a         
2
1 1 1 1 1 1 1t t k t t k q t t k qa a a a a a             
   21 1 .q t q t k q t q t k q t q t k qa a a a a a              (2.36)
Nilai harapan pada persamaan (2.36) tergantung pada nilai k. Jika 0,k 
maka persamaan (2.36) menjadi
     2 20 0 1 1 0 1 0 .t t t t q t q t qE a a E a a E a a            (2.37)
Seluruh suku yang lain pada persamaan (2.36) hilang karena
  0t t iE a a   untuk 0i 
dan
  2t t i eE a a   untuk 0.i 
Jadi, persamaan (2.37) menjadi
2 2 2 2 2
0 1a a q a        
 2 2 211 .q a      (2.38)
Persamaan (2.38) merupakan varians dari proses model MA(q).
Jika 1,k  maka persamaan (2.36) menjadi
     1 1 1 1 1 2 2 2 1t t t t q q t q t qE a a E a a E a a               
2 2 2
1 1 2 1e e q q e           
  21 1 2 1 .q q e         
Secara umum untuk ,k k persamaan (2.36) menjadi
  21 1 .k k k q k q e            (2.39)
sehingga fungsi autokovarians dari proses MA(q) adalah
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  21 1 ,
0,
k k q k q e
k
            















k k q k q
qk
    
 
        








Fungsi autukorelasi parsial dari bagian akhir proses umum MA(q)
merupakan pemulusan eksponensial dan/atau gelombang sinus tergantung
dari akar–akar 21 21 0.
q
qB B B       PACF akan berisi gelombang
sinus jika akar–akarnya berupa bilangan kompleks.
Sebagai contoh, model MA(1) dinyatakan sebagai berikut
1 1t t tZ a a  
 11 .tB a 






































dan fungsi autokorelasi parsialnya adalah
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 21 11




    
    
 2 22 2 1 11 1
22 2 2 4 6
1 1 1 1
1
1 1 1
      
      
 3 23 3 1 11 1
33 2 2 4 6 8
1 1 1 1 1
1
.
1 2 1 1
       
       












   
   untuk 1.k 
Pola ACF dan PACF model MA(1) ditunjukkan oleh Gambar 10
berikut ini
Gambar 10. Pola ACF dan PACF model MA(1)
(Suhartono, 2005: 50)
3. Model Autoregressive Moving Average (ARMA)
Model ARMA(p,q) merupakan kombinasi dari model AR(p) dan
MA(q), yaitu
a. ACF b. PACF
10  10 
10  10 
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1 1 1 1 .t t p t p t t q t qZ Z Z a a a                (2.42)
Persamaan (2.42) dapat ditulis dalam bentuk
   2 21 2 1 21 1p qp t q tB B B Z B B B a               (2.43)
atau
    .p t q tB Z B a  (2.44)
Apabila kedua ruas pada persamaan (2.42) dikalikan dengan ,t kZ 
hasilnya
1 1 1 1t k t t k t p t k t p t k t t k tZ Z Z Z Z Z Z a Z a                    
.q t k t qZ a     (2.45)
Jika memasukkan nilai harapan (expected value) pada kedua ruas
persamaan (2.45), maka persamaan tersebut akan menjadi
   1 1 1 1k k p k p t k t t k tE Z a E Z a              
 .q t k t qE Z a     (2.46)
Karena   0t k t iE Z a   untuk ,k i maka
1 1 ,k k p k p         1k q  (2.47)
dan fungsi autokorelasinya adalah
1 1 ,k k p k p         1 .k q  (2.48)
Karena proses ARMA merupakan kasus khusus dari proses MA, maka
fungs autokorelasi parsialnya juga merupakan pemulusan eksponensial




qB B B      
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Sebagai contoh, model ARMA(1,1) dinyatakan sebagai berikut
1 1 1 1.t t t tZ Z a a      (2.49)
Fungsi autokovarians diperoleh dengan mengalikan persamaan (2.49)
dengan ,t kZ  hasilnya
1 1 1 1t k t t k t t k t t k tZ Z Z Z Z a Z a             
dan nilai harapannya adalah
   1 1 1 1 .k k t k t t k tE Z a E Z a          (2.50)
Untuk 0,k  persamaan (2.50) menjadi
   0 1 1 1 1 .t t t tE Z a E Z a       
Jika   2 ,t t aE Z a  maka  1t tE Z a  dapat dijabarkan sebagai berikut
       21 1 1 1 1 1 1t t t t t t tE Z a E Z a E a a E a        
  21 1 .a   
Oleh karena itu,
 2 20 1 1 1 1 1 .a a           (2.51)
Untuk 1,k  persamaan (2.50) menjadi
2
1 1 0 1 .a      (2.52)
Jika persamaan (2.52) disubstitusikan ke persamaan (2.51), maka
2 2 2 2 2 2
0 1 0 1 1 1 1 1 .a a a a              
 
2







   (2.53)










    
  
  




   
  
Untuk 2,k  persamaan (2.50) menjadi
1 1,k k    2.k 
Oleh karena itu, fungsi autokorelasi dari model ARMA(1,1) adalah
   









   
  










Bentuk umum fungsi autokorelasi parsial dari model ini cukup rumit
sehingga tidak diperlukan.  Hal yang perlu diketahui bahwa model
ARMA(1,1) merupakan kasus khusus dari model MA(1).
Pola ACF dan PACF model ARMA(1,1) ditunjukkan oleh Gambar
11 berikut ini
Gambar 11. Pola ACF dan PACF model ARMA(1,1)
(Suhartono, 2005: 60)
a. ACF b. PACF
0dan0 11   0dan0 11  
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Lanjutan Gambar 11. Pola ACF dan PACF model ARMA(1,1)
(Suhartono, 2005: 60–61)
4. Model Autoregressive Integrated Moving Average (ARIMA)
Model ARMA(p,q) pada persamaan (2.43), yaitu
     2 21 2 1 21 1p qp t q tB B B Z B B B a                
a. ACF b. PACF
0dan0 11   0dan0 11  
0dan0 11   0dan0 11  
1 10  dan  0   0dan0 11  
0)( 11   0)( 11  
0)( 11   0)( 11  
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dapat juga ditulis
   2 21 2 0 1 21 1p qp t q tB B B Z B B B a                 (2.54)
dengan
   20 1 2 1 21 1 .pp pB B B                   (2.55)
Dari persamaan (2.54), model AR(p) menjadi
 21 2 01 pp t tB B B Z a         (2.56)
dan model MA(q) menjadi
 20 1 21 .qt q tZ B B B a         (2.57)
Dalam proses MA(q), 0 0. 
Model ARIMA dilakukan pada data stasioner atau data yang
didifferencing sehingga data telah stasioner.  Secara umum, model ARIMA
dinotasikan sebagai berikut
ARIMA(p,d,q)
dengan p = orde model autoregressive
q = orde model moving average
d = banyaknya differencing.
Model ini merupakan gabungan dari model ARMA(p,q) dan proses
differencing, yaitu
     01 .dp t q tB B Z B a     (2.58)
dengan   21 21 pp pB B B B       
dan   21 21 .qq qB B B B       
37
Parameter 0 mempunyai peran yang berbeda untuk 0d  dan 0.d 
Untuk 0,d  data asli telah stasioner dan seperti pada persamaan (2.55)
bahwa 0 merupakan rata–rata proses, yaitu  0 1 21 .p        
Sedangkan untuk 1,d  data asli nonstasioner dan 0 merupakan istilah
trend deterministik yang biasanya dihilangkan.
5. Model Seasonal ARIMA
Secara umum, model Seasonal ARIMA dinotasikan sebagai berikut
ARIMA(p,d,q)(P,D,Q)s
dengan (p,d,q) = bagian tidak musiman dari model
(P,D,Q) = bagian musiman dari model
P = orde musiman untuk AR
Q = orde musiman untuk MA
D = banyaknya seasonal differencing
s = jumlah periode per musim.
Suatu deret  tZ tidak diketahui periode variasi musiman dan tidak
musiman, bentuk model ARIMA untuk deret itu adalah
     1 .dp t q tB B Z B b   (2.59)
Jika terdapat  tb tidak white noise dengan korelasi antar periode
musiman, maka fungsi autokorelasi untuk  tb adalah
  
( ) 2 ,
t js b t b
j s
b
E b b  
   1, 2,3,j   (2.60)
Untuk lebih mudah melihat korelasi antar periode, dapat direpresentasikan
sebagai model ARIMA berikut
    1 Ds s sP t Q tB B b B a    (2.61)
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dengan   21 21s s s PsP PB B B B     
dan   21 21s s s QsQ QB B B B     
adalah persamaan polinomial dalam .sB Jika akar–akar dari polinomial–
polinomial tersebut berada di luar lingkaran unit dan   0,ta  maka proses
tersebut adalah proses white noise.
Dengan mengkombinasikan persamaan (2.59) dan persamaan
(2.61), diperoleh model Seasonal ARIMA, yaitu




 p B = faktor AR tidak musiman
 q B = faktor MA tidak musiman
 sP B = faktor AR musiman
 sQ B = faktor MA musiman
 = rata–rata tZ .
Langkah–langkah untuk melakukan peramalan dengan metode ARIMA
adalah:
1. Melakukan proses identifikasi model
Pada proses identifikasi model pertama–tama diuji apakah data stasioner
atau tidak.  Jika data tidak stasioner, maka dilakukan proses differencing,
yaitu menentukan berapa nilai d.  Jika data telah stasioner setelah
differencing pertama, maka nilai 1d  dan seterusnya.  Namun, jika data
telah stasioner tanpa dilakukan differencing, maka nilai 0d  .  Setelah




l a i n n y a
a t a u 0D 
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ini disebut dengan identifikasi model tentatif.  Proses pemilihan model
yang tepat dilakukan dengan mengidentifikasi orde AR dan MA pada
grafik ACF dan PACF.
Tabel 1. Pola ACF dan PACF Tidak Musiman
No. Model ACF PACF
1. AR(p) dies down (menurun
secara eksponensial)
Cut off (terputus) setelah
lag p










Tabel 2. Pola ACF dan PACF Musiman dengan s Periode Per Musim





cut off (terputus) setelah
lag Ps





dies down (turun cepat
secara eksponensial)
pada lag musiman
dies down (turun cepat
secara eksponensial)
pada lag musiman
2. Melakukan proses estimasi
Proses estimasi merupakan proses pendugaan parameter untuk model
ARIMA. Untuk mempermudah, proses estimasi biasanya dilakukan
dengan program komputer, salah satunya dengan program MINITAB.
3. Melakukan proses diagnostik
Proses diagnostik, yaitu mengevaluasi model apakah telah memenuhi
syarat untuk digunakan.  Evaluasi dilakukan dengan melihat apakah pada
model terlihat adanya autokorelasi dan residu sudah white noise, yaitu
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residu bersifat random dan berdistribusi normal.  Untuk mengetahui
apakah residu berifat random atau tidak, dapat dilakukan uji korelasi
residu dengan uji Ljung–Box atau dapat dilihat pada grafik ACF residu.
Jika pada grafik ACF tidak ada lag (bar) yang melebihi garis batas
signifikansi (garis putus–putus), maka residu bersifat random.  Sedangkan
untuk mengetahui apakah residu berdistribusi normal atau tidak, dapat
dilihat pada grafik normal probability plot residu.  Jika residu mengikuti
garis diagonal, maka residu berdistribusi normal.
4. Menggunakan model untuk peramalan jika model memenuhi syarat.
K. Ketepatan Penggunaan Metode Peramalan
Penggunaan metode peramalan tergantung pada pola data yang akan
dianalisis. Jika metode yang digunakan sudah dianggap benar untuk
melakukan peramalan, maka pemilihan metode peramalan terbaik didasarkan
pada tingkat kesalahan prediksi (Santoso, 2009: 40). Seperti diketahui bahwa
tidak ada metode peramalan yang dapat dengan tepat meramalkan keadaan
data di masa yang akan datang.  Oleh karena itu, setiap metode peramalan
pasti menghasilkan kesalahan.  Jika tingkat kesalahan yang dihasilkan
semakin kecil, maka hasil peramalan akan semakin mendekati tepat.
Alat ukur yang digunakan untuk menghitung kesalahan prediksi,
antara lain:




















3. Mean Absolute Percentage Error (MAPE)
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dengan n = banyaknya data
tZ = data aktual pada waktu t
ˆ
tZ = data hasil peramalan pada waktu t.
Semakin kecil nilai yang dihasilkan oleh ketiga alat ukur tersebut, maka
metode peramalan yang digunakan akan semakin baik. Dari ketiga alat ukut
di atas, MSD yang paling sering digunakan. Pada program MINITAB, MSD




BAB ini berisi penerapan metode Winter’s Exponential Smoothing dan
Seasonal ARIMA untuk peramalan jumlah kedatangan dan keberangkatan
penumpang domestik di PT.  Angkasa Pura I (Persero) Kantor Cabang Bandar
Udara Internasional Adisutjipto. Data yang digunakan dalam penerapan ini
adalah data pada Lampiran 3 dan Lampiran 4, yaitu data jumlah kedatangan dan
keberangkatan penumpang domestik di PT.  Angkasa Pura I (Persero) Kantor
Cabang Bandar Udara Internasional Adisutjipto dari Januari 2001 sampai
Desember 2009. Time series plot untuk data jumlah kedatangan dan


















Time Series Plot of Kedatangan
Gambar 12. Time series plot jumlah kedatangan penumpang
domestik di Bandar Udara Internasional Adisutjipto
Gambar 12 memperlihatkan bahwa data dipengaruhi pola trend sekaligus
pola musiman karena time series plot menunjukkan fluktuasi meningkat, yaitu
gerakan dari kiri bawah ke kanan atas pada grafik dan pola jumlah kedatangan
43
penumpang pesawat terbang berulang pada bulan tertentu. Gambar 13 juga




















Time Series Plot of Keberangkatan
Gambar 13. Time series plot jumlah keberangkatan penumpang
domestik di Bandar Udara Internasional Adisutjipto
Gambar 14 menunjukkan bahwa pola trend lebih kuat daripada
pola musiman sehingga  pola musiman tampak tidak begitu jelas.
Gambar 14 dan Gambar 15 memperlihatkan bahwa terjadi autokorelasi























Autocorrelation Function for Kedatangan
(with 5% significance limits for the autocorrelations)
Gambar 14. Grafik ACF jumlah kedatangan penumpang


























Partial Autocorrelation Function for Kedatangan
(with 5% significance limits for the partial autocorrelations)
Gambar 15. Grafik PACF jumlah kedatangan penumpang
domestik di Bandar Udara Internasional Adisutjipto
Sama halnya dengan Gambar 14, Gambar 16 juga menunjukkan pola trend
lebih kuat daripada pola musiman sehingga  pola musiman tampak tidak begitu
jelas.  Gambar 16 dan Gambar 17 juga memperlihatkan bahwa ada autokorelasi






















Autocorrelation Function for Keberangkatan
(with 5% significance limits for the autocorrelations)
Gambar 16. Grafik ACF jumlah keberangkatan penumpang


























Partial Autocorrelation Function for Keberangkatan
(with 5% significance limits for the partial autocorrelations)
Gambar 17. Grafik PACF jumlah keberangkatan penumpang
domestik di Bandar Udara Internasional Adisutjipto
A. Metode Winter’s Exponential Smoothing
Winter’s Exponential Smoothing digunakan jika data dipengaruhi pola
trend dan pola musiman sekaligus.  Data jumlah kedatangan dan
keberangkatan penumpang domestik merupakan data mengandung pola trend
dan musiman sehingga metode ini tepat digunakan.
1. Jumlah Kedatangan Penumpang Domestik
Bentuk time series plot pada Gambar 12 memperlihatkan bahwa
fluktuasi musim yang bervariasi.  Hal ini menunjukkan bahwa data
multiplikatif. Dengan menggunakan cara trial and error, nilai dugaan
parameter dengan MSD terkecil. Berdasarkan cara tersebut, diperoleh
konstanta pemulusan untuk data asli 0, 4,  konstanta pemulusan untuk
pola trend 0, 2,  konstanta pemulusan untuk pola musiman 0, 2, 






























Winters' Method Plot for Kedatangan
Multiplicative Method
Gambar 18. Grafik peramalan jumlah kedatangan penumpang
domestik dengan metode Winter’s Exponential Smoothing
Pada Gambar 19 terlihat bahwa semua bar tidak ada yang melewati garis























Autocorrelation Function for RESI1
(with 5% significance limits for the autocorrelations)
Gambar 19. Grafik ACF residu jumlah kedatangan penumpang
domestik di Bandar Udara Internasional Adisutjipto
Berdasarkan hasil analisis di atas, diperoleh empat persamaan
model multiplikatif Winter’s Exponential Smoothing, yaitu
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1. Pemulusan eksponensial data asli
 1 1
12





2. Pemulusan pola trend
 1 10,2 0,8t t t tT L L T   
3. Pemulusan pola musiman





4. Ramalan p periode ke depan
  12ˆ .t p t t t pY L pT S   
Hasil peramalan jumlah kedatangan penumpang domestik di
Bandar Udara Internasional Adisutjipto pada tahun 2010 adalah
Tabel 3. Hasil Peramalan Jumlah Kedatangan
Penumpang Domestik dengan Metode Winter’s




























2. Jumlah Keberangkatan Penumpang Domestik
Bentuk time series plot pada Gambar 13 memperlihatkan bahwa






























Winters' Method Plot for Keberangkatan
Multiplicative Method
Gambar 20. Grafik peramalan jumlah keberangkatan penumpang
domestik dengan metode Winter’s Exponential Smoothing
Dengan menggunakan cara trial and error, diperoleh konstanta pemulusan
untuk data asli 0, 4,  konstanta pemulusan untuk pola trend 0, 2, 
konstanta pemulusan untuk pola musiman 0,4,  dan
103302768.M SD  Hasil dari pemulusan ini dapat dilihat pada Lampiran
6.
Pada Gambar 21 terlihat bahwa semua bar tidak ada yang melewati
























Autocorrelation Function for RESI1
(with 5% significance limits for the autocorrelations)
Gambar 21. Grafik ACF residu jumlah keberangkatan
penumpang domestik di Bandar Udara Internasional Adisutjipto
Berikut ini empat persamaan model multiplikatif Winter’s Exponential
Smoothing berdasarkan analisis di atas, yaitu
1. Pemulusan eksponensial data asli
 1 1
12





2. Pemulusan pola trend
 1 10,2 0,8t t t tT L L T   






4. Ramalan p periode ke depan
  12ˆ .t p t t t pY L pT S   
Hasil peramalan jumlah keberangkatan penumpang domestik di
Bandar Udara Adisutjipto pada tahun 2010 adalah
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Tabel 4. Hasil Peramalan Jumlah Keberangkatan
Penumpang Domestik dengan Metode Winter’s



























B. Metode Seasonal ARIMA
Pada Gambar 12 dan Gambar 13 terlihat bahwa data jumlah
kedatangan dan keberangkatan penumpang nonstasioner dalam ratarata dan
varians.  Oleh karena itu, perlu dilakukan transformasi logaritma dan
differencing untuk menstasionerkan data tersebut.
1. Jumlah Kedatangan Penumpang Domestik
Gambar 22 merupakan plot data jumlah kedatangan penumpang
domestik di Bandar Udara Internasional Adisutjipto setelah data
dilogaritmakan dan dilakukan differencing pertama tidak musiman dan
musiman. Dari plot tersebut, dapat dilihat bahwa data telah stasioner
dalam ratarata dan varians setelah differencing pertama tidak musiman
dan musiman karena fluktuasi datanya horizontal sepanjang sumbu waktu

























Time Series Plot of Log Kedatangan Diff1Diff12
Gambar 22. Plot data jumlah kedatangan penumpang domestik di
Bandar Udara Internasional Adisutjipto setelah dilogaritmakan dan
dilakukan differencing pertama tidak musiman dan musiman
Setelah dilakukan differencing, tahap selanjutnya adalah
identifikasi model.  Identifikasi model dapat dilakukan dengan melihat






















Autocorrelation Function for Log Kedatangan Diff1Diff12
(with 5% significance limits for the autocorrelations)
Gambar 23. Grafik ACF jumlah kedatangan penumpang domestik
di Bandar Udara Internasional Adisutjipto setelah dilogaritmakan


























Partial Autocorrelation Function for Log Kedatangan Diff1Diff12
(with 5% significance limits for the partial autocorrelations)
Gambar 24. Grafik PACF jumlah kedatangan penumpang domestik
di Bandar Udara Internasional Adisutjipto setelah dilogaritmakan
dan dilakukan differencing pertama tidak musiman dan musiman
Berdasarkan identifikasi pada Gambar 23 dan 24, maka
kemungkinan model peramalan disajikan pada Tabel 5.
Tabel 5. Kemungkinan Model Peramalan Jumlah Kedatangan Penumpang
Domestik di Bandar Udara Internasional Adisutjipto
Model Mean SquareDeviation Keterangan
ARIMA(1,1,0)(2,1,2)12 0,006945 SAR(24) dan SMA(12) tidaksignifikan
ARIMA(1,1,0)(0,1,2)12 0,008348 residu tidak random
ARIMA(1,1,0)(2,1,0)12 0,010075 
ARIMA(1,1,0)(0,1,0)12 0,0125 
Dari Tabel 5, model yang terpilih adalah ARIMA(1,1,0)(2,1,0)12 dengan
nilai MSD = 0,010075.
Gambar 25 menunjukkan bahwa AR(1), SMA(12), SMA(24) dan
signifikan karena masing–masing menghasilkan nilai 0,05.p  Hal ini
juga menunjukkan bahwa model dapat digunakan.
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Gambar 25. Hasil analisis data jumlah kedatangan penumpang
domestik di Bandar Udara Internasional Adisutjipto dengan
metode Seasonal ARIMA
Jadi, model Seasonal ARIMA untuk jumlah kedatangan penumpang
domestik di Bandar Udara Internasional Adisutjipto adalah
       12 122 1 1 1 t tB B B B Z a   
    12 24 121 2 11 1 1 1 t tB B B B B Z a     
12 24 13 25 13
1 2 1 1 1 2 1 1t t t t t t t tZ B Z B Z BZ B Z B Z BZ B Z        
25 2 14 26 12 24 36
2 1 1 1 2 1 1 2t t t t t t tB Z B Z B Z B Z B Z B Z B Z        
13 25 37 25 37 14
1 1 1 2 1 1 2 1t t t t t tB Z B Z B Z B Z B Z B Z        
26 38
1 1 2 1t t tB Z B Z a   
     1 1 1 2 1 12 1 1 1 1 131 1 1t t t t tZ Z Z Z Z             
     1 1 1 14 1 2 24 1 2 1 1 2 1 25t t tZ Z Z              
   1 1 2 1 26 2 36 2 2 1 37 2 1 38t t t t tZ Z Z Z a              
         1 2 12 13 140,4524 0,34 0,66 0,2986 0,3614t t t t t tZ Z Z Z Z Z          
       24 25 26 360,1186 0,0537 0,0649 0,4586t t t tZ Z Z Z        
   37 380, 2724 0, 2511t t tZ Z a    
Final Estimates of Parameters
Type          Coef  SE Coef      T      P
AR   1 -0.5476   0.0900 -6.09  0.000
SAR  12 -0.3400   0.0992 -3.43  0.001
SAR  24 -0.4586   0.1031 -4.45  0.000
Constant -0.00456  0.01030 -0.44  0.659
Differencing: 1 regular, 1 seasonal of order 12
Number of observations:  Original series 108, after
differencing 95
Residuals:    SS =  0.916854 (backforecasts excluded)
MS =  0.010075  DF = 91
Modified Box-Pierce (Ljung-Box) Chi-Square statistic
Lag            12     24     36     48
Chi-Square   12.7   32.1   49.1   62.5
DF              8     20     32     44
P-Value     0.122  0.042  0.027  0.035
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Selanjutnya dilakukan proses diagnostik dengan melihat tingkat






















ACF of Residuals for Log Kedatangan
(with 5% significance limits for the autocorrelations)
Gambar 26. Grafik ACF residu jumlah kedatangan penumpang
























(response is Log Kedatangan)
Gambar 27. Grafik Normal Probability Plot residu jumlah
kedatangan penumpang domestik di Bandar Udara
Internasional Adisutjipto yang telah dilogaritmakan
Pada Gambar 26 semua bar tidak melebihi garis putus–putus yang berarti
residu bersifat random sehingga model dapat digunakan.  Gambar 27
memperlihatkan residu mengikuti garis diagonal, yang berarti residu
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berdistribusi normal.  Karena residu bersifat random dan berdistribusi
normal, maka residu memenuhi asumsi white noise.
Hasil peramalan untuk jumlah kedatangan penumpang domestik di
Bandar Udara Adisutjipto tahun 2010 adalah
Tabel 6. Hasil Peramalan Jumlah Kedatangan




























2. Jumlah Keberangkatan Penumpang Domestik
Dari Gambar 28, dapat dilihat bahwa data jumlah keberangkatan
penumpang domestik di Bandar Udara Internasional Adisutjipto telah
stasioner dalam ratarata dan varians setelah data dilogaritmakan dan
dilakukan differencing pertama tidak musiman dan musiman karena
karena fluktuasi datanya horizontal sepanjang sumbu waktu dan berarti




























Time Series Plot of Log Keberangkatan Diff1Diff12
Gambar 28. Plot data jumlah keberangkatan penumpang domestik di
Bandar Udara Internasional Adisutjipto setelah dilogaritmakan dan
dilakukan differencing pertama tidak musiman dan musiman
Setelah dilakukan differencing, tahap selanjutnya adalah identifikasi























Autocorrelation Function for Log Keberangkatan Diff1Diff12
(with 5% significance limits for the autocorrelations)
Gambar 29. Grafik ACF jumlah keberangkatan penumpang domestik
di Bandar Udara Internasional Adisutjipto setelah dilogaritmakan dan


























Partial Autocorrelation Function for Log Keberangkatan Diff1Diff12
(with 5% significance limits for the partial autocorrelations)
Gambar 30. Grafik PACF jumlah keberangkatan penumpang domestik
di Bandar Udara Internasional Adisutjipto setelah dilogaritmakan dan
dilakukan differencing pertama tidak musiman dan musiman
Berdasarkan identifikasi pada Gambar 29 dan 30, maka
kemungkinan model peramalan disajikan pada Tabel 7.
Tabel 7. Kemungkinan Model Peramalan Jumlah Keberangkatan
Penumpang Domestik di Bandar Udara Internasional Adisutjipto
Model Mean SquareDeviation Keterangan
ARIMA(1,1,1)(1,1,0)12 0,014 MA(1) tidak signifikan
ARIMA(1,1,0)(1,1,0)12 0,01401 
ARIMA(1,1,0)(0,1,0)12 0,01509 
Dari Tabel 7, model yang terpilih adalah ARIMA(1,1,0)(1,1,0)12 karena
mempunyai nilai MSD terkecil, yaitu 0,01401.
Berdasarkan Gambar 31, AR(1) dan SAR(12) signifikan karena
menghasilkan nilai 0,05.p  Hal ini juga menunjukkan bahwa model
dapat digunakan.
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Gambar 31. Hasil analisis data jumlah keberangkatan penumpang
domestik di Bandar Udara Internasional Adisutjipto dengan metode
Seasonal ARIMA
Jadi, model Seasonal ARIMA untuk jumlah keberangkatan penumpang
domestik di Bandar Udara Internasional Adisutjipto adalah
       12 121 1 1 1 t tB B B B Z a   
       12 121 11 1 1 1 t tB B B B Z a    
12 13 13 2 14 12
1 1 1 1 1 1 1 1t t t t t t t t tZ B Z BZ B Z BZ B Z B Z B Z B Z          
24 13 25 13 25 14 26
1 1 1 1 1 1 1 1t t t t t t tB Z B Z B Z B Z B Z B Z B Z a          
       1 1 1 2 1 12 1 1 1 1 13 1 1 1 141 1 1t t t t t tZ Z Z Z Z Z                   
 1 24 1 1 1 25 1 1 26t t t tZ Z Z a        
         1 2 12 13 140,44 0,56 0,6916 0,3043 0,3873t t t t t tZ Z Z Z Z Z          
     24 25 260,3084 0,3873 0,1727t t t tZ Z Z a       
Selanjutnya dilakukan proses diagnostik dengan melihat tingkat
kesalahan model, yaitu dengan melihat secara sepintas grafik ACF residu.
Final Estimates of Parameters
Type          Coef  SE Coef      T      P
AR   1 -0.5600   0.0865 -6.47  0.000
SAR  12 -0.3084   0.1038 -2.97  0.004
Constant -0.00086  0.01215 -0.07  0.944
Differencing: 1 regular, 1 seasonal of order 12
Number of observations:  Original series 108, after
differencing 95
Residuals:    SS =  1.28898 (backforecasts excluded)
MS =  0.01401  DF = 92
Modified Box-Pierce (Ljung-Box) Chi-Square statistic
Lag            12     24     36     48
Chi-Square    7.5   25.3   38.9   49.7
DF              9     21     33     45
P-Value     0.588  0.233  0.221  0.292
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Pada Gambar 32 semua bar tidak melebihi garis putus–putus yang berarti






















ACF of Residuals for Log Keberangkatan
(with 5% significance limits for the autocorrelations)
Gambar 32. Grafik ACF residu jumlah keberangkatan
























(response is Log Keberangkatan)
Gambar 33. Grafik Normal Probability Plot residu jumlah
keberangkatan penumpang domestik di Bandar Udara
Internasional Adisutjipto yang telah dilogaritmakan
Gambar 33 memperlihatkan residu mengikuti garis diagonal, yang
berarti residu berdistribusi normal.  Karena residu bersifat random dan
berdistribusi normal, maka residu memenuhi asumsi white noise.
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Hasil peramalan untuk jumlah keberangkatan penumpang domestik
di Bandar Udara Adisutjipto tahun 2010 adalah
Tabel 8. Hasil Peramalan Jumlah Keberangkatan




























C. Perbandingan Hasil Peramalan dengan Menggunakan Metode Winter’s
Exponential Smoothing dan Seasonal ARIMA
Dari hasil analisis data dengan menggunakan MINITAB, metode Winter’s
Exponential Smoothing dan Seasonal ARIMA dapat digunakan untuk
meramalkan jumlah kedatangan dan keberangkatan penunpang domestik di
Bandar Udara Internasional Adisutjipto.  Namun, untuk hasil peramalan yang
lebih tepat, digunakan metode yang menghasilkan nilai MSD terkecil untuk
memperkecil tingkat kesalahan peramalan.  Untuk data jumlah kedatangan
penumpang domestik, masing–masing nilai MSD dengan metode Winter’s
Exponential Smoothing dan Seasonal ARIMA adalah 82222422 dan 0,010075.
Sedangkan untuk data jumlah keberangkatan penumpang domestik, masing–
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masing nilai MSD dengan metode Winter’s Exponential Smoothing dan
Seasonal ARIMA adalah 103302768 dan 0,01401. Untuk lebih jelasnya dapat
dilihat pada Tabel 9.
Tabel 9. Nilai Mean Squared Deviation (MSD)
Kasus






penumpang domestik 82222422 0,010075
jumlah keberangkatan
penumpang domestik 103302768 0,01401
Jadi, untuk peramalan jumlah kedatangan dan keberangkatan penumpang
domestik lebih    tepat    menggunakan    metode Seasonal ARIMA
dengan   model ARIMA(1,1,0)(2,1,0)12 untuk jumlah kedatangan penumpang
domestik dan ARIMA(1,1,0)(1,1,0)12 jumlah keberangkatan penumpang
domestik karena menghasilkan nilai MSD yang lebih kecil dibandingkan MSD







Dari pembahasan hasil analisis yang telah dipaparkan dapat diambil 
kesimpulan, yaitu: 
1. Peramalan jumlah kedatangan dan keberangkatan penumpang domestik 
pada PT.  Angkasa Pura I (Persero) Kantor Cabang Bandar Udara 
Internasional Adisutjipto Yogyakarta dengan metode Winter’s Exponential 
Smoothing menunjukkan bahwa data multiplikatif.  Hasil analisis untuk 
data jumlah kedatangan penumpang domestik, yaitu konstanta pemulusan 
untuk data asli 0, 4   sehingga persamaan pemulusan eksponensial data 
asli adalah  1 1
12









    konstanta pemulusan untuk 
pola trend 0, 2   sehingga persamaan pemulusan pola trend adalah 
 1 10, 2 0, 8 ,t t t tT L L T     konstanta pemulusan untuk pola musiman 
0, 2   sehingga persamaan pemulusan pola musiman adalah 
12








   dan model peramalan p periode ke depan adalah 
  12
ˆ .
t p t t t p
Y L pT S
  
     Sedangkan hasil analisis untuk data jumlah 
keberangkatan penumpang domestik, yaitu konstanta pemulusan untuk 






adalah  1 1
12









    konstanta pemulusan untuk pola 
trend 0, 2   sehingga persamaan pemulusan pola trend adalah 
 1 10, 2 0, 8 ,t t t tT L L T     konstanta pemulusan untuk pola musiman 
0, 4   sehingga persamaan pemulusan pola musiman adalah 
12








   dan model peramalan p periode ke depan adalah 
  12
ˆ .
t p t t t p
Y L pT S
  
      
2. Peramalan jumlah kedatangan dan keberangkatan penumpang domestik 
pada PT.  Angkasa Pura I (Persero) Kantor Cabang Bandar Udara 
Internasional Adisutjipto Yogyakarta metode Seasonal ARIMA 
menghasilkan model peramalan ARIMA(1,1,0)(2,1,0)12 atau 
         1 2 12 13 140, 4524 0, 34 0, 66 0, 2986 0, 3614t t t t t tZ Z Z Z Z Z            
         24 25 26 36 370,1186 0, 0537 0, 0649 0, 4586 0, 2724t t t t tZ Z Z Z Z             
  380, 2511 t tZ a   untuk jumlah kedatangan penumpang domestik dan 
ARIMA(1,1,0)(1,1,0)12  atau      1 2 120, 44 0, 56 0, 6916t t t tZ Z Z Z       
       13 14 24 250, 3043 0, 3873 0, 3084 0, 3873t t t tZ Z Z Z             
  260,1727 t tZ a   untuk jumlah keberangkatan penumpang domestik.  
3. Peramalan jumlah kedatangan dan keberangkatan penumpang domestik 
dengan metode Winter’s Exponential Smoothing masing–masing 
menghasilkan nilai Mean Squared Deviation (MSD) 82222422 dan 






menghasilkan nilai MSD 0,010075 dan 0,01401.  Jadi, peramalan  jumlah 
kedatangan dan keberangkatan penumpang domestik lebih tepat 
menggunakan metode Seasonal ARIMA karena menghasilkan nilai MSD 
yang lebih kecil daripada nilai MSD yang dihasilkan pada metode Winter’s 
Exponential Smoothing. Hasil peramalan untuk jumlah kedatangan 
penumpang domestik tahun 2010 adalah 134215 penumpang pada bulan 
Januari, 130457 penumpang pada bulan Februari, 138746 penumpang 
pada bulan Maret, 142443 penumpang pada bulan April, 164029 
penumpang pada bulan Mei, 174800 penumpang pada bulan Juni, 172854 
penumpang pada bulan Juli, 168805 penumpang pada bulan Agustus, 
157016 penumpang pada bulan September, 174958 penumpang pada 
bulan Oktober, 162983 penumpang pada bulan November, dan 180124 
penumpang pada bulan Desember.  Sedangkan hasil peramalan untuk 
jumlah keberangkatan penumpang domestik tahun 2010 adalah 145525 
penumpang pada bulan Januari, 120656 penumpang pada bulan Februari, 
141988 penumpang pada bulan Maret, 129638 penumpang pada bulan 
April, 145074 penumpang pada bulan Mei, 148108 penumpang pada bulan 
Juni, 168114 penumpang pada bulan Juli, 152970 penumpang pada bulan 
Agustus, 127338 penumpang pada bulan September, 168940 penumpang 
pada bulan Oktober, 153783 penumpang pada bulan November, dan 









Berdasarkan hasil analisis pada pembahasan, saran yang dapat penulis 
berikan, yaitu: 
1. Bagi peneliti yang akan melakukan penelitian yang sama, diharapkan 
melakukan analisis pada data jumlah kedatangan dan keberangkatan 
penumpang domestik dengan metode yang lain. 
2. Pada penelitian berikutnya diharapkan melakukan analisis pada data 
jumlah kedatangan dan keberangkatan penumpang mancanegara karena 
dalam penelitian ini peneliti melakukan peramalan pada data jumlah 
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Hasil Pemulusan Data Jumlah Kedatangan Penumpang Domestik di Bandar Udara 




SMOO1 LEVE1 TREN1 SEAS1 FITS1 RESI1 
(t) Penumpang 
2001 
1 29235 23260,13 28109,09 1256,541 0,95081 24008,72 5226,276 
2 21968 23517,18 28122,34 1007,883 0,825544 24568,46 -2600,46 
3 28520 25734,06 29944,87 1170,812 0,922544 26656,35 1863,652 
4 25218 27168,48 29787,43 905,1627 0,895146 28230,74 -3012,74 
5 26941 29114,84 29440,91 654,8249 0,964954 29999,57 -3058,57 
6 31084 30135,2 30204,58 676,5942 1,024689 30805,47 278,5333 
7 36749 34130,14 31537,59 807,8783 1,137021 34894,67 1854,332 
8 33938 34086,66 31967,3 732,2443 1,076991 34959,84 -1021,84 
9 32465 31845,66 32655,33 723,4016 0,99579 32575,11 -110,113 
10 33267 33882,7 32852,01 618,0575 1,032595 34633,29 -1366,29 
11 25768 33550,84 30174,56 -41,0455 0,98781 34182,04 -8414,04 
12 38350 34569,66 31469,82 226,2157 1,16025 34522,63 3827,367 
2002 
13 31359 29921,8 32210,17 329,0427 0,955363 30136,89 1222,11 
14 24359 26590,9 31326,17 86,43534 0,815953 26862,54 -2503,54 
15 32601 28899,76 32982,83 400,48 0,93572 28979,5 3621,499 
16 29727 29524,47 33313,62 386,5423 0,894585 29882,95 -155,954 
17 33907 32146,1 34275,49 501,607 0,969813 32519,1 1387,901 
18 34655 35121,72 34394,26 425,0403 1,021268 35635,71 -980,713 
19 41385 39107,02 35450,67 551,3144 1,143097 39590,29 1794,705 
20 39198 38180,04 36159,54 582,8242 1,078398 38773,8 424,1973 
21 39180 36007,31 37783,67 791,0869 1,004023 36587,68 2592,323 
22 46222 39015,23 41050,04 1286,142 1,051274 39832,1 6389,899 
23 35959 40549,66 39962,8 811,4668 0,970211 41820,12 -5861,12 
24 59770 46366,85 45070,46 1670,705 1,193429 47308,36 12461,64 
2003 
25 49367 43058,63 48714,13 2065,298 0,96697 44654,76 4712,241 
26 47826 39748,46 53913,11 2692,035 0,830182 41433,65 6392,353 
27 51730 50447,55 56076,55 2586,316 0,933073 52966,54 -1236,54 
28 48467 50165,23 56869 2227,543 0,886119 52478,91 -4011,91 
29 56511 55152,29 58765,93 2161,42 0,968176 57312,59 -801,589 
30 60975 60015,74 60438,5 2063,649 1,018789 62223,13 -1248,13 
31 70400 69087,04 62136,13 1990,445 1,141076 71445,99 -1045,99 
32 66530 67007,5 63153,28 1795,787 1,073412 69153,99 -2623,99 
33 62093 63407,36 63707,12 1547,397 0,998151 65210,37 -3117,37 
34 67950 66973,65 65007,05 1497,903 1,050074 68600,39 -650,389 
35 64292 63070,53 66409,38 1478,789 0,969792 64523,81 -231,812 






Lanjutan Lampiran 5 
Tahun 
Periode Jumlah 
SMOO1 LEVE1 TREN1 SEAS1 FITS1 RESI1 
(t) Penumpang 
2004 
37 80556 65830,67 75080,84 2613,919 0,988161 67297,58 13258,42 
38 79570 62330,72 84955,46 4066,06 0,851467 64500,75 15069,25 
39 77039 79269,68 86438,82 3549,52 0,92471 83063,61 -6024,61 
40 85465 76595,09 92572,47 4066,346 0,89354 79740,39 5724,608 
41 99188 89626,44 98962,61 4531,106 0,974996 93563,37 5624,626 
42 102304 100822,1 102263,1 4284,987 1,015111 105438,3 -3134,3 
43 114407 116690 104033,8 3782,125 1,132803 121579,5 -7172,54 
44 110489 111671,2 105862,5 3391,449 1,06747 115731 -5241,96 
45 111023 105666,8 110043,9 3549,42 1,000301 109052 1970,986 
46 102109 115554,1 107051,9 2241,146 1,030824 119281,3 -17172,3 
47 116442 103818,1 113603,5 3103,228 0,980831 105991,5 10450,5 
48 107872 135691,9 106148,9 991,6682 1,158794 139398,5 -31526,5 
2005 
49 104796 104892,2 106704,9 904,5467 0,986951 105872,1 -1076,13 
50 90271 90855,73 106973 777,2441 0,849947 91625,92 -1354,92 
51 98708 98918,95 107348,1 696,8145 0,92367 99637,68 -929,676 
52 96547 95919,78 108046,9 697,2249 0,893545 96542,42 4,583594 
53 95785 105345,4 104543,1 -142,996 0,963242 106025,2 -10240,2 
54 97718 106122,9 101145,4 -793,936 1,005312 105977,7 -8259,7 
55 126609 114577,8 104917,3 119,2383 1,147593 113678,4 12930,58 
56 112988 111996,1 105360,5 184,0344 1,068455 112123,4 864,599 
57 109618 105392,2 107160,8 507,2749 1,004827 105576,3 4041,721 
58 83229 110463,9 96896,91 -1646,95 0,996448 110986,8 -27757,8 
59 106386 95039,47 100536,1 -589,73 0,996302 93424,09 12961,91 
60 104383 116500,6 95999,39 -1379,12 1,144501 115817,2 -11434,2 
2006 
61 107775 94746,68 100452,1 -212,743 1,00414 93385,56 14389,44 
62 90514 85379 102741,1 287,6007 0,856156 85198,18 5315,819 
63 105734 94898,94 107605,9 1203,028 0,935457 95164,59 10569,41 
64 107551 96150,67 113431,1 2127,469 0,904468 97225,63 10325,37 
65 95661 109261,6 109059,7 827,7028 0,946022 111310,9 -15649,9 
66 100517 109639,1 105926,8 35,57786 0,994035 110471,2 -9954,16 
67 112705 121560,8 102861,4 -584,618 1,137214 121601,7 -8896,65 
68 110480 109902,8 102726,7 -494,631 1,069859 109278,2 1201,837 
69 97905 103222,5 100313,1 -878,42 0,99906 102725,5 -4820,52 
70 99593 99956,86 99640,03 -837,359 0,997064 99081,56 511,4437 
71 104379 99271,57 101188,2 -360,259 1,003348 98437,31 5941,691 








Lanjutan Lampiran 5 
Tahun 
Periode Jumlah 
SMOO1 LEVE1 TREN1 SEAS1 FITS1 RESI1 
(t) Penumpang 
2007 
73 92552 97733,25 94630,43 -1387,8 0,99892 96669,07 -4117,07 
74 93353 81018,39 99560,54 -124,217 0,872455 79830,22 13522,78 
75 91848 93134,62 98935,85 -224,311 0,934038 93018,43 -1170,43 
76 102714 89484,33 104652,1 963,7944 0,919871 89281,45 13432,55 
77 122539 99003,19 115181,8 2876,988 0,969593 99914,96 22624,04 
78 134165 114494,8 124823,3 4229,886 1,010196 117354,6 16810,36 
79 117709 141950,8 118834,5 2186,151 1,107877 146761 -29052 
80 125139 127136,2 119399,5 1861,917 1,065501 129475,1 -4336,06 
81 99011 119287,3 112398,5 89,33676 0,975426 121147,4 -22136,4 
82 128694 112068,5 119121,9 1416,144 1,013722 112157,6 16536,4 
83 115019 119520,7 118176,9 943,9142 0,997334 120941,6 -5922,63 
84 129494 133795,5 117223,5 564,4546 1,126665 134864,1 -5370,13 
2008 
85 114663 117096,9 116587,6 324,3793 0,995834 117660,7 -2997,7 
86 99948 101717,4 115971 136,1848 0,870331 102000,4 -2052,39 
87 109767 108321,3 116671,8 249,1172 0,935394 108448,5 1318,539 
88 101164 107323 114143,1 -306,453 0,913155 107552,2 -6388,16 
89 109504 110672,3 113477,2 -378,333 0,968671 110375,2 -871,178 
90 110816 114634,3 111738,3 -650,445 1,006506 114252,1 -3436,08 
91 122240 123792,3 110787,6 -710,502 1,106976 123071,7 -831,69 
92 118173 118044,3 110409,6 -644,002 1,066464 117287,3 885,6987 
93 96320 107696,5 105358 -1525,53 0,963184 107068,3 -10748,3 
94 119296 106803,8 109371,9 -417,634 1,029125 105257,3 14038,7 
95 106742 109080,4 108183,5 -571,794 0,995203 108663,9 -1921,86 
96 130849 121886,6 111022,3 110,3337 1,137049 121242,4 9606,618 
2009 
97 114501 110559,8 112671,6 418,1184 0,999915 110669,7 3831,282 
98 107411 98061,59 117219,4 1244,058 0,87953 98425,49 8985,509 
99 121479 109646,3 123025,8 2156,53 0,9458 110810 10669,01 
100 115956 112341,6 125903 2300,656 0,914723 114310,9 1645,123 
101 129319 121958,6 130322,7 2724,477 0,973397 124187,2 5131,784 
102 134653 131170,6 133341,4 2783,307 1,007172 133912,8 740,1623 
103 148178 147605,7 135218,2 2602,004 1,104749 150686,7 -2508,73 
104 136806 144205,3 134004,1 1838,791 1,057353 146980,2 -10174,2 
105 139670 129070,7 139509,2 2572,045 0,970778 130841,8 8828,231 
106 143150 143572,4 140888,2 2333,444 1,026511 146219,4 -3069,38 
107 136873 140212,3 140946,1 1878,336 0,990382 142534,6 -5661,56 








Hasil Pemulusan Data Jumlah Keberangkatan Penumpang Domestik di Bandar 




SMOO1 LEVE1 TREN1 SEAS1 FITS1 RESI1 
Penumpang 
2001 
1 29596 25174,828 27970,976 939,28368 1,0090762 25787,24 3808,7602 
2 22623 23323,772 28198,386 796,90908 0,8212257 24106,999 -1483,9993 
3 27808 25901,704 29506,662 899,18243 0,9281041 26633,707 1174,2933 
4 26035 26940,064 29649,655 747,94461 0,8990449 27761,033 -1726,0325 
5 26670 28991,378 29148,787 498,18205 0,9526632 29722,717 -3052,7172 
6 29301 29762,711 29266,821 422,15249 1,0131042 30271,386 -970,38592 
7 37289 33393,367 30885,807 661,5191 1,1675258 33875,042 3413,9585 
8 33000 32845,228 31340,934 620,24065 1,0592389 33548,715 -548,71488 
9 33629 30109,612 33178,403 863,68641 0,9818596 30705,484 2923,5158 
10 31786 34321,69 32716,125 598,49355 1,0093032 35215,138 -3429,1385 
11 25352 33338,78 29940,176 -76,395083 0,9501213 33948,664 -8596,6644 
12 35235 34152,099 30274,078 5,6644115 1,1499536 34064,957 1170,0432 
2002 
13 31909 30548,852 30816,642 113,04435 1,0196245 30554,568 1354,4317 
14 23379 25307,419 29945,181 -83,856829 0,8050261 25400,254 -2021,2539 
15 31646 27792,245 31555,781 255,03468 0,9580061 27714,418 3931,5825 
16 28668 28370,065 31841,359 261,14318 0,8995623 28599,352 68,647761 
17 33630 30334,092 33381,916 517,02596 0,9745706 30582,874 3047,1265 
18 34467 33819,358 33947,837 526,80507 1,0139797 34343,159 123,84075 
19 39685 39634,974 34281,059 488,08849 1,16357 40250,033 -565,03259 
20 38068 36311,833 35237,093 581,67756 1,0676789 36828,835 1239,1649 
21 38433 34597,879 37148,491 847,62152 1,0029469 35169,005 3263,9955 
22 46198 37494,09 41106,536 1469,7064 1,055126 38349,597 7848,4027 
23 33988 39056,196 39854,655 925,38887 0,9111923 40452,596 -6464,5957 
24 58416 45831,003 44787,455 1726,8711 1,2116897 46895,158 11520,842 
2003 
25 52146 45666,388 48365,538 2097,1134 1,0430405 47427,149 4718,8514 
26 46982 38935,519 53621,928 2728,9687 0,8334842 40623,75 6358,2497 
27 52624 51370,133 55782,841 2615,3576 0,9521527 53984,501 -1360,5011 
28 48254 50180,143 56495,576 2234,833 0,8813854 52532,82 -4278,8198 
29 54342 55058,929 57542,221 1997,1956 0,9624963 57236,931 -2894,9313 
30 58289 58346,644 58717,799 1832,872 1,0054667 60371,759 -2082,7594 
31 68980 68322,269 60043,63 1731,4638 1,1576745 70454,944 -1474,9436 
32 62903 64107,317 60631,318 1502,7086 1,0555942 65955,964 -3052,9642 
33 61579 60809,99 61839,644 1443,832 1,0000822 62317,126 -738,12639 
34 66364 65248,616 63128,787 1412,8943 1,0535747 66772,04 -408,0402 
35 55502 57522,464 63089,57 1122,4719 0,8986087 58809,882 -3307,8821 






Lanjutan Lampiran 6 
Tahun Periode 
Jumlah 
SMOO1 LEVE1 TREN1 SEAS1 FITS1 RESI1 
Penumpang 
2004 
37 81727 68525,546 71612,343 2318,6044 1,082321 70006,287 11720,713 
38 79159 59687,758 82348,011 4002,017 0,8846001 61620,278 17538,722 
39 76689 78407,877 84027,119 3537,4353 0,9363594 82218,408 -5529,4083 
40 82115 74060,275 89805,064 3985,5372 0,894579 77178,119 4936,8808 
41 98487 86437,042 97204,18 4668,2531 0,9827766 90273,107 8213,8932 
42 99864 97735,569 100851,88 4464,1415 0,9993619 102429,34 -2565,3423 
43 110520 116753,64 101376,51 3676,2401 1,1306821 121921,67 -11401,667 
44 109273 107012,46 104438,85 3553,4601 1,0518713 110893,07 -1620,0727 
45 107683 104447,43 107865,05 3528,0074 0,9993742 108001,19 -318,18501 
46 102571 113643,89 105777,92 2404,9807 1,0200178 117360,91 -14789,907 
47 106962 95052,962 112522,01 3272,8023 0,9194002 97214,099 9747,9011 
48 106547 138191,88 104179,02 949,64421 1,1459711 142211,31 -35664,309 
2005 
49 106426 112755,14 102409,71 405,85264 1,0650798 113782,96 -7356,963 
50 89996 90591,64 102383,88 319,51696 0,8823623 90950,657 -954,65694 
51 96691 95868,115 102927,12 364,26064 0,9375806 96167,298 523,70216 
52 95434 92076,436 104646,97 635,37849 0,901532 92402,296 3031,7041 
53 96628 102844,6 102497,98 78,504808 0,9667583 103469,03 -6841,0306 
54 94845 102432,57 99508,112 -535,16911 0,9808725 102511,03 -7666,0292 
55 126014 112512,04 103963,58 462,95902 1,1632482 111906,93 14107,069 
56 111700 109356,31 105132,61 604,17169 1,0561098 109843,28 1856,7194 
57 108354 105066,82 106810,81 818,97734 1,0054037 105670,61 2683,3903 
58 78678 108948,93 95431,448 -1620,6898 0,9417888 109784,3 -31106,3 
59 105633 87739,69 102243,81 65,920489 0,9648994 86249,628 19383,372 
60 104572 117168,45 97886,583 -818,70895 1,1149017 117244 -12671,998 
2006 
61 110956 104257,02 99911,219 -250,04001 1,0832662 103385,03 7570,9722 
62 90517 88157,892 100830,65 -16,146591 0,8885026 87937,266 2579,7341 
63 103651 94536,856 104709,32 762,81856 0,9585054 94521,717 9129,2825 
64 109941 94398,804 112062,92 2080,974 0,9333451 95086,509 14854,491 
65 93631 108337,76 107226,53 697,5003 0,929338 110349,56 -16718,558 
66 105874 105175,55 107929,85 698,66587 0,9809043 105859,71 14,290934 
67 113562 125549,21 104227,07 -181,6232 1,1337743 126361,93 -12799,934 
68 104991 110075,24 102192,45 -552,22299 1,0446199 109883,43 -4892,4262 
69 97636 102744,67 99828,634 -914,54214 0,9944566 102189,46 -4553,4626 
70 90652 94017,488 97850,506 -1127,2593 0,9356467 93156,183 -2504,1826 
71 107286 94415,89 102509,47 29,984854 0,997578 93328,199 13957,801 








Lanjutan Lampiran 6 
Tahun Periode 
Jumlah 
SMOO1 LEVE1 TREN1 SEAS1 FITS1 RESI1 
Penumpang 
2007 
73 97739 106786,67 94780,199 -1369,4215 1,0624467 105960,98 -8221,9821 
74 92239 84212,457 97572,06 -537,16489 0,9112385 82995,723 9243,2772 
75 89824 93523,351 95705,961 -802,95164 0,9505198 93008,476 -3184,4756 
76 104457 89326,695 101708,52 558,15137 0,9708163 88577,264 15879,736 
77 120336 94521,593 113154,3 2735,6753 0,9829901 95040,304 25295,696 
78 132143 110993,53 123420,18 4241,7168 1,0168129 113676,97 18466,032 
79 119797 139930,62 118861,99 2481,7352 1,0834111 144739,77 -24942,773 
80 118763 124165,6 118282,29 1869,4496 1,0283976 126758,07 -7995,0722 
81 98836 117626,61 111845,82 208,26517 0,9501463 119485,7 -20649,698 
82 119894 104648,18 118488,55 1495,1577 0,9661326 104843,04 15050,96 
83 117818 118201,57 119231,84 1344,7847 0,9938036 119693,11 -1875,1095 
84 129300 129726,94 119881,75 1205,8098 1,0842387 131190,1 -1890,0983 
2008 
85 121885 127367,98 118540,96 696,48832 1,0487521 128649,09 -6764,0871 
86 95269 108019,09 113362,03 -478,59391 0,8829015 108653,75 -13384,753 
87 109064 107752,86 113626,63 -329,95469 0,95425 107297,94 1766,0565 
88 100730 110310,59 109481,23 -1093,0457 0,9505164 109990,27 -9260,2652 
89 108122 107618,96 109030,1 -964,66225 0,9864625 106544,5 1577,4959 
90 107722 110863,21 107215,59 -1134,6307 1,011977 109882,33 -2160,3264 
91 121821 116158,56 108625,41 -625,74113 1,0986378 114929,29 6891,7076 
92 116572 111710,11 110141,02 -197,47078 1,040394 111066,6 5505,4025 
93 79003 104650,08 99225,429 -2341,0947 0,8885666 104462,45 -25459,454 
94 125313 95864,925 110012,92 284,62205 1,0353097 93603,117 31709,883 
95 110012 109331,24 110457,69 316,65275 0,9946682 109614,1 397,90282 
96 124503 119762,51 112396,56 641,09547 1,0936279 120105,83 4397,1669 
2009 
97 119611 117876,12 113442,91 722,14612 1,0509999 118548,47 1062,5254 
98 103336 100158,92 115315,58 952,25098 0,8881868 100796,5 2539,4992 
99 122251 110039,9 121005,55 1899,7946 0,976667 110948,58 11302,419 
100 111615 115017,75 120713,47 1461,419 0,9401608 116823,54 -5208,5396 
101 127048 119079,31 124821,54 1990,7495 0,9990124 120520,94 6527,0583 
102 131410 126316,53 128029,26 2234,1446 1,0177486 128331,12 3078,8779 
103 149407 140657,79 132555,22 2692,508 1,1100348 143112,31 6294,6923 
104 133085 137909,66 132315,79 2106,1204 1,0265618 140710,93 -7625,9268 
105 121492 117571,4 135344,38 2290,6131 0,8922003 119442,82 2049,176 
106 148996 140123,35 140146,76 2792,9678 1,0464429 142494,84 6501,1588 
107 137932 139399,53 141232,39 2451,4988 0,9874535 142177,6 -4245,6047 








Output Residu Data Jumlah Kedatangan Penumpang Domestik di Bandar Udara 













































1 29235 * 
2 21968 -6248,2 
3 28520 1879,8 
4 25218 -1889,4 
5 26941 -252,7 
6 31084 1258,6 
7 36749 3752,4 
8 33938 -1011,4 
9 32465 -1633,4 
10 33267 4,9 
11 25768 -7193,3 
12 38350 6180,5 
2002 
13 31359 -6104,7 
14 24359 -6552,4 
15 32601 1587,9 
16 29727 -1800,5 
17 33907 1898,5 
18 34655 -492,2 
19 41385 3365,0 
20 39198 -430,9 
21 39180 -671,1 
22 46222 5140,2 
23 35959 -4971,3 
24 59770 14975,2 
2003 
25 49367 -109,5 
26 47826 -368,8 
27 51730 -71,2 
28 48467 -3008,9 
29 56511 3979,1 
30 60975 5694,1 
31 70400 8432,7 
32 66530 -449,4 
33 62093 -5533,6 
34 67950 -937,6 
35 64292 -949,8 













37 80556 3848,5 
38 79570 -391,9 
39 77039 -3951,1 
40 85465 7374,4 
41 99188 12424,7 
42 102304 4650,0 
43 114407 9169,9 
44 110489 1100,3 
45 111023 3021,7 
46 102109 -9689,6 
47 116442 9423,2 
48 107872 -9340,7 
2005 
49 104796 -9149,9 
50 90271 -18339,3 
51 98708 1873,6 
52 96547 -8046,1 
53 95785 -10982,1 
54 97718 -3532,0 
55 126609 21835,7 
56 112988 -4071,8 
57 109618 -7825,7 
58 83229 -24233,1 
59 106386 3695,1 
60 104383 6362,6 
2006 
61 107775 8018,7 
62 90514 -6334,4 
63 105734 5608,8 
64 107551 8291,8 
65 95661 -5023,1 
66 100517 919,9 
67 112705 -2740,5 
68 110480 3400,8 
69 97905 -8655,1 
70 99593 9561,3 
71 104379 -785,3 

















73 92552 -18726,4 
74 93353 -2358,8 
75 91848 -8688,4 
76 102714 2433,4 
77 122539 24766,0 
78 134165 18924,3 
79 117709 -7879,0 
80 125139 187,5 
81 99011 -21160,3 
82 128694 11680,2 
83 115019 -7121,5 
84 129494 12182,3 
2008 
85 114663 -492,6 
86 99948 -19426,2 
87 109767 5172,7 
88 101164 -11317,7 
89 109504 -11960,2 
90 110816 -10084,2 
91 122240 15556,0 
92 118173 -887,6 
93 96320 -10577,1 
94 119296 4948,6 
95 106742 -4438,9 
96 130849 11879,4 
2009 
97 114501 -9227,0 
98 107411 -513,4 
99 121479 4613,8 
100 115956 3349,4 
101 129319 17934,6 
102 134653 14691,4 
103 148178 6486,7 
104 136806 -5409,6 
105 139670 5578,0 
106 143150 -1064,5 
107 136873 -3992,3 








Output Residu Data Jumlah Keberangkatan Penumpang Domestik di Bandar Udara 













































1 29596 * 
2 22623 -5672,1 
3 27808 584,6 
4 26035 -1487,6 
5 26670 -422,8 
6 29301 522,6 
7 37289 4049,1 
8 33000 -798,2 
9 33629 -916,3 
10 31786 -509,1 
11 25352 -7120,9 
12 35235 3202,9 
2002 
13 31909 -3861,9 
14 23379 -7615,5 
15 31646 1057,4 
16 28668 -2551,3 
17 33630 2253,3 
18 34467 344,9 
19 39685 1904,9 
20 38068 -99,5 
21 38433 -575,7 
22 46198 6297,1 
23 33988 -6026,2 
24 58416 15995,4 
2003 
25 52146 4054,1 
26 46982 -868,6 
27 52624 996,3 
28 48254 -3183,2 
29 54342 1103,9 
30 58289 3804,5 
31 68980 10393,2 
32 62903 -1303,5 
33 61579 -2870,7 
34 66364 -1877,3 
35 55502 -7414,2 













37 81727 5973,4 
38 79159 1076,2 
39 76689 -3990,1 
40 82115 4424,6 
41 98487 15782,6 
42 99864 6294,2 
43 110520 7560,9 
44 109273 5440,0 
45 107683 1332,5 
46 102571 -5380,2 
47 106962 4351,1 
48 106547 -7896,4 
2005 
49 106426 -5801,9 
50 89996 -19396,4 
51 96691 -1678,2 
52 95434 -7233,3 
53 96628 -11899,3 
54 94845 -7989,8 
55 126014 23251,8 
56 111700 -4561,7 
57 108354 -5998,4 
58 78678 -30269,3 
59 105633 5957,7 
60 104572 6927,0 
2006 
61 110956 9798,9 
62 90517 -6664,5 
63 103651 3524,9 
64 109941 10760,3 
65 93631 -7031,6 
66 105874 8597,5 
67 113562 -5681,1 
68 104991 -2697,8 
69 97636 -7712,9 
70 90652 4356,6 
71 107286 4664,5 

















73 97739 -13173,7 
74 92239 -6361,0 
75 89824 -11072,5 
76 104457 2339,6 
77 120336 23479,2 
78 132143 15234,7 
79 119797 365,0 
80 118763 -2172,0 
81 98836 -18398,3 
82 119894 5409,9 
83 117818 -1980,1 
84 129300 13848,8 
2008 
85 121885 4858,3 
86 95269 -25558,3 
87 109064 4253,3 
88 100730 -12207,7 
89 108122 -13559,4 
90 107722 -10487,7 
91 121821 12038,5 
92 116572 1145,1 
93 79003 -27702,7 
94 125313 21945,9 
95 110012 -2387,0 
96 124503 3063,3 
2009 
97 119611 -3169,8 
98 103336 -2096,3 
99 122251 6137,2 
100 111615 26,7 
101 127048 18680,4 
102 131410 14876,1 
103 149407 13863,3 
104 133085 -7382,9 
105 121492 577,0 
106 148996 4705,4 
107 137932 -1597,8 
108 149822 7277,4 
 
 
 
