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Introduction
During the launch of a satellite or other space systems, the most important event is, of course, the ascent phase. Nevertheless, a successful launch is not the end of the launcher task. Once their mission is completed, the launch vehicle stages are jettisoned and fall back into the ocean. The estimation of launch vehicle fallout safety zone is a crucial problem in aerospace since it potentially involves dramatic repercussions on the population and the environment [35] . The goal of this chapter is to illustrate the use of advanced sensitivity analysis methods on an aerospace test-case. For that purpose, a simplified fallout trajectory simulation is used to be representative of the phenomena encountered but with a reduced simulation cost (e.g., use of mass point model). The performance obtained for the proposed sensitivity analysis methods are independent of the fidelity of the model. For more realistic problems such as [22] , other parameters can be considered in the dynamics of the vehicle (e.g., perturbation of atmospheric density, winds) but are not taken into account in this study for the sake of simplicity and interpretation of the given results. The launcher stage fallout simulation may be modeled as an input-output black-box function. The inputs are notably some characteristics of the launch vehicle and some conditions (initial or arising during the flight) of the fallout. They are affected by epistemic and aleatory uncertainties and considered as a random vector with a given probability density function (PDF). It is assumed that this PDF is described by a parametric model of density. The output corresponds to the position of fallout and is also a random variable because of the input randomness. A quantity of interest is notably the probability that a launch vehicle stage falls at a distance greater than a given safety limit. Indeed this estimation is strategic for the qualification of such vehicles. Determining the most important inputs on the launcher stage impact point position and on its failure probability is thus a key question regarding safety. It is exactly the purpose of sensitivity analysis. Indeed, the aim of sensitivity analysis of model output (SAMO) [24] is to study how the output of the simulation model varies regarding the inputs. It enables, for instance, to identify model inputs that cause significant uncertainty in the output and should therefore be the focus of attention or to fix model inputs that have no effect on the output. Reliability-based sensitivity analysis (RbSA) [8, 28] aims at quantifying the impact of the variability affecting any input quantity on an estimated output measure of safety. In this second type of sensitivity analysis, the quantity of interest is no longer the model output, but a reliability measure such as, in the present chapter, the failure probability of the launch vehicle stage fallout. SAMO and RbSA are quite complementary techniques because a given input may have a negligible influence on the whole output variation, but could not be neglected for the estimation of a failure probability and conversely. SAMO and RbSA require the estimation of multidimensional integrals. For that purpose, Monte Carlo sampling [41] is a well-known approach that takes advantage of the law of large numbers. To decrease the variance of Monte Carlo sampling estimate, different techniques have been proposed. In this chapter, both SAMO and RbSA are performed using a non parametric importance sampling (NIS) technique [9] whose aim is to estimate the optimal auxiliary sampling distribution of an integral with kernel density estimators [45] . This book chapter is organized as follows. First, a brief presentation of the launcher stage fallout test-case is proposed in Section 2 and a description of its different inputs and output is provided. Then, a new estimation scheme of moment independent SAMO measure is given in Section 3 followed by an application to the launcher stage fallout test-case to determine the most influential inputs on the output distribution. Section 4 of this chapter is devoted to RbSA with local approach to study how the uncertainty on some input variables plays a role on the variability of the failure probability. To sum up, Section 5 aims at providing a brief synthesis of the different results of sensitivity analysis. Finally, a conclusion gathering the most important outcomes of this chapter is given in Section 6.
2 Launcher stage fallout and the uncertainty quantification methodology
Description of the test-case
Space launcher complexity arises from the coupling between several subsystems, such as stages or boosters and other embedded systems. Optimal trajectory assessment is a key discipline since it is one of the cornerstones of the mission success (for ascent as well as for re-entry trajectories). However, during the real flight, aleatory uncertainties can affect the different flight phases at different levels (e.g., due to weather perturbations or stage combustion) and be combined to lead to a failure state of the space vehicle trajectory. After their propelled phase, the different stages reach successively their separation altitudes and may fall back into the ocean (see Figure 1 ). Such a dynamic phase is of utmost importance in terms of launcher safety since the consequence of a mistake in the prediction of the fallout zone can be dramatic in terms of human security and environmental impact. As a consequence, the handling of uncertainties plays a crucial role in the comprehension and prediction of the global system behavior. That is the reason why it is of prime importance to take it into account during the reliability analysis. The simulation model used in this chapter can be considered as a black-box model denoted by M : R d=6 → R. Here, it is a simplified trajectory simulation code of the dynamic fallout phase of a generic launcher first stage [31] . The avantage of a black-box model is to enlarge the applicability of the proposed statistical approaches illustrated in this chapter to any test-cases in this range of models. As a matter of fact, the following methods proposed in this chapter are said to be "nonintrusive" with respect to the model under study. The d-dimensional (here d = 6) input vector of the simulation code, denoted X, contains the following basic variables (i.e., physical variables) representing some initial conditions, environmental variables and launch vehicle characteristics: X 1 : stage altitude perturbation at separation (∆a (m)); X 2 : velocity perturbation at separation (∆v (m.s −1 )); X 3 : flight path angle perturbation at separation (∆γ (rad)); X 4 : azimuth angle perturbation at separation (∆ψ (rad)); X 5 : propellant mass residual perturbation at separation (∆m (kg)); X 6 : drag force error perturbation (∆C d dimensionless).
These variables are assumed to be independent for the sake of simplicity. As an output, the code will give back the scalar distance Y = M(X) which represents the distance D code between the theoretical fallout position into the ocean and the estimated one due to the uncertainty propagation.
Uncertainty quantification methodology applied to the launcher stage fallout code
Uncertainty quantification (UQ) methodology is devoted to the study of the impact of input uncertainties on the behavior of a complex system. Figure 2 provides a summary of the main UQ steps. Starting from the physical black-box model M(·) (cf. block A) and assuming that this model is verified, calibrated and validated [39] , one may identify and represent the input uncertainties by choosing a dedicated mathematical formalism (probabilistic or extra-probabilistic [1] ) to encode them (cf. block B). The choice of the formalism depends on the input available information. Here, it is supposed that enough data is available to postulate existence of the input PDFs. Then, one can distinguish between two phases:
the forward UQ which corresponds to the propagation of input uncertainties to the output (cf. block C) but also contains the analysis of the output variability and reliability assessment through the definition of a failure criterion; the backward UQ which mainly corresponds to SAMO or RbSA (cf. block D), but also to inverse problems such as model calibration.
This UQ methodology can be seen as an iterative loop procedure which plays a role, either in the preliminary design process, or in the certification procedure (e.g., regarding safety requirements) of complex systems such as aerospace ones.
Uncertainty quantification methodology
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Uncertainty quantification methodology applied to the launcher stage fallout case (adapted from [43] ).
In the context of the launch vehicle fallout case, the input variables are known to be affected by uncertainties (for instance, by natural variability or due to lack-of-knowledge). Thus, applying UQ methodology leads to consider a probabilistic model for the input vector X, i.e., by assuming the existence of a joint PDF f X : D X ⊆ R d → R + . Since the input variables are assumed to be independent, this joint PDF corresponds to the product of the marginal PDFs f Xi of the input variables X i , i ∈ {1, . . . , d}. The input probabilistic model for the launch vehicle fallout case is given in Table 1 . For the sake of illustration, the numerical values used in this example are hypothetic. Propagating the uncertainties from the input to the output of the black-box computer code (going from block B to block C in Figure 2 ) can be achieved by various methods (e.g., Monte Carlo simulations or any other advanced techniques such as those reviewed in [31, 42] ). Thus, the model output is no more a single scalar value, but becomes a random variable characterized by its own PDF f Y . A representation of this PDF f Y is given in Figure 3 . In the next section, it is proposed to apply a recent numerical scheme to estimate density based SAMO measure that determines the components of X that have the most significant influence on the distribution of Y .
3 Global sensitivity analysis of the model output with moment independent sensitivity measures SAMO presents two main objectives: on the one hand, to identify the most influential inputs, that one may then seek to know with the greatest possible accuracy to reduce the output variability; and on the other hand, to determine non-influential inputs, which then makes it possible to decrease the model complexity. There are essentially two families of SAMO techniques: local sensitivity analysis and global sensitivity analysis. The local approaches correspond to the assessment of the local impact of an input on the model output by concentrating on the sensitivity in the vicinity of a set of nominal values. It may be defined as the partial derivatives of the model output. In contrast, global sensitivity analysis methods consider the whole variation range of the inputs: there are various techniques such as screening methods, graphical and smoothing tools, variancebased and moment-independent methods. Variance-based importance measures [34, 40] are one of the most widely used importance measures. They are based on Sobol' indices, which express the share of variance of the output that is due to a given input or input combination. However, this methods focus on the second-order moment of the output distribution, which is not always sufficient to represent the entire variability of the distribution, as illustrated in [3] . To overcome this drawback, several alternatives are available, see [25] and the associated references for a review of these methods. In particular, Borgonovo [4] proposed distribution-based sensitivity indices that are currently gaining an increasing attention [5] .
The δ-sensitivity measures
In order to define the moment independent sensitivity measures (also known as δ-sensitivity measures) initially proposed by Borgonovo [4] , it is assumed throughout this section that for every i ∈ {1, . . . , d}, the pair (X i , Y ) admits a probability density function (PDF) f Xi,Y . This implies in particular that the random variables X i , Y and Y conditioned on X i = x i for any x i ∈ R also admit a PDF denoted respectively by f Xi , f Y and f Xi=xi Y in the following.
The moment independent sensitivity analysis method is a global, quantitative and model free SAMO method, which focuses on finding the inputs that, when held fixed, lead to the most significant modification of the output distribution. This difference between the conditional and unconditional model output densities f Xi=xi Y and f Y is quantified by the shift s(x i ) defined as their L 1 distance, which measures the area enclosed between their representative curve (see Figure 4 ):
So as to consider the whole range of values the random variable X i can take into account, the sensitivity of the output Y with respect to the input X i is defined by the renormalized expectation of the shift over X i , i.e., the δ-sensitivity measure is given by:
Owing to its appealing advantages, this importance measure has attracted more and more attention of practitioners recently. Firstly, it is monotonic transformation invariant, i.e., δ i equals to the δ-sensitivity measure of the modelỸ := ϕ • M(X) for any C 1 diffeomorphism ϕ, which can be beneficial in practice. Moreover, this SAMO technique makes no assumption on the model, in particular the function M may be nonlinear and the input variables may be correlated. Eventually, this approach does not focus on a particular moment as the variance-based SAMO methods, which consider only the second-order moment, which is not always sufficient to represent the entire variability of the output distribution.
Finally, one can mention that Eq. (2) can be generalized to a strict group of inputs I ⊂ {1, . . . , d} by:
where X I def = (X i , i ∈ I). Throughout this section, the study is restricted to the case of the first-order indices δ i , but all the results can be generalized to the higher order indices.
Estimation scheme of δ i
By its properties, δ i index is attracting increasing attention and research has mostly focused on the delicate question of its estimation. Indeed, estimating the measure δ i while minimizing the number of calls to the model response is a challenging task because of the unknown conditional and unconditional model output densities f Xi=xi Y and f Y that intervene in a convoluted way (i.e., through an L 1 -norm) in their definition (see Eqs. (1) and (2)).
The measure δ i can be re-interpreted as an L 1 -difference between the joint distribution f Xi,Y and the density of the random variables X i and Y if they were independent. Indeed, from Eqs. (1) and (2) it follows immediately that: This interpretation opens the way for various estimation procedures of δ i . Here, a new estimation scheme based on importance sampling procedure is exposed [16] .
Step IS1. Generate (X 1 , ..., X N ) independent and identically distributed (i.i.d.) copies of X, with common distribution X, and then obtain N observations of the model by Y k = M(X k ) for k = 1, . . . , N .
Step IS2. Use the sample (X k , Y k ) to estimate the PDFs f Y and f Xi,Y by kernel density estimation
andf
where K is the Gaussian kernel
and where the bandwidths h, h 1 and h 2 are estimated with the diffusion-based method proposed in [6] . This method chooses the bandwidth parameters optimally without ever using or assuming a parametric model for the data or any "rule of thumb".
Step IS3. Let η be any sampling distribution on R 2 which is allowed to depend on the sam-
i.e., the importance sampling estimator of
. This method combines a single Monte Carlo loop and a KDE procedure. Furthermore, it requires only N calls to the black-box function M for the estimation of all the δ-sensitivity measures.
Choice of the sampling distribution
Since the variables V k are i.i.d given the variables (X k , Y k ), the law of total variance gives the following variance decomposition:
whereĥ
This decomposition clearly highlights the two errors made by the estimatorδ IS,η i : the term Var(∆) corresponds to the error induced by the KDE procedure of step IS2 and the second term to the error induced by the importance sampling step IS3.
According to [17, Theorem 1] and Lebesgue's dominated convergence theorem, the first term tends to 0 when N tends to +∞ upon standard assumptions on the bandwidths h, h 1 and h 2 . As far as the second one is concerned, the variance term:
may be infinite if the distribution η is not well chosen. Nevertheless in practice, assuming that η is nearly proportional to the numerator |f Y f Xi −f Xi,Y |, this term can be made as small as desired because of the factor 1 N without further calls to the possibly expensive black-box function M. In addition, this term equals to zero when the sampling distribution η is given by the function:
called optimal sampling distribution. Unfortunately η opt cannot be used directly in practice because of the unknown normalization constant, but it can be approximated by someη opt using the nonparametric importance sampling procedure described in [45] . Assuming that Steps IS1 and IS2 have been performed and that we have the KDEf Y andf Xi,Y at our disposal,η opt is derived by the following implementation steps:
• Generate a sample (X 1 i ,Ỹ 1 ), . . . , (X N i ,Ỹ N ) according to an initial distribution η 0 . It has to be noticed that no additional calls to the model output are needed.
• Compute the weights:
, k = 1, . . . , N .
• Estimate η opt by the weighted kernel estimator:
. Some results dealing with the convergence of the estimatorη opt are established in [45] .
In the next section, the importance sampling estimatorδ IS,ηopt i , denoted byδ Opt i , is used to analyze the sensitivity of the launch vehicle stage fallout model.
Application to the launch vehicle stage fallout model
In this section, the method described in subsections 3.2 and 3.3 is employed for the launch vehicle stage fallout model. An indicator of the efficiency of the estimatorδ Opt i of the importance measure δ i is the coefficient of variation:
The mean and the standard deviation ofδ Opt i are approximated using a Monte Carlo procedure. Considering m estimates (δ 1 i , ...,δ m i ), the respective unbiased estimators of the mean and the standard deviation are computed such that:
which provides the following estimator of the coefficient of variation:
All the six δ-sensitivity indices (δ i ) 1≤i≤6 displayed in Table 2 are estimated by applying m = 100 runs of the proposed estimation scheme. In order to ensure a good compromise between the minimization of the model calls and the efficiency of the kernel estimation step, the parameter N is fixed to 5 × 10 3 . The results lead to the importance ranking X 5 < X 1 < X 6 < X 3 < X 2 < X 4 which highlights that the most influential inputs are X 2 , velocity perturbation at separation, and X 4 , azimuth angle perturbation at separation, which present δ-sensitivity indices greater than 15%.
These results may be compared with other popular sensitivity measures of the contribution of the input X i : the Sobol' indices first introduced by [40] which aim to appreciate the contribution of the variable X i to the variance of the output Y . The first-order sensitivity index [40] is stated as follows:
and the total effect index [21] is defined by:
is the expected variance that is left when all inputs but X i are known.
In order to get a fair comparison, m = 100 estimations of both Sobol' indices are used by adapting the code provided in [2] allowing to compute their respective mean and coefficient of variation, as for the δ-sensitivity measures. The results are reported in Table 3 . The first order indices lead to the ranking X 5 < X 1 < X 6 < X 3 < X 4 < X 2 which is quite similar to the previous one, except that the contribution to the output variance of the main effect of X 2 is greater than X 4 . On that test-case, considering only the variance leads to underestimate the influence of X 4 relatively to X 2 as the δ-sensitivity indices describe the influence of a given input on the whole distribution of output and not only the variance. The total effect indices provide additional information showing the variables X 3 and X 6 play an important role when they are combined with other variables. It may be interesting to compare these indices with the higher order Borgonovo indices δ I defined in Eq. (3), which implies to estimate the joint PDF f X I ,Y . However, KDE is not robust in the case of high dimensional densities. Practitioners essentially consider Sobol' indices for SAMO for the sake of simplicity. Nevertheless, even if it is more complex to estimate δ-sensitivity indices than Sobol' indices, one can show that it is of interest to focus on the δ-sensitivity indices as it captures the complete distribution of an input and, in the same time, the computational cost required to estimate δ-sensitivity indices does not depend on the input dimension of the problem.
In this test-case, all the three sensitivity measures indicate that the inputs X 1 and X 5 have little influence in view of their low indices. Then, the uncertainty of the model output may be reduced by controlling the error of the velocity perturbation and azimuth angle perturbation at separation. Input:
Meanδ i 0.0362 0.1556 0.0746 0.2976 0.0355 0.0490 cv(δ Opt i ) 0.1042 0.0381 0.0699 0.0310 0.1012 0.0863 Table 3 . Estimates of the first order and total effect Sobol' indices of the launch vehicle stage fallout test-case.
Input:
Mean In the previous section, a new SAMO strategy based on the δ-sensitivity measures coupled with a nonparametric importance sampling procedure has been applied to the model output. However, the marginal PDFs f Xi , for i ∈ {1, . . . , d}, were supposed to be perfectly known, i.e., that the distribution parameters (e.g., means and standard deviations given in Table 1 ) are true deterministic values, which are able to catch the underlying physics. However, among the available information to construct a parametrized probabilistic model for the input basic variables, one often has only access to limited data, possibly unadapted literature-based recommendations and finally subjective expert opinions [19] . Thus, an imperfect state of knowledge [13, 18] may conduct to a misestimation of the failure probability and lead to dramatic consequences in terms of risk mitigation. Statistical uncertainty arises in the estimation procedure of the probability distribution parameters when one can only deal with insufficient measures or data. In some cases, it may also happen that neither data nor expert judgment is available, which imposes to the engineer yet to make a choice for the values of parameters. This problem is often encountered in the field of complex systems for which data acquisition is difficult.
Basics of reliability assessment
The system failure of the case presented in Section 2 can be considered if the fallout distance Y exceeds a given threshold distance d safe . Such a failure criterion can be characterized by the limit-state function (LSF) g : R d=6 → R defined such that:
The failure probability associated to this failure scenario is thus given by:
where F x = {x ∈ D X : g(x) ≤ 0} is the so-called failure domain, dx = dx 1 . . . Finally, estimating a failure probability implies to evaluate the integral defined in Eq. (12). However, depending on various constraints (rareness of the failure event, high-dimensionality of the input space, nonlinearity of the model, expensive simulation cost of a single code run), this integral may be difficult and/or costly to evaluate. To do so, various techniques are available in the literature. Among them, one can distinguish between approximation-based techniques [27] and sampling-based techniques [37] . Approximation-based techniques rely on an approximation of the LSF, either by a Taylor series expansion (which leads to the well-known first/second-order reliability methods (FORM/SORM) [27] ), or by a surrogate model whose aim is to replace the true but unknown LSF by a cheaper function (e.g., Gaussian processes, polynomial chaos expansions, support vector machines). Simulation-based techniques rely on the use of Monte Carlo samples to estimate the integral in Eq. (12) . Starting from the crude Monte Carlo (CMC) sampling, one can derive other more advanced sampling techniques in order to reduce the variance of estimation, and thus, the number of calls to the computer code. Among these techniques, one can cite importance sampling (IS) and subset sampling (SS). For a review of these techniques, the interested reader may refer to [9, 31, 37] .
Following mathematical and historical reasons [27] , some of these methods (especially FORM/SORM) have been developed in the so-called standard normal space (denoted as "U-space") in which all random components of X become independent standard Gaussian variates gathered in the vector U. Among the simulation methods, the use of such a standard normal space is not always required (e.g., CMC rely on simulations in the original physical space, denoted as "X-space"). The general idea is to construct a regular transformation T : D X → R d allowing (in terms of probability distributions) to get:
where U = (U 1 , U 2 , . . . , U d ) is a d-dimensional standard Gaussian vector of independent normal variates U i with zero means and unit standard deviations. Then, one can define a new mapping for the LSF in the standard normal space considering G : R d → R defined such that:
which allows to rewrite the failure probability:
where F u = {u ∈ R d : G(u) ≤ 0} stands for the failure domain in the standard normal space, du = du 1 du 2 . . . du d and ϕ d : R d → R + is the d-dimensional standard Gaussian PDF of U. Usually, the transformation between the two spaces can be either the Nataf one [26] or the Rosenblatt one [36] .
Combining approximation methods and the use of the standard normal space leads to the concept of most probable failure point (MPFP) which is the closest point of the failure domain to the origin of the standard normal space [27] . The MPFP is a cornerstone of the FORM/SORM methods. Even if this notion is a pure geometrical concept which loses its probabilistic meaning as the input dimensionality increases [23] , one can still use it to visualize the shape of the failure domain. To do so, one can use FORM to get the MPFP and then study how the LSF behaves, in the U-space, by considering two-dimensional cross-cuts (i.e., one fixes all the inputs but two) [7, 20] . Figure 5 provides the cross-cuts in the (u i , u j )-plane for the launcher stage fallout test case. The black cross is the origin and the black square represents the MPFP. The black line is the limit-state surface (denoted by LSS, formally defined by F 0 = {u : G(u) = 0}), highlighting the separation between the safe domain (in green) and the failure domain (in orange). The analysis of these cross-cuts leads to point out two remarks:
firstly, one can notice that, for some combinations, the LSS is highly nonlinear (e.g., for the pairs (u 1 , u 4 ), (u 2 , u 4 ), (u 3 , u 4 ), (u 4 , u 5 )). This indicates that the methods relying on a linear assumption of the LSS (such as FORM) should be avoided for reliability assessment in this specific case; secondly, one can notice that the two cross-cuts ((u 2 , u 3 ), (u 2 , u 6 )) present possible multiple MPFPs. In particular, (u 2 , u 3 ) would suggest the presence of a second MPFP of opposite coordinates. Tracking multiple MPFPs can be achieved using a modification of the FORM algorithm proposed in [15] . Briefly, this method consists in repeating a FORM analysis with a modified LSF which triggers the search outside the area where a MPFP has been found. Here, by applying this method, one can find that a second MFPF exists with the coordinates in the standard normal space (u 2 , u 3 ) = (3.084, 2.058) and (u 2 , u 6 ) = (3.084, −1.798). This result is just a qualitative view and does not help to correctly infer about the failure probability since the LSF is highly nonlinear. Thus, in the following, one will consider a nonparametric importance sampling scheme [45] for failure probability estimation in the launcher stage fallout test-case as it is able to cope with non linear LSS and the presence of multiple MPFPs.
Reliability assessment under distribution parameter uncertainty
Dealing with distribution parameter uncertainty requires, first, to choose a way to represent this type of uncertainty, and second, to find a numerical strategy to propagate it and to take it into account in the failure probability estimation.
In this chapter, the Bayesian view is adopted [32, 33] in the sense that a parametric prior distribution is assumed for the uncertain parameters. Thus, the input probabilistic model, with the associated PDFs, is as follows:
In this hierarchical model, the vector of deterministic hyper-parameters ξ represents the available prior information (e.g., arising from sparse data or from expert judgment).
From the UQ methodology point of view, one can reconsider the initial methodology by adding some components in the different UQ steps such as illustrated in Figure 6 . It results in the consideration of a bi-level input uncertainty which has to be propagated through the code. Modifying the input probabilistic model leads to reconsider the way one propagates and takes into account the bi-level uncertainty. Consequently, one can reconsider the failure probability in Eq. (12) as a conditional failure probability since it depends on the realization θ of the vector of distribution parameters. Then, it comes:
Uncertainty quantification methodology
Then, one can propagate the second uncertainty level by looking at the mean estimator of all the failure probabilities regarding the variability of the distribution parameters [14] , namely the "predictive failure probability" (PFP), defined such that:
This quantity can be estimated by two different approaches: a double-loop approach over both integration domains (called nested reliability approach, NRA) [29] or a single-loop one (called augmented reliability approach, ARA).
In this second strategy, one considers an "augmented" random vector Z def = (X, Θ) defined on D Z = D X × D Θ (where × is the Cartesian product) with joint pdf f Z|ξ (z|ξ) def = f X|Θ (x|θ)f Θ|ξ (θ|ξ) such that the expression in Eq. (18) can be rewritten as follows:
where F z = {z ∈ D Z : g(z) ≤ 0}. As discussed in [10] , ARA offers several possibilities compared to NRA in terms of simulation cost reduction, estimation accuracy and robustness with respect to (w.r.t.) several numerical challenges concerning real aerospace test-cases.
Estimating a rare event probability with CMC can be cumbersome and can even become untractable for costly-to-evaluate computer codes. As previously mentioned, IS is now a well-known variance-reduction technique [38] which enables to reduce the simulation cost. The idea is to use a so-called "auxiliary density" η(·) to generate samples such that more samples lead to the failure event {g(z) ≤ 0}. To introduce it, one can start from the observation that the following equality holds:
where w(z)
is called the likelihood ratio [38] . This weight is introduced in the probability estimator to take into account the change in the PDF to generate samples. Thus, considering a sample {Z (i) } N i=1 of N i.i.d. copies drawn according to η(z), the IS estimator for the PFP in the ARA framework is:
The estimator P f of P f is unbiased and its variance Var P f reduces to zero as the density η(·) equals the optimal auxiliary density η * (·) which is given by:
Since this quantity depends on the PFP one would like to estimate, this intricate problem can be solved by using Adaptive Importance Sampling (AIS) techniques [44] . These techniques aim at, using different adaptive strategies, to sequentially approximate the optimal auxiliary density. In this chapter, a Nonparametric Adaptive Importance Sampling (NAIS) scheme (see [31] for any further detail about the NAIS method), adapted to the ARA framework, is used for the estimation of the PFP and the sensitivities of the PFP w.r.t. the a priori hyper-parameters, as explained in the following section.
Reliability-based sensitivity analysis
Getting an estimate of the PFP is crucial for reliability assessment under the bi-level uncertainty. However, such an estimate depends on the a priori choice set in the prior distribution f Θ|ξ (θ|ξ), i.e. in the choice of the type of prior distribution and the choice of the hyper-parameters ξ. In this chapter, an estimator of the sensitivity of the PFP w.r.t. this a priori choice of hyper-parameters is proposed.
The gradient of the predictive failure probability P f w.r.t. the vector of the hyper-parameters ξ is defined as follows:
In this chapter, the case where ξ j is an hyper-parameter of a prior distribution with an unbounded support is treated. However, one could consider the case where ξ j is an hyper-parameter of a prior distribution with a bounded or truncated support. This case is detailed in [12] .
The partial derivative of the PFP w.r.t. the j-th component of ξ is given by:
Using the so-called importance sampling trick [38] so as to get an expectation w.r.t. the same probability measure as the one used for the failure probability estimation, it comes:
is called the "score function" [11] . One should notice that, to avoid any confusion, in the above equations and in the rest of the chapter, the vector Θ is explicitely written instead of Z = (X, Θ) since the dependence w.r.t. ξ is through Θ. Examples of score functions for a variety of distributions can be found in [30] . Then, considering N i.i.d. samples
, one can derive the following IS estimator:
As a remark, the gradient given in Eq. (26) can be estimated as a simple post-treatment of the previous samples used in Eq. (21) for the PFP estimation, with no additional computational effort.
Application to the launch vehicle fallback zone estimation code
In addition to the first level of uncertainty, one assumes that epistemic uncertainty is affecting two mean values, respectively µ X2 and µ X3 , i.e. the mean values of the perturbations affecting the velocity at separation and the perturbations affecting the flight path angle at separation as shown in Table 4 . These physical quantities can be difficult to measure and to control in real conditions. For the sake of illustration, the numerical values used in this example are hypothetic.
In the numerical experiment, the threshold safety distance d safe is chosen to be equal to 15 km. Variable a Distribution Parameter #1 Parameter #2 Numerical results gathered in Table 5 are averaged over a hundred replications of the algorithm. Left column corresponds to the reference results obtained by ARA/CMC (see [11] ). The values of the estimates, for both the PFP and the sensitivities, are provided with their values of coefficient of variation (cv). The simulation budgets N x,θ in the augmented space are provided. However, for ARA/NAIS, only the results for N x,θ = 10 4 samples per step are given. The number of samples per step is a tuning parameter in the NAIS algorithm [31] . For the sake of comparison, the numerical efficiency ν is provided in the last row of the table. This efficiency indicates by how much one can divide the ARA/CMC simulation budget to allow an estimation of the PFP of the same accuracy (i.e., same coefficients of variation between ARA/CMC and ARA/NAIS).
From these results, one can see first that ARA/NAIS manages to estimate accurately the PFP. As a first remark, this PFP is slightly greater than the failure probability under singlelevel uncertainty (see Eq. (12)) recalled below Table 4 . This shows again that, in this case, the distribution parameter uncertainty makes the system less safe. In terms of sensitivities, the PFP seems to be more sensitivive to the hyper-parameters ξ 4 and ξ 3 which are respectively the standard deviation and the mean of Θ 3 = µ X3 . Here, the lack of knowledge affecting the mean value of the flight path angle perturbation really plays a key role on the final predictive failure probability. This is a relevant information for refining the a priori probabilistic model for Θ 3 (especially in terms of variance reduction) and set up an investigation policy about the possible reduction of epistemic (statistical) uncertainty affecting Θ 3 . Concerning the efficiency, for d safe = 15 km, i.e., for a moderate rareness of the failure event, ARA/NAIS allows to divide the simulation budget by 13 for the same level of accuracy compared to ARA/CMC. Finally, as the failure event becomes rare (i.e., for the case d safe = 20 km, see the right column in Table 5 ), one can see that ARA/NAIS outperforms ARA/CMC by allowing to reduce the simulation budget by 207. Similar comparisons can be drawn to the previous case regarding the relative influence of the hyper-parameters. However, one can still notice that increasing the rareness of the failure event decreased, in proportion, the relative influence of ξ 4 . Figure 7 provides an illustration of the simulation of 10 3 fallback trajectories (impact points) of a first launcher stage into the ocean. The "safe zone" (i.e. the dark blue disk) is set to a given optimal center point (latitude and longitude coordinates estimated by the trajectory simulation code) and a radius of d safe = 15 km. On three different plots, the behaviors of numerical strategies are represented: namely NRA/CMC (nested crude Monte Carlo), ARA/CMC and ARA/NAIS. For each case, the total number of impact points into the ocean is 10 3 . However, on the left, one can notice the sequential trend of NRA/CMC, while in the middle, one can see the better covering of the ARA/CMC. However, in both cases, a lot of samples are useless regarding the failure domain. On the right, ARA/NAIS manages to efficiently draw samples in the regions of interest, i.e., impact points corresponding to the two most probable failure points.
As for Figure 8 , one can see the possibilities ARA/NAIS offers in terms of simulation budget reduction compared to NRA/CMC (which is the most expensive approach since it relies on a double-Monte-Carlo-loop sampling strategy) and ARA/CMC.
Synthesis about numerical results for the launch vehicle case
The numerical results described in Section 3 show that the inputs X 2 and X 4 are very influent in regard to their respective δ-sensitivity measures δ i and first order Sobol' indices S i . Nevertheless, Borgonovo approach does not provide the same importance ranking than Sobol one since δ 2 < δ 4 but S 4 < S 2 . Then, considering only the variance may lead to underestimate the influence of an input on the whole distribution of the output. In addition, one can note that the influence of X 3 in the sense of both Borgonovo and Sobol is slightly higher than X 1 , X 5 and X 6 . Then, investigate the combined contribution of the inputs may provide additional information. This is confirmed by the total effect indices which highlight the important role of X 3 . Unfortunately, the higher order δ-sensitivity measures δ I are very difficult to estimate with precision because of the estimation of a r-dimensional density with r > 3. To conclude, the δ-sensitivity measure indicate that the velocity perturbation at separation and mostly the azimuth angle perturbation at separation have an important impact on the output distribution. Furthermore, an additional investigation with total effect indices shows that the flight path angle perturbation at separation has also a significant influence on the distance Y .
From a reliability assessment perspective, as studied in Section 4, one can see that studying the behavior of the LSS in the standard normal space corroborates the SAMO results, i.e., that X 2 and X 4 should influence the reliability. Moreover, when considering a bi-level input uncertainty, the RbSA results show that the PFP is very sensitive to the distribution hyper-parameters defining the prior of the mean of X 3 , that corroborates the result obtained for the total Sobol' indice for this variable as mentioned previously. As a result, one should investigate more about the probabilistic model associated to X 3 since this variable plays a role both on the model output and on the PFP. As a conclusion, SAMO and RbSA provide different levels of information about the sensitivity of different quantities of interest based on the model output. By combining them, one may find some common trends (or opposite trends) which can help the user, either to get a deeper understanding of the black-box computer code and underlying physics, or to adopt an investigation policy so as to enhance the input probabilistic model.
Conclusion
In this book chapter, we considered a simplified launcher stage fallout model to analyze, without loss of generality, the efficiency of the proposed methods. Our objective was to determine the most influential factors on the fallout and on its failure probability. For that purpose, we first apply a new scheme of estimation of moment independent sensitivity measures (δ-sensitivity measures) that has a low computational cost. Theses indices take the entire fallout distribution probability into account unlike classical Sobol' indices that focus on the distribution variance. We noticed in this test case that the influence of the input "propellant mass perturbation at separation" was underestimated by Sobol' indices while it is the most influential factors according to δ-sensitivity measures. In a second part, we assume that the launcher stage fallout model is affected by a bi-level uncertainty and propose a numerical estimation strategy to estimate the predictive failure probability and its sensitivities w.r.t. the hyper-parameters of the prior distribution. This estimation strategy, called ARA/NAIS, relies on the use of an augmented space (ARA) coupled to a nonparametric importance sampling (NAIS) scheme. Thus, this strategy allows to estimate, with a better efficiency than CMC, both the predictive failure probability and its sensitivities by just post-processing the samples used to estimate the predictive failure probability. This study shows the benefits of using an ARA/NAIS strategy when the failure event becomes very rare, especially for complex models.
