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1. Introduction 
Let 
A: 0 =x0 < x1 < . . . < x,,_~ =c x, = 1 
be a partition of the interval I = [0, l] with x~+~ - xk = h,, k = O(l)( m - 1). We define the class 
of spline functions Si$ as follows. 
Any element S, E S+ (3) if the following conditions are fulfilled: 
(i) S, E C3(0, 
(ii) in each interval [x,, x~+~], k = O(l)(m - l), S, E “6. 
Here, as usual, r6 denotes the set of polynomials of degree at most 6. 
Let there be given two sets of real numbers yk, vi”‘, q = 2, 3 and q = 1, 3 with k = O(1) m. In 
this paper, we solve two lacunary interpolation problems, viz. the (0, 2, 3) and (0, 1, 3), described 
respectively in (1.1) and (1.2), by the elements of S,,,,e. (3) The first one is formulated as follows: 
i 
s:,b,) =y?k> 
flq)(xk) =yjq), q = 2, 3, k = O(l)m, (1.1) 
s;;(%) =y;, 
and the second problem as 
/ $A(4 =Yk> 
i 
$lq)(x,) =yi”‘, q = 1, 3, k = O(l)m, 
$‘( x0) = y,“. 
0.2) 
Here y,’ and yi’ are given reals. 
In Section 2, two theorems on the existence and uniqueness of solutions of the above problems 
are given. In [l], Gyiirvari has considered the (0, 2, 3) problem by different spline functions of 
class C(I). The essential difference here being in the continuity class and the nature of the spline 
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functions. In Section 3, we obtain bounds for the error 1 gjq) -fcq) 1 and 1 $iq) -fcq) ) in the 
case of uniform partition when f~ C6( 1) and 4 = 0(1)6. In another communication we shall give 
the application of these spline functions in obtaining the approximate solution of initial value 
problems of second order differential equations. 
2. Existence and uniqueness 
We first consider the interpolation problem (1.1). Let 
xk < x < xk+l, k = l(l)+2 - 1). 
Then owing to the conditions (1.1) we can write 
3 (X-xoy 
a4 =yo+ c r, yp + fy (x - XO)ruO,r, 
r=l i-=4 
b!?“(X)=Yk+(X--k)ak,J+ (x;;k’2y;‘+ 3, 
cx - xk)3 
y: + ; (x - Xk)rak,r, 
r=4 
(2.1) 
k = l(l)@2 - l), (2.2) 
where the coefficients of these polynomials are to be determined by the following conditions: 
i 
s”,(xk+l ) = s;(+dxk+l) =Yk+l, 
gj’)(xk+l) = s”$(xk+l) =y,&, 4 = 2, 3, (2.3) 
f;(xk+l ) = s”+dxk+l ), k=W)(m-2), 
and 
$7-1(xJ =Y,, $$,(x,) =y?‘, q = 2, 3. (2.4) 
To obtain the coefficients in go(x), we use (2.1), (2.2) with k = 1 and apply the conditions 
(2.3) for k = 0. We get the following equations: 
3 h’ 
r=4 
=y, - yo - c $yE 
r=l . 
rc4r(r - 1)h’,-2uo,, =y;’ -yo” - hoyo” > 
r+-(r-l)(r-2)h’03uo,~=y1..1 -Y,"', 
and 
r~4rh;-1uo,, = aI,, -y; - h,y;’ - $Y;" . 
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Solving first three equations we obtain 
a 
a 
a 
Substituting the values of ao,4, a,,, and a,,$ in the fourth one, we get 
a I,1 = f-(y, -y,) + $vYi’-yl3 - jgy,... +yo”’ ) -y,‘. 
We shall now determine the coefficients of gk(x), k = l(l)( m - 2). Here we have 
1 
IOh’, ‘,“’ ’
(2.5) 
(2.6) 
(2.7) 
(2.8) 
6 
hkak,, + c hbk,, =yk+l -Y, - ~Y,L’ - TY,/’ : 
h:. 
r=4 
r=4 
ri4r(r-l)(r-2)h:bk,r=y/I-y(... 
and 
6 
hE 
ak,l - ak+l,l + c YhL-‘ak,, = - h,y;’ - Tyk”’ . 
i-=4 
Solving first three equations we obtain 
5 1 
a k,4 = - Tak,l 
hk 
+ j$bk+l -yk) - &$+l + mYk?l - j$;‘- 
k k k 
&Y/, (2.9) 
6 
a k.5 = C1;2akJ k - $-bk+l -Yk) + +&I - 
k 
2 
a k,6 = - Tak,l 
hk 
+ $bk+l -Yk) - &&l + &Y,k% - &Y;‘- j&Y/. 
k k h k k 
(2.11) 
Substituting the values of ak,4, ak,5 and ak6 
between ak,l and ak+l,l, k = l(l)(m - 2). ’ 
in the fourth equation we get the following relation 
ak,l + ak+l,l = ; bk+l -Yk) + :hk(Y& -Y;‘) - &ih;(y,‘:‘, +Yd” ). (2.12) 
The coefficient matrix of the system of equations (2.8) and (2.12) in the unknowns ak,l, 
k = l(l)(m - 1) is a non-singular matrix and hence the coefficients ak,l, k = l(l)(m - 1) are 
uniquely determined and so are, therefore, the coefficients ak,4, ak 5 and ak 6. 
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Lastly, for the coefficients of $_ 1( x), we have 
; h;_la,_l,,=y, -y,_l- hm-+z&J - +Iz;_,y:_, - $z;_,y,“‘,. 
i-=4 
and 
t r(r - l)(r - 2)hzJ1a,_,,, =y/ -y,‘Y,. 
i-=4 
Solving these equations we see that u,,_~,~, i = 4(1)6 are also given by (2.9) (2.10) and (2.11) 
respectively when k = m - 1. Since a,_ 1,1 is already determined, the coefficients a,,_ l,i, 
i = 4(1)6 are uniquely determined. 
Hence we obtain 
Theorem 2.1. For a partition A of the interval I, there exists exactly one spline function $4 E S2.i 
which is a solution of the interpolation problem (1.1). 
We now give a theorem which asserts that the interpolation problem (1.2) has a unique 
solution in the class S$)6. 
Theorem 2.2. For a partition A of the interval I, there exists a unique spline function $ E S,$ 
which is a solution of the interpolation problem (1.2). 
The proof of this theorem is similar to the above theorem and so we omit it. 
3. Error bounds 
We shall obtain error bounds for the uniform partition of I, i.e. we shall assume here 
x,+,-x,=h,=h, k=O(l)( m - 1). We shall first prove the following theorem. 
Theorem 3.1. Let f E P(I) and S:, (x) E &,,e (3) be the solution of the problem (1.1). Then for 
x E Cxk, xk+J, k = W>(m - 1) 
~,!$q)(~)-f(q)(x)~<(14+24k)h6-q~6(h), q=O(1)6 
where w6( .) is the modulus of continuity off (@. 
For the proof of this theorem we shall need the following lemma. 
Lemma. Let f E C?(I). Then 
I ek,l I < $kh5w6(h), k = l(l)(m - 1) 
where 
ek,l ‘= ak,l -_d 
Here and in the sequel y,, y;, . . . will denote the values f ( xk), f ‘( xk), . . . 
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Proof of Lemma. If f E C6( 1) then on using Taylor’s formula, we can write 
f(x)=f(x~)+f’(x,)(x-x,)+f”~~~)(x-x,,2+f”’,Jx~)(x-x,)3 
+ fC4Yxd 
4, (x-xd4+ 
f(y) (x _ xk)5 + /i”ppk) (x - xk)6, 
and similar expressions for the derivatives of f(x). Therefore, from (2.12) in the notation of (3.1), 
we have 
] + &h5[f(6)(‘ik) -f%k)] ek,l + ek+l,l = 3hh5[ f(%k) -f@)bk) 
k = l(l)( m - 2) 
where from (2.8) 
and 
(3.2) 
el,, = 3k3h5[fi6)(Po) -f’“)(uo)] + &~5[f’6’(t0) -f@‘(v0)]. (3.3) 
We easily see that the system of equations (3.2) and (3.3) in the unknowns ek,l, k = l(l)(m - 1) 
has the unique solution 
ek,l = d,_, - d,_, + . * . + (- l)k-‘d, 
where 
d,= &h5[f’6’(Pk) -f@+k)] + &h’[f’6’(‘ik) -f@)(qk)]. 
It is clear that 
1 d, 1 < ~~5~6(~). 
Hence 
1 ek,l 1 < +,khb,(h) 
which completes the proof of the lemma. 
Proof of Theorem 3.1. Let x E [xk, xk+i], k = l(l)(m - 1). From (2.2) we have 
s;l”‘(x) = 6!a,,, 
so that 
I~~“‘(x)-f’6’(x)Id1720~k,6-f’6’(x)I. 
From (2.11) with h k = h on using Taylor’s formula we have 
720ak,6 -f’“‘(x) = 2f@)(pk) - 9f’“‘(tk) + 8f@)(uk) -f’“‘(x) - $%Zk,l, 
from which owing to the lemma we get 
i.e. 
1 720ak,6 -f’“‘(x) 1 < (10 + 16k)w,(h), 
1$@(x) -f’“‘(x) 1 < (10 + 16k)w,(h). 
(3.4 
400 R. B. Saxena, H. C. Tripathi / Six degree splines 
Again, from (2.2) we have 
&(“(x) = 5!a,,, + 6!(x - x&k,6 
and since 
j”‘(X) =yi” + (x - xJp(hJ, Xk < x, <x, 
we obtain 
]$“(x) -f”‘(x) 1 < ]120a,,, -yi”] + h]720a,,, -f’@(&)]. 
From (2.10) with h, = h on using Taylor’s formula we get 
120a,,, - yY’= h[ -“p(&,) + 4”p’(&) - 3f’Q(a,)] + Fe,;, 
which, on using the lemma, gives 
lp%,5 -$I 6 (4 + W)hw,(h). 
Hence on using (3.4), we have 
]$“(x) -f”‘(x) 1 < (14 + 24k)hw,(h). 
Set 
g(x) := S/‘(x) -f”‘(X). 
Then by (1.1) 
8(Xk) = g(x,+,) = 0 
and so by Rolle’s theorem there exists pk ( xk < pk < xk + t) such that 
g%/J = CL”%-%) -f’“‘(Pk) = 0, 
from which we obtain 
]$“(x) -j+‘“‘(x)/ =~/i{$)(t) -f”)(t)} dri 
P’t 
d 
IJ 
xl$5+) -f”‘(t) Idt < (14 + 24k)h2w6(h) 
PI. 
Since $“’ (xk) -f “’ (xk) = 0 and am’ -f “(x,) = 0 we have 
Is,~~(~)-f~'(x)I~J~~~~~'(t)--f'~'(~)~ dt<(14+24k)h3w,(h) 
xi. 
and 
1$‘(x)-f”(~)~~~~~,$“‘(t)-f”‘(t)~ dt<(14+24k)h4w,(h). 
XI 
Now set 
h(x) := Sk(X) -f(x). 
Then 
h(Xk) = J&C+,) = 0 
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and so there exists 8, (xk < 6, < xk+r) such that 
h’(6,) = s;il(8,) -f’&) = 0, 
from which we obtain 
I$Xx) -Y(x) I G i/b:1 g;‘(t) -f”(t) / dt 1 6 (14 + 24k)h5w,(h) 
and 
] k?,(x) -f(x) ] < /‘I$@) -f’(t) 1 dt < (14 + 24k)h6u,(h). 
x!, 
This proves Theorem 3.1 when x E [xk, xk+r], k = l(l)(m - 1). 
For x,, G x G x1, we have from (2.1) 
I,$j6’(x) -f’“‘(x) 1 d 1720a,,, -f’“‘(x) 1 
and 
I@‘(x) -f’“‘(x) 1 </120a,,, -yo”‘I + h1720a,,, +“‘(A,) 1, xg < A, <x. 
From (2.6) and (2.7) we can show that 
and 
1 720a0,6 -f’“‘(x) 1 < 10@,(h), /120a,,, -$I < 4h‘&?) 
hl 720a0,6 -f’“‘(&,) 1 < loha,( 
so that 
I$$“‘(x) -f’“‘(x) 1 < 10‘S,,(h) and I@‘(x) -f”‘(x) 1~ 14hw,(h). 
Carrying on similar arguments as for the case xk < x < xk+ 1, k = l(l)( m - l), we easily find that 
the inequality 
1$;‘)(x) -f(‘)(x) 1 d 14h6-“‘&) 
is true for 4 = 0(1)6. q 
With regard to the error bounds of the spline function $(x) which is the solution of the 
interpolation problem (1.2), we simply state the theorem and omit the proof. 
Theorem 3.2. Let f~ C6( I) and $(x) E S A3& be the solution of the problem (1.2). Then for , 
x E Ix,, xk+I]Y k = O(l)(m - 1) 
I$“‘(x) - fcq)(x) 1 d (14 + 60k)h6Pqw6(h), q = O(l)6 
where w6( .) denotes the modulus of continuity off (@. 
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