We develop a methodology to prove geometric convergence of the parameter sequence {θ n } n 0 of a stochastic algorithm. The convergence is measured via a function Ψ that is similar to a Lyapunov function. Important algorithms that motivate the introduction of this methodology are stochastic algorithms deriving from optimization methods solving deterministic optimization problems. Among them, we are especially interested in analyzing comparison-based algorithms that typically derive from stochastic approximation algorithms with a constant step-size. We employ the so-called ODE method that relates a stochastic algorithm to its mean ODE, along with the Lyapunov-like function Ψ such that the geometric convergence of Ψ(θ n ) implies-in the case of a stochastic optimization algorithm-the geometric convergence of the expected distance between the optimum of the optimization problem and the search point generated by the algorithm. We provide two sufficient conditions such that Ψ(θ n ) decreases at a geometric rate. First, Ψ should decrease "exponentially" along the solution to the mean ODE. Second, the deviation between the stochastic algorithm and the ODE solution (measured with the function Ψ) should be bounded by Ψ(θ n ) times a constant. We provide in addition practical conditions that allow to verify easily the two sufficient conditions without knowing in particular the solution of the mean ODE. Our results are any-time bounds on Ψ(θ n ), so we can deduce not only asymptotic upper bound on the convergence rate, but also the first hitting time of the algorithm. The main results are applied to two comparison-based stochastic algorithms with a constant step-size for optimization on discrete and continuous domains.
Introduction
The ODE method is a standard technique to prove the convergence of stochastic algorithms of the form
where {θ n } n 0 is a sequence of parameters taking values in Θ ⊆ R dim(θ) , dim(θ) is a positive integer; {F n } n 0 is a sequence of random vectors in R dim(θ) ; α > 0 is the step size, also referred to as learning rate that can depend on the time index n [1, 2, 3, 4, 5] . The method connects the convergence of the stochastic algorithm to the convergence of the solutions of the underlying "mean" ODE
where
is the conditional expectation given the natural filtration {F n } n 0 associated to {θ n } n 0 . Here, we assume that F is well defined and assume that the dependency of F n on the past is only through θ n . The stochastic algorithm (1) provides a stochastic approximation of the solution of (2) and is referred to as a stochastic approximation algorithm. Often, the error between the stochastic algorithm (1) and the solution of the mean ODE is controlled by taking a sequence of learning rate (i.e., α is time dependent) that is assumed to decrease to zero not too fast [1, 2, 3, 6] .
In this paper, we explore the use of the ODE method to prove the convergence of some specific algorithms that, at the most abstract level, are of the form (1) but where geometric convergence of a function of θ n occurs. To set the ideas consider the example of an algorithm arising in the context of the optimization of a (black-box) function f : R d → R. The algorithm state is θ n = (m n , v n ) ∈ R d × R + , where m n encodes the mean of a multivariate normal sampling distribution and v n its variance (the covariance matrix being proportional to the identity). The updates for θ n read m n+1 = m n + α λ i=1 W (i; x n,1 , . . . , x n,λ )c ratio (x n,i − m n ) v n+1 = v n + α λ i=1 W (i; x n,1 , . . . , x n,λ )
where (x n,i ) 1 i λ are candidate solutions sampled independently according to a multivariate normal distribution N (m n , v n I) with mean m n and overall variance v n , and W (i; x n,1 , . . . , x n,λ ) are weights assigned to the candidate solutions that are decreasing if the candidate solutions are ordered according to their f -values, i.e., better solutions have larger weights (c ratio is a constant to have a different learning rates for the mean and variance updates). Algorithm (3) is termed comparison-based because it uses objective function values only through comparisons of candidate solutions (that give the ranking of the solutions). Comparison-based algorithms are invariant to strictly increasing transformations of the objective function. Therefore, they do not assume convexity or even continuity of the objective function, whereas most gradient based algorithms require strong convexity of the function to guarantee their geometric convergence. The above algorithm (3) is (mainly empirically) known to converge geometrically to a local minimum x * ∈ R d of f on wide classes of functions for a fixed learning rate α. Both the mean and the variance converge geometrically (towards a local optimum x * ∈ R d of f and zero, respectively). It is a simplified version of the state-of-the art stochastic search algorithm, namely Covariance Matrix Adaptation Evolution Strategy (CMA-ES), which instead of v n adapts a full covariance matrix [7, 8, 9] . More and more attentions are paid on these randomized search algorithms with successful applications [10] , however, convergence proofs for such algorithms are known to be difficult to achieve. Related to convergence proofs, a central question is to show the convergence rate (and not only the convergence) such that methodologies that allow to prove geometric convergence is needed.
In this context, we extend the ODE method to be able to prove the geometric convergence of algorithms of the form (3). Our setting differs from the ones where the ODE method is usually employed, making thus the extension of the ODE method non trivial. Typically we have to cope with the following different points at the same time (some aspects have been addressed individually):
1. The step-size α cannot decrease to zero, otherwise the geometric convergence is jeopardized while most previous works using the ODE method consider a sequence of step-sizes decreasing to zero. (The studies considering a fixed step-size will be discussed later on.) 2. All the (uncountably many) boundary points of the domain Θ are typically equilibrium points of the mean ODE and we want the convergence towards one of them only, as only one equilibrium point means that the underlying optimization algorithm has found the optimum while the others would mean premature convergence. In the above example all the boundary points θ = (m, 0) are equilibrium points of the associated ODE, so any neighborhood of the optimal parameter θ * (equal to (x * , 0) in the example above) contains uncountably many equilibrium points. 3. Geometric convergence of the algorithm does not usually mean geometric convergence of θ n with the Euclidean distance. We hence need to resort to a meaningful function Ψ : Θ → R + whose geometric convergence implies the geometric convergence of the quantities we are interested in. In the above example, we would like to show the geometric convergence of the distance between the generated solutions x n,i and the optimal solution x * in some stochastic sense, and hence Ψ needs to be chosen so that its geometric convergence implies the geometric convergence of the distance.
We formulate a few comments on the above list: Regarding the second point, having equilibrium points on the boundary is not a critical issue. Previous works address such cases, e.g., [11] . Yet having multiple equilibrium points that are all connected complicates the analysis. We want to prove the convergence only towards a specific equilibrium point while convergence towards the other points mean a failure of the optimization algorithm. Previous studies [12, 13, 14, 15] address multiple equilibrium, however, in those studies, the objective is to show the convergence of an algorithm towards a set of equilibrium, and our setting does not fit in those analysis-as we want to converge to a single point. The third point of the above list is critical, especially since any neighborhood of the optimal parameter has typically uncountably many equilibrium points. Hence we cannot choose (for instance) the Euclidean distance to the optimal parameter as potential function Ψ.
Our approach consists in finding a function Ψ : Θ → R 0 that should satisfy conditions A1 and A2 presented below so as to imply the geometric convergence of Ψ(θ n ) to zero for an appropriate choice of the learning rate α. The function Ψ can be thought as a distance to a desired parameter set such that if Ψ(θ n ) goes to zero geometrically, we can conclude to the geometric convergence of the algorithm we investigate, i.e. Ψ(θ n ) is an upper bound on the quantity we want to prove the geometric convergence of. Differently from the Euclidean distance, however, to avoid the third difficulty listed above, Ψ(θ) needs to diverge towards plus infinity as θ converges to an equilibrium point which is not the point θ * we want θ to converge to. We call θ * the optimal point. The first condition on Ψ translates that the function Ψ should decrease along the trajectories of the solution of the ODE (2) (similarly to Lyapunov functions for proving the stability of ODEs). This decrease should be geometric. The condition reads more precisely: A1 ∃∆ A1 : R 0 → R 0 nonincreasing such that ∆ A1 (t) ↓ 0 as t ↑ ∞, and for any θ ∈ Θ and any t ∈ R 0
where ϕ(t; θ) is the solution of (2) at time t and ϕ(0; θ) = θ.
The second condition is to control the deviation between the stochastic algorithm and the solution of the ODE:
A2 ∃∆ A2 : R + × R + → R + nondecreasing with respect to each argument such that ∆ A2 (α, T ) ↓ 0 as α ↓ 0 for any fixed T > 0, and for any N ∈ N + and
where E 0 denotes the conditional expectation given θ 0 .
Remark that the conditions above are stronger than typical assumptions done in the standard stochastic approximation settings. The reason is that our main focus is on getting the convergence rate of the algorithm (and not only its convergence). The flow solution ϕ of the ODE comes into play in both conditions (4) and (5). However it is very seldom that the solution of the ODE is known explicitly. We hence provide some practical conditions to be able to verify the conditions without knowing ϕ. The first condition developed in Theorem 11 (that implies (4)) is similar to conditions to obtain exponential stability of equilibrium points of ODE in Lyapunov's theory. It states that the upper Dini directional derivative of Ψ in the direction of F (θ) has to be smaller than or equal to a negative constant times Ψ(θ). The second conditions, developed in Theorem 12 (that implies (5)) are based on the Lemma 1 in Chapter 9 of [3] that provides conditions for the expected Euclidean distance between the stochastic algorithm and the solution of the underlying ODE to be bounded by a constant. We replace the constant with a constant times Ψ(θ) by introducing a different condition. We illustrate how to use the different results and in particular the practical conditions on two examples taken from the context of adaptive algorithms for optimization of black-box functions. The construction of the function Ψ is carefully discussed.
This paper is organized as follows. After the summary of the notations employed throughout this paper, we describe in Section 2 rank-based or comparisonbased stochastic search algorithms that are examples of algorithms the methodology of the paper can be applied to, including two running examples, namely, a step-size adaptive evolution strategy and the population based incremental learning algorithm. In Section 3 we demonstrate a simple technique of the ODE method and illustrate the difficulties to prove the geometric convergence of stochastic algorithms via the ODE method. In Section 4 we provide a sufficient condition for Ψ(θ n ) to converge globally and geometrically towards zero and derive the first hitting time bound from it as a consequence. The choice of Ψ is discussed on the two concrete examples listed above. We prove practical conditions to verify the sufficient condition of our main theorem in Section 5, followed by the application of these practical conditions to the two example algorithms and the proofs of their geometric convergence. We end the paper in Section 6 with the extension of the main theorem to cover the cases where the ODE associated to the stochastic algorithm has multiple local attractors.
Notations. Let Á{A} be the indicator function whose value is 1 if event A occurs, 0 otherwise. Let E ω∼P denote the expectation taken over ω whose probability measure is P , i.e., E ω∼P [g(ω)] = g(ω)P (dω). If we take the expectation over all random variables appeared in the expression and if it is clear, we drop the subscripts and just write E. Let E n = E[· | F n ] denote the conditional expectation given a filtration {F n } n 0 . For any event A, Pr[A] = E[Á{A}] be the probability of A occurring. Let Pr n [A] = E n [Á{A}] be the conditional probability given filtration F n .
Let R be the set of real numbers. Let R 0 and R + be the set of nonnegative and positive real numbers, respectively. Let N and N + be the set of nonnegative and positive integers, respectively. , respectively. For a ∈ N and b ∈ N satisfying a b, a, b denotes the set of integers between a and b including them. Let x be the Euclidean norm for any real vector x, and x Q = Q 1/2 x be the Mahalanobis norm given a positive definite symmetric matrix Q. For any real value a, |a| denotes the absolute value.
Example Algorithms
The methodology presented in this paper is strongly motivated by the class of comparison-based or rank-based stochastic search algorithms. While we have sketched an example of such algorithms in the introduction, we define more generally in this section the class of algorithms and derive the function F in (2). We then define two example algorithms that will be used throughout the paper to illustrate our different results.
The objective is to minimize (without loss of generality) a function f : X → R where X is an arbitrary search space. The algorithm updates θ n ∈ Θ that parametrizes a family of probability distribution (P θ ) θ∈Θ defined over X. More precisely, at each iteration n 0, multiple candidate solutions x n,1 , . . . , x n,λ (λ 2) are generated from the probability distribution P θn . Their objective values f (x n,i ) are evaluated and higher weight values are assigned to better candidates solutions. The weight value assigned to each x n,i is defined as follows. Let w 1 , . . . , w λ be real, predefined constants that are nonincreasing, i.e., w 1 w 2 . . . w λ . Define a function W : 1, λ × X λ → R such that
Note that
..,λ . Then, W (i; x n,1 , . . . , x n,λ ) is the value assigned to x n,i . If all the candidate solutions have distinct objective values, we have W (i; x n,1 , . . . , x n,λ ) = w k+1 , where k is the number of points with better f -values than x n,i among {x n,j } j∈ 1,λ as defined in (6) . In other words, w k is assigned to the kth best point. Using the set of pairs of the candidate solutions and their weight value, the parameter θ n of the probability distribution is updated. Let g : X × Θ → R dim(θ) . The direction to adjust the parameter is defined by the sum of the product of the weight value and g(x i ; θ n ), i.e.,
The algorithm (3) sketched in the introduction is one example of method following the previous update equation with
We see that the update equation for θ n in (7) depends on f only through the weight functions that themselves depend on f only through the ranking of the candidate solutions (see (6) ) which explains the name of comparison or rank based algorithms. Hence such algorithms are invariant to rank preserving transformations. In other words, consider a function h : R → R that is strictly monotonically increasing, we obtain the same update (7) for the algorithm optimizing f or h • f .
For this class of algorithms we can explicitly write the function F (θ) = E [F n | θ n = θ] using the following proposition whose proof is included in the appendix. Proposition 1. Let X n,1 , . . . , X n,λ be i.i.d. following P θn and define W as in (6) . Given θ n ∈ Θ, for any P θn -integrable function g : 2 → R is the function defined by
Remark 2. If q = θn (f (x)) = 0 holds P θn -almost surely in Proposition 1, we can simplify the result as
with u : [0, 1] → R defined by
n−k is the binomial probability mass function. It is a typical case when X is a continuous domain.
In the following, we present two examples of algorithms that belong to the class of algorithms implicitly defined via (7) and whose convergence will be proved by the methodology presented in this paper.
Step-size Adaptive Evolution Strategy
Step-size adaptive evolution strategies [16, 17, 18] are rank-based optimization algorithms in continuous domain, that is X = R d . We consider the example corresponding to a simplification of the state-of-the-art CMA-ES algorithm but refer to [18] for a recent overview of different standard methods. It is the method that was already sketched in the introduction. At each iteration, the algorithm samples candidate solutions x n,1 , . . . , x n,λ from a multivariate Gaussian distribution N (m n , v n I) parameterized by θ n = (m n , v n ), where m n ∈ R d represents the mean vector of the Gaussian distribution and v n > 0 its overall variance. The parameter space is then Θ = R d × R + . The parameter update follows (3), which is in the form (7) with the g function that equals (8) and {θ n } n 0 never leaves Θ for α < 1/ λ i=1 w i if w i 0 for all i = 1, . . . , λ.
Population-Based Incremental Learning
The population-based incremental learning (PBIL) algorithm [19] is a probability model based search algorithm for optimization of a function defined on a binary space, f : {0, 1} d → R. At each iteration, PBIL samples candidate solutions x n,1 , . . . , x n,λ from a multivariate Bernoulli distribution parameterized by θ ∈ Θ = (0, 1) d , where the ith element of θ, denoted by [θ] i , represents the probability of the ith component of x, denoted by [x] i , being 1. The probability parameter θ is then updated by the following formula
It is easy to see that this algorithm is of the form (7) and that the sequence {θ n } n never leaves
Information Geometric Optimization
The information geometric optimization (IGO) [20] is a generic framework of probability model based search algorithms for black-box optimization of f : X → R in an arbitrary search space X. It takes a parametric family of probability distributions, P θ , on X as an input to the framework, and provides a procedure to update the distribution parameters θ ∈ Θ ⊆ R D , where D is the number of parameters. It defines the utility function as a quantile-based transformation of f , namely, u n (x) = w(P θn [y : f (y)
f (x)]), where w : [0, 1] → R is a non-increasing function. The objective of the IGO algorithm is to update the distribution parameters, θ, to increase the expected value of the utility function, J n (θ) = X u n (x)p θ (x)dx, where p θ (x) is the probability density at a point x ∈ X given θ. Note that the function J n (θ) will be differentiable under a mild condition on P θ independently of f and X. The idea is to take the gradient information of J n (θ) to optimize θ, which leads to optimizing x ∈ X indirectly. The IGO takes the so-called natural gradient [21] , which is computed as the product of the inverse of the Fisher information matrix I −1 (θ n ) and the vanilla gradient of J n , namely, ∇J n = [∂J n /∂θ 1 , . . . , ∂J n /∂θ D ] at θ = θ n . The natural gradient of J n can be approximated by the Monte-Carlo,
where λ is the number of samples, W (i; x n,1 , . . . , x n,λ ) is the weight defined in (6) with a specific choice of w i . The resulting algorithms fit in the form (7), where g is replaced with the natural gradient of the log-likelihood,
It is known that the PBIL and a variant of covariance matrix adaptive evolution strategy are derived as instantiations of the IGO framework.
Policy Gradient with Parameter Exploration
Consider the control task of an agent, which has a parameterized policy, i.e., control law, u(s; w), where s ∈ S is the observed state of the agent, w ∈ W is the policy parameter, and u : S → A maps the observed state to an action. The agent interacts with the environment, where the next state of agent is determined by the unknown transition probability kernel, p(s ′ | s, a), where s ∈ S and a = u(s; w) are the current state and the current action, and s ′ is the next state. Given the history, h = (s 0 , a 0 , s 1 , a 1 , . . . , s T −1 , a T −1 , s T ), of states and actions in T steps, the agent receives a reward, r(h) ∈ R. The objective of the learning task is to optimize w so as to maximize the expected reward f (w) = E[r(h)]. The control law is often modeled by a multi-layer perceptron, where w ∈ W = R d is the vector consisting of link weights between neurons. Since the transition probability kernel, which can be deterministic, is unknown to the agent, the function f : R d → R to be minimized forms a black-box objective.
The Policy Gradient with Parameter Exploration (PGPE) [22] takes a probability model q(w; θ) on W parameterized by θ ∈ Θ ⊆ R dim(θ) . It takes the expectation of f (w) over q(w; θ) to define the expected objective J(θ) = f (w)q(w; θ)dw. The PGPE takes the vanilla gradient ∇J at θ n . The vanilla gradient of J(θ) can be approximated by the Monte-Carlo,
where λ is the number of samples, w i for i = 1, . . . , λ are independent samples drawn from q(·; θ), N h is the number of histories observed for each w i , and h i,j are the histories generated by the agent with polity u(·; w i ). If the transition in environment is deterministic, f (w i ) = r(h i,j ) for any j = 1, . . . , N h , hence no need to set N h > 1. The parameter update reads
where n = 1, . . . is the iteration counter, A n ∈ R D×D is a generalized step-size. In references [22, 23] , the independent Gaussian model is employed, where the parameter θ encode the mean vector m ∈ R d and the standard deviation in each coordinate σ i > 0 for i = 1, . . . , d. The generalized step-size is then
. We find that it is proportional to the inverse of the Fisher information matrix I(θ) of q(·; θ). Indeed, I(θ) for this model is a diagonal matrix whose ith and d + ith diagonal elements are 2/σ 2 i . Rewriting α, the parameter update reads
It turns out to be equivalent to the information geometric optimization algorithm, except that the nonlinear transformation f (w i ) → W (i; w 1 , . . . , w λ ) in (6) is not performed.
Other Examples
The rank based search algorithms of the form (7) include probabilistic model based algorithms such as cross-entropy optimization algorithms [24] and estimation of distribution algorithms [25] . Though we are motivated to analyze rankbased algorithms, our approach is not limited to rank-based methods. It also includes randomized derivative-free methods such as natural evolution strategies (NES) [26] or adaptive simultaneous perturbation stochastic approximation (SPSA) [27] . Reinforcement learning algorithms for an episodic task such as policy gradients with parameter-based exploration [22] are also included in our framework. The search space X is not necessarily a continuous domain; it can be discrete as long as the probability distribution is parameterized by a continuous parameter vector as in the PBIL in Section 2.2.
Ordinary Differential Equation Methods
Ordinary Differential Equation (ODE) methods are major methodologies to prove the convergence of recursive stochastic algorithms of the form (1). We use in the sequel the following rewriting of the algorithms
where M n = F n − F (θ n ) is a martingale difference sequence. Throughout the paper, we assume that θ n never leaves its domain Θ for α small enough. Under some regularity conditions, it can be proven that the stochastic sequence {θ n } n 0 converges towards the attractor set of the associated ODE (2).
Here we demonstrate a simple ODE method that relates the behavior of a recursive stochastic algorithm (13) and its associated ODE (2) . To illustrate the basic principle of the approach, we pose a relatively strong assumption that allows us to obtain an easy proof, namely
That is, we assume that the second moment of F n is bounded by a constant over the domain of θ. This assumption may not be satisfied especially when the domain of θ is unbounded.
Let ϕ : R 0 × Θ be the flow derived from F , i.e., ϕ(t; θ 0 ) is an extended solution to the initial value problem dθ dt = F (θ) with θ = θ 0 at t = 0. More precisely, ϕ(·; θ 0 ) is an absolutely continuous function defined on R 0 that satisfies
This definition of the solution is extended in the sense that it may have non differentiable points in a set of zero measure. The existence of a solution of the ODE dθ dt = F (θ) of the form (14) is verifiable without knowing the explicit solution using, for example, Carathéodory's existence theorem.
Let α n be a deterministic and possibly time-dependent step-size and define
Given θ n and N 1, we consider θ n+N as the approximation stemming from (13) of the solution ϕ(t n,N ; θ n ) to the ODE at time t = t n,N with the initial condition ϕ(0; θ n ) = θ n . It follows from (13) 
and from (14) that if the solution exists then it satisfies ϕ(t n,N ; θ n ) = θ n + tn,N 0 F (ϕ(τ ; θ n ))dτ for any n ∈ N and N ∈ N + , hence the difference between θ n+N and ϕ(t n,N ; θ n ) can be expressed as
Assume that F is Lipschitz continuous with L as the Lipschitz constant. The second term on the RHS of (16) is considered as the sum of the errors due to the time-discretization of the ODE solution. It is not difficult to imagine that we can obtain a O(ε n,N ) bound for the second term because of the Lipschitz continuity. The third term is the sum of the martingale difference noises. By the uncorrelation of martingale difference sequences, we can obtain a O(ε
L θ n+i − ϕ(t n,i ; θ n ) because of the Lipschitz continuity of F . Then, we can apply the discrete Gronwall inequality [28] to obtain the following result. Its proof is found in the proof of Theorem 12, which is an extension of the following theorem.
Theorem 3. Consider an algorithm of the form (13) on the domain Θ = R dim(θ) with deterministic and possibly time-dependent step-size α = α n . As-
. Then, for any θ there exists a unique solution ϕ : R 0 satisfying (14) and for any n ∈ N and N ∈ N + ,
If the step-size satisfies n α n = ∞ and n α 2 n < ∞, then for any fixed N 1, ε n,N → 0 and t n,N → 0 as n → ∞. Hence, we obtain with (17) that
Roughly speaking, the limit behavior of {θ n+k } 0 k N for n → ∞ follows the continuous-time trajectory ϕ(·; θ n ) for any fixed N . Therefore, if the associated mean ODE has a global attractor θ * in the sense that lim t→∞ ϕ(t; θ) = θ * for any θ ∈ Θ, the sequence θ n will converge towards the global attractor. However, the algorithms that we are interested in (e.g., rank-based search algorithms) are using a constant step-size in which case they exhibit convergence. We do not observe geometric convergence if the step-size is decreasing.
If the step-size is constant over time index n, for any n 0 and N 1, ε n,N → 0 and t n,N → 0 as α → 0. Therefore, (17) immediately implies that
Roughly speaking, the stochastic sequence {θ n+k } k∈ 0,N can follow the continuoustime trajectory ϕ(t; θ n ) for t ∈ [0, N α] with arbitrary precision by taking a sufficiently small α. This is not only for the limit behavior, but it holds for any n. However, since t n,N = N α and ε n,N = N α 2 , one can see from the RHS of (17) that the upper-bound found for the term
increases infinitely as N → ∞ for any fixed α > 0. Therefore, we do not get the convergence of {θ n } n 0 from this argument. Theorem 3 in Chapter 9 of [3] , for example, deals with a recursive algorithm with a constant step-size by utilizing a similar idea to Theorem 3, assuming that the associated ODE has a global exponential attractor θ * , that is, one can pick T > 0 independently of θ ∈ Θ such that ϕ(T ; θ) − θ * 1 2 θ − θ * . Then, letting N = ⌈T /α⌉, we have that t n,N ∈ [T, T + α) and ε n,N ∈ [T α, (T + α)α), which indicates that for any C > 0 there existsᾱ > 0 such that the RHS of (17) is no greater than C for any α ∈ (0,ᾱ]. Then, we have
From the above inequality we obtain an upper bound
2C. We can conclude that E[ θ N ·k − θ * ] eventually becomes arbitrarily small as we take α small enough, however, we do not derive the convergence of {θ n } towards θ * . There are a few applications of ODE based methods to analyze algorithms to solve deterministic optimization. Yin et al. [29, 30] have analyzed a variant of evolution strategies, namely the (1, λ)-evolution strategy, by means of the ODE method. Nevertheless, θ encodes only the mean vector m in those aforementioned studies and the overall variance v is controlled by a function of the gradient of the objective function. Hence the algorithm analyzed is significantly different from state-of-the-art evolution strategies that adapts m and v simultaneously. Moreover, since these studies are based on the asymptotic relation between the parameter sequence and the ODE where they assume the decreasing learning rate or a constant but infinitesimal learning rate, they can not obtain geometric convergence (Theorem 5.2 of [30] ). Recently, a probability model based search algorithm that can be regarded as a variation of the covariance matrix adaptation evolution strategy has been proved globally convergent [31] . Their algorithm is more practical than the one above, yet the analysis relies on the ODE method with decreasing step-size. Therefore, the convergence is not geometric.
Gerencsér and Vágó [32] have developed an approach based on the ODE method to prove the geometric convergence of SPSA for noise free optimization with a constant step-size. In their work, θ n represents the current candidate solution X n in R d and F n is an estimate of the gradient of function f that is approximated by taking a pair of symmetric perturbation with perturbation strength c n , i.e., X n ± c n ∆ n , where ∆ n is a random vector. The geometric convergence of the SPSA with a constant c n = c on a convex quadratic function has been proven but the approach cannot generalize to a context where not only X n is adapted. Remark also that it is crucial to adapt c n to obtain a good practical algorithm, in the same way that it is crucial to use line-search procedures to determine the step-size in gradient-based algorithms. This adaptive scenario is not covered in [32] .
Besides the fact that the algorithms we are interested to analyze run with a constant step-size, we have to overcome the following potential difficulties to prove the geometric convergence of the algorithms such as rank-based search algorithms. One is that the optimal parameter θ * (that is, the parameter one optimally wants to converge to-which is usually clear for a given context) is typically located on the boundary of the domain Θ, and it is not necessarily included in Θ. In the case of adaptive ESs, the optimal parameter is θ * = (m, v) = (x * , 0). Since the variance of a probability distribution should be positive, θ * is on the boundary ∂Θ and is not included in Θ. Convergence towards points on the boundary which are not necessarily in the parameter set is not standard in ODE analysis.
Another issue is that the optimal parameter θ * may not be the unique equilibrium point of the associated ODE (2) in the closure cl(Θ). In some cases, we might be able to extend the domain Θ to cl(Θ) by extending F by continuity. However, for the algorithms we are interested in, we have F (θ) = 0 for some θ ∈ ∂Θ. For example, if v n is zero in the step-size adaptive ES described in Section 2.1, we have F n = 0, implying that F (θ) = 0 for any θ ∈ ∂Θ where v is zero. Therefore, in any ε-neighborhood {θ ∈ cl(Θ); θ − θ * < ε} of θ * , there exists infinitely many equilibrium points of the associated ODE (2). This prevents us from choosing the most commonly used Lyapunov function V (θ) = θ − θ * 2 to prove that the optimal point θ * is a global attractor of the ODE (2). Indeed, the time derivative of V along the ODE solution, i.e., ∇V T F (θ), is arbitrarily close to zero near equilibrium points. This violates the Lyapunov's stability criterion.
The last issue is that the geometric convergence of the parameter vector {θ n } n 0 using the Euclidean metric is generally not what we want. For the rank-based optimization algorithm described in Section 2, we typically want to show the geometric convergence of candidate solutions, {X n,i } i∈ 1,λ ,n 0 , generated from {P θn } n 0 at each iteration n, or the geometric convergence of the sequence of the mean vectors or any other representative points of {P θn }. They may not be directly connected to the geometric convergence of {θ n } n 0 in a Euclidean sense since one can pick arbitrary parameterization of the probability distribution when designing the algorithm.
Global Geometric Convergence via ODE Method
We present now our main results to prove the geometric convergence of algorithms exemplified in Section 2. It relies on finding a function Ψ : Θ → R 0 that should satisfy conditions A1 and A2 presented in the introduction so as to imply the geometric convergence of Ψ(θ n ) to zero for an appropriate choice of the learning rate α. The function Ψ will typically upper-bound the interesting quantities whose geometric convergence we want to prove-for example, if our objective is to show the geometric convergence of the expected distance between the candidate solution X n ∼ P θn and the optimal point x * of f :
The first condition A1 that should be satisfied by Ψ translates that the function Ψ decreases along the trajectories of the solutions of the ODE (2), similarly to Lyapunov functions to prove stability of equilibrium of ODEs. This decrease should however be geometric. The second condition A2 is to control the deviation between the stochastic trajectory and the solution of the ODE.
After stating that A1 and A2 imply the geometric convergence of Ψ(θ n ) in Theorem 4, we will derive a corollary on the first hitting time bound and discuss the choice of Ψ for two example algorithms that were presented in Section 2
Theorem: Sufficient Conditions for Geometric Convergence
In the following theorem we prove that the conditions A1 and A2 explicated above imply the global geometric convergence of the expectation of Ψ(θ n ) for a small enough α belonging to a set Λ characterized below. Theorem 4. Let {θ n } n 0 be a sequence defined by (13) with θ 0 given deterministically. Let ϕ : R 0 × Θ → Θ be an absolutely continuous function satisfying (14) . Suppose that there is a function Ψ : Θ → R 0 satisfying the following two conditions:
and for any θ ∈ Θ and any t ∈ R 0
A2 There exists ∆ A2 : R + × R + → R + nondecreasing w.r.t. each argument such that ∆ A2 (α, T ) ↓ 0 as α ↓ 0 for any fixed T , and for any N ∈ N + and
1/N and define Λ = {α > 0 : γ α < 1}. Then, Λ is nonempty, and for any α ∈ Λ there exists at least one N α) ) otherwise. Then, for all θ 0 ∈ Θ and for all n ∈ N + , the stochastic algorithm (13) with α ∈ Λ satisfies the following inequality
Moreover,
Proof. First we show that Λ is nonempty. According to A1, we can take T such that ∆ A1 (T ) < 1/2. Then, since ∆ A2 (T /N, T ) ↓ 0 as N ↑ ∞ according to A2, we can choose N such that ∆ A2 (T /N, T ) < 1/2 for the fixed T . Then, for such an N and α = T /N , we have
for such an α, this implies α ∈ Λ. Therefore, Λ is nonempty.
Next we prove that for any α ∈ Λ there exists an N ∈ N + such that
Hence, there exists at least one N ∈ N + that minimizes (∆ A1 (N α) + ∆ A2 (α, N α)) 1/N . Since an algorithm of the form (13) is time-homogeneous, the assumption A2 implies E n [Ψ(θ n+N )] Ψ(ϕ(N α; θ n )) + ∆ A2 (α, N α)Ψ(θ n ) for any n ∈ N. From A1 and A2, we have for
Then, for any n ∈ 0, N α − 1 and k ∈ N,
On the other hand, sinceγ α (
This completes the proof of (22) . Taking the natural logarithm, dividing by n, and taking the limit of supremum, we finally have lim sup n 1 n ln(E[Ψ(θ n )]/Ψ(θ 0 )) ln γ α . This completes the proof of (23).
Remark 5. The set Λ in Theorem 4 is not necessarily an interval. However, we can show that there exists aᾱ > 0 such that (0,ᾱ] ⊆ Λ. Indeed, as in the first paragraph of the proof of Theorem 4, let T such that ∆ A1 (T ) < 1/2 and letN be the smallest N ∈ N such that ∆ A2 (2T /N, 2T ) < 1/2 andᾱ = 2T /N . Then, for any α ∈ [ᾱ/2,ᾱ], we have that αN T and
Suppose that we can choose Ψ such that A1 and A2 hold. Then, an algorithm of the form (13) exhibits geometric convergence of {Ψ(θ n )} n with a rate of convergence upper bounded by ln γ α , if the learning rate α is taken in Λ. According to Remark 5, a sufficiently small α will be in Λ. The upper bound of the rate of convergence, ln γ α , depends on α. The smaller the α is, the closer the sequences {Ψ(θ n+N )} n and {Ψ(ϕ(N α, θ n ))} n are for a fixed N because of A2, but Ψ(ϕ(N α, θ n ))/Ψ(θ n ) will be larger because of A1. This may lead to a larger ln γ α . Similarly to the above theorem, we lower bound the expected decrease of Ψ(θ n ), as stated in the next theorem.
Theorem 6. Let {θ n } n 0 and ϕ defined in Theorem 4. Suppose that there is a function Ψ : Θ → R 0 satisfying the following two conditions:
and ∆ B1 (t) ↑ c as t ↓ 0 for some c ∈ (0, 1], and for any θ ∈ Θ and any
B2 There exists ∆ B2 : R + × R + → R + nondecreasing w.r.t. each argument such that ∆ B2 (α, T ) ↓ 0 as α ↓ 0 for any fixed T , and for any N ∈ N + and
1/N and define Λ = {α > 0 : γ α > 0}. Then, Λ is nonempty, and for any α ∈ Λ there exists at least one N α) ) otherwise. Then, for all θ 0 ∈ Θ and for all n ∈ N + , the stochastic algorithm (13) with α ∈ Λ satisfies the following inequality
Proof. The proof is analogous to the one for Theorem 4. Take T such that ∆ B1 (T ) > c/2 and choose N such that ∆ B2 (T /N, T ) < c/2. Then, for such N and α = T /N we have
Moreover, there exists a finite N α since ∆ B1 (N α)−∆ B2 (α, N α) is nonincreasing w.r.t. N and is positive for a bounded N for a given α ∈ Λ. Instead of (24), we have from B1 and B2,
On the other hand, sinceγ
)Ψ(θ 0 ) for any n ∈ N. This completes the proof of (27) . Taking the natural logarithm, dividing by n, and taking the limit of infimum, we finally have lim inf n
This completes the proof of (28).
Consequences in Optimization: Geometric Convergence and Hitting Time
Bound Consider a rank-based stochastic algorithm of the form (7) minimizing a deterministic function f : X → R. Let d : X × X → R 0 be a distance function on X and x * ∈ X be the well-defined optimum of the objective function, x * = argmin x∈X f (x). As a consequence of the geometric convergence of {Ψ(θ n )} n , we can derive from (22) a bound on the rate of convergence of the sequence of random vectors {X n ∈ X} n 0 drawn from P θn provided the expected distance between X n and the optimum is upper bounded by a constant times Ψ(θ n ) as stated in the following corollary.
Corollary 7. If we can choose Ψ(θ n ) such that it satisfies the assumptions of Theorem 4 and E n [d(X n , x * )] CΨ(θ n ) for some constant C > 0, we obtain the anytime bound of the expected distance
where Λ, γ α ,γ α , N α are as defined in Theorem 4 and independent of θ 0 . Moreover,
That is, the asymptotic bound on the expected distance to the optimum is O(γ n α ). Similarly, if we can find Ψ satisfying the assumptions of Theorem 6 and E n [d(X n , x * )] CΨ(θ n ) for some C, we can deduce a lower bound of the expected distance. The asymptotic bound is then Ω(γ n α ), where γ α is different from the one for the above upper bound. Combining them, we obtain the geometric decrease of the expected distance. In contrast, in machine learning, stochastic gradient methods constitute an important class of algorithms whose convergence is analyzed with ODE methods or stochastic approximation techniques. On these learning problems, the bound on the generalization error achieved by those methods scales like O(n −β ) for some constant β > 0 [33] and match the asymptotic lower bound [34] , where β = 1/2 for convex functions with ℓ q -Lipschitz continuity with q 1, β = 1 if in addition the function is ℓ 2 -strong convex. The difference between these bounds shows that the setting we would like to analyze and the conclusions we would like to draw by using Theorem 4 differ from what has been analyzed by conventional ODE methods before. Remark however, that Le Roux et al. [35] analyze a variant of the stochastic gradient method with a constant step-size in a finite batch setting and show a training error bound scaling like O(γ n ) for the given batch assuming strong convexity of the sample average and smoothness of each summand. Their proof relies on finding a Lyapunov function V : Θ → R 0 of a parameter θ and show E n [V (θ n+1 )] = c · V (θ n ) for some constant c ∈ (0, 1) independent of the iteration count n. The idea is similar to the one of our paper, while they do not go through the mean ODE. In contrast to their setting, one difficulty for us-that does not allow to directly bound Ψ(θ n )-is that it is rather non-trivial to find a function Ψ such that Ψ(θ n ) decreases at every iteration. It is due to the comparison-based and adaptive nature of algorithms. Going through the mean ODE allow us to show this decrease in N α iterations easily (see the proof of Theorem 4) while we expect it would be tedious to show by hand.
Another consequence of Theorem 4 is the first hitting time bound that is a more commonly accepted runtime measure for algorithms in discrete domains. Given ε > 0, we define the first hitting time of X n to the ε-ball B ε (x
where τ is incremented by one because our count of the iteration starts from zero. Note that if X is discrete and ε is the smallest distance from x * to any point in X \ {x * }, this is the number of iterations to obtain the optimum. Using Theorem 4 we can deduce an upper bound of the first hitting time.
Corollary 8. Given δ ∈ (0, 1) and ε > 0, the first hitting time τ defined in (31) is upper bounded bȳ
with probability at least 1 − δ, i.e., Pr[τ τ ] 1 − δ.
]/ε by the Markov's inequality, the probability of X n hitting the ε-ball B ε (x
δ w.r.t. n and incrementing it by one, we obtain τ .
Note that a known lower bound on the first hitting time for rank-based or comparison based algorithms is Ω(ln((1 − δ)/ε)) [36] . The above upper bound O ε→0 (ln(1/ε)) matches the known lower bound. Using the formula for the expectation of non-negative random variable, we have
Therefore, we can also deduce the upper bound of the expected first hitting time.
Connection with Lyapunov Functions and on the Choice of Ψ
We explain in this section the link between the function Ψ and a Lyapunov function to analyze the stability of equilibrium points of ODEs. We then discuss how to practically choose the function Ψ and illustrate some possible Ψ on two examples.
The function Ψ can be seen as a Lyapunov function for the stability analysis of an ODE at a stationary point. We remind that a Lyapunov function V : R dim(θ) → R 0 used to investigate the asymptotic stability of an ODE dθ dt = F (θ) at a stationary point θ * is required to be continuous and nonnegative in a neighborhood U ⊆ Θ of θ * . In addition V (θ) = 0 if and only if θ = θ * , and there exists a time derivativeV (θ) = dV (θ(t)) dt
=∇V (θ)
T F (θ) along the solution which should be negative for θ ∈ U \ {θ * } (V decreases along the trajectory t → θ(t)). Under those conditions, one can conclude that the solution of the ODE converges towards θ * starting from any θ ∈ U . A first difference between Ψ and a Lyapunov function V is that since θ * is typically on the boundary of Θ and θ * / ∈ Θ, Ψ(θ * ) or the limit lim θ→θ * Ψ(θ) will not be well-defined. As an example, consider Ψ(θ) = θ max(1, |θ 1 |/|θ 2 |), where θ = (θ 1 , θ 2 ) ∈ R 2 and the limit lim θ→θ * Ψ(θ) is not well-defined. In this case the geometric convergence of Ψ(θ) → 0 does not only imply the convergence of θ → θ * = (0, 0), but also tells us how it approaches θ * , i.e., θ 2 can not converge faster than θ 1 does. Another difference with typical Lyapunov functions used to prove the asymptotic stability of solutions of an ODE is that we require more than the negativity of the time derivative of Ψ along the solution of the ODE, in the sense that the conditions are similar to those for the exponential stability analysis. Another difference is that the zero of Ψ are not necessarily unique since we are interested in the geometric convergence of Ψ(θ n ) itself, not the convergence of θ n in Θ. The convergence towards a unique attractor θ * is achieved if we add the condition that Ψ(θ) → 0 happens only when θ → θ * . Otherwise we will obtain the convergence of the parameter to a subset of the closure of Θ. Nonetheless, the intuition behind the function Ψ and a Lyapunov function is very similar.
Condition A1 (or A3 in Theorem 16 in the following section) is a condition on the speed of the convergence of Ψ along the solution of the ODE (2). The requirement of (25) is stronger than assuming the global (or local) convergence of Ψ(ϕ(t; θ)) to zero, since the function ∆ A1 needs to be chosen independently of the initial parameter θ. The condition (25) typically holds in the context we are interested in because we often have geometric (i.e., exponential) convergence, that is Ψ(ϕ(t; θ)) Ψ(θ)e −Ct for some C > 0, when the algorithm converges geometrically. However, (25) is slightly less restrictive or weaker than exponential convergence that allows us to use a loose upper bound ∆ A1 (t) for Ψ(ϕ(t; θ))/Ψ(θ) such as ∆ A1 (t) = 2/(t + 1). This is helpful when it is not trivial to derive a tight upper bound.
Assumption A2 (or A4) is a condition on the deviation of the stochastic process Ψ(θ n+N ) from the ODE solution Ψ (ϕ(N α; θ n ) ), the counterpart of the conclusion of Theorem 3. What differs compared to Theorem 3 is that we compute the difference in Ψ instead of the difference in the Euclidean sense θ n+N − ϕ(N α; θ n ) , and that the upper bound is proportional to Ψ(θ n ). The first point is because we want to prove the geometric convergence of Ψ(θ n ) rather than the geometric convergence of the parameter sequence in the Euclidean sense θ n − θ * . The second point is because algorithms following (7) typically adapt the variance of samples as θ may encode the variance of the distribution P θ , resulting in controlling the variance of F n . When θ n is approaching θ * where the variance parameter is zero, the variance of F n , and hence the variance of Ψ(θ n ), approaches zero, while Ψ(θ n ) → Ψ(θ * ) = 0. If we have an upper bound of the form E n [Ψ(θ n+N )] Ψ(ϕ(N α; θ n )) + ∆ A2 (α, N α), we cannot conclude to the geometric convergence of Ψ(θ n ). Instead, we may obtain the convergence of Ψ(θ n ) in a compact set including zero, as discussed after Theorem 3. Therefore, A2 is essential to derive the geometric convergence of Ψ(θ n ).
Here we present two examples: the step-size adaptive ES described in Section 2.1 and the PBIL described in Section 2.2. We provide a candidate of the function Ψ for each case.
Example 9 (
Step-size adaptive ES on spherical functions). We consider the step-size adaptive ES solving a spherical function f (x) = g( x ) on X = R d , where g : R → R is an arbitrary increasing function. To have a simple demonstration of the application of the theorem, we consider that m n is fixed at the optimum of f , that is x * = 0, and consider only the speed of convergence of v n . Then, Θ = R + . We choose Ψ(θ) = v 1/2 . The reason is the following. In the Euclidean space, the expected distance between the optimal solution x * and a sample X n from the multivariate Gaussian distribution with parameter θ n = v n is bounded from above as
For the geometric convergence of Ψ(θ n ) to lead to the (expected) geometric convergence of X n towards x * , v 1/2 n needs to converge geometrically towards zero. The function Ψ(θ) = v 1/2 satisfies this constraint and the conditions A1 and A2. This will be proven in Section 5.1.1 by using the practical conditions presented in Section 5. The result is formalized in Proposition 14.
We now turn to the second example, namely the PBIL algorithm.
Example 10 (PBIL algorithm on OneMax). We consider the PBIL algorithm for minimizing the one dimensional OneMax function f (x) = 1 − x, x ∈ X = {0, 1}. Then Θ = (0, 1) and we want θ to converge towards 1. For further simplicity, assume λ = 2, w 1 = 1 and w 2 = 0. In this case, the Markov chain {θ n } n 0 is defined by θ n+1 = θ n + αF n where F n takes only two values: 1 − θ n with probability 1 − (1 − θ n ) 2 and −θ n with probability (1 − θ n ) 2 . Then, F (θ) = (1 − θ)θ. We choose Ψ(θ) = (1 − θ)/θ 1/2 due to the following reason. We consider the Hamiltonian distance d(x, y) = |x−y|. Then, the expected distance between the optimal solution x * = 1 and the sample X n from the Bernoulli distribution with parameter θ n is 1−θ n . For the geometric convergence of Ψ(θ n ) to lead to the geometric convergence of X n towards x * , we need Ψ(θ) (1−θ)/C for some constant C > 0. The other fact to be considered is that F (θ) vanishes when θ approaches 0 or 1. It is problematic since F (θ) → 0 as θ → 0 leads to a slow change of (1 − θ)/C near θ = 0, which prevents us to choose 1 − θ as Ψ(θ) since A1 in Theorem 4 may fail. With Ψ(θ) = (1 − θ)/θ 1/2 , we have Ψ(θ)
(1 − θ) and both A1 and A2 in Theorem 4 are satisfied. This will be proven in Section 5.1.2 by applying the practical conditions presented in Section 5.
Practical Conditions
In general, we cannot obtain the flow ϕ explicitly, while the conditions presented in Theorem 4 and in Theorem 6 are formed with ϕ. In this section, we develop practical conditions to verify A1 and A2 (or A3 and A4 in Theorem 16 in Section 6) without knowing the explicit solution ϕ of the ODE. Those conditions are presented in Theorem 11 and Theorem 12. We then show in Section 5.1 how to apply those practical conditions on the two examples described in Section 4.3.
To prove A1 or A3 without knowing ϕ explicitly, we typically utilize Lyapunov's argument for exponential stability [37] . Assume that Ψ is differentiable. If we can show that there exists a constant C > 0 such that for any θ ∈ Θ,
where D F (θ) Ψ(θ) denotes the directional derivative of Ψ at θ in the direction of F (θ), then the flow will satisfy Ψ(ϕ(t; θ)) Ψ(θ) exp(−Ct), which satisfies A1 with ∆ A1 (t) = exp(−Ct). Then, we do not need to know the explicit solution ϕ of the ODE. An analogous argument holds for the lower bound in B1. If Ψ has non-differentiable points, we may replace the left-hand side of the inequality (33) with the upper and lower Dini directional derivative of Ψ at θ in the direction of F (θ) defined as,
as is stated formally in the following proposition, whose proof is included in the appendix.
Theorem 11. If Ψ is a locally Lipschitz function that satisfies for some C > 0
for all θ ∈ Θ, then the condition A1 in Theorem 4 holds with ∆ A1 (t) = exp(−Ct). Similarly, if (34) holds for any θ ∈ U = {θ ∈ Θ; Ψ(θ) < ζ} for some ζ > 0, then condition A3 in Theorem 16 holds with these ζ, U , and ∆ A3 (t) = exp(−Ct). Moreover, if there exists C > 0 such that
for any θ ∈ Θ, then the condition B1 in Theorem 6 holds with ∆ B1 (t) = exp(−Ct).
If Ψ is differentiable, the constants for the lower and the upper bounds are given by
To prove A2 or A4 without knowing ϕ explicitly, we may use the following theorem and its corollary, whose proof is included in the appendix. Remember that for a positive definite symmetric matrix Q, let θ 2 Q = θ T Qθ denote the square Mahalanobis norm.
Theorem 12.
Consider an algorithm of the form (13) with a deterministic and time-independent step-size α. Given θ n ∈ Θ, let Θ α,N (θ n ) andΘ N α (θ n ) be subsets of Θ that {θ n,k } N k=0 and ϕ(t; θ n ) for t ∈ [0, N α], respectively, stay in almost surely. Let U ⊆ Θ. We assume that for any θ n ∈ U , P1 there exists a positive definite symmetric matrix Q α,N (θ n ) satisfying the inequality ∇Ψ(θ)
, where this condition needs to be satisfied for all pseudo gradients instead of ∇Ψ(θ) if Ψ is not differentiable but absolutely continuous;
P3 there exists a function ∆ L that is independent of θ n ∈ U , nondecreasing w.r.t. both arguments, and satisfies
Then, ϕ : [0, N α] →Θ N α (θ n ) is a unique solution satisfying (14) and
Corollary 13. Let Θ α,N (θ n ),Θ N α (θ n ) and ∆ L be the same as in Theorem 12, and assume P1, P2, P3 and P4. Additionally, we assume that P5 there exists a function ∆ R that is independent of θ n ∈ U , nondecreasing w.r.t. each argument, and
then, the condition A4 of Theorem 16 is satisfied with
If U = Θ, condition A2 of Theorem 4 as well as condition B2 of Theorem 6 are satisfied with ∆ A2 = ∆ B2 = ∆ A4 defined above.
Theorem 12 introduces the subsets
The motivation of the introduction of these sets is to limit the situations one has to deal with to satisfy the conditions P1-P4. It is often the case that one can bound the parameter set that ϕ(t; θ n ) can reach in a finite time, whereas one may not be able to obtain a bounded set for Θ α,N (θ n ) due to the stochastic nature. Comparing to Theorem 3, P1 is to treat the progress in Ψ rather than the Euclidean distance. The conditions P2 and P3 are weaker than the corresponding assumptions in Theorem 3; they will be replaced by the global Lipschitz continuity
The function R in P4 is replaced by a constant K in Theorem 3. The condition P5 in Corollary 13 is the only assumption additionally posed to obtain geometric convergence (condition A2 of Theorem 4 and condition A4 of Theorem 16).
Applications
We apply the practical conditions derived in Theorem 11 and Theorem 12 to prove conditions A1 and A2 of Theorem 4 as well as conditions B1 and B2 of Theorem 6 for the two examples described in Section 4.3.
Example 9 (step-size adaptive ES)
First, we prove the condition A1 of Theorem 4 by using Theorem 11. As stated in (10) (see Remark 2), we can write
where P θ is a multivariate Gaussian distribution centered in zero and with covariance matrix equal to θ = v times identity. Since f (x) = g( x ) for some strictly increasing g, we find
Here N is a d-variate normally distributed random vector and P is its probability distribution. Moreover, u(P [N :
are negatively correlated since u defined in (11) is decreasing as long as w i w j for all i < j and w 1 > w λ . It is straightforward to prove that they have finite second and fourth centered moments. Then, by using the improved Chebyshev's sum inequality (Theorem 20) and Proposition 21 in the appendix, we obtain L = − R d u(P [N :
Remember that Ψ(θ) = Ψ(v) = v 1/2 (see Example 9) . The gradient of Ψ times F is then
By Theorem 11, we have that condition A1 of Theorem 4 and condition B1 of Theorem 6 hold with
To prove condition A2 in Theorem 4, we apply Theorem 12. From the above derivation, we have v n ϕ(t; θ n )
We first need to choose
of Theorem 12 is satisfied. Together with the Lipschitz continuity of F , we have
which satisfies P2 and P3.
To obtain P4, we observe
where in the RMS the expectation is taken over λ independent d-multivariate Gaussian random vectors N i with mean zero and covariance matrix identity. For the second equality, we used the facts that X n,i /v 1/2 n are independently and d-multivariate normally distributed and W (i; X n,1 , . . . , X n,λ ) is equal to
. Since the expectation is independent of the parameter θ n , letting the square root of the expected value denoted by S > 0, we have
2 with K 1 = 2 1/2 S and K 2 = 2 1/2 , which satisfies P4.
Note that ∆ is nondecreasing w.r.t. each argument. This proves P5. Finally, by applying Corollary 13, we find that the function 
Proposition 14 (Geometric convergence of
Step-size adaptive ES). Consider the step-size adaptive ES described in Example 9 with mean fixed to the optimum applied to a spherical function and let
, where L, K 1 , K 2 and ∆ R appear above. Then, Ψ, ∆ A1 , and ∆ A2 satisfy conditions A1 and A2 in Theorem 4. Therefore, E 0 [Ψ(θ n )] converges geometrically towards zero for any θ 0 ∈ Θ as long as α ∈ Λ, where Λ appears in Theorem 4. Moreover, conditions B1 and B2 in Theorem 6 are satisfied with ∆ B1 = ∆ A1 and ∆ B2 = ∆ A2 .
It implies that the variance of the distribution converges geometrically, and it can not be faster. Nevertheless, the convergence of the above algorithm itself is not more than the demonstration of the application of our practical condition since the mean vector of the distribution is fixed to the optimum. While for the sake of illustration we sketched how to prove the geometric convergence on the simple spherical function and with mean fixed to the optimum, we expect that the methodology developed in the paper applies to wider classes of functions and where both step-size and mean are adapted. In particular, we expect that we can obtain proofs of the (local) geometric convergence to a local mininum of f for functions that write f = g • h where g is strictly increasing and h is twice continuously differentiable with in addition the condition that the Hessian is positive definite at critical points of h [38].
Example 10 (PBIL algorithm on OneMax)
We now analyze the example of the PBIL algorithm described in Example 10. First, we prove that condition A1 holds by using Theorem 11. Remember that Ψ(θ) = (1 − θ)/θ 1/2 . The derivative of Ψ is
. By Theorem 11, we obtain that Ψ(θ) exp(−t) Ψ(ϕ(t; θ)) Ψ(θ) exp(−t/2), which satisfies condition A1 in Theorem 4 and condition B1 in Theorem 6.
Next, we show condition A2 by using Corollary 13. From the above derivation, we have Ψ(ϕ(t; θ n )) Ψ(θ n ) exp(−t/2) Ψ(θ n ) for any t ∈ [0, N α]. Since Ψ(θ) is monotonically decreasing w.r.t. θ, it implies that ϕ(t; θ n ) θ n . Moreover, we have from the definition of the algorithm that θ n+i θ n (1 − α) N for any i ∈ 0, N . Let β N = (1 − α) N and Θ α,N (θ n ) = {θ θ n β N } and Θ N α (θ n ) = {θ θ n }. Then, we have ϕ(t; θ n ) ∈Θ N α (θ n ) and θ n+i ∈ Θ α,N (θ n ) for all t ∈ [0, N α] and i ∈ 0, N .
Now we choose
Remember that F (θ) = (1 − θ)θ as described in Example 10. It is Lipschitz continuous with the Lipschitz constant L = 1, i.e.,
The function R satisfies R(θ a )
2 with K 1 = 2 and
Note that ∆ R is nondecreasing w.r.t. each argument. It proves P5. Finally, by applying Corollary 13, we find that the function 
Local Geometric Convergence
Theorem 4 provides a sufficient condition for the global geometric convergence of Ψ(θ n ). The assumptions A1 and A2 pose conditions over all θ ∈ Θ. For the local geometric convergence of Ψ(θ n ), we can relax the requirements by posing conditions on a subset U ⊆ Θ, rather than the whole parameter set Θ, as is stated in Theorem 16 and Corollary 17 below. and for any θ ∈ U and for any t 0
A4 There exists ∆ A4 : R + × R + → R + nondecreasing w.r.t. each argument such that ∆ A4 (α, T ) ↓ 0 as α ↓ 0 for any fixed T > 0, and for any N ∈ N + and
Let γ α = inf N 1 (∆ A3 (N α) + ∆ A4 (α, N α)) 1/N and Λ = {α > 0 : γ α < 1}. Then, Λ is nonempty, and for any α ∈ Λ there exists at least one N 1 such that N α) ) otherwise. Then, the followings hold for any α ∈ Λ and θ 0 ∈ U .
1.
Let Ω k be the event that {θ iNα } i∈ 0,k stay in U , i.e.,
) for any n ∈ N + and ε > 0.
The second statement is the counterpart of the consequence of Theorem 4, however, Ψ(θ n ) is multiplied by Á{Ω ⌊(n−1)/Nα⌋ }. This is because Ψ(θ n ) may not converge toward zero and may leave the neighborhood U , which is intuitively the basin of attraction of the desired point θ * ∈ Θ. The first statement proves the lower bound on the probability that all θ iNα for i 0 stay in U . The statement reads that this probability can be arbitrarily close to 1 as we take the initial point θ 0 such that Ψ(θ 0 ) is sufficiently small. However, there is always a positive probability that θ n leaves U . The third statement is the most interesting result. The probability of Ψ(θ n ) being smaller than a given ε > 0 will eventually be lower bounded by the probability that all θ iNα stay in U , which is lower bounded by the first statement. Roughly speaking, Ψ(θ n ) converges towards 0 as long as θ iNα stays in U for all i 0. The asymptotic results are derived in Corollary 17 after the proof of Theorem 16.
Proof. Analogously to the proof of Theorem 4, we can show that Λ is nonempty and there exists at least one N ∈ N + that minimizes (∆ A3 (N α)+∆ A4 (α, N α)) 1/N . Moreover, by applying the same argument, we obtain that
First, we prove the second statement in the theorem. Noting that
On the other hand, sinceγ α (∆ A3 (nα) + ∆ A4 (α, nα)) for any n ∈ 0, N α − 1 , we have that for such n and for any k
Combined with the above inequality, we obtain (40) and (41) we
Next, we prove the third statement of the theorem. To do so, we are going to find a lower bound on the probability of Ψ(θ n+Nαk ) being smaller than given a ε > 0. For n = 0,
and similarly for n ∈ 0, N α − 1 ,
Here we have applied the Markov's inequality and the inequalities (40) and (41) . Rewriting n + N α k as n, from the inequalities (42) and (43), we have that
Last, we prove the first statement. The definition of ζ implies that if
The inside of the expectation on the right-most side (RMS) is lower bounded by Á{Ψ(θ Nαk )Á{Ω k−1 } < ζÁ{Ω k−1 }} and its expectation is the probability Pr[Ψ(θ Nαk )Á{Ω k−1 } < ζÁ{Ω k−1 }]. As is seen in (42) , this probability is lower bounded by Pr[
Since Ω k+1 ⊆ Ω k for any k 0, from the monotone continuity of a measure from above, we have Pr[
. This completes the proof.
Corollary 17. Suppose that the assumptions of Theorem 16 hold. Then, for any α ∈ Λ and for any θ 0 ∈ U the followings hold.
Proof. The first statement is immediately obtained by substituting ε = ε n in the third statement of Theorem 16 and taking the limit infimum,
For the second statement, substituting ε = a n γ n α , where a n is an increasing sequence with a n ↑ ∞ and 1 n ln a n ↓ 0, in the third statement of Theorem 16 and we have Pr[Ψ(θ n ) < a n γ 
and the inside of the probability on the left-hand side is lim sup
. This inclusion implies that the probability of the event lim sup n A n satisfies Pr[lim sup
. This ends the proof.
Consequences: Geometric Convergence and Hitting Time Bound
Consider a rank-based stochastic algorithm of the form (7) minimizing a deterministic function f : X → R. Let d : X × X → R 0 be a distance function on X and x * ∈ X be the well-defined optimum of the objective function, x * = argmin x∈X f (x).
As consequences of Theorem 16 and Corollary 17, we obtain the following convergence results of the sequence of the samples {X n ∈ X}. The following result is an immediate consequence of the second statement of Corollary 17.
Corollary 18. If we can choose Ψ(θ n ) such that it satisfies the assumptions of Theorem 16 and if there is a constant C > 0 such that
where Λ, γ α are defined in Theorem 16.
The above corollary implies that there exists at least one subsequence {n k } k∈N+ such that lim k→∞
* )] ln γ α with probability at least Pr[Ω ∞ ], where a lower bound for Pr[Ω ∞ ] is provided in the first statement of Theorem 16. In the optimization settings, if we can find a subsequence of solutions that converges geometrically towards the optimum, it is often sufficient. Note that, however, it is not likely to happen that only some subsequences converge geometrically in practical algorithms.
The last consequence is the first hitting time bound. Recall that the first hitting time τ defined in (31) is the random variable that is the number of iterations spent before X i visits the ε-neighborhood B ε (x * ) = [x ∈ X : d(x, x * ) < ε] for the first time.
Corollary 19. Given δ ∈ (0, 1) and ε > 0, the first hitting time τ defined in (31) is upper bounded bȳ
Proof. The probability of X n ∈ B ε (x * ) is lower bounded by
for any β 1. The RHS is further bounded from below by using the first and third statements of Theorem 16,
By solving
w.r.t. n for a given δ ∈ (0, 1) and incrementing it by one, we obtainτ .
Conclusion
We propose a novel methodology to prove the geometric convergence of adaptive stochastic algorithms, in particular, comparison-based stochastic algorithms for deterministic optimization problems. The methodology is based on the socalled ODE method, which relates the stochastic algorithm with its associated ordinary differential equation. The main theorem, Theorem 4, provides sufficient conditions for an algorithm to exhibit geometric convergence with an upper bound on the convergence rate. A lower bound for the convergence rate is derived under similar sufficient conditions. Theorem 11 and Theorem 12 provide practically verifiable sufficient conditions to obtain both upper and lower bounds on the geometric convergence rate. The use of the practical conditions is illustrated on two examples stemming from optimization in discrete and continuous domains. Additionally, we further extend the methodology to cover the case of local convergence, where the geometric convergence is observed only if the initial parameter of the algorithm is close enough to the target parameter value.
This methodology is highly motivated by the will to analyze comparisonbased search algorithms, especially information-geometric optimization (IGO) algorithms. The two example algorithms presented in this paper to illustrate how to use the methodology are both comparison-based search algorithms in continuous and discrete domains. However, the setting for those algorithms is artificial as we wanted to provide simple analysis: in particular the algorithm in continuous domain considers that the mean of the sampling distribution is fixed at the optimum and the algorithm in discrete domain assumes that the dimension equals to one. We expect however that the analysis generalizes to a wider class of algorithms such as information geometric optimization (IGO) algorithms solving more general functions. Our next step would be to apply this methodology to step-size adaptive ES (3) presented in the introduction, where the convergence of the associated ODE has been shown in a previous study [38] on convex quadratic functions and twice continuously differentiable functions.
Since {X n,i } are i.i.d. from P θn , the probabilities of Á{f (X n,j ) < f (X n,1 )} = 1 and Á{f (X n,j ) = f (X n,1 )} = 1 for each j = 1 given X n,1 are q < θ (f (X n,1 )) and q = θ (f (X n,1 )), respectively. Then, the joint probability of the sums λ j=2 Á{f (X n,j ) < f (X n,1 )} and λ j=2 Á{f (X n,j ) = f (X n,1 )} being k ∈ 0, λ − 1 and l ∈ 0, λ − k −1 , respectively, is given by P T (λ−1, k, l, p, q) with p = q < θn (f (X n,1 )) and q = q = θn (f (X n,1 )) ). Then, E[W (1; X n,1 , . . . , X n,λ ) | X n,1 ] can be written as the sum of the product of k+l j=k w j+1 /(l+1) and P T (k, l; λ−1, q < θn (f (X n,1 )), q = θn (f (X n,1 ))) over k and l, 0 k λ−1, 0 l λ−k−1, resulting in u(q < θn (f (X n,1 )), q = θn (f (X n,1 )))/λ. Substituting it in (A.1) we obtain the desired equality. Note that D + [− ln Ψ(ϕ(t; θ)) − Ct] = −D + ln Ψ(ϕ(t; θ)) − C 0. We find by Theorem 2.1 in the Appendix 1 of [39] that − ln Ψ(ϕ(t; θ))−Ct is nondecreasing. This implies that − ln Ψ(ϕ(t; θ)) + Ct − ln Ψ(ϕ(0; θ)) = − ln Ψ(θ), resulting in ln Ψ(ϕ(t; θ)) − ln Ψ(θ) −Ct .
Taking the exponential of each side of this inequality, we obtain Ψ(ϕ(t; θ))/Ψ(θ) exp(−Ct). This ends the proof of the first statement. To prove the second statement, it suffices to show that ϕ(t; θ) stays within U . We prove it by contradiction. Assume that for some θ ∈ U , ϕ(t; θ) leaves U at t = τ for the first time. It means that Ψ(ϕ(τ ; θ)) ζ. However, since the time derivative of Ψ(ϕ(t; θ)) is negative, it must hold that Ψ(ϕ(t; θ)) Ψ(θ) < ζ and leads to a contradiction. Hence, ϕ(t; θ) stays within U for any θ ∈ U and t 0. This ends the proof of the second statement.
Appendix A.3. Proof of Theorem 12
Remember that t n,N = N −1 k=0 α n+k and ε n,N = N −1 k=0 α 2 n+k . If α is timeindependent, they are N α and N α 2 , respectively. Though the theorem is stated for a time-independent step-size α, we use the above notation to cover the proof for Theorem 3. For the sake of notation simplicity, we drop (θ n ) from Q α,N , Θ α,N , andΘ N α .
First, we show the unique existence of ϕ(t; θ n ) for any t ∈ [0, t n,N ]. Since F is a globally Lipschitz function onΘ N α (θ n ) thanks to P2 and P3, according to (A. 3) Here and in the rest of the proof, the sum is taken over i ∈ 0, N − 1 . We are going to bound each term of the RHS of (A.3).
First term. From P2 and P3, we have E n [ F (θ n+i )−F (ϕ(t n,i ; θ n ))
∆ L (α, t n,N ) E n [ θ n+i − ϕ(t n,i ; θ n )
2 Q ] 1/2 . Then, the first term on the RHS of (A.3) is upper bounded by ∆ L (α, t n,N ) α n+i E n [ θ n+i − ϕ(t n,i ; θ n ) 
R(θ). Moreover, ϕ(t n,i ; θ n )−ϕ(τ ; θ n ) Q = τ tn,i F (ϕ(t; θ n ))dt Q τ tn,i F (ϕ(t; θ n )) Q dt τ tn,i R(ϕ(t; θ n ))dt. Using the Cauchy's repeated integral formula and P2 and P3, we obtain that tn,i+1 tn,i F (ϕ(t n,i ; θ n ))−F (ϕ(τ ; θ n )) Q dτ ∆ L (α, t n,N ) tn,i+1 tn,i ϕ(t n,i ; θ n )− ϕ(τ ; θ n ) Q dτ ∆ L (α, t n,N ) tn,i+1 tn,i τ tn,i R(ϕ(τ ; θ n ))dτ = ∆ L (α, t n,N ) tn,i+1 tn,i (t n,i+1 − τ )R(ϕ(τ ; θ n ))dτ . Therefore, the second term on the RHS of (A.3) is upper bounded by ∆ L (α, t n,N ) tn,i+1 tn,i (t n,i+1 − τ )R(ϕ(τ ; θ n ))dτ = C 1 . Here for the second equality, we used the fact that the second term on the LHS is zero and the first and the third terms are equivalent due to the symmetry. Given x, letf x : y → (f (x) − f (y))Á{f (y) < f (x)} andg x : y → (g(x) − g(y))Á{g(y) < g(x)}. It is easy to see that if f (y) = f (z) thenf x (y) =f x (z), and if f (y) > f (z) thenf x (y) f x (z). Analogously, we have that if g(y) = g(z) theng x (y) =g x (z), and if g(y) > g(z) theng x (y) g x (z). It implies that it (f (y) − f (z))(g(y) − g(z)) 0, then (f x (y) −f x (z))(g x (y) −g x (z)) 0 holds. Since (f (y) − f (z))(g(y) − g(z)) 0 holds P ⊗ P-a.e., so does (f x (y) − f x (z))(g x (y)−g x (z)) 0. Therefore,f x andg x are almost surely non-negatively correlated for each x ∈ X.
Applying (B.3), we obtain We remain to prove that F and G are almost surely non-negatively correlated. It is easy to see by definition of F that if f (x) = f (y) then F (x) = F (y), and if f (x) > f (y) then F (x) F (y). Analogously, if g(x) = g(y) then G(x) = G(y), and if g(x) > g(y) then G(x) G(y). It implies that if (f (x) − f (y))(g(x) − g(y)) 0 then (F (x) − F (y))(G(x) − G(y)) 0. Since (f (x) − f (y))(g(x) − g(y)) 0 holds P ⊗ P-almost everywhere, so does (F (x) − F (y))(G(x) − G(y)) 0. Therefore, F and G are almost surely nonnegatively correlated. This concludes the proof.
In the above theorem, (B.1) with K = 1 implies the standard Chebyshev's sum inequality. With K = 2, we have
where X and Y are i.i.d. random variables. To evaluate the second term on the RHS in (B.6), the next proposition, which is derived by using the so-called fourth moment method [43] , is useful. Proof. We employ a lower bound technique that is known as fourth moment method [43] . That is, for any random variable X that satisfies 0 
