Abstract. Using a variant fountain theorem, we prove the existence of infinitely many homoclinic solutions of a class of fourth-order differential equations u (4) (x) + ωu (x) + a(x)u(x) = f (x, u(x)), ∀x ∈ R, where a ∈ C(R, R) may be negative on a bounded interval and F(x, u) = u 0 f (x,t)dt is superquadratic at infinity in the second variable but does not need to satisfy the known Ambrosetti-Rabinowitz superquadratic growth condition.
INTRODUCTION
We consider the nonperiodic fourth-order differential equation u (4) (x) + ωu (x) + a(x)u(x) = f (x, u(x)), ∀x ∈ R, (1.1)
periodic in x, see [5, 6, 7, 8, 9] and the references cited therein. In this kind of problems, the function a plays an important role. Compared with the case of a(x) and f (x, u) being periodic in x, there are less literatures available for the case where a(x) and f (x, u) are nonperiodic in x, see [10, 11, 12, 13, 14, 15, 16, 17, 18] . We notice that, for the case that equation (1.1) is not periodic, the following coercive condition on a is often needed to obtain the existence of homoclinic solutions: (A 0 ) a : R −→ R is a continuous function, and there exists a constant a 0 such that 0 < a 0 ≤ a(x) −→ +∞ as |x| −→ ∞ and ω ≤ 2 √ a 0 , which is used to establish the corresponding compact embedding lemmas on suitable functional spaces, see [10, 11, 15, 16] . Most of these known results were obtained for the case where F(x, u) = u 0 f (x,t)dt is superquadratic at infinity in u and satisfies the usual assumption lim |u|−→0 F(t, u) |u| 2 = 0 uni f ormly f or t ∈ R.
(1.2)
In this case, the well-known Ambrosetti-Rabinowitz superquadratic condition was usually assumed on F, see [8, 9, 14, 18] and the references therein.
In this paper, we study the existence of infinitely many homoclinic solutions for (1.1) in the case where a is unnecessarily required to be positive, and F satisfies some weak superquadratic conditions at infinity with respect to u. More precisely, we make the following assumptions: 
where
Our main result reads as follows.
Theorem 1.1. Assume that (A ) and (H 1 ) − (H 4 ) are satisfied. Then system (1.1) possesses a sequence of nontrivial homoclinic orbits (u k ) satisfying
Remark 1.2. In our assumptions, a is unnecessarily positive. in addition, the well-known AmbrosettiRabinowitz superquadratic condition is not required in our result. There are functions a and F which satisfy all the conditions in Theorem 1.1 but do not satisfy the corresponding conditions in the references mentioned above for the superquadratic case. For example, let
Then a simple computation shows that they satisfy (A ) and (H 1 ) − (H 4 ). However, a does not satisfy the positivity condition and the Ambrosetti-Rabinowitz superquadratic condition does not hold for F.
VARIATIONAL SETTING AND PRELIMINARIES
To prove our main result via the critical point theory, we need to establish the variational setting for (1.1). In the following, we shall use . s to denote the norm of L s (R) for any s ∈ [2, ∞]. Let H 2 (R) be the Sobolev space with inner product and norm given respectively by
Lemma 2.1 ( [7] , Lemma 8) . Assume that a satisfies (A 0 ). Then there exists a constant b > 0 such that
By Lemma 2.1, we define
with the inner product
and the corresponding norm
It is easy to verify that E is a Hilbert space. In order to prove our result, the following compactness result is necessary. 
Next, we shall use the following variant fountain theorem established by Zou [19] . Let E be a Banach space with norm . and E = ⊕ j∈N X j with dimX j < ∞ for any j ∈ N. Set Y k = ⊕ k j=1 X j and Z k = ⊕ ∞ j=k X j . Consider a family of functionals Φ λ ∈ C 1 (E, R) of the type 
Consider the following fourth-order system
Then (3.1) is equivalent to (1.1). Moreover, it is easy to check that hypotheses (H 1 ) − (H 4 ) still hold for F(x, u) provided that those hold for F(x, u) and function a satisfies (A 0 ). In what follows, we always assume without loss of generality that a satisfies
Consider the variational functional Φ associated to system (1.1):
defined on the Hilbert space E introduced in Section 2. Set
Lemma 3.1. Assume (A 0 ) and (H 1 ) are satisfied. Then ψ ∈ C 1 (E, R) and ψ : E −→ E * is compact, and
and
Proof. By (H 1 ), for any s ∈ [0, 1] and u, v ∈ E, we have
The Hölder's inequality implies
Using (3.4), (3.5), the Mean Value Theorem and Lebesgue's Dominated Convergence Theorem, we get,
Moreover, it follows from (2.1), (H 1 ) and (3.5) that
Therefore, J(u, .) is linear and bounded, and J(u, .) is the Gâteaux derivative of ψ at u. Next, we prove that J(u, .) is weakly continuous in u. To this end, we first claim that if u n u in E,
Arguing indirectly, by Lemma 2.2, we may assume that there exists a subsequence (u n k ) such that
for some positive constant ε 0 . By (3.7) and up to a subsequence if necessary, we can assume that
where c 1 is a positive constant. Combining this with (3.7), Lebesgue's Dominated Convergence Theorem implies
which contradicts to (3.8) . Hence the claim above is true. Now, suppose that
. By Hölder's inequality and (2.1), we have
This means that u −→ J(u, .) is weakly continuous and then it is continuous in E. Therefore ψ ∈ C 1 (E, R) and (3.2) is verified. Furthermore, ψ is compact by the weak continuity of ψ since E is reflexive. Due to the form of Φ, (3.3) is also verified and Φ ∈ C 1 (E, R). Finally, let u ∈ E be a critical point of Φ. A standard argument shows that u ∈ C 4 (R, R) and satisfies equation (1.1). The proof of Lemma 3.1 is completed.
In order to apply the variant fountain theorem to our main result, we choose an orthonormal basis (e n ) n∈N of E and let X j = span e j for all j ∈ N. Define Y k and Z k by
j=k X j and the functionals A, B and Φ λ on our working space E by
for all (λ , u) ∈ [1, 2]×E. Assumption (H 1 ) implies that Φ λ maps bounded sets to bounded sets uniformly for λ ∈ [1, 2]. Note that F(x, −u) = F(x, u). So we have
Thus condition a) of Lemma 2.3 holds. Since F(x, u) ≥ 0 for all (x, u) ∈ R × R, it is clear that condition b) is also satisfied. To verify condition c), we need to establish the three following lemmas.
Lemma 3.2. Suppose that (A 0 ) holds. Then, for any p ∈ [2, ∞],
Proof. It is clear that 0
By the Cauchy-Schartz inequality, one has 
Proof. From (H 1 ) and the fact that F(x, u) ≥ 0, we have
Combining (3.9) and (3.11) yields
In view of (3.9), there exists an integer k 0 such that
For any k ≥ k 0 , let us define
Since ν > 2, one has r k −→ +∞ as k −→ ∞. From (3.12), (3.13) and (3.14), we deduce that, for all
which completes the proof of Lemma 3.3.
Lemma 3.4. Assume that (A 0 ), (H 1 ) and (H 2 ) are satisfied. Then, for any k ≥ k 0 , there exists ρ k > r k such that
where k 0 is the positive integer obtained in Lemma 3.3.
Proof. First, we claim that for any finite-dimensional subspace F ⊂ E, there exists a constant ε 0 > 0 such that
In not, for any n ∈ N, there exists u n ∈ F\ {0} such that
Letting v n = u n u n ∈ F, one has v n = 1 and
Since F is finite-dimensional, up to a subsequence if necessary, we may assume v n −→ v 0 in E for some v 0 ∈ E. Evidently, v 0 = 1. Since any two norms on F are equivalent, we have
The fact that v 0 = 1 implies v 0 L ∞ > 0. By the definition of . L ∞ , there exists a constant δ 0 > 0 such that
Otherwise, for each fixed n ∈ N and m > n, we have
which yields v 0 = 0 and contradicts v 0 = 1. Then (3.19) holds. For any n ∈ N, let
Then for n large enough, by (3.17) and (3.19), we have
Consequently, for n large enough, there holds
This is in a contradiction to (3.18) . Therefore (3.16) holds. Now, note that for any k ∈ N, Y k is finitedimensional. So there exists a constant ε k > 0 such that
, for any k ∈ N, there exists a constant R k > 0 such that
Combining (3.20) with (3.21), for any k ∈ N and λ ∈ [1, 2], we have
The proof of Lemma 3.4 is completed.
Consequently, Lemmas 3.2, 3.4 show that condition c) of Lemma 2.3 is satisfied for all k ≥ k 0 . By the above, all the conditions of Lemma 2.3 hold for all k ≥ k 0 . Therefore, for any k ≥ k 0 and λ ∈ [1, 2], there exists a sequence (u k n (λ )) n∈N ⊂ E such that sup
where (3.14) and Lemma 2.3, we infer that
In view of (3.23), for any k ≥ k 0 , we can choose a sequence λ n −→ 1 and the corresponding sequences (u k m (λ n )) satisfying
Lemma 3.5. For any n ∈ N and k ≥ k 0 , there exists u k n ∈ E such that
Proof. Throughout this proof and for the sake of simplicity, we shall let u m = u k m (λ n ) for m ∈ N. Without loss of generality, we may assume by (3.23) that u m u as m −→ ∞ (3.27) for some u ∈ E. Using (3.3), we get 
Moreover (3.27) yields
Now, by (2.1) and Hölder's inequality, we have
As in the proof of Lemma 3.1, by passing to a subsequence if necessary, we may assume that Note that (3.23) and (3.24) imply
Lemma 3.6. For any k ≥ k 0 , the sequence (u k n ) n∈N obtained above is bounded.
Proof. For notational simplicity, we set u n = u k n for all n ∈ N. Assume indirectly that (u n ) is unbounded. By going to a subsequence if necessary, we may assume that u n −→ ∞ and v n = u n u n v as n −→ ∞. Case I. v = 0 . Let (s n ) be a sequence such that
For R > 0, let w n = 2 √ Rv n . By (3.35), we have
which with (H 1 ) implies
Note that (3.34) implies that 0 < 2 √ R u n < 1 for n large enough. This together with (3.36) and (3.38) implies Φ λ n (s n u n ) ≥ Φ λ n (w n ) = 1 2 u n 2 − λ n R F(x, w n )dx
for n large enough. Since R is arbitrarily, it follows that lim n−→∞ Φ λ n (s n u n ) = +∞. Since Φ λ n (0) = 0 and Φ λ n (u n ) ∈ [α k , ξ k ], one has s n ∈]0, 1[ in (3.36) for n large enough. Therefore 0 = s n d ds (Φ λ n )(su n ) |s=s n = Φ λ n (s n u n )s n u n . (3.40)
Combining (3.33), (3.39) and (H 3 ) yields Finally, using the similar arguments in the proof of Lemma 3.5, (3.33) and Lemma 3.6, we can show that for any k ≥ k 0 , the sequence (u k n ) n∈N possesses a strong convergent subsequence with the limit u k being a critical point of Φ = Φ 1 . Since α k −→ +∞ as k −→ ∞ and Φ(u k ) ∈ [α k , ξ k ] for all k ≥ k 0 , we find that Φ has infinitely many critical points. Consequently, (1.1) has infinitely many nontrivial homoclinic solutions.
