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Abstract
Distributionally robust chance-constrained programs (DR-CCP) over Wasserstein ambiguity sets exhibit at-
tractive out-of-sample performance and admit big-M -based mixed-integer programming (MIP) reformulations
with conic constraints. However, the resulting formulations often suffer from scalability issues as sample size
increases. To address this shortcoming, we derive stronger formulations that scale well with respect to the sample
size. Our focus is on ambiguity sets under the so-called left-hand side (LHS) uncertainty, where the uncer-
tain parameters affect the coefficients of the decision variables in the linear inequalities defining the safety sets.
The interaction between the uncertain parameters and the variable coefficients in the safety set definition causes
challenges in strengthening the original big-M formulations. By exploiting the connection between nominal
chance-constrained programs and DR-CCP, we obtain strong formulations with significant enhancements. In par-
ticular, through this connection, we derive a linear number of valid inequalities, which can be immediately added
to the formulations to obtain improved formulations in the original space of variables. In addition, we suggest a
quantile-based strengthening procedure that allows us to reduce the big-M coefficients drastically. Furthermore,
based on this procedure, we propose an exponential class of inequalities that can be separated efficiently within
a branch-and-cut framework. The quantile-based strengthening procedure can be expensive. Therefore, for the
special case of covering and packing type problems, we identify an efficient scheme to carry out this procedure.
We demonstrate the computational efficacy of our proposed formulations on two classes of problems, namely
stochastic portfolio optimization and resource planning.
1 Introduction
Chance-constrained programming is an important paradigm in optimization under uncertainty. It acknowledges
that it may not be possible to satisfy all constraints of a system due to the inherent uncertainty in the model
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parameters; instead, it aims to satisfy the system constraints with high probability. The generic form of a chance-
constrained program (CCP) is given by
min
x
{
c⊤x : x ∈ X , P∗[ξ 6∈ S(x)] ≤ ǫ
}
. (CCP)
Here, X ⊂ RL is a domain for the vector of decision variables x, ξ ∈ RK is a random vector distributed according
to P∗, and ǫ ∈ (0, 1) is the risk tolerance for the random variable ξ falling outside a decision-dependent safety set
given by S(x) ⊆ RK .
A main challenge in formulating and solving (CCP) problems is that the distribution P∗ is typically unknown or
else is not efficiently computable in high dimensions. Often, in practice, this issue is addressed by approximat-
ing P∗ with an empirical distribution PN obtained by sampling N independent and identically distributed (i.i.d.)
samples {ξi}i∈[N ] from P
∗, where [N ] := {1, . . . , N}. This leads to the natural and popular Sample Average
Approximation (SAA) formulation obtained by replacing P∗ with PN in (CCP) (see Section 3). This procedure has
been shown to be statistically consistent [4, 6, 23], but is also known to be quite sensitive to the samples drawn un-
lessN is quite large, in which case the resulting formulation is computationally intractable. Consequently, finding
a solution to (CCP) that is robust to errors in approximatingP∗ with PN is of interest. To address this issue, a recent
growing stream of research studies the following distributionally robust chance-constrained program (DR-CCP):
min
x
{
c⊤x : x ∈ X , sup
P∈F
P[ξ 6∈ S(x)] ≤ ǫ
}
, (DR-CCP)
where F is an ambiguity set of distributions on RK . In (DR-CCP), the set F plays a critical role. Usually,
F := FN(θ) with a parameter θ > 0 is selected such that the empirical distribution PN is contained in it, and θ
governs the size of the ambiguity set (and consequently the degree of conservatism of (DR-CCP)). See Rahimian
and Mehrotra [26] and references therein for a survey on distributionally robust optimization, in particular, the
properties of (DR-CCP) and existing solution methods.
One of the most commonly studied set FN(θ) is the so-called Wasserstein ambiguity set, which is defined by the
Wasserstein distance ball of radius θ around the empirical distribution PN . The Wasserstein ambiguity set gained
popularity due to its desirable statistical properties and advantages over other ambiguity sets based on moments,
φ-divergences, unimodality, or support; see e.g., [5, 8, 11, 15, 18, 30, 33]. Furthermore, Wasserstein uncertainty
set is also attractive because the dual representation for the worst-case probability P[ξ 6∈ S(x)] over the ambiguity
set P ∈ FN(θ) [3, 9, 25] can be used to derive deterministic non-convex reformulations of (DR-CCP) [7, 13, 29].
For example, for certain linear forms of safety sets S(·), Chen et al. [7] and Xie [29] show that (DR-CCP) can
be represented as a mixed-integer program (MIP) with big-M coefficients, which enables, in theory, modeling
and solving these problems with black-box solvers. In practice, however, the resulting MIPs even with moderate
sample sizes (e.g.,N = 100) cannot be solved in reasonable time with commercial MIP solvers.
In the literature, the scalability challenge of (DR-CCP) with Wasserstein ambiguity is addressed by exploiting
further problem structures. Xie [29] considers the case where all the decision variables in (CCP) are binary,
for which he derives a big-M -free formulation that leads to notable computational benefits. Wang et al. [28]
impose the assumption that the support of ξ is finite and all the decision variables are binary when formulating
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distributionally robust assignment problems with the so-called left-hand side (LHS) uncertainty, in which the
uncertain parameters ξ affect the coefficients of the decision variables in the safety set S(x). They further assume
that chance constraints are given individually, i.e., each chance constraint takes a single inequality. Zhang and
Dong [32] also use individual chance constraints to model an uncertain renewable load control problemwith binary
variables and the right-hand side (RHS) uncertainty structure, where the uncertain parameters do not interact with
the coefficients of the variables in the safety set, and propose some enhancements to the MIP reformulation. Ji
and Lejeune [14] give MIP formulations of (DR-CCP) under other structural assumptions on the support of ξ. In
contrast to these work, we do not assume or exploit binary problem structure, place no assumptions on the support
of ξ, and we consider joint chance constraints under LHS uncertainty, i.e., a chance constraint may take a system
of inequalities.
In our previous work [12], we observe that the SAA formulation can be cast as (DR-CCP) with radius θ = 0,
since FN (0) = {PN} under Wasserstein ambiguity, and that for θ > 0, the SAA formulation is a relaxation of
(DR-CCP). We then exploit this connection between (DR-CCP) and SAA to address the (easier) case of RHS
uncertainty. Our proposed approach in [12] provides stronger formulations and valid inequalities for (DR-CCP),
which are instrumental in solving instances that are an order of magnitude larger than those in the literature, from
100s of scenarios to 1000s of scenarios. In this paper, we further explore this connection between (DR-CCP) and
SAA to address the more difficult case of LHS uncertainty. As a result of the more complex structure of LHS
uncertainty, our developments here differ from the RHS uncertainty case in [12], and we highlight these wherever
relevant.
Contributions and outline
In Section 2 we formally describe our problem and the safety sets of interest. Our main contributions are summa-
rized as follows.
• We delineate the relationship between SAA and (DR-CCP) under Wasserstein ambiguity with LHS uncer-
tainty in Section 3. Using this connection, we obtain a stronger formulation for (DR-CCP) by adding linearly
many valid inequalities to the standard MIP formulation from the literature [7, 29], given in (8), without in-
creasing the number of variables. Our formulation (15) is an exact reformulation of (DR-CCP) for the closed
safety sets and gives a tighter relaxation for the open safety sets; see Theorem 1.
• We exploit this relationship with SAA to suggest a further quantile-based strengthening of the formulation
in Section 4. In particular, the connection with SAA exposes a mixing substructure in the MIP reformula-
tion of (DR-CCP). For the RHS uncertainty case, exploiting this mixing substructure to reduce the big-M
coefficients entails simply the sorting of the nominal right-hand side parameters. Due to the interaction of
the random parameters with the decision variables, this procedure cannot be immediately applied to the case
of LHS uncertainty. Hence, for (DR-CCP) with LHS uncertainty we suggest a more involved quantile-based
strengthening framework in Section 4, which lets us derive a further improved formulation (30). As opposed
to the previous literature on quantile-based strengthening, our results exploit a unique structure stemming
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from the MIP formulation of (DR-CCP). Through these developments, we are able to perform significant
coefficient strengthening and enhance our MIP formulations with an additional exponential class of valid
inequalities; see Theorem 2 and inequalities (25).
• In certain cases, the most powerful version of quantile strengthening procedure to generate the coefficients
of the mixing set may require us to solve a number of subproblems, which are sometimes large optimization
problems themselves. To alleviate this challenge, in Section 5, we consider the special case of covering and
packing constraints and show that these special structures enable us to develop a more efficient coefficient
strengthening procedure. This expedites the process of deriving formulation (30) for the case of covering
and packing constraints.
• Finally, in Section 6, we assess the computational impact of our theoretical developments on stochastic
portfolio optimization and resource planning problems. These numerical experiments demonstrate the ef-
fectiveness of our proposed approach. For example, for (DR-CCP) formulations of portfolio optimization
problems with large sample sizes and safety sets, we see that while none of the instances can be solved to
optimality within one hour with the existing formulations for N ∈ {500, 1000}, our proposed approach
attain an optimal solution for most of the instances within a couple of minutes. Similarly, for the harder
class of resource planning problems, we show that some instances that terminate with over 90% optimality
gap after an hour of computing with the existing formulations can now be solved to optimality in less than
20 minutes with our formulation.
2 Problem formulation
We consider Wasserstein ambiguity sets FN (θ) defined as the θ-radius Wasserstein ball of distributions on R
K
around the empirical distribution PN . We use the 1-Wasserstein distance, based on a norm ‖ · ‖, between two
distributions P and P′. This is defined as follows:
dW (P,P
′) := inf
Π
{
E(ξ,ξ′)∼Π[‖ξ − ξ
′‖] : Π has marginal distributions P,P′
}
. (1)
Then, the Wasserstein ambiguity set is
FN (θ) := {P : dW (PN ,P) ≤ θ} .
Given a decision x ∈ X and random realization ξ ∈ RK , the distance from ξ to the unsafe set, RK \ S(x), is
defined as
dist(ξ,S(x)) := inf
ξ′∈RK
{‖ξ − ξ′‖ : ξ′ 6∈ S(x)} . (2)
It is important to highlight that here dist(ξ,S(x)) computes the distance from ξ to the unsafe set, not to the set
S(x). Despite this, we chose to use this notation to emphasize that the distance function depends on the realization
of the random parameter ξ and the decision-dependent safety set S(x). In the remainder of the paper, we assume
that the sample {ξi}i∈[N ], the risk tolerance ǫ ∈ (0, 1) and the radius θ > 0 are fixed. We denote the feasible
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region of (DR-CCP) as follows:
XDR(S) :=
{
x ∈ X : sup
P∈FN (θ)
P[ξ 6∈ S(x)] ≤ ǫ
}
. (3)
In this notation we make the dependence on the safety set function S explicit because the valid inequalities we will
introduce have an explicit dependence on the safety set.
It was recently shown that the distributionally robust chance constraint in (DR-CCP), and therefore (3), can be
reformulated in a computationally tractable form [7, 29]. These reformulation results are obtained based on earlier
developments on duality theory for Wasserstein distributional robustness [3, 9]. More precisely, whenever S(x) ⊆
R
K is an arbitrary open set for each x ∈ X and θ > 0, Chen et al. [7, Theorem 3] show that XDR(S) can be
formulated as
XDR(S) =


x ∈ X :
∃ t ≥ 0, r ≥ 0,
dist(ξi,S(x)) ≥ t− ri, i ∈ [N ],
ǫ t ≥ θ +
1
N
∑
i∈[N ]
ri


. (4)
Under the additional restriction t > 0, another similar formulation also holds. Xie [29, Proposition 1] derives the
same formulation for the case of closed linear safety sets, which we will define later in this section. In fact, (4)
holds regardless of whether S(x) is open or closed because Gao and Kleywegt [9, Proposition 3] show that for
given S(x),
sup
P∈F(θ)
P[ξ 6∈ intS(x)] = sup
P∈F(θ)
P[ξ 6∈ S(x)] = sup
P∈F(θ)
P[ξ 6∈ clS(x)]
and
dist(ξ, intS(x)) = dist(ξ,S(x)) = dist(ξ, clS(x)), (5)
where intS(x) and clS(x) denote the interior and closure of S(x), respectively. To implement formulation (4)
for (DR-CCP), it is crucial to represent the constraints dist(ξi,S(x)) ≥ t− ri in a computationally tractable form.
To do so, it is important to understand the distance function dist(ξ,S(x)), which depends on not only the random
parameter ξ and the decision vector x but also the structure of the safety set.
Of particular interest is linear safety sets, defined by a finite set of linear inequalities. In this case, the decision-
dependent safety set S(x) is of the form of either So(x) for open safety sets or Sc(x) for closed safety sets,
respectively, where
So(x) :=
{
ξ : (b −A⊤x)⊤ξp + dp − a
⊤
p x > 0, p ∈ [P ]
}
, (6a)
Sc(x) :=
{
ξ : (b −A⊤x)⊤ξp + dp − a
⊤
p x ≥ 0, p ∈ [P ]
}
. (6b)
In (6), P determines the number of inequalities defining the linear safety set. When P = 1, we refer to the chance
constraint P∗[ξ 6∈ S(x)] ≤ ǫ as an individual chance constraint, and when P > 1, we call P∗[ξ 6∈ S(x)] ≤ ǫ
as a joint chance constraint. The random vector ξ in (6) consists of P subvectors ξ1, . . . , ξP , each of which is
associated with an inequality in the safety set description. The classical literature on CCP typically considers
different settings depending on whether or not the linear inequalities have uncertainty in the coefficients of the
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decision variables. When A 6= 0, we say that the chance constraint has left-hand side (LHS) uncertainty. When
A = 0, then we have b 6= 0 so that inequalities have random data, in which case, we say that the chance constraint
has right-hand side (RHS) uncertainty.
In this paper, we focus on linear safety sets given by (6) with LHS uncertainty. In the case of linear safety sets of
form (6), formulation (4) admits a tractable reformation of (DR-CCP). Chen et al. [7] focus on the open safety set
So(x) given by (6a), for which they provide a MIP reformulation. Independently, Xie [29] considers the closed
safety set Sc(x) given by (6b) and arrive at a MIP reformulation that is almost identical to the MIP formulation of
Chen et al. [7]. When S(x) = So(x) and b 6= A⊤x, Chen et al. [7, Lemma 2] prove that the associated distance
function is given by
dist(ξ,S(x)) = max
{
0, min
p∈[P ]
(b −A⊤x)⊤ξp + dp − a
⊤
p x
‖b−A⊤x‖∗
}
, (7)
where ‖ · ‖∗ represents the norm dual to ‖ · ‖. Xie [29, Theorem 1] argues that (7) holds even when S(x) = Sc(x)
and b 6= A⊤x; note that this can also be deduced from (5). On the other hand, if b = A⊤x, we must compute the
distance function through the original definition given by (2), and its characterization differs depending on whether
we consider So(x) or Sc(x). We note that this issue is not present in the case of RHS uncertainty because b 6= 0
and A = 0 automatically imply that b 6= A⊤x for all x, and so the distance function is precisely (7) for all x.
Assuming that b 6= A⊤x for any x ∈ X , we can substitute the formula (7) for the distance function in the
reformulation (4) of (DR-CCP) with joint chance constraints. Due to the max-terms in (7), the resulting formulation
is non-convex. Nevertheless, under the assumption that b 6= A⊤x for any x ∈ X , by introducing binary variables
and big-M constraints to model the distances and the max-terms therein, Xie [29, Theorem 2] obtains the following
equivalent MIP reformulation of (DR-CCP).
min
z,r,t,x
c⊤x (8a)
s.t. z ∈ {0, 1}N , t ≥ 0, r ≥ 0, x ∈ X , (8b)
ǫ t ≥ θ‖b−A⊤x‖∗ +
1
N
∑
i∈[N ]
ri, (8c)
M i(1− zi) ≥ t− ri, i ∈ [N ], (8d)
(−Aξip − ap)
⊤x + (b⊤ξip + dp) +M
izi ≥ t− ri, i ∈ [N ] p ∈ [P ]. (8e)
whereM1, . . . ,MN are sufficiently large positive constants. Here, the term ‖b−A⊤x‖∗ was in the denominator
in (7) but is moved by multiplying t, r in (4) by ‖b − A⊤x‖∗ and relabelling the variables accordingly. In
fact, Chen et al. [7, Proposition 1] focus on individual chance constraints, but their proof can be extended to
provide formulation (8) for joint chance constraints.
On the other hand, when there exists some x ∈ X \ XDR(S) such that b = A⊤x, the constraints (8b)–(8e)
correspond to a relaxation of XDR(S) for both S ∈ {So,Sc}. In fact, if x ∈ X \ XDR(S) satisfies b = A⊤x,
then x always satisfies (8b)–(8e) together with t = ri = 0 and zi = 1 for all i ∈ [N ]. We next describe the precise
relationship between XDR(S) for S ∈ {So,Sc} and formulation (8).
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Lemma 1. We have
{x : (8b)–(8e)} = XDR(S
o) ∪

x ∈ X :
b = A⊤x,
dp ≤ a
⊤
p x for some p ∈ [P ]

 (9a)
= XDR(S
c) ∪

x ∈ X :
b = A⊤x,
dp < a
⊤
p x for some p ∈ [P ]

 . (9b)
Proof. Let x ∈ X such that b 6= A⊤x. Then, by Chen et al. [7, Proposition 1] and Xie [29, Proposition 1], we
deduce that x ∈ {x : (8b)–(8e)} if and only if x ∈ XDR(So) and x ∈ XDR(Sc).
Now take x ∈ X such that b = A⊤x. We have already argued that x together with t = ri = 0 and zi = 1
for all i ∈ [N ] satisfies (8b)–(8e). Therefore, to prove that (9a) and (9b) hold, we need to characterize when x is
contained in XDR(So) and XDR(Sc).
If dp − a⊤p x > 0 for all p ∈ [P ], then S
o(x) = RK and thus the worst-case probability sup
P∈FN (θ) P[ξ 6∈ S
o(x)]
is 0, in which case, x ∈ XDR(So). On the other hand, if dp − a⊤p x ≤ 0 for some p ∈ [P ], then S
o(x) is empty,
which means that sup
P∈FN (θ) P[ξ 6∈ S
o(x)] = 1. In this case, x 6∈ XDR(So). Therefore, the equality in (9a)
holds.
If dp − a⊤p x ≥ 0 for all p ∈ [P ], then S
c(x) = RK , so as before, x ∈ XDR(Sc). If dp − a⊤p x < 0 for some
p ∈ [P ], then Sc(x) = ∅ and thus we can similarly argue that x 6∈ XDR(Sc). Hence, the equality in (9b) holds, as
required.
Remark 1. Lemma 1 indicates that the sets {x : (8b)–(8e)} \ XDR(So) and {x : (8b)–(8e)} \ XDR(Sc) may po-
tentially be non-empty, in which case, the optimal solution returned by solving (8) may fall into these extraneous
sets. Chen et al. [7, Remark 2] suggest how to handle this case separately by solving a series of MIPs with strict
inequalities. That is, if the optimal solution x∗ is in the set {x : (8b)–(8e)} \ XDR(So), one can solve 2E + 1
variants of (8), where E is the number of rows in the system b = A⊤x, that include exactly one of 2E strict
inequalities be < (A)
⊤
e x, be > (A)
⊤
e x for e ∈ [E] and one system of strict inequalities dp > a
⊤
p x for p ∈ [P ].
The case when x∗ ∈ {x : (8b)–(8e)} \ XDR(Sc) can be similarly dealt with. 
Remarks on safety sets
The most notable structural assumption of (6) is that all P inequalities share the same coefficient matrix A as
opposed to a more general form that allow different A and b matrices across inequalities as the following:
S(x) :=
{
ξ : (bp −A
⊤
p x)
⊤ξp + dp − a
⊤
p x ≥ 0, p ∈ [P ]
}
. (10)
In the RHS uncertainty case, it is possible to have different b1, . . . ,bp instead of the same b but Ap = 0 for p ∈
[P ], for which Chen et al. [7, Proposition 2] and Xie [29, Corollary 3] provide almost identical MIP reformulations
of XDR(S). On the other hand, to the best of our knowledge, there is no tractable reformulation proposed in the
literature for non-identical coefficient matrices Ap, p ∈ [P ] in the LHS uncertainty case.
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Remark 2. The derivation of formulation (8) does not immediately generalize to the case when S(x) is given
by (10). Although the distance function in (7) can be simply modified with Ap and bp for p ∈ [P ], the step of
replacing t‖bp −A
⊤
p x‖∗ and r
i‖bp −A
⊤
p x‖∗ by t and r
i does not go through as before. 
The form of (6) dictates that we have a fixed matrix A for all constraints p ∈ [P ]. Despite this restrictive structural
form, we next show how the corresponding results can be applied to more general safety sets of the form (10).
Remark 3. Given non-identical coefficient matrices Ap and vectors bp, define the following coefficient matrix
and the vector in a lifted space
A˜ :=
[
A1 · · · AP
]
, b˜ :=
[
b⊤1 · · · b
⊤
P
]⊤
.
We also define new random variables ξ˜p := (0, . . . ,0, ξp,0, . . . ,0) and ξ˜ := (ξ˜1, . . . , ξ˜P ), i.e., ξ˜p lives in the
same space as the original ξ = (ξ1, . . . , ξP ), but all components are set to the zero vector except for ξp. Then,
letting Projp be the projection operation ξ 7→ ξp, we can equivalently write S(x) as
S(x) =


ξ = (ξ1, . . . , ξP ) :
∃ ξ˜ = (ξ˜1, . . . , ξ˜P ) s.t. ξp = Projp(ξ˜p), p ∈ [P ],
Projq(ξ˜p) = 0, p 6= q, p, q ∈ [P ],
(b˜ − A˜⊤x)⊤ξ˜p + dp − a
⊤
p x ≥ 0, p ∈ [P ]


.
The following is an approximation of S(x) obtained after removing the structural assumption on ξ˜p for p ∈ [P ] by
dropping the first two projection constraints in S(x).
S˜(x) =
{
ξ˜ = (ξ˜1, . . . , ξ˜P ) : (b˜ − A˜
⊤x)⊤ξ˜p + dp − a
⊤
p x ≥ 0, p ∈ [P ]
}
.
Observe that S˜(x) is similar to S(x), except that it lives in the space of the lifted variables ξ˜. Importantly, it is of
the same form as (6). Note that the ambiguity set FN (θ) must now consist of distributions over the lifted random
variable ξ˜, rather than ξ. However, since in S˜(x) we do not impose that Projq(ξ˜p) = 0 for p 6= q on the support of
this random variable ξ˜, this ambiguity set will be larger than what we originally wish to consider. Therefore, using
this lifting given in S˜(x) results in a more conservative solution compared to the optimal solution to (DR-CCP).
We use this technique in the resource planning application of Section 6.2. 
3 Connection with the nominal chance constraint
There is a direct relation between (DR-CCP) and the traditional sample average approximation formulation:
min
x

c⊤x : x ∈ X , 1N
∑
i∈[N ]
1(ξi 6∈ S(x)) ≤ ǫ

 . (SAA)
We formalize this next.
Remark 4. When the radius θ of the Wasserstein ambiguity set FN(θ) is 0, only the empirical distribution PN
belongs in the ambiguity set, in which case, (DR-CCP) coincides with (SAA). In general, (SAA) is a relaxation of
(DR-CCP) since we have FN(0) ⊆ FN (θ) for any θ ≥ 0, i.e.,
XDR(S) ⊆ XSAA(S), (11)
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where XSAA(S) denotes the feasible region of (SAA). Hence, (SAA) provides a lower bound (for minimization)
on the optimum value of (DR-CCP). 
In the case of RHS uncertainty, this connection between (SAA) and (DR-CCP) has been first observed and ex-
plored in our previous work [12]. It turns out that this relation is instrumental in improving the MIP formulation
of (DR-CCP) with LHS uncertainty given in (8) as well. We discuss this in this section. Moreover, this connection
allows us to reduce the extraneous set in the feasible region of (8) discussed in Remark 1 for the open safety set to
{x ∈ X : b = A⊤x, dp = a⊤p x for some p ∈ [P ]}, and remove it completely for the closed safety set.
The relation between (DR-CCP) and (SAA) described in Remark 4 immediately gives rise to an improved formu-
lation. In fact, it turns out that there is a more direct correspondence between the MIP reformulation (12) of (SAA)
below, often referred to as the big-M formulation, and the MIP reformulation (8) of (DR-CCP). As an immediate
consequence of Remark 4, we can strengthen the MIP reformulation of (DR-CCP), and further apply existing tools
that were developed originally for (SAA). We will elaborate this further in the remainder of this section.
Suppose that the safety set is given by S(x) = {ξ : s(x, ξ) ≥ 0} for some continuous function s(·). In this case,
Luedtke et al. [24], Ruszczyn´ski [27] show that (SAA) can be reformulated as the following MIP, known as the
big-M formulation:
min
u,r,t,x
c⊤x (12a)
s.t. u ∈ {0, 1}N , x ∈ X , (12b)∑
i∈[N ]
ui ≤ ⌊ǫN⌋, (12c)
s(x, ξi) +M iui ≥ 0, i ∈ [N ], (12d)
where M1, . . . ,MN are sufficiently large constants and ui, i ∈ [N ] is an indicator variable that is equal to one
if s(x, ξi) < 0 and hence scenario i is unsafe. Constraints (12c) and (12d) are often referred to as the knapsack
(or cardinality) constraint and the big-M constraints, respectively. Thus, formulation (12) provides a relaxation
of (DR-CCP) when the safety set S(x) is given by S(x) = {ξ : s(x, ξ) > 0}. Further strengthenings of the MIP
formulation (12) via other classes of valid inequalities have been suggested in [1, 16, 17, 19, 20, 22, 24, 31, 34].
Note that for the closed safety set (6b), we define s(·) as
s(x, ξi) := min
p∈[P ]
{
(−Aξip − ap)
⊤x + (b⊤ξip + dp)
}
, (13)
and thus s(x, ξi) in (12d) can be replaced with (13). Another way of representing (12d) in this case is to expand
the minimum term in (13), thereby obtaining
sp(x, ξ
i) +M izi ≥ 0, where sp(x, ξ
i) := (−Aξip − ap)
⊤x + (b⊤ξip + dp). (14)
for i ∈ [N ], p ∈ [P ]. As discussed in Remark 4, (SAA) is a relaxation of (DR-CCP), so inequalities of the
form (12c)–(12d) can be added to the MIP formulation (8) of (DR-CCP). Including these inequalities in a naïve
way would introduce a new binary variable for each sample ξi and result in two different sets ofN binary variables
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in the formulation. Our key observation is that these inequalities can be added without introducing additional
binary variables, but instead we show in Theorem 1 that (12c)–(12d) can simply be added to (8) with z simply
replacing u and the same big-M constants without compromising the validity of formulation (8). This provides
us with the possibility of applying and adapting techniques developed to improve the formulation (and thereby
computational tractability) of (12) to (8). The same observation for strengthening the (DR-CCP) formulation in
the case of the RHS uncertainty was made in our recent paper [12, Theorem 1].
Our main result concerns the following MIP formulation for the joint chance constraint of (DR-CCP) where S(x)
can be either the open or the closed safety set from (6):
min
z,r,t,x
c⊤x (15a)
s.t. (z, r, t,x) satisfies (8b)–(8e), (15b)∑
i∈[N ]
zi ≤ ⌊ǫN⌋, (15c)
(−Aξip − ap)
⊤x + (b⊤ξip + dp) +M
izi ≥ 0, i ∈ [N ], p ∈ [P ], (15d)
where M i, i ∈ [N ] are sufficiently large positive constants. The only difference between formulation (15) and
formulation (8) is the additional constraints (15c) and (15d). Theorem 1 will show that while (15c) and (15d) do
cut off points in the feasible region of (8), they are nevertheless valid for both XDR(So) and XDR(Sc). In fact,
(15) is an exact reformulation of (DR-CCP) for the closed safety set Sc given in (6), and gives a tighter relaxation
than (8) for the open safety set So.
Theorem 1. The feasible region of (15) is characterized as follows:
{x ∈ X : (15b)–(15d)} (16)
= {x ∈ X : (8b)–(8e)} \

x ∈ X :
b = A⊤x,
dp < a
⊤
p x for some p ∈ [P ]

 (17)
= XDR(S
o) ∪

x ∈ X :
b = A⊤x,
dp = a
⊤
p x for some p ∈ [P ]

 (18)
= XDR(S
c). (19)
Proof. We will prove the equality in (17). Then the rest will follow from (9).
We first show that the set in (16) is contained in the set in (17). To this end, take a vector x ∈ X satisfying (15b)–
(15d) with some z, r, t. Then x, z, r, t automatically satisfy (8b)–(8e), so it suffices to argue that b 6= A⊤x or
dp ≥ a⊤p x for all p ∈ [P ]. Suppose for a contradiction that b = A
⊤x and dp < a
⊤
p x for some p ∈ [P ]. As z
i ∈
{0, 1}, it follows from (8d) and (8e) that ri ≥ t for all i ∈ [N ]. Then we obtain ǫ t ≥
∑
i∈[N ] r
i/N ≥ t from (8c).
Since ǫ < 1, we must have t = ri = 0 for all i ∈ [N ], and then constraint (8e) becomes dp − a⊤p x +M
izi ≥ 0.
This in turn implies that zi = 1 for all i ∈ [N ] because dp−a⊤p x < 0, and in particular,
∑
i∈[N ] zi = N . However,
as ǫ < 1, z violates (15c), a contradiction. Therefore, b 6= A⊤x or dp ≥ a⊤p x for all p ∈ [P ], as required.
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Next we show that the set in (17) is contained in the set in (16). Let x ∈ X satisfy (8b)–(8e) with some z, r, t. It
suffices to argue that if b 6= A⊤x or dp ≥ a⊤p x for all p ∈ [P ], then x ∈ X satisfies (15b)–(15d) with some z¯, r¯, t¯
(not necessarily the same z, r, t). First, assume that b 6= A⊤x. We claim that x, z¯, r, t satisfy (15b)–(15d) where
z¯ ∈ {0, 1}N is the vector satisfying z¯i = 1 if and only if (−Aξip − ap)
⊤x + (b⊤ξip + dp) < 0 for all i ∈ [N ].
SinceM i is sufficiently large so that (−Aξip−ap)
⊤x+(b⊤ξip+dp)+M
i ≥ 0, the constraints (15d) are satisfied
with z¯. Moreover, by the choice of z¯, min
{
(−Aξip − ap)
⊤x + (b⊤ξip + dp) +M
iz¯i, M i(1− z¯i)
}
is greater
than or equal to min
{
(−Aξip − ap)
⊤x + (b⊤ξip + dp) +M
izi, M i(1 − zi)
}
for any zi ∈ {0, 1}. That means
x, z¯ satisfy (8d) and (8e) because they are already satisfied by x, z. Hence, it remains to argue that z¯ satisfies (15c).
Since b 6= A⊤x, we have ‖b − A⊤x‖∗ > 0 and thus t > 0 by (8c). We claim that ri/t ≥ z¯i for all i ∈ [N ].
When z¯i = 1, ri/t ≥ 1 = z¯i holds by (8d). We also know that ri/t ≥ 0 as ri ≥ 0, and in particular, ri/t ≥ z¯i
holds when z¯i = 0. As (8c) states that ǫN ≥
∑
i∈[N ] r
i/t, it follows that ǫN ≥
∑
i∈[N ] z¯
i. Since
∑
i∈[N ] z¯
i
takes an integer value, z¯ indeed satisfies (15c). Therefore, x, z¯, r, t satisfy (15b)–(15d). Thus, we may assume that
b = A⊤x and dp ≥ a⊤p x for all p ∈ [P ]. Then, it is clear that x together with t¯ = r¯
i = z¯i = 0 for i ∈ [N ]
satisfies (15b)–(15d), as required.
Remark 5. By Theorem 1, (15) is an exact reformulation of (DR-CCP) when the safety set S(x) is closed. When
S(x) is open, if (15) returns an optimal solution x such that b 6= A⊤x or dp 6= a⊤p x for all p ∈ [P ], then x is an
optimal solution to (DR-CCP). However, if (15) returns an optimal solution x such that b = A⊤x and dp = a
⊤
p x
for some p ∈ [P ], then x 6∈ XDR(So). Nevertheless, we can deal with this case separately by solving linear
programs with strict inequalities as in Chen et al. [7, Remark 2] (see also Remark 1). 
Remark 6. Xie [29, Theorem 2] shows that the following choice ofM i for i ∈ [N ] is sufficient for the validity of
formulations (8) and (15):
M i = max
x∈X ,p∈[P ]
{∣∣(−Aξip − ap)⊤x + (b⊤ξip + dp)∣∣} , i ∈ [N ]. (20)
But, when the domain X is not bounded, M i is not necessarily finite; our applications in Section 6 fall into this
category. In such cases, instead of (20), we can simply ensure that
M i ≥ max
p∈[P ]
{∣∣(−Aξip − ap)⊤x + (b⊤ξip + dp)∣∣} , i ∈ [N ], (21)
for at least one optimal solution x of (15), which maintains the validity of the formulation. That said, in order to
be able to use (21), we must understand the structure of the optimal solutions, which can be a nontrivial task on its
own. In Section 6, we will explain how to chooseM i for i ∈ [N ] based on (21) for the specific applications we
consider. 
4 Quantile Strengthening
Formulation (15) is already stronger than (8). Moreover, we can improve formulation (15) even further by ex-
ploiting the so-called mixing substructure residing in (15c)–(15d). In the case of the nominal chance-constrained
programs as in (12), analyzing and exploiting the mixing substructure originating from the big-M and the knap-
sack constraints (12c)–(12d) is already a common practice. In particular, the big-M coefficients in front of the
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binary variables in (12c) can be significantly reduced based on the assumption that solutions satisfy the knapsack
constraint (12d). We will explain this procedure in Section 4.1 in detail and refer to it as quantile strengthening.
Luedtke et al. [24] developed this quantile strengthening technique for solving nominal chance-constrained pro-
grams with random RHS, and Luedtke [22] later applied it to CCPs with random LHS. We can reduce the big-M
coefficients in (15d) by applying the same method to (15c)–(15d). What is surprising is that the big-M coefficients
in (8e) can also be reduced using the quantile information, thereby further strengthening formulation (15).
For distributionally robust chance constraints with random RHS, our previous work [12] demonstrated how to
adapt quantile strengthening to improve the big-M coefficients in (8e) and provided strong numerical evidence
that this coefficient strengthening step has an overwhelmingly positive impact in the overall computation time. In
this section, we extend this framework to the (DR-CCP) with random LHS setting and discuss how the big-M
coefficients in (8e) can be reduced accordingly.
The main distinction in the random LHS case, compared to the RHS uncertainty case, is that the coefficients
(−Aξip − ap) of the decision variables x in (8e) change over different scenarios, because A 6= 0. When A =
0, (15c)–(15d) naturally give rise to a mixing set with a fixed linear function (−ap)⊤x for each p ∈ [P ]. In
contrast, when A 6= 0, we construct a mixing set corresponding to (−Aξip − ap)
⊤x for every pair of i ∈ [N ]
and p ∈ [P ]. For this, we rely on an idea of Luedtke [22] used for quantile strengthening to solve nominal CCPs
with random LHS. The distinct feature of our framework is that we consider particular structures stemming from
(−Aξip − ap)
⊤x for i ∈ [N ] and p ∈ [P ] in (8e) for the sake of reducing the big-M coefficients in (8e).
In Section 4.1 we describe the construction of the mixing inequalities as in [22], and in Section 4.2 we describe
our quantile strengthening procedure for (DR-CCP) with LHS uncertainty.
4.1 Mixing inequalities
Let us consider the following mixing substructure arising from the constraints (15c)–(15d):
Q :=

(x, z) ∈ X × {0, 1}N :
s(x, ξi) +M izi ≥ 0, i ∈ [N ],∑
i∈[N ]
zi ≤ ⌊ǫN⌋

 . (22)
We can set s(x, ξ) := (−Aξp−ap)⊤x+(b⊤ξp+dp) for a fixed p ∈ [P ] so that individual constraints are separately
considered, or the setQ can capture the joint constraints by taking s(x, ξ) := minp∈[P ]
{
(−Aξp − ap)⊤x + (b⊤ξp + dp)
}
.
We will utilize the following procedure to find inequalities of the form µ⊤x + pi⊤z ≥ β that are valid for the
mixed-integer set Q in (22). Given a fixed linear function µ⊤x and a set X¯ ⊇ X , we solve the following single
scenario subproblem for each scenario i ∈ [N ]:
h¯i(µ) := min
{
µ⊤x : s(x, ξi) ≥ 0, x ∈ X¯
}
. (23)
Then, µ⊤x ≥ h¯i(µ) holds for (x, z) ∈ Q with zi = 0. Next, we sort the values h¯i(µ) for i ∈ [N ] in non-
decreasing order. Without loss of generality by a re-indexing if needed, we may assume that h¯N (µ) ≥ h¯N−1(µ) ≥
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· · · ≥ h¯1(µ). For ease of notation, we let k := ⌊ǫN⌋. Furthermore, note that there must exist i ∈ {N − k,N −
k + 1, . . . , N} with zi = 0 since
∑
i∈[N ] z
i ≤ k is also enforced in Q and thus the pigeonhole principle applies.
So, we deduce that µ⊤x ≥ h¯N−k(µ) because h¯i(µ) ≥ h¯N−k(µ) for all i ≥ N − k. To summarize, this reasoning
shows that µ⊤x ≥ h¯i(µ) holds if zi = 0 and that µ⊤x ≥ h¯N−k(µ) is satisfied always, in particular, when zi = 1
for i ∈ [N ]. Hence,
µ⊤x +
(
h¯i(µ)− h¯N−k(µ)
)
zi ≥ h¯i(µ) (24)
is valid. Note that the inequalities (24) for i ≤ N − k are redundant because µ⊤x ≥ h¯i(µ) is implied by µ⊤x ≥
h¯N−k(µ) if i ≤ N − k. Following this procedure we now have a set of inequalities (24) that share a common
linear function µ⊤x and each one has a distinct integer variable. Therefore, we can apply the mixing procedure
of Günlük and Pochet [10] (see, also, star inequalities by Atamtürk et al. [2]) to the set of inequalities (24) to obtain
stronger inequalities. For any J = {j1, . . . , jℓ} with N ≥ j1 ≥ · · · ≥ jℓ ≥ N − k + 1, the mixing inequality
derived from J and (24) is
µ⊤x +
∑
i∈[ℓ]
(
h¯ji(µ)− h¯ji+1(µ)
)
zji ≥ h¯
j1(µ), (25)
where jℓ+1 := N − k. Inequalities (25) are sufficient to describe the convex hull of solutions to (x, z) ∈ RL ×
{0, 1}N satisfying (24) [2, 10, 16]. Furthermore, while exponentially many, inequalities (25) can be separated in
O(N logN) time [10, 16].
Remark 7. Inequalities (25) are valid for the set X¯ . If we choose X¯ = X , depending on the structure of our original
domain and the choice of s(·), computing the value of h¯i(µ) exactly can be expensive. However, if we take X¯ ⊇ X ,
then inequalities (25) are also valid for X . Similar to Remark 6, we can also take X¯ to be a set containing at least
one optimal solution to (15) to also derive valid inequalities for that formulation. In Remark 13, we will follow
this computationally more attractive approach for the probabilistic resource planning application. 
4.2 Quantile strengthening via mixing inequalities
We return our attention to formulation (15), which contains a mixing substructure Q of the form (22) with
s(x, ξ) := ming∈[P ]
{
(−Aξg − ag)⊤x + (b⊤ξg + dg)
}
. To obtain mixing inequalities (24) valid for (15), we
must choose the linear function µ⊤x. A natural set of candidates for the starting linear function µ⊤x includes
(−Aξip − ap)
⊤x for i ∈ [N ] and p ∈ [P ]. Define k := ⌊ǫN⌋ as before. For fixed i ∈ [N ] and p ∈ [P ], let
qip := the (k + 1)-th largest value in
{
h¯N (−Aξip − ap), . . . , h¯
1(−Aξip − ap)
}
, (26)
where for j ∈ [N ]
h¯j(−Aξip − ap)=min

(−Aξip − ap)⊤x :
x ∈ X¯ ,
(−Aξjg − ag)
⊤x + (b⊤ξjg + dg) ≥ 0, g ∈ [P ]


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as in (23) and X¯ is a set containing at least one optimal solution to (15) as in Remark 7. Then, we arrive at the
following basic mixing inequalities (24) that are valid for (15):
(−Aξip − ap)
⊤x ≥ qip, (27)
(−Aξip − ap)
⊤x + (h¯i(−Aξip − ap)− q
i
p)z
i ≥ h¯i(−Aξip − ap). (28)
Lemma 2. For any i ∈ [N ] and p ∈ [P ], the following inequality is valid for (15):
(−Aξip − ap)
⊤x + (b⊤ξip + dp) + (−b
⊤ξip − dp − q
i
p)z
i ≥ 0. (29)
Proof. From the definition of h¯i(−Aξip − ap) above we deduce that
h¯i(−Aξip − ap) ≥ min
x
{
(−Aξip − ap)
⊤x : (−Aξip − ap)
⊤x ≥ −b⊤ξjp − dp
}
= −(b⊤ξip + dp).
Then, since h¯i(−Aξip − ap) ≥ −(b
⊤ξip + dp) and (z
i − 1) ≤ 0 for zi ∈ {0, 1}, it follows that h¯i(−Aξip −
ap)(z
i − 1) ≤ −(b⊤ξip + dp)(z
i − 1). So, (29) follows from (28).
Note that (29) is identical to (15d) except for a different coefficient in front of the binary variable zi, and (15d) itself
is quite similar to (8e). By exploiting this similarity, we can improve formulation (15) by reducing the coefficient
of zi in (8e) to that of (29). Thus, our improved formulation is:
min
z,r,t,x
c⊤x (30a)
s.t. (z, r, t,x) satisfies (8b)–(8d) and (15c) (30b)
(−Aξip − ap)
⊤x ≥ qip, i ∈ [N ], p ∈ [P ] (30c)
(−Aξip − ap)
⊤x + (b⊤ξip + dp) + (−b
⊤ξip − dp − q
i
p)z
i ≥ t− ri, (30d)
i ∈ [N ], p ∈ [P ].
The validity of the updated inequalities (30d) hinges on the following simple result.
Lemma 3. Suppose that x, y ∈ R, C,C1, C2 ∈ R+ and z ∈ {0, 1} satisfies C(1 − z) ≥ y, x + C1z ≥ 0, and
x+ C2z ≥ y. Then we also have x+ C1z ≥ y.
Proof. If z = 1, we have y ≤ C(1 − z) = 0 ≤ x + C1z, and if z = 0, we have x = x + C1z = x + C2z ≥ y.
Thus, in either case, we have x+ C1z ≥ y.
Theorem 2. Formulation (30) is a valid reformulation of (DR-CCP) where the safety set is given by (6).
Proof. By Theorem 1, formulation (15) is a valid reformulation of (DR-CCP). Thus, it suffices to show that
X1 = X2, where
X1 := {(z, r, t,x) : (15b)–(15d)} , X2 := {(z, r, t,x) : (30b)–(30d)} .
Note that the constraints (8e) are not explicitly included in X2. However, since M i ≥ −b⊤ξi − dp − qip (which
we can assume since it is a big-M constant), (8e) is implied by (30d). Hence, we trivially have X2 ⊆ X1.
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In order to prove X1 ⊆ X2, we first observe that (27)–(28) are simply inequalities (24) derived from the mixing
substructure (15c)–(15d) using the function s(x, ξ) = minp∈[P ]
{
(−Aξp − ap)⊤x + (b⊤ξp + dp)
}
, thus (30c)
are valid for X1. Finally, we argue that (30d) is valid for X1. For every i ∈ [N ] and p ∈ [P ], we obtain from
Lemma 2 and (8d)–(8e) that
M i(1− zi) ≥ t− ri, (31a)
(−Aξip − ap)
⊤x + (b⊤ξip + dp) + (−b
⊤ξip − dp − q
i
p)z
i ≥ 0, (31b)
(−Aξip − ap)
⊤x + (b⊤ξip + dp) +M
izi ≥ t− ri. (31c)
We then apply Lemma 3 with x = (−Aξip − ap)
⊤x + (b⊤ξip + dp), y = t − r
i, C = C2 = M
i, C1 =
−b⊤ξip − dp − q
i
p to get that (30d) is valid for X1.
Remark 8. We highlight that, different from the traditional quantile-based strengthening for nominal chance con-
straints, the coefficient strengthening proposed in Theorem 2 is derived from the distinct structure of (DR-CCP),
namely the complementary upper bounding constraints (31a) and (31c) imposed on t− ri based on the value of zi,
combined with the basic mixing inequality (31b) that has the same coefficients −Aξip − ap and the same binary
variable zi. 
Remark 9. The coefficient of zi in (30d) is −b⊤ξip − dp − q
i
p, whereas it is M
i in (8e). Furthermore, qip can be
replaced by any lower bound βip on q
i
p and the resulting formulation still gives a valid reformulation of (DR-CCP).
As long asM i ≥ −b⊤ξip − dp − β
i
p, the inequality
(−Aξip − ap)
⊤x + (b⊤ξip + dp) + (−b
⊤ξip − dp − β
i
p)z
i ≥ t− ri
dominates (8e). In practice, theM i computed naïvely from Remark 6 is much higher than −b⊤ξip − dp − q
i
p. 
Remark 10. To compute qip, we need to evaluate h¯
j(−Aξip − ap) for j ∈ [N ] which is the optimum value of
the single scenario subproblem given in (23). Note that we must solve N2 such subproblems. For s(x, ξj) =
(−Aξjp − ap)
⊤x + (b⊤ξjp + dp) in (23), this computation becomes
h¯j(−Aξip − ap) = min
x∈X
{
(−Aξip − ap)
⊤x : (−Aξjp − ap)
⊤x ≥ −b⊤ξjp − dp
}
. (32)
In the optimization problem (32), we can take RL or RL+ for a relaxation X¯ of X . But, then the problem in (32)
becomes trivial and its optimal value is not necessarily finite. In such cases, instead of an individual constraint, we
can set s(x, ξj) = minp∈[P ]
{
(−Aξjp − ap)
⊤x + (b⊤ξjp + dp)
}
in (32) so that
h¯j(−Aξip − ap) (33)
= min
x∈X
{
(−Aξip − ap)
⊤x : (−Aξjg − ag)
⊤x ≥ −b⊤ξjg − dg, g ∈ [P ]
}
.
Although (33) provides a stronger value than (32), it requires solving a linear program with many constraints even
when X = RL or X = RL+. In Section 5, we study packing and covering constraints as a special case, where
the problems (32) are easily solvable. We find that the time taken to compute qip is negligible for the applications
considered in Section 6 even without such covering or packing structure. 
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5 Covering and packing constraints
Consider constraints of the form
(−Aξp − ap)
⊤x > −b⊤ξp − dp and (−Aξp − ap)
⊤x ≥ −b⊤ξp − dp, (34)
where the coefficients−Aξp−ap of the decision vector x and the right-hand side−b⊤ξp−dp have the same sign.
We say that (34) are covering type if −Aξp − ap ≥ 0 and b⊤ξp − dp ≥ 0, and we say that constraints (34) are
packing type if−Aξp−ap ≤ 0 and−b
⊤ξp−dp ≤ 0. For example, a probabilistic portfolio optimization problem
can be defined by a covering constraint; its distributionally robust chance-constrained program formulation is given
as follows:
min
x
c⊤x
s.t. P[ξ⊤x > w] ≥ 1− ǫ, ∀P ∈ FN (θ), (Portfolio)
x ≥ 0,
where ξ captures the random yields of financial assets; each component encodes the ratio of the end price and the
initial price of a financial product (a ratio greater than 1 implies profit whereas a ratio less than 1 indicates loss).
Here, c is the cost vector and w denotes a prescribed target return. We may assume that the price never goes down
to 0. Then, ξ > 0 for all ξ ∈ RK , and thus ξ⊤x > w is a covering constraint.
In Section 4.2, we presented a way to improve the value ofM i in (8e), which allows us to replace (8e) by (−Aξp−
ap)
⊤x+(b⊤ξp+dp)+(−b⊤ξp−dp−qip)z
i ≥ t−ri where qip is given by (26). Moreover, in Remark 9 we argue
that qip can be relaxed by any lower bound β
i
p on q
i
p, especially when the exact evaluation of q
i
p is computationally
expensive. Next, we establish that for covering and packing constraints, we can efficiently compute a strong lower
bound on qip under a mild assumption.
Lemma 4. Suppose that constraints (34) are in the form of covering or packing. Further, assume that all realiza-
tions of −Aξp − ap have the same support and that X ⊆ RL+. Then for i, j ∈ [N ] and p ∈ [P ],
h¯jp(−Aξ
i
p − ap) ≥ min
{
(−Aξip − ap)ℓ
(−b⊤ξjp − dp)
(−Aξjp − ap)ℓ
: ℓ ∈ supp(−Aξip − ap)
}
(35)
and supp(−Aξip − ap) denotes the support of −Aξ
i
p − ap.
Proof. We consider the case when (34) are covering type; the packing case can be proved similarly. SinceX ⊆ RL+,
it follows from (32) that for i, j ∈ [N ] and p ∈ [P ],
h¯jp(−Aξ
i
p − ap) ≥ min
x≥0
{
(−Aξip − ap)
⊤x : (−Aξjp − ap)
⊤x ≥ −b⊤ξjp − dp
}
. (36)
Since −Aξip − ap and −Aξ
j
p − ap have the same support, after possibly projecting out some variables in x, we
may assume that −Aξip − ap > 0 and −Aξ
j
p − ap > 0. Then, the minimum of the linear program in (36) is
attained at a vertex of the simplex {x ∈ RL+ : (−Aξ
j
p − ap)
⊤x = −b⊤ξjp − dp}, thus (35) follows.
Given the lower bounds on h¯jp(−Aξ
i
p − ap) for j ∈ [N ] obtained by the closed form in (35), the (N − ⌊ǫN⌋)-th
largest one is a lower bound on qip, due to (26).
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6 Computational Study
We test the effectiveness of our developments on portfolio optimization and probabilistic resource planning prob-
lems. We detail the explicit form of these problems, along with instance generation and numerical conclusions
in Sections 6.1 and 6.2, respectively. For both problems, we use the ℓ2-norm for ‖ · ‖ to define the Wasserstein
distance (1).
We conducted all of the experiments on an Intel Core i5 3GHz processor with 6 cores and 32GB memory. Each
experiment was in single-core mode, and five experiments were run in parallel. We enforced a time limit of 3600
seconds on each model. All solution times are measured by C++ in seconds externally from CPLEX.
We used CPLEX 12.9 as the MIP solver. We used CPLEX user-cut callback feature to separate and add cuts from
an exponential family. It is well-known that using a user-cut callback function affects various internal CPLEX
dynamics (such as dynamic search, aggressiveness of CPLEX presolve and cut generation procedures, etc.). Thus,
to make a fair comparison, we included an empty user-cut callback function, which does not separate any user cuts,
in the implementation of the basic formulation given by Chen et al. [7] and Xie [29]. We opted to separate our
inequalities only at the root node because we identified in our preliminary tests that separating a large number of
inequalities throughout the branch-and-cut tree usually slows down the search process.
We compare the following three formulations:
Basic: the basic formulation (8) given by Chen et al. [7] and Xie [29] where we discuss the big-M computations
based on the corresponding problem classes separately below,
Improved: the improved formulation (30),
Mixing: the improved formulation (30) with the mixing inequalities (25).
For each formulation, we recorded the following statistics:
Slv(Fnd): the number of instances solved to optimality within the CPLEX time limit and, in parentheses, the
number of instances for which a feasible solution was found, and hence, an upper bound is available.
Time(Gap): the average solution time, in seconds, of the instances that were solved to optimality, and, in paren-
theses, the average of the final optimality gap of the instances that were not solved to optimality within the
CPLEX time limit. The optimality gap is computed as (UB−LB)/LB∗100whereUB andLB respectively
are the objective values of the best feasible solution and the best lower bound value at termination. A ‘*’ in
a Time or Gap entry indicates that either no instance was solved to optimality or all instances were solved
to optimality within the CPLEX time limit so that there were no instances for measuring the corresponding
statistic.
R.time: the average time spent at the root node of the branch-and-cut tree over all instances, in seconds.
R.gap(Fnd): the final optimality gap at the root node of the branch-and-cut tree. A ‘*’ entry for gap indicates that
no solution was found in any of the 10 instances within the CPLEX time limit, in parentheses, the number of
instances for which a feasible solution was found at the root node, and hence, an upper bound is available.
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6.1 Portfolio optimization
We consider the distributionally robust chance-constrained programming formulation of a portfolio optimization
problem from Chen et al. [7] given by (Portfolio). The problem is to find a minimum cost portfolio investment
x into K assets with random returns ξ = (ξ1, . . . , ξK)
⊤ ∈ RK+ while achieving a prescribed target return with
probability at least 1− ǫ. Problem (Portfolio) admits the following MIP reformulation:
min
z,r,t,x
c⊤x (37a)
s.t. z ∈ {0, 1}N , t ≥ 0, r ≥ 0, x ≥ 0, (37b)
ǫ t ≥ θ‖x‖∗ +
1
N
∑
i∈[N ]
ri, (37c)
M i(1− zi) ≥ t− ri, i ∈ [N ], (37d)
x⊤ξi − w +M izi ≥ t− ri, i ∈ [N ], (37e)∑
i∈[N ]
zi ≤ ⌊ǫN⌋. (37f)
In fact, x = 0 with (z, r, t) = (1,0, 0) satisfies (37b)–(37e). Then x = 0 with (z, r, t) = (1,0, 0) would
be an optimal solution if (37f) were not present. Hence, (37f) is necessary, and by Theorem 1, (37) is an exact
reformulation of (Portfolio).
Adapting our formulation (30) to model (Portfolio), we obtain another formulation that is the same as (37) except
that (37e) is replaced with
x⊤ξi − w + (w − qi)zi ≥ t− ri, i ∈ [N ], (38)
where qi is defined as in (26). As ξ⊤x > w is a covering constraint, we can compute a lower bound qi based
on (35) in Lemma 4. We next discuss how to select valid big-M values in (37).
Remark 11. For (37), the domain of x is not bounded, and hence M i given by (20) is not bounded. Then, as
discussed in Remark 6, for some optimal x to (37), we can choose M i ≥ |x⊤ξi − w| for each i ∈ [N ]. Let
x be an optimal solution to (37). First, since x⊤ξi ≥ 0, it follows that (x⊤ξi − w) + w = x⊤ξi ≥ 0, so
−(x⊤ξi − w) ≤ w for all i ∈ [N ]. Let J ⊆ [N ] denote the set of scenarios j such that x⊤ξj − w ≥ 0. Then,
J is nonempty because x satisfies the nominal chance constraint with nonzero probability. If x⊤ξj − w > 0
for all j ∈ [J ], one can scale down x by a factor of some δ ∈ (0, 1) such that δx⊤ξj − w ≥ 0 for j ∈ [J ],
thereby satisfying the same set of scenarios but obtaining a better solution. So, we may assume that x⊤ξj = w
for some j ∈ J . Let ξmax and ξmin be the maximum and the minimum coordinate values of ξ. Then, for j ∈ [N ],
x⊤ξi ≤ ξmaxx⊤1 ≤ ξmaxx⊤ξj/ξmin = w · ξmax/ξmin, implying that (ξmax/ξmin− 1)w ≥ (x⊤ξi−w) holds for
all i ∈ [N ]. Thus, it is sufficient to set
M i = max{w, (ξmax/ξmin − 1)w}, i ∈ [N ]. (39)

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6.1.1 Instance Generation
We follow the same instance generation scheme of Chen et al. [7] (and hence that of Xie and Ahmed [30]). We set
K = 50, w = 1, and the cost coefficients ci, for i ∈ [50], are chosen uniformly at random from {1, . . . , 100}. As
mentioned in Section 5, each ξi indicates the ratio of the end price and the initial price so that ξ always remains
positive. For our experiments, we generate each coordinate of ξ uniformly at random from [0.8, 1.5]. Based on
Remark 11 and (39), we set M i = 1 for all i ∈ [N ]. As we use the ℓ2-norm for Wasserstein ambiguity sets,
reformulations (8) and (30) become mixed-integer second-order cone programs. We test a set of values for the
Wasserstein radius θ and risk tolerance ǫ; we choose θ ∈ {0.05, 0.1, 0.2} and ǫ ∈ {0.05, 0.1}. For each problem
parameter combination, we generate 10 random instances and report the average statistics.
6.1.2 Performance Analysis
Our experiments with N ∈ {500, 1000} scenarios are summarized in Table 1. Note that these correspond to much
larger number of scenarios than N ∈ {100, 110, . . . , 200} considered previously in [7].
For both N ∈ {500, 1000}, mixing inequalities are very rarely separated when θ = 0.02, and they are never
separated for large θ > 0.02. When θ > 0.02, since mixing inequalities are never separated, the performances of
Mixing and Improved are almost identical in terms of all of the statistics including root node statistics. The
non-separation of mixing inequalities for large θ follows from the fact that the nominal region XSAA(S) (and
consequently the resulting mixing inequalities) is a worse approximation for the distributionally robust region
XDR(S) when θ gets larger. The same phenomenon was also observed in [12] fo DR-CCP with RHS uncertainty.
Thus, we report the relevant statistics for Mixing only for θ ≤ 0.02 in Table 3 in Appendix B.
We observe that when the radius θ is small, the resulting problems are much harder to solve. Such difficulty of
the problems for small θ was also reported by Ho-Nguyen et al. [12] for DR-CCP with RHS uncertainty. For
example, for θ = 0.001, none of the models is able to solve any one of the ten instances forN = 500 orN = 1000
within the time limit of 3600 seconds. Despite this, we observe that in terms of the average final optimality gap for
θ = 0.001 andN = 500 (N = 1000), Mixing is the best with 6.10% gap (8.79%), followed by Improved with
14.29% (16.37%), and finally Basic with 18.85% (23.87%). In the case of θ = 0.001, it is noteworthy to point
out that the average number of mixing inequalities separated is still relatively small; 89.6 in the case of N = 500
and 271.5 for N = 1000. However, for θ = 0.001 and N = 1000, comparing Improved and Mixing, we
note that the mixing inequalities improve the average root gap from 17.89% to 16.43%. This may appear to be a
modest reduction, but surprisingly, it resulted in a reduction in the final optimality gap from 16.37% to 8.79% on
average. Overall, these results highlight the positive computational impact of our developments in Improved and
Mixing for small θ.
As for the other θ values, we observe that Improved consistently outperforms Basic in terms of the number
of instances solved for all N and θ values. This is particularly striking for N = 1000. In this case, Basic is
unable to solve (with the exception of one instance out of ten for θ = 0.04) any of the ten randomly generated
problem instances for any of the θ values within the time limit of 3600 seconds. In contrast, for all of the θ values
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Table 1: Results for portfolio optimization
N θ Basic Improved
Slv(Fnd) Time(Gap) R.time R.gap(Fnd) Slv(Fnd) Time(Gap) R.time R.gap(Fnd)
500
0.001 0(10) *(18.85) 1.28 22.49(10) 0(10) *(14.29) 0.29 17.99(10)
0.020 4(10) 330.78(17.97) 1.56 19.46(10) 0(10) *(12.59) 2.40 34.15(10)
0.040 4(10) 283.29(17.69) 1.83 22.26(10) 4(10) 1.89(9.09) 2.28 16.80(10)
0.060 2(10) 391.52(14.24) 5.02 30.27(9) 5(10) 459.36(8.62) 4.54 24.89(10)
0.080 1(10) 646.29(10.94) 5.36 28.82(8) 7(10) 820.63(3.50) 4.98 22.68(10)
0.100 1(10) 1925.59(9.65) 5.45 27.79(9) 8(10) 445.88(2.45) 5.59 13.04(10)
0.120 3(10) 1027.24(8.42) 6.79 32.11(10) 10(10) 168.85(*) 5.36 9.72(9)
0.140 5(10) 463.89(7.41) 6.56 33.94(10) 10(10) 355.98(*) 5.69 10.55(9)
0.160 7(10) 193.68(5.55) 6.76 28.42(10) 10(10) 9.89(*) 5.65 8.01(10)
0.180 9(10) 571.28(2.59) 6.21 23.23(10) 10(10) 6.18(*) 4.24 3.87(10)
1000
0.001 0(10) *(23.87) 2.27 26.55(10) 0(10) *(16.37) 0.77 17.89(10)
0.020 0(10) *(23.73) 5.09 26.90(9) 0(9) *(17.51) 3.53 23.45(9)
0.040 1(5) 10.65(18.03) 4.37 24.32(5) 3(5) 1173.12(12.20) 3.53 7.40(4)
0.060 0(4) *(24.83) 9.43 32.80(1) 3(5) 1445.78(14.05) 10.39 *(0)
0.080 0(9) *(24.19) 12.70 *(0) 5(9) 164.61(10.11) 11.07 *(0)
0.100 0(9) *(19.45) 13.58 *(0) 8(10) 242.90(11.46) 11.87 *(0)
0.120 0(10) *(17.16) 14.58 *(0) 7(10) 44.15(9.33) 13.01 *(0)
0.140 0(10) *(15.67) 15.62 *(0) 8(10) 296.48(10.05) 13.72 *(0)
0.160 0(9) *(13.15) 16.50 *(0) 8(10) 80.18(8.43) 13.36 *(0)
0.180 0(10) *(12.03) 17.25 *(0) 9(10) 114.21(3.46) 13.74 *(0)
2
0
greater than or equal to 0.1, Improved solves at least 7 out of 10 random instances within an average of less
than 300 seconds. For the instances that were unsolved for N = 1000 and θ ≥ 0.04, the reported average final
gaps for Basic range between 12% to 24.8%, whereas the same range for Improved is 3.5% to 14%. It may
appear that forN = 500 and θ ∈ {0.04, 0.06}, overall solution time of Improved is longer than Basic solution
times, but this is due to the fact that we are able to solve more instances with Improved within the time limit (5
and 7 versus 2 and 1). For some instances, even finding a feasible solution within the time limit is a challenge for
both of the formulations, in particular for N = 1000 and θ ∈ {0.04, 0.06}. Finally, observe that the solution time
at the root node for Basic and Improved are very similar, but the root node gap of Improved is better than
Basic in most cases. This difference is more pronounced for the instances with N = 500 and large θ. The large
improvement in the root gap for these instances translates into much faster overall solution times.
6.2 Probabilistic resource planning
We consider a probabilistic resource planning problem studied by Luedtke [22] in the context of solving (SAA).
Given a set of resources and a set of customer groups, the problem is to decide the quantity of each resource with
the minimum cost to satisfy customer demands, i.e.,
min
x∈RD
+
, y∈RDP
+
{
c⊤x :
∑
p∈[P ] ydp ≤ ρdxd, d ∈ [D]∑
d∈[D] µdpydp ≥ λp, p ∈ [P ]
}
, (RSRC-Plan)
where D is the number of resources and P is the number of customer types, cd is the unit production cost of
resource d ∈ [D] and ρd ∈ (0, 1] represents the random yield of resource d (e.g., the fraction of planned production
that is available), λp denotes the random demand of customer group p ∈ [P ], µdp represents the random service
rate of resource d for customer group p. Here, xd is the variable for the quantity of resource d to be produced and
ydp is the variable for the amount of resource d allocated to customer group p. The constraints
∑
p∈[P ] ydp ≤ ρdxd
for d ∈ [D] in (RSRC-Plan) are resource assignment constraints, and
∑
d∈[D] µdpydp ≥ λp for p ∈ [P ] are
demand satisfaction constraints. Let (ρi,µi,λi) ∈ RD+ × R
DP
+ × R
P
+ be the realization of the random parameters
under scenario i ∈ [N ]. Then the DR-CCP formulation of (RSRC-Plan) is given by
min
z,r,t,x,y
c⊤x (40a)
s.t. z ∈ {0, 1}N , t ≥ 0, r ≥ 0, x ≥ 0, y ≥ 0, (40b)
ǫ t ≥ θ
∥∥(x,y,1)⊤∥∥
∗
+
1
N
∑
i∈[N ]
ri, (40c)
M i(1− zi) ≥ t− ri, i ∈ [N ], (40d)
ρidxd −
∑
p∈[P ]
ydp +M
izi ≥ t− ri, i ∈ [N ], d ∈ [D], (40e)
∑
d∈[D]
µidpydp − λ
i
p +M
izi ≥ t− ri, i ∈ [N ], p ∈ [P ]. (40f)
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6.2.1 Instance generation and big-M computation
We test instances with D = 10, P = 20, and ǫ = 0.1. For the cost vector c and the random parameters (ρ,µ,λ),
we use the same setting of Luedtke [22, Section 3.3] (further details of instance generation can be found in Luedtke
[21]). This instance generation scheme ensures that each sample data (ρi,µi,λi) is nonnegative almost surely.
We empirically found that the problem becomes infeasible when θ gets above 0.01, so we test 10 different values
{0.0001, 0.001, 0.002, . . . , 0.009} for θ.
Since the domainX of (40) is not bounded, we need to choose a value forM i based on (21), i.e., for some optimal
(x,y) to (40), setM i to be greater than or equal to
max
d∈[D]
{∣∣∣∣ρidxd − ∑
p∈[P ]
ydp
∣∣∣∣
}
and max
p∈[P ]
{∣∣∣∣ ∑
d∈[D]
µidpydp − λ
i
p
∣∣∣∣
}
. (41)
Using the nonnegativity of data (ρi,µi,λi), in Remark 12 in Appendix A, we provide an upper bound on (41),
thereby providing a value forM i.
Notice that the demand constraints in (RSRC-Plan) are covering type, so we can improve (40f) by reducing M i
based on Lemma 4. However, the resource assignment constraints are neither covering nor packing type, hence we
cannot apply Lemma 4 to compute the reduced coefficient for (40e). So, in Remark 13 we describe our reduced
coefficient computation for (40e) based on (33).
6.2.2 Performance Analysis
We summarize our experiments with N ∈ {100, 300} scenarios in Table 2. Note that the resource planning
problems with LHS uncertainty are significantly more difficult than the portfolio optimization problems, thus the
number of scenariosN we can scale to were much smaller than in Section 6.1.
We continue to see that when the radius θ is small, the resulting problems are much harder to solve. For example,
for θ ∈ {0.001, 0.002}, Basic is not able to solve any one of the ten instances forN = 100 within the time limit.
That said, for the really small radius of θ = 0.0001, the instances are slightly easier with more instances solved
to optimality than θ = 0.001 for all models. For N = 100, as θ increases, more instances are solved by Basic,
however, even for the largest θ, i.e., θ = 0.009, there are three instances for which Basic is not able to find an
optimal solution. In contrast Improved is able to solve all instances to optimality for θ ∈ {0.007, 0.008, 0.009}.
Furthermore, for N = 300, Basic is not able to solve any of the instances for any θ. These instances are simply
intractable for Basic, which terminates with over 90% optimality gap in all test cases. In contrast, for the largest
θ tested, Improved finds an optimal solution to all ten instances well within the time limit.
Comparing the quality of the solutions at termination, we observe that the optimality gaps for Basic are ex-
tremely large in these instances, ranging from 45% for N = 100, θ = 0.009 to 97.08% for N = 300, θ = 0.009.
In contrast, the optimality gaps for Improved range from 0% for various settings including N = 100, θ ∈
{0.007, 0.008, 0.009} and N = 300, θ = 0.009 to at most 14.51% for N = 100, θ = 0.005.
22
Table 2: Results for resource planning
Basic Improved
N θ Slv(Fnd) Time(Gap) R.time R.gap(Fnd) Slv(Fnd) Time(Gap) R.time R.gap(Fnd)
100
0.0001 4(10) 1711.87(54.86) 5.55 100.00(4) 6(10) 979.56(4.64) 7.82 *(0)
0.0010 0(10) *(77.39) 8.29 *(0) 2(10) 2226.70(9.03) 10.61 *(0)
0.0020 0(10) *(77.05) 8.72 *(0) 6(10) 2082.06(8.11) 11.09 *(0)
0.0030 1(10) 2497.16(61.80) 8.58 *(0) 8(10) 1142.60(4.53) 11.36 *(0)
0.0040 2(10) 1398.14(62.78) 8.49 *(0) 8(10) 1184.37(10.26) 11.44 *(0)
0.0050 1(10) 2168.77(62.35) 8.75 *(0) 6(10) 1521.19(14.51) 11.74 *(0)
0.0060 3(10) 2198.37(60.46) 7.78 *(0) 8(10) 1058.29(12.99) 11.52 *(0)
0.0070 3(10) 2266.62(61.80) 7.62 *(0) 10(10) 2107.87(*) 11.56 *(0)
0.0080 4(10) 2699.47(54.28) 7.73 *(0) 10(10) 978.87(*) 11.26 *(0)
0.0090 7(10) 2456.14(45.00) 7.40 *(0) 10(10) 792.77(*) 11.35 *(0)
300
0.0001 0(10) *(91.92) 25.35 *(0) 0(10) *(7.68) 17.94 11.25(6)
0.0010 0(10) *(94.81) 33.05 *(0) 0(10) *(13.22) 44.19 *(0)
0.0020 0(10) *(93.35) 31.62 *(0) 0(10) *(14.07) 56.40 *(0)
0.0030 0(10) *(94.17) 28.80 *(0) 0(10) *(13.54) 63.93 *(0)
0.0040 0(10) *(93.64) 29.30 *(0) 0(10) *(13.78) 63.74 *(0)
0.0050 0(10) *(94.47) 28.45 *(0) 0(10) *(13.87) 64.74 *(0)
0.0060 0(10) *(94.24) 26.96 *(0) 3(10) 2283.06(11.67) 67.35 *(0)
0.0070 0(10) *(96.06) 28.50 *(0) 4(10) 1815.24(11.08) 72.66 *(0)
0.0080 0(10) *(96.77) 27.20 *(0) 7(10) 1729.98(10.80) 74.28 *(0)
0.0090 0(10) *(97.08) 22.89 *(0) 10(10) 960.34(*) 73.41 *(0)
2
3
It is interesting to note that in most cases, an integer feasible solution is not found at the root node in both Basic
and Improved, so the root gap information is not available, except Basic is able to find a feasible solution
for four instances for N = 100, θ = 0.0001, albeit with 100% optimality gap. This observation is reversed for
N = 300, θ = 0.0001, when Basic is unable to report a root gap for any instance, whereas Improved is able to
report an average gap of 11.25% for six instances.
A few comments are in order for the performance of Mixing. Once again, we only report these results for
θ ≤ 0.001 in Appendix B, since we observed that no mixing inequalities are separated for θ > 0.001 for any
N ∈ {100, 300}. That said, Mixing is quite effective for θ = 0.0001. For N = 100, θ = 0.0001, an average
of 687.3 mixing inequalities are separated, and Mixing is able to solve nine instances to optimality (three more
than Improved), and in smaller average solution time (800 seconds versus 979 seconds). The effectiveness of
Mixing decreases when θ = 0.001: in this case, only an average of 12.5 mixing inequalities are separated when
N = 100. Indeed, in this case, Mixing solves one fewer instance to optimality than Improved and there is only
a moderate decrease in the optimality gap (7.99% for Mixing versus 9.03% for Improved). More mixing cuts
are separated on average for N = 300: 4337.9 and 223.5, respectively, for θ = 0.0001 and θ = 0.001. Despite
this, these instances are still unsolvable within the time limit. Nevertheless, there is a moderate decrease in the
final gap from 7.68% to 7.55% for θ = 0.0001 and from 13.22% to 11.88% for θ = 0.001. Finally, with respect
to root gaps, in contrast to Improved, the only interesting statistic for Mixing is that N = 300, θ = 0.0001,
Mixing achieves a smaller root gap of 10.28%, on average, but over fewer instances that solve to optimality (five
instead of six) than Improved.
In summary, we observe that our proposed Improved formulation drastically increases our ability to obtain high-
quality solutions to (DR-CCP). Mixing provides additional improvement for cases when θ is small.
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A Big-M Computation for Resource Planning
In this appendix we describe our big-M calculation used in (40) of the probabilistic resource planning problem
studied in Section 6.2. Recall that each sample data (ρi,µi,λi) is nonnegative almost surely. Recall also that the
domain X of (40) is not bounded, so we need to choose a value forM i based on (21), i.e., for some optimal (x,y)
to (40), M i must be selected to be greater than or equal to the quantity in (41). Next, we provide an upper bound
on (41), thereby providing a value forM i.
Remark 12. Let (x,y) be an optimal solution to (40). Note that if µidp = 0 for all i ∈ [N ], we may assume that
ydp = 0, for otherwise, reducing ydp = 0 does not affect (40f), and is less restrictive for (40e). Consider a pair
of d ∈ [D] and p ∈ [P ] such that ydp > 0. Since (x,y) satisfies the nominal chance constraint with nonzero
probability, there exists i ∈ [N ] such that
∑
d∈[D] µ
i
dpydp − λ
i
p ≥ 0. In fact, we may assume that there exists
j ∈ [N ] such that µjdp > 0 and equality
∑
d∈[D] µ
j
dpydp−λ
j
p = 0 holds, for otherwise, one can slightly reduce ydp
without affecting the validity of (x,y). Hence, it follows that ydp ≤ λjp/µ
j
dp if ydp > 0. Let Udp be defined as
Udp =


max
{
λip/µ
i
dp : µ
i
dp > 0, i ∈ [N ]
}
, if µidp > 0 for some i ∈ [N ],
0, otherwise.
Then, for every d ∈ [D] and p ∈ [P ], we have 0 ≤ ydp ≤ Udp. This implies that
max
p∈[P ]
{∣∣∣∣ ∑
d∈[D]
µidpydp − λ
i
p
∣∣∣∣
}
≤ max
p∈[P ]
{
max
{
λip,
∑
d∈[D]
µidpUdp − λ
i
p
}}
. (42)
Now let us consider the other term inside (41). Since (x,y) satisfies the nominal chance constraint with nonzero
probability, there exists i ∈ [N ] such that ρidxd −
∑
p∈[P ] ydp ≥ 0, and as before, we may assume that equality
ρjdxd −
∑
p∈[P ] ydp = 0 holds for some j ∈ [N ]. Hence, it follows that for i ∈ [N ], ρ
i
dxd −
∑
p∈[P ] ydp =
(ρid/ρ
j
d − 1)
∑
p∈[P ] ydp. Let ρ
max
d := max{ρ
j
d : j ∈ [N ]} and ρ
min
d := min{ρ
j
d : j ∈ [N ]}. Then
max
d∈[D]
{∣∣∣∣ρidxd − ∑
p∈[P ]
ydp
∣∣∣∣
}
≤ max
d∈[D]
{
max
{
1−
ρid
ρmaxd
,
ρid
ρmind
− 1
}
·
∑
p∈[P ]
Udp
}
, (43)
andM i can be set to the maximum of the two values given in the right-hand sides of (42) and (43). 
While the demand constraints in (RSRC-Plan) are covering type and so we can use Lemma 4 to improve (40f) by
reducingM i, the resource assignment constraints in (RSRC-Plan) are neither covering nor packing type, hence we
cannot apply Lemma 4 to compute the reduced coefficient for (40e). Instead, we compute the reduced coefficient
for (40e) based on (33) as follows.
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Remark 13. By Remark 12, at optimality we have 0 ≤ yd′p ≤ Ud′p for all d′ ∈ [D], p ∈ [P ]. Then, for i, j ∈ [N ],
h¯jd(−Aξ
i
d − ad) (44)
≥ min
x≥0,y≥0

ρidxd −
∑
p∈[P ]
ydp :
∑
d′∈[D] µ
j
d′pyd′p ≥ λ
j
p, p ∈ [P ],
ρjdxd ≥
∑
p∈[P ] ydp,
yd′p ≤ Ud′p, d′ ∈ [D], p ∈ [P ]


≥ min
x≥0,y≥0


(
ρid
ρjd
− 1
) ∑
p∈[P ]
ydp :
∑
d′∈[D] µ
j
d′pyd′p ≥ λ
j
p, p ∈ [P ],
yd′p ≤ Ud′p, d′ ∈ [D], p ∈ [P ]

 .
When (ρid/ρ
j
d − 1) ≥ 0, we set yd′p = Ud′p for d
′ 6= d. Then for each p ∈ [P ], we set
ydp = L
j
dp :=


max
{
0, λjp −
∑
d′∈[D],d′ 6=d Ud′p
}
/µjdp, µ
j
dp > 0
0, µjdp = 0.
It follows from (44) that h¯jd(−Aξ
i
d−ad) ≥ (ρ
i
d/ρ
j
d−1)
∑
p∈[P ] L
j
dp when (ρ
i
d/ρ
j
d−1) ≥ 0. When (ρ
i
d/ρ
j
d−1) < 0,
since 0 ≤ ydp ≤ Udp at optimality, we obtain h¯
j
d(−Aξ
i
d − ad) ≥ (ρ
i
d/ρ
j
d − 1)
∑
p∈[P ] Udp. Based on these
lower bounds on h¯jd(−Aξ
i
d − ad), we can compute a lower bound on q
i
p. Note that in the definition of L
j
pd, if
λjp −
∑
d′∈[D],d′ 6=d Ud′p > 0 but µ
j
dp = 0, then scenario j is infeasible, so we can set zj = 1. 
B Computational Results for Mixing Inequalities
Table 3 presents computational results for Mixing described in Section 6.
Table 3: Results for Mixing.
N θ Slv(Fnd) Time(Gap) R.time R.gap(Fnd) Cuts
P
o
rt
fo
li
o 500
0.001 0(10) *(6.10) 0.62 16.99(10) 89.6
0.020 0(10) *(12.74) 2.54 34.15(10) 0.0
1000
0.001 0(10) *(8.79) 2.28 16.43(10) 271.5
0.020 0(9) *(17.52) 3.86 23.46(9) 0.2
R
es
.
p
la
n
.
100
0.0001 9(10) 800.84(6.53) 8.11 *(0) 687.3
0.0010 1(10) 2307.23(7.99) 11.66 *(0) 12.5
300
0.0001 0(10) *(7.55) 39.78 10.28(5) 4337.9
0.0010 0(10) *(11.88) 50.85 *(0) 223.5
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