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Gelfand - Nai˘mark theorem supplies a one to one correspondence between commutative
C∗-algebras and locally compact Hausdorff spaces. So any noncommutative C∗-algebra
can be regarded as a generalization of a topological space. Similarly a spectral triple is
a generalization of a Riemannian manifold. An (infinitely listed) covering of a Rieman-
nian manifold has natural structure of Riemannian manifold. Here we will consider the
noncommutative generalization of this result.
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1 Motivation. Preliminaries
Some notions of the geometry have noncommutative generalizations based from the
Gelfand-Nai˘mark theorem.
Theorem 1.1. [1] (Gelfand-Nai˘mark). Let A be a commutative C∗-algebra and let X be the
spectrum of A. There is the natural ∗-isomorphism γ : A→ C0(X ).
From the theorem it follows that a (noncommutative) C∗-algebra may be regarded as a
generalized (noncommutative) locally compact Hausdorff topological space.
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Any Riemannian manifold M with a Spin structure defines the standard spectral triple(
M, L2 (M, S) , /D
)
[18], i.e. the spectral triple is pure algebraic construction of manifold
with a Spin structure. If M˜ → M is an infinitely listed covering projection then there is a
sequence of finitely listed covering projections
...→ M2 → M1 → M0 = M
which induces natural covering projections pin : M˜ → Mn and for any x˜1, x˜2 ∈ M˜ from
x˜1 6= x˜2 it follows that there is k ∈ N which satisfies to the condition pik (x˜1) 6= pik (x˜2).
From the topology and the differential geometry one can construct properties of M˜ from
the above sequence of finite covering projections. We will develop a pure algebraic con-
struction of M˜. If we have a sequence of spectral triples
{(
C∞ (M) , L2 (Mn, Sn) , /Dn
)}
n∈N
then we will construct a triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
which reflects properties of the
Riemannian manifold M˜ with its Spin structure. Since our construction is pure algebraic
we can apply it to the noncommutative case. A noncommutative example of this construc-
tion is presented in the Section 7.
This article assumes elementary knowledge of following subjects:
1. Set theory [15],
2. Category theory [35],
3. General topology [27],
4. Algebraic topology including K-theory, [21, 35],
5. Differential geometry [6, 9, 23],
6. C∗-algebras, C∗-Hilbert modules and K-theory [3, 20, 31].
The terms “set”, “family” and “collection” are synonyms.
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Following table contains a list of special symbols.
Symbol Meaning
A+ Unitization of C∗− algebra A
A0 Opposite algebra of A consisting of elements {a0 : a ∈ A}
with product a0b0 = (ba)0.
Â Spectrum of C∗ - algebra A with the hull-kernel topology
(or Jacobson topology)
AG Algebra of G invariants, i.e. AG = {a ∈ A | ga = a, ∀g ∈ G}
Aut(A) Group * - automorphisms of C∗ algebra A
B(H) Algebra of bounded operators on Hilbert space H
C (resp. R) Field of complex (resp. real) numbers
C(X ) C∗-algebra of continuous complex valued
functions on a compact space X
C0(X ) C∗-algebra of continuous complex valued functions
on a locally compact topological space X equal to 0 at infinity
G(X˜ |X ) Group of covering transformations of a covering projection X˜ → X [35]
cl (U ) ⊂ X The closure of subset U of topological space X .
δij Delta symbol. If i = j then δij = 1. If i 6= j then δij = 0
Γ(X , E) A C(X )-module of sections of a locally trivial vector bundle E ∈ Vect(X )
H Hilbert space
HA Hilbert space over A (Definition 1.36)
K = K(H) C∗ - algebra of compact operators
K(XA) C∗-algebra of compact operators of a Hilbert A module XA
Ki(A) (i = 0, 1) K groups of C∗-algebra A
lim←− Inverse limit
M(A) A multiplier algebra of C∗-algebra A
Mn(A) The n× n matrix algebra over C∗− algebra A
N A set of positive integer numbers
N0 A set of nonnegative integer numbers
P (A) A category of finitely generated projective modules over A
Sn The n-dimensional sphere
SU(n) Special unitary group
TM (resp. T∗M) Tangent (resp. cotangent) bundle of differentiable manifold M [23]
U(H) ⊂ B(H) Group of unitary operators on Hilbert space H
U(A) ⊂ A Group of unitary operators of algebra A
U(n) ⊂ GL(n,C) Unitary subgroup of general linear group
Vect(X ) A category of locally trivial vector bundles over a topological space X [21]
Z Ring of integers
Zn Ring of integers modulo n
k ∈ Zn An element in Zn represented by k ∈ Z
X\A Difference of sets X\A = {x ∈ X | x /∈ A}
|X| Cardinal number of the finite set
f |A′ Restriction of a map f : A→ B to A′ ⊂ A, i.e. f |A′ : A′ → B
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Definition 1.2. Let
G1 ← G2 ← ... (1)
be an infinite sequence of finite groups and epimorphisms, and let G be a group with
epimorpisms hn : G → Gn. The sequence is said to be coherent if ⋂ ker hn is trivial and the
following diagram is commutative.
G
Gn Gn−1
hn hn−1
A family {Gn ⊂ G}n∈N is said to be a G-covering of the sequence (1) if following conditions
hold:
1. If m < n then Gm ⊂ Gn,
2. |Gn| = |Gn| for any n ∈ N,
3. hn (Gn) = Gn,
4.
⋃
n∈N Gn = G.
Definition 1.3. Let us consider a sequence (1) groups and epimorphisms. There are an
inverse limit G = lim←−Gn [35] and natural epimorphisms hn : G → Gn. We say that
element g is represented by the sequence {gn ∈ Gn}n∈N if gn = hn (g). We will write
g = RepG ({gn}).
Henceforth {xι}ι∈I means a set indexed by finite or countable set I of indexes.
Definition 1.4. [2] Any homomorphisms of rings A→ B induces functor P(A) → P(B)
of categories of finitely generated projective modules. The functor is given by P 7→ B⊗A P
on objects, and f 7→ IdB ⊗ f on morphisms. We call it the extensions of scalars functor.
1.1 Topology
1.1.1 Covering projections and partition of unity
Definition 1.5. [35] Let pi : X˜ → X be a continuous map. An open subset U ⊂ X is
said to be evenly covered by pi if pi−1(U ) is the disjoint union of open subsets of X˜ each of
which is mapped homeomorphicaly onto U by pi. A continuous map pi : X˜ → X is called
a covering projection if each point x ∈ X has an open neighborhood evenly covered by pi.
X˜ is called the covering space and X the base space of covering projection.
Definition 1.6. Let pi : X˜ → X be a covering projection. A connected open subset U˜ ⊂ X˜
is said to be a one-to-one subset with respect to pi if the restriction piU˜ : U˜ → pi
(
U˜
)
is a
homeomorphism. The family
{
U˜ι
}
ι∈I
of one-to-one subsets with respect to pi such that
X˜ = ⋂ι∈I U˜ι is said to be a one-to-one covering with respect to pi.
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Definition 1.7. [35] A fibration p : X˜ → X with unique path lifting is said to be regular
if, given any closed path ω in X , either every lifting of ω is closed or none is closed.
Definition 1.8. [35] Let p : X˜ → X be a covering projection. A self-equivalence is a
homeomorphism f : X˜ → X˜ such that p ◦ f = p). We denote this group by G(X˜ |X ). This
group is said to be the group of covering transformations of p or the covering group.
Proposition 1.9. [35] If p : X˜ → X is a regular covering projection and X˜ is connected
and locally path connected, then X is homeomorphic to space of orbits of G(X˜ |X ), i.e. X ≈
X˜/G(X˜ |X ). So p is a principal bundle.
In this article we consider second-countable locally compact Hausdorff spaces only [27].
So we will say a "topological space" (resp. "compact space" ) instead "locally compact
second-countable Hausdorff space" (resp. "compact second-countable Hausdorff space").
Theorem 1.10. [27] Every compact Hausdorff space is normal.
Theorem 1.11. [27] Urysohn lemma. Let X be a normal space, let A, B be disjoint closed
subsets of X . Let [a, b] be a closed interval in the real line. Then there exist a continuous map
f : X → [a, b] such that f (A) = {a} and f (B) = {b}.
Theorem 1.12. [27] Urysohn metrization theorem. Every regular space with a countable basis
is metrizable.
From the Theorems 1.10 and 1.11 it follows that if X is locally compact Hausdorff space
x ∈ X , and B is closed subset of X , such that x /∈ B then there exist a continuous map
f : X → [a, b] such that f (x) = a and f (B) = {b}. It means that locally compact Hausdorff
space is completely regular, whence X is regular (See [27]), and from the Theorem 1.12 it
follows next corollary.
Corollary 1.13. Every locally compact second-countable Hausdorff space is metrizable.
Theorem 1.14. [27] Every metrizable space is paracompact.
Definition 1.15. [27] Let {Uα ∈ X}α∈J be an indexed open covering of X . An indexed
family of functions
φα : X → [0, 1]
is said to be a partition of unity , dominated by {Uα}α∈J, if:
1. φα (X\Uα) = {0}
2. The family {Support (φα) = cl ({x ∈ X | φα > 0})} is locally finite.
3. ∑α∈J φα (x) = 1 for any x ∈ X .
Theorem 1.16. [27] Let X be a paracompact Hausdorff space; let {Uα ∈ X}α∈J be an indexed
open covering of X . Then there exists a partition of unity, dominated by {Uα}.
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Theorem 1.17. [30] Suppose X and Y are compact Hausdorff connected spaces and p : Y → X is
a continuous surjection. If C(Y) is a projective finitely generated Hilbert module over C(X) with
respect to the action
( f ξ)(y) = f (y)ξ(p(y)), f ∈ C(Y), ξ ∈ C(X),
then p is a finite-fold (or a finilely listed) covering.
1.1.2 Vector bundles and projective modules
Definition 1.18. [21] Let X be a topological space. A quasi-vector bundle with base X is
given by
1. a finite dimensional C-vector space Ex for any x ∈ X ,
2. a topology on the disjoint union E =
⊔
Ex
A quasi-vector bundle is denoted by ξ = (E,pi,X ) or simply E if there is no risk of
confusion. The space E is the total space of ξ and Ex is the fiber of ξ at the point x.
Remark 1.19. Above definition is a specific case of discussed in [21] definition which
includes real vector bundles. This article discusses complex vector bundles only.
Definition 1.20. [21] Let ξ = (E,pi,X ) and ξ = (E′,pi′,X ′) be quasi-vector bundles. A
general morphism from ξ to ξ ′ is given by a pair ( f , g) of continuous maps such that
1. the diagram
E E′
X X ′
g
f
pi pi′
is commutative.
2. The map gx : Ex → E′f (x) induced by g is C-linear. General morphism can be
composed by obvious way.
If ξ, ξ ′ have the same base X = X ′, a morphism between ξ and ξ ′ is a general morphism
( f , g) such that f = IdX . Such a morphism will be simply called g in the sequel. The
quasi-vector bundles with the same base X are objects of a category, whose arrows we
have just defined.
1.21. [21] Let ξ = (E,pi,X ) be a quasi-vector bundle, and let X ′ be a subspace of X .
The triple
(
pi−1 (X ′) ,pi|pi−1(X ′),X ′
)
defines a quasi-vector bundle ξ ′ which is called a
restriction of ξ to X ′. We denote it by ξ|X ′ , E|X ′ or even simply EX ′ .
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Definition 1.22. [21] More generally, let f : X ′ → X be any continuous map. For
any x′ ∈ X ′, let E′x′ = E f (x′). Then the set E′ =
⊔
x′∈X ′ E′x′ may be identified with the
fiber product X ′ ×X E, i.e. with the subset of X ′ × E formed by pairs (x′, e) such that
f (x′) = pi(e). If pi′ : E′ → X′ is defined by pi′(x′, e) = x′, then it is clear that the
triple (E′,pi′,X ′) defines a quasi-vector bundle over X ′, when we provide E′ with the
topology induced by X ′ × E. We write ξ ′ as f ∗(ξ), or f ∗(E): this is the inverse image (or
the pullback) of ξ by f . We have f ∗(ξ) = ξ for f = IdX , and also ( f ◦ f ′)∗ (ξ) = f ′∗ ( f ∗ (ξ))
if f ′ : X ′′ → X ′ is another continuous map. We also say the E′ is the pullback of E by f .
1.23. [21] Let us now consider two quasi-vector bundles over X and a morphism α :
E → F. If we let E′ = f ∗(E) as in 1.22 and F′ = f ∗(F′) we can also define a morphism
α′ = f ∗(α) from E′ to F′ by the formula α′x′ = α f (x′). If we identify E
′ with X ′ ×X E and
F′ with X ′ ×X F, then α′ is identified with IdX ′ ×X α which proves the continuity of the
map α′.
f ∗(F) F
f ∗(E) E
X ′ X
f ∗(α) α
Proposition 1.24. [21] Let f : X ′ → X be a continuous map. Then the correspondence E 7→
f ∗(E) and α 7→ f ∗(α) induces a functor between the category of quasi-vector bundles over X and
the category of quasi-vector bundles over X ′
1.25. [21] Let V = Cn a finite dimensional vector space. There is a natural structure of
quasi-vector bundle on the product X ×V. Such bundles are called trivial vector bundles.
Definition 1.26. [21] Let ξ = (E,pi,X ) be a quasi-vector bundle. Then ξ is said to be
"locally trivial" or a "vector bundle" if for any x ∈ X there exists a neighborhood U such
that restriction ξ|U is isomorphic to a trivial bundle.
Fact 1.27. Vector bundles are in fact the objects of a full subcategory of the category of
quasi-vector bundles considered in the Definition 1.20. We will denote this category by
E (X ). If f : X ′ → X is a continuous map then functor f ∗ defined in 1.22 defines a
functor from E (X ) to E (X ′), because an inverse image of any vector bundle is also a
vector bundle (See [21]).
1.28. [21] Let A = C (X ) be a ring of continuous complex valued functions on a compact
space X . If E is a vector bundle with base X then the set Γ (X , E) of continuous sections
is an A-module under the operation (λ · s)(x) = λ(x)s(x) where λ ∈ A, s ∈ Γ (X , E).
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Theorem 1.29. [21] Serre - Swan theorem. Let A = C (X ) be a ring of continuous complex
valued functions on a compact space X . Then the section functor Γ induces an equivalence of
categories E (X ) ≈ P(A), where P(A) is a category of finitely generated projective A-modules.
1.30. Let f : X ′ → X a continuous map, there is an inverse image functor f ∗ from
E (X ) → E (X ′) described in 1.23. If we identify E (X ) (resp. E (X ′)) with P (C (X ))
(resp. P (C (X ′))) then f ∗ may be interpreted as the "extensions of scalars" functor
P (C (X )) → P (C (X ′)) defined by P 7→ C (X ′)⊗ P and h 7→ 1C(X ′) ⊗ h for any mor-
phism h in P (C (X )).
Definition 1.31. Let ξ = (E,pi,X ) be a vector bundle, and let {Uι ⊂ X}ι∈I be a family of
open subsets such that X = ⋂ι∈I Uι. If {sι ∈ Γ (Uι, E|Uι)}ι∈I is a family of sections such
that for any ι′, ι′′ ∈ I following condition hold
sι′ |Uι′ ⋂Uι′′ = sι′′ |Uι′ ⋂Uι′′
then there is the unique section s ∈ Γ (X , E) such that
s|Uι = sι; ∀ι ∈ I.
The section s is said to be the gluing of {sι}ι∈I and we will write s = Gluing
({sι}ι∈I).
Remark 1.32. The Definition 1.31 describes the gluing of sections of the sheaf (See [16] for
details).
Definition 1.33. Let pi : X˜ → X be a covering projection and let U˜ ⊂ X˜ be a one-to-one
subset. Let ξ = (E,pi,X ) be a vector bundle and let ξ˜ =
(
E˜,pi′, X˜
)
be a pullback of ξ.
There is a natural isomorphism
ϕ : Γ
(
pi
(
U˜
)
, E|
pi(U˜)
) ≈−→ Γ (U˜ , E˜|U˜) .
If s ∈ Γ
(
pi
(
U˜
)
, E|
pi(U˜)
)
is a section then the section s˜ = ϕ (s) ∈ Γ
(
U˜ , E˜|U˜
)
is said to be
the U˜ -pullback of s and we will write s˜ = pullbackU˜ (s). Elements of C0 (X ) and C0
(
X˜
)
can be regarded as sections of one dimensional trivial bundles, so we will use notation
f˜ = pullbackU˜ ( f ) where f ∈ C0 (X ) and f˜ ∈ C0
(
pi
(
U˜
))
.
Definition 1.34. Let us consider situation of the Definition 1.33. If be s ∈ Γ (X , E) is a
section then following condition hold
pullbackU˜ ′ (s) |U˜ ′ ⋂ U˜ ′′ = pullbackU˜ ′′ (s) |U˜ ′ ⋂ U˜ ′′
for any U˜ ′ (resp. U˜ ′′) one-to-one subsets. Hence there is the unique section s˜ = Γ
(
X˜ , E˜
)
such that
s˜|U˜ = pullbackU˜ (s)
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for any one-to-one subset U˜ . The section s˜ is said to be the pi-pullback of s and we will
write
s˜ = pullbackpi (s) .
It is clear that following condition hold
pullbackpi (s) = 1C(X˜ ) ⊗C(X ) s.
1.2 Hilbert modules
We refer to [3, 20] for the definition of Hilbert C∗-modules, or simply Hilbert modules.
Denote by XA a right Hilbert A-module. The sesquilinear product on a Hilbert module
XA will be denoted by 〈·, ·〉XA . For any ξ, ζ ∈ XA let us define an A-endomorphism
θξ,ζ given by θξ,ζ(η) = ξ〈ζ, η〉XA where η ∈ XA. Operator θξ,ζ shall be denoted by ξ〉〈ζ.
Norm completion of algebra generated by operators θξ,ζ is said to be an algebra of compact
operators K(XA). We suppose that there is a left action of K(XA) on XA which is A-linear,
i.e. action of K(XA) commutes with action of A.
Definition 1.35. [20] An A-B-correspondence X is a right Hilbert B-module together with
a ∗-homomorphism φX : A→ L (X). We will denote this by AXB.
Definition 1.36. [3] Let A be a C∗-algebra, let HA be the completion of the direct sum of
a countable number of copies of A, i.e. HA consists of all sequences {an ∈ A}n∈N such
that ∑∞n=1 a
∗
nan converges, with inner product
〈{an} , {an}〉HA =
∞
∑
n=1
a∗nbn.
HA is said to be the Hilbert space over A. Henceforth the Hilbert space over A will by
denoted by HA.
The sesquilinear product on a Hilbert space H will be denoted by (·, ·). For any ξ, ζ ∈ H
let us define an operator Θξ,ζ ∈ B(H) given by Θξ,ζ(η) = (ζ, η)ξ where η ∈ H. Operator
θξ,ζ shall be denoted by ξ)(ζ.
1.3 Riemannian manifolds and covering projections
Proposition 1.37. (Proposition 5.9 [23])
1. Given a connected manifold M there is a unique (unique up to isomorphism) universal
covering manifold, which will be denoted by M˜.
2. The universal covering manifold M˜ is a principal fibre bundle over M with group pi1(M)
and projection p : M˜ → M, where pi1(M) is the first homotopy group of M.
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3. The isomorphism classes of covering spaces over M are in 1:1 correspondence with the con-
jugate classes of subgroups of pi1(M). The correspondence is given as follows. To each
subgroup H of pi1(M), we associate E = M˜/H. Then the covering manifold E correspond-
ing to H is a fibre bundle over M with fibre pi1(M)/H associated with the principal bundle
M˜(M,pi1(M)). If H is a normal subgroup of pi1(M), E = M˜/H is a principal fibre bundle
with group pi1(M)/H and is called a regular covering manifold of M.
Proposition 1.38. [6] A differential manifold M admits a (smooth) partition of unity if and only
if it is paracompact.
1.39. If M˜ is a covering space of Riemannian manifold M then it is possible to give M˜ a
Riemannian structure such that pi : M˜ → M is a local isometry (this metric is called the
covering metric). See [9] for details.
1.4 Strong and/or weak extension
In this section I follow to [31].
Definition 1.40. [31] Let A be a C∗-algebra. The strict topology on M(A) is the topology
generated by seminorms |||x|||a = ‖ax‖+ ‖xa‖, (a ∈ A). If x ∈ M(A) and a sequence of
partial sums ∑ni=1 ai (n = 1, 2, ...), (ai ∈ A) tends to x in the strict topology then we shall
write
x =
∞
∑
i=1
ai.
Definition 1.41. [31] Let H be a Hilbert space. The strong topology on B (H) is the
locally convex vector space topology associated with the family of seminorms of the form
x 7→ ‖xξ‖, x ∈ B(H), ξ ∈ H.
Definition 1.42. [31] Let H be a Hilbert space. The weak topology on B (H) is the locally
convex vector space topology associated with the family of seminorms of the form x 7→
|(xξ, η)|, x ∈ B(H), ξ, η ∈ H.
Theorem 1.43. [31] Let M be a C∗-subalgebra of B(H), containing the identity operator. The
following conditions are equivalent:
1. M = M′′ where M′′ is the bicommutant of M.
2. M is weakly closed.
3. M is strongly closed.
Definition 1.44. Any C∗-algebra M is said to be a von Neumann algebra or a W∗- algebra if
M satisfies to the conditions of the Theorem 1.43.
Definition 1.45. [31] Let B ⊂ B(H) be a C∗-algebra and B acts non-degenerately on H.
Denote by B′′ the strong closure of B in B(H). B′′ is an unital weakly closed C∗-algebra .
The algebra B′′ is said to be the bicommutant, or the enveloping von Neumann algebra or the
enveloping W∗-algebra of B.
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1.46. Any separable C∗-algebra A has a state τ which induces a faithful GNS representa-
tion [28]. There is a C-valued product on A given by
(a, b) = τ (a∗b) .
This product induces a product on A/Iτ where Iτ = {a ∈ A | τ(a∗a) = 0}. So A/Iτ is a
phe-Hilbert space. Let denote by L2 (A, τ) the Hilbert completion of A/Iτ . The Hilbert
space L2 (A, τ) is a space of a faithful GNS representation of A.
1.47. If X is a second-countable locally compact Hausdorff space then C0 (X ) is a separa-
ble algebra [7]. Therefore C0 (X ) has a state τ such that associated with τ GNS representa-
tion [28] is faithful. From [4] it follows that the state τ can be represented as the following
integral
τ (a) =
∫
X
a dµ (2)
where µ is a positive measure. In analogy with the Riemann integration, one can define
the integral of a bounded continuous function a on X . There is a C valued product on
C0 (X ) given by
(a, b) = τ (a∗b) =
∫
X
a∗b dµ,
whence C0 (X ) is a phe-Hilbert space. Denote by L2 (C0 (X ) , τ) or L2 (X , µ) the Hilbert
space completion of C0 (X ). From [28, 34] it follows that W∗-enveloping algebra C0 (X )
is isomorphic to the algebra L∞ (X , µ) (of classes of) essentially bounded complex-valued
measurable functions. The L∞ (X , µ) is a C∗-algebra with the pointwise-defined opreations
and the essential norm f 7→ ‖ f‖∞.
1.5 Nonstandard analysis
1.5.1 Riemannian integration
Nonstandard analysis operates with actual infinitesimally small parameters. This proce-
dure enables us replace the Riemannian integration with the summation of infinitesimally
small elements. Strict explanation of nonstandard analysis and its applications are con-
tained in [19]. Here is an informal explanation. Suppose that f ∈ C([0, 1]) is a continuous
function and we would like to define the integral∫ 1
0
f (x) dx.
Let Q be a countable set given by Q =
{
x ∈ Q⋂[0, 1] & ∃m, n ∈ N0 x = m2n }. Then the
integral can be represented as a sum of infinitesimally small numbers∫ 1
0
f (x) dx = ∑
q∈Q
aq.
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Indeed infinitesimally small number x is a sequence {xn ∈ C}n∈N such that limn→∞ xn =
0. Suppose that aq is represented by the sequence {aqn ∈ C}n∈N such that
aqn =
{
0 den(q) < 2n
f (q)
2n den(q) ≥ 2n
where den means denominator of the irreducible fraction, i.e. den
(
x
y
)
= y. It is clear that
∫ 1
0
f (x) dx = lim
n→∞ ∑
q∈Q
aqn = ∑
q∈Q
aq
and
lim
n→∞ a
q
n = 0.
Above equations mean that the Riemannian integral can be represented as a sum of in-
finitesimally small numbers.
1.5.2 Application to infinitely listed covering projections
Let us consider the following sequence of covering projections
S1
f←− S1... f←− S1 f←− S1 f←− ... f←− ....←− R. (3)
Roughly speaking there is a sequence of homomorphisms
C(S1) → C(S1) → ...→ C(S1) → C(S1)→ ...→ ....→ C0(R).
Indeed there is no a natural homomorphism C(S1) → C0(R), there is a correspondence
C0(R)XC(S1). We would like represent functions in C0(R) by functions on S
1. If R → S1
is a covering projection then any f ∈ C (S1) can be represented by a 2pi periodic function
f˜ ∈ Cb(R) given by Fourier series
f˜ (ξ) = ∑
m∈Z
ameimξ .
If R → Xn n−listed−−−−→ S1 then any fn ∈ C(Xn) can be represented as a 2pin periodic function
f˜n given by
f˜n(ξ) = ∑
m∈Z
ame
imξ
n .
All finite listed covering projections from the sequence give following functions
f˜ (ξ) = ∑
q∈Q
aqeiqξ . (4)
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These functions cannot represent any nontrivial function in C0(R). But C0(R) can be
represented by a Fourier transform
f (ξ) =
∫
R
f̂ (x)e−2piixξ
where f̂ ∈ L1(R). However the Fourier transform can be regarded as the series (4) with
infinitesimally small coefficients. Let us consider a dependent on n ∈ N series
∑
q∈Q
anq e
iqξ
such that
anq → 0; ∑
q∈Q
anq e
iqξ → f (ξ); as n→ ∞,
i.e. anq can be regarded as infinitesimally small coefficients. Any f ∈ C0 (R) is a weak
(pointwise) limit of the sequence of periodic functions { fn ∈ Cb (R)}n∈N given by
fn(ξ) = f (ξ)− (ξ − npi) f (npi)− f (−npi)
2pin
− f (−npi) , ∀ξ ∈ [−npi, npi] ;
fn(ξ + 2pin) = f (ξ), ∀ξ ∈ R.
From periodicity of fn it follows that
fn = ∑
q∈Q
anq e
2piiqξ
and it is clear that anq → 0 as n→ ∞ for any q ∈ Q.
2 Spin manifolds and spectral triples
This section contains citations of [18].
2.1 Clifford algebras
2.1. Clifford algebras. We start with (V, g), where V ∼= Rn and g is a nondegenerate symmetric
bilinear form. If q(v) = g(v, v), then 2g(u, v) = q(u+ v)− q(u)− q(v). Thus g is determined
by the corresponding “quadratic form” q.
Definition 2.2. [18] The Clifford algebra Cℓ(V, g) is an algebra (over R) generated by the
vectors v ∈ V subject to the relations uv+ vu = 2g(u, v)1 for u, v ∈ V.
The existence of this algebra can be seen in two ways. First of all, let T (V) be the tensor
algebra on V, that is, T (V) :=⊕∞k=0V⊗n. Then
Cℓ(V, g) := T (V)/ Ideal〈u⊗ v+ v⊗ u− 2g(u, v) 1 : u, v ∈ V〉. (5)
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Since the relations are not homogeneous, the Z-grading of T (V) is lost, only a Z2-grading
remains:
Cℓ(V, g) = Cℓ0(V, g)⊕ Cℓ1(V, g).
The second option is to define Cℓ(V, g) as a subalgebra of EndR(Λ•V) generated by all
expressions c(v) = ε(v) + ι(v) for v ∈ V, where
ε(v) : u1 ∧ · · · ∧ uk 7→ v ∧ u1 ∧ · · · ∧ uk
ι(v) : u1 ∧ · · · ∧ uk 7→
k
∑
j=1
(−1)j−1g(v, uj)u1 ∧ · · · ∧ ûj ∧ · · · ∧ uk.
Note that ε(v)2 = 0, ι(v)2 = 0, and ε(v)ι(u) + ι(u)ε(v) = g(v, u) 1. Thus
c(v)2 = g(v, v) 1 for all v ∈ V,
c(u)c(v) + c(v)c(u) = 2g(u, v) 1 for all u, v ∈ V.
Thus these operators on Λ•V do provide a representation of the algebra (5).
Dimension count: suppose {e1, . . . , en} is an orthonormal basis for (V, g), i.e., g(ek, ek) =
±1 and g(ej, ek) = 0 for j 6= k. Then the c(ej) anticommute and thus a basis for Cℓ(V, g)
is {c(ek1) . . . c(ekr) : 1 ≤ k1 < · · · < kr ≤ n}, labelled by K = {k1, . . . , kr} ⊆ {1, . . . , n}.
Indeed,
c(ek1) . . . c(ekr) : 1 7→ ek1 ∧ · · · ∧ ekr ≡ eK ∈ Λ•V
and these are linearly independent. Thus the dimension of the subalgebra of EndR(Λ
•V)
generated by all c(v) is just dimΛ•V = 2n. Now, a moment’s thought shows that in the
abstract presentation (5), the algebra Cℓ(V, g) is generated as a vector space by the 2n prod-
ucts ek1ek2 . . . ekr , and these are linearly independent since the operators c(ek1) . . . c(ekr) are
linearly independent in EndR(Λ
•V). Therefore, this representation of Cℓ(V, g) is faithful,
and dimCℓ(V, g) = 2n.
The so-called “symbol map”:
σ : a 7→ a(1) : Cℓ(V, g)→ Λ•V
is inverted by a “quantization map”:
Q : u1 ∧ u2 ∧ · · · ∧ ur 7−→ 1r! ∑
τ∈Sr
(−1)τ c(uτ(1))c(uτ(2)) . . . c(uτ(r)). (6)
To see that it is an inverse to σ, one only needs to check it on the products of elements
of an orthonormal basis of (V, g). From now, we write uv instead of c(u)c(v), etc., in
Cℓ(V, g).
Proposition 2.3. [18] There is an unique trace τ : Cℓ(V, g) → C such that τ(1) = 1 and
τ(a) = 0 for a odd.
There is a useful universality property of Clifford algebras, which is an immediate conse-
quence of their definition.
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Lemma 2.4. [18] Any R-linear map f : V → A (an R-algebra) that satisfies
f (v)2 = g(v, v) 1A for all v ∈ V
extends to an unique unital R-algebra homomorphism f˜ : Cℓ(V, g)→ A.
Here are a few applications of universality that yield several useful operations on the
Clifford algebra.
1. Grading: take A = Cℓ(V, g) itself; the linear map v 7→ −v on V extends to an
automorphism χ ∈ Aut(Cℓ(V, g)) satisfying χ2 = idA, given by
χ(v1 . . . vr) := (−1)r v1 . . . vr.
This operator gives the Z2-grading
Cℓ(V, g) =: Cℓ0(V, g)⊕Cℓ1(V, g).
2. Reversal: take A = Cℓ(V, g)op, the opposite algebra. Then the map v 7→ v, considered
as the inclusion V →֒ A, extends to an antiautomorphism a 7→ a! of Cℓ(V, g), given by
(v1v2 . . . vr)! := vr . . . v2v1.
3. Complex conjugation: the complexification of Cℓ(V, g) is Cℓ(V, g)⊗R C, which is iso-
morphic to Cℓ(VC, gC) as a C-algebra. Now take A to be Cℓ(V, g)⊗R C and define
f : v 7→ v¯ : VC → VC →֒ A (a real-linear map). It extends to an antilinear automor-
phism of A.
4. Adjoint: Also, a∗ := (a¯)! is an antilinear involution on Cℓ(V, g)⊗R C.
5. Charge conjugation: κ(a) := χ(a¯) : v1 . . . vr 7→ (−1)rv¯1 . . . v¯r is an antilinear automor-
phism of Cℓ(V, g)⊗R C.
From now on, n = 2m for n even, n = 2m+ 1 for n odd. We take Cl(V) ∼= Cℓ(V, g)⊗R C
with g always positive definite. Suppose {e1, . . . , en} is an oriented orthonormal basis for
(V, g). If e′k = ∑
n
j=1 hjk ej with H
tH = 1n, then e′1 . . . e
′
n = (detH) e1 . . . en, and detH = ±1.
We restrict to the oriented case detH = +1, so the expression e1e2 . . . en is independent of
{e1, e2, . . . , en}. Thus
γ := (−i)me1e2 . . . en
is well-defined in Cl(V). Now
γ∗ = imen . . . e2e1 = (−i)m(−1)m(−1)n(n−1)/2e1e2 . . . en = (−1)m(−1)n(n−1)/2γ,
and
n(n− 1)
2
=
{
m(2m− 1), n even
(2m+ 1)m, n odd
}
≡ m mod 2,
so γ∗ = γ. But also γ∗γ = (en . . . e2e1)(e1e2 . . . en) = (+1)n = 1, so γ is “unitary”. Hence
γ2 = 1, so 1+γ2 ,
1−γ
2 are “orthogonal projectors” in Cl(V).
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Since γej = (−1)n−1ejγ, we get that if n is odd, then γ is central in Cl(V); and for n even,
γ anticommutes with V, but is central in the even subalgebra Cℓ0(V). Moreover, when n
is even and v ∈ V, then γvγ = −v, so that γ(·)γ = χ ∈ Aut(Cl(V)).
Proposition 2.5. [18] The centre of Cl(V) is C1 if n is even; and it is C1⊕Cγ if n is odd.
2.2 Clifford algebra bundles
A real vector bundle E → M is a Euclidean bundle if, with E = Γ(M, EC), there is a
symmetric A-bilinear form g : E × E → A = C(M) such that
1. g(s, t) ∈ C(M;R) when s, t lie in Γ(M, E) —the real sections;
2. g(s, s) ≥ 0 for s ∈ Γ(M, E), with g(s, s) = 0 =⇒ s = 0.
By defining (s | t) := g(s∗, t), we get a hermitian pairing with values in A:
• (s | t) is A-linear in t;
• (t | s) = (s | t) ∈ A;
• (s | s) ≥ 0, with (s | s) = 0 =⇒ s = 0 in E ;
• (s | ta) = (s | t) a for all s, t ∈ E and a ∈ A.
These properties make E a (right) C∗-module over A, with C∗-norm given by
‖s‖E :=
√
‖(s | s)‖A for s ∈ E .
For each x ∈ M, we can form Cl(Ex) := Cℓ(Ex, gx)⊗R C. Using the linear isomorphisms
σx : Cl(Ex) → (Λ•Ex)C , we see that these are fibres of a vector bundle Cl(E) → M,
isomorphic to (Λ•E)C → M as C-vector bundles (but not as algebras!). Under (κλ)(x) :=
κ(x)λ(x), the sections of Cl(E) also form an algebra Γ(M,Cl(E)). It has an A-valued
pairing
(κ | λ) : x 7→ τ(κ(x)∗λ(x)).
By defining ‖κ‖ := supx∈M ‖κ(x)‖Cl(Ex), this becomes a C*-algebra.
Definition 2.6. [18] A Clifford module over (M, g) is a finitely generated projective A-
module, with A = C(M), of the form E = Γ(M, E) for E a (complexified) Euclidean
bundle, together with an A-linear homomorphism c : B → Γ(M, EndE), where B :=
Γ(M,Cl(T∗M)) is the Clifford algebra bundle generated by A1(M), such that
(s | c(κ)t) = (c(κ∗)s | t) for all s, t ∈ E , κ ∈ B.
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2.3 Riemannian geometry
Let M be a compact C∞ manifold without boundary, of dimension n. Compactness is
not crucial for some of our arguments (although it may be for others), but is very con-
venient, since it means that the algebras C(M) and C∞(M) are unital: the unit is the
constant function 1. For convenience we use the function algebra A = C(M) —a com-
mutative C∗-algebra— at the beginning. We will change to A = C∞(M) later, when the
differential structure becomes important. Any A-module (or more precisely, a “symmet-
ric A-bimodule”) which is finitely generated and projective is of the form E = Γ(M, E) for
E → M a (complex) vector bundle. Two important cases are
X(M) = Γ(M, TCM) = (continuous) vector fields on M;
A1(M) = Γ(M, T∗CM) = (continuous) 1-forms on M.
These are dual to each other: A1(M) ∼= HomA(X(M), A), where HomA means “A-module
maps” commuting with the action of A (by multiplication).
Definition 2.7. [18] A Riemannian metric on M is a symmetric bilinear form
g : X(M)×X(M)→ C(M)
such that:
1. g(X,Y) is a real function if X,Y are real vector fields;
2. g is C(M)-bilinear: g( f X,Y) = g(X, fY) = f g(X,Y), if f ∈ C(M);
3. g(X,X) ≥ for X real, with g(X,X) = 0 =⇒ X = 0 in X(M).
The second condition entails that g is given by a continuous family of symmetric bilinear
maps gx : TCx M× TCx M→ C or gx : TxM× TxM → R; the latter version is positive definite.
2.4 The existence of Spinc structures
Suppose that n = 2m+ 1 = dimM is odd. If n is odd then the fibres of B are semisimple
but not simple: Cl(T∗xM) ∼= M2m(C)⊕M2m(C) and we shall restrict to the even subalge-
bras, Cl0(T∗xM) ∼= M2m(C), by demanding that c(γ) act as the identity in all cases. Then we
may adopt the convention that
c(κ) := c(κγ) when κ is odd.
Notice here that κγ is even; and c(γ) = c(γ2) = +1 is required for consistency of this rule.
We take A = C(M), but for B we now take
B :=
{
Γ(M,Cl(T∗M)), if dimM is even,
Γ(M,Cl0(T∗M)), if dimM is odd.
(7)
The fibres of these bundles are central simple algebras of finite dimension 22m in all cases.
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We classify the algebras B as follows. Taking
B :=
{
{ Bx = Cl(T∗xM) : x ∈ M }, if dimM is even
{ Bx = Cl0(T∗xM) : x ∈ M }, if dimM is odd
to be the collection of fibres, we can say that B is a “continuous field of simple matrix
algebras”, which moreover is locally trivial. There is an invariant
δ(B) ∈ H3(M;Z)
for such fields, found by Dixmier and Douady. The Dixmier–Douady class δ(B) is de-
scribed in [18]. Now we would like to find a bundle S → M such that there are natural
isomorphisms
EndA (Γ (M, S)) ∼= B; End (Γ (M, S))B ∼= A. (8)
If x ∈ M, take px ∈ Bx to be a projector of rank one, that is,
px = p∗x = p2x and tr px = 1.
On the left ideal Sx := Bxpx, we introduce a hermitian scalar product
〈axpx | bxpx〉 := tr(pxa∗xbxpx). (9)
Notice that the recipe
|axpx〉〈bxpx| : cxpx 7→ (axpx)(bxpx)∗(cxpx) = (axpxb∗x)(cxpx)
identifies L(Sx)—or K(Sx) in the infinite-dimensional case— with Bx, since the two-sided
ideal span{ axpxb∗x : ax, bx ∈ Bx } equals Bx by simplicity.
Following proposition gives necessary and sufficient conductions of the existence of the
globally defined the Hilbert spaces Sx ∼= C2m such that L(Sx) ∼= Bx, for any x ∈ M.
Proposition 2.8. [18] Let (M, g) be a compact Riemannian manifold. With A = C(M) and B the
algebra of Clifford sections given by (7), the Dixmier–Douady class δ(B) vanishes, i.e., δ(B) = 0,
if and only if there is a finitely generated projective A-module S , carrying a selfadjoint action of B
by A-linear operators, such that EndA(S) ∼= B.
Let denote S = Γ (M, S) and S ♯ = HomA(S , A). From the (8) it follows that if S ♯ =
HomA(S , A) then S ⊗A S ♯ ∼= B and S ♯ ⊗B S ∼= A. Since S ♯ ∼= Γ(M, S∗) where S∗ → M
is the dual vector bundle to S → M, we can write this equivalence fibrewise: Sx ⊗C S∗x =
EndC(Sx) ∼= Bx and then S∗x ⊗Bx Sx ∼= C, for x ∈ M. To proceed, we explain how B acts
on S ♯ = HomA(S , A). The spinor module S carries an A-valued Hermitian pairing (9)
given by the local scalar products defined in the construction of S , that may be written
(ψ | φ) : x 7→ 〈ψx|φx〉, for x ∈ M. (10)
We can identify elements of S ♯ with “bra-vectors” 〈ψ| using this pairing, namely, we
define 〈ψ| to be the map φ 7→ (ψ | φ) ∈ A. Since A is unital, there is a “Riesz theorem”
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for A-modules showing that all elements of S ♯ are of this form. Now the left B-action is
defined by
b 〈ψ| := 〈ψ| ◦ χ(b!).
Recall that b 7→ χ(b!) is a linear antiautomorphism of B. We also require triviality of the
second Stiefel–Whitney class κ(B) = w2(TM) = w2(T∗M) of the tangent (or cotangent)
bundle described in [18]. The condition κ(B) = 0 is hold if
S ♯ ∼= S as B-A-bimodules.
We now reformulate this condition in terms of a certain antilinear operator C; later on, in
the context of spectral triples, we shall rename it to J.
Proposition 2.9. [18] There is a B-A-bimodule isomorphism S ♯ ∼= S if and only if there is an
antilinear endomorphism C of S such that
(a) C(ψ a) = C(ψ) a¯ for ψ ∈ S , a ∈ A;
(b) C(bψ) = χ(b¯)C(ψ) for ψ ∈ S , b ∈ B;
(c) C is antiunitary in the sense that (Cφ | Cψ) = (ψ | φ) ∈ A, for φ,ψ ∈ S ;
(d) C2 = ±1 on S whenever M is connected.
The antilinear operator C : S → S , which becomes an antiunitary operator on a suitable
Hilbert-space completion of S , is called the charge conjugation. It exists if and only if
κ(B) = 0. What, then, are Spinc and Spin structures on M? We choose on M a metric
(without losing generality), and also an orientation ε, which organizes the action of B, in
that a change ε 7→ −ε induces c(γ) 7→ −c(γ), which either
(i) reverses the Z2-grading of S = S+ ⊕ S−, in the even case; or
(ii) changes the action on S of each c(α) to −c(α), for α ∈ A1(M), in the odd case
—recall that c(α) := c(αγ) in the odd case.
Definition 2.10. [18] Let (M, ε) be a compact boundaryless orientable manifold, together
with a chosen orientation ε. Let A = C(M) and let B be specified as before (in terms
of a fixed but arbitrary Riemannian metric on M). If δ(B) = 0 in H3(M;Z), a Spinc
structure on (M, ε) is an isomorphism class [S ] of equivalence B-A-bimodules. If δ(B) = 0
and if κ(B) = 0 in H2(M;Z2), a pair (S ,C) give data for a spin structure, when S is an
equivalence B-A-bimodule such that S ♯ ∼= S , and C is a charge conjugation operator on S .
A Spin structure on (M, ε) is an isomorphism class of such pairs. A vector bundle S → M
such that S = Γ(M, S) is said to be the spinor bundle.
2.5 The Spin connection
We now leave the topological level and introduce differential structure. Thus we replace
A = C(M) by A = C∞(M), and continuous sections Γcont by smooth sections Γsmooth.
Thus S = Γsmooth(M, S) will henceforth denote the A-module of smooth spinors.
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Our treatment of Morita equivalence of unital algebras passes without change to the
smooth level. We can go back with the functor −⊗C∞(M) C(M), if desired.
Definition 2.11. [18] A connection on a (finitely generated projective) A-module E =
Γ(M, E) is a C-linear map ∇ : E → A1(M)⊗A E = Γ(M, T∗M⊗ E) ≡ A1(M, E), satisfying
the Leibniz rule
∇( f s) = d f ⊗ s+ f ∇s.
It extends to an odd derivation of degree +1 on A•(M) ⊗A E = Γ(M,Λ•T∗M ⊗ E) ≡
A•(M, E) with grading inherited from that of A•(M), leaving E trivially graded, so that
∇(ω ∧ σ) = dω ∧ σ + (−1)|ω|ω ∧∇σ for ω ∈ A•(M), σ ∈ A•(M, E).
Definition 2.12. [18] If E an A-module equipped with an A-valued Hermitian pairing,
we say that a connection ∇ on E is Hermitian if
(∇s | t) + (s | ∇t) = d (s | t), or, in other words,
(∇Xs | t) + (s | ∇Xt) = X (s | t), for any real X ∈ X(M).
If ∇,∇′ are connections on E , then ∇′ −∇ is an A-module map: (∇′ −∇)( f s) = f (∇′ −
∇)s, so that locally, over U ⊂ M for which E∣∣U → U is trivial, we can write
∇ = d+ α, where α ∈ A1(U, EndE).
Fact 2.13. [18] On X(M) = Γ(M, TM) there is, for each Riemannian metric g, a unique
torsion-free connection that is compatible with g:
g(∇X,Y) + g(X,∇Y) = d(g(X,Y)) for X,Y ∈ X(M), or
g(∇ZX,Y) + g(X,∇ZY) = Z(g(X,Y)) for X,Y,Z ∈ X(M).
The explicit formula for this connection is
2g(∇XY,Z) = X(g(Y,Z)) + Y(g(X,Z))− Z(g(X,Y))
+ g(Y, [Z,X]) + g(Z, [X,Y])− g(X, [Y,Z]). (11)
It is called Levi-Civita connection associated to g. (The proof of existence consists in showing
that the right hand side of this expression is A-linear in Y and Z, and obeys a Leibniz rule
with respect to X, so it gives a connection; and uniqueness is obtained by checking that
metric compatibility and torsion freedom make the right hand side automatic.)
The dual connection on A1(M) will also be called the “Levi-Civita connection”. At the
risk of some confusion, we shall use the same symbol ∇ for both of these Levi-Civita
connections.
Definition 2.14. [18] On a spinor module S = Γ(M, S), a spinc-connection is any Hermi-
tian connection ∇S : S → A1(M)⊗A S which is compatible with the action of B in the
following way:
∇S(c(α)ψ) = c(∇α)ψ + c(α)∇Sψ for α ∈ A1(M), ψ ∈ S ; or
∇SX(c(α)ψ) = c(∇Xα)ψ + c(α)∇SXψ for α ∈ A1(M), ψ ∈ S , X ∈ X(M), (12)
21
where ∇α and ∇Xα refer to the Levi-Civita connection on A1(M).
If (S ,C) are data for a spin structure, we say ∇S is a spin connection if, moreover, each
∇X : S → S commutes with C whenever X is real.
∇S(c(α)ψ) = c(∇α)ψ + c(α)∇Sψ.
Proposition 2.15. [18] If (S ,C) are data for a spin structure on M, then there is a unique
Hermitian spin connection ∇S : S → A1(M)⊗A S , such that
∇S(c(α)ψ) = c(∇α)ψ + c(α)∇Sψ, for α ∈ A1(M), ψ ∈ S ,
and such that ∇SXC = C∇SX for X ∈ X(M) real.
2.6 Dirac operators
Suppose we are given a compact oriented (boundaryless) Riemannian manifold (M, ε)
and a spinor module with charge conjugation (S ,C), together with a Riemannian metric
g, so that the Clifford action c : B → EndA(S) has been specified. We can also write it as
cˆ ∈ HomA(B ⊗A S ,S) by setting cˆ(κ ⊗ ψ) := c(κ) ψ.
Definition 2.16. [18] Using the inclusion A1(M) →֒ B —where in the odd dimensional
case this is given by c(α) := c(αγ), as before— we can form the composition
D/ := −i cˆ ◦ ∇S (13)
where
S ∇S−→ A1(M)⊗A S cˆ−→ S ,
so that D/ : S → S is C-linear. This is the Dirac operator associated to (S ,C) and g.
The (−i) is included in the definition to make D/ symmetric (instead of skewsymmetric)
as an operator on a Hilbert space, because we have chosen g to be positive definite, that
is, γαγβ + γβγα = +2 δαβ. Historically, D/ was introduced as −iγµδµ = γµpµ where the
pµ are components of a 4-momentum, but in the Minkowskian signature.
Using local (coordinate or orthonormal) bases for X(M) and A1(M), we get nicer formu-
las:
D/ψ = −i cˆ(∇Sψ) = −i c(dx j)∇S∂ jψ = −i γ
α∇SEα ψ. (14)
The essential algebraic property of D/ is the commutation relation:
[D/ , a] = −i c(da), for all a ∈ A = C∞(M). (15)
Indeed,
[D/ , a] ψ = −i cˆ(∇S(aψ)) + ia cˆ(∇Sψ)
= −i cˆ(∇S(aψ)− a∇Sψ)
= −i cˆ(da⊗ ψ) = −i c(da) ψ, for ψ ∈ S .
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As an operator, we can make sense of [D/ , a] by conferring on S the structure of a Hilbert
space: if we write det g := det[gij] for short, then
νg :=
√
det g dx1 ∧ dx2 ∧ · · · ∧ dxn ∈ An(M)
is the Riemannian volume form (for the given orientation ε and metric g). In the notation,
we assume that all local charts are consistent with the given orientation, which just means
that det[gij] > 0 in any local chart. The scalar product on S is then given by
(φ,ψ)
def
=
∫
M
(φ | ψ) νg for φ,ψ ∈ S . (16)
On completion in the norm ‖ψ‖ def= √(ψ,ψ), we get the Hilbert space H := L2(M, S) of L2-
spinors on M. In the even case, B = Γ(M,Cl(T∗M)) contains the operator Γ = c(γ) which
extends to a selfadjoint unitary operator on H. It is known that
(
C∞(M), L2(M, S), /D,C, Γ
)
(resp.
(
C∞(M), L2(M, S), /D,C
)
) is a spectral triple in case of even (resp. odd) dimension
[18].
2.7 Definition of spectral triples
Definition 2.17. [18] A (unital) spectral triple (A ,H,D) consists of:
• an algebra A with an involution a 7→ a∗, equipped with a faithful representation on:
• a Hilbert space H; and also
• a selfadjoint operator D on H, with dense domain DomD ⊂ H, such that a(DomD) ⊆
DomD for all a ∈ A,
satisfying the following two conditions:
• the operator [D, a], defined initially on DomD, extends to a bounded operator on H,
for each a ∈ A;
• D has compact resolvent: (D− λ)−1 is compact, when λ /∈ sp(D).
For now, and until further notice, all spectral triples will be defined over unital algebras.
The compact-resolvent condition must be modified if A is nonunital: as well as enlarging
A to a unital algebra, we require only that the products a(D − λ)−1, for a ∈ A and
λ /∈ sp(D), be compact operators.
2.8 The Dixmier trace
The Dixmier trace is the noncommutative analogue of integral over a manifold.
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2.18. [36] The algebra K of compact operators on a separable, infnite-dimensional Hilbert
space contains the ideal L1 of traceclass operators, on which ‖T‖1 = Tr|T| is a norm not
to be confused with the operator norm ‖T‖. Let σn(T) be such that
σn(T) = sup {‖TPn‖1 | Pn is a projector of rank n}
There is a formula [?], coming from real interpolation theory of Banach spaces:
σn(T) = {inf{‖R‖1 + n‖S‖ | R, S ∈ K, R+ S = T} .
If T ∈ K is a compact operator then σn can be defined as
σn =
n
∑
i=1
λi
where {λi}i∈N is a decreasing ordered set of the operator (T∗T)1/2 eigenvalues, i.e. λ1 ≥
λ2 ≥ ... ≥ λn ≥ .... We can think of σn(T) as the trace of |T| with a cutoff at the scale n.
This scale does not have to be an integer; for any scale λ > 0, we can define
σλ(T) = inf {‖R‖1 + λ‖S‖ | R, S ∈ K, R+ S = T} .
If 0 < λ ≤ 1, then σλ(T) = λ‖T‖. If λ = n+ t with 0 ≤ t < 1, one checks that
σλ(T) = (1− t)σ(T) + tσn+1(T), (17)
so λ 7→ σλ(T) is a piecewise linear, increasing, concave function on (0, 1).
Each σλ is a norm by (17), and so satisfies the triangle inequality. It is proved in [36]
that for positive compact operators, there is a triangle inequality in the opposite direction:
σλ(A) + σµ(B) ≤ σλ+µ(A+ B); if A, B > 0. (18)
It suffices to check this for integral values λ = m, µ = n. If Pm, Pn are projectors of
respective ranks m, n, and if P = Pm ∨ Pn is the projector with range PmH + PnH, then
‖APm‖1 + ‖BPn‖1 = Tr(PmAPm) + Tr(PnBPn) ≤ Tr(P(A+ B)P) ≤ ‖(A+ B)P‖1,
and (18) follows by taking supremum over Pm, Pn. Thus we have a sandwich of norms:
σλ(A+ B) ≤ σλ(A) + σλ(B) ≤ σ2λ(A+ B) if A, B ≥ 0. (19)
2.19. [36] The Dixmier ideal. The
first-order infinitesimals can now be defined precisely as the following normed ideal of
compact operators:
L1+ =
{
T ∈ K | ‖T‖1+ = sup
λ>e
σλ(T)
logλ
< ∞
}
,
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that obviously includes the traceclass operators L1. (On the other hand, if p > 1 we
have L1+ ⊂ Lp, where the latter is the ideal of those T such that Tr|T|p < 1, for which
σλ(T) = O(λ1−1/p).) If T ∈ L1+, the function λ 7→ σλ(T)/ logλ is continuous and
bounded on the interval [e,∞), i.e., it lies in the C∗-algebra Cb[e,∞). We can then form the
following Cesàro mean of this function:
τλ(T) =
1
log λ
∫ λ
e
σu(T)
log u
du
u
.
Then λ 7→ τλ(T) lies in Cb[e,∞) also, with upper bound ‖T‖1+. From (19) we can derive
that
τλ(A) + τλ(B)− τλ(A+ B) ≤ (‖A‖1+ + ‖B‖1+) log 2 log log λlog λ ,
so that τλ is "asymptotically additive" on positive elements of L1+.
We get a true additive functional in two more steps. Firstly, let τ˙(A) be the class of λ 7→
τλ(A) in the quotient C∗-algebra B = Cb[e,∞)/C0[e,∞). Then τ˙ is an additive, positive-
homogeneous map from the positive cone of L1+ into B, and τ˙(UAU−1) = τ˙(A) for any
unitary U; therefore it extends to a linear map τ˙ : L1+ → B such that τ˙(ST) = τ˙(TS) for
T ∈ L1+ and any S.
Secondly, we follow τ˙ with any state (i.e., normalized positive linear form) ω : B → C.
The composition is a Dixmier trace:
Trω(T) = ω(τ˙(T)).
2.20. The noncommutative integral. Unfortunately, the C∗-algebra B is not separable and
there is no way to exhibit any particular state. This problem can be finessed by noticing
that a function f ∈ Cb[e,∞) has a limit limλ→∞ f (λ) = c if and only if ω( f ) = c does not
depend on ω. Let us say that an operator T ∈ L1+ is measurable if the function λ 7→ τλ(T)
converges as λ → ∞, in which case any Trω(T) equals its limit. We denote by
∫
T the
common value of the Dixmier traces:∫
− T = lim
λ→∞
τλ(T) if this limit exists.
We call this value the noncommutative integral of T.
Note that if T ∈ K and σn(T)/ log n converges as n → ∞, then T lies in L1+ and is
measurable.
Example 2.21. Commutative case. Let M be a compact spin-manifold, and let g be the
Riemannian metric [36]. There is the Riemannian volume form Ω given by
Ω =
√
detg(x)dx1 ∧ ...∧ dxn.
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It is proven in [36] that for any a ∈ C(M) following equation hold
∫
M
aΩ =
{
m!(2pi)m
∫
a /D−2m, if dimM = 2m is even,
(2m+ 1)!!pim+1
∫
a| /D|−2m−1 if dimM = 2m+ 1 is odd.
2.9 Regularity of spectral triples
The arguments of the previous section are not applicable to determine whether [|D|, a]
is bounded, in the case r = 1. This must be formulated as an assumption. In fact, we shall
ask for much more: we want each element a ∈ A, and each bounded operator [D, a] too,
to lie in the smooth domain of the following derivation.
Notation. We denote by δ the derivation on B(H) given by taking the commutator with
|D|. It is an unbounded derivation, whose domain is
Dom δ := { T ∈ B(H) : T(Dom |D|) ⊆ Dom |D|, [|D|, T] is bounded }.
We write δ(T) := [|D|, T] for T ∈ Dom δ.
Definition 2.22. [18] A spectral triple (A,H,D) is called regular, if for each a ∈ A, the
operators a and [D, a] lie in
⋂
k∈N Dom δk.
Corollary 2.23. [18] The standard commutative example (C∞(M), L2(M, S),D/ ) is a regular
spectral triple.
2.10 Pre-C*-algebras
If any spectral triple (A,H,D), the algebra A is a (unital) ∗-algebra of bounded op-
erators acting on a Hilbert space H [or, if one wishes to regard A abstractly, a faithful
representation pi : A → B(H) is given]. Let A be the norm closure of A [or of pi(A)] in
B(H): it is a C*-algebra in which A is a dense ∗-subalgebra.
A priori, the only functional calculus available for A is the holomorphic one:
f (a) :=
1
2pii
∮
Γ
f (λ)(λ1− a)−1 dλ, (20)
where Γ is a contour in C winding (once positively) around sp(a), and sp(a) means the
spectrum of a in the C*-algebra A. To ensure that a ∈ A implies f (a) ∈ A, we need the
following property:
If a ∈ A has an inverse a−1 ∈ A, then in fact a−1 lies in A (briefly: A∩ A× = A×, where
A× is the group of invertible elements of A). If this condition holds, then 12pii
∮
Γ
f (λ)(λ1−
a)−1 dλ is a limit of Riemannian sums lying in A. To ensure convergence in A (they do
converge in A), we need only ask that A be complete in some topology that is finer than
the C∗-norm topology.
Definition 2.24. [18] A pre-C∗-algebra is a subalgebra of A of a C*-algebra A, which is
stable under the holomorphic functional calculus of A.
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If A is a nonunital algebra, we can always adjoin a unit in the usual way, and work with
A˜ := C ⊕ A whose unit is (1, 0), and with its C∗-completion A˜ := C ⊕ A. Since the
multiplication rule in A˜ is (λ, a)(µ, b) := (λµ, µa+ λb+ ab), we see that 1+ a := (1, a) is
invertible in A˜, with inverse (1, b), if and only if a+ b+ ab = 0.
Lemma 2.25. [18] IfA is a unital, Fréchet pre-C∗-algebra, then so also is Mn(A) = Mn(C)⊗A.
Lemma 2.26. [18] The Schwartz algebra S(Rn) is a nonunital pre-C∗-algebra.
We state, without proof, two important facts about Fréchet pre-C∗-algebras.
Fact 2.27. [18] If A is a Fréchet pre-C∗-algebra and A is its C∗-completion, then Kj(A) =
Kj(A) for j = 0, 1. More precisely, if i : A → A is the (continuous, dense) inclusion, then
i∗ : Kj(A) → Kj(A) is an surjective isomorphism, for j = 0 or 1.
This invariance of K-theory was proved by Bost [?]. For K0, the spectral invariance plays
the main role. For K1, one must first formulate a topological K1-theory is a category
of “good” locally convex algebras (thus whose invertible elements form an open subset
and for which inversion is continuous), and it is known that Fréchet pre-C∗-algebras are
“good” in this sense.
Fact 2.28. [18] If (A,H,D) is a regular spectral triple, we can confer on A the topology
given by the seminorms
qk(a) := ‖δk(a)‖, q′k(a) := ‖δk([D, a])‖, for each k ∈ N. (21)
The completion Aδ of A is then a Fréchet pre-C∗-algebra, and (Aδ,H,D) is again a regular
spectral triple.
These properties of the completed spectral triple are due to Rennie [?]. We now discuss
another result of Rennie, namely that such completed algebras of regular spectral triples
are endowed with a C∞ functional calculus.
Proposition 2.29. [18] If (A,H,D) is a regular spectral triple, for which A is complete in
the Fréchet topology determined by the seminorms (21), then A admits a C∞-functional calculus.
Namely, if a = a∗ ∈ A, and if f : R → C is a compactly supported smooth function whose support
includes a neighbourhood of sp(a), then the following element f (a) lies in A:
f (a) :=
1
2pi
∫
R
fˆ (s) exp(isa) ds. (22)
Before showing how this smooth functional calculus can yield useful results, we pause for
a couple of technical lemmas on approximation of idempotents and projectors, in Fréchet
pre-C∗-algebras. The first is an adaptation of a proposition of [?]
Lemma 2.30. [18] Let A be an unital Fréchet pre-C∗-algebra, with C∗-norm ‖ · ‖. Then for
each ε with 0 < ε < 18 , we can find δ ≤ ε such that, for each v ∈ A with ‖v − v2‖ < δ and
‖1− 2v‖ < 1+ δ, there is an idempotent e = e2 ∈ A such that ‖e− v‖ < ε.
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Lemma 2.30 says that in a unital Fréchet pre-C∗-algebra A, an “almost idempotent” v ∈ A
that is not far from being a projector (since ‖1− 2v‖ is close to 1) can be retracted to a
genuine idempotent in A. The next Lemma says that projectors in the C∗-completion of A
can be approximated by projectors lying in A.
Lemma 2.31. [18] Let A be an unital Fréchet pre-C∗-algebra, whose C∗-completion is A. If
q˜ = q˜2 = q˜∗ is a projector in A, then for any ε > 0, we can find a projector q = q2 = q∗ ∈ A
such that ‖q− q˜‖ < ε.
2.11 Real spectral triples
Recall that a spin structure on an oriented compact manifold (M, ε) is represented by
a pair (S ,C), where S is a B-A-bimodule and C : S → S is an antilinear map such
that C(ψ a) = C(ψ) a¯ for a ∈ A; C(bψ) = χ(b¯)C(ψ) for b ∈ B; and, by choosing a
metric g on M, which determines a Hermitian pairing on S , we can also require that
(Cφ|Cψ) = (φ|ψ) ∈ A for φ,ψ ∈ S . S may be completed to a Hilbert space H = L2(M, S),
with scalar product 〈φ|ψ〉 = ∫M(φ|ψ), νg. It is clear that C extends to a bounded antilinear
operator on H such that 〈Cφ | Cψ〉 = 〈ψ | φ〉 by integration with respect to νg, so that (the
extended version of) C is antiunitary on H. There are two tables of signs
n mod 8 0 2 4 6
C2 = ±1 + − − +
CD/ = ±D/C + + + +
CΓ = ±ΓC + − + −
n mod 8 1 3 5 7
C2 = ±1 + − − +
CD/ = ±D/C − + − +
where n is a dimension of spin manifold (See [18] for details).
Definition 2.32. [18] A real spectral triple is a spectral triple (A,H,D), together with an
antiunitary operator J : H → H such that J(DomD) ⊂ DomD, and [a, Jb∗ J−1] = 0 for all
a, b ∈ A.
Definition 2.33. [18] A spectral triple (A,H,D) is even if there is a selfadjoint unitary
operator Γ on H such that aΓ = Γa for all a ∈ A, Γ(DomD) = DomD, and DΓ = −ΓD. If
no such Z2-grading operator Γ is given, we say that the spectral triple is odd.
We have seen that in the standard commutative example, the even case arises when the
auxiliary algebra B contains a natural Z2-grading operator, and this happens exactly when
the manifold dimension is even. Now, the manifold dimension is determined by the spectral
growth of the Dirac operator, and this spectral version of dimension may be used for
noncommutative spectral triples, too. To make this more precise, we must look more
closely at spectral growth.
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2.12 Geometric conditions on spectral triples
We begin by listing a set of requirements on a spectral triple (A,H,D), whose algebra A
is unital but not necessarily commutative, such that (A,H,D) provides a “spin geometry”
generalization of our “standard commutative example” (C∞(M), L2(M, S),D/ ). Again we
shall assume, for convenience, that D is invertible.
Condition 1 (Spectral dimension). There is an integer n ∈ {1, 2, . . . }, called the spectral
dimension of (A,H,D), such that |D|−1 ∈ Ln+(H), and 0 < Trω(|D|−n) < ∞ for any
Dixmier trace Trω.
When n is even, the spectral triple (A,H,D) is also even: that is, there exists a selfadjoint
unitary operator Γ ∈ B(H) such that Γ(DomD) = DomD, satisfying aΓ = Γa for all
a ∈ A, and DΓ = −ΓD.
Condition 2 (Regularity). For each a ∈ A, the bounded operators a and [D, a] lie in the
smooth domain
⋂
k≥1Dom δk of the derivation δ : T 7→ [|D|, T].
Moreover, A is complete in the topology given by the seminorms qk : a 7→ ‖δk(a)‖ and
q′k : a 7→ ‖δk([D, a])‖. This ensures that A is a Fréchet pre-C∗-algebra.
Condition 3 (Finiteness). The subspace of smooth vectorsH∞ := ⋂k∈N DomDk is a finitely
generated projective left A-module.
This is equivalent to saying that, for some N ∈ N, there is a projector p = p2 = p∗
in MN(A) such that H∞ ∼= AN p as left A-modules.
Condition 4 (Real structure). There is an antiunitary operator J : H → H satisfying
J2 = ±1, JDJ−1 = ±D, and JΓ = ±ΓJ in the even case, where the signs depend only on
n mod 8 (and thus are given by the table of signs for the standard commutative examples).
n mod 8 0 2 4 6
J2 = ±1 + − − +
JD = ±DJ + + + +
JΓ = ±ΓJ + − + −
n mod 8 1 3 5 7
J2 = ±1 + − − +
JD = ±DJ − + − +
Moreover, b 7→ Jb∗ J−1 is an antirepresentation of A on H (that is, a representation of the
opposite algebra Aop), which commutes with the given representation of A:
[a, Jb∗ J−1] = 0, for all a, b ∈ A.
Condition 5 (First order). For each a, b ∈ A, the following relation holds:
[[D, a], Jb∗ J−1] = 0, for all a, b ∈ A. (23)
This generalizes, to the noncommutative context, the condition that D be a first-order
differential operator.
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Since
[[D, a], Jb∗ J−1] = [[D, Jb∗ J−1], a] + [D, [a, Jb∗ J−1]︸ ︷︷ ︸
=0
],
this is equivalent to the condition that [a, [D, Jb∗ J−1]] = 0.
Condition 6 (Orientation). There is a Hochschild n-cycle
c = ∑j(a
0
j ⊗ b0j )⊗ a1j ⊗ · · · ⊗ anj ∈ Zn(A,A⊗Aop),
such that
piD(c) ≡ ∑j a0j (Jb0∗j J−1) [D, a1j ] . . . [D, anj ] =
{
Γ, if n is even,
1, if n is odd.
(24)
In many examples, including the noncommutative examples we shall meet in the next
two sections, one can often take b0j = 1, so that c may be replaced, for convenience, by
the cycle ∑j a
0
j ⊗ a1j ⊗ · · · ⊗ anj ∈ Zn(A,A). In the commutative case, where Aop = A, this
identification may be justified: the product map m : A⊗A → A is a homomorphism.
The data set (A,H,D; Γ or 1, J, c) satisfying these six conditions constitute a “noncommu-
tative spin geometry”. In the fundamental paper where these conditions were first laid
out [11], Connes added one more nondegeneracy condition (Poincaré duality in K-theory)
as a requirement. We shall not go into this matter here.
3 Topological constructions
This section is concerned with a topological construction of an infinitely listed covering
projection from finitely listed ones.
3.1. Let X be a second-countable [27] locally compact connected Hausdorff space, and let
X = X0 ←− ...←− Xn ←− ... (25)
be a sequence of finitely listed covering projections. Let {Gn = G (Xn|X )}n∈N be groups
of covering transformations. Let X̂ = lim←−Xn, Ĝ = lim←−Gn be inverse limits. The group
Ĝ has a topology defined by subgroups of finite index [25]. Let G be a discrete group
algebraically isomorphic to Ĝ. For any x ∈ X̂ let us define a map φx : G → X̂ be given by
g 7→ gx. We define a topological space X as the set X̂ with the final topology [5] such that
the identical map Id : X̂ → X , and maps ϕx for any x ∈ X̂ are continuous. Action of G
on X is free and properly discontinuous, so there is a natural regular covering projection
pi : X → X . Let X˜ be a connected component of X , and let G ⊂ G be a maximal subgroup
such that
GX˜ = X˜ . (26)
For any g ∈ G a subgroup gGg−1 satisfies to (26), i.e. gGg−1 = G, whence G is a normal
subgroup. Any connected component of a covering space is also a covering space, there-
fore pi = pi|X˜ : X˜ → X is a covering projection and X ≈ X˜ /G, i.e. X˜ → X is a regular
covering projection.
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Definition 3.2. The space X is said to be a disconnected covering space of the sequence (25),
and the space X˜ is said to be a connected covering space of the sequence (25).
Definition 3.3. [10] Let p : X˜ → X be a (topological) covering projection. A fundamental
domain of G is an open connected set D ⊂ X˜ such that
(a)
p (cl (D)) = X (27)
(b)
gD⋂D = ∅ for any nontrivial g ∈ G. (28)
Remark 3.4. The condition (a) of the Definition 3.3 is equivalent to
X˜ = ⋃
g∈G
g cl (D) .
Remark 3.5. [10] When considering a Riemannian covering M˜→ M one may construct a
fundamental by following way. For any point x ∈ M there is the cut loci, which is an open
set Ωx ⊂ M such that M\Ωx is a set of measure 0 [10]. It means that 1Ωx ∈ L∞ (M) and
1Ωx = 1M. (29)
From [10] it follows that for any x˜ ∈ p−1 (x) there is the natural connected open subset
Ω˜x˜ which is mapped homeomorphically on Ωx and
∑
g∈G(M˜|M)
g 1
Ω˜x˜
= 1M˜. (30)
The definition of the cut loci is contained in [10].
Definition 3.6. Let X˜ → X be a topological covering projection. A finite or countable
family {Uι ⊂ X}ι∈I of connected relatively compact open sets, such that
1.
Ui is evenly covered by pi−1 (Uι) , (31)
2. ⋃
ι∈I
Uι = X is a locally finite covering, (32)
3. ⋃
ι∈I\{ι0}
Uι 6= X ; ∀ι0 ∈ I. (33)
is said to be a fundamental covering of X˜ → X . Let us select a single connected subset
U˜ι ⊂ X˜ which is mapped homeomorphically onto Uι , and we require that the union⋃
ι∈I U˜ι is a connected set. The family
{
U˜ι ⊂ X˜
}
ι∈I
is said to be a basis of the fundamental
covering.
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Definition 3.7. Let pi : X˜ → X be a covering projection and let U˜ ⊂ X˜ be a connected
open set which is mapped homeomorphicaly onto U = pi
(
U˜
)
. If ϕ ∈ C0 (X ) is such that
ϕ (X\U ) = {0} then a function ϕ˜ ∈ C0
(
X˜
)
given by
ϕ˜ (x˜) =
{
ϕ (pi (x˜)) x˜ ∈ U˜
0 x˜ /∈ U˜
is said to be the U˜ -lift of ϕ. Otherwise if ϕ˜ ∈ C0
(
X˜
)
is such that ϕ˜
(
X˜ \U˜
)
= {0} then a
function ϕ ∈ C0 (X ) given by
ϕ (x) =
{
ϕ˜ (x˜) x ∈ U , x˜ ∈ U˜ , pi (x˜) = x
0 x /∈ U
is said to be the descent of ϕ˜ on X .
Definition 3.8. Let
{
U˜ι ⊂ X˜
}
ι∈I
be a basis of the fundamental covering of pi : X˜ → X . Let
∑ι∈I aι = 1Cb(X ) be a partition of unity dominated by
{
pi
(
U˜ι
)}
ι∈I
, and let a˜ι ∈ C0
(
X˜
)
be the U˜ι-lift of aι for any ι ∈ I. A partition of unity given by
1Cb(X˜ ) = ∑
g∈G
∑
ι∈I
ga˜ι = ∑
(g,ι)∈G×I
a˜(g,ι) (34)
where G = G
(
X˜ | X
)
and a˜(g,ι) = gaι is said to be dominated by ∑ι∈I aι = 1Cb(X ). We also
say that (34) is the partition of unity is dominated by
{
U˜ι
}
ι∈I
.
3.9. Let φ[1,0] : [0, 1]→ [0, 1] be a continuous function such that
φ[1,0] (x) =
{
1 x ≤ 12
0 x = 1.
Let pi : X˜ → X be a covering projection such that X˜ is a locally compact metric space.
For any x˜ ∈ X˜ there is r > 0 such that the set U˜ =
{
y˜ ∈ X˜ | dist (y˜, x˜) ≤ r
}
is mapped
homeomorphicaly on pi
(
U˜
)
. There is a function φx˜
[1,0]
∈ C0
(
X˜
)
given by
φx˜[1,0] (y˜) =
{
φ[1,0]
(
dist(y˜,x˜)
r
)
y˜ ∈ U˜
0 y˜ /∈ U˜ .
(35)
There is an open neighborhood V˜ =
{
y˜ ∈ X˜ | dist (y˜, x˜) < r2
}
of x˜ such that φx˜
[1,0]
(
V˜
)
=
{1}.
Definition 3.10. A quadruple
(
x˜, φx˜
[1,0]
, U˜ , V˜
)
is said to be a test function subordinated to pi.
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3.11. If M is a C∞-manifold then we can define smooth test functions. Let us select a C∞
function φ[1,0] : [0, 1] → [0, 1] such that following conditions hold Let φ[1,0] : [0, 1] → [0, 1]
be a continuous function such that
φ[1,0] (x) =

1 x ≤ 12
0 x ≥ 34 .
If pi : M˜ → M is a covering projection then any point x˜ ∈ M˜ has an open neighborhood
x˜ ∈ U˜ ⊂ M˜ such that
1. There is an infinitely differentiable diffeomorphism ψ : U˜ → Rn.
2. The restriction pi|U˜ : U˜ → pi
(
U˜
)
is a homeomorphism.
Suppose that ψ is such that ψ (x˜) = 0 ∈ Rn, and let ‖ · ‖Rn be a norm on Rn given by∥∥∥∥∥∥
 x1...
xn
∥∥∥∥∥∥
Rn
=
√
x21 + ...+ x
2
n.
Let us introduce a C∞ function φx˜
[1,0]
: M˜ → R given by
φx˜[1,0] (y˜) =
{
φ[1,0] (‖ψ (y˜)‖Rn ) y˜ ∈ U˜
0 y˜ /∈ U˜. (36)
If V˜ =
{
y˜ ∈ U˜ | ‖ψ (y˜)‖Rn < 12
}
then φx˜
[1,0]
(
V˜
)
= {1}.
Definition 3.12. In the situation 3.11 a quadruple
(
x˜, φx˜
[1,0]
, U˜ , V˜
)
is said to be a C∞ test
function subordinated to pi.
Definition 3.13. Let X , Y be Hausdorff spaces, and let {Uι ⊂ X}ι∈I by a family of open
sets such that X = ⋃ι∈I Uι. A family of continuous maps ϕUι : Uι → Y is said to be coherent
if ϕUι |Uι ⋂ Uι′ = ϕUι′ |Uι ⋂ Uι′ For any coherent sequence there is the unique continuous map
ϕ : X → Y such that ϕ|Uι = ϕUι ; ∀ι ∈ I. The map ϕ is said to be the gluing of
{
ϕUι
}
ι∈I.
Let denote by ϕ = Gluing
({
ϕUι
}
ι∈I
)
the gluing of
{
ϕUι
}
ι∈I.
4 Noncommutative covering projections
In this section I follow to the [17].
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4.1 Finite case
Definition 4.1. [17] If A is a C∗-algebra then an action of a group G is said to be involutive
if ga∗ = (ga)∗ for any a ∈ A and g ∈ G.
Definition 4.2. [17] If B ⊂ A is an inclusion of C∗-algebras, G is a finite group with an
involutive action on A such that B = AG, then there is a B-valued sesquilinear product on
A given by
〈a, b〉A = 1|G| ∑g∈G
g(a∗b)
The structure of Hilbert B-module A is said to be the induced by G-action.
Remark 4.3. The Definition 4.2 complies with the Theorem 1.17.
Definition 4.4. [17] Let pi : A → A˜ be an injective *-homomorphism of C∗-algebras, and
let G be a finite group such that following conditions hold:
1. There is an involutive continuous action of G on A˜ such that A˜G = A;
2. A˜ ⊂ K
(
A˜A
)
where structure of Hilbert A-module A˜A is induced by G-action;
3. There is a finite or countable set I and indexed by I subsets {aι}ι∈I , {bι}ι∈I ⊂ A˜ such
that
∑
ι∈I
aι(gbι) =
{
1M(A˜) g ∈ G is trivial
0 g ∈ G is not trivial . (37)
where the sum of the series means the strict convergence [3].
Then pi is said to be a finite noncommutative covering projection, G is said to be the covering
transformation group. Denote by G(A˜|A) = G. The algebra A˜ is said to be the covering
algebra, and A is called the base algebra of the covering projection. A triple
(
A, A˜,G
)
is
also said to be a noncommutative finite covering projection.
Remark 4.5. The article [17] contains the comprehensive foundation of the Definition 4.4.
Definition 4.6. Let
(
A, A˜,G
)
be a noncommutative finite covering projection. Algebra A˜
is a finitely generated projective Hilbert A-modules with induced by G-action sesquilinear
product given by
〈a, b〉A˜ =
1
|G| ∑g∈G
g(a∗b) (38)
We say that the structure of Hilbert A-module is induced by the covering projection
(
A, A˜,G
)
.
Henceforth we shall consider A˜ as a right A-module.
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4.7. Let
(
A, A˜,G
)
be a noncommutative finite covering projection. If a˜ ∈ A˜ then a˜ = a+ p
where a = 1|G| ∑g∈G ga˜ and p = a˜− a. It is clear that ∑g∈G gp = 0 and for any G-invariant
b ∈ A˜ we have
〈b, p〉A˜ =
1
|G| b˜ ∑g∈G
gp = 0.
Otherwise the set of G-invariant elements is just a sublagebra A ⊂ A˜. So A˜A can be
decomposed into the direct orthogonal sum, i.e.
A˜A = A⊕ P; A ⊥ P , i.e. 〈b˜, p〉A˜ = 0; for any a ∈ A; p ∈ P. (39)
Example 4.8. Finite covering projections of the circle S1. There is the universal covering
projection pi : R → S1. Let U˜1, U˜2 ⊂ R be such that
U˜1 = (−pi − 1/2, 1/2), U˜2 = (−1/2,pi + 1/2). (40)
For any i ∈ {1, 2} the set Ui = pi(U˜i) ⊂ S1 is open, connected and evenly covered.
Since S1 = U1
⋃U2 there is a partition of unity a1, a2 dominated by {Ui}i∈{1,2} [27], i.e.
ai : S1 → [0, 1] are such that{
ai(x) > 0 x ∈ Ui
ai(x) = 0 x /∈ Ui ; i ∈ {1, 2}.
and a1 + a2 = 1C(S1). From the Proposition 1.38 is follows that we can select smooth
partition of unity, i.e. a1, a2 ∈ C∞(S1). If e1, e2 ∈ C∞(S1) are given by
ei =
√
ai; i = 1, 2; (41)
then
(e1)
2 + (e2)
2 = 1C0(S1).
If e˜i ∈ C0(R) are given by
e˜i(x˜) =
{
ei(pi(x˜)) > 0 x˜ ∈ U˜i
0 x˜ /∈ U˜i
; i ∈ {1, 2} (42)
then there is a pointwise (=weak) convergence of the following series
∑
i=1,2; n∈Z
n · e˜2i = 1Cb(R)=M(C0(R)),
where n · − means the natural action of G(R|S1) ≈ Z on C0(R). Let pin : Xn → S1 be an
n-listed covering projection then G(Xn|S1) ≈ Zn. It is well known that Xn ≈ S1 but we
use the Xn notion for clarity. There is a sequence of covering projections R pi
n−→ Xn → S1.
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If U ni = pin
(
U˜i
)
then U ni
⋂
gU ni = ∅ for any nontrivial g ∈ G(Xn, S1). If eni ∈ C(Xn) is
given by
eni (pi
n(x˜)) =
{
e˜i(x˜) pin(x˜) ∈ U ni
0 pin(x˜) /∈ U ni
; i ∈ {1, 2} (43)
then
∑
i∈{1,2}; g∈G(Xn,S1)
g (eni )
2 = 1C0(Xn);
eni (ge
n
i ) = 0; for any notrivial g ∈ G(Xn|S1).
If In = G(Xn|S1)× {1, 2} and
enι = ge
n
i ; where ι = (g, i) ∈ In (44)
then
∑
ι∈In
enι (ge
n
ι ) =
{
1C0(Xn) g ∈ G(Xn|S1) is trivial
0 g ∈ G(Xn|S1) is not trivial . (45)
So a natural *-homomorphism pi : C(S1) → C(Xn) satisfies the condition 3 of the Defini-
tion 4.4. Otherwise C(Xn) ≈ C(S1)n as C(S1)-module, i.e. C(Xn) is a finitely generated
projective left and right C(S1)-module. So a triple
(
C0(S1),C0(Xn),Zn
)
is a finite non-
commutative covering projection.
Example 4.9. Finite covering projections of locally compact spaces. The Example 4.8 can be
generalized. Let pi : X˜ → X be a topological finitely listed covering projection such
that X is a second-countable locally compact Hausdorff space. Suppose that both X˜
and X are connected spaces. There is an involutive continuous action of the covering
transformation group G = G
(
X˜ |X
)
on C0
(
X˜
)
arising from the action of G on X˜ , and
C0 (X ) = C0
(
X˜
)G
, i.e. condition 1 of the Definition 4.4 hold. Let
{
U˜ι ⊂ X˜
}
ι∈I
be a basis
of the fundamental covering, and let 1Cb(X˜ ) = ∑g∈G ∑ι∈I ga˜ι = ∑(g,ι)∈G×I a˜(g,ι) be a partition
of unity dominated by
{
U˜ι
}
ι∈I
. If e˜(g,ι) ∈ C0
(
X˜
)
is given by
e˜(g,ι) =
√
ga˜ι. (46)
then
∑
(g′,ι)∈G×I
e˜(g′,ι)
(
ge˜(g′,ι)
)
=
{
1M(C0(X˜ )) g ∈ G is trivial
0 g ∈ G is not trivial .
So condition 3 of the Definition 4.4 hold. If ϕ ∈ C0
(
X˜
)
is any function then
ϕ = ∑
(g,ι)∈G×I
ϕe˜(g,ι)e˜(g,ι) = ϕ
√
e˜(g,ι)
√
e˜(g,ι)e˜(g,ι)
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and from above equation and definition of e˜(g,ι) it follows that
ϕ = ∑
ι∈I
(〈
ϕ,
√
e˜(g,ι)
〉
C0(X˜ )
√
e˜(g,ι)
)
〉〈 e˜(g,ι),
i.e. ϕ is an infinite sum of rank one operators. The sum is norm convergent, whence
ϕ ∈ K
(
C0
(
X˜
)
C0(X )
)
, and condition 2 of the Definition 4.4 hold. So all conditions of the
definition 4.4 hold, whence the triple
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜ |X
))
is a finite noncommu-
tative covering projection.
Example 4.10. A finite covering projection of a noncommutative torus. A noncommutative
torus [36] Aθ is an universal unital C∗-algebra generated by two unitary elements (u, v ∈
U(Aθ)) with one relation given by
uv = e2piiθvu, (θ ∈ R\Q). (47)
Let pi : Aθ → Aθ′ be a *-homomorphism such that:
• There are m, n, k ∈ N such that θ′ = θ+2pikmn ;
• Aθ′ is generated by um, vn ∈ U(Aθ′) and pi is given by
u 7→ umm; v 7→ vnn. (48)
There is a continuous involutive action of G = Zm ×Zn on Aθ′ given by
(p, q) um = ume
2piip
m , (p, q) vn = vne
2piiq
n ; ∀ (p, q) ∈ G = Zm ×Zn,
and Aθ = AGθ′ , i.e. the condition 1 of the Definition 4.4 hold. If {emι }ι∈Im and {enι }ι∈In are
given by (44) then from (45) it follows that
∑
ι∈Im
emι (um)
(
kemι (um)
)(
resp. ∑
ι∈In
enι (vn)
(
kenι (vn)
))
=
=
{
1Aθ′ k = 0
0 k 6= 0 where k ∈ Zm (resp. k ∈ Zn).
(49)
If I = Im × In and {eι ∈ Aθ′}ι∈I, {e′ι ∈ Aθ′}ι∈I are given by
eι = emι1 (um)e
n
ι2
(vn); e′ι = enι2(vn)e
m
ι1
(um); ι1 ∈ Im, ι2 ∈ In, ι = (ι1, ι2) ∈ I
then from (49) it follows that
∑
ι∈I
e′ιeι = ∑
ι2∈In
(
enι2(vn)
(
∑
ι1∈Im
emk (um)e
m
k (um)
)
enι2(vn)
)
= ∑
ι2∈In
(
enι2(vn)1e
n
ι2
(vn)
)
= 1.
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If g = (p, q) ∈ Zm ×Zn is such that p 6= 0 then from (49) it follows that
∑
ι∈I
e′ι(geι) = ∑
ι2∈In
(
enι2(vn)
(
∑
ι1∈Im
emι1 (um)
(
pemι1 (un)
)) (
qenι2(vn)
))
=
= ∑
ι2∈In
enι2(vn)0
(
qenι2(vn)
)
= 0.
If g = (p, q) ∈ Zm ×Zn is such that p = 0 and q 6= 0 then from (49) it follows that
∑
ι∈I
e′ι(geι) = ∑
ι2∈In
(
enι2(vn)
(
∑
ι1∈Im
emι1 (um)e
m
ι1
k(um)
)(
qenι2(vn)
))
=
= ∑
ι2∈In
enι2(vn)1
(
qenι2(vn)
)
= ∑
ι2∈In
enι2(vn)
(
qenι2(vn)
)
= 0.
From above equations it follows that
∑
ι∈I, g∈Zm×Zn
e′ι(geι) =
{
1 g ∈ Zm ×Zn is trivial
0 g ∈ Zm ×Zn is not trivial , (50)
i.e. condition 3 of the Definition 4.4 hold. Otherwise Aθ′ ≈ Amnθ as right and left Aθ
module, i.e. condition 2 of the Definition 4.4 hold. So the triple (Aθ , Aθ′ ,Zm ×Zn) is a
noncommutative finite covering projection.
Example 4.11. Boring example. Let A (resp. G) be any unital C∗-algebra (resp. finite
group.). Let A˜ = ⊕g∈GAg where Ag ≈ A for any g ∈ G. Let 1Ag ∈ G be the unity
of Ag. Then A˜ is a finitely generated left and right A-module. Action of G is given by
g1Ag2 = Ag1g2 . We have
∑
g∈G
1Ag1Ag = 1A˜,
∑
i=1,...,n
1Ag(g1Ag) = 0 ∀g ∈ G (g is nontrivial). (51)
So a triple
(
A,⊕g∈GAg,G
)
is a finite noncommutative covering projection. This example
is boring since it does not reflect properties of A and this projection can be constructed
for any finite group.
Definition 4.12. A ring is said to be irreducible if it is not a direct sum of more than one
nontrivial ring. A finite covering projection (A, A˜,G) is said to be irreducible if both A and
A˜ are irreducible. Otherwise (A, A˜,G) is said to be reducible.
Remark 4.13. Any reducible finite covering projection is boring. Covering projections
from examples 4.8 - 4.10 are irreducible.
38
Definition 4.14. Let
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
be a finite or countable sequence of C∗-algebras and *-homomorphisms such that for any
i > 0 there is a finite noncommutative covering projection (Ai−1, Ai,Gi). The sequence is
said to be composable if following conditions hold:
1. Any composition pii1 ◦ ... ◦ pii0+1 ◦ pii0 : Ai0 → Ai1 corresponds to the noncommuta-
tive covering projection
(
Ai0 , Ai1 ,G
(
Ai1 |Ai0
))
;
2. There is the natural exact sequence of covering transformation groups
{e} → G (Ai+2|Ai+1) ι−→ G (Ai+2|Ai) pi−→ G (Ai+1|Ai)→ {e}
for any i > 0.
Example 4.15. Let
X = X0 ←− ...←− Xn ←− ...
be a finite or countable sequence of second-countable locally compact Hausdorff spaces
and regular finitely listed topological covering projections. From the Example 4.9 it follows
that for any i there is a finite noncommutative covering projection (C (Xi−1) ,C (Xi) ,Gi).
Since a composition of two regular finitely listed topological covering projections is also
regular finitely listed topological covering projection the sequence
C (X ) = C (X0) −→ C (X1) −→ ... −→ C (Xn) −→ ...
is composable.
4.2 Infinite case
This section is concerned with a noncommutative generalization of the described in the
Section 3 construction. Let
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ... (52)
be a sequence of *-homomorphisms which correspond to irreducible noncommutative
finite covering projections, and suppose that (52) is composable. Let Gn = G(An|A) be
covering transformations groups, where n ∈ N. For any n ∈ N there is the natural group
epimorphism hn : G = lim←−Gm → Gn.
Definition 4.16. A sequence (52) is said to be irreducible if An is irreducible for any n ∈ N0.
4.17. Algebras {An}n∈N0 are finitely generated projective Hilbert A-modules with sesquilin-
ear product given by (38), i.e.
〈a, b〉An =
1
|Gn| ∑g∈Gn
g(a∗b) (53)
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From (39) it follows that there An can be decomposed to a direct sum of orthogonal Hilbert
A-modules
An = An−1 ⊕ Pn, (54)
i.e. 〈a, p〉An = 0 for any a ∈ An−1, p ∈ Pn.
Definition 4.18. A sequence {an ∈ An}n∈N0 such that following conditions hold:
an+1 =
an
|G (An+1|An)| + pn+1, pn+1 ∈ Pn+1; (55)
A sequence
{
〈an, an〉An ∈ A
}
n∈N
is norm convergent as n→ ∞ (56)
is said to be coherent.
Remark 4.19. The condition (55) is equivalent to
an = ∑
g∈G(An+1|An)
gan+1. (57)
Remark 4.20. Informally an|G(An+1|An)| means an infinitesimally small coefficient, because
an
|G(An+N|An)| → 0 as N → ∞. If we denote P0 = A then An =
⊕
i∈{0,...,n} Pi, where Pi is
finitely generated projective A module. Otherwise for any n ∈ N0 there is an inclusion
Pn ⊂ HA into the Hilbert space over A (Definition 4.2). From the Definition 4.18 it follows
that
an =
n
∑
k=0
pk
|G (An|Ak)|
where pi ∈ HA. For any k ∈ N0 there is an infinitesimally small element pk ∈ HA given
by the sequence
{
pkn ∈ A
}
n∈N
where
pkn =
{
0 n < k
pk
|G(An|Ak)| n ≥ k
. (58)
Otherwise from (58) it follows that
〈an, an〉An =
∞
∑
k=0
(
pkn
)∗
pkn,
lim
n→∞ 〈an, an〉An = limn→∞
∞
∑
k=0
(
pkn
)∗
pkn
or
lim
n→∞ 〈an, an〉An =
∞
∑
k=0
(
pk
)∗
pk.
where pk is infinitesimally small for any k ∈ N. As well as in the Section 1.5 there is a
representation by the sum of infinitesimally small elements.
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4.21. There is an action of G = lim←−Gn on the linear space X
′ of coherent sequences
arising from actions of Gn on An. There is the unique sesquilinear A-valued product
〈·, ·〉X′ on X′ such that 〈{an}, {bn}〉X′ = limn→∞〈an, bn〉An . If I = {x ∈ X′ | 〈x, x〉X′ = 0}
and X′′ = X′/I then there is a norm on X′′ given by ‖x‖ = √〈x, x〉X′. Let XA be the
norm completion of X′′. There is the unique sesquilinear A-valued product 〈·, ·〉XA on XA
arising from 〈·, ·〉X′ , so XA is a Hilbert A-module. There is an action G on XA arising from
the action of G on X′.
Remark 4.22. As well as in the Remark 4.20 the inner product can be represented by the
sum
lim
n→∞ 〈an, bn〉An =
∞
∑
k=0
(
pk
)∗
qk.
where pk, qk ∈ HA are infinitesimally small for any k ∈ N0.
Definition 4.23. Any coherent sequence {an ∈ An}n∈N0 naturally gives the unique el-
ement ξ ∈ XA. We say that ξ is represented by {an ∈ An}n∈N0 , and we will write
ξ = Rep
({an ∈ An}n∈N0). We say that the sequence {an ∈ An}n∈N0 is a representative
of ξ.
4.24. Let Λ = {an ∈ An}n∈N0 be a coherent sequence. For any N > 0 and bN ∈ AN we
will define a coherent sequence bNΛ = {cn ∈ An}n∈N0 given by
cn =
{
∑g∈G(AN |An)
1
|G(AN|An)| g (bNan) n < N
bNan n ≥ N
.
whence there is the left action of AN on XA arising from the action of AN on coherent
sequences. Similarly there is the right action of AN on XA. Let K
(
XA
)
be a C∗-algebra of
compact operators with left action on XA. For any N ∈ N the left (resp. right) action of
AN on XA induces the left (resp. right) action of AN on K
(
XA
)
. If A→ B (H) is a faithful
representation then XA ⊗A H is a pre-Hilbert space with the scalar product given by
(ξ ⊗ x, η ⊗ y) =
(
x, 〈ξ, η〉XA y
)
.
If H is the Hilbert completion of XA ⊗ H then H is a Hilbert space. For any n ∈ N there
is the action of An on H arising from the action of An on XA. Similarly K
(
XA
)
acts on
H and there are natural inclusions
⋃
n∈N An ⊂ B
(
H
)
and K (XA) ⊂ B (H). Moreover
there is the natural inclusion of enveloping W∗-algebra (
⋃
n∈N An)
′′ ⊂ B (H). There is a
C∗-algebra A given by
A = K (XA)⋂
( ⋃
n∈N
An
)′′
⊂ B (H)
There is the natural left (resp. right) action of An on both K
(
XA
)
and (
⋃
n∈N An)
′′, so
there is the left (resp. right) action of An of A. For any n ∈ N there is the natural action
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of G on An given by ga = hn(g)an, which induces natural actions of G on both XA and
A, such that g (aξ) = (ga) (gξ) for any a ∈ A and ξ ∈ XA. According to the Zorn’s
lemma [35] there is a maximal irreducible subalgebra A˜ ⊂ A. Let G ⊂ G is a maximal
subgroup such that GA˜ = A˜. If g /∈ G then A˜⋂ gA˜ = {0}. From g−1Gg = G it follows
that G is a normal subgroup and for any n ∈ N there is a homomorphism hn|G : G → Gn.
Definition 4.25. The sequence (52) is said to be faithful if for any n ∈ N following condi-
tions hold:
(a) For any n ∈ N the restriction hn|G is a group epimorphism, i.e. hn (G) = Gn.
(b) The natural left and right actions of An on A are faithful.
Lemma 4.26. If the sequence (2.1) is faithful and J = G/G is a set of representatives of G/G then
(a) A =
⊕
g∈J gA˜,
(b) Left and right actions of An on A˜ are faithful for any n ∈ N.
Proof. a) The algebra A is invariant with respect to the G-action, i.e. g a ∈ A for any g ∈ G
and a ∈ A, or G A = A. If g ∈ G then gA˜ = A˜ for any maximal irreducible subalgebra
A˜ ⊂ A. Otherwise if g ∈ G\G then g transposes irreducible subalgebras, so A =⊕g∈J gA˜.
b) Consider the right action of An on A. Let I ⊂ An be the annulator of XA, i.e. I is the
maximal ideal such that A˜I = {0}. Since action of An on A =⊕g∈J gA˜ is faithful we have⋂
g∈J Ig = {0}, where Ig = hn (g) I is the annulator of gA˜. However since hn (G) = Gn an
element hn (g) is trivial for any g ∈ J and Ig = hn (g) I = I , whence I = ⋂g∈J Ig = {0}
and the action of An on A˜ is faithful. Similarly we can proof that the left action of An on
A˜ is faithful.
Definition 4.27. Let (52) be a composable faithful sequence of irreducible C∗-algebras. A
Hilbert A-module XA is said to be the disconnected module of the sequence (52). The G is
said to be a disconnected group of the sequence (52). The algebra A = K (XA)⋂ (⋃n∈N An)′′
is said to be the disconnected covering algebra of the sequence (52). If A˜ ⊂ A is a maximal
irreducible subalgebra and XA = A˜ ⊗A XA, then A˜ is said to be a connected covering
algebra of the sequence (52) and XA ⊂ XA is said to be a connected module of sequence
(52). A maximal subgroup G ⊂ G such that GA˜ = A˜ (or GXA = XA) is said a covering
transformation group of the sequence (52). The group G is a normal subgroup of G. XA
is a A˜-A correspondence, i.e. XA =A˜ XA. The quadruple
(
A, A˜,A˜ XA,G
)
is said to be
a noncommutative infinite covering projection of the sequence (52). A is said to be the base
algebra of the sequence (52).
Remark 4.28. From the Lemma 4.26 all irreducible subalgebras of A are isomorphic. Sim-
ilarly we can say about G and A˜XA. So A˜, G and A˜XA from the Definition 4.27 are unique
up to isomorphisms.
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Lemma 4.29. Let Λ = {en ∈ An}n∈N0 , Λ′ = {e′n ∈ An}n∈N0 be coherent sequences such that
en = ∑
g∈G(An+1|An)
gen+1; e
′
n = ∑
g∈G(An+1|An)
ge′n+1; e
′
ne
∗
n = ∑
g∈G(An+1|An)
ge′n+1e
∗
n+1.
If ξ = Rep(Λ), ξ ′ = Rep(Λ′) then following series
a˜ = ∑
g∈G
gξ ′〉〈gξ
is strictly convergent and 〈ηe′0e∗0 , ζ〉XA = 〈η, a˜ζ〉XA for any η, ζ ∈ XA.
Proof. Let
{
Gk ⊂ G
}
k∈N
be a G-covering of the sequence
G (A1, A) ← G (A2, A) ← ...
where G = lim←−G (An, A). If η, ζ ∈ XA are given by η = Rep
({bn ∈ An}n∈N0) , ζ =
Rep
({cn ∈ An}n∈N0) then from 4.21 it follows that
〈η, ξ ′〉XA = limn→∞ c
∗
ne
′
n; 〈ξ, ζ〉XA = limn→∞ e
∗
nbn;
〈η, ξ ′〉XA〈ξ, ζ〉XA = 〈η,
(
ξ ′〉〈ξ) ζ〉XA = limn→∞ c∗ne′ne∗nbn;
If am ∈ K
(
XA
)
is given by
am = ∑
g∈Gm
gξ ′〉〈gξ.
then
〈η, amζ〉XA = limn→∞ c
∗
n
(
∑
g∈Gm
(hm(g)(e′me∗m))
)
bn = lim
n→∞ c
∗
n
 ∑
g∈G(Am,A)
g
(
e′me∗m
) bn,
whence
lim
m→∞〈η, amζ〉XA = limm→∞ limn→∞ c
∗
n
 ∑
g∈G(Am,A)
g
(
e′me∗m
) bn =
= lim
n→∞ c
∗
ne
′
0e
∗
0bn = 〈ηe′0e∗0 , ζ〉XA .
Form the above equation it follows that the sequence {am}m∈N0 is strictly convergent as
m → ∞ and 〈η, (limm→∞ am) ζ〉XA = 〈ηe′0e∗0 , ζ〉XA . Otherwise limm→∞ am = a˜ in the sense
of the strict convergence.
Corollary 4.30. Let I be a finite or countable set and ξ ι = Rep
({eιn ∈ An}n∈N0), ξ ′ι =
Rep
({e′ιn ∈ An}n∈N0) ∈ XA satisfy conditions of the Lemma 4.29. If ξ and ξ ′ satisfy following
condition
∑
ι
e′0,ιe
∗
0,ι = 1M(A), ∀n ∈ N0 (59)
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in sense of strict topology and then
∑
ι∈I,g∈G
gξ ′ι〉〈gξ ι = 1M(K(XA))
in sense of strict topology.
Proof. From lemma 4.29 it follows that for any η, ζ ∈ XA following condition hold.〈
η,
(
∑
g∈G
gξ ι〉〈gξ ′ι
)
ζ〉XA = 〈ηe
∗
0,ιe
′
0,ι , ζ
〉
XA
. (60)
From follows (59), (60) it follows that for any η, ζ ∈ XA following condition hold〈
η,
 ∑
ι∈I, g∈G
gξ ι〉〈gξ ι
 ζ〉
XA
=
〈
η ∑
ι∈I
e∗0ιe′0,ι , ζ〉XA = 〈η, ζ
〉
XA
,
i.e.
∑
ι∈I,g∈G
gξ ′ι〉〈gξ ι = 1M(K(XA)).
Corollary 4.31. In the situation of the corollary 4.30 a linear span of {gξ ′ιa}g∈G, ι∈I, a∈A is a
dense subspace of XA.
Proof. Follows from the Corollary 4.30.
5 Covering projections of spectral triples
5.1. Let (A,H,D) be a spectral triple. Similarly to [26] we define a representation of
pi1 : A → B(H2) given by
pi1(a) =
(
a 0
[D, a] a
)
.
We can inductively construct representations pis : A → B
(
H2
s
)
for any s ∈ N. If pis is
already constructed then pis+1 : A → B
(
H2
s+1
)
is given by
pis+1(a) =
(
pis(a) 0
[D,pis(a)] pis(a)
)
(61)
where we assume diagonal action of D on H2
s
, i.e.
D
 x1...
x2s
 =
Dx1...
Dx2s
 ; x1, ..., x2s ∈ H.
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Definition 5.2. Let
{(An,Hn,Dn)}n∈N0 (62)
be a sequence of spectral triples and (A,H,D) = (A0,H0,D0). The sequence is said to be
coherent if following conditions hold:
1. There is a sequence of injective *-homomorphisms
A = A0 → A1 → ...→ An → ... , (63)
2. For any n ∈ N there is a finite noncommutuative covering projection (An−1, An,G (An, An−1))
where An is the C∗-completion of An and the *-homomorphism An−1 → An is in-
duced by the inclusion An−1 → An.
3. The sequence of finite noncommutative covering projections
A = A0 → A1 → ...→ An → ... , (64)
is composable.
4. If g ∈ G (An, A) then gAn = An , and AG(An,Am)n = Am for any m, n ∈ N0 such that
n > m.
5. The An-module H∞n =
⋂
k∈N DomDkn is given by H∞n = An ⊗A H∞ where H∞ =⋂
k∈N DomDk ⊂ H. So Hn = An ⊗ H and the scalar product on Hn is given by
(a⊗ ξ, b⊗ η) = (ξ, 〈a, b〉Anη) ; ∀a, b ∈ An, ∀ξ, η ∈ H0. (65)
From the above expressions it follows that
• The space H∞n is given by H∞n = An ⊗Am H∞m for any n > m,
• SinceH∞m = Am⊗Am H∞m andAm ⊂ An there is the natural inclusionH∞m ⊂ H∞n
and the action of G (An, Am) on H∞n for any n > m.
• If g ∈ G (An, A) then gH∞n = H∞n , and (H∞n )G(An,Am) = H∞m for any m, n ∈ N0
such that n > m
6. For any g ∈ G (An, A) and ξ ∈ H∞n following conditions hold:
g (Dnξ) = Dn (gξ) ; ∀ξ ∈ H∞n ,
Dn|H∞m = Dm; ∀n > m.
Remark 5.3. From the condition 6 of the Definition 5.2 it follows that if n > m then
Dn (1An ⊗ ξ) = 1An ⊗ Dmξ; ∀ξ ∈ Dom (Dm) ; ∀n > m.
where tensor product means that Hn = An ⊗Am Hm. From this property it follows that
Dom (Dm) ⊂ Dom (Dn) and Dn|Dom(Dm) = Dm
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5.4. Let denote (A,D,H) = (A0,D0,H0) and H∞ = H∞0 . If H = A⊗A H∞ then from [2]
it follows that H is a projective finitely generated A-module. From [8] it follows that H is
a finitely generated Hilbert A-module. So Hn = An ⊗A H is a finitely generated Hilbert
A-module with A valued product given by
〈ξ ⊗ a, η ⊗ b〉Hn =
〈
ξ, 〈a, b〉An η
〉
H
5.5. On the algebraic tensor product XA ⊗A H there is a C-valued product (·, ·) given by
(µ⊗ ξ, ν⊗ η) =
(
ξ, 〈µ, ν〉XA η
)
. (66)
Denote by H the Hilbert completion of the XA ⊗A H and denote by H˜ the Hilbert com-
pletion of A˜XA ⊗A H. From A˜XA ⊂ XA it follows the inclusion H˜ ⊂ H.
Definition 5.6. A sequence {ξn ∈ Hn}n∈N0 is said to be coherent in H (or H-coherent) if
following conditions hold:
1. ξn = ∑g∈G(An+1 | An) gξn+1
2. The sequence {(ξn, ξn) ∈ R}n∈N is convergent.
5.7. If {an ∈ An}n∈N0 is a coherent sequence then for any ξ ∈ H the sequence {an ⊗ ξ ∈ Hn}n∈N0
is coherent in H. So any H-coherent sequence {ξn ∈ Hn}n∈N0 corresponds to a functional
on XA ⊗A H given by
{an ⊗ ξ} 7→ lim
n→∞ (an ⊗ ξ, ξn) .
The functional can be uniquely extended to H and from the Riesz representation theorem
it follows the existence of the unique ξ ∈ H˜ which corresponds to the functional.
Definition 5.8. In the situation 5.7 we say that ξ is H-represented by the sequence {ξn} and
we will write ξ = RepH ({ξn}).
5.9. Now we would like to define the unbounded Dirac operator D˜ on H˜. It is naturally
to define D˜ on coherent sequences {ξn ∈ Hn}n∈N0 such that
D˜ RepH ({ξn}) = RepH ({Dnξn}) .
and then obtain closure of this operator. But the sequence {Dnξn} should not be always
coherent, and the general definition of D˜ can be very difficult. However the situation can
be simplified in the special case of local covering projections which are described below.
5.10. Let (A,H,D) (resp.
(
A˜, H˜, D˜
)
) be a spectral triple, let A (resp. A˜) be the C∗-
completion of A (resp. A˜). Suppose that there is a finite noncommutative covering pro-
jection
(
A, A˜,G
)
such that GA˜ = A˜. Suppose that there are a subspace Ĥ ⊂ H˜ such
that H˜ =
⊕
g∈G gĤ, and there is an isomorphism of Hilbert spaces ϕ : Ĥ → H given by
ξ 7→ ∑g∈G gξ.
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Definition 5.11. Let us consider the situation 5.10, and let A = (A,H,D), A˜ =
(
A˜, H˜, D˜
)
,
B =
(
A, A˜,G
)
. The triple
(
A, A˜,B
)
is said to be a local covering projection of spectral triples
if following conditions hold:
(a) Dom D˜
⋂
Ĥ = ϕ−1 (Dom D).
(b) D˜
(
Dom D˜
⋂
Ĥ
)
⊂ Ĥ.
(c) D (ϕ (ξ)) = ϕ
(
D˜ξ
)
for any ξ ∈ Ĥ⋂Dom D.
Remark 5.12. The meaning of the "local" term is explained in the Remark 6.23.
Lemma 5.13. If
(
A, A˜,B
)
is local covering projection of spectral triples then∫
− D˜ = |G|
∫
− D.
Proof. Let D̂ = D˜|Ĥ . Operator D̂ can be regarded as operator Dom D˜ → H˜ and as
Ĥ
⋂
Dom D˜ → Ĥ. From the diagram
Ĥ
⋂
Dom D˜ Ĥ
Dom D H
D̂
D
ϕ ϕ
it follows that operator D̂ is measurable and
∫
D̂ =
∫
D. If gD̂ is given by ξ 7→ gD̂g−1ξ
then for any g ∈ G we have ∫ D̂ = ∫ gD̂. From D˜ = ∑g∈G gD̂ it follows that∫
− D˜ =
∫
− ∑
g∈G
gD̂ = ∑
g∈G
∫
− gD̂ = |G|
∫
− D.
Remark 5.14. It is well known that if M˜ → M is an m-fold covering of Riemannian
manifold then ∫
M˜
√
detg(x)dx1 ∧ ...∧ dxn = m
∫
M
√
detg(x)dx1 ∧ ...∧ dxn (67)
Otherwise from the example 2.21 that in the noncommutative case the noncommutative
integral of the Dirac operator /D is proportional to
∫
M
√
detg(x)dx1 ∧ ... ∧ dxn. Thus the
Lemma 5 is the noncommutative generalization of the Equation (67).
5.15. Suppose that the coherent sequence of spectral triples (62) is such that if A =
(A,H,D), An = (An,Hn,Dn) and Bn = (A, An,G (An|A)) then the triple (A,An,Bn)
is a local covering projection of spectral triples for any n ∈ N. Let Ĥn be such that
Hn =
⊕
g∈G(An,A) gĤ
n and ϕn : Ĥn → H is the isomorphism given by ξ 7→ ∑g∈G(An,A) gξ.
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Definition 5.16. Let us consider the situation 5.15. The coherent sequence of spectral
triples (62) is said to be local if for any n ∈ N and ξ ∈ Ĥn following conditions hold:
(a)
∑
g∈G(An|An−1)
gξ ∈ Ĥn−1.
(b) If {ξn ∈ Hn}n∈N is such that ξn ∈ Ĥn then RepH ({ξn ∈ Hn}) ∈ H˜.
5.17. If coherent sequence of spectral triples (62) is local then for any n ∈ N there is the
natural isomorphism ψn : Ĥn → Ĥn−1 given by
ψn(ξ) = ∑
g∈G(An|An−1)
gξ
and a following condition holds
ϕn = ψ1 ◦ ... ◦ ψn.
An H-coherent sequence {ξn = Hn} is said to be special if ξn ∈ Ĥn for any n ∈ N. If the
sequence is special then there is ξ ∈ H such that ξn = ϕ−1n (ξ). If Ξ is the set of special
sequences then denote by Ĥ the Hilbert completion of the C-linear span of RepH (Ξ).
There is the unique isomorphism ϕ̂ : Ĥ → H which is the extension of the given by
RepH ({ξn}) 7→ ξ0 map.
Definition 5.18. Suppose that the coherent sequence (62) is local. A H-coherent sequence
{ξn ∈ Hn}n∈N0 is said to be special if ξn ∈ Ĥn for any n ∈ N.
Lemma 5.19. Suppose that the coherent sequence (62) is local. Let Gn = G (An|A) and G =
lim←−Gn. If H = H0 is a separable Hilbert space then following condition hold
H =
⊕
g∈G
gĤ.
Proof. Let {eι}ι∈I ⊂ H be a countable orthonormal basis of H, and let Ĥι = Ceι ⊂ H
be a generated by eι one dimensional subspace. We say that a H˜-coherent sequence
{ξn} is ι-special if ξn ∈ Hιn =
⊕
g∈Gn Ce
n
ι ⊂ Hn where enι = ϕ−1n (eι). Any H coher-
ent Λ sequence can be decomposed Λ = ∑ι∈I Λι into ι-special sequences, so H can be
decomposed H =
⊕
ι∈I Hι where Hι is generated by ι-special H-coherent sequences. If
ξ, η, ζ ∈ Hι are given by ξ = RepH
({ξn ∈ Hn}n∈N0) , η = RepH ({ηn ∈ Hn}n∈N0) , ζ =
RepH
({ζn ∈ Hn}n∈N0) then
(η, ξ) = lim
n→∞ (ηn, ξn) ;
(η, ξ) (ξ, ζ) = 〈η, (ξ) (ξ) ζ〉XA = limn→∞ (ηn, ξn) (ξn, ζn) ;
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If
{
Gk ⊂ G
}
k∈N
is a G-covering of the sequence {G1 ← G2 ← ...}, eι = RepH ({enι })
am ∈ B
(
Hι
)
be given by
am = ∑
g∈Gm
geι )( geι.
then
(η, amζ) = lim
n→∞
(
ηn,
(
∑
g∈Gm
hn(g)eι )( hn(g)eι
)
ζn
)
whence
lim
m→∞〈η, amζ〉XA = limm→∞ limn→∞
(
ηn,
(
∑
g∈Gm
hn(g)eι )( hn(g)eι
)
ζn
)
=
= lim
n→∞
(
ηn,
(
∑
g∈Gn
hn(g)eι )( hn(g)eι
)
ζn
)
= lim
n→∞
(
ηn,
(
∑
g∈Gn
genι )( ge
n
ι
)
ζn
)
=
lim
n→∞ (ηn, ζn) = (η, ζ)
Form the above equation it follows that the sequence {am}m∈N0 is weakly convergent as
m→ ∞ and limm→∞ am = 1B(Hι), i.e.
∑
g∈G
geι )( geι = 1B(Hι).
So {geι}g∈G ⊂ Hι is an orthonormal basis of Hι. From H =
⊕
ι∈I Hι it follows that
{geι}g∈G, ι∈I ⊂ H is an orthonormal basis of Hι, therefore
H =
⊕
g∈G, ι∈I
gHι =
⊕
g∈G
gĤ.
Corollary 5.20. If G is a covering transformation group of the sequence (64) then H˜ =
⊕
g∈G gĤ.
Proof. Follows from the condition (b) of the Definition 5.16 and the Lemma 5.19.
5.21. If a coherent sequence of spectral triples (62) is local then there is a densely defined
unbounded operator D˜ on H˜ given by
Dom D˜ =
⊕
g∈G
gϕ̂−1 (Dom D)
D˜
(
∑
g∈G
gξg
)
= ∑
g∈G
gϕ̂−1
(
D ϕ̂
(
ξg
))
where ξg ∈ Ĥ for any g ∈ G.
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Definition 5.22. If coherent sequence of spectral triples (62) is local then defined in 5.21
operator D˜ is said to be the Dirac operator of the sequence (62).
Theorem 5.23. [33] Let T be an unbounded symmetric operator on a Hilbert space H. Then the
following are equivalent:
(a) T is self-adjoint,
(b) T is closed and ker (T∗ ± i) = {0},
(c) ran (T ± i) = H.
Corollary 5.24. If coherent sequence of spectral triples (62) is local the Dirac operator is self-
adjoint.
Proof. Since Dirac operator D of the spectral triple (A,H,D) is self-adjoint it satisfies to
the Theorem 5.23. Form 5.21 it follows that D˜ is a direct sum of infinite copies of D. So D˜
satisfies to the Theorem 5.23.
5.25. Let {an ∈ An}n∈N0 be a coherent sequence such that an ∈ An. For any s, n ∈ N there
is the s-times differentiable representation pisn : An → B
(
H2
s
n
)
.
Definition 5.26. A sequence {an}n∈N such that an ∈ An is said to be s-times differentiable
if the sequence 1|G (An | A0)| ∑g∈G(An | A0) g
(
(pis (an))
∗ pis (an)
) ∈ B (H2s)

n∈N
is norm convergent as n → ∞. For any s-times differentiable coherent sequence we will
define a norm ‖·‖s given by
∥∥{an ∈ An}n∈N∥∥s =
√√√√ lim
n→∞
1
|G (An | A0)| ∑g∈G(An | A0)
g
(
(pis (an))
∗ pis (an)
)
.
Definition 5.27. A coherent sequence {an ∈ An}n∈N is said to be smooth if it is s-times
differentiable for any s ∈ N.
5.28. If both {an}n∈N, {bn}n∈N are smooth coherent sequences then 〈Rep ({an}) ,Rep ({bn})〉XA ∈A. If {an}n∈N is a smooth coherent sequence and b ∈ A then the coherent sequence {an} b
given by
{an} b = {anb}
is smooth.
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Definition 5.29. Let Ξ be a set of all smooth coherent sequences and X′ ⊂ XA be a
C-linear span of Rep (Ξ). The completion of X′ with respect to seminorms ‖·‖s is said
to be the disconnected smooth module of the coherent sequence {(An,Dn,Hn)}n∈N0 . The
disconnected smooth module will be denoted by X
∞
A. There is the Fréchet topology on
X
∞
A induced by seminorms ‖·‖s. There is the natural inclusion X
∞
A ⊂ XA. The intersection
X
∞
A
⋂
A˜XA of the disconnected smooth module and connected module (Definition 4.27)
is said to be the connected smooth module which will be denoted by X∞A .
Definition 5.30. An element κ ∈ K (A˜XA) is said to be smooth if following conditions
hold:
1. κX∞A ⊂ X∞A .
2. For any s ∈ N
‖κ‖s = sup
ξ∈X∞A & ‖ξ‖s=1
‖κξ‖s < ∞.
Denote by K′ the algebra of smooth operators.
5.31. The K′ is a Fréchet algebra induced by seminorms ‖·‖s. From 5.28 it follows that if
ξ, η ∈ X∞A then ξ〉〈η ∈ K′
Definition 5.32. If ξ, η ∈ X∞A then the operator ξ〉〈η is said to be a rank-one smooth. The
completion in the Fréchet topology of the linear span of rank-one smooth operators is
said to be the smoothly compact subalgebra. Denote by K∞ (X∞A) ⊂ K (A˜XA) the smoothly
compact subalgebra.
Definition 5.33. If
(
A, A˜,A˜ XA,G
)
is a noncommutative infinite covering projection of the
sequence (64) then from the definition 4.27 it follows that A˜ ⊂ K (A˜XA). The algebra
A˜ = K∞ (X∞A)⋂ A˜ is said to be the smooth covering algebra. The algebra A˜ is a Fréchet
algebra with a topology induced by seminorms ‖·‖s.
Definition 5.34. A local coherent sequence {(An,Dn,Hn)}n∈N0 of spectral triples is said
to be regular if A˜ is a dense subalgebra of A˜ with respect to C∗-norm of A˜.
Definition 5.35. If {(An,Dn,Hn)}n∈N0 be a regular local coherent sequence spectral triples
then the triple
(
A˜, H˜, D˜
)
is said to be the inverse limit of {(An,Dn,Hn)}n∈N0 .
Remark 5.36. The inverse limit from the Definition 5.35 is not an inverse limit in the strict
sense of the category theory, it rather looks like an inverse limit.
6 Covering projections of commutative spectral triples
6.1 Covering projections of topological spaces
This section supplies a purely algebraic analog of the topological construction given by
the Section 3. Let
X = X0 ←− ...←− Xn ←− ... (68)
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be a sequence of finitely listed regular covering projections such that X is a locally compact
second-countable Hausdorff topological space, and Xn is connected for any n ∈ N. Let
{Gn = G (Xn|X )}n∈N be the set of groups of covering transformations. Let X (resp. G)
be a space (resp. a group) described in the Section 3. There is a natural (disconnected)
covering projection pi : X → X . Let X˜ ⊂ X be a connected component. According to
the Section 3 there is a normal subgroup G ⊂ G such that GX˜ = X˜ and a subset J ⊂ G
of G/G representatives such that X = ⊔g∈J gX˜ . The restriction pi = pi|X˜ is a regular
covering projection pi : X˜ → X and X ≈ X˜ /G.
Definition 6.1. Let pi : X˜ → X be a regular topological covering projection such that the
group G = G
(
X˜ |X
)
of covering transformations is finite or countable. Then there is a
Hilbert C0(X )-module
L
2
(
X˜X
)
=
ϕ ∈ Cb(X˜ ) | if φ (x) = ∑
x˜∈pi−1(x)
ϕ∗(x˜)ϕ(x˜) then φ ∈ C0 (X )
 . (69)
with a C0 (X )-valued sesquilinear product given by
〈ξ, η〉
L 2(X˜X )(x) = ∑
x˜∈pi−1(x)
ξ∗(x˜)η(x˜). (70)
We say that L 2
(
X˜X
)
is an associated with pi : X˜ → X Hilbert C0(X )-module.
Remark 6.2. If G is a finite group then L 2
(
X˜X
)
≈ C0
(
X˜
)
C0(X )
as Hilbert C0 (X )-
modules, so this definition compiles with the Theorem 1.17 and with the Equation (38).
Definition 6.3. A C∗-algebra C0 (X ) is given by following equation
C0 (X ) = {ϕ ∈ Cb (X ) | ∀ε > 0 ∃K ⊂ X (K is compact) & ∀x ∈ X\K |ϕ (x)| < ε} .
Lemma 6.4. Let X be a second-countable compact Hausdorff space. If pi : X˜ → X is a regular
covering projection such that G = G
(
X˜ | X
)
is countable then L 2
(
X˜X
)
⊂ C0
(
X˜
)
.
Proof. Let
{
U˜ι ⊂ X˜
}
ι∈I
be a basis of the fundamental covering of pi : X˜ → X . Since X is
compact we can select finite family
{
U˜ι ⊂ X˜
}
ι∈I
, i.e.
{
U˜ι
}
ι∈I
=
{
U˜1, ..., U˜n
}
. Let
G1 ← G2 ← ...
be a coherent sequence of finite groups with epimorphisms hi : G → Gi, and let
{
Gk ⊂ G
}
k∈N
be a G-covering (See the Definition 1.2). If V˜ = ⋃i=1,...,n U˜i and K = cl(V˜) is the closure
of V˜ then K is compact. For any k ∈ N the set Kk = GkK is a finite union of compact sets,
whence Kk is compact for any k ∈ N. If V˜k =
⋃
k∈N GkV˜ then from definitions it follows
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that X˜ = ⋃k∈N V˜k. Let ϕ ∈ L 2 (X˜X ) be such that ϕ /∈ C0 (X ). From the Definition 6.3 it
follows that there is ε > 0 such that for any compact set K ⊂ X˜ there is x˜ ∈ X˜ \K such that
|ϕ (x˜)| > ε. Let us define a sequence
{
x˜i ∈ X˜
}
i∈N
such that |ϕ (x˜i)| > ε and x˜i ∈ X˜ \Ki.
There is a sequence {xi ∈ X}i∈N given by xi = pi
(
x˜i j
)
. Since X is compact the sequence
{xi}i∈N contains a convergent subsequence
{
xi j
}
j∈N
. Let x = limj→∞ xi j . Let x˜ ∈ X˜ be
such that pi (x˜) = x and x˜ ∈ V˜ . From (69) it follows that the series
∑
g∈G
|ϕ (gx˜)|2
is convergent, whence there is r ∈ N such that
∑
g∈G\Gr
|ϕ (gx˜)|2 < ε
2
2
. (71)
If W˜ is an open connected neighborhood of x˜ which is mapped homeomorphicaly onto
W = pi
(
W˜
)
and W˜ ⊂ V˜ then there is a real continuous function ψ : W˜ → R given by
ψ (y) = ∑
g∈G\Gr
|φ (gy˜)|2 ; where y˜ ∈ W˜ and pi (y˜) = y.
There is s ∈ N such that is > r and xi j ∈ W for any j ≥ s. If j > s then from
∣∣∣ϕ (x˜i j)∣∣∣ > ε
and x˜i j /∈ Kr it follows that
ψ
(
xi j
)
= ∑
g∈G\Gr
∣∣∣ϕ (gx˜′i j)∣∣∣2 ≥ ∣∣∣ϕ (x˜i j)∣∣∣2 > ε2; where x˜′i j ∈ W˜ and pi (x˜′i j) = xi j .
Since ψ is continuous and x = limj→∞ xi j we have ψ (x) > ε
2. This fact contradicts to the
equation (71), and the contradiction proves the lemma.
Lemma 6.5. Let X be a second-countable locally compact Hausdorff space. If pi : X˜ → X is a
regular covering projection such that G = G
(
X˜ | X
)
is countable then L 2
(
X˜X
)
⊂ C0
(
X˜
)
Proof. If ϕ ∈ L 2
(
X˜X
)
then ψ (x) = ∑x˜∈pi−1(x) |ϕ(x˜)|2 ∈ C0 (X ). Let ε > 0 be any number.
Form the Definition 6.3 it follows that there is a compact set K ⊂ X such ψ (X\K) ⊂ [0, ε2].
From this fact it follows that |ϕ(x˜)| < ε for any x˜ ∈ X˜ \pi−1 (K). If K˜ = pi−1 (K) then the
restriction ϕ|K˜ belongs to L 2
(
K˜K
)
. From the Lemma 6.4 it follows that ϕ|K˜ ∈ C0
(
K˜
)
,
whence there is a compact set K˜0 ⊂ K˜ such that |ϕ (x˜)| < ε for any x˜ ∈ K˜\K˜0. In result we
have |ϕ (x˜)| < ε for any x˜ ∈ X˜ \K˜0. From the Definition 6.3 it follows that ϕ ∈ C0
(
X˜
)
.
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6.6. Let us consider the sequence (68), and let U ⊂ X be a connected open set which is
mapped homeomorphicaly on pi
(U). Let φ ∈ C0 (X ) be such that pi (X\U) = {0}. For
any n ∈ N0 there are covering projections pin : X → Xn, pin : Xn → X and there is the
descent φn ∈ C0 (Xn) of φ (See Definition 3.7). From the Example 4.9 it follows that
C0(X ) = C0(X0) → ...→ C0(Xn)→ (72)
is a sequence of noncommutative covering projections. The sequence Λ = {φn}n∈N0
satisfies to (55). From
〈φn, φn〉C0(Xn) (x) = ∑
xn∈(pin)−1(x)
(φn)
∗ (xn) φn (xn) = φ∗0 (x) φ0 (x) ∈ C0 (X ) ,
it follows that the sequence Λ satisfies to (56), so Λ is a coherent sequence.
Definition 6.7. Let us consider the situation 6.6. The coherent sequence Λ = {φn}n∈N0
is said to be the descent of φ, and we will write {φn}n∈N0 = Desc
(
φ
)
. The element
ξ = Rep
(
Desc
(
φ
)) ∈ XC0(X ) is said to be a represented by φ, or φ is a representative of ξ.
We will write ξ = Rep
(
φ
)
.
6.8. The sequence (72) is composable. There is the noncommutative covering projection(
C0(X ), A˜, A˜XC0(X ) ,G
)
of the sequence (72). Let
{
U˜ι ⊂ X˜
}
ι∈I
be a basis of the funda-
mental covering, and let
1Cb(X ) = ∑
g∈G(X |X )
∑
ι∈I
gaι = ∑
(g,ι)∈G(X |X )×I
a(g,ι)
be a partition of unity is dominated by
{
U˜ι
}
ι∈I
. If eι =
√
aι for any ι ∈ I then from the
Corollary 4.30 it follows that
∑
ι∈I,g∈G(X |X )
gRep (eι)〉〈gRep (eι) = 1M(K(XC0(X ))). (73)
If Ξ = {Rep (eι)}ι∈I then from the Corollary 4.31 it follows that the set GΞC0(X ) is dense
in XC0(X ).
Lemma 6.9. Let X be a locally compact second-countable Hausdorff topological space, and let
C0(X ) = C0(X0)→ ...→ C0(Xn) → ... (74)
be an infinite sequence of finite noncommutative covering projections arising from the sequence (68)
of connected topological covering projections. If XC0(X ) is a disconnected module of the sequence
(74) then there is a natural isomorphism XC0(X )
≈−→ L 2 (X X ) of C0 (X )-Hilbert modules.
Proof. Let X be the disconnected covering space of the sequence (68) with the natural
covering projection pi : X → X and let G = lim←−G (Xn|X ). For any x ∈ XC0(X ) we will
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define a test function
(
x, φx
[1,0]
,U x,V x
)
subordinated to pi : X → X . For any ζ ∈ X there
is the C0 (X )-valued product
ϕxξ =
〈
ξ,Rep
(
φx[1,0]
)〉
XC0(X )
∈ C0 (X ) .
If ϕxξ ∈ C0
(X ) is the U x -lift of ϕxξ then the family {ϕxξ |V x : V x → C}x∈X is coherent,
whence there is the gluing ϕζ = Gluing
({
ϕxξ |V x
})
: X → C. Note that ϕζ is bounded
because
∥∥ϕζ∥∥ = ‖ζ‖, i.e. ϕζ ∈ Cb (X ). So there is a natural C0(X )-linear map α :
XC0(X ) → Cb(X ), given by ζ 7→ ϕζ . If Ξ = {Rep (eι)}ι∈I then from 6.8 it follows that the set
G Ξ C0(X ) is dense in XC0(X ). So for any nonzero ζ ∈ XC0(X ) there is a pair (ι, g) ∈ I × G
such that 〈ζ, gRep (eι)〉XC0(X ) 6= 0. If x ∈ X is such that 〈ζ, gRep (eι)〉XC0(X ) (x) 6= 0 then
there is the unique x ∈ gU ι such that pi(x) = x and α(ζ)(x) 6= 0. It means that α is
injective. If ξ, η ∈ XC0(X ) then from (73) it follows that
〈ξ, η〉XC0(X ) = ∑
ι∈I,g∈G
〈ξ, gRep (eι)〉XC0(X ) 〈gRep (eι) , η〉XC0(X )
From definition of α it follows that if eι ∈ C0 (X ) is the descent of the eι for any ι ∈ I then(
〈ξ, gRep (eι)〉XC0(X ) 〈gRep (eι) , η〉XC0(X )
)
(x) = (α (ξ) (x)) (eι (x))
2 (α (η) (x))∗
where x ∈ X is the unique point such that x ∈ gU ι and pi (x) = x. From above equation
it follows that for any ι ∈ I following condition hold∑
g∈G
〈ξ, gRep (eι)〉XC0(X ) 〈gRep (eι) , η〉XC0(X )
 (x) = ∑
x∈pi−1(x)
(α (ξ) (x)) (eι (x))
2 (α (η) (x))∗ .
From ∑ι∈I e2ι = 1M(C0(X )) it follows that
∑
ι∈I,g∈G
〈ξ, gRep (eι)〉XC0(X ) 〈gRep (eι) , η〉XC0(X ) (x) = ∑
x∈pi−1(x)
(α (ξ) (x)) (α (η) (x))∗ ,
or equivalently
〈ξ, η〉XC0(X ) = ∑
x∈pi−1(x)
(α (ξ) (x)) (α (η) (x))∗ .
In fact the above equation coincides with (70) and from 〈ζ, ζ〉XC0(X ) ∈ C0 (X ) it follows
that α (ζ) satisfies to (69), i.e. α (ζ) ∈ L 2
(
X˜X
)
. Otherwise if ϕ ∈ L 2
(
X˜X
)
then the
series given by
ξϕ = ∑
g∈G, ι∈I
Rep
(
ϕ (geι)
2
)
∈ XC0(X ),
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is norm convergent. So there is a linear map β : L 2
(
X˜X
)
→ XC0(X ) given by ϕ 7→ ξϕ. It
is easy to check that α ◦ β = Id
L 2(X˜X ) and β ◦ α = IdXC0(X ), so α : XC0(X )
≈−→ L 2
(
X˜X
)
is
an isomorphism of C0 (X )-Hilbert modules.
Theorem 6.10. Let X be a locally compact second-countable Hausdorff topological space, and let
us consider the infinite sequence (74) of finite noncommutative covering projections arising from
the sequence (68) of connected topological covering projections. Let Gn = G (C0(Xn)|C0(X )) =
G (Xn|X ) be covering transformation groups. Let
(
C0(X ), A˜, A˜XC0(X˜ ) ,G
)
be a noncommuta-
tive infinite covering projection of the sequence (74). Then there is a regular connected topological
covering projection pi : X˜ → X such that following conditions hold:
(a) A˜ = C0(X˜ ) and A˜XC0(X ) = L 2
(
X˜X
)
;
(b) G(X˜ |X ) = G, X = X˜/G;
(c) The sequence (74) is faithful.
Proof. a) If XC0(X ) is a disconnected module of the sequence (74) then from the Lemma
6.9 it follows that there is a natural isomorphism XC0(X )
≈−→ L 2 (X X ) of C0 (X )-Hilbert
modules. From definitions it follows that
∑
g∈G
∑
ι∈I
g (eιeι) = 1M(C0(X )) ,
so any ϕ ∈ C0
(
X
)
can be represented as the following norm convergent series
ϕ = ∑
g∈G
∑
ι∈I
Rep ((geι) ϕ)〉〈Rep (geι) ∈ K
(
XC0(X )
)
,
whence C0
(X ) ⊂ K (XC0(X )). Let {Gn ⊂ G}n∈N be a G-covering (See the Definition 1.2.)
of the sequence {Gn = G (Xn|X )}n∈N. If ϕn ∈ Cb (X ) is given by
ϕn = ∑
g′∈G/Gn
g′
(
∑
g∈Gn
∑
ι∈I
(geι)
2 ϕ
)
then ϕn ∈ An, i.e. there is an ∈ C0 (Xn) such that ϕnξ = anξ for any ξ ∈ XC0(X ).
Otherwise limn→∞ ϕn = ϕ in sense of the pointwise (=weak) convergence, whence ϕ ∈
(
⋃
n∈N C0 (Xn))′′. So we have C0
(X ) ⊂ K (XC0(X ))⋂ (⋃n∈N C0 (Xn))′′. Let denote A def=
K
(
XC0(X )
)⋂
(
⋃
n∈N C0 (Xn))′′. From definitions it follows that C0 (Xn) ⊂ L∞
(X ), where
L∞
(X ) is the algebra of essentially bounded complex-valued measurable functions. So⋃
n∈N0 C0 (Xn) ⊂ L∞
(X ). Since L∞ (X ) is weakly closed, we have (⋃n∈N0 C0 (Xn))′′ ⊂
L∞
(X ) and A ⊂ L∞ (X ). Let µ be a measure on X such that the natural representation
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of L∞
(X ) on L2 (X , µ) is faithful. Let us select any x ∈ X . If (x, φx
[1,0]
,U ,V
)
is a test
function subordinated to pi, then φx
[1,0]
∈ L2 (X , µ). From the definition of test functions it
follows that for any ϕ ∈ L∞ (X ) following conditions hold(
ϕ
(
φx[1,0]
)2) |V = ϕ|V ,(
ϕ
(
φx[1,0]
)2) (X\U) = {0}.
From the Lemma 6.5 it follows that any element ξ ∈ XC0(X )
≈−→ L 2
(
X˜X
)
can be regarded
as element of C0
(X ). If κ = ∑∞i=1 ηi〉〈ξi ∈ K (XC0(X )) is a compact operator then a
following series
ψ =
〈
Rep
(
φx[1,0]
)
, κ Rep
(
φx[1,0]
)〉
XC0(X )
=
=
∞
∑
i=1
〈
Rep
(
φx[1,0]
)
, ηi
〉
XC0(X )
〈
ξi,Rep
(
φx[1,0]
)〉
XC0(X )
∈ C0 (X )
is norm convergent. If ψ ∈ C0
(X ) is the U -lift of ψ then
ψ =
(
∞
∑
i=1
η∗i ξi
)(
φx[1,0]
)2
(75)
where ξi, ηi ∈ L 2
(X X ) are regarded as elements of C0 (X ). Otherwise if κ = ϕ ∈ L∞ (X )
then
ψ = ∑
g∈G
g
(
ϕ
(
φx[1,0]
)2)
,
whence
(
ϕ
(
φx
[1,0]
)2)
is the U -lift of ψ. From above equations it follows that
ϕ
(
φx[1,0]
)2
= ψ =
(
∞
∑
i=1
η∗i ξi
)(
φx[1,0]
)2
.
where ψ ∈ C0
(X ) and the series is norm convergent. From the Definition 3.10 of φx
[1,0]
it
follows that
ϕ|V = ψ|V .
Since ψ is a continuous, the function ϕ|V is also continuous. Thus any x ∈ X has a
neighborhood V such that the restriction ϕ|V is continuous, whence ϕ is continuous, and
ϕ ∈ Cb
(X ) because ‖ϕ‖ = ‖κ‖. We have selected an arbitrary point x ∈ X , therefore
from (75) it follows that
ϕ (x) =
(
∞
∑
i=1
η∗i ξi
)
(x) ; ∀x ∈ X .
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Note that for any κ ∈ K
(
XC0(X )
)
following condition hold
‖κ‖ = sup
µ,ν
∥∥∥〈µ, κν〉XC0(X )
∥∥∥ ; where µ, ν ∈ XC0(X ) and ‖µ‖ = ‖ν‖ = 1.
From the definition of the norm it follows that∥∥∥∥∥ϕ− k∑i=1 η∗i ξi
∥∥∥∥∥ = sup
x∈X
∣∣∣∣∣ϕ− k∑i=1 η∗i ξi
∣∣∣∣∣ (x) .
However ∣∣∣∣∣ϕ− k∑i=1 η∗i ξi
∣∣∣∣∣ (x) ≤
∥∥∥∥∥
〈
φx[1,0],
(
ϕ−
k
∑
i=1
ηi〉〈ξi
)
φx[1,0]
〉∥∥∥∥∥
≤ sup
α,β
∥∥∥∥∥
〈
µ,
(
ϕ−
k
∑
i=1
ηi〉〈ξi
)
ν
〉∥∥∥∥∥ =
∥∥∥∥∥ϕ− k∑i=1 ηi〉〈ξi
∥∥∥∥∥ ;
where µ, ν ∈ XC0(X ), and ‖µ‖ = ‖ν‖ = 1,
whence ∥∥∥∥∥ϕ− k∑i=1 η∗i ξi
∥∥∥∥∥ ≤
∥∥∥∥∥ϕ− k∑i=1 ηi〉〈ξi
∥∥∥∥∥ . (76)
The series ∑∞i=1 ηi〉〈ξi is norm convergent, and from (76) it follows that the series ∑∞i=1 η∗i ξi
is also norm convergent. From the Lemma 6.5 if follows that ηi, ξi ∈ C0
(X ) whence
∑
k
i=1 η
∗
i ξi ∈ C0
(X ). Since the series ∑∞i=1 η∗i ξ is norm convergent and any partial sum
∑
k
i=1 η
∗
i ξ belongs to C0
(X ) following condition hold
ϕ =
∞
∑
i=1
η∗i ξi ∈ C0
(X )
and
K
(
XC0(X )
)⋂( ⋃
n∈N
C0 (Xn)
)′′
⊂ C0
(X ) .
In result we have
K
(
XC0(X )
)⋂( ⋃
n∈N
C0 (Xn)
)′′
= C0
(X ) .
If X˜ ⊂ X is a connected component, then C0
(
X˜
)
⊂ C0
(X ) is a maximal irreducible sub-
algebra. If C0
(X ) = C0 (X˜)⊕ A′ then XC0(X ) = {ξ ∈ XC0(X ) | A′ξ = {0}} = L 2 (X˜X ).
b) The action of G on C0
(X ) arises from the action of G on X , and according to topo-
logical construction 25 we have X = X/G. If G ⊂ G is the maximal subgroup such that
GC0
(
X˜
)
= C0
(
X˜
)
then G is the maximal subgroup such that GX˜ = X˜ and vice versa.
So G(X˜ |X ) = G, X = X˜/G.
c) If a ∈ C0 (Xn) is a nonzero function then there is an open set U ⊂ Xn such that
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• a|U 6= 0;
• U is evenly covered by pin : X → Xn.
If U ⊂ X be an connected open subset which is homeomorphically mapped onto U and
a ∈ C0
(X ) is such that a|U 6= 0 then aa 6= 0 and aa 6= 0, so the actions of C0 (Xn) on
C0
(X ) are faithful. From [35] it follows that the sequence of regular covering projections
X˜ → Xn → X
induces the epimorphism of groups G
(
X˜ |X
)
→ G (Xn|X ). From G
(
C0
(
X˜
)
|C0 (X )
)
≈
G
(
X˜ |X
)
and G (C0 (Xn) |C0 (X )) ≈ G (Xn|X ) follows that the natural map G
(
C0
(
X˜
)
|C0 (X )
)
→
G (C0 (Xn) |C0 (X )) is a group epimorphism.
Lemma 6.11. Let pi : X˜ → X be a regular topological covering projection by a connected space
X˜ such that a group G = G
(
X˜ |X
)
of covering transformations is countable, i.e. X ≈ X˜/G.
Let ... → Gn → ... → G1 a coherent sequence (See Definition 1.2) of finite G-quotients with
epimorphisms hn : G→ Gn. Let Xn = X˜/ker hn. For any n ∈ N there is a natural finitely listed
covering projection pin : Xn → X such that G (Xn|X ) = Gn. There is a following sequence of
*-homomorphisms
C0(X )→ C0(X1) → ...→ C0(Xn)→ ... . (77)
If
(
C0(X ), A˜, C0(X˜ ′)XC0(X ) ,G
′
)
noncommutative infinite covering projection of the sequence
(77) then X˜ ′ ≈ X˜ and G′ ≈ G.
Proof. If X is a disconnected covering space of the sequence (68), G is a disconnected
group of (68) and J = G/G ⊂ G, J′ = G/G′ are sets of representatives of G and G′ in G
then from
X = ⊔
g∈J
gX˜ = ⊔
g∈J′
gX˜ ′.
it follows that X˜ ′ ≈ X˜ and G′ ≈ G because both X˜ ′ and X˜ are connected.
Remark 6.12. From the Theorem 6.10 and the Lemma 6.11 it follows that an infinite cov-
ering can be constructed algebraically.
6.2 Covering projections of spectral triples
In this section we will consider following objects:
1. A compact orientable Riemannian manifold (M, ε) without boundary with a Spinc
structure (S ,C) where S = Γsmooth (M, S) where Γsmooth means the functor of C∞-
sections and S is the spinor bundle (See the Definition 2.10).
2. A covering projection pi : M˜→ M.
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3. The pullback S˜ of S by pi (See the Definition 1.22).
6.13. Let pi : M˜ → M be a regular covering projection. From the Proposition 1.37 it follows
that M˜ has the natural structure of C∞-manifold. Moreover from [9] it follows that M˜ is a
Riemannian manifold with covering metric g˜.
Definition 6.14. A R-linear map ϕ : Γsmooth (M, S) → Γsmooth (M, S) is said to be local if
for any open subset U and any s′, s′′ ∈ Γsmooth (M, S) such that from s′|U = s′′|U it follows
that
ϕ
(
s′
) |U = ϕ (s′′) |U.
6.15. Let ϕ : Γsmooth (M, S) → Γsmooth (M, S) be a local operator and let
{
U˜ι
}
ι∈I
be a
one-to-one covering with respect to pi and Uι = pi
(
U˜ι
)
. For any ι ∈ I there is a C-linear
isomorphism αι : Γsmooth (Uι, S|Uι) → Γsmooth
(
U˜ι, S˜|U˜ι
)
. If s˜ ∈ Γsmooth
(
M˜, S˜
)
then for
any ι ∈ I there is the unique section t˜ι ∈ Γsmooth
(
U˜ι, S˜|U˜ι
)
given by
t˜ι = αι
(
ϕ
(
α−1ι (s˜|Uι)
))
.
A family
{
t˜ι
}
ι∈I is coherent because ϕ is local. So there is the gluing t˜ = Gluing
({
t˜ι
}
ι∈I
)
∈
Γsmooth
(
M˜, S˜
)
. In fact definition of t˜ does not depend on the family
{
U˜ι
}
ι∈I
.
Definition 6.16. In the situation 6.15 there is a local operator ϕ˜ : Γsmooth
(
M˜, S˜
)
→
Γsmooth
(
M˜, S˜
)
given by s˜ 7→ t˜. The operator ϕ˜ is said to be the pi-pullback of ϕ. Henceforth
we write ϕ˜ = pullbackpi (ϕ).
Remark 6.17. Any pullback is G
(
M˜|M
)
-equivariant, i.e.
pullbackpi (ϕ) (gs˜) = g (pullbackpi (ϕ) (s˜))
for any s˜ ∈ Γsmooth
(
M˜, S˜
)
and g ∈ G
(
M˜|M
)
.
6.18. Similarly to (16) we can define a scalar product on H˜ = A˜⊗A H given by(
φ˜, ψ˜
)
=
∫
M˜
(φ˜ | ψ˜)νg˜ for φ˜, ψ˜ ∈ S˜
where νg˜ means Riemannian measure on M˜. Since M˜ → M is a finitely listed covering
above integral can be presented by following way ∫
M˜
(a⊗ φ | b⊗ ψ) ν˜g =
∫
M
 ∑
y=pi−1n (x)
a∗ (y) b (y)
 (φ (x) |ψ (x)) νg = (φ, 〈a, b〉C(M˜) ψ) , (78)
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i.e. the Hilbert scalar product on H˜. complies with (65) It is clear that both the Dirac
/D operator and charge conjugation operator C are local, so there are pullbacks /˜D def=
pullbackpi ( /D), C˜
def
= pullbackpi (C). So
(
M˜, ε˜
)
is a orientable Reimannian manifold without
boundary with the Spinc structure
(
S˜ , C˜
)
where S˜ = Γsmooth
(
M˜, S˜
)
. If dim M is even
then from the Definition 2.33 it follows the existence of the operator Γ which is also local,
so there is the pullback Γ˜
def
= pullbackpi (Γ).
Definition 6.19. Let us consider the situation 6.18, and suppose that the covering projec-
tion pi : M˜ → M is finite fold and regular. The spectral triple
(
C∞
(
M˜
)
, L2(M˜, S˜), /˜D
)
is
said to be the pi-pullback of
(
C∞ (M) , L2(M, S), /D
)
. We will write
(
C∞
(
M˜
)
, L2(M˜, S˜), /˜D
)
=
pullbackpi
((
C∞ (M) , L2(M, S), /D
))
.
Remark 6.20. If a sequence ˜˜M ˜˜pi−→ M˜ pi−→ M is such that both ˜˜pi and pi are covering
projections then following condition hold
pullback˜˜pi◦pi
((
C∞ (M) , L2(M, S), /D
))
= pullback ˜˜pi
(
pullbackpi
((
C∞ (M) , L2(M, S), /D
)))
.
Lemma 6.21. Let (M, ε) be a compact orientable Riemannian manifold without boundary with a
Spinc structure (S ,C). Let
M = M0 ←− M1 ←− ...←− Mn ←− ...
be a sequence of finite fold regular covering projections which induces the sequence of *-homomorphisms
C (M) = C (M0)→ C (M1) → ...→ C (Mn)→ ....
If pin : Mn → M is a natural covering projection for and
(
C∞ (Mn) , L2(Mn, Sn), /Dn
)
is the
pin-pullback of
(
C∞ (M) , L2 (M, S) , /D
)
then the sequence
{(
C∞ (Mn) , L2(Mn, Sn), /Dn
)}
n∈N0
is a coherent sequence of spectral triples.
Proof. We need check conditions 1-6 of the Definition 5.2.
1. There is a sequence of injective *-homomorphisms
C∞ (M) = C∞ (M1) → C∞ (M2) → ...→ C∞ (Mn) → ... .
2. For any n ∈ N algebra C (Mn) is the C∗-completion of C∞ (Mn) and there is a finite
noncommutuative covering projection (C (Mn−1) ,C (Mn) ,G (C (Mn) | C (Mn−1))).
3. The sequence of finite noncommutative covering projections
C (M) = C (M1) → C (M2) → ...→ C (Mn)→ ... (79)
is composable.
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4. If g ∈ G (Mn,M) then gC∞ (Mn) = C∞ (Mn) , and C∞ (Mn)G(Mn|Mm) = C∞ (Mm)
for any m, n ∈ N0.
5. The C∞ (Mn)-module Γsmooth (Mn, Sn) =
⋂
k∈N Dom /D
k
n is given by Γsmooth (Mn, Sn) =
C∞ (Mn)⊗C∞(M) Γsmooth (M, S)where Γsmooth (M, S) =
⋂
k∈N Dom /D
k ⊂ L2 (M, S, νg).
The Hilbert space H = L2 (M, S) of any commutative spectral triple is a Hilbert
completion of the space S = Γsmooth (M, S) of smooth sections of the spinor bungle.
However S is a dense subspace of S = Γ (M, S) continuous sections of the spinor
bundle. The bungle Sn is a pin-lift of S, and from 1.30 it follows that
Sn = Γ (Mn, Sn) = C (Mn)⊗C(M) S
whence L2 (Mn, Sn) is the Hilbert completion of C (Mn) ⊗C(M) L2 (M, S). How-
ever the Hilbert completion of C (Mn)⊗C(M) L2 (M, S) coincides with C (Mn)⊗C(M)
L2 (M, S) because C (Mn) is a finitely generated C (M)-module, i.e. Hn = C (Mn)⊗C(M)
H0. From (78) it follows that for any n ∈ N the Hilbert scalar product on Hn com-
plies with (65).
6. According to definition /Dn = pullbackpin ( /D) and from the Remark 6.17 it follows that
/Dn is G (Mn|M) equivariant, i.e. for any g ∈ G (Mn,M) and ξ ∈ ξ ∈ Γsmooth (Mn, Sn)
following condition hold
g ( /Dξ) = /D (gξ) .
From the Definition 6.16 it follows that if m < n then
/Dn|Γsmooth(Mm,Sm) = /Dm
Lemma 6.22. The coherent sequence of spectral triples from the Lemma 6.21 is local.
Proof. From the Theorem 6.10 it follows that there are a connected topological space M˜
and a covering projection p˜ : M˜ → M such that
(
C (M) ,C
(
M˜
)
, C(M˜)XC(M),G
)
is the
noncommutative covering projection of the sequence (79). Let x ∈ M be any point and
x˜ ∈ M˜ is such that p˜ (x˜) = x. From the Remark 3.5 there is the cut loci Ωx ⊂ M such that
following conditions hold:
1. 1Ωx ∈ L∞ (M) and if 1M = 1Ωx as element of L∞ (M),
2. There is a connected set Ω˜x˜ which is mapped homeomophically on Ωx and Ω˜x˜ is
a fundamental domain of the p˜ : M˜ → M. For any n ∈ N there is a covering
projection p˜n : M˜ → Mn and Ωnp˜n(x˜) = p˜n
(
Ω˜x˜
)
is a fundamental domain of the
covering projection pn : Mn → M.
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If Ĥn = 1Ωnp˜n(x˜)
L2 (Mn, Sn) then from 1Mn = ∑g∈G(Mn|M) g 1Ωnp˜n(x˜) it follows that
L2 (Mn, Sn) =
⊕
g∈G(Mn|M)
gĤn.
From locality of the operators /Dn it follows that they satisfy the Definition 5.11. The
condition (a) of the Definition 5.16 follows from
1
Ωn−1p˜n−1(x˜)
= ∑
g∈G(Mn|Mn−1)
g 1Ωnp˜n(x˜)
The condition (b) of the Definition 5.16 follows from Ω˜x˜ ⊂ M˜. Really if
{
ξn ∈ L2 (Mn, Sn)
}
n∈N
is such that ξn ∈ 1Ωnp˜n(x˜)L
2 (Mn, Sn) then from C(M)XC0(M˜) = C0
(
M˜
)
⊗C0(M) XC(M) it fol-
lows that
RepH ({ξn}) ∈ 1Ω˜x˜H =C(M) XC0(M˜) ⊗C(M) H = H˜.
Remark 6.23. The sequence is local because the operator /˜D can be defined as gluing of
local operators, i.e. operators defined on one-to-one subsets.
6.24. Let M be a manifold with a Spinc structure and m ∈ N is such that dim M = 2m or
dim M = 2m+ 1. If (M,pi, S) is the spinor bundle and x ∈ M is any point then from [18]
it follows that Sx = pi−1 (x) is a complex Hilbert space of dimension 2m and there is a
natural representation ρx : C∞ (M)→ B (Sx) and
‖a‖ = sup
x∈M
‖ρx(a)‖ .
For any x ∈ M there is a representation ρ1x : C∞ (M) → B
(
S2x
)
which corresponds to the
representation pi1 : C∞ (M)→ B
((
L2 (M, S)
)2)
given by
pi1 (a) =
(
a 0
[ /D, a] a
)
∈ B
((
L2 (M, S)
)2)
.
Similarly to 5.1 for any s ∈ N and x ∈ Mwe can inductively define ρsx : C∞ (M)→ B
(
S2
s
x
)
which corresponds to pis : C∞ (M)→ B
((
L2 (M, S)
)2s)
given by
pis (a) =
(
pis−1(a) 0[
/D,pis−1(a)
]
pis−1(a)
)
(80)
Definition 6.25. Let M be an orientable Riemannian manifold with a Spinc structure and
let pi : M˜ → M be a covering projection. There is the unbounded Dirac operator /D on
L2 (M, S) and let /˜D be the pi-pullback of /D. An element ξ ∈ L 2
(
M˜M
)
of associated with
pi : M˜ → M Hilbert C(M)-module is said to be smooth if following conditions hold
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1. ξ ∈ C∞
(
M˜
)
.
2. If x ∈ M then for any s ∈ N and following condition hold
ϕξ (x) = ∑
y∈pi−1(x)
∥∥∥ρsy (ξ)∥∥∥2 ; ∀x ∈ M
then ϕξ ∈ C (M).
Definition 6.26. If Ξ ⊂ L 2
(
M˜M
)
be a linear span of smooth elements then there is the
Fréchet topology on Ξ induced by seminorms ‖·‖s given by
‖ξ‖s = sup
x
√√√√ ∑
y∈pi−1(x)
∥∥∥ρsy (ξ)∥∥∥2.
The completion of Ξ with respect to this the Fréchet topology is said to be the smooth
module associated with pi : M˜ → M. Denote by L 2∞
(
M˜M
)
the smooth module associated
with pi : M˜ → M.
6.27. From [36] it follows that Reimannian metric satisfies to the following condition
dist (x, y) = sup {|a (x)− a (y)| | a ∈ C∞ (M) , ‖[ /D, a]‖ ≤ 1} .
Conversely if ‖[ /D, a]‖ = C then
|a (x)− a (y)| ≤ C dist (x, y) .
Similarly if pis(a) is given by (80) and
∥∥[ /D,pis+1(a)]∥∥ = Cs+1 then for any x, y ∈ M
‖pis(a) (x)− pis(a) (y)‖ ≤ Cs+1 dist (x, y) . (81)
Lemma 6.28. Any element ξ ∈ L 2∞
(
M˜M
)
corresponds to the function a ∈ C0
(
M˜
)
such that
for any s ∈ N the function f s : M˜ → R given by
f s (x) = ‖ρsx (a)‖2
is continuous.
Proof. From the Lemma 6.4 it follows that L 2
(
M˜M
)
⊂ C0
(
M˜
)
, so any element ξ ∈
L 2∞
(
M˜M
)
corresponds to the function a ∈ C0
(
M˜
)
. Now this lemma follows from the
inequality (81).
Definition 6.29. Let us consider the situation of the Definition 6.25. We say that the
element a ∈ C∞
(
M˜
)
is zero at infinity with derivations if for any s ∈ N, ε > 0 there is a
compact set Ks,ε ⊂ M˜ such that
‖ρsx (a)‖ < ε; ∀x ∈ M˜\Ks,ε.
Algebra of zero an infinity with derivations elements will be denoted by C∞0
(
M˜M
)
.
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Lemma 6.30. Let M be an orientable Riemannian manifold with a Spinc structure. If pi : M˜ → M
is a covering projection and G
(
M˜ | M
)
is countable then L 2∞
(
M˜M
)
⊂ C∞0
(
M˜M
)
.
Proof. Proof of this lemma is similar to the proof of the Lemma 6.4. Let
{
U˜ι ⊂ M˜
}
ι∈I
be a
basis of the fundamental covering of pi : M˜ → M. Since M is compact we can select finite
family
{
U˜ι ⊂ M˜
}
ι∈I
, i.e.
{
U˜ι
}
ι∈I
=
{
U˜1, ..., U˜n
}
. Let
G1 ← G2 ← ...
be a coherent sequence of finite groups Gi = G (Mi|M) with epimorphisms hi : G → Gi,
and let
{
Gk ⊂ G
}
k∈N
be a G-covering (See the Definition 1.2). If V˜ =
⋃
i=1,...,n U˜i and
K = cl
(
V˜
)
is the closure of V˜ then K is compact. For any k ∈ N the set Kk = GkK is a finite
union of compact sets, whence Kk is compact. If V˜k =
⋃
k∈N GkV˜ then from the Definition
3.6 it follows that M˜ =
⋃
k∈N V˜k. Let ϕ ∈ L 2∞
(
M˜M
)
be such that ϕ /∈ C∞0
(
M˜M
)
. From
the Definition 6.29 it follows that there are s ∈ N and ε > 0 such that for any compact set
K ⊂ U˜ there is x˜ ∈ X˜ \K such that ∥∥ρsx˜ (ϕ)∥∥ > ε, where ρsx˜ is defined in 6.24. From 6.27 it
follows that for any s ∈ N the function x˜ 7→ ∥∥ρsx˜∥∥ is continuous. Let us define a sequence{
x˜i ∈ M˜
}
i∈N
such that |ρsx (x˜)| > ε and x˜i ∈ M˜\Ki. There is a sequence {xi ∈ M}i∈N
given by xi = pi
(
x˜i j
)
. Since M is compact the sequence {xi}i∈N contains a convergent
subsequence
{
xi j
}
j∈N
. Let x = limj→∞ xi j . Let x˜ ∈ M˜ be such that pi (x˜) = x and x˜ ∈ V˜.
From the Definitions 6.25, 6.26 it follows that the series
∑
g∈G
∥∥∥ρsgx˜ (ϕ)∥∥∥2
is convergent, whence there is r ∈ N such that
∑
g∈G\Gr
∥∥∥ρsgx˜ (ϕ)∥∥∥2 < ε22 . (82)
If W˜ is an open connected neighborhood of x˜ which is mapped homeomorphicaly onto
W = pi
(
W˜
)
and W˜ ⊂ V˜ then there is a real continuous function ψ : W˜ → R given by
ψ (y) = ∑
g∈G\Gr
∥∥∥ρsgy˜ (ϕ)∥∥∥2 ; where y˜ ∈ W˜ and pi (y˜) = y.
There is r ∈ N such that ir > r and xi j ∈W for any j ≥ r. If j > r then from
∣∣∣ϕ (x˜i j)∣∣∣ > ε
and x˜i j /∈ Kr it follows that
ψ
(
xi j
)
= ∑
g∈G\Gr
∥∥∥∥ρsgx˜′ij (ϕ)
∥∥∥∥2 ≥ ∥∥∥∥ρsgx˜ij (ϕ)
∥∥∥∥2 > ε2; where x˜′i j ∈ W˜ and pi (x˜′i j) = xi j.
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Since ψ is continuous and x = limj→∞ xi j we have ψ (x) > ε
2. This fact contradicts to the
equation (82), and the contradiction proves the lemma.
Lemma 6.31. If X∞C∞(M) is the connected smooth module (Definition 5.29) of the coherent sequence
described in the Lemma 6.21 then there is the natural isomorphism of C∞ (M)-modules
L
2
∞
(
M˜M
)
≈ X∞C∞(M).
Proof. 1) Inclusion L 2∞
(
M˜M
)
⊂ X∞C∞(M).
Let G = G
(
M˜|M
)
be the group of covering transformations. Since M is compact there is a
finite basis
{
U˜1, ..., U˜n
}
of the fundamental covering of pi : M˜→ M. From the Proposition
1.38 it follows that there exist a partition of unity
1Cb(M˜)
= ∑
g∈G
n
∑
i=1
ga˜i = ∑
(g,ι)∈G×{1,...,n}
a˜(g,i)
dominated by
{
U˜1, ..., U˜n
}
such that a˜i ∈ C∞
(
M˜
)
for any i ∈ {1, ..., n}.
If e˜i =
√
a˜i then e˜i ∈ C∞
(
M˜
)
and from the Corollary 4.30 it follows that
∑
i∈{1,...,n},g∈G
gRep (e˜i)〉〈gRep (e˜i) = 1M(K(XC(M))). (83)
From e˜i ∈ C∞
(
M˜
)
it follows that the descent Desc (e˜i) of e˜i (Definition 6.7) is a smooth
coherent sequence (Definition 5.27), whence Rep (e˜i) ∈ X∞C∞(M). If for any a ∈ C∞ (M)
and s ∈ N we denote
‖a‖s = ‖pis (a)‖ ; where pis is given by (80)
then from
Cs = max
i∈{1,...,n}
‖e˜i‖s .
it follows that
‖e˜ia‖s < Cs ‖a‖s ,
whence Rep (ge˜i) a ∈ X∞C∞(M). If ϕ ∈ L 2∞
(
M˜M
)
then form L 2∞
(
M˜M
)
⊂ L 2
(
M˜M
)
and
from the Lemma 6.4 it follows that ϕ defines a unique element ξϕ ∈ XC(M). From (83) it
follows that
ξϕ = ∑
i∈{1,...,n},g∈G
gRep (e˜i) 〈ξ, gRep (e˜i)〉XC(M)
All summands of the above series belong to X∞C∞(M). Let us prove that the series is con-
vergent in the Fréchet topology given by the Definition 5.29. Let s ∈ N be any natural
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number and ε > 0. From the Definition 6.25 it follows that there is a compact set K such
that for any x˜ ∈ M˜\K following condition hold
ρsx˜ (ϕ) <
ε
Cs
Since K is compact there is a finite subset G′ ∈ G such that ∑
g∈G′
n
∑
i=1
ga˜i
 (K) = {1}.
From above equations it follows that∥∥∥∥∥∥ξϕ − ∑g∈G′
n
∑
i=1
gRep (e˜i) 〈ξ, gRep (e˜i)〉XA
∥∥∥∥∥∥
s
< ε. (84)
So the series is convergent in the Fréchet topology, whence ϕξ ∈ X∞C∞(M).
2) Inclusion X∞C∞(M) ⊂ L 2∞
(
M˜M
)
.
If ξ ∈ X∞C∞(M) then form X∞C∞(M) ⊂ XC(M) and from the Lemma 6.4 it follows that ξ
defines a unique element ϕξ ∈ L 2
(
M˜M
)
. If ϕξ /∈ L 2∞
(
M˜M
)
then there are s ∈ N and
ε > 0 such that for any compact set K there is x˜ ∈ M˜\K such that a following condition
holds ∥∥ρsx˜ (ϕ˜ξ)∥∥s > ε.
Let us define a sequence
{
x˜i ∈ M˜
}
i∈N
such that
∣∣∣∣∣∣ρsx˜i (ϕ)∣∣∣∣∣∣ > ε and x˜i ∈ M˜\Ki. There is
a sequence {xi ∈ X}i∈N given by xi = pi
(
x˜i j
)
. Since M is compact the sequence {xi}i∈N
contains a convergent subsequence
{
xi j
}
j∈N
. Let x = limj→∞ xi j . Let x˜ ∈ M˜ be such that
pi (x˜) = x and x˜ ∈ V˜. From (69) it follows that the series
∑
g∈G
|ϕ (gx˜)|2
is convergent, whence there is r ∈ N such that
∑
g∈G\Gr
∥∥∥ρsgx˜ (ϕ)∥∥∥2 < ε22 . (85)
Let W˜ be an open connected neighborhood of x˜ which is mapped homeomorphicaly onto
W = pi
(
W˜
)
such that following conditions hold:
1. If y˜ ∈ W˜ then dist (y˜, x˜) < ε
4‖[ /D , pis+1(ϕ)]‖ . From this condition and (81) it follows
that ∥∥∥ρsgy˜ (ϕ)− ρsgx˜ (ϕ)∥∥∥ < ε4 ; ∀y ∈ W˜. (86)
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2. W˜ ⊂ V˜.
There is a real continuous function ψ : W˜ → R given by
ψ (y) = ∑
g∈G\Gr
∥∥∥ρsgy˜ (ϕ)∥∥∥2 ; where y˜ ∈ W˜ and pi (y˜) = y.
There is s ∈ N such that is > r and xi j ∈ W for any j ≥ s. If j > s then from
∥∥∥∥ρsgx˜ij
∥∥∥∥ > ε
and x˜i j /∈ Kr it follows that
ψ
(
xi j
)
= ∑
g∈G\Gr
∥∥∥∥ρsgx˜′ij (ϕ)
∥∥∥∥2 ≥ ∥∥∥∥ρsgx˜ij (ϕ)
∥∥∥∥2 > ε2; where x˜′i j ∈ W˜ and pi (x˜′i j) = xi j.
Since ψ is continuous and x = limj→∞ xi j we have ψ (x) > ε
2. This fact contradicts to
equations (85),(86), and the contradiction proves the lemma.
Lemma 6.32. Let us consider the coherent sequence described in the Lemma 6.21. IfK∞
(
X∞C∞(M)
)
is the smoothly compact subalgebra (Definition 5.32) then
C∞0
(
M˜M
)
= C0
(
M˜
)⋂K∞ (XC∞(M)) . (87)
Proof. 1) Inclusion C0
(
M˜
)⋂K∞ (XC∞(M)) ⊂ C∞0 (M˜M).
If a ∈ C0
(
M˜
)⋂K∞ (XC∞(M)) given by
a =
∞
∑
i=1
ξi〉〈ηi; ξi, ηi ∈ X∞C∞(M)
then from (76) it follows that
a =
∞
∑
i=1
ξ∗i ηi (88)
where ξi, ηi are being regarded as elements of C0
(
M˜
)
. From the Lemma 6.30 it follows
that ξiηi ∈ C∞0
(
M˜M
)
whence an = ∑ni=1 ξ
∗
i ηi ∈ C∞0
(
M˜M
)
for any n ∈ N. From the
Definition 5.32 it follows that the series (88) is convergent in the Fréchet topology induced
by seminorms ‖·‖s, therefore a ∈ C∞0
(
M˜M
)
.
2) Inclusion C∞0
(
M˜M
)
⊂ C0
(
M˜
)⋂K∞ (XC∞(M)).
Let a ∈ C∞0
(
M˜M
)
. If e˜1, ..., e˜n ∈ C∞
(
M˜
)
are defined in the Lemma 6.31 then following
condition hold
a = ∑
g∈G
n
∑
i=1
ge˜i〈ge˜i, a〉XC(M) = ∑
g∈G
n
∑
i=1
ge˜i〉〈ge˜ia = ∑
g∈G
n
∑
i=1
(ge˜i) (ge˜ia)
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and the series is convergent in the Fréchet topology induced by seminorms ‖·‖s. From
this fact and it follows that a ∈ C0
(
M˜
)⋂K∞ (XC∞(M)).
Lemma 6.33. The coherent sequence described in the Lemma 6.21 is regular.
Proof. For any a˜ ∈ C0 (M) and ε > 0 there is a finite subset G′ ⊂ G such that∥∥∥∥∥∥a˜−
m
∑
i=1
∑
g∈G′
aig (ge˜i)
2
∥∥∥∥∥∥ < ε2
where aig ∈ A and e˜1, ..., e˜n ∈ C∞
(
M˜
)
are defined in the Lemma 6.31. Since C∞ (M) is
dense in C (M) there are a′ig ∈ C∞ (M) such that
∥∥∥a′ig − aig∥∥∥ ≤ ε2|G′| , so
a˜′ =
m
∑
i=1
∑
g∈G′′
a′ig (ge˜i)
2 ∈ C∞0
(
M˜M
)
and ∥∥∥∥∥∥a˜′ −
m
∑
i=1
∑
g∈G′′
aig (ge˜i)
∥∥∥∥∥∥ < ε2
In result we have ‖a˜− a˜′‖ < ε, whence C∞
(
M˜M
)
is dense in C
(
M˜
)
because a′ ∈
C∞
(
M˜M
)
.
7 Covering projection of the noncommutative torus
7.1 Covering projection of the C∗-algebra
7.1. Let Aθ be a noncommutative torus generated by unitaries u, v ∈ U (Aθ) and let
Zn1 ×Zm1 ←− ...←− Znk ×Zmk ←− ... (89)
be an infinite sequence of finite groups. Let θ0 = θ and let us inductively define θk for any
k ∈ N and *-homomorphism Aθk−1 → Aθk such that
1.
θk =

θ+2pii1
m1n1
k = 1
θk−1+2piik
mk
mk−1
nk
nk−1
k > 1
where i1, ..., ik, ... ∈ N0 arbitrary nonnegative numbers.
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2. Aθk is generated by two unitary elements uk, vk and the *-homomorphism Aθk−1 →
Aθk is given by
uk−1 7→ umk ; vk−1 7→ vnk
where
m (resp. n) =

m1 (resp. n1) k = 1
mk
mk−1 (resp.
nk
nk−1 ) k > 1
In [17] it is shown that the sequence
Aθ = Aθ0 → Aθ1 → ... (90)
is a composable sequence of finite noncommutative covering projections. If ei (resp. eni ) is
defined by (41) (43) then any i, j ∈ {1, 2} following sequences
Λi,j =
{
emki
(
umk
)
enkj
(
vnk
)}
k∈N0
; Λ′i,j =
{
enkj
(
vnk
)
emki
(
umk
)}
k∈N0
are coherent. If I = {1, 2} × {1, 2} and Λι=(i,j) = Λi,j (resp. Λ′ι=(i,j) = Λ′i,j) ∀ι ∈ I
then elements ξ ι = Rep (Λι), ξ ′ι = Rep (Λ′ι) satisfy conditions of the Corollary 4.30. If
Ξ = {ξ ι}ι∈I then from the Corollary 4.31 it follows that the set GΞAθ is dense in XAθ . For
any (x, y) ∈ R×R let (x, y) •Rep (Λi,j) be given by
(x, y) •Rep (Λi,j) = Rep({emk (exp( ixmk
)
umk
)
emk
(
exp
(
iy
nk
)
vnk
)}
k∈N0
)
; (91)
Since a linear span of GΞAθ is dense in XAθ the action of R×R can be uniquely extended
to the continuous action (R×R) × XA → XA, ξ 7→ (x, y) • ξ. This action induces a
natural action (R×R) × Aθ → Aθ on disconnected algebra. Since both R × R and a
maximal irreducible subalgebra algebra A˜θ ⊂ Aθ are connected a following condition
hold
(R×R) • A˜ = A˜. (92)
If we include Z×Z ⊂ G then
(i, j)a = (2pii, 2pij) • a; ∀a ∈ a
and from (92) it follows that (Z×Z) A˜ = A˜. Otherwise if g ∈ (Z×Z), g′ ∈ G\ (Z×Z)
and η, ζ ∈ Ξ then 〈gη, g′ζ〉XAθ = 0. From this fact it follows that the covering transforma-
tion group G is equal to G = Z×Z and a linear span of (Z×Z) Ξ Aθ is dense in XAθ .
There is a noncummutative infinite covering projection
(
Aθ , A˜θ, A˜θXAθ , Z×Z
)
of the
sequence (90).
Lemma 7.2. If for i, j ∈ {1, 2} elements ξij, ηij ∈A˜θ XAθ are given by
ξij = Rep
({
emki
(
umk
)
enkj
(
vnk
)}
k∈N0
)
, ηij =
{
emki
(
u∗mk
)
enkj
(
v∗nk
)}
k∈N0
∈A˜θ XAθ
then ξij〉〈ηij ∈ Aθ .
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Proof. From the Definition 4.27 if follows that we need to show that
ξij〉〈ηij ∈
( ⋃
k∈N
Aθk
)′′
.
If ak ∈ Aθk is given by
ak = e
mk
i
(
umk
)
enkj
(
vnk
)
enki
(
vnk
)
emkj
(
umk
)
then it is clear that ak =
⋃
k∈N Aθk and
lim
k→∞
ak = ξij〉〈ηij
where we mean convergence in the weak topology.
Corollary 7.3. The sequence (90) of covering projections is faithful.
Proof. The natural homomorphisms Z × Z → Zmk × Znk are epimorphic. From (49) it
follows that
∑
g∈Zmk×Znk ; ,i,j∈{1,2}
(
gemki
(
umk
)
enkj
(
vnk
)) (
genki
(
vnk
)
emkj
(
umk
))
= 1Aθk
,
whence for any nonzero a ∈ Aθk there are g0 ∈ Zmk×Znk and i0, j0 such that g0e
nk
i0
(
vnk
)
emkj0
(
umk
)
a 6=
0. If g˜ ∈ Z×Z is such that hk (g˜) = g0 then g0ξi0 j0〉〈g0ηi0 j0a 6= 0. But from the Lemma 7.2
it follows that g0ξi0j0〉〈g0ηi0 j0 ∈ Aθ . So the right action of Aθk on Aθ is faithful. Similarly
we can prove that the right action is also faithful.
7.4. From the Corollary 4.30 it follows that
1M(A˜θ)
= ∑
g∈Z×Z
∑
i,j∈{1,2}
gξij〉〈gηij
in sense of the strict convergence. Any κ ∈ K
(
A˜θ
XAθ
)
can be represented as sum of the
norm convergent series
κ = ∑
k∈N
φk〉〈ψk
whence
κ =
 ∑
g∈Z×Z
∑
i,j∈{1,2}
gξij〉〈gηij
∑
k
φk〉〈ψk
 ∑
g∈Z×Z
∑
i,j∈{1,2}
gξij〉〈gηij
 =
= ∑
g,g′∈Z×Z
∑
i,j,i′,j′∈{1,2}
gξij〉aijgi′j′g′〈g′ηi′ j′ = ∑
g,g′∈Z×Z
∑
i,j,i′,j′∈{1,2}
gξijaijgi′j′g′〉〈g′ηi′ j′
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where
aijgi′j′g′ = ∑
k∈N
〈
gηij , κg
′ξi′ j′
〉
A˜θ
XAθ
∈ Aθ .
Let
{
Gk ⊂ Z×Z
}
k∈N
be Z×Z covering of the sequence (89) (Definition 1.2). Since κ is
compact for any ε > 0 there is l ∈ N such that if
κ = ∑
g,g′∈Gl
∑
i,j,i′,j′∈{1,2}
gξij〉aijgi′j′g′〈g′ηi′ j′
then
‖κ − κ‖ < ε
2
.
If κ ∈ A˜θ then there is a sequence
{
ak ∈ Aθk
}
k∈N such that
lim
k→∞
ak = κ
in the weak topology. For any i, j, i′, j′ ∈ {1, 2} and g, g′ ∈ Gl we will define the element
akijgi′j′g′ ∈ Aθ given by
akijgi′j′g′ =
〈
hk (g)
(
enkj
(
vnk
)
emki
(
umk
))
, ak
(
hk
(
g′
) (
emki′
(
umk
)
enkj′
(
vnk
)))〉
Aθk
where hk : Z×Z → Zmk ×Znk is the natural epimorphism of groups. From limk→∞ ak =
κ it follows that
lim
k→∞
akijgi′j′g′ = aijgi′j′g′
and there is k0 ∈ N such that ∥∥∥aijgi′j′g′ − ak0ijgi′j′g′∥∥∥ < ε16 ∣∣Gl∣∣
and if
κfin = ∑
g,g′∈Gl
∑
i,j,i′,j′∈{1,2}
gξij〉ak0ijgi′j′g′〈g′ηi′ j′
then
‖κ − κfin‖ < ε. (93)
If {br ∈ Aθr}r∈N is the sequence given by br = 0 for r ≤ k and
br = ∑
g,g′∈Gk
∑
i,j,i′,j′∈{1,2}
hr (g)
(
enrj (vnr) e
mr
i (umr)
)
ak0ijgi′j′g′
(
hr
(
g′
) (
emri′ (umr) e
nr
j′ (vnr)
))
for r > k then limr→∞ br = κfin in the weak topology i.e. κfin ∈ A˜θ .
Lemma 7.5. The space of operators κfin given by construction 7.4 is dense in A˜θ ,
Proof. Follows from the Equation (93).
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7.2 Covering projection of the spectral triple
7.6. Noncommutative torus as a spectral triple [18, 36].
There is a state τ0 : Aθ → C given by
τ0
(
∑
r,s
arsurvs
)
= a00.
.
The GNS representation space L2(Aθ, τ0)may be described as the completion of the vector
space Aθ with respect to the Hilbert norm
‖a‖2 = τ0
(√
a∗a
)
.
Denote by a the image in L2 (Aθ , τ0) of a ∈ Aθ . The Hilbert product on L2(Aθ, τ0) is given
by
(a, b) = τ0 (a
∗b) .
Since 1 is cyclic and separating the Tomita involution is given by
J0(a) = a
∗.
To define structure of spectral triple we shall introduce double GNS Hilbert space H =
L2(Aθ , τ0)⊕ L2(Aθ, τ0) and define
J =
(
0 −J0
J0 0
)
There are two derivatives δ1, δ2 given by
δ1
(
∑
r,s
ar,survs
)
= ∑
rs
2piirarsurvs,
δ2
(
∑
r,s
ar,survs
)
= ∑
rs
2piisarsurvs.
which satisfy Leibniz rule, i.e.
δj(ab) = (δja)b = a(δjb); (j = 1, 2; a, b ∈ Aθ).
There are derivations
∂ = ∂τ = δ1 + τδ2; (τ ∈ C, Im(τ) 6= 0), (94)
∂† = −δ1 − τδ2.
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Actions of Aθ and Dirac operator D on H are given by
pi(a) =
(
a 0
0 a
)
,
D =
(
0 ∂†
∂ 0
)
.
There is a subalgebra Aθ ⊂ Aθ given by
Aθ =
{
a ∈ Aθ | a = ∑
r,s
arsurvs & supr,s∈Z
(
1+ r2 + s2
)k |ars| < ∞, ∀k ∈ N} .
and a spectral triple (Aθ ,H,D).
7.7. Spectral triple of a noncommutative covering projection. Let m, n, k ∈ N, θ˜ = θ+2pikmn and
let Aθ → Aθ˜ be a *-homomorphism given by
u 7→ u˜m; v 7→ v˜n
where u˜, v˜ ∈ U (A
θ˜
)
are unitary generators of A
θ˜
. Similarly to 7.6 we can define a smooth
algebra
A
θ˜
=
{
a ∈ A
θ˜
| a = ∑
r,s
arsu˜r v˜s & supr,s∈Z
(
1+ r2 + s2
)k |ars| < ∞, ∀k ∈ N} .
and a state
τ˜0
(
∑
r,s
arsu˜r v˜s
)
= a00.
The GNS representation space L2(A
θ˜
, τ˜0)may be described as the completion of the vector
space A
θ˜
in the Hilbert norm
‖a‖2 = τ˜
(√
a∗a
)
.
Denote by a the image in L2
(
A
θ˜
, τ˜0
)
of a ∈ A
θ˜
. Similarly to 7.6 we define
J˜0(a) = a
∗.
To define structure of spectral triple we shall introduce double GNS Hilbert space H˜ =
L2
(
A
θ˜
, τ˜0
)⊕ L2 (A
θ˜
, τ˜0
)
and define
J˜ =
(
0 − J˜0
J˜0 0
)
Thee are two derivatives δ˜1, δ˜2
δ˜1
(
∑
r,s
ar,su˜r v˜s
)
=
1
m ∑rs
2piirarsu˜r v˜s,
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δ˜2
(
∑
r,s
ar,su˜r v˜s
)
=
1
n ∑rs
2piisarsu˜r v˜s,
which satisfy Leibniz rule. There are derivations
∂˜ = ∂˜τ = δ˜1 + τδ˜2,
∂˜† = −δ˜1 − τδ˜2.
Hilbert space of the spectral triple H˜, action of A
θ˜
and Dirac operator D˜ are given by
pi(a) =
(
a 0
0 a
)
,
D˜ =
(
0 ∂˜
†
∂˜ 0
)
.
In result we have a spectral triple
(
A
θ˜
, H˜, D˜
)
. An application of this construction gives
a sequence of spectral triples {(Aθn ,Hn,Dn)}n∈N0 such that Aθn is the C∗-completion of
Aθn and Aθn is a member of the sequence (90).
Lemma 7.8. In the situation described in 7.7 the sequence {(Aθn ,Hn,Dn)}n∈N0 is coherent.
Proof. We need to prove conditions 1-6 of the Definition 5.2. Conditions 1-3 follow from
the construction 7.7. Let
(
Aθ, A˜θ ,Zm ×Zn
)
be a finite noncommutative covering projec-
tion from 7.7. If g = (p, q) ∈ Zm ×Zn then
g
(
∑
r,s
arsu˜r v˜s
)
= ∑
r,s
e
2piipr
m e
2piiqs
n arsu˜r v˜s.
From |ars| =
∣∣∣arse 2piiprm e 2piiqsn ∣∣∣ it follows that
supr,s∈Z
(
1+ r2 + s2
)k |ars| < ∞; ∀k ∈ N ⇒
⇒ supr,s∈Z
(
1+ r2 + s2
)k ∣∣∣e 2piiprm e 2piiqsn ars∣∣∣ < ∞; ∀k ∈ N,
whence gA
θ˜
= A
θ˜
and the Condition 4 of 7.7 is proven. From H∞ = ⋂k∈N DomDk =
Aθ ⊕ Aθ and from the definition of the scalar product on L2
(
A
θ˜
, τ˜0
)
it follows that the
Condition 5 hold. Condition 6 directly follows from the definition of the operator D˜.
7.9. Let us consider a case of θ = 0. In this case Aθ=0 is a universal algebra generated by
unitary elements û, v̂ with the single relation ûv̂ = v̂û and
Aθ = A0 =
{
a ∈ A0 | a = ∑
r,s
arsurvs & supr,s∈Z
(
1+ r2 + s2
)k |ars| < ∞, ∀k ∈ N} =
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= C∞
(
T2 = S1 × S1
)
There is a state τ̂0 : A0 → C given by
τ̂0
(
∑
r,s
arsûr v̂s
)
= a00.
and these is a GNS Hilbert space L2 (A0, τ̂0). There are two derivatives δ̂1, δ̂2 given by
δ̂1
(
∑
r,s
ar,sûr v̂s
)
= ∑
rs
2piirarsûr v̂s,
δ̂2
(
∑
r,s
ar,sûr v̂s
)
= ∑
rs
2piisarsûr v̂s.
There is the natural covering projection R2 → T2. On can select unbounded functions x, y
on R2 such that û (resp. v̂) corresponds to e2piix (resp e2piiy) and it is clear that
δ̂1 =
∂
∂x
,
δ̂2 =
∂
∂y
,
i.e. both δ̂1 and δ̂1 are first-order differential operators. Similarly to 7.6 one can introduce
double GNS Hilbert space Ĥ = L2(A0, τ̂0)⊕ L2(A0, τ̂0) and define derivations
∂̂ = ∂̂τ = δ̂1 + τδ2; (τ ∈ C, Im(τ) 6= 0),
∂̂† = −δ̂1 − τδ̂2.
D̂ =
(
0 ∂̂
†
∂̂ 0
)
.
There is the isomorphism L2 (A0, τ̂0) ≈ L2 (Aθ , τ0) of Hilbert spaces given by
∑
m∈Z,n∈Z
amnumvn 7→ ∑
m∈Z,n∈Z
amnûmv̂n.
which naturally induces an isomorphism of direct sums ϕ : Ĥ = L2 (A0, τ̂0)
⊕
L2 (A0, τ̂0) ≈
H = L2 (Aθ , τ0)
⊕
L2 (Aθ , τ0). A direct calculation shows that following conditions hold
1. (ξ, η) = (ϕ (ξ) , ϕ (η)) ∀ξ, η ∈ L2 (Aθ , τ0),
2. Dom D = ϕ
(
Dom D̂
)
,
3. Dϕ (ψ) = ϕ
(
D̂ψ
)
.
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If Aθ → Aθ′ is given by
u 7→ u′m; v 7→ v′n
then there is a Hilbert space H˜ = Aθ′ ⊗Aθ H and the natural action of G (Aθ′ |Aθ) ≈
Zm ×Zn on H˜. Similarly there is a the homomorphism A0 → A′0 given by
û 7→ û′m; v̂ 7→ v̂′n
and the Hilbert space ˜̂H = A′0 ⊗A0 Ĥ. There is an isomorphism ϕ˜ : H˜ ≈ ˜̂H such that
ϕ˜ (gξ) = gϕ˜ (ξ) for any ξ ∈ ˜̂H and g ∈ Zm ×Zn.
Remark 7.10. The construction 7.9 means that some properties of Hilbert space and its
Dirac operator of the noncommutative torus are the same as a Hilbert space and Dirac
operator of the commutative torus.
Lemma 7.11. In the situation described in 7.7 the coherent sequence {(Aθn ,Hn,Dn)}n∈N0 is
local.
Proof. From 7.9 and the Remark 7.10 it follows that general case can be reduced to com-
mutative one, i.e. θ = 0 and A0 = C
(
T2
)
. However T2 is a Riemannian manifold and
Dirac operator is local (differential), so an application of the Lemma 6.22 completes the
proof of this lemma.
Lemma 7.12. The A˜θ is a dense subalgebra of A˜θ.
Proof. From the construction 7.4 it follows that for any a˜ ∈ A˜θ and ε > 0 there is a finite
subset G′ ⊂ Z×Z and an operator a˜′ ∈ A˜θ given by
a˜′ = ∑
g,g′∈G′
∑
i,j,i′,j′∈{1,2}
gξij〉akijgi′j′g′〈g′ηi′ j′
such that ∥∥a˜− a˜′∥∥ < ε
2
.
. The element akijgi′j′g′ is given by
akijgi′j′g′ =
〈
hk (g)
(
enkj
(
vnk
)
emki
(
umk
))
, ak
(
hk
(
g′
) (
emki′
(
umk
)
enkj′
(
vnk
)))〉
Aθk
where ak ∈ Aθk . Since Aθk is dense subalgebra of Aθk whence there is ak ∈ Aθk such that
‖ak − ak‖ < ε8 |G′| .
Since emki , e
nk
j ∈ C∞
(
S1
)
we have emki (u) e
nk
j (v) , e
nk
j (v) e
mk
i (u) ∈ Aθk and
akijgi′j′g′ =
〈
hk (g)
(
enkj
(
vnk
)
emki
(
umk
))
, ak
(
hk
(
g′
) (
emki′
(
umk
)
enkj′
(
vnk
)))〉
Aθk
∈ Aθ ,
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If
a˜′′ = ∑
g,g′∈G′
∑
i,j,i′,j′∈{1,2}
gξij〉akijgi′j′g′〈g′ηi′ j′
then ∥∥a˜− a˜′′∥∥ < ε (95)
and
a˜′′ ∈ K∞
(
X
∞
Aθ
)
.
Otherwise if {br ∈ Aθr}r∈N is the sequence such that br = 0 for r ≤ k and
br = ∑
g,g′∈Gk
∑
i,j,i′,j′∈{1,2}
hr (g)
(
enrj (vnr) e
mr
i (umr)
)
akijgi′j′g′
(
hr
(
g′
) (
emri′ (umr) e
nr
j′ (vnr)
))
for r > k then limr→∞ br = a˜′′ in the weak topology i.e. a˜′′ ∈
(⋃
Aθk
)′′
, whence a˜′′ ∈ A˜θ .
From (95) it follows that A˜θ is dense in A˜θ .
From the Lemma 7.12 it follows that the described in 7.7 sequence of spectral triples is
regular.
8 Epilogue
There is a good noncommutative generalization of covering projections [18] based on
monads, comonads and adjoint functors. But this generalization cannot describe coverings
of locally compact spaces. In the Definition 4.4 finite sums and projective modules are
manually replaced with infinite sums and compact operators. In result we have no a
beautiful theory, but we have new constructions. This replacement can be regarded as
illegal. However Max Planck manually replaced integrals with sums [32] and the quantum
mechanics had been obtained.
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