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Abstract
Digital images and videos play an important role in everyday life. Today, the majority
of the population owns state-of-the-art cameras integrated into their mobile device.
Technological development not only facilitates the generation of multimedia content, but
also the intentional manipulation of it, and this is where forensic techniques of detecting
manipulation on images and videos take on great importance. In this work two forensic
methodologies based on compression algorithms are proposed: The first one tries to
detect the presence of recompression in a digital video by means of the analysis of its
macroblocks, characteristic of the H.264-MPEG4 standard. Subsequently, the vectorial
support machine is used to create the model that allows the verification of the number
of recompressions of a video. The second methodology explained in this work aims to
detect splicing alterations, i.e. regions that do not belong to the original content of a
digital image, a technique based on the error rate introduced by the JPEG compression
algorithm each time it recompresses an image.
Keywords: Forensic Analysis, Manipulation, Classification, Compression, Digital
Images, Digital Videos, Vector Support Machine, SVM, JPEG, Splicing, Error Level
Analysis, ELA, H.264, MPEG4, Macroblocks, P-Frames, Motion Vectors.
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Resumen
Las ima´genes y v´ıdeos digitales juegan un papel muy importante en la vida cotidiana.
A d´ıa de hoy, la mayor parte de la poblacio´n es poseedora de ca´maras fotogra´ficas de
u´ltima generacio´n integradas en su dispositivo mo´vil. El desarrollo tecnolo´gico no so´lo
facilita la generacio´n de contenido multimedia, sino tambie´n la manipulacio´n intencionada
de e´ste, y es aqu´ı donde las te´cnicas forenses de deteccio´n de manipulacio´n sobre ima´genes
y v´ıdeos cobran gran importancia. En este trabajo se proponen dos metodolog´ıas forenses
basadas en algoritmos de compresio´n: La primera de ellas trata de detectar la presencia de
recompresio´n en un v´ıdeo digital mediante el ana´lisis de sus macrobloques, caracter´ıstica
propia del esta´ndar H.264-MPEG4. Posteriormente, se utiliza la ma´quina de soporte
vectorial para crear el modelo que permita la verificacio´n del nu´mero de recompresiones
de un v´ıdeo. La segunda metodolog´ıa que se explica en este trabajo tiene por objetivo
detectar alteraciones de tipo ‘empalme’, es decir, regiones que no pertenecen al contenido
original de una imagen digital, te´cnica que esta´ basada en la tasa de error que introduce
el algoritmo de compresio´n JPEG cada vez que recomprime una imagen.
Palabras clave: Ana´lisis Forense, Manipulacio´n, Clasificacio´n, Compresio´n, Ima´genes
Digitales, Vı´deos Digitales, Ma´quina de Soporte Vectorial (SVM), JPEG, Empalme, ELA,
H.264, Moving Picture Experts Group (MPEG), Macrobloques, Fotogramas P, Vectores
de Movimiento.
xv
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
Desde siglos atra´s, el ser humano siempre ha utilizado la imagen para plasmar la
realidad que le rodeaba, o modificarla, en funcio´n del mensaje que se quisiera transmitir.
Aunque esta evolucio´n, sin duda, tiene un antes y un despue´s con la creacio´n de la fotograf´ıa
en el siglo XIX.
“La excitacio´n que acompan˜o´ a la invencio´n de la fotograf´ıa fue la sensacio´n de que
el hombre por primera vez pod´ıa ver el mundo como realmente era”(Collier 1986: 3)
[Nie].
Esta afirmacio´n que hace Collier acerca de la fotograf´ıa podr´ıa no ajustarse al pie
de la letra en la actual era digital. Actualmente existe un significante nu´mero de delitos
informa´ticos relacionados con la posesio´n ilicita, distribucio´n o modificacio´n de contenido
multimedia. El presunto uso de dispositvos mo´viles para este propo´sito hace que estos
dispositivos sean una importante fuente de evidencia, hecho por el cual los ana´lisis forenses
deben ser capaces de autenticar el contenido y examinar si es original o fue manipulado.
No obstante, la manipulacio´n de contenido visual no ha sido algo exclusivo de la era
digital actual. A lo largo del tiempo la manipulacio´n siempre ha estado presente:
En pintura, se ha retocado la imagen que se quer´ıa transmitir al pu´blico, por ejemplo,
En ’El Juicio Final’, el pintor Miguel A´ngel cubrio´ la desnudez de algunas figuras a
posteriori por orden del Papa.
En fotograf´ıa convencional, era posible la manipulacio´n mediante empalmes de los
negativos de las fotograf´ıas, por ejemplo en la Figura 1.1 la famosa foto del dictador
sovie´tico Io´sif Stalin junto con su comisario para Asuntos Internos, el cual desparece
de la foto por orden de Stalin tras ser ejecutado en 1940.
En v´ıdeo, la manipulacio´n se basaba en unir secuencias de ima´genes, tambie´n
llamados fotogramas, que pertenec´ıan a intervalos temporales distintos. Ejemplo de
esto fue el Cine Fanta´stico de George Me´lie`s [Nor02].
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Figura 1.1: Ejemplo de Manipulacio´n en Fotograf´ıa
Si bien antes manipular contenido visual ten´ıa principalmente una motivacio´n pol´ıtica,
religiosa o cultural, a d´ıa de hoy, a parte de utilizar la manipulacio´n con fines maliciosos,
la motivacio´n ma´s generalizada es la publicitaria o este´tica, por ejemplo la Figura 1.2.
Figura 1.2: Ejemplo de Manipulacio´n en Imagen Digital
La facilidad para manipular ima´genes y v´ıdeos digitales se ha incrementado y
va en aumento en los u´ltimos tiempos y esta´ al alcance del usuario convencional
mediante programas como Adobe Photoshop, GIMP, Adobe Premiere, etc. Incluso estas
manipulaciones ya las hace de manera automa´tica nuestro dispositvo mo´vil mediante
nuevas herramientas que hacen uso de la inteligencia artificial como pueden ser los
embellecedores de rostros, cambios de la expresio´n facial, mejora de la iluminacio´n de
la escena, etc.
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En Julio del an˜o 2017 los investigadores de la revista Cognitive-Research [NWW17]
utilizaron un dataset de 40 escenas, 30 de las cuales fueron sometidas a cinco tipos
diferentes de manipulacio´n, incluyendo manipulaciones f´ısicamente plausibles y no
plausibles. Se mostraron a 707 participantes con el fin de evaluar la capacidad de las
personas para detectar escenas manipuladas del mundo real. El estudio encontro´ que so´lo
el 60 % de las personas fue capaz de detectar las escenas falsas, e incluso entonces, so´lo un
45 % de ellos fueron capaces de decir do´nde exa´ctamente se encontraba la alteracio´n del
contenido (ver Figura 1.3). En palabras del Dr. Watson, coautor del estudio, explico´:
“Las ima´genes tienen una poderosa influencia en nuestros recuerdos, as´ı que, si
las personas no pueden diferenciar entre detalles reales y falsos en escenas, las
manipulaciones podr´ıan alterar con frecuencia lo que creemos y recordamos.”
Figura 1.3: Resultados del estudio de la revista Cognitive-Research.
Por todo ello, es aqu´ı donde entran las te´cnicas de deteccio´n de manipulacio´n en
ima´genes y v´ıdeos, imprescindibles para dicho fin. Se hace necesaria la revisio´n de los
me´todos de verificacio´n de la autenticidad e integridad del contenido de una imagen o
v´ıdeo, as´ı como la bu´squeda de unos nuevos que se amolden a una realidad en constante
cambio y a los problemas que en el futuro puedan plantearse.
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1.2. Contexto
El presente Trabajo Fin de Grado se enmarca dentro de un proyecto de investigacio´n
titulado RAMSES, aprobado por la Comisio´n Europea dentro del Programa Marco de
Investigacio´n e Innovacio´n Horizonte 2020 (Convocatoria H2020-FCT-2015, Accio´n de
Innovacio´n, Nu´mero de Propuesta: 700326) y en el que participa el Grupo GASS del
Departamento de Ingenier´ıa del Software e Inteligencia Artificial, integrado en la Facultad
de Informa´tica de la Universidad Complutense de Madrid (Grupo de Ana´lisis, Seguridad
y Sistemas, http://gass.ucm.es, grupo 910623 del cata´logo de grupos de investigacio´n
reconocidos por la UCM).
Adema´s de la Universidad Complutense de Madrid participan las siguientes entidades:
Treelogic Telema´tica y Lo´gica Racional para la Empresa Europea SL (Espan˜a)
Ministe´rio da Justic¸a (Portugal)
University of Kent (Reino Unido)
Centro Ricerche e Studi su Sicurezza e Criminalita` (Italia)
Fachhochschule fur Offentliche Verwaltung und Rechtspflege in Bayern (Alemania)
Trilateral Research & Consulting LLP (Reino Unido)
Politecnico di Milano (Italia)
Service Public Federal Interieur (Be´lgica)
Universitaet des Saarlandes (Alemania)
Direccio´n General de Polic´ıa - Ministerio del Interior (Espan˜a)
1.3. Objetivos
Los objetivos que se han marcado en el presente trabajo son los siguientes:
• Revisar la literatura actual respecto a los usos de ima´genes y v´ıdeos falsificados para
obtener un conocimiento detallado de las te´cnicas de manipulacio´n usadas hoy en
d´ıa.
• Analizar el estado del arte sobre las te´cnicas de deteccio´n de manipulaciones de
ima´genes y v´ıdeos digitales.
• Disen˜ar e implementar un algoritmo robustos y eficiente que detecte alteriaciones de
tipo empalme en ima´genes digitales.
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• Disen˜ar e implementar un algoritmo robusto y eficiente que detecte doble compresio´n
en v´ıdeos digitales.
• Disen˜ar e implementar un algoritmo robusto y eficiente que detecte el nu´mero
recompresiones de un v´ıdeo digital.
• Evaluar los algoritmos propuestos con diversos datasets.
1.4. Plan de Trabajo
Este trabajo esta´ dividido en 6 fases detalladas a continuacio´n:
• Bu´squeda de informacio´n sobre las te´cnicas de manipulacio´n existentes tanto
para ima´genes digitales como para v´ıdeos as´ı como las te´cnicas de deteccio´n de
esas manipulaciones, en base a trabajos aca´demicos anteriores que se encuentran
enmarcados en este mismo a´rea de investigacio´n.
• Realizacio´n de la memoria paralelamente y a lo largo de todas las fases del proyecto
para documentar todos los avances que se han ido realizando.
• Revisiones semanales para revisar el avance del proyecto y concretar las siguientes
tareas o modificaciones a realizar.
• Preparacio´n del entorno de trabajo mediante la instalacio´n del Software necesario en
el equipo donde se va a llevar a cabo la investigacio´n, adaptando siempre el entorno
a las exigencias naturales que van surgiendo a medida que e´ste avanza.
• Disen˜o y desarrollo de los algoritmos que se presentan en este trabajo con los cuales
se pretenden alcanzar los objetivos que motivan este trabajo.
• Y por u´ltimo, realizacio´n de experimentos seleccionando datasets para realizar un
testing sobre los algoritmos propuestos, evaluar su eficacia, y en base a los resultados
poder sacar conclusiones acerca de su idoneidad.
1.5. Estructura del Trabajo
El presente trabajo esta´ compuesto por 6 cap´ıtulos:
El cap´ıtulo 1 en el que se encuentra enmarcada la introduccio´n a este trabajo y
donde se describe la motivacio´n, los objetivos, el plan de trabajo y su estructura.
El cap´ıtulo 2 que detalla las te´cnicas de manipulacio´n en ima´genes y v´ıdeos digitales
con ejemplos para evidenciar su utilidad pra´ctica.
El cap´ıtulo 3 donde se describe el estado del Arte, es decir, las te´cnicas empleadas
en la deteccio´n de las manipulaciones explicadas en el cap´ıtulo 2.
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El cap´ıtulo 4 en el que se presentan las contribuciones de este trabajo explicando los
algoritmos desarrollados y los conceptos necesario para comprenderlos.
El cap´ıtulo 5 que muestra los experimentos realizados con los algoritmos
desarrollados en el cap´ıtulo 4 y los resultados obtenidos de los mismos.
El cap´ıtulo 6 es el u´ltimo cap´ıtulo del trabajo, y en e´l se recogen las conclusiones y
se proponen trabajos futuros en este campo.
Cap´ıtulo 2
Te´cnicas de Manipulacio´n en
Ima´genes Digitales y Vı´deos
Este cap´ıtulo tiene como objetivo explicar las principales te´cnicas existentes que se
utilizan a la hora de manipular el contenido multimedia de ima´genes y v´ıdeos. Adema´s de
cada te´cnica se muestra un ejemplo gra´fico. Al final de este cap´ıtulo se presenta un estudio
comparativo con las herramientas software de edicio´n de imagen y video ma´s utilizadas
actualmente.
2.1. Te´cnicas de Manipulacio´n en Ima´genes Digitales
2.1.1. Copia-Pega
La manipulacio´n ’Copia-Pega’ t´ıpicamente se realiza con el objetivo de hacer que un
objeto ’desaparezca’ de la imagen original cubrie´ndolo con un pequen˜o fragmento copiado
de otra parte de la misma imagen. Este me´todo tambie´n se usa para duplicar objetos
existentes en la imagen. Como estos bloques copiados provienen de la misma imagen
todas sus caracteristicas sera´n compatibles con el resto del contenido por lo cual se hace
muy dificil su deteccio´n por el ojo humano.
Cuando se pega la regio´n copiada se suele acompan˜ar del efecto ’blurring’ o
’emborronado’ usado generalmente sobre los bordes de la regio´n modificada para as´ı
disminuir las irregularidades entre la regio´n original y pegada.
Las te´cnicas de deteccio´n de este tipo de manipulacio´n se centran en la bu´squeda de
a´reas duplicadas aunque si se combina con otras te´cnicas de post-procesamiento, como la
aplicacio´n de filtros de color, puede dificultar bastante su deteccio´n mediante las te´cnicas
existentes.
En la Figura 2.1 se muestra un ejemplo de esta te´cnica. En la Figura manipulada 2.1(b)
se han duplicado los dos animales que aparec´ıan en la Figura 2.1(a).
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(a) Imagen original (b) Imagen manipulada con la te´cnica Copia-Pega
Figura 2.1: Ejemplo de Manipulacio´n con la Te´cnica Copia-Pega
2.1.2. Empalmes
Esta manipulacio´n es similar a la te´cnica ’Copia-Pega’, pero con la diferencia de que
el fragmento que se copia no pertenece a la misma imagen, si no a otra distinta, es decir,
la imagen manipulada es el resultado de la mezcla de dos o ma´s ima´genes. El objetivo
de esta te´cnica es el de insertar elementos que no estaban en la escena que fue capturada
originalmente. Por regla general, el bloque de imagen ’donante’ ha podido ser adquirido
por otro dispositivo mo´vil y por tanto sus caracterticas y rastros sera´n diferentes al resto
de la imagen. Sus te´cnicas de deteccio´n se centran en encontrar estas variaciones en los
rastros adicionales que tendra´ la imagen resultado con respecto al resto del contenido de la
imagen original. En la Figura 2.2 se muestra un ejemplo de esta te´cnica. La Figura 2.2(a)
es la imagen donante, el faro es copiado y pegado en la imagen receptora Figura 2.2(b).
Como resultado, se genera el empalme, la Figura 2.2(c).
2.1.3. Aplicacio´n de Filtros
Esta manipualcio´n es de las ma´s utilizadas por su sencillez. Casi todos los softwares
de edicio´n de ima´genes digitales incorporan una seleccio´n de filtros ya predefinidos para
aplicarlos automa´ticamente sobre la imagen. Tiene el objetivo de mejorar el acabado
final de la misma modificando aspectos como pueden ser los tonos, saturaciones, brillos,
contrastes, etc.
No tienen porque´ conllevar un cambio ’malicioso’ en el contenido de una imagen pero
se menciona en este trabajo porque es importante tenerlo en cuenta durante la deteccio´n
de cualquier otra manipulacio´n, ya que es probable que pueda afectar al funcionamiento
del me´todo empleado.
En la Figura 2.3 se muestra un ejemplo de esta te´cnica, donde se ha aplicado el filtro
predefinido ’Sepia’ del software de edicio´n GIMP.
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(a) Imagen donante original (b) Imagen receptora original
(c) Imagen manipulada con la te´cnica Empalme
Figura 2.2: Ejemplo de Manipulacio´n con la Te´cnica Empalme
2.1.4. Retoque Este´tico
Esta manipulacio´n consiste en aplicar pequen˜as modificaciones sobre la imagen original
sin copiar ningu´n a´rea del resto de la imagen o tormarla de una diferente.
Tiene como objetivo perfeccionar acabados u ocultar imperfecciones con fines este´ticos
manteniendo siempre unas caracteristicas similares a las de la imagen original. Las
herramientas ma´s utilizadas en este tipo de manipulaciones suelen ser el saneado, perfilado,
emborronado, difuminado y realce.
En la Figura 2.4 se han retocado las zonas correspondientes a la piel de la cantante
Britney Spears con fines publicitarios para la portada de la revista ’Marie Claire’.
2.1.5. Huella Digital
Este tipo de manipulacio´n no esta´ centrado en la parte visual de la imagen si no en la
informacio´n que e´sta contiene.
La huella digital es un rastro que dejan todas las ca´maras de los dispositivos mo´viles
sobre la imagen que toman durante el proceso de captura. Cuando se genera una imagen
digital se introduce este rastro, tambie´n llamado ruido.
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(a) Imagen original (b) Imagen manipulada
Figura 2.3: Ejemplo de Manipulacio´n mediante la aplicacio´n de un filtro.
Figura 2.4: Ejemplo de Retoque Este´tico.
Extraer el ruido de una imagen proporciona una informacio´n valiosa acerca de la
fuente (modelo y marca del dispositivo) que genero´ dicha imagen ya que el tipo de ruido
que contiene pertenece so´lo al modelo de la ca´mara que lo genero´.
El objetivo de manipular la huella digital de una imagen es el de poder modificar su
origen. Si se sustituye la huella digital de la imagen por otra, es posible incriminar a otro
dispositivo mo´vil en la escena en cuestio´n. Tambie´n es posible eliminar la huella y as´ı
anonimizarla.
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2.2. Te´cnicas de Manipulacio´n en Vı´deos
2.2.1. Inter-Fotograma
Un v´ıdeo digital es una secuencia de ima´genes llamadas fotogramas, este tipo de te´cnica
de manipulacio´n se centra en la modificacio´n de la correlacio´n temporal entre ellos. Para
modificar la correlacio´n temporal del v´ıdeo es posible insertar, duplicar, intercambiar o
eliminar cualquiera de los fotogramas que lo conforman (Figura 2.5).
(a) Fotogramas originales (b) Insercio´n de fotogramas
(c) Eliminacio´n de fotogramas (d) Duplicacio´n de fotogramas
Figura 2.5: Ejemplo de Manipulacio´n Inter-Fotograma
Otra forma de manipular un v´ıdeo inter-fotograma es mediante el empalme de dos o
ma´s v´ıdeos, es decir, interpolando fotogramas de ambos para generar uno nuevo. Adema´s,
es posible que los v´ıdeos orginales no compartan los mismos fotogramas por segundo (fps)
o frame-rate, por lo que sera´ necesario tambie´n manipular esta caracteristica para ajustar
los fps de uno al otro.
El principal objetivo de esta manipulacio´n es el de eliminar de la escena grabada
un evento indeseado. Tambie´n es posible incriminar en la escena a otros objetos con la
adicio´n de un fotograma externo. Si se toma como ejemplo la secuencia de las ima´genes
de vigilancia de una ca´mara de tra´fico, como las de la Figura 2.6. es sencillo hacer que el
vehiculo blanco de la Figura 2.6(d) desaparezca de la escena eliminando ese fotograma.
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(a) Frame - 1 (b) Frame - 2
(c) Frame - 3 (d) Frame - 4
(e) Frame - 5 (f) Frame - 6
Figura 2.6: Ejemplo de fotogramas de una ca´mara de vigilancia de la Direccio´n General
de Tra´fico (DGT)
En general, el ojo humano no puede detectar diferencias entre el video original y
el video con manipulacio´n inter-fotograma pero las operaciones de procesamiento de la
manipulacio´n dejan una huella en la informacio´n del contenido del v´ıdeo.
2.2.2. Intra-Fotograma
La manipulacio´n intra-fotograma se centra en la alteracio´n de cada fotograma
individualmente. Estas manipulaciones pueden clasificarse en:
Manipulacio´n a nivel de pixel: La cual consiste en tratar al fotograma como una
imagen individual y aplicar te´cnicas de manipulacio´n en ima´genes como las vistas
en la seccio´n anterior, por ejemplo, copia-pega o empalmes.
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Manipulacio´n a nivel de fotograma: Mediante la cual se cambia de taman˜o o se
recortan las extremidades de un fotograma con el objetivo de ocultar cierto contenido
del video que se ubique en los bordes del fotograma. Por ejemplo marcas de Hora y
lugar de grabacio´n.
A diferencia del ejemplo expuesto con las te´cnicas inter-fotograma, si se tiene como
objetivo ocultar el paso de un veh´ıculo de la ca´mara de vigilancia de la Figura 2.6 con
te´cnicas intra-fotograma, en lugar de eliminar el fotograma en el que aparece, se podr´ıa
hacer desaparecer con te´cnicas de copia-pega o incluso se podr´ıa re-escalar el fotograma y
recortar la zona en la que aparece.
2.3. Herramientas de Edicio´n Multimedia
Las tablas que se muestran a continuacio´n contienen una breve descripcio´n de
las herramientas ma´s utilizadas para realizar manipulaciones sobre ima´genes y v´ıdeos
digitales.
Tabla 2.1: Principales Herramientas de Edicio´n de Imagen Digital
Herramienta Pu´blico Ergonomı´a Funcionalidades
Photo Filtre Principiante Intuitiva y asistida Filtros predefinidos
Photosop Elements Amateur Fa´cil de utilizar e intuitivo
Funcionalidades
predefinidas
Magix X PhotoGraphic
Todos Muy ra´pido e intuitivo Alto nivel de detalle
Designer5
Photosop CS3 Profesional Requiere tiempo de adaptacio´n Alto nivel de detalle
GIMP Profesional Requiere tiempo de adaptacio´n Alto nivel de detalle
Tabla 2.2: Principales Herramientas de Edicio´n de Vı´deo
Herramienta Pu´blico Ergonomı´a Funcionalidades
Video Easy Principiante Depurada al ma´ximo Simples y con asistente
Pinnacle Studio HD Amateur Manejo muy ra´pido Funcionalidades predefinidas
Adobe Premiere CS6 Profesional Requiere tiempo de adaptacio´n Alto nivel de detalle
Final Cut Profesional Requiere tiempo de adaptacio´n Alto nivel de detalle. Solo MAC
AVID6 Profesional Requiere tiempo de adaptacio´n Alto nivel de detalle

Cap´ıtulo 3
Te´cnicas de Deteccio´n de
Manipulacio´n en Ima´genes
Digitales y Vı´deos
En este cap´ıtulo se analiza el estado del Arte haciendo un recorrido por las principales
te´cnicas de ana´lisis forense en la deteccio´n de manipulaciones en ima´genes y v´ıdeos
digitales.
3.1. Deteccio´n de Manipulacio´n en Ima´genes Digitales
La Figura 3.1 Muestra una clasificacio´n de las te´cnicas de deteccio´n de manipulaciones
en ima´genes digitales
Figura 3.1: Esquema de Detecciones de Manipulacio´n en Ima´genes.
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3.1.1. Deteccio´n de Copia-Pega
La deteccio´n de falsificaciones copia-pega son las te´cnicas ma´s utilizadas en el campo
forense debido a su simplicidad y eficacia. La principal evidencia que se explota para
detectar este tipo de manipulacio´n es la existencia de dos a´reas iguales basa´ndose en las
propiedades de los bloques en los que se divide la imagen.
La primera aproximacio´n que se realizo´ para identificar a´reas copiadas fue realizada en
el an˜o 2003, en [FSL03] los autores propusieron un me´todo que hacia uso Transformada
Discreta del Coseno (DCT) para localizar coincidencias entre bloques de una manera ma´s
eficiente que la de realizar una bu´squeda por fuerza bruta.
En [CPF04] se propone un me´todo que utiliza el Ana´lisis de Componentes Principales
(PCA) para representar una imagen como una representacio´n de bloques superpuestos.
Obtuvieron unos resultados ma´s eficientes que los obtenidos en la te´cnica anterior debido
a que consiguieron reducir el coste computacional al rebajar a la mitad el nu´mero de
ca´lculos requeridos para procesar los bloques con PCA. Au´n as´ı, el coste computacional
seguir´ıa siendo grande y por ello, en [LG06] se propone encontrar las coincidencias entre
los bloques buscando patrones de intensidad similares.
Los autores de [LHQ06] proponen reducir au´n ma´s el taman˜o de los bloques
superpuestos en los que se subdivide la imagen para mejorar la precisio´n al comparar
similitudes entre ellos. Las posibles a´reas duplicadas tendra´n unas propiedades de
intensidad similares. Este me´todo es ma´s firme frente a pe´rdidas por compresio´n que
los me´todos anteriores.
En [WDT] se propone detectar las regiones duplicadas estudiando todas las invariantes
de desenfoque de una imagen. Los resultados de e´ste me´todo fueron correctos pero con la
desventaja de obtener un tiempo de computacio´n demasiado grande (un promedio de 30
minutos para una imagen RGB de taman˜o medio).
En [MVP07] los autores desarrollaron un me´todo que descompon´ıa la imagen en
registros de coordenadas polares y, haciendo uso de la Transformada Wavelet, detectar
las regiones copiadas. Se reduc´ıa as´ı la dimensionalidad de la imagen de entrada debido a
la aplicacio´n de Wavelet. Para encontrar los bloques similares se realizaba una bu´squeda
por fuerza bruta mapeando cada uno de los bloques con las coordenadas polares y la
correlacio´n entre ellos como criterio. Otros autores en [WWZ11] hicieron algo similar pero
se basaron en la Transformada de Fourier (FFT).
En [LWTS07] aparte de utilizar la transformada Wavelet para reducir la
dimensionalidad de la imagen, utilizan la Descomposicio´n en Valores Singulares (SVD)
(Singular-value decomposition) para generar el vector de caracter´ısticas de cada regio´n con
el fin de buscar las similitudes con mayor eficacia. Las regiones duplicadas eran localizadas
por clasificacio´n lexicogra´fica y vecindad detectanto todos los bloques, incluso cuando la
imagen hab´ıa sido muy comprimida.
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Los me´todos descritos hasta ahora no produc´ıan resultados o´ptimos cuando las
imagenes sufr´ıan cierta transformacio´n geome´trica. En [HGZ08] los autores proponen
una nueva metodolog´ıa basada en el algortimo Scale-Invariant Feature Transform (SIFT)
para estimar los para´metros de la transformacio´n geome´trica aplicada sobre la imagen
(traslacio´n horizontal o vertical, escalados o rotacio´n del a´ngulo) con alta fiabilidad,
pudiendo as´ı, detectar falsificaciones en ima´genes que han sufrido alguna de estas
transformaciones. Los autores de [BJGY10] mejoran la robustez de SIFT proponiendo
un me´todo basado en el algoritmo Speeded Up Robust Features (SURF). Este me´todo es
adema´s capaz de detectar tambie´n a´reas copiadas a las que se le ha aplicado modificaciones
en brillo o contraste.
3.1.2. Deteccio´n de Empalme
El empalme de ima´genes es uno de los esquemas de manipulacio´n ma´s simples
y comu´nmente utilizados. La deteccio´n de este tipo de manipulacio´n es una tarea
fundamental durante la verificacio´n de la integridad de ima´genes. Por lo general, todas las
te´cnicas se basan en las variaciones que se encuentran en el patro´n de caracteristicas del
a´rea pegada respecto del contenido de la imagen original.
El primer me´todo propuesto fue presentado en [Far99]. En este trabajo se propone una
te´cnica basada en el ana´lisis de la sen˜al de la imagen para detectar las correlaciones no
naturales que se introducen durante el proceso de falsificacio´n. Obtuvo buenos resultados
cuando la deteccio´n se llevaba a cabo sobre empalmes realizados por personas y no por
ma´quinas.
En [NC04] los autores presentaron un modelo de deteccio´n de empalme de ima´genes
basado en el uso de caracter´ısticas de magnitud y fase de la propia imagen. Los resultados
de la precisio´n de deteccio´n fueron de aproximadamente del 70 %. Posteriormente, los
mismos autores propusieron un me´todo para detectar empalmes abruptos utilizando las
mismas caracter´ısticas.
Los autores de [FSS06], por su parte, se apoyaron en la transformada de Hilbert-Huang
para generar estad´ısticas con el fin de utilizarlas para la clasificacio´n de un modelo de
imagen natural. Este modelo estaba basado en los momentos caracter´ısticos obtenidos con
ayuda de la descomposicio´n de Wavelet y as´ı conseguir distinguir las ima´genes empalmadas
de las ima´genes aute´nticas.
Los autores de [HC06] propusieron extraer las invariantes de geometr´ıa de los p´ıxeles
de cada regio´n de una imagen para estimar la Funcio´n de Respuesta de la Ca´mara (CRF)
y estudiar las variaciones entre las distintas zonas de la imagen para, as´ı, detectar las a´reas
que han sufrido un empalme.
En [SCC07] los autores investigaron las caracter´ısticas estad´ısticas de los bloques de
una imagen para detectar empalmes. Estas caracter´ısticas son extra´ıdas de matrices 2D,
las cuales son generadas al aplicar al bloque de ima´genes de varios taman˜os la DCT. Los
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experimientos tuvieron una precisio´n del 91 %.
En [ZKR08] se presento´ un me´todo de deteccio´n basado en caracteristicas de momento
extra´ıdas de la DCT y en me´tricas de calidad de imagen extra´ıdas de la propia imagen.
Descubrieron que ambas caracter´ısticas sufr´ıan variaciones cuando una imagen hab´ıa
sufrido un empalme y explotaron dichas variaciones.
Los autores de [LS09] sugieren un me´todo basado en dividir la imagen por a´reas para
despue´s extraer las caracter´ısticas de densidad de los coeficientes DCT vecinos de cada
a´rea. Todas las variaciones en las densidades se clasifican mediante un SVM para identificar
si esas a´reas son diferentes.
En [ZCZ+09] se construye un me´todo de deteccio´n de empalmes basado en el estudio de
las sombras de la imagen. Mediante combinaciones y estimaciones de las zonas de sombra
logran encontrar bloques empalmados. Los mismos autores en [ZCQ+10] utilizan la teor´ıa
de la homograf´ıa plana para localizar la regio´n manipulada y aparte, desarrollaron un
me´todo de extraccio´n automa´tico que segmentaba el objeto falso de la imagen manipulada.
En [ZLLW10] los autores proponen un metodo basado en la comparacio´n de los
espacios croma´ticos que forman la imagen. Se utilizan cuatro vectores RLRN con
diferentes direcciones extra´ıdos de los canales de crominancia que tienen correlacio´n con
caracter´ısticas utilizadas en la deteccio´n de empalmes.
Los autores de [LCDG11] investigaron una te´cnica basada en el estudio de la
iluminacio´n de los objetos de una imagen. Se basan en la consistencia que debe existir
en las sombras en funcio´n del grado de iluminacio´n y en las caracter´ısticas de color del
valor de dicha sombra.
En [WIWS15] se evaluo´ la te´cnica ELA en ima´genes manipuladas con distintos
me´todos, demostrando una cque so´lo era efectiva para detectar empalmes.
En [GHK+17] se propuso un algoritmo basado en el uso de ELA que demostro´ detectar
con e´xito la imagen modificada y el punto exacto de la modificacio´n mediante el uso de
histogramas.
En [JBdSC17] utilizan la Transformada de Wavelet para filtrar los resultados de aplicar
ELA con el objetivo de resaltar las alteraciones sobre la imagen.
3.1.3. Deteccio´n de Manipulacio´n de Huella Digital
La huella digital de una imagen identifica su origen y garantiza su integridad. Las
te´cnicas para detectarla se encargara´n pues, de estudiar si dicha huella ha sufrido
modificaciones, pues en tal caso, es una evidencia de que la imagen en cuestio´n ha sido
manipulada. Las te´cnicas se basan principalmente en el estudio de los patrones del ruido
del sensor que introduce cada ca´mara en las ima´genes que genera durante el proceso de
captura de una fotograf´ıa.
En [CAGSO+13] proponen un me´todo basado en la extraccio´n de caracter´ısticas
del Patro´n de Ruido de Respuesta no Uniforme (PRNU) junto con un SVM para su
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clasificacio´n. Este trabajo se utilizo´ u´nicamente en dispositivos mo´viles y se consiguio´
mostrar que este me´todo consigue buenos resultados cuando se tiene que clasificar una
gran cantidad de ca´maras fuente.
En [SOAGC+14] se propone combinar dos me´todos de deteccio´n: el estudio de las
imperfecciones del sensor y las Transformada Wavelet (WT). Los resultados confirman
que estas dos te´cnicas juntas ayudan a rastrear con precisio´n el dispositvo fuente que
tomo´ la imagen, adema´s del modelo y marca de dicho dispositivo.
3.2. Deteccio´n de Manipulacio´n en Vı´deos
La Figura 3.2 Muestra una clasificacio´n de las te´cnicas de deteccio´n de manipulaciones
en v´ıdeos digitales
Figura 3.2: Esquema de Detecciones de Manipulacio´n en Videos.
3.2.1. Deteccio´n de Manipulacio´n Inter-Fotograma
3.2.1.1. Deteccio´n de Insercio´n / Eliminacio´n / Duplicacio´n de Fotograma
Los dispositivos introducen un ruido en cada fotograma cuando graban un v´ıdeo. Dado
que este ruido sigue un patro´n particular en una secuencia de frames consecutivos, es
posible que, investigando estos rastros, se detecten cambios entre los fotogramas.
En [DCG06] los autores utilizaron la varianza entre el ruido promedio de los frames y
uno en particular. Los frames con varianzas ma´s altas ser´ıan marcados como inserciones.
No se demostro´ su eficacia sobre v´ıdeos comprimidos, y adema´s, su eficacia fue probada
sobre v´ıdeos autograbados y no es suficiente para determinar su aplicabilidad.
Los autores de [WF07a] propusieron un algoritmo de movimiento adaptativo que fue
capaz de detectar y localizar falsificaciones en videos entrelazados y desentrelazados. Se
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basaban en la deteccio´n de las perturbaciones en la correlacio´n para los entrelazados y
en los disturbios de movimiento entre frames para los desentrelazados. Este me´todo, no
obstante, resultaba ineficaz para v´ıdeos de baja calidad.
En [MCP+07] utilizan el concepto del Patro´n de Ruido del Sensor (SPN) de la
ca´mara para determinar si todos los frames del v´ıdeo hab´ıan sido grabados con el mismo
dispositivo. Los resultados obtenidos indicaron que el algoritmo era fiable para v´ıdeos no
comprimidos, pero el rendimiento se deterioraba para v´ıdeos comprimidos.
Otra propuesta basada en la ca´mara es presentada en [KOS10], que proporciono´
autentificacio´n a nivel de pixel para todos los frames del v´ıdeo. Se basaba en las
inconsistencias en los fotones del ruido de disparo que introduce la ca´mara durante el
proceso de adquisicio´n. Tambie´n lograr´ıan encontrar regiones sospechosas en los frames.
3.2.1.2. Deteccio´n de Interpolacio´n Temporal entre Fotogramas
Otra forma de manipular un v´ıdeo es mediante un corte temporal, es decir, intercalando
frames de dos v´ıdeos diferentes. Cuando se intercalan dos frames hay que tener en cuenta
que es necesario sincronizar sus velocidades (frame-rate).
El me´todo sugerido en [BBM+13] se basa en la propiedad de interpolacio´n compensada
por movimiento ya que deja huellas detectables en los frames. Los autores pudieron sugerir
un sistema que funcionaba para videos no comprimidos y ligeramente comprimidos (por
ejemplo, H.264, o videos de transmisio´n de televisio´n) y lograba resultados prometedores,
incluso cuando se usaba so´lo en un subconjunto de fotogramas. Adema´s, el sistema
funcionaba bien en ventanas espaciales de pequen˜o taman˜o, lo que permitio´ que este
detector se usara como una posible herramienta para detectar ataques de falsificacio´n de
copiar y pegar. Sin embargo, el nu´mero de cuadros interpolados observados ten´ıa que ser
lo suficientemente grande para que el sistema detectara las falsificaciones con e´xito.
En [YYSL16] se detecta la conversio´n de velocidad ascedente de frames basa´ndose en
la intensidad de los bordes. Utilizan un umbral determinado para distinguir las zonas
originales de las convertidas al alza, y en base a ello, estiman la velocidad teo´rica de los
frames originales. Para un total de 300 secuencias de prueba, consiguieron un promedio
de deteccio´n de 95 %.
Los autores en [XYL+17] desarrollaron un me´todo de deteccio´n ciego basado en
el ana´lisis a nivel de frame de una caracter´ıstica llamada ”variacio´n media de la
textura”(ATV). Cada curva ATV generada se procesaba en el v´ıdeo candidato como
evidencia de la conversio´n de velocidad ascendente. Esta te´cnica podr´ıa localizar la posicio´n
de la interpolacio´n de los frames y ayudar a estimar la velocidad original de los mismos.
3.2. Deteccio´n de Manipulacio´n en V´ıdeos 21
3.2.2. Deteccio´n de Manipulacio´n Intra-Fotograma
3.2.2.1. Deteccio´n de Copia-Pega
Las te´cnicas de deteccio´n de copia-pega proceden buscando similitudes entre regiones
de frames sucesivos o dentro del mismo frame.
Para detectar estas falsificaciones, los autores en [WF07a] calcularon coeficientes
de correlacio´n espacial y temporal para identificar y localizar semejanza entre partes
separadas del v´ıdeo. Este me´todo, obtuvo muy buenos resultados para v´ıdeos con
compresio´n MPEG debido a que los artefactos de compresio´n son ma´s pronunciados en
presencia de movimiento en el video.
Otra te´cnica propuesta en [Che10] y [GC11] se baso´ en la hipo´tesis de que los
atributos de correlacio´n de sub-bloques de p´ıxeles intra e inter frame esta´n obligados
a ser desorganizados debido a alteraciones como doble compresio´n, retoque o remuestreo.
Los autores extrajeron los residuos de ruido y la cuantificacio´n de caracter´ısticas de frames
adyacentes para luego realizar un ana´lisis de correlacio´n usando el ana´lisis de correlacio´n
cano´nico, ana´lisis factorial intermodal, y ana´lisis sema´ntico latente. Tales perturbaciones
ayudaron a la te´cnica para diferenciar las huellas de un video original de las de uno
manipulado.
En [DDSD12], se propone detectar alteraciones con la conversio´n del video a una
secuencia de frames, seguido de un proceso de emparejamiento de bloques dentro de la
regio´n sospechosa. Al trabajar en una parte del frame en lugar de todo el frame, la te´cnica
es capaz de mantener un buen equilibrio entre rendimiento y complejidad.
El me´todo de deteccio´n y localizacio´n de falsificacio´n de [BMTT13] era similar en
funcionalidad a [WF07b] pero de manera completamente automa´tica. Es un algoritmo de
dos pasos, en el que primero se detectan manipulaciones a nivel de frame y se analiza el
video residual que se obtiene al restar p´ıxeles que ocupan la misma posicio´n espacial en
frames consecutivos. Entonces, para detectar el contenido duplicado, los autores ponen
en relacio´n los bloques 3D de los frames. As´ı, la presencia de alta correlacio´n indica la
ubicacio´n del contenido ide´ntico.
En [LT14], los autores propusieron un enfoque para detectar y localizar falsificaciones
a nivel de regio´n en videos. El me´todo detecta irregularidades en la coherencia
espacio-temporal entre frames consecutivos. El v´ıdeo primero se divide en conjuntos de
frames y luego se calcula la coherencia entre cada una de estos conjuntos. Dicho as´ı,
los conjuntos con coherencia antinaturalmente alta o coherencia anormalmente baja se
clasificar´ıan como frames manipulados.
Una te´cnica de localizacio´n y deteccio´n de eliminacio´n de objetos es la que se nos
presenta en [PSSA14]. Se utilizo´ aqu´ı SIFT junto con la coincidencia k-NN y correlacio´n
cruzada ruido-residuo para detectar falsificaciones copia-pega. Aunque la te´cnica funciona
bien para la prueba videos, esta sufre una degradacio´n significativa a medida que aumenta
la resistencia a la compresio´n.
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3.2.2.2. Deteccio´n de Escalado o Recorte
Otra forma de manipular el contenido del v´ıdeo es ampliando un frame y despue´s
eliminando el evento incriminatorio recortando la parte externa de e´ste. Es importante
saber que cuando se hace un recorte se produce un remuestreo para mantener una
resolucio´n constante en todos los frames del v´ıdeo.
En [HRLL13] los autores observaron que el remuestro introduce ciertas correlaciones
estad´ısticas sobre el contenido dado. Explotaron el SPN como caracteristica forense y
analizaron las variaciones en las propiedades de correlacio´n de referencia SPN y el de
re-escalado. Este me´todo es bastate firme en cualquier tipo de v´ıdeo, pero tambie´n resulta
excesivamente dependiente de una gran cantidad de para´metros y umbrales dependientes
del contenido, lo cual requiere un ajuste emp´ırico extremadamente cuidadoso.
3.2.3. Deteccio´n de Doble Compresio´n
La recompresio´n o doble compresio´n es, una consecuencia inevitable de la falsificacio´n,
y su deteccio´n podr´ıa ayudar a detectar la presencia manipulaciones.
Los primeros pasos en esta direccio´n se pueden atribuir a los autores de [WF06]. Su
algoritmo se basaba en la suposicio´n simple de que cuando se manipulaba un video MPEG,
se produc´ıan dos compresiones: primero, cuando se creaba el video y, segundo, cuando se
volv´ıan a guardar despue´s de dicha alteracio´n. Tambie´n explotaron el hecho de que dentro
de un Grupo de Ima´genes (GOP), los frames muestran una gran correlacio´n entre ellos,
de manera que al agregar o eliminar un frame en un GOP aumenta el error de estimacio´n
de movimiento, lo que tambie´n da como resultado picos perio´dicos detectables.
En [WF09], los autores presentaron una te´cnica para detectar la cuantizacio´n doble, que
resulto´ de la recompresio´n de un video comprimido MPEG o de la combinacio´n de videos
de caracter´ısticas diferentes. La te´cnica podr´ıa detectar una manipulacio´n si los coeficientes
DCT de los frames del video se sometieron a doble compresio´n en cualquier punto. Los
resultados emp´ıricos indicaron que la tasa de deteccio´n fue altamente dependiente de la
relacio´n de la primera y la segunda escala de cuantificacio´n. Evidentemente, la te´cnica
fue efectiva siempre que el segundo factor de calidad de compresio´n fuera ma´s alto que el
primero.
En [SX10], las falsificaciones en videos codificados en MPEG-2 se detectaron mediante
el examen de la distribucio´n del coeficiente DCT. Este algoritmo se baso´ en la observacio´n
de que el histograma de coeficientes de DCT cuantificados de un video que hab´ıa
experimentado una doble compresio´n exhib´ıa un patro´n convexo. A diferencia de [WF09],
que depend´ıa en gran medida de las escalas de cuantificacio´n, los autores en este caso
sugirieron controlar la tasa de bits de salida, lo que hizo que este algoritmo se adaptara
a las necesidades de diferentes tipos de sistemas de codificacio´n de video pero no pudo
localizar la falsificacio´n en el video. Tampoco pudo funcionar bien para videos de ca´mara
lenta.
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El trabajo en [SNZ11] tambie´n se centro´ en la deteccio´n de alteraciones basadas en
frames al detectar la compresio´n doble en videos MPEG-2. En lugar de basar el proceso
de deteccio´n de agregacio´n/eliminacio´n de trama en las caracter´ısticas temporales, los
autores sugirieron utilizar las caracter´ısticas de frecuencia. Se observo´ que cuando se vuelve
a comprimir un video MPEG despue´s de agregar/eliminar el frame, se pierden algunos
componentes de alta frecuencia en los frames recomprimidos debido a la desincronizacio´n
de los GOP y la cuantificacio´n no lineal realizada en el proceso de codificacio´n. Estas
variaciones no solo ayudan a detectar la falsificacio´n sino tambie´n a localizarla.
Otra te´cnica de deteccio´n de falsificacio´n basada en doble compresio´n MPEG es la
propuesta en [SWJ12], donde las anormalidades en los patrones de coeficientes DCT
son tratadas como indicativo de insercio´n/eliminacio´n de frames. Los autores extrajeron
caracter´ısticas de los GOP, que luego son utilizados por una SVM para determinar la
velocidad de bits original del video doblemente comprimido dado, y se observa que el
rendimiento de deteccio´n de la te´cnica era relativamente inferior para los videos con
menor tasa de bits, porque una escala de cuantificacio´n mayor requiere un proceso de
cuantificacio´n ma´s robusto, que la te´cnica no estaba preparada para manejar.
En el mismo an˜o, se pre-planteo´ una te´cnica similar en [XSY12] aunque con una
novedad: su capacidad para detectar videos transcodificados, es decir, videos que hab´ıan
sido doblemente comprimidos utilizando dos esta´ndares de compresio´n diferentes. Los
autores observaron adema´s que despue´s de que un video MPEG-2 se transformara en
video MPEG-4, las trazas de compresio´n MEPG-2 anteriores, estos generan nuevas
periodicidades que se observaron claramente en los histogramas de los coeficientes DCT
reconstruidos. Los autores presentaron los resultados en forma de curvas de caracter´ısticas
operativas del receptor y declararon que se hab´ıan obtenido resultados perfectos en caso
de bajas tasas de bits. Estas curvas tambie´n demostraron que a medida que aumentaba
la velocidad de bits de salida objetivo, el rendimiento de deteccio´n disminu´ıa. Tambie´n
asumio´ que la transcodificacio´n siempre suger´ıa manipulacio´n.
Por otra parte, en [GFB+14] se propone detectar la codificacio´n doble incluso si el
conjunto de fotogramas principales hubiera sido eliminado. Este me´todo tiene la ventaja
adicional de poder ubicar efectivamente la falsificacio´n, adema´s de resultar adecuado
tambie´n para videos codificados H.264, a diferencia de [XSY12] que funcionaba solo para
videos MPEG. La metodolog´ıa modificada tambie´n fue capaz de estimar el nu´mero de
frames borrados.
Los autores en [WBI+14] declararon que las compresiones mu´ltiples eran un tema
poco explorado y que era arriesgado hacer suposiciones con respecto a la autenticidad
del contenido digital simplemente sobre la base de la presencia de doble compresio´n. Su
afirmacio´n fue respaldada por el simple hecho de que el contenido digital disponible en
Internet, generalmente, sufre ma´s de una compresio´n.
En [JWS+13] utilizan las estad´ısticas de Markov para detectar doble compresio´n. Se
basan en que la cuantizacio´n doble con diferentes para´metros inevitablemente introducira´
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errores de redondeo, dejando artefactos detectables. El proceso aleatorio de Markov podr´ıa
capturar dichos artefactos para la deteccio´n.
En [CJS+16] se basan en caracter´ısticas estad´ısticas de los macrobloques de los
P-frames. Proponen detectar la compresio´n doble de MPEG con el mismo QS. La
extraccio´n de caracter´ısticas se produce durante la compresio´n repetida del video en el
mismo factor de calidad.
En [JHS+18] analizan la degradacio´n que se produce durante una recompresio´n
encontrando que la variacio´n de las caracter´ısticas de un v´ıdeo tienden a estabilizarse
tras mu´ltiples recompresiones.
En [AB18] estudian los efectos de la recompresio´n en los fotogramas predictivos para
generar un vector de caracter´ısticas con el cual detectar doble compresio´n a nivel GOP.
Para un video ordinario (descargado de Internet o grabado con ciertos dispositivos
mo´viles), la presencia de signos de doble compresio´n puede no ser sospechosa pero tampoco
debe considerarse inocua. Si se supone que un v´ıdeo ha sido inalterado, la doble compresio´n
no deber´ıa aparecer en dicho v´ıdeo. Por otro lado, si un video dado muestra signos de doble
compresio´n, indicar´ıa la presencia de algu´n tipo de modificacio´n no autorizada.
Por lo tanto, la presencia de signos de doble compresio´n servir´ıa como primera, y
posiblemente, ma´s importante evidencia de alteracio´n en v´ıdeos.
Cap´ıtulo 4
Contribuciones
En este trabajo se implementa mediante dos me´todos de deteccio´n forense diferentes.
El primero de los me´todos desarrollados (explicado a continuacio´n) esta´ enfocado en la
deteccio´n de la existencia de la te´cnica de manipulacio´n empalme en ima´genes digitales
basado en ELA. El otro me´todo se centra en la deteccio´n de recompresiones en videos
digitales, evidenciando as´ı que el v´ıdeo en cuestio´n ha sido manipulado. Para cada uno
de estos me´todos, primero se explican ciertos conceptos generales, esenciales para la
compresio´n de los algoritmos desarrollados, y de esta manera, finalizar con la explicacio´n
detallada del algoritmo y su diagrama.
4.1. Deteccio´n de Empalme en Ima´genes
4.1.1. Conceptos Generales
Para comprender bien el algoritmo que se explica en este apartado, es importante
explicar previamente ciertos conceptos que contextualicen su utilizacio´n. Para la
comprensio´n del algoritmo basado en la te´cnica de ELA es necesaria la explicacio´n de
la te´cnica en s´ı, as´ı como las generalidades del formato JPEG y los modelos de color
Red-Green-Blue (RGB) y Hue-Saturation-Value (HSV).
4.1.1.1. El Formato JPEG
JPEG es el me´todo de compresio´n con pe´rdida ma´s utilizado en ima´genes digitales.
El grado de compresio´n es ajustable, es decir, existe una compensacio´n que puede variar
a voluntad del usuario entre la calidad de la imagen y el espacio de almacenamiento que
ocupa [Sny09].
La Transformada Discreta del Coseno
DCT es una variacio´n de la transformada discreta de Fourier, donde la imagen se
descompone en sumas de cosenos, pero utilizando u´nicamente nu´meros reales.
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DCT es utilizada por el algoritmo de compresio´n JPEG por su gran capacidad
de compactar la informacio´n en un nu´mero reducido de coeficientes y por ser
independiente del nu´mero de datos de entrada que recibe, garantizando as´ı una
mayor eficiencia al trabajar con ima´genes de grandes dimensiones. La compresio´n de
ima´genes se lleva a cabo descartando las partes imperceptibles para el ojo humano.
Este proceso usa los coeficientes DCT para diferenciar que puntos de la imagen
presentan caracter´ısticas diferentes al resto o cuales son similares, por lo que es muy
usado en la deteccio´n de manipulaciones en ima´genes: trabajar con DCT en el canal
de crominancia va a permitir obtener los coeficientes que indicara´n puntos de la
imagen que sobresalen del resto pero que a simple vista no son perceptibles.
El me´todo de compresio´n JPEG generalmente tiene pe´rdidas, lo que significa que se
pierde parte de la informacio´n de la imagen original y no se puede restaurar, lo que
posiblemente afecte la calidad de la imagen. Las pe´rdidas son acumulativas, es decir,
frente a recompresiones la imagen se degrada au´n ma´s. Tambie´n hay un modo opcional
sin pe´rdidas definido en el esta´ndar JPEG, sin embargo, este modo no es ampliamente
compatible con la totalidad productos existentes del mercado.
4.1.1.2. Modelos de Color
Un modelo de color es un modelo matema´tico abstracto que proporciona un me´todo
para definir colores mediante componentes de color especificos. En otras palabras, un
modelo de color establece el conjunto de colores primarios a partir de los que, mediante
mezclas se pueden obtener otros colores hasta cubrir todo el espectro visible [elab]. En la
Figura 4.1 se observan los modelos de color RGB y HSV.
El Modelo RGB:
Utiliza los componentes rojo (R, del ingle´s Red”), verde (G, del ingle´s ”Green”)
y azul (B, del ingle´s ”Blue”) para definir el grado de intensidad de cada uno de
ellos en la representacio´n de un color determinado. Cada una de estas componentes
puede tener un valor comprendido entre el 0 y el 255. Este es lo que podemos llamar
un modelo de color aditivo, es decir, el color se produce con la suma de las tres
intensidades. El 0 indica ausencia de luz, es decir, el ojo percibe el negro. Por el
contrario, con el 255 se percibe el blanco.
El Modelo HSV:
Utiliza el matiz (H, del ingle´s ”Hue”), la saturacio´n (S, del ingle´s ”Saturation”)
y el brillo o valor (V, del ingle´s ”Value”) para definir colores. Es un sistema de
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coordenadas cilindricas. As´ı el matiz expresa el color primario y se representa como
el valor del a´ngulo de la circunferencia del cilindro, que puede tomar valores desde 0
a 360: el color rojo corresponde a 0o, el verde a 120o y el azul a 240o. La saturacio´n
tomara´ valores comprendidos entre 0 y 100 debido a que es el porcentaje de distancia
al eje y ofrece diferentes valores que van desde el color propiamente seleccionado hasta
el blanco. Por u´ltimo, el brillo o valor corresponde con el porcentaje de altura en el
eje blanco-negro: De esta manera, 0 corresponde al valor negro y 100, el blanco o el
color con el nivel de saturacio´n seleccionado.
(a) RGB (b) HSV
Figura 4.1: Modelos de Color
4.1.1.3. La te´cnica ELA
La te´cnica ELA se centra en la identificacio´n de a´reas con diferente nivel de compresio´n
dentro de una misma imagen. Una imagen comprimida en formato JPEG debe tener
aproximadamente el mismo nivel en todo su contenido. Si existe alguna zona con un
nivel de error significativamente diferente, entonces, tiene una alta probablidad de que ha
existido una manipulacio´n digital sobre ella.
Existen en este sentido, varios formatos de imagen diferentes:
Formatos sin pe´rdida: Los formatos sin pe´rdida conservan la informacio´n de
color de p´ıxeles exacta, es decir, si la imagen sufre recompresiones los pixeles de
nuevo tendra´n el mismo valor, incluso si se produce una conversio´n a otro formato
sin pe´rdida. Por este motivo, estos formatos no son los adecuados para explotar
este algoritmo. Los formatos sin pe´rdida principales son Portable Network Graphics
(PNG) y Mapa de Bits (BMP).
Formatos con pe´rdida: Los formatos con pe´rdida no garantizan que los colores
permanezcan iguales. JPEG es un formato con pe´rdida, por ejemplo. Cuando se
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comprime en este formato hay que establecer un nivel de calidad, el cual ajusta la
cantidad de compresio´n que se aplica, es decir, la cantidad de informacio´n de color
que se pierde. Por este motivo, guardar una imagen con JPEG hace que sus colores
cambien ligera o imperceptiblemente dado que visualmente la imagen sera´ igual, pero
el valor de los p´ıxeles habra´ cambiado. Cuando la imagen se guarda por primera vez
con JPEG se produce una gran cantidad de pe´rdida de color, sin embargo, para
las siguientes recompresiones provocan una degradacio´n de color significativamente
menor.
Podr´ıa decirse que ELA resalta las a´reas de la imagen ma´s propensas a degradar sus colores
en las pro´ximas recompresiones debido a que las zonas editadas tienen un mayor potencial
de degradacio´n en comparacio´n con el resto de la imagen. Concretamente, el algoritmo
JPEG opera en una matriz de 8x8 p´ıxeles, y cada cuadrado de 8x8 se comprime de forma
independiente. Si la imagen no se modifica por completo, todos los cuadrados de 8x8
deber´ıan tener potenciales de error similares, o lo que es lo mismo, que al recomprimirse
cada cuadrado se degradara´ aproximadamente a la misma velocidad. ELA recomprime la
imagen en un nivel de calidad JPEG espec´ıfico. Este reguardado, por tanto, introduce una
cantidad conocida de error en toda la imagen que se compara con la imagen original. Si
se modifica la imagen, cada cuadrado de 8x8 afectado deber´ıa tener un potencial de error
mayor que el resto de la imagen, por lo que las a´reas modificadas aparecera´n con un mayor
nivel de error potencial.
A parte de conocer en que esta´ basada e´sta te´cnica es importante saber co´mo
interpretar el resultado. Principalmente podemos fijarnos en [elac]:
Bordes: Si la imagen ha sido modificada, en el resultado ELA deben verse todos los
bordes de alto contraste con brillos similares entre s´ı, lo mismo ocurre para todos
los bordes de bajo contraste. En cambio, en una imagen original, los bordes de bajo
contraste deber´ıan ser casi tan brillantes como los bordes de alto contraste.
Texturas: Las texturas similares deben tener una coloracio´n similar en ELA. Las
a´reas con ma´s detalles, como un primer plano, probablemente tendra´n un resultado
de ELA ma´s resaltado que una superficie lisa.
Superficies: Independientemente del color real de la superficie, todas las superficies
planas deben tener aproximadamente la misma coloracio´n en ELA.
Calidad: Al volver a guardar un archivo JPEG se eliminan las altas frecuencias
y se obtienen menos diferencias entre los bordes, texturas y superficies de alto
contraste. Una imagen JPEG de muy baja calidad aparecera´ muy oscura. De la
misma manera, escalar una imagen ma´s pequen˜a puede aumentar los bordes de alto
contraste, hacie´ndolos ma´s brillantes bajo ELA. Del mismo modo, al guardar un
archivo JPEG con un producto de Adobe (Photoshop) los bordes y las texturas de
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alto contraste se agudizara´n automa´ticamente, lo que los hara´ parecer mucho ma´s
brillantes que las superficies de baja textura.
Para obtener resultados o´ptimos con esta te´cnica es recomendable utilizar la imagen
del punto de origen, ya que es la de mejor calidad, y es que si se utiliza una imagen que
provenga de Internet es probable que esta ya haya sido comprimida.
Como otro ejemplo, debemos destacar los archivos PNG, un formato de archivo sin
pe´rdida. Si una imagen es un PNG original, ELA deber´ıa producir valores muy brillantes
para bordes y texturas. Sin embargo, si ELA genera resultados de´biles, entonces el
archivo PNG probablemente se creo´ a partir de un archivo JPEG. En resumen, la te´cnica
Error Level Analysis (ELA) consiste en realizar un guardado intencionado de la imagen
comprimie´ndolo en una tasa de error JPEG conocida, con el fin de resaltar aquellas celdas
de la imagen que han sido manipuladas mediante el ca´lculo de la diferencia entre e´sta y la
original [elaa]. En las Figuras 4.2, 4.4 y 4.4 se muestran ejemplos de la aplicacio´n de esta
te´cnica.
(a) Una Imagen Manipulada con empalme (b) Resultado ELA de (a)
Figura 4.2: Ejemplo 1 de aplicacio´n de la te´cnica ELA.
(a) Una Imagen Manipulada con empalme (b) Resultado ELA de (a)
Figura 4.3: Ejemplo 2 de aplicacio´n de la te´cnica ELA.
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(a) Imagen Original (b) Resultado ELA de (a)
(c) Imagen (a) Manipulada con
empalme
(d) Resultado ELA de (c)
Figura 4.4: Ejemplo 3 de aplicacio´n de la te´cnica ELA.
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4.1.2. Algoritmo de Deteccio´n de empalme Basado en la Te´cnica ELA
Este algoritmo tiene el objetivo de detectar las zonas de la imagen que no pertenecen
al contenido original. Esta´ desarrollado en Python 2.7, utiliza librerias especializadas en
proceso de ima´genes como OpenCV y PIL. La entrada y salida del programa es una
imagen.
Segu´n la te´cnica ELA explicada en el punto anterior, una imagen JPEG original deber´ıa
tener el mismo nivel de compresio´n a lo largo de todo su contenido. Cuando la imagen
contiene una regio´n que no pertenece a su contenido original los bordes y texturas de dicha
zona quedara´n resaltados del resto. Adema´s, teniendo en cuenta que la compresio´n JPEG
es ajustable podemos saber el nivel de compresio´n del contenido de la imagen.
Entrada: Imagen o directorio de ima´genes a analizar y el nivel de compresio´n JPEG.
Salida: Imagen con la regio´n que no pertenece al contenido original resaltada.
El algoritmo necesita dos entradas. La primera entrada al programa es un directorio
que contenga una o varias ima´genes JPEG. Para unos resultados o´ptimos ser´ıa deseable
que estas ima´genes tuvieran la ma´xima resolucio´n posible y un nu´mero entero entre 0 y 100
que representa el nivel de compresio´n JPEG que queremos utilizar. Lo ma´s recomendable
es entre 85 y 95.
Por cada imagen se lanza un thread que se encargara´ de tratar dicha imagen y generar
su salida. El primer paso para analizar la imagen es recomprimirla en formato JPEG con
el nivel de calidad declarado como para´metro de entrada.
Una vez se tiene la imagen de entrada y su recompresio´n, se debe obtener la diferencia
pixel a pixel y en valor absoluto entre ambas ima´genes.
Con este resultado se puede identificar que zona de p´ıxeles han sufrido un mayor cambio
al aplicar el nivel de compresio´n recuperando los valores ma´ximos y mı´nimos obtenidos.
Los valores de los p´ıxeles que componen la imagen de salida del programa se calculan
en funcio´n de los valores ma´ximos y mı´nimos calculados previamente. Para ello, se escalan
en base al valor 255.0 (RGB) y se potencia el brillo de cada uno.
Finalmente, se aplica una ma´scara sobre la imagen generada para resaltar todas las
zonas que han quedado con tonos azules y rojos con ma´s brillo que el resto del contenido.
Como la ma´scara cubre las zonas menos brillantes se convierte la imagen RGB al modelo
de color HSV. El objetivo de esta conversio´n es porque trabajar con valores HSV facilita la
tarea de aislar colores. En la representacio´n HSV del color, el tono determina el color que
desea, la saturacio´n determina que´ tan intenso es el color y el valor determina la claridad
de la imagen. Para aislar los colores, se deben aplicar ma´scaras mu´ltiples. Una ma´scara
de umbral bajo y una ma´scara de umbral alto para matiz, saturacio´n y valor. Cualquier
p´ıxel dentro de estos umbrales se establecera´ en 1 y los p´ıxeles restantes sera´n cero. Estos
umbrales son cofigurables a nivel de co´digo. La conversio´n de RGB a HSV se rige por las
siguientes fo´rmulas:
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R′ = R255.0 , G
′ = G255.0 , B
′ = B255.0
Cmax = max(R′, G′, B′), Cmin = min(R′, G′, B′)
δ = Cmax − Cmin
H =

60 ◦ G′−B′δ mod6 Cmax = R′
60 ◦ B′−R′δ + 2 Cmax = G′
60 ◦ R′−G′δ + 4 Cmax = B′
(4.2)
S =
0 Cmax = 0δ
Cmax
Cmax 6= 0
(4.3)
V = Cmax
Una vez se ha aplicado la ma´scara, la imagen de salida del programa queda con las
zonas afectadas por empalme marcadas de un color blanco que resalta sobre el resto del
contenido debido a que, o es una zona de color negro, o son zonas con p´ıxeles de color
blanco pero esta´n aislados.
La imagen queda guardada en el directorio de salida para que el investigador pueda
comprobar esas zonas que ma´s resaltan y compararlas con la imagen de entrada para
verificar si esa zona pertenece o no al contenido original.
El Diagrama de este algoritmo se encuentra en la Figura 4.5.
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Figura 4.5: Diagrama del Algoritmo de Deteccio´n de empalme.
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4.2. Deteccio´n de Doble Compresio´n en Vı´deos
4.2.1. Conceptos Generales
Para una correcta comprensio´n de la explicacio´n del algoritmo de deteccio´n de doble
compresio´n primero es importante conocer las caracter´ısticas del formato de v´ıdeo H.264
y de las herramientas FFMPEG y LIBSVM, utilizadas ambas por dicho algoritmo.
4.2.1.1. El Formato H.264/MPEG4
Este esta´ndar de codificacio´n fue desarrollado con el objetivo de mejorar la calidad
de la imagen, mejorar la eficiencia de codificacio´n y mejorar la robustez de errores en
comparacio´n con normas anteriores como MPEG-2, H.263, etc...
El disen˜o de codificacio´n de este esta´ndar esta´ basado en bloques, es decir, cada
frame codificado se representa como una unidad de bloques llamados macrobloques. El
algoritmo de codificacio´n es el conjunto que se forma al predecir frames por medio de
esos macrobloques para explotar dependencias estad´ısticas temporales, y al transformar
la prediccio´n residual para explotar las dependencias estad´ısticas espaciales.
Algunas de las caracter´ısticas ma´s destacadas del disen˜o, y que adema´s permiten una
mayor eficacia de codificacio´n, incluyen las siguientes mejoras en la capacidad para predecir
los valores del contenido del frame que se va a codificar:
Por una parte, el taman˜o de bloque de compensacio´n de movimiento variable: Este
esta´ndar admite ma´s felixibilidad en la seleccio´n de taman˜os y formas de los bloques,
con un taman˜o de bloque mı´nimo de 4:4.
Por otra, una referencia mu´ltiple para la compensacio´n de movimiento de un frame:
Los frames con codificacio´n predictiva, llamados P-frames, en esta´ndares anteriores
usan so´lo el frame previo para predecir los valores del frame entrante. Este modelo
extiende la codificacio´n eficiente al permitir que un codificador seleccione, para fines
de compensacio´n de movimiento, entre un mayor nu´mero de frames que se han
decodificado y almacenado en el decodificador.
El ojo humano percibe el contenido de una escena en te´rminos de informacio´n de
brillo y color por separado, y con mayor sensibilidad a la de brillo que la de color. El
formato H.264 separa una representacio´n de color en tres componentes llamados Y, Cb y
Cr. El componente ”Yrepresenta el brillo, mientras que los dos componentes de color
C¸b 2C¸rrepresentan la medida en la que el color se desv´ıa del gris hacia azul y rojo,
respectivamente. Debido a que el sistema visual humano es ma´s sensible al brillo que
al color, H.264 utiliza una estructura de muestreo en la que el componente croma´tico tiene
un cuarto del nu´mero de muestras que el componente lumina´mico.
Cada frame se divide en macrobloques de taman˜o fijo que cubren un a´rea recta´ngular
de 16:16 muestras de la componente de brillo y 8:8 muestras de cada uno de los dos
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componentes de color. Los macrobloques son los componentes ba´sicos para el que se
especifica el proceso de decodificacio´n. Todas las muestras de luminancia y croma de
un macrobloque se predicen espacial y temporalmente. La sen˜al de video de entrada se
divide en macrobloques, cuya asociacio´n se realiza en base a los tipos de frames a los que
pertenecen, y luego se procesa cada macrobloque de cada tipo. Es posible un procesamiento
en paralelo eficiente. [WSBL03]
En la compresion .H264 se puede seleccionar la prediccio´n de los macrobloques de
manera individual, en lugar de ser los mismos para todo el frame, de la siguiente manera:
(ver Figura 4.6 ).
Frames - I: Todos los macrobloques del frame son codificados usando
intra-prediccio´n, es decir, no utiliza la informacio´n codificada de otros frames.
Frames - P: Ademas de la codificacio´n de intra-prediccio´n. Tambie´n se pueden
codificar usando inter-prediccio´n con como ma´ximo una sen˜al de prediccio´n de
compensacio´n de movimiento por bloque de prediccio´n, es decir, su informacio´n
proviene del frame previo.
Frames - B: Adema´s de los tipos de codificacio´n disponibles en un frame P, algunos
macrobloques del frame B tambie´n se pueden codificar utilizando la inter-prediccio´n
con dos sen˜ales de prediccio´n de coimpensacio´n de movimiento por bloque de
prediccio´n, es decir, su informacio´n proviene del frame previo y del siguiente.
Figura 4.6: Secuencia de prediccio´n de frame.
La Prediccio´n entre frames P: La sen˜al de prediccio´n para cada macrobloque de
NxM codificado predictivamente se obtiene desplazando un a´rea de la imagen de referencia
correspondiente, que se especifica mediante un vector de movimiento de traslacio´n y un
ı´ndice de referencia de imagen. Los componentes del vector de movimiento se codifican
de forma diferencial usando prediccio´n mediana o direccional de bloques vecinos. Ninguna
prediccio´n del componente del vector de movimiento (o cualquier otra forma de prediccio´n)
tiene lugar a lo largo de los l´ımites del frame. En la Figura 4.7 se muestra un ejemplo de
co´mo actu´a el vector de movimiento en la prediccio´n. [WSBL03]
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Figura 4.7: Secuencia de prediccio´n de frame.
4.2.1.2. La Herramienta FFMPEG
FFMPEG es una plataforma de software libre multimedia capaz de decodificar,
codificar, transcodificar, transmitir, filtrar y reproducir la mayor´ıa de formatos de audio y
v´ıdeo. Esta´ desarrollado en GNU/Linux pero tambie´n compila y ejecuta en la mayor´ıa
de sistemas operativos, entornos de desarrollo, arquitecturas y configuraciones. Tiene
una licencia GNU LGPL, la cual garantiza una cierta libertad a la hora de compartir y
modificar el software, asegurando que el software es libre para todos sus usuarios. [FFMb]
Componentes:
ffmpeg: L´ınea de comandos para realizar cualquiera de las operaciones posibles.
ffserver: Servidor de streaming multimedia de emisiones en directo.
ffplay: Reproductor multimedia.
libavcodec: Biblioteca que contiene todos los co´decs de FFmpeg.
libavformat: Biblioteca que contiene los multiplexadores/demultiplexadores para
los archivos contenedores multimedia.
libavutil: Biblioteca de apoyo que contiene todas las rutinas comunes.
libpostproc:Biblioteca de funciones de postproceso de v´ıdeo.
libswscale: Biblioteca de escalado de v´ıdeo.
Es posible utilizar FFMPEG para analizar los macrobloques y vectores de movimiento
de cualquier archivo de v´ıdeo MP4. En la Figura 4.8 se puede ver un ejemplo de un frame
con los vectores de movimiento analizados impresos en forma de flechas. [FFMa]
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Figura 4.8: Ana´lisis de los vectores de movimiento.
4.2.1.3. La Ma´quina de Soporte Vectorial
Las SVM son te´cnicas supervisadas de aprendizaje automa´tico, muy u´tiles para la
resolucio´n de problemas de reconocimiento de patrones y para el ana´lisis de regresio´n.
A partir de un conjunto de muestras la SVM construye un modelo que se utiliza para
predecir la clase a la que pertenece una nueva muestra. El objetivo de la SVM es encontrar
el mejor hiperplano que divida los datos de todas las muestras del entrenamiento en dos o
ma´s clases bien diferenciadas, es decir, determinar el hiperplano con la ma´xima distancia
con el punto de cada clase que esta ma´s cercano a e´ste.
En la Figura 4.9 el hiperplano H2 ser´ıa o´ptimo.
Figura 4.9: Muestras e hiperplanos.
No obstante, cuando se utiliza SVM surgen dos problema´ticas:
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• Los universos que se estudian utilizan ma´s de dos dimensiones y no tienen una
representacio´n lineal. Este problema se soluciona con la representacion por funciones
kernel, que proyectan la informacio´n a un espacio de caracter´ısticas multidimensional
mediante un mapeo no lineal.
• Seleccionar los para´metros apropiados del kernel. Hay dos para´metros en la funcio´n
Funcio´n de Base Radial (RBF) del kernel (C y γ). Para encontrar los mejores
para´metros de clasificacio´n de prueba y entrenamiento se utiliza el me´todo de
optimizacio´n de para´metros. .
.
4.2.2. Algoritmo de Deteccio´n de Doble Compresio´n en Vı´deos
Este algoritmo se utilizara´ con el fin forense de determinar si un v´ıdeo ha sufrido ma´s
de una compresio´n, evidencia primera de que ese v´ıdeo haya podido sufrir cualquier tipo
de manipulacio´n.
La deteccio´n de recompresiones esta´ basada en el estudio de las caracter´ısticas
estad´ısticas del MBM [CJS+16].
El MBM es una caracter´ıstica que consta del tipo de macrobloque y vector de
movimiento. Para extraer esta caracter´ıstica, un v´ıdeo es recomprimido repetidamente
en la misma escala de calidad para luego calcular el nu´mero de MBM diferentes entre dos
compresiones secuenciales. Finalmente, estas estad´ısticas extra´ıdas son utilizadas por la
SVM para determinar si el v´ıdeo es original o si ha sido recomprimido.
Este me´todo viene inspirado de la convergencia de los coeficientes JPEG cuando se
recomprime una imagen. Ambos me´todos para cada recompresio´n var´ıan en la forma de
la Figura 4.10.
Figura 4.10: Nu´mero de MBM diferentes entre recompresiones.
A parte de los 3 tipos de frames (I, P, B) que tiene el esta´ndar MPEG4, tambie´n
existen 3 tipos de macrobloques:
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I-MB: Macrobloques con intra-codificacio´n.
P-MB: Macrobloques con inter-codificacio´n.
S-MB: Macrobloques saltados.
Un MBM esta´ compuesto de las dos propiedades de la siguiente manera:
[MBM(M) = Mtype,Mmv]
Mtype ∈ {I −MB,P −MB,S −MB}
Mmv = {(u, v)|u, vcZ}

M es el macrobloque, MTY PE el tipo del macrobloque M, y M-MV el vector de
movimiento del macrobloque M.
Dos macrobloques se consideran que tienen el mismo MBM si y so´lo si tienen el mismo
M-TYPE y M-MV. Hay que tener en cuenta que cuando el M-TYPE es un I-MB su vector
de movimiento es {0,0}, es decir, so´lo es necesario evaluar los MBM diferentes de los
P-frames y por tanto so´lo hay que comparar el Vector de Movimiento (VM).
Para una secuencia de compresiones sobre un v´ıdeo, si el macrobloque del mismo frame
y misma posicio´n de la compresio´n (n) y de la compresio´n (n + 1) tienen la caracter´ıstica
MBM igual, se considera que ese macrobloque es estable. De otro modo se considera
inestable. Ver Figura 4.11.
Figura 4.11: MBM estable.
A continuacio´n se explica ma´s detalladamente el algoritmo:
Entrada: Vı´deo o Vı´deos en formato H.264-MP4
Salida: Vector de caracter´ısticas extra´ıdas de los v´ıdeos
Para un v´ıdeo dado, este algoritmo devuelve un vector de caracter´ısticas. En este caso
el algoritmo se ha desarrollado para extraer tres caracter´ısticas con el objetivo de que
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la SVM las pueda clasificar hasta la triple compresio´n. Tambie´n es posible extraer so´lo
dos y as´ı discernir so´lo entre v´ıdeos originales y doblemente comprimidos, o incluso, para
detectar ma´s alla´ de la triple compresio´n, aunque, a partir de e´sta, el rate de confianza de
la ma´quina de soporte verctorial es demasiado bajo.
Vector de caracter´ısticas:
Nu´mero promedio de macrobloques inestables por P-frame encontrados entre el v´ıdeo
de entrada y su recompresio´n.
Nu´mero promedio de macrobloques inestables por P-frame encontrados entre el v´ıdeo
recomprimido y su re-recompresio´n.
Nu´mero promedio de macrobloques inestables por P-frame encontrados entre el v´ıdeo
de re-recomprimido y su re-re-recompresio´n.
En primer lugar, se evalua el MBM de los macrobloques. Para ello, con apoyo de
la herramienta FFMPEG, se extraen los VM de los P-frames. Es importante tener en
cuenta que para poder extraer informacio´n el v´ıdeo debe estar primero en un formato
crudo (.YUV). Estos vectores de movimiento contienen la informacio´n del frame al que
pertenecen, la posicio´n del macrobloque y la posicio´n del eje X, Y de origen y destino
del vector. Todos los vectores son almacenados en un archivo de texto para su posterior
procesamiento.
Una vez realizado el proceso de extraccio´n de VM, se debe recomprimir el v´ıdeo de
entrada con el formato H264-MP4. Esta recompresio´n tiene que tener la misma escala
de calidad que el original, es decir la recompresio´n se realiza utilizando las mismas
caracter´ısticas del v´ıdeo de entrada (qs, ancho, alto, rate, etc).
El v´ıdeo recomprimido es almacenado para volver a ejecutar los pasos anteriores:
Extraccio´n de vectores de movimiento y, a partir de ah´ı, una nueva recompresio´n.
Estas acciones pueden realizarse el nu´mero de veces que se quiera segu´n el nivel de
precisio´n de deteccio´n que se pretenda alcanzar. Para este caso se han realizado hasta
tres recompresiones.
Cuando se alcance el nu´mero de recompresiones indicado, se va a disponer de tres
archivos de texto que contienen los vectores de movimiento del video de entrada y de
sus recompresiones posteriores. Con toda esta informacio´n se puede proceder a calcular el
nu´mero promedio de macrobloques inestables por P-frame (C).
La siguiente fo´rmula muestra co´mo se realiza ese ca´lculo:
Cn =
1
N
∑
i,x,y
I(Mn(i, x, y),Mn+1(i, x, y))
N es el nu´mero total de P-frames y M muestra el macrbloque de la recompresio´n
ene´sima localizado en (x, y) del P-frame ie´simo.
I se define como:
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1→MBM(M1) 6= MBM(M2)
0→MBM(M1) = MBM(M2)
 I(M1,M2)
Para realizar el ca´lculo de M(i,x,y), los vectores de movimiento contenidos en los
ficheros de texto son tratados en forma de matrices NxM do´nde N es VM y M el P-frame
al que pertenece con el fin de facilitar la tarea de la comparacio´n.
Una vez encontrado I, es decir, el nu´mero de MBM diferentes de los ficheros de texto
correspondientes a la compresio´n (n) y a la compresio´n (n + 1), se divide entre el nu´mero
de P-frames.
El resultado se almacena en la posicio´n (n) del vector de caracter´ısticas del v´ıdeo en
cuestio´n.
Cuando el vector de caracter´ısticas esta´ completo se formatea para que la ma´quina de
soporte vectorial lo pueda utilizar para realizar las tareas de clasificacio´n.
El Diagrama de este algoritmo se encuentra en la Figura 4.12.
42 Cap´ıtulo 4. Contribuciones
Figura 4.12: Diagrama del Algoritmo de Deteccio´n de Doble Compresio´n.
Cap´ıtulo 5
Experimentos y Resultados
Este cap´ıtulo tiene por objetivo describir los experimentos que se han llevado a cabo
para evaluar la eficacia de los algoritmos desarrollados y los resultados obtenidos. El
cap´ıtulo esta´ dividido en dos secciones: Una dedicada al algoritmo de deteccio´n de empalme
en ima´genes, y la otra enfocada en el algoritmo de deteccio´n de recompresiones en v´ıdeos.
En cada una de estas secciones se va presentar la configuracio´n del experimento realizado
y su resultado obtenido.
En todos los experimentos realizados se ha utilizado Python como lenguaje de
programacio´n, debido a su gran flexibilidad para poder realizar el ana´lisis de datos y
su alta velocidad a la hora de gestionar tanto la entrada como la salida.
5.1. Evaluacio´n del Algoritmo de Deteccio´n de Empalme en
Ima´genes
5.1.1. Configuracio´n del Experimento
Para la evaluacio´n de este algoritmo se ha hecho uso del dataset pu´blico CASIA
v1.0([?]). Este dataset contiene ima´genes manipuladas mediante operaciones de recorte
y pegado utilizando Adobe Photoshop CS3 versio´n 10.0.1 en Windows XP. Las regiones
empalmadas son de la misma imagen aute´ntica (copia-pega) o de otra imagen (empalme).
Es por ello que en este experimento so´lo van a participar aquellas ima´genes del dataset que
contengan la regio´n empalmada procedente de una imagen diferente, ya que el algoritmo
esta´ disen˜ado para la deteccio´n empalme. Tambie´n se ha generado un dataset especifico
para este experimento con ima´genes empalmadas manualmente de una alta resolucio´n. La
Tabla 5.1 muestra un resumen de las caracter´ısticas del dataset utilizado en el experimento.
Las caracter´ısticas del equipo con el que se han realizado los experimentos se presentan
en la Tabla 5.2. Es un factor importante a tener en cuenta ya que los tiempos de ejecucio´n
de las diferentes pruebas var´ıan segu´n los recursos computaciones disponibles.
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Tabla 5.1: Caracter´ısticas del Dataset utilizado
Datasets Formato Resolucio´n Nu´mero de Ima´genes
CASIA v1.0 [?] JPEG 384x256 921 (empalme: 451)
Propio [?] JPEG 1080x1920 30
Tabla 5.2: Caracter´ısticas del equipo de experimentacio´n
Recursos Caracter´ısticas
Sistema operativo Ubuntu 18.04
Memoria 4 GB
Procesador Intel R© CoreTM 2 Quad CPU Q8200 @ 2.33GHz x 4
Gra´ficos NV96
Tipo de SO 64 bits
Disco 100 GB
5.1.2. Experimento
Este experimento esta´ basado en la comprobacio´n de las ima´genes resultado de aplicar
el algoritmo de deteccio´n de empalme en ima´genes digitales. Este algortimo ha sido
aplicado sobre las ima´genes empalme del dataset CASIA v1.0 para su posterior revisio´n.
Tambie´n se ha utilizado un pequen˜o dataset propio con ima´genes tomadas por IPHONE
a las que se les ha aplicado empalme manualmente. La revisio´n consiste en comparar a
simple vista si las regiones que ma´s resaltan en la imagen resultado son las regiones que
han sufrido el empalme.
En la Figura 5.1 se muestra un ejemplo positivo y en la Figura 5.2 se muestra uno
negativo.
En la tabla 5.3 se muestran los resultados obtenidos.
Tabla 5.3: Deteccio´n de positivos tras aplicar el algoritmo
Datasets Nu´mero de Ima´genes Positivos Rendimiento
CASIA v1.0 451 248 / 55 % 00:00:25s
Propio 30 22 / 73.3 % 00:02:10s
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(a) (b)
Figura 5.1: Ejemplo positivo: La zona de color blanco que ma´s resalta en (b) corresponde
con la regio´n pegada en (a). El resto de pixeles blancos al estar aislados no se deben tener
en cuenta.
5.2. Evaluacio´n del Algoritmo de Deteccio´n de
Recompresiones en Vı´deos
5.2.1. Configuracio´n del Experimento
Para evaluar este algoritmo se ha utilizado el dataset del grupo de trabajo de este
TFG. El dataset contiene v´ıdeos digitales procedentes de distintos modelos de dispositivos
mo´viles con taman˜os de resolucio´n diferentes. Se han seleccionado v´ıdeos en formato
.MP4 con la resoluciones ma´s comunes en estos momentos: 720x480, 720x1280, 1920x1080
y 3840x2160 (4K). La mayor parte de los v´ıdeos seleccionados se han utilizado para
el entrenamiento de la ma´quina de soporte vectorial con el fin de tener una base de
conocimiento ma´s amplia. El resto se han utilizado para el testing.
La Tabla 5.4 muestra un resumen de las caracter´ısticas del dataset utilizado para el
entrenamiento y la Tabla 5.5 muestra el empleado para el testing.
Tabla 5.4: Caracter´ısticas del Dataset utilizado para el Entrenamiento
Resolucio´n Formato Nu´mero de Vı´deos
720x480 MP4 20
720x1280 MP4 36
1920x1080 MP4 36
4K MP4 16
Las caracter´ısticas del equipo en el cual se han realizado los experimentos se presentan
en la Tabla 5.6. Es un factor importante a tener en cuenta ya que los tiempos de ejecucio´n
de las diferentes pruebas var´ıan segu´n los recursos computaciones disponibles.
Para la realizacio´n de los experimentos se ha utilizado un componente llamado
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(a) (b)
Figura 5.2: Ejemplo negativo: Las zonas de p´ıxels de color blanco en (b) no dejan distinguir
de manera clara cual ha sido la zona pegada en (a).
Tabla 5.5: Caracter´ısticas del Dataset utilizado para el Testing
Resolucio´n Formato Nu´mero de Vı´deos
720x480 MP4 10
720x1280 MP4 20
1920x1080 MP4 20
4K MP4 9
MPEGflow [MPE] bajo licencia Massachusetts Institute of Technology (MIT) que so´lo
depende de FFMPEG. Esta herramienta se apoya en FFMPEG para facilitar las tareas
de extraccio´n de los vectores de movimiento de los frames de un v´ıdeo y volcarlos en un
fichero de texto.
Tambie´n se ha utilizado el mo´dulo LIBSVM, un software integrado que desempen˜a las
funciones de una ma´quina de soporte vectorial, (C-SVC, nu-SVC), regresio´n (epsilon-SVR,
nu-SVR) y estimacio´n de distribucio´n (SVM de una clase). Es compatible con la
clasificacio´n de clases mu´ltiples.
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Tabla 5.6: Caracter´ısticas del equipo de experimentacio´n
Recursos Caracter´ısticas
Sistema operativo Ubuntu 18.04
Memoria 4 GB
Procesador Intel R© CoreTM 2 Quad CPU Q8200 @ 2.33GHz x 4
Gra´ficos NV96
Tipo de SO 64 bits
Disco 100 GB
5.2.2. Experimento
A lo largo de esta seccio´n se muestran todos los experimentos que realizados para
evaluar la efectividad de los algoritmos de identificacio´n de manipulaciones basados en
entrenamiento.
Este experimento pretende comprobar la variacio´n de la precisio´n al aplicar el algoritmo
sobre distintas resoluciones. Se estudia la capacidad de detectar si el v´ıdeo es original, ha
sido doblemente comprimdo o triplemente comprimido.
En primer lugar, hay que crear la base de conocimiento en la ma´quina de soporte
vectorial, para lo cual los v´ıdeos seleccionados para el entrenamiento del dataset de cada
resolucio´n se utilizan como entrada al algoritmo de deteccio´n de recompresiones.
Una vez entrenada la ma´quina con los ficheros de caracter´ısticas generados por el
algoritmo, se puede comenzar el testing.
Este testing consiste en extraer las caracter´ısticas de los v´ıdeos a testear para que la
ma´quina, una vez entrenada, los clasifique en funcio´n de sus recompresiones.
As´ı, se han realizado dos experimentos: para el primero de ellos, el algoritmo extrae
so´lo dos caracter´ısticas de los v´ıdeos. La ma´quina de soporte vectorial dispondra´ de las
dos clases para discernir si el v´ıdeo es original o ha sido recomprimido.
En el segundo experimento se extrae una caracter´ıstica ma´s con el objetivo de poder
determinar si ha sido recomprimido ma´s de una vez, y en tal caso, cuantas veces (1 o 2).
Para cada uno de estos experimentos se han tomado los vectores de caracter´ısticas
escalados y sin escalar.
Los resultados de los experimentos para dos clases se encuentran en las tablas:
Tabla 5.7: Muestra el porcentaje de confianza resultado del entrenamiento de la
ma´quina de soporte vectorial para vectores de caracter´ısticas escalados.
Tabla 5.8: Resultados obtenidos del testing con vectores de caracter´ısticas escalados.
Tabla 5.9: Muestra el porcentaje de confianza resultado del entrenamiento de la
ma´quina de soporte vectorial para vectores de caracter´ısticas sin escalar.
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Tabla 5.10: Resultados obtenidos del testing con vectores de caracter´ısticas sin
escalar.
Tabla 5.11: Resultados de rendimiento por resolucio´n para un v´ıdeo de similar
duracio´n de cada resolucio´n.
Los resultados de los experimentos para tres clases se encuentran en las tablas:
Tabla 5.12: Muestra el porcentaje de confianza resultado del entrenamiento de la
ma´quina de soporte vectorial para vectores de caracter´ısticas escalados.
Tabla 5.13: Resultados obtenidos del testing con vectores de caracter´ısticas escalados.
Tabla 5.14: Muestra el porcentaje de confianza resultado del entrenamiento de la
ma´quina de soporte vectorial para vectores de caracter´ısticas sin escalar.
Tabla 5.15: Resultados obtenidos del testing con vectores de caracter´ısticas sin
escalar.
Tabla 5.16: Resultados de rendimiento por resolucio´n para un v´ıdeo de similar
duracio´n de cada resolucio´n.
Tabla 5.7: Rate de confianza al aplicar el algoritmo de deteccio´n de recompresiones para
datos escalados de 2 clases.
Resolucio´n Rate
720x480 92.5 %
720x1280 97.05 %
1920x1080 98.53 %
4K 100.0 %
MIX 91.8 %
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Tabla 5.8: Variacio´n de las precisiones al aplicar el algoritmo de deteccio´n de
recompresiones para datos escalados de 2 clases.
Resolucio´n # Original Doble Compresio´n Total
720x480 Original 10/10 0/10 100 %
Doble Compresio´n 2/10 8/10 80 %
18/20 (90.0 %)
720x1280 Original 20/20 0/20 100 %
Doble Compresio´n 4/15 11/15 73.3 %
31/35 (88.57 %)
1920x1080 Original 19/20 1/20 95 %
Doble Compresio´n 0/15 15/15 100.0 %
34/35 (97.14 %)
4K Original 9/9 0/9 100.0 %
Doble Compresio´n 0/8 8/8 100.0 %
17/17 (100.0 %)
MIX Original 24/47 23/47 51.0 %
Doble Compresio´n 0/54 54/54 100.0 %
78/101 (77.22 %)
Tabla 5.9: Rate de confianza al aplicar el algoritmo de deteccio´n de recompresiones para
datos sin escalar de 2 clases.
Resolucio´n Rate
720x480 90.0 %
720x1280 88.2 %
1920x1080 98.5 %
4K 90.9 %
MIX 92.3 %
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Tabla 5.10: Variacio´n de las precisiones al aplicar el algoritmo de deteccio´n de
recompresiones para datos sin escalar de 2 clases.
Resolucio´n # Original Doble Compresio´n Total
720x480 Original 9/10 1/10 90 %
Doble Compresio´n 1/10 9/10 90 %
18/20 (90.0 %)
720x1280 Original 20/20 0/20 100 %
Doble Compresio´n 0/15 15/15 100 %
35/35 (100.0 %)
1920x1080 Original 20/20 0/20 100 %
Doble Compresio´n 0/15 15/15 100 %
35/35 (100.0 %)
4K Original 9/9 0/9 100.0 %
Doble Compresio´n 2/8 5/8 62.5 %
14/17 (82.3 %)
MIX Original 42/47 5/47 89.3 %
Doble Compresio´n 4/54 50/54 92.6 %
92/101 (91.1 %)
Tabla 5.11: Rendimiento tras aplicar el algoritmo de deteccio´n de recompresiones para 2
clases.
Resolucio´n Rendimiento
720x480 00:00:07.03s
720x1280 00:00:24.49s
1920x1080 00:01:16.32s
4K 00:05:44.13s
Tabla 5.12: Rate de confianza al aplicar el algoritmo de deteccio´n de recompresiones para
datos escalados de 3 clases.
Resolucio´n Rate
720x480 70.0 %
720x1280 93.0 %
1920x1080 81.0 %
4K 94.0 %
MIX 73.87 %
5.2. Evaluacio´n del Algoritmo de Deteccio´n de Recompresiones en V´ıdeos51
Tabla 5.13: Variacio´n de las precisiones al aplicar el algoritmo de deteccio´n de
recompresiones para datos escalados de 3 clases.
Resolucio´n # Original Doble Compresio´n Triple Compresio´n Total
720x480 Original 10/10 0/10 0/10 100 %
Doble Compresio´n 0/10 5/10 5/10 50 %
Triple Compresio´n 0/10 0/10 10/10 100 %
Subtotal 25/30 (83.33 %)
720x1280 Original 20/20 0/20 0/20 100 %
Doble Compresio´n 6/15 9/15 0/15 60 %
Triple Compresio´n 1/15 8/15 6/15 40.0 %
35/50 (70.0 %)
1920x1080 Original 20/20 0/20 0/20 100 %
Doble Compresio´n 0/15 0/15 15/15 0.0 %
Triple Compresio´n 0/15 1/15 14/15 93.3 %
34/50 (68.0 %)
4K Original 9/9 0/9 0/9 100.0 %
Doble Compresio´n 0/8 6/8 2/8 75.0 %
Triple Compresio´n 0/8 3/8 5/8 62.5 %
20/25 (80.0 %)
MIX Original 25/47 2/47 20/47 53.2 %
Doble Compresio´n 0/54 0/54 54/54 0.0 %
Triple Compresio´n 1/54 1/54 52/54 96.3 %
77/155 (49.67 %)
Tabla 5.14: Rate de confianza al aplicar el algoritmo de deteccio´n de recompresiones para
datos sin escalar de 3 clases.
Resolucio´n Rate
720x480 90.0 %
720x1280 76.0 %
1920x1080 78.0 %
4K 84.0 %
MIX 71.29 %
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Tabla 5.15: Variacio´n de las precisiones al aplicar el algoritmo de deteccio´n de
recompresiones para datos sin escalar de 3 clases.
Resolucio´n # Original Doble Compresio´n Triple Compresio´n Total
720x480 Original 10/10 0/10 0/10 100 %
Doble Compresio´n 1/10 5/10 4/10 50 %
Triple Compresio´n 0/10 5/10 5/10 50 %
20/30 (66.67 %)
720x1280 Original 19/20 1/20 0/20 95 %
Doble Compresio´n 0/15 12/15 3/15 80 %
Triple Compresio´n 0/15 2/15 13/15 86.67 %
44/50 (88.0 %)
1920x1080 Original 20/20 0/20 0/20 100 %
Doble Compresio´n 0/15 8/15 7/15 53.34 %
Triple Compresio´n 0/15 8/15 7/15 46.67 %
35/50 (70.0 %)
4K Original 7/9 2/9 0/9 77.0 %
Doble Compresio´n 0/8 0/8 8/8 0.0 %
Triple Compresio´n 0/8 0/8 8/8 100 %
15/25 (60.0 %)
MIX Original 44/47 3/47 0/47 93.6 %
Doble Compresio´n 6/54 29/54 19/54 53.7 %
Triple Compresio´n 7/54 22/54 25/54 46.3 %
98/155 (63.23 %)
Tabla 5.16: Rendimiento tras aplicar el algoritmo de deteccio´n de recompresiones para 3
clases.
Resolucio´n Rendimiento
720x480 00:00:16.23s
720x1280 00:00:55.11s
1920x1080 00:02:37.32s
4K 00:11:41.02s
Cap´ıtulo 6
Conclusiones y Trabajo Futuro
6.1. Conclusiones
El contenido de ima´genes y v´ıdeos digitales posee informacio´n que va ma´s alla´ de
la visual. Esta informacio´n es de gran valor forense, pues su correcta explotacio´n puede
garantizar la autenticidad e integridad del contenido. Debido a esto, las ima´genes y v´ıdeos
digitales son una excepcional fuente de evidencias a la hora de resolver procesos judiciales.
El desarrollo y mejora continua de las nuevas tecnolog´ıas propicia que usuarios
convencionales sean capaces de alterar el contenido de ima´genes y v´ıdeos con resultados
profesionales, imperceptibles para el ojo humano. Ello se suma al hecho de que la deteccio´n
de manipulaciones es una tarea compleja y tambie´n requiere de una mejora continua para
adaptarse a tal escenario por lo que resulta imprescindible desarrollo de herramientas
forenses capaces de detectar estas manipulaciones, cada vez ma´s profesionales y habituales.
La l´ınea de investigacio´n que se ha seguido en este trabajo comienza realizando un
estudio de las te´cnicas existentes de deteccio´n de manipulacio´n sobre ima´genes y v´ıdeos
digitales dedicando ma´s esfuerzo a te´cnicas de deteccio´n de empalme en ima´genes y en
deteccio´n de doble compresio´n en v´ıdeos.
Se han disen˜ado e implementado dos te´cnicas de deteccio´n de manipulacio´n:
En primer lugar, un algoritmo basado en el esta´ndar de v´ıdeo H.264/MPEG4 para la
deteccio´n de recompresiones en v´ıdeos MP4 que compara los vectores de movimiento
de los macrobloques de dos compresiones secuenciales del mismo v´ıdeo para, a
continuacio´n, hacer uso de una SVM que clasifique el v´ıdeo.
En segundo lugar, un algoritmo basado en la compresio´n JPEG para la deteccio´n
de empalme en ima´genes. Este algoritmo utiliza la te´cnica Error-level-Analysis y
destaca aquellos p´ıxeles con un nivel de compresio´n diferente. Finalmente, las a´reas
que no pertenecen al contenido original se marcan en la imagen.
Para la te´cnica de deteccio´n de empalme se ha utilizado el dataset pu´blico CASIA
v1.0 y uno propio. Los resultados muestran que dependen directamente de la calidad de la
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imagen, pues, para CASIA el algoritmo presenta dificultades a la hora de detectar la regio´n
que no pertenece a la imagen original. No obstante, el dataset propio contiene ima´genes de
alta resolucio´n donde se obtuvo una precisio´n del 73.3 %. Es importante mencionar que la
precisio´n del resultado la determina el investigador, pues es e´l el que tiene que considerar
si en la imagen obtenida se encuentra resaltada de manera clara la zona empalmada. Por
ello, es necesario conocer bien co´mo funciona ELA. No obstante, Esta te´cnica sirve como
primera evidencia, pues, al ser una te´cnica de deteccio´n de ra´pida respuesta puede servir
como fuente de sospecha para un investigador con el fin de investigar ma´s a fondo aquellas
ima´genes que han presentado regiones de color blanco sospechosas.
El dataset utilizado para evaluar la te´cnica de deteccio´n de recompresiones en v´ıdeos
ha sido el del grupo de trabajo GASS de la UCM. La evaluacio´n ha constado de dos
experimentos divididos en grupos segu´n la resolucio´n de cada v´ıdeo:
Deteccio´n de v´ıdeo original o doblemente comprimido, el algoritmo ha conseguido
una precisio´n ma´xima con datos escalados del 100 % para v´ıdeos de resolucio´n 4K,
para el resto de resoluciones no baja del 90 %.
Deteccio´n de v´ıdeo original, doble comprimido, o triplemente comprimido donde
la precisio´n disminuye ligeramente respecto a la detecccio´n de original o doble
compresio´n, tiene un promedio de precisio´n del orden del 80 %. No obstante, el
mejor resultado lo sigue teniendo una alta resolucio´n.
Los experimentos se han realizado tanto para datos sin escalar como para datos escalados,
obteniendo unos resultados muy similares entre ellos. Por tanto no es relevante hacer un
escalado de los mismos.
Tambie´n se han realizado pruebas mezclando todas las resoluciones obteniendo unos
resultados menos precisos que en aquellas pruebas donde s´ı se han separando las
resoluciones.
El rendimiento del algoritmo es directamente proporcional a la resolucio´n del v´ıdeo
que se quiera procesar y a la cantidad de recompresiones que se quieran detectar.
6.2. Trabajo Futuro
Pese a los avances que se han generado con motivo de esta investigacio´n, no podemos
negar que nos encontramos ante un problema mucho ma´s amplio del que no nos queda
sino seguir investigando en el futuro, para resolver los problemas que la manipulacio´n de
fotograf´ıas y videos con fines maliciosos puedan generar. As´ı, en base a los resultados, las
l´ıneas futuras de investigacio´n que se proponen en el presente trabajo son las siguientes:
Extender el algoritmo de deteccio´n de recompresiones para utilizarlo con otros co´decs
de v´ıdeo a parte del H264.
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Utilizar te´cnicas de deep learning y aumentar el nu´mero de caracter´ısticas extra´ıdas
para mejorar la precisio´n de detecco´n de recompresiones.
Optimizar el algoritmo de deteccio´n de recompresiones para reducir el tiempo de
procesado en v´ıdeos de alta resolucio´n.
Extender el algoritmo de deteccio´n de empalme para detectar regiones empalmadas
en v´ıdeos.
Extender el algoritmo de identificacio´n de empalme para cuantificar los resultados
con el fin de utilizar un clasificador SVM.
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