I. INTRODUCTION

Consider the one-dimensional Schrödinger equation
Љ͑k,x͒ϩk 2 ͑k,x͒ϭV͑x͒͑k,x͒, ͑1.1͒
where the potential V is real valued and belongs to L 1 1 (R), the class of measurable functions for which ͐ Ϫϱ ϱ dx(1ϩ͉x͉)͉V(x)͉ is finite. The prime denotes the derivative with respect to the spatial coordinate x. Let us partition the real axis as Rϭഫ jϭ1 p (x jϪ1 ,x j ), with x jϪ1 Ͻx j for jϭ1,...,p. Here we use the convention x 0 ϭϪϱ and x p ϭϩϱ. We obtain a fragmentation of the potential by setting V(x)ϭ ͚ jϭ1 p V j (x), where V j ͑ x ͒ϭ ͭ V͑x ͒, x͑x jϪ1 ,x j ͒ 0, elsewhere.
͑1.2͒
In this paper we analyze the relationship between the number of bound states of V and the number of bound states of its fragments. In Sec. II we prove a pair of sharp inequalities relating these numbers ͑Theorem 2.1͒; we also study the case pϭ2 in more detail, and in Theorems 2.2 and 2.3 we present criteria that tell us when NϭN 1 ϩN 2 or NϭN 1 ϩN 2 Ϫ1. In Sec. III we give another proof of Theorem 2.1 by using a factorization formula for the scattering matrix and exploiting its small-k asymptotics. We also briefly discuss what happens if we increase the separation distance between two fragments ͑Theorem 3.1͒. In Sec. IV we give an example which illustrates various aspects of our results.
The inequality ͑2.5͒ in Theorem 2.1 has been proved before by different methods and under stronger assumptions on the potential. In Ref. 1, ͑2.5͒ was proved when pϭ2 and the fragments have compact support. In Refs. 2 and 3, some special cases of ͑2.5͒ were proved for parity invariant, compactly supported fragments, but, as already mentioned in those references, the parity invariance is not an essential restriction. The method used in Ref. 1 was based on the nodal properties of the zero-energy solutions of the Schrödinger equation but was fairly contrived, while the method used in Refs. 2 and 3 relied on a factorization formula 4 for the scattering matrix and the small-k behavior of the scattering coefficients. In the proofs of Theorems 2.1 and 2.2 we use certain properties of the Jost solutions, especially the interlacing property of zeros, in a very straightforward way. As a result, we are able to establish the connection with the factorization method used in Sec. III. Furthermore, no additional technical restrictions are imposed on the potential besides VL 1 1 (R). At various places in this paper we need to distinguish between ''generic'' and ''exceptional'' potentials. Recall that a potential is called generic if the corresponding transmission coefficient T vanishes at kϭ0, and that a potential is called exceptional if T(0) 0. Equivalently, a potential is generic ͑exceptional͒ if for kϭ0 the two Jost solutions are linearly independent ͑dependent͒ [5] [6] [7] .
II. INEQUALITY FOR THE NUMBER OF BOUND STATES
In preparation of this section we first establish some notation and collect some results about the Jost solutions and their nodal properties. Let f l; j (k,x) and f r; j (k,x) denote the Jost solutions from the left and right, respectively, for the fragment V j . Recall that f l; j (k,x)ϭe ikx ͓1ϩo(1)͔ as x→ϩϱ and f r; j (k,x)ϭe Ϫikx ͓1ϩo(1)͔ as x→Ϫϱ. Furthermore, let n j denote the number of zeros of f r; j (0,x) lying in (Ϫϱ,x j ), m j the number of zeros of f l; j (0,x) lying in (x jϪ1 ,ϩϱ), and N j the number of bound states of the fragment V j . Since N j is equal 8, 9 to the number of zeros of either f l; j (0,x) or f r;j (0,x), we conclude that
͑2.2͒
Note that on (x j ,ϩϱ) the function f r; j (0,x) is equal to f r; j 
, then f r; j (0,x) has no zeros in ͓x j ,ϩϱ), i.e., all its zeros are in (Ϫϱ,x j ); thus N j ϭn j . This proves ͑2.1͒. We obtain ͑2.2͒ by applying a similar argument to f l; j (0,x). We will also need the Jost solutions for the potential V, which we denote by f l (k,x) and f r (k,x), respectively. In the generic case when kϭ0 the following asymptotic relations hold 10 as x→ϩϱ:
͑2.4͒
with some constant c r 0. Theorem 2.1: Suppose that VL 1 1 (R). Let N denote the number of bound states of V. Then
where both inequalities are sharp. Proof: It suffices to prove ͑2.5͒ for pϭ2 because the general case follows by induction. Let u(x) denote the solution of ͑1.1͒ for kϭ0 satisfying the initial conditions u(x 1 )ϭ1 and uЈ(x 1 ) ϭ0. Then u(x)ϭ f r;2 (0,x) on xуx 1 and u(x)ϭ f l;1 (0,x) on xрx 1 . Hence u(x) has N 1 zeros on (Ϫϱ,x 1 ) and N 2 zeros on (x 1 ,ϩϱ), i.e., N 1 ϩN 2 zeros in all. Hence, by the interlacing property of zeros, f l (0,x) has either N 1 ϩN 2 or N 1 ϩN 2 Ϫ1 zeros. This proves ͑2.5͒. To see that the inequalities are sharp, note that a square-well potential of depth ϪH 2 and width w has exactly N bound states, where N is the positive integer satisfying (NϪ1)ϽwHрN. Choosing V to be a square-well potential of depth Ϫ 2 with support ͑0,1͒, we obtain Nϭ1. Let us partition the interval ͑0,1͒ into p nonempty subintervals and hence obtain a fragmentation of V; each fragment still contains exactly one bound state and hence the lower bound in ͑2.5͒ becomes equal to N. On the other hand, consider the square-well potential of depth Ϫ 2 with support (0,p), and partition (0,p) into the p subintervals ( jϪ1,j) for jϭ1,...,p. Then N j ϭ1, Nϭp, and hence the upper bound in ͑2.5͒ becomes equal to N.
We remark that the short proof of ͑2.5͒ given here was suggested by the referee. Inequality ͑2.5͒ also follows from the next theorem that gives us, in case of two fragments, the precise information on whether NϭN 1 ϩN 2 or NϭN 1 ϩN 2 Ϫ1. Let
͑2.6͒
Theorem 2.2: Assume that V is partitioned into two fragments. Then:
Proof: ͑a͒ In order to determine N we will count the zeros of f r (0,x) that lie in ͓x 1 ,ϩϱ). We do this by using the interlacing property of the zeros of f r (0,x) and f l (0,x), noting that f l (0,x) ϭ f l;2 (0,x) on ͓x 1 ,ϩϱ) and f r (0,x)ϭ f r;1 (0,x) on (Ϫϱ,x 1 ͔. We already know that n 1 zeros of f r (0,x) lie in (Ϫϱ,x 1 ), where n 1 is related to N 1 by ͑2.1͒. Upon multiplying f l;2 (0,x) and f r;1 (0,x) by suitable constants ␣ and ␤, we can achieve that l;2 (0,x)ϭ␣ f l;2 (0,x) and
First suppose that Z(x 1 )Ͼ0, which is equivalent to assuming W͓ l , r ͔(x 1 )Ͼ0, where
We first consider the case when l;2 (0,x) has at least one zero on (x 1 ,ϩϱ). Suppose that l;2 (0,x) has its zeros at z j for j ϭ1,...,m 2 , where x 1 Ͻz 1 Ͻz 2 Ͻ¯Ͻz m 2 . If l;2 (0,x 1 )Ͼ r;1 (0,x 1 )Ͼ0, then l;2 (0,x) has m 2 zeros in (x 1 ,ϩϱ) because, by a Wronskian argument, there are no zeros in (x 1 ,z 1 ) and there is exactly one zero in each of the intervals (z 1 ,z 2 ), (z 2 ,z 3 ),...,(z m 2 ,ϩϱ). To see that there is a zero in (z m 2 ,ϩϱ), note that by ͑2.3͒ and ͑2.4͒, W͓ l , r ͔(x)ϭ␣␤c r Ͼ0. Hence ␣ and ␤c r have the same sign. Moreover, if ␣Ͼ0, then l;2 Ј (0,z m 2 )Ͼ0 and hence r (0,z m 2 )Ͻ0. Similarly, if ␣Ͻ0, then l;2 Ј (0,z m 2 )Ͻ0 and hence r (0,z m 2 )Ͼ0. Because r (0,x)ϭ␤c r xϩo(x) as x→ϩϱ, it follows that r (0,x) must have a zero in (x 1 ,ϩϱ) and, by the interlacing property, this is the only zero on this interval. Hence, using ͑2.1͒ and ͑2.2͒, we have n 1 ϭN 1 , m 2 ϭN 2 Ϫ1, and Nϭn 1 ϩm 2 ϭN 1 ϩN 2 Ϫ1. The same result holds when l;2 (0,x) has no zeros on (x 1 ,ϩϱ). Then r (0,x) has no zeros on (x 1 ,ϩϱ) either and we have m 2 ϭ0. If l;2 (0,x 1 )Ͼ r;1 (0,x 1 )ϭ0, then the previous argument goes through with only a minor change in counting the zeros because now r (0,x) also has a zero at xϭx 1 (NϭN 1 ϩN 2 ) .
Proof: The proof is a consequence of the following observation. If W(x 1 )Ͼ0, then the constant c r in ͑2.4͒ is positive and so N is even, while if W(x 1 )Ͻ0, then c r is negative and N is odd. 
III. FURTHER OBSERVATIONS
In this section we analyze the result of Theorem 2.1 in conjunction with the scattering matrices corresponding to the fragments of this potential. For simplicity let us consider the fragmentation of V as VϭV 1 ϩV 2 , where V 1 has support in (Ϫϱ,x 1 ͔ and V 2 has support in ͓x 1 ,ϩϱ). The analysis for three or more fragments can be carried out by using induction. Let S 1 , S 2 , and S be the scattering matrices corresponding to the potentials V 1 , V 2 , and V, respectively. The scattering coefficients appear in the scattering matrix as follows:
͑3.1͒
where T is the transmission coefficient, and L and R are the reflection coefficients from the left and from the right, respectively. Similarly, T j , R j , and L j denote the corresponding entries of S j for jϭ1,2. Let us define the so-called transition matrix associated with S as follows:
͑3.2͒
where the asterisk denotes complex conjugation. Similarly, let ⌳ 1 and ⌳ 2 be the transition matrices corresponding to S 1 and S 2 , respectively. It is known 4 that
From the ͑1,1͒ entry of the matrix product in ͑3.3͒ we get
Let R ϩ ϭ(0,ϩϱ). For kR ϩ , let us define the phases (k), 1 (k), and 2 (k) of the transmission coefficients as follows:
where it is understood that , 1 , and 2 are continuous in kR ϩ and normalized such that
Similarly, let
where is assumed continuous in kR ϩ and to satisfy (ϩϱ)ϭ0. From ͑3.4͒ we obtain
͑3.8͒
From Levinson's theorem 11 we have Now let us analyze further. Note that R 1 and L 2 are continuous and nonzero and strictly less than one in absolute value for kR ϩ and that, as k→ϩϱ, both R 1 and L 2 vanish. In the following we need to distinguish between the generic case and the exceptional case. When V 1 and V 2 are both generic we have
where
In the exceptional case we define
and note that, if V 1 , resp. V 2 , is exceptional, then
The relations ͑3.11͒-͑3.13͒ follow from p. 146 of Ref. 6; ͑3.15͒ was proved in Ref. 12 . We remark that the validity of ͑3.11͒ depends on the property that V 1 and V 2 are each supported on a semi-infinite interval; this guarantees the convergence of the integrals in the numerators in ͑3.12͒ and ͑3.13͒. In general, for potentials in L 1 1 (R) one can only conclude 12 that the reflection coefficients behave like Ϫ1ϩo(1) as k→0 in the generic case.
When both V 1 and V 2 are generic we have
͑3.17͒
When both V 1 and V 2 are exceptional we get
͑3.18͒
When V 1 is generic and V 2 is exceptional we have
and finally, when V 1 is exceptional and V 2 is generic, we have
From ͑3.15͒ and ͑3.18͒-͑3.20͒ we see that if at least one of V 1 and V 2 is exceptional, then the quantity ͓1ϪR 1 (0)L 2 (0)͔ is strictly positive, and hence (0ϩ)ϭ0. If both V 1 and V 2 are generic, the analysis is slightly more complicated: If a r;1 ϽϪa l;2 , then (0ϩ)ϭ/2; if a r;1 ϾϪa l;2 , then (0ϩ)ϭϪ/2. If a r;1 ϭϪa l;2 , then, as k→0, we get 1 ϪR 1 (k)L 2 (k)ϭo(k), where we have used ͑3.17͒. As a result, ͑3.4͒ implies that k/T(k)ϭo(1) as k→0, and this, in turn, implies that V is exceptional. Therefore the left-hand side of ͑3.4͒ has a limit as k→0, which means that in fact 1ϪR 1 (k)L 2 (k)ϭO(k 2 ), from which we obtain (0ϩ) ϭ0.
It is known 13 that when V 1 and V 2 are both exceptional, then V is exceptional. If exactly one of V 1 and V 2 is exceptional, then V is generic. If both V 1 and V 2 are generic, then V can be exceptional or generic. By using these facts along with the value of (0ϩ) and ͑3.10͒, we arrive at the following conclusions: There is a direct connection between cases ͑i͒-͑iv͒ above and cases ͑a͒ and ͑b͒ of Theorem 2.2 because the coefficients a r;1 and a l;2 are related to the quantity Z(x 1 ) defined in ͑2.6͒. To see this recall that f r;1 (0,x) and f l;2 (0,x) obey the integral equations Case ͑iii͒ corresponds to ͑a͒ of Theorem 2.2 with Z(x 1 ) 0 and case ͑iv͒ corresponds to ͑a͒ with Z(x 1 )ϭ0. We conclude this section with a brief look at families of potentials of the form
where is a non-negative parameter and V 1 and V 2 are the two fragments of V. In other words, the parameter controls the separation distance between the two fragments. The next result shows that the number of bound states can only increase if is increased. By virtue of ͑2.5͒ it can only increase by one. Since the proof is short we present two versions, one using the method of Sec. II and the other using the method of this section. In the case of compactly supported fragments the result is already known from Refs. 1 and 3. Now the conclusion follows using ͑iii͒ and ͑iv͒ above.
IV. AN EXAMPLE
The following example illustrates Theorems 2.1 and 3. 
