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Chapter 1
Re´sume´ en Franc¸ais
Dans ce travail de the`se nous avons e´tudie´ des syste`mes multiferro¨ıques. Ces
syste`mes montrent plusieurs ordres (ferromagne´tique (FM), ferroe´lectrique
(FE), antiferromagne´tiques (AFM)). Une des motivations principales pour
l’e´tude de ces types de syste`mes est la possibilite´ d’utiliser le couplage magne´toe´lectrique
pour controˆler un axe facile d’aimantation avec un champ e´lectrique. Pour
cela il est ne´cessaire d’avoir un mate´riau ferromagne´tique couple´ avec un
syste`me ferroe´lectrique. On peut l’obtenir de diﬀe´rentes manie`res: en util-
isant un syste`me multiferro¨ıque dont les deux ordres coexistent, ou en cou-
plant un mate´riau ferromagne´tique avec un ferroe´lectrique formant alors un
multiferro¨ıque composite. Les proprie´te´s des ses compose´s sont assez com-
plexes et il n’y pas beaucoup de me´thodes expe´rimentales qui permettent de
les e´tudier. La diﬀusion re´sonante des rayons X est une technique qui per-
met de re´soudre les structures e´lectroniques et atomiques de ces syste`mes, tel
qu’il est explique´ dans ce manuscrit. La diﬀraction re´sonante des rayons X
combine la spectroscopie et la diﬀraction, oﬀrant ainsi une se´lectivite´ chim-
ique et une se´lectivite´ spatiale. Cette the`se est un travail expe´rimental de
recherche fondamentale qui a pour but d’explorer la faisabilite´ d’expe´riences
de diﬀraction re´sonante sur des syste`mes multiferro¨ıques.
Ce manuscrit et divise´ en plusieurs chapitres:
Introduction
Le premier chapitre est une introduction qui place dans son contexte le
travail de cette the`se, et pre´sente les e´le´ments qui l’ont motive´.
La diﬀusion resonante des rayons X
Ce chapitre est dedie´ a` l’aspect fondamental de l’interaction rayons X -
matie`re. Quelques conventions sont d’abord introduites, notamment sur la
polarisation des photons. Un traitement quantique de la diﬀusion re´sonante
5
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est de´veloppe´, et en particulier le de´veloppement multipolaire de l’amplitude
de diﬀusion dans la base line´aire et circulaire de la polarisation du photon,
pour des syste`mes magne´tiques et des syste`mes avec une anisotropie uni-
axiale. Pour ces derniers, a` partir du facteur de diﬀusion on donne une
expression analytique des ratio d’anisotropie pour les polarisations line´aire
et circulaire.
Reflectivite´ re´sonante
La re´flectivite´ est une technique qui permet d’e´tudier des syste`mes strat-
ifie´s, faire des reconstructions e´lectroniques aux interfaces et re´soudre des
empilements magne´tiques. Dans ce travail, nous avons developpe´ un formal-
isme optimise´ pour la simulation de la re´flectivite´ re´sonante. Nous avons
de´veloppe´ un formalisme de matrices de propagation aux interfaces dans une
base d’ondes propres. Avec cette approche, la matrice de propagation est
tre`s simple ce qui fait que les calculs matriciels pour re´soudre les proble`mes
de re´flectivite´ deviennent plus faciles. Ce formalisme a e´te´ de´veloppe´ pour
deux types de syste`mes: des couches minces magne´tiques et des syste`mes
avec une anisotropie uniaxiale. Pour le premier cas nous montrons un exem-
ple d’application, et pour le deuxie`me cas nous proposons des syste`mes sur
lesquels ce formalisme pourrait eˆtre utilise´.
Films minces de PbTiO3
Un multiferro¨ıque composite peut eˆtre forme´ par l’assemblage d’un film
mince ferroe´lectrique et d’un film mince magne´tique. Nous avons ainsi e´tudie´
PbTiO3 (PTO) sur DyScO3. Dans PTO, la ferroe´lectricite´ est duˆe a` des
de´placements relatifs des atomes au sein de la maille cristalline. L’absorption
des rayons X au seuil K de l’atome de transition (dans notre cas le Ti)
s’ave`re eˆtre une bonne sonde pour l’e´tude de la ferroe´lectricite´ dans le cas
de cristaux massifs. Par contre, dans des films minces, des domaines de
tailles nanome´triques apparaissent duˆs aux contraintes induites par le sub-
strat dans la couche ferroe´lectrique. La diﬀraction re´sonante au seuil K
du Ti en ge´ome´trie rasante est alors la technique ide´ale pour re´soudre la
ferroe´lectricite´ dans de tels films minces. Des mesures expe´rimentales sont
combine´es avec des simulations FDMNES. Les mesures ont e´te´ eﬀectue´es
dans des lignes de lumie`re synchrotron au seuil K du Ti (domaine des X
durs). Afin de tenir compte de la structure en domaines lors des simulations,
le programme FDMES est exe´cute´ sur des macro-cellules de plusieurs cellules
unitaires chacune.
7Couplage entre un cristal massif de BiFeO3 et un film mince ferro-
magne´tique (Co)
BiFeO3 est le seul syste`me multiferro¨ıque qui montre les deux ordres
(magne´tique et e´lectrique) a` tempe´rature ambiante. L’ordre magne´tique ap-
paraˆıt sous forme de cyclo¨ıde antiferromagne´tique avec une periodicite´ de 64
nm. Dans des cristaux massifs de BFO, pour une polarisation ferroe´lectrique
donne´e, trois cyclo¨ıdes antiferromagne´tiques peuvent se propager. Nous
avons e´tudie´ des monocristaux mono-domaines ferroe´lectriques et multi-domaines
ferroe´lectriques. Pour une e´ventuelle application au stockage de donne´es, un
film mince de Co est de´pose´ sur le BFO, afin d’e´tudier l’eﬀet que la cylo¨ıde
antiferromagne´tique a sur l’ordre ferromagne´tique du Co. Sur des cristaux
mono-domaine FE, nous avons utilise´ la diﬀraction re´sonante aux petits an-
gles pour e´tudier l’influence de la cyclo¨ıde sur la couche ferromagne´tique.
On s’attend a` voir la cyclo¨ıde cre´er une structure en forme de zig − zag
dans la couche de Co. En conditions de diﬀraction re´sonante, le signal de
cette structure doit apparaˆıtre sous forme de pics satellites a` coˆte´ du pic
spe´culaire. L’observation de ces pics aux seuils L2,3 du Co et L2,3 du Fe
montre eﬀectivement qu’une telle structure existe dans le Co. Des e´tudes
en tempe´rature montrent bien la corre´lation des pics satellites du Co et
du Fe, ce qui apporte donc une confirmation de l’existence d’un couplage
avec la cyclo¨ıde pre´sente dans le BFO. Nous avons aussi eﬀectue´ des simula-
tions qui ont permis d’expliquer nos mesures et qui montrent la propagation
des cyclo¨ıdes. Simulations et mesures co¨ıncident seulement en supposant la
pre´sence simultane´e de diﬀe´rentes cyclo¨ıdes. De nouveaux axes de recherche
sont alors ouverts: l’e´tude de ce syste`me sous champ magne´tique et e´lectrique
applique´s.
Pour des cristaux multi-domaines FE, une autre approche a e´te´ utilise´e:
la microscopie e´lectronique par photoe´mission (PEEM). Cette technique est
sensible au magne´tisme et a` la ferroe´lectricite´ via la polarisation (circulaire ou
line´aire) des photons incidents. Applique´e a` des e´chantillons multi-domaines
FE, on montre une corre´lation entre les domaines FE et AFM, et aussi le fait
que plusieurs domaines AFM coexistent dans un meˆme domaine FE.
Films minces de PrCaMnO3
Cette partie est consacre´e a` l’e´tude de films minces de PrCaMO3 (PCMO)
sur LaAlO3. Ce syste`me pre´sente un ordre de charge qui a e´te´ la motiva-
tion de ce travail. D’un coˆte´ l’ordre de charge pourrait cre´er un moment
ferroe´lectrique et ainsi former un nouveau type de syste`me multiferro¨ıque ;
d’un autre coˆte´ cet ordre de charge pourrait eˆtre un cas particulier d’onde de
densite´ de charge (CDW). Dans cette approche, nous avons e´tudie´ le com-
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portement de films minces de PCMO sous un courant e´lectrique applique´.
La diﬀraction re´sonante des rayons X au seuil K du Mn se re´ve`le eˆtre une
bonne me´thode pour l’e´tude des ordres de charges dans de tels syste`mes.
Nos re´sulats expe´rimentaux sont intrigants: on observe diﬀe´rents comporte-
ments selon diﬀe´rentes re´flections. A` ce stade, nous attribuons ces variations
de comportement a` une possible mixite´ de phase, chaque phase re´pondant
diﬀe´remment a` l’application d’un courant e´lectrique.
Outils expe´rimentaux
En dernie`re partie, le lecteur trouvera un re´sume´ des diﬀe´rentes lignes de
lumie`re ou` il est possible de conduire des expe´riences de diﬀraction re´sonante,
soit dans les X durs ou les X mous. Ce chapitre est aussi consacre´ a` des
de´veloppements instrumentaux eﬀectue´s sur le diﬀractome`tre X mous RE-
SOXS actuellement installe´ sur la ligne SEXTANTS du Synchrotron Soleil.
En particulier, pendant cette the`se nous avons developpe´ et teste´ un nou-
veau porte-e´chantillon qui permet d’appliquer un courant/champ e´lectrique
pendant les expe´riences de diﬀraction re´sonante.
Conclusion
Pendant cette the`se, nous avons explore´ et observe´ la faisabilite´ d’expe´riences
de diﬀraction re´sonante sur des syste`mes muliferro¨ıques nanostructure´s. Nous
avons montre´ diﬀe´rentes approches pour e´tudier ces types de syste`mes: la
re´flectivite´ re´sonante et la diﬀraction re´sonante a` diﬀe´rents seuils. Pour la
re´flectivite´, nous avons de´veloppe´ un formalisme optimise´ pour simuler des
expe´riences. En diﬀraction, nous avons montre´ l’importance non seulement
du choix de l’e´nergie du photon incident, seuil K ou L2,3, mais aussi le choix
de la condition de diﬀraction (ge´ome´trie rasante, ge´ome´trie spe´culaire). Pour
une analyse comple`te des nos expe´riences nous avons vu que des simulations
sont indispensables. Le besoin de nouveaux de´veloppements expe´rimentaux
a aussi e´te´ mis en e´vidence, notamment dans le domaine des mesures sous




10 CHAPTER 2. INTRODUCTION
2.1 General background and motivation
In my fourth year of university, at the university of the Basque Country I had
a course on quantum mechanics. I remember that we were only 7 students
in class, all of us trying to figure out what the teacher was talking about
with, ”talkak, teorema optikoa, fermiren urrezko erregela”. I did not know
what all those theorems were for, if there could ever be useful to me. At
that moment I could not imagine that those formulae explained the main
part of my thesis, that is, resonant x-ray scattering. Once in France, when
Ste´phane Grenier who was to become my PhD co-supervisor, told me about
Resonant diﬀraction, I realized that this technique combined two aspect of
physics that had always intriguid me: diﬀraction and spectroscopy.
This thesis has not only been about resonant scattering, but about reso-
nant scattering applied to 3d transition metal oxides, with multiferroic prop-
erties. In the next two paragraphs I give an overview of transition metal
oxides and resonant scattering, pointing out the aspects of each topic that
intrigued and attracted me to begin this adventure that is a PhD. At the end
of this introduction I give a very brief summary of what is treated in each
chapter of the manuscript.
Transition metals show many fascinating and intriguing properties, some
known from ancient history as magnetism, and others discovered in the past
century, as superconductivity. Among the many characteristics they present,
some allow to store information as Random Access Memories (RAM). This
can be achieved using the so called colossal magnetoresistance of perovskite
type manganites in M-RAM systems or with the ferroelectric polarization
in FE-RAM systems. Magnetic memories are the most commonly used and
they require a large amount of energy to create the magnetic fields that
write the data. To overcome this problem, scientists have been looking for
ways to control magnetic moments with an electric field. One way to achieve
this is to have the ferroelectric and magnetic orders in one same system.
Multiferroic materials show these two properties, but most of them are low
temperature multiferroics or antiferromagnetic. Another way would be to
create composite multiferroics, for instance a manganite sample which shows
colossal magnetoresistance with a ferroelectric sample.
Many experimental techniques allow to study multiferoic systems: neu-
tron scattering, x-ray scattering, microscopy, spectroscopy methods, trans-
port measurements, raman spectroscopy etc. Among all these I was proposed
to use Resonant X-ray Diﬀraction (RXD). With RXD one studies the elec-
tronic structure of an atom: the shape of its orbitals, the oxidation state,
the magnetization, as well as any periodic patterns: crystallographic, exotic
magnetic arrangements, orbital ordering, ferroelectric domains... In addi-
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tion, X-rays give access to a wide range of systems from nano metric systems
to single crystals. Because of all this reasons, X-ray resonant scattering is
a very well suited technique for the study of multiferroic materials. An elo-
quent anecdote about it is the 2012 workshop on multiferroics where 20%
of the talks where about resonant scattering. This percentage is very high
compared to the common number of RXD contributions in conference and
workshops.
2.2 Present thesis
One of the main motivations to study multiferroic systems is the control of
a net magnetic polarization with an electric field. In order to control this
mechanism, it is essential to have a proper fundamental comprehension of the
coupling between electric and magnetic orders. In this framework my thesis
consisted in studying 3d transition metal oxides, especially multiferroicity,
with resonant X-ray diﬀraction. This thesis is the result of three year work
between two research groups. One is the Surface Interface et Nanostructures
group (SIN) group Ne´el Institute in Grenoble and the other the Sextants
beamline at Synchrotron SOLEIL under the supervision of Nicolas Jaouen.
All experiments presented in this thesis were performed in synchrotron facil-
ities (ESRF, Soleil, Diamond ligh source, SLS).
This manuscript is divided into six chapters. The first chapter is an
introduction to resonant scattering, the second one shows the formalism I
developed for reflectivity curves analysis, the third, fourth and fifth one are
experimental chapters for three diﬀerent materials and in the last chapter I
give a brief summary of the presents state of resonant scattering beamlines
in Europe. Before developing each chapter I would like to summarize the
goals of each of them.
Chapter 1 I introduce resonant x-ray diﬀraction, I give a quantum me-
chanical treatement of the process as well as the conventions used throughout
the thesis. At the end, I develop scattering terms in two polarization states
and study the signals from magnetic or electronic orders by means of the
anisotropy ratios.
Chapter 2 In this chapter, the reflectivity phenomenon is treated. I
develop a boundary propagation matricial method based on eigen-waves for
which the polarization of the wave does not change while it propagates in
the medium. I develop this method for two cases, a magnetic system and a
system with uniaxial anisotropy and I present an experimental example of
the magnetic case and a simulated example for the uniaxial system. This
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method has been coded in a matlab environmental.
Chapter 3 Here I propose a way to address the ferroelectric phases with
RXD in very thin films of the common ferroelectric PbTiO3 (PTO). Epitax-
ial PTO thin films on top of DyScO3 show new ferroelectric polarizations
and domains. I have combined hard X-ray resonant scattering experiments
with ab initio simulations of absorption and diﬀraction to study these new
ferroelectric phases.
Chapter 4 I have studied the coupling between a soft ferromagnetic
layer and a single crystal of the mutliferroic BiFeO3. BiFeO3 is the only
known multiferroic that shows both magnetic and electric orders at room
temperature. It is antiferromagnetic and since a ferromagnetic layer is needed
for data acquisition we have coupled a thin ferromagnetic layer with the sin-
gle crystal. This study have been done in the soft X-ray range.
Chapter 5 In this chapter I started the study of thin film manganites
under applied electric current. The motivation was that PrCaMnO3 thin
films on LAO show charge ordering that could be approach charge density
waves and be at the origin of multiferroicity. The goal was to observe the
behavior or the Charge ordered peaks under the influence of applied electric
current. We installed the necessary set-up on synchrotron beamlines to per-
form RXD experiments under applied electric current. There are intriguing
experimental observations in this study.
Chapter 6 In this last chapter I wanted to give an overview of the
presents day state of the art of instrumentation for resonant scattering in
europe. I list the synchrotron beamlines that allow to perform this type of
experiments as well as the diﬀractometers and the sample environments in
each beamline. During this thesis I have worked on a soft X-ray diﬀrac-
tometer, RESOXS, installed at synchrotron SOLEIL. I have especially been
involved in the development of a new sample holder which allows to apply an
electric field/current which was used for the Co/BFO study for the first time.
Chapter 3
Basics of Resonant X-ray
Scattering
13
14 CHAPTER 3. BASICS OF RESONANT X-RAY SCATTERING
3.1 Introduction
In this chapter we present an introduction to the photon-matter interaction,
in particular the scattering of x-rays. In the first part we introduce conven-
tions that are consistently kept throughout the manuscript. The second part
introduces the basics of resonant x-ray scattering. The third part consists
in some original development of the basics previously introduced to a level
that is of interest either for some of the research in the following chapters
or for the general interest in the development of resonant x-ray scattering.
Specifically, we show the magnetic and anisotropic scattering amplitude de-
veloped onto the basis of the circular and linear polarization, and evaluate
the formula of the anisotropy ratios.
3.2 Conventions, definitions and useful ex-
pressions
3.2.1 Phase of a propagating wave
The electromagnetic radiation can be approached as a superposition of plane
waves. There are two choices for the dependence of the phase with space or
time, that is, ±i(k · r − ωt). Hereafter, we choose to write the phase of a
propagating wave of energy h¯ω and wave vector k as:
ei(k·r−ωt) (3.1)
Physicist and neutron crystallographers adopt this convention. The alterna-
tive choice, e−i(k·r−ωt), is usual in the field of x-ray crystallography.
Sticking with this convention is important. The sign for the space and
time evolution of the phase imposes the signs of various other quantities.
With such convention, if a complex number is introduced in the phase as a
coeﬃcient to the spatial term, +ik · r, like an index of refraction, or time
term, −iωt, like a lifetime, its imaginary part must have the same sign, +
and − respectively, for the exponential to be damped. There are implications
that are less evident. For instance, this convention will apply consistently
when considering the perturbation terms introduced in the treatment of the
resonant scattering, for instance when introducing the lifetime of the inter-
mediary processes in the denominator of the resonant corrections.
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3.2.2 Diﬀraction vector





which introduces the scattering, or diﬀraction vector Q defined as:
ki! kf!
Q!
Figure 3.1: Diﬀraction vector
Q ≡ kf − ki (3.2)
The minus sign in the exponential has no profound meaning, it is added only
for conveniency in the drawing of the vectors. We will also use
q ≡ Q/2π (3.3)
which has the advantage of being simply the inverse of d, the inter reticular
distance, thereby avoiding the unnecessary 2π mental calculus gymnastics.
3.2.3 Photon polarization
The polarization of the photon in quantum electrodynamics is equivalent to
the unit vector in the direction of the electric field of the classical electro-
magnetic description. Now, the polarization of the photon corresponds to its
intrinsic angular momentum, or spin; the polarization state corresponds to
the angular momentum along the propagation of the photon. A right (left)
circular polarization corresponds to the angular momentum projected along
the direction is +1 (-1) as shown in Fig 3.2.





Figure 3.2: Cirular polarized waves, at a given time (a) Left-handed C− (b)
Right-handed C+
In third generation synchrotrons, x-rays beams can be prepared with
nearly all photons having the same polarization. The radiation coming from
a bending magnet is linearly polarized, whereas the radiation from a insertion
device can be linearly or circularly polarized with a good approximation. The
optics on the beamline can change the polarization of the beam.
Circular right and left polarizations
When an electromagnetic beam is circularly polarized the electric field rotates
around the propagation vector k. With a propagation vector along the z
direction and considering that the phase along y is shifted by π/2 with respect
to the phase along x, the amplitude for a circular polarization is:





The overall ∓ sign ensures that the momentum is ±1 along the direction
of propagation with respect to the common definition of spherical harmon-
ics Yl,m. C+ (C−) stands for right (left) circular polarization. One ob-
tains a source of circular polarization from an insertion device with alternate
magnets poles, or thanks to a quarter wave plate inserted in the optical
path of the linearly polarized beam. The circular polarization rate imping-
ing the sample typically is 99% at the SEXTANT beamline of Synchrotron
Soleil, which is an insertion device, meaning that one photon’s state is, say,√
0.99|C+￿±√0.01|C−￿.
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Linear σ and π polarizations
Bending magnets provide only linear polarizations; insertion devices can be
configured for linear polarization. Linear polarization states have zero angu-
lar momentum projected along the propagation direction. When scattering
is considered, the σ polarization is defined as the linear polarization of the
beam that is perpendicular to the scattering plane; the π polarization is the
linear polarization that lies in the scattering plane (see Figure 3.3). Repre-
senting the scattering event in a referential, with 2θ the scattering angle, the
polarization σ, and π have for components:
σ = (−1, 0, 0) (3.5)
π = (0, sin θ, cos θ) (3.6)
π
￿










Figure 3.3: Scattering geometry, and definition of the referential: x is per-
pendicular to scattering plane, therefore parallel to σ, y cuts the scattering
angle into two, σ = σ￿.
The relation between σ, π and C± is then:
C± = ∓1/√2(σ ± iπ) (3.8)
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3.2.4 Photon wavelength and energy
A useful relation between the wavelength and the energy of X-rays is given
by:
λ[A˚] =
12.398 [keV · A˚]
E [keV]
(3.9)
with E the energy of the X-rays and λ the wavelength, having hc/e = 12.398
[keV · A˚]. Typically hard X-rays have wavelength in the range of 0.1 to 1
nm, which is well tuned to diﬀracting interatomic distances. The waves with
λ between 1 and 10 nm are called soft x-rays. This range corresponds to
nanometric structures that might appear in a solid, like orbital or magnetic
orderings.
3.3 Photon - Matter interaction
As a photon impinges a material several events may take place with a proba-
bility that depends mostly on the energy of the photon. Figure 3.4 shows the
total and partial cross-section for coherent scattering, incoherent scattering
and absorption. Coherent scattering is a photon-in photon-out process with
no change of energy, incoherent scattering is a photon-in photon-out process
with a gain or a loss of energy, and absorption is a photoelectric process.
The absorption phenomena is energy dependent, and is very useful when
studying electronic properties of the outer shells of the atom, like a valence
state, or local atomic displacements with methods like Extended X-ray Ab-
sorption Fine Structure, X-ray Anomalous Near-Edge Structure (XANES).
When we use diﬀraction, we focus on periodic behavior, like in crystals, and
superstructures in crystals like electronic multipolar orderings (orbital or-
dering) or magnetic structures. The formalism of the diﬀraction depends
on the strength of the scattering amplitude. For a soft-energy or for a large
high quality crystal one uses a so-called dynamical theory that takes multiple
scattering into account. Usually one prefers to approximate the scattering
as a weak enough phenomena so that a photon is only scattered once, the
so-called kinematical approximation.
In the following sections, we present generalities on the absorption cross-
section, the optical theorem, the initial steps toward the description of reso-
nant x-ray scattering, and the expansion of the resonant scattering amplitude
into multipolar terms of the electronic configuration. Then we will recall the
basic definitions of diﬀraction.
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Figure 3.4: Various cross-sections for the photon-matter interaction in car-
bon as a function of energy. Approximating the total absorption cross-
section σtot with the absorption cross-section is generally valid below 10
keV. (τ = σabs) atomic photo-eﬀect like electron ejection, photon absorp-
tion; (σcoh) coherent scattering, Rayleigh scattering, atom neither ionized
nor excited; (σincoh) incoherent scattering, Compton scattering oﬀ an elec-
tron; (κn) pair production, nuclear field; (κe) pair production, electron field,
(σph) photonuclear absorption. Taken from the “x-ray data booklet” and [J.
Phys. Chem. Ref. Data 9, 1023 (1980)].
3.3.1 Absorption
Photoelectric process
The absorption of a photon can be observed thanks to the so-called “photo-
electric eﬀect”. The electron leaves the atom when the energy of the photon
is large enough to overcome the interaction energy between the nucleus and
the electron. If the energy of the photon is not large enough, but still close,
the atom will absorb the photon and form an excited state, also called an
“exciton”, in which the electron can still be considered bound to the nucleus
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but promoted to a higher energy shell. One takes advantage of this process
in resonant x-ray spectroscopy. This eﬀect probes the unoccupied states,
and thereby provides a probe of the electronic configuration of the atom.
It is a matter of current research to describe this multi-electronic behavior.
From this excited state, the atom decays by re-emitting a photon of the same
energy (resonant scattering), or by exciting other inner shells and ejecting
secondary electrons (Auger electrons) as well as emitting photons of lower
energy (fluorescence).
Absorption coeﬃcient
One introduces the linear absorption coeﬃcient µ and considers an infinites-
imal sheet of thickness dz. The attenuation of the beam through the sample
is given by µdz and the intensity changes from z to z + dz is:
I(z + dz)− I(z) = −I(z)µdz (3.10)
which gives:
I = I(0)e−µz (3.11)
Absorption cross-section
The absorption coeﬃcient comes from the atomic absorption cross-section:
µ[m−1] = ρσabs[m−3m2] (3.12)
The cross section has the dimension of a surface, ρ is the atomic density.
In X-ray absorption spectroscopy (XAS) experiments, the energy of the
incident beam is tuned through the absorption edge of an atom. This way
one excites a core electron to an empty electronic state. The absorption
edges are indexed increasingly according to the energy and angular momen-
tum numbers describing the core levels. Each edge is named with a letter
indicating the energy level K for n=1, L for n=2 etc and a number designing
the total angular momentum L1 for 2s, L2 for 2p1/2, L3 for 2p3/2... In this
thesis we have worked either at the K edges for the hard x-ray experiments




The wave function of a particle after being scattered is asymptotically [1]:




















Figure 3.5: Absorption edges indexed by the energy and the angular momen-
tum of the inner shell.
ψ ￿ eikx + b
r
eikr (3.13)
where b is called the scattering length and r is the distance to the scatterer.
The dependence in 1/r ensures the conservation of the flux independently of
the distance to the scatterer. The scattering length is often normalized to
the scattering length of one free electron r0 =
e2
mc2 :
b = −r0f (3.14)
introducing the scattering amplitude f , which is the scattering length in unit
of r0, or “electron unit”. This normalization comes from the approximation
that only electrons contribute to the scattering, the scattering being inversely
proportional to the mass of the charged particle.
The cross-section, which has the dimension of a surface is:
σscat = 4π|b|2 (3.15)
from which the scattering length could also be introduced, the cross-section
being a classical concept as well.
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Scattering length and absorption cross-section
Following Landau [1], in a very general quantum mechanical treatment of
scattering, a general result gives that the imaginary part of the scattering





This result is referred to as the “optical theorem”. The scattering length is
to be evaluated with no change in the polarization state (￿ → ￿). For soft
and hard x-rays below 20 keV, the total cross-section consists mainly of the





This relation requires that the imaginary part of the scattering length be
positive, and thus the scattering amplitude in electron unit be negative. The
scattering amplitude is then written as :
f(Q, E) = f0(Q) + f ￿(E)− if ￿￿(E) (3.18)
with f0 > 0 and f ￿￿ > 0
where f0 is scattering from electrons as if they were free, Thomson scattering
and the energy dependent terms are the correcting terms due to their binding
to the nucleus. Because f ￿￿ is often given positive in tables we add the
negative sign in the expression 3.18.
3.3.3 Theoretical approach to resonant scattering
Generality on the formalism
The following development is after Sakurai’s reference textbook on Modern
Quantum Mechanics [2], we mention without going into detail the successive
steps through the basis of quantum electrodynamics of resonant scattering.
The scattering is described by a change of the wave function from an initial
state to a final state under an interaction with a field during the time T =
t− t0. The transition amplitude for this scattering is formally written:
cn(t) = ￿n| eiHt/h¯U(t, t0)e−iHt0/h¯|i￿ (3.19)
where U(t,t0) is the time-evolution operator U = e−
i
h¯H(t−t0), H being the
interaction Hamiltonian. The probability for the transition from |i￿ to |n￿
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Now the resolution of the problem consists in treating the interaction as a
perturbation V of the unperturbated system with an Hamiltonian H0, that
is H = H0 + V .
First and second order perturbation





h¯ with a constant perturbation V turned on at t=0 which leads
to:
c(0)n (t) = δni (3.20)























with Vni = ￿n|V |i￿. The δni function corresponds to a “no-event”, the
initial and final state are the same, it corresponds therefore to the non-
interacting incident field. The minus sign after the δni function is due to the
negative phase evolution with time in the exponential. The resonance eﬀects
are described in the second order term of the Dyson series that takes place
in two steps.
Fermi golden rule












Em − Ei + iη
where η is not the lifetime of the intermediary state but a mathematical pa-
rameter introduced for the calculation of the integral over time and necessaty
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when VmnVmi ￿= 0. Relation 3.22 is the so-called Fermi golden rule, ρ(En)
is the density of final states. One should keep explicit the minus sign in τ
coming from cn(t) for a correct treatment in case of interfering events either
with the incident field or with a second scattering event. Sakurai [2] arrived
to this last expression using several assumption not shown here. Here we
feel that we have the relevant developments for a good understanding of the
basics needed in this thesis. Usually, papers at the interface between theory
and experiments, like Hannon’s and Blume’s [3] papers start at the Fermi
golden rule, and continues with the following expression of the interaction
Hamiltonian.
The Hamiltonian for the interaction
The Hamiltonian that describes the atom in interaction with an electromag-
netic field is






























= V1 + V2 (3.24)
with H0 the free atom contribution, Hr the radiation field, and H ￿ the in-
teraction part with rj the position of electrons and Pj their momentum, −e
is the charge of the electron. We have not included terms dependent on the
spin, the magnetic interaction we are dealing with in this thesis is purely
electric in nature and comes from V2.
A quantized electro-magnetic field
For a quantized electromagnetic wave, the potential vector A is written in

















with k the wave vector, ￿u are two perpendicular unit polarizations, u = 1, 2,
V is a so-called quantification volume, a mathematical trick that disappears
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Figure 3.6: A quantum mechanical description of the interaction of a photon
with an atomic electron.
in final expressions, and a and a† the annihilation and creation operators
with the properties: a|n￿ = √n|n − 1￿ and a+|n￿ = √n+ 1|n + 1￿ with |n￿
the state with n photons in the field. In our case, we can consider n = 1 as
the photons are not entangled. We are in Coulomb gauge, ∇ ·A = 0.
Interaction Hamiltonian within the second order perturbation of
the scattering amplitude
Considering only scattering events, that is with a photon in and a photon
out, the first order term can only be given by V1 which annihilates the photon
in and creates the photon out. The second order term can only be given by
V2, which annihilates a photon thereby giving the energy to the atom, and
creates a photon out thereby de-exciting the atom. One gets the scattering












(2π)3h¯c3 is the density of final states. The sum is done over all
possible states with energy En. For now on we separate in the total initial
energy the energy of the photon h¯ω and the initial energy of the atom Ei,
that is Ei → h¯ω + Ei. For resonant elastic X-ray scattering the initial and
final states of the atom have the same energy, and are considered the same.
In figure 3.6 we show the three processes mentioned above (photoelectric
eﬀect, Thomson scattering and resonant scattering). Note that despite that
the scattering is due to electrons the negative sign of its charge does not play
any role in the scattering, at first and second order.
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Thomson scattering
The term ￿n|V1|i￿ describes the scattering by electrons as if they were free,
the so called Thomson scattering. By including the constants from 2πh¯ ρ(En)
into the matrix element one can write an eﬀective scattering length:
b(1) = − e
2
4π￿0mc2
(￿￿∗ · ￿) ￿f |e−iQ·r|i￿ (3.27)
= −r0 (￿￿∗ · ￿) f0(Q) = −r0 (￿￿∗ · ￿)
￿
ρ(r)e−iQ·rdr (3.28)
The scattering length of the atom for Thomson scattering is the product
of r0 times the form factor, which is the expectation value, or the time average
for the e−iQ·r term; it is the Fourier transform of the electronic density. It is
usually a real number because of the usual center of symmetry in the electron
distribution.
Resonant corrections
The second term in eq. 3.26 describes the creation of intermediary states
during the interaction of the atom with the field. By including the constants






￿n|p · ￿∗￿e−ik￿·r|m￿￿m|p · ￿eik·r|i￿
h¯ω + Ei − Em + iΓm2
(3.29)
Considering the dipolar approximation, one supposes that the wavelength of
the photon is large compared to one of the orbital of the electron in the initial
and final state. In the matrix element, the exponential is then approximated
to one. Physically it means that one supposes that the phase of the photon
does not change significantly in a volume of the size of the smallest electrons
orbitals involved in the resonance. Writting ￿m|p|i￿ = −mih¯(Em−Ei)￿m|r|i￿,







￿2 ￿n|r · ￿∗￿|m￿￿m|r · ￿|i￿
h¯ω + Ei − Em + iΓn2
(3.30)
= −r0 (f ￿ − if ￿￿) (3.31)
f ￿ and f ￿￿ are the dispersion corrections and they are dependent of the energy.
f ￿ is the Kramers-Kro¨nig transform of f ￿￿, and vice-versa. One can verify
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that the imaginary part of the scattering length goes as λ2 when ω >> ω0,
which correctly gives an absorption coeﬃcient going as λ3, (Figure 3.4). To
summarize, one gets to the second order in the perturbation:











￿2 ￿n|r · ￿∗￿|m￿￿m|r · ￿|i￿
h¯ω + Ei − Em + iΓm2
(3.32)
We’ll use this approximation in this thesis.
Now we have all the information to calculate the scattered intensity by an
atom. The cross section is proportional to the probability that an interaction
will occur and the diﬀerential cross section gives how eﬃciently the particles







where I0 is the incident photons per second, ∆Ω is the solid angle and N is
the particles per unit area in the sample.
3.3.4 Multipolar development of the scattering ampli-
tude
The relation 3.32 does not make any assumption on the electron orbitals,
their shape, their orientation within the local symmetry of the resonant atom
or if the atom carries a magnetic moment. Templeton and Templeton ob-
served at the resonance an anisotropy in the x-ray scattering [5], similar to
the birefringence occuring in anisotropic crystals with light, and Gibbs and
coworkers discovered x-ray resonant scattering depending on the magnetic
moment and its orientation thereby launching a new area of characterization
of magnetic crystals in 1988 [6]. Both scattering occurs with a change in
the polarization of the photon. In order to associate a particular dependence
of the scattering with the polarization and the local symmetry, including
uniaxial symmetry defined by a magnetic moment, a useful framework has
been laid down in 1988 by Hannon following Gibbs reports [3], in which the
scattering amplitude, within the approximations of dipolar transitions and
uniaxial symmetry, takes the form:
fˆ￿￿￿ = (￿
￿∗ · ￿) F0 − i(￿￿∗ × ￿) · u F1 + (￿￿￿ · u)(￿ · u) F2 (3.34)
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where ￿ and ￿￿∗ are the polarization vector of the incoming and outcoming
waves and u is the unit vector describing the anisotropy (magnetic or elec-
tronic). The term F1 describes the magnetism and the term F2 will describe
a uniaxial electronic anisotropy, or a spin-orbit coupling. In the following we
describe the F terms.
Isotropic term F0
Then one also adds the resonant terms:
F0 = −r0f0 + (3/4k)[F11 + F11¯]
(3.35)
The magnetic term F1
Lets consider a magnetic media. In this case from equation 3.34 we have:
fˆ￿￿￿ = (￿
￿∗ · ￿) F0 − i(￿￿∗ × ￿) · u F1 (3.36)
with
F0 = −r0f0 + (3/4k)[F11 + F11¯]
F1 = (3/4k)[F11 − F11¯]
where the polarization vectors of the incoming and outgoing photons, ￿ and
￿￿ respectively, are unit vectors equivalent to the electric field vector of the
classical description, ￿ = E/E. The function F1m are proportional to the
probability of absorption of a photon with a change of m in the atomic an-
gular momentum projected along u. The unit vector u is the quantification
axis, here it is chosen to correspond to the direction of the local magnetic
moment. The term F1 contains the magnetic signal, which lies in the diﬀer-
ence F11−F11¯ corresponding to the diﬀerence in absorption with the angular
momentum change ∆m = ±1. Expression (3.36) corresponds to an atom
whose electronic configuration, including the spin, can be described in a
point group symmetry as low as C4h [3, 7, 8], which is enough to describe
an uniaxial asymmetry defined by the unit vector u. It typically describes a
cubic symmetry broken by a magnetic moment u =m/m. It implies that we
neglect the spin-orbit interaction in the valence shell. Here, the local cubic
symmetry is only broken by the magnetic moment. Finally, the expression
(3.36) also implies that we restrict ourselves to the approximation of a dipo-
lar transition, that is l = 1 and m = 0,±1; higher order in the multipolar
expansion are neglected.
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Figure 3.7: Real (’) and imaginary (”) parts of the scattering length (in r0
unit) at the Fe L3 edge.
As example we show real and imaginary parts of F0 and F1 for Fe atoms
in Fig 3.7. These factors were obtained after experimental X-ray absorption
measurements of X-ray magnetic circular dichroism that provide the imagi-
nary part and Kramers Kronig transform of the imaginary part to give the
real part [9].
The quadrupolar term, uniaxial symmetry.
For a non magnetic system with a uniaxial anisotropy from eq 3.34
fˆ = (￿￿￿ · ￿) F0 + (￿￿￿ · u)(￿ · u) F2 (3.37)
The tensor has dimension 2 on the basis defined by the two polarization
vectors, usually noted σ and π and defined as the components perpendicular
and parallel to the scattering plane respectively. F0 and F2 relates to the




(2f⊥ + f￿) (3.38)
F2 = f￿ − f⊥ (3.39)
In this framework, F0 is the isotropic and F2 the quadrupolar term in the
electronic configuration expansion. Typically, in a reconstructed interface,
the resonant atom may undergo a change in its environment departing from
a cubic symmetry to an uniaxial anisotropy as it sits along the normal, from
the interface. It corresponds to a point group symmetry as low as C4h [7, 8],
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which is enough to describe an uniaxial asymmetry. It would describe for
instance Jahn-Teller Mn ions in LaMnO3, as a first approximation, where u
defined the axis of higher symmetry, the long Mn-O distance. We believe that
for this presentation this point group is a good trade-oﬀ between simplicity
and generality. Lower symmetries are considered elsewhere [7, 8].
As example we show real and imaginary parts of F0 and F2 for YBa2Cu3O7
in Fig 3.8. These factors were obtained after experimental X-ray absorption
measurements of X-ray linear dichroism that provide the imaginary part and
Kramers Kronig transform of the imaginary part to give the real part [9].
Figure 3.8: Real (’) and imaginary (”) parts of the scattering length (in r0
unit) at the Cu L3 edge for the YBCO “molecule”.
3.3.5 Diﬀraction
In practice photons diﬀract from an organised assembly of atoms. We will
focus on the kinematical approximation. The kinematical approximation
considers the interaction between the crystal and the atom weak, in other
words, the scattering process happens just once. A crystal can be considered
as a assembly of atomic layers spaced at a distance d as shown in fig 3.9.
The elastic scattering is coherent, that is, it shows interferences between
sites, that is the “wave”-side of the photon. A crystal has a scattering factor
F (Q). The intensity of the diﬀracted beam is proportional to the square of













Figure 3.9: Diﬀraction from an assembly of atoms
with fj the scattering amplitude of one atom, Q the scattering vector, Rn
the lattice vectors and rj the position of the atoms.
Here we consider parallel lattice planes separated by a distance d as shown
in 3.9. From here we see that the diﬀerence of the path of two incident beams
from adjacent planes is 2d sin θ, where θ is the angle the beam makes with
the surface plane of the sample, it is known as the Bragg angle. There is a
constructive interference when the radiation of the neighbor planes when the
distance d is an integer of the wavelength of the beam. This gives Bragg’s
law:
2d sin θ = nλ (3.41)
A crystal is a three dimensional system and in crystallography the crystals
are defined by the crystal axes a1, a2, a3. Bragg’s law considers a set of
planes, called the crystallographic planes which are equidistant planes that
fulfill certain conditions: one of them passes through the origin, and the
adjacent one intercept the crystallographic axis on the points a1/h, a2/k,
a3/l. The integers hkl are the Miller indices.
Reciprocal vectors are defined as:
a∗1 =
a2× a3








a1 · (a2× a3) (3.42)
now we define the reciprocal lattice vector Ghkl being a linear combina-
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From [4] we know that F crystal(Q) is going to be non-zero if:
Q = 2πG (3.44)
This means that in order to have diﬀraction the scattering vector Q coin-
cides with a reciprocal lattice vector. The intensity diﬀracted is proportional
to the square of the scattering form F (Q).
3.3.6 Dynamical eﬀects
When a propagating beam passes from one to another medium its propaga-
tion direction also changes. The refractive index or index of refraction n of
a medium describes how the light propagates. The index of refraction of a
propagating wave in a medium has an imaginary part to describe the absorp-
tion. Following definition (3.1), the imaginary part of the index of refraction
should be positive in order to describe a spatial attenuation:
n = nr + ini ni > 0 (3.45)
We already see a resemblance between n and f , both have a imaginary part.
In optics n is defined as the ratio of the speed of the light in the vacuum
and the speed in the media. In our case, since we will study resonance
phenomena the index of refraction has a real and imaginary part as shown in
eq 3.45. The index of refraction gives the information we need to resolve the
reflectivity that is related to the permitivity and magnetic properties of the
sample. Reflectivity can be solved using classical physics and considering
the matter-x-ray interaction dynamical. Maxwell equations relies physical
properties to the electromagnetic waves propagating in the medium and the
Snell law relates the index of refraction with the EM waves. In the next
chapter we present two formalisms to treat reflectivity based on Maxwell
wave theory.
3.4 Multipolar development on two polariza-
tion basis
In the following section, we develop the scattering amplitude onto the two
most useful polarizations basis, the linear and the circular basis. It consists in
calculating Hannon’s eq:3.34 in the four possible channels, the two unchanged
channels, for instance σ → σ, π → π, and the two cross channels, for instance
σ → π, and π → σ. Then one can benefit from using matrix algebra,
constructing the 2x2 matrix with the four channels. Hill and Mc Morrow had
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presented the matrix expressed in the linear σ and π matrix [10]. We present
the matrix expressed in the circular basis for it is the most used basis in soft
x-ray experiments. This calculation is straightforward, but for some reasons,
it is never presented in the literature, to the best of our knowledge, even
when only circular polarizations are used. Of course one can alternatively
transform circular polarization onto the linear basis and then apply Hill’s
expression before retransforming onto the circular basis.
3.4.1 The linear basis
We first start by rediscovering Hannon’s equation into the linear σ and π
polarization as presented by Hill and Mc Morrow in their reference paper on
x-ray resonant magnetic scattering [10]. Eq. 3.34 calculated on the linear
polarization basis for the four channels gives:
σ → σ = F0 + F2u2x
σ → π￿ = iF1(uy cos θ + uz sin θ)− F2ux(−uy sin θ + uz cos θ)
π → σ = −iF1(uy cos θ − uz sin θ)− F2ux(uy sin θ + uz cos θ)
π → π￿ = F0 cos 2θ + iF1ux sin 2θ − F2(u2y sin2 θ − u2z cos2 θ)








0 uy cos θ − uz sin θ




u2x −uxuy sin θ − uxuz cos θ
uxuy sin θ − uxuz cos θ −u2y sin2 θ + u2z cos2 θ
￿
(3.46)
If one does not write the anisotropy terms u from F1 and F2 in a diﬀerent
way, it considers that the uniaxial anisotropy in F2 has a magnetic origin.
In the case where there is no magnetic order (F1=0), the F2 term can either
be magnetic or not magnetic. However if a system shows a magnetic order
F1 and a non magnetic uniaxial anisotropy F2, the quantification vectors u
describing the anisotropies have to be labeled in diﬀerent ways. Here we
will consider both (F1 and F2) as magnetic terms, except for the cases where
there will be no F1 – then in such cases F2 will be considered non-magnetic.
The 3.46 is the formula (5) of Hill and Mc Morrow’s paper [10], if one
performs the change of referential: z1 → uy, z2 → ux and z3 → −uz. There
is a sign mistake in the π → π￿ term of the F2 term in ref. [10], which
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reads −F2 cos2 θ(z21 tan2 θ+ z23), but should read −F2 cos2 θ(z21 tan2 θ− z23) or
F2(−z21 sin2 θ + z23 cos2 θ). One can check indeed that in the π → π￿ channel
and for a magnetization along the (011), the scattering at θ = π/4 must be
zero as the magnetization is then parallel to the scattered beam.
3.4.2 The circular basis
Most resonant magnetic reflectivity experiments are performed with circu-
lar x-rays, eq:3.34 calculated on the circular polarization basis for the four
channels gives:
C+ → C+ = F0 cos2 θ − iF1
2
(−ux sin 2θ + i2uy cos θ) + F2
2
[(ux − iuy sin θ)2 + u2z cos2 θ]
C− → C− = F0 cos2 θ − iF1
2
(−ux sin 2θ − i2uy cos θ) + F2
2
[(ux + iuy sin θ)
2 + u2z cos
2 θ]
C− → C+ = −F0 sin2 θ − iF1
2
(−ux sin 2θ − i2uz sin θ) + F2
2
[−(ux + iuz cos θ)2 − u2y sin2 θ]
C+ → C− = −F0 sin2 θ − iF1
2
(−ux sin 2θ + i2uz sin θ) + F2
2
[−(ux − iuz cos θ)2 − u2y sin2 θ]
(3.47)
which gives the following matrix in the basis of the circular polarizations:
fˆe￿e(θ) = F0
￿
cos2 θ − sin2 θ




￿−ux sin 2θ + i2uy cos θ −ux sin 2θ − i2uz sin θ






(ux − iuy sin θ)2 + u2z cos2 θ −(ux + iuz cos θ)2 − u2y sin2 θ
−(ux − iuz cos θ)2 − u2y sin2 θ (ux + iuy sin θ)2 + u2z cos2 θ
￿
(3.48)
3.5 Multipolar development of the scattering
amplitude
Using the preceding developments of the scattering amplitudes one can de-
duce the intensities of reflected beams for a particular incident photon po-
larization and how they depend depend on the ux, uy and uz components of
the anisotropy. First we treat the Thomson scattering, then X-ray magnetic
dichroism or x-ray natural dichroism and at last, the reflectivity analysis.
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3.5.1 Thomson scattering of circularly polarized pho-
tons
Consider the first isotropic term of the Thomson scattering and the resonant
terms with no anisotropy of any sort:
fˆe￿e = F0
￿
cos2 θ − sin2 θ
− sin2 θ cos2 θ
￿
One sees that it is impossible to keep the pure circular polarization if a
beam is scattered with a certain angle. This is an issue to consider when
monochromotizing a beam. In the table 3.1 some calculations are performed
for an incoming right circular polarized beam. The higher the energy re-
quested, the more a purely circular incident light will be destroyed. It is
a problem for hard x-ray beamline which can not use a source of circular
light, but rather use phase plates after the monochromator in order to get
a circular light. For soft x-ray beamline, the monochromator keeps a low
angle, and therefore one can use a beam that is circularly polarized at the
source, from the undulator. In particular we note that the incident circular
polarization at the SEXTANTS beamline is still 99.6 % after being scattered
by the monochromator. In fact, the purity in the incident circular polariza-
tion is mostly hampered by the insertion device that does not give a purely
circular beam.
Table 3.1: Polarization rate of a perfectly C+ polarized incident beam scat-
tered at angle 2θ, for instance, by a monochromator
incident angle (deg) polarization rate
0 C+
3.5 99.6% C+ 0.4% C− (soft x-ray monochromator)
45 50% C+ and 50% C− that is σ
90 C-
Another remark is that backscattering (θ = 90◦) gives the opposite cir-
cular polarization, an eﬀect that is also related to the time inversion of the
circular polarization that is time-odd.
3.5.2 Forward scattering and absorption cross-section
of polarized photons
The calculation of the forward scattering is used for the evaluation of the
index of refraction as we will see in the next chapter. It is also important in
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order to evaluate the absorption cross-section which is related to the imagi-
nary part of the scattering length. Absorption experiments are very common
in synchrotrons and specially in magnetism one uses the dichroism to obtain
magnetic information of the sample. Here we will see how the most common
polarizations of the synchrotron allow to observe diﬀerent magnetic and elec-
tronic properties.
Linear basis and X-ray Linear Dichroism
X-ray linear dichroism (XLD) is one of such techniques which uses the linear
σ and π polarizations to obtain magnetic and/or electronic properties of
systems. From eq:3.46 and assuming an absorption experimental condition
θ=0 and ￿￿=￿, one gets for the forward scattering amplitude:





























Im{F0 + u2zF2} (3.50)
where we recall that x is along σ’s direction, and z is along π’s direction (see
Fig.3.3). Linear dichroism is a measurement in which two acquisition are
made with σ and π polarizations and then they are substrated. This way
one reveals the anisotropy.
σXLDabs = σ
σ
abs − σπabs =
λr0
2
(u2x − u2z)Im{F2} (3.51)
The F2 term can have two denominations depending on its origin. If the
F2 term originates from a magnetic moment and a spin-orbit coupling, this
is the “X-ray Linear Magnetic Dichroism” (XMLD). If there is no magnetic
origin in the anisotropy, but rather a local atomic loss of symmetry, it is called
“X-ray Linear Natural Dichroism” (XNLD). In both case the anisotropy is
measurable as long as it does not lie along the direction of the photon, or
exactly in between the two directions of the polarization.
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Circular basis and X-ray Magnetic Circular Dichroism
X-ray magnetic dichroism is a very well known method to study magnetism.
WE can see how it works considering that for circular polarized light the
scattering form factor for an absorption case where θ=0 is:
















z −(ux + iuz)2
−(ux − iuz)2 u2x + u2z
￿
(3.52)
And again combining eq:3.14 and eq:3.17 with the previous expressions

















The circular dichroism corresponds to a measurement of the absorption
cross-section in the two circular polarization states and performing the sub-
traction to reveal only the anisotropy:
σXMCDabs = σ
C+
abs − σC−abs = λr0uyIm{F1} (3.54)
The term F1 can only be of magnetic origin, the technique is called “X-ray
Magnetic Circular Dichroism” XMCD.
XMLD and XLD are absorption techniques, they do not consider any
diﬀraction or reflectivity conditions. We will use XMLD/XNLD on chapter
6 on the X-PEEM study.
3.5.3 Reflectivity/diﬀraction intensities and anisotropy
ratios
Now we use the multipolar development for the analysis of reflectivity. The
analysis of the magnetic/electronic reflectivity/diﬀraction signal is usually
performed on the so-called asymmetry ratio. It consists in isolating the sig-
nal coming from the anisotropy, thereby eliminating the strong charge signal.
To achieve such results one measures twice the intensity reflected/diﬀracted,
once with a definite direction of the magnetic moment or, of the photon’s
polarization, and a second time with one of these moments reversed. There
are therefore two ways to calculate the ratio. One is to fix a given polar-
ization (p1,2) and to measure the reflectivity twice applying a field in two
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opposite directions (±u) and the other one is with a fixed applied field to
change the polarization of the incoming photons between the two reflectivity
measurements.














In appendix A, we give an analytical formulation of the anisotropy ratios
corresponding to the two measurement geometries for linear and circular
polarizations. These calculations are kinematical, that is we neglect the
dynamical eﬀect and the index of refraction is 1. This approximation is valid
if one is only interested in the angular behavior of the reflectivity. We will
find how the angular dependence of an anisotropy evolves with the angle.
We find out also that measuring a circular dichroic signal is not necessary
due to a magnetic moment.
The field is applied along one direction, this leads to three possible exper-
imental configurations: longitudinal, transversal and polar. In Fig.3.10
we show these three configurations. With a longitudinal configuration the
applied field is along the y direction, with a transversal configuration along
the x direction and in the polar configuration along the z direction. We con-
sider each particular case separately and discuss the expressions obtained. In
our discussions we consider a saturation field and only the moments in the






Figure 3.10: Definition of the transversal, longitudinal and polar directions.
39
3.5.4 Conclusion and Discussion
In the table 3.2 we summarize the anisotropy ratios and the information
they give obtained at the appendix A. For each anisotropy ratio R three
configurations are studied (Transversal, Longitudinal and Polar). We look at
the x,y,z components of a Magnetic system as well as to the x,y,z components
of a uniaxial anisotropy system. For example to study a magnetic system
with the anisotropy along the x direction, Ru invσ in the Polar configuration
is the best option.
Table 3.2: Summary of the anisotropies ratios and the information we get
from them. ￿¨ means it is possible to study it, and ￿¨ the best method.
Anysotropy Magnetic Uniaxial
Ratio Configuration x y z x y z
R±uσ−π
Trans ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Long ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Pol ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Ru invσ
Trans ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Long ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Pol ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Ru invπ
Trans ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Long ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Pol ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Ru invC±
Trans ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Long ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Pol ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
R±uC+−C−
Trans ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Long ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
Pol ￿¨ ￿¨ ￿¨ ￿¨ ￿¨ ￿¨
We have seen there are several experimental configurations to study an
anisotropy. We can either use circular or linear polarization or apply a mag-
netic or electric field. These techniques are very often used in synchrotron
facilities specially with the XMCD related techniques. We conclude that
at saturation field the best methods to look for a magnetic component are
Ru inv TRANSπ in the x direction, R
u inv Long
C± in the y direction and R
u inv POL
C±
in the z direction. In the case of a non magentic uniaxial system one could
only get clear information of the y and z directions performing R±u Longσ−π . The
other component information is crossed with F1 terms.
Sometimes to work on a saturation field may not be the best option.
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Some intrinsic information on the samples magnetization may be destroyed.
For this reason some experiments are performed at the remanence field. In
this case one gets a reorientation of the magnetic moments from the satu-
ration value to any other directions. This techniques is very much used in
resonant magnetic reflectivity measurements to look for the components of
the magnetic field in diﬀerent directions. Here we show only the magnetic
case (F2=0) with the magnetic field applied in one of the three directions,
The diﬀerences are:
I±uC+ − I±uC− = ±4Re{F0F ∗1 }(uy cos3 θ − uz sin3 θ)
I+uC± − I−uC± = ±4Re{F0F ∗1 }(uy cos3 θ − uz sin3 θ) + Im{F0F ∗1 }ux sin 4θ
Iuπ − I−uπ = 2Im{F0F ∗1 }ux sin 4θ
The first case shows that with an applied field in one direction and sub-
stracting two acquisitions from opposite circular polarizations the resulting
data will be sensitive to the y direction of magnetization at small angles and
to the z direction of the magnetization at higher angles. In the second case
there would be the same angular dependence but there would also be an
extra contribution from the x component of magnetization. The third case,
using π polarization is the only term that is sensitive to just one component.
For the study of a magnetic system using anisotropy ratios we propose the
R±u Long TransC+−C− to search for the y and z components and R
u inv Trans
π for the
x direction of magnetization.
Here we want to propose another way to study an anisotropy using these
ratios. We have seen that the application of a saturation field in a given
direction condemns the study to the anisotropy in that direction. Here we
propose a way to look at the x and y components at the same time. Instead
of applying a magnetic field (and in consequence aﬀecting to all moments)
and performing Ru invC± , one could turn the sample around the z direction 180
◦
and perform two acquisitions with the same photon polarization Rz rotC± (see
Fig. 3.11). This way one is sensitive to both the y and x directions of the
anisotropy.
To use our second method, one needs a rotation of 180◦ for the azimuthal
angle. The anisotropy ratios are often used in the soft x-ray range where the
diﬀractometers are in vacuum. Not many chambers have a precise motor-
ized azimuthal rotation and therefore for an experimental point of view this
method may not be the best choice. For example in RESOXS diﬀractometer
at synchrotron Soleil, one can perform this kind of rotation, but manually. It













Figure 3.11: (a) Classical anisotropy ratio study Ru invC± applying and revers-
ing a field along the y direction. (b) Rotating the sample around the z
direction. In the second case one changes at the same time both the magne-
tization in the y and x directions.
after. This would take too much time, and in synchrotron experiments time
is something very precious.
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In case of layered materials, reflectivity is a technique of choice to charac-
terize the properties along the growth axis. The aim of reflectivity is to
determine structural properties, like atom densities, thicknesses and rough-
nesses of monolayers, thin films or multilayers. The technique is common
in all fields on hard or soft matter. One can determine a magnetic profile
within the layers with polarized neutrons reflectivity, but to obtain a chemi-
cally specific information, including on the magnetic profile or on local atomic
anisotropy due to displacements, one can tune the energy of x-rays in order
to work in the resonance regime. X-ray reflectivity data are then analyzed
with simulations based on a classical Maxwell approach to solve the propa-
gation of the waves in the media and with a quantum mechanical description
for the atomic interactions. Parratt formalism is mostly applied on all kind
of systems, when no magnetism or anisotropy is present. When dealing with
magnetism, the most used formalism is the one proposed by Zak et al. [1],
originally written for optics (Kerr, Faraday eﬀects) but used just as well in
the x-ray range.
While studying Zak’s formalism to understand all the steps and evaluate
the approximations performed, we came to realize that a slightly diﬀerent
formalism could be derived by using eigen-waves throughout all the steps,
thereby gaining in simplicity (a little), in logic and coherence (same polar-
ization basis throughout all the formalism steps) and in computing speed (a
lot). This study was also beneficial to the development of a similar formalism
for materials with an electronic anisotropy. In this case, we also realized that
we could extend the Parratt formalism, leading to a much simpler formal-
ism, and a much faster code. Both formalisms have been coded in a Matlab
environment program called Dyna whose development was started just near
the beginning of this thesis in our group. In this chapter, we present the two
formalisms, the methods and applications.
4.2 Boundary Propagation matrices method
In the first of the following sections, we present the principles and successive
steps of the boundary-propagation matrices (BPM) method. In the second
section, we present the case of a magnetic system, and in a third the case of
an anisotropic system, whose anisotropy is along the normal to the surface
of the sample. The core of the formalism was published in [2].
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4.2.1 Principles of the method
In our Boundary Propagation matrices method we will use the so-called eigen-
waves as propagating waves. Eigen-waves are waves that do not change their
polarization state as they propagate. We calculate the indices of refraction
corresponding to a wave that does not change its polarization state, using
Maxwell equations. Then one determines from the indices of refraction the
polarization state they correspond to, which gives us the eigen-waves. Then
one has to determine the matrix that solves the reflectivity at each interface:
This matrix projects the two eigen-waves, onto planar components of the
electric and magnetic fields. The boundary conditions are solved equating
the planar components with those of the next medium (Snell’s law). The
roughness of the interface is also considered. Then, one gets the propagation
matrix, which is diagonal thanks to the use of eigen-waves, until the next
interface is reached, and so on. To summarize, the method consists in the
following steps:
1. Determine constitutive equations
2. Calculate the indices of refraction
3. Identify the eigen-waves
4. Determine the boundary matrix
5. Determine the propagation matrix
6. Apply roughness corrections
7. Multiply matrices throughout the stack of layers
Let’s give some details on these steps:
4.2.1.1 Constitutive equations, permittivity, permeability
The constitutive equations describe the response of a material to an exciting
field. The responses are described by the electric induction fieldD in response
to the electric field E, and the magnetic induction B in response to the
magnetic field H1. In the general case we assume that the medium has a
linear, tensorial and dispersive response to the electric field and a simple
1The names of the fields are a question of context and maybe a question of taste too:
D is also called “displacement field”, B is also called “magnetic field” and H is also called
“magnetizing field”.
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linear, scalar response to the magnetic field. The response is characterized
by the electric permittivity ￿ˆ for the electric displacement, and the magnetic
permeability µ for the magnetic induction:
Di = ￿ijEj, B = µH (4.1)
where ￿ij is a tensorial dielectric permittivity with i, j = x, y, z which takes
into account the process of magnetic resonant x-ray scattering. The relation







￿ˆ = 1 + χˆ (4.2)
with na the number of atom a per unit volume, χ the dielectric susceptibility











Figure 4.1: Definition of angles used throughout the formalism. Here, k is a
unit vector, αy = cosα and αz = sinα. The referential (x￿, y￿, z￿) is attached
to the wave vector, with x￿ = x and k = zˆ￿, u is a unit vector describing the
systems anisoptropy.
4.2.1.2 Index of refraction
The eﬀect of the medium on the waves is essentially reduced to a change on
the direction and amplitude of the wave vector, in addition to a reduction
of the amplitude by absorption. Therefore, solutions to the propagation
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equation are sought in the form of propagating plane waves with a wave
vector that is changed to k = (nxk0x, nyk0y, nzk0z) with k0 the wave vector
in vacuum, k0 = 2π/λ, and defining n, the index of refraction. The index
n is imposed by Maxwell equations with the constitutive equations, and is
obtained by combining Maxwell equations:





for a monochromatic plane wave with k = 2πλ n, leading to:
n× (n×E) + ￿ˆE = 0, (4.4)
which constrains the indices of refraction with respect to the permittivity
[3]. Solving this equation, we obtain typically two indices of refraction, cor-
responding to two eigen-waves with polarizations p1 and p2.
4.2.1.3 Identifying the eigen-waves
Eigen waves are the waves with the indices of refraction obtained as explained
before which do not undergo a change in their polarization state while propa-
gating. Returning to Maxwell’s equation and the relation n×(n×E)+￿ˆE = 0,
rewritten explicitly as D = n× (E× n) and with the explicit form of n, one
gets an expression of D which is equivalent to the photon polarization of
the propagating wave in the medium. We will see that, for magnetic materi-
als, D components ratio is i, and is kept constant while propagating, which
identifies circular waves as eigen-waves for propagation.
4.2.1.4 Boundary conditions
Once the dielectric tensor ￿ˆ is calculated and the Dp1 and Dp2 eigen-waves
known, we consider how boundary conditions at the interfaces can be treated
for these waves. Maxwell equations impose conservation of the planar com-
ponents of the “exciting” fields, the electric E and the magnetic H fields, at
interfaces. From the constitutive equations and Maxwell equations we have:
E = ￿ˆ−1D (4.5)
H = n× E = n× (￿ˆ−1D) (4.6)
where the exciting fields are written as a function of the electric induction
field, which represents the propagating waves. Equations (4.5) and (4.6) are
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six expressions for the electromagnetic fields components, but only the four
planar components, say x and y, are concerned with the boundary conditions.
One then introduces a matrix we call Aˆm whose “job” is all mathematical.
It projects (or “decomposes”) Dm of the eigen-waves amplitudes into the x














Am is a 4x4 matrix, and there is one for each media. We will see two examples
in the next sections, one for a magnetic medium, one for an anisotropic
medium. The benefit of calculating the A matrix is that one can now use






(￿ˆ−1m Dm)x = (￿ˆ
−1
m+1Dm+1)x
(￿ˆ−1m Dm)y = (￿ˆ
−1
m+1Dm+1)y
(n× ￿ˆ−1m Dm)x = (n× ￿ˆ−1m+1Dm+1)x
(n× ￿ˆ−1m Dm)y = (n× ￿ˆ−1m+1Dm+1)y (4.8)
can be written more concisely as:
AmDm = Am+1Dm+1 (4.9)
We see that the boundary conditions relate the permittivity of the media with
the amplitude of the wave passing through the boundary with amplitude Dm
and Dm+1 in each medium. That is, knowing the amplitude in the mth layer




Now, instead of expressing the x and y component of each eigen-waves,
we will refer to their amplitude Dm. The x and y components are found to
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be proportional to this amplitude (see next sections). We will keep track of








where Dpm ↓↑ is the amplitude of the electric induction, or, the eigen-wave
amplitude with p polarization, propagating downward or upward. We feel
that there is no much confusion to use the letter D for this 4x1 vector because
of its close relationship with the electric induction vectors of the waves.
4.2.1.5 Propagation
Now we consider the propagation of the waves within the medium. The
change of the phase they undergo is φ = 2πλ nαzz and it is described by the




0 e−iφp2↓ 0 0
0 0 e−iφp1↑ 0
0 0 0 e−iφp2↑

with n the index of refraction, αzz the position of the wave in the out-of-
plane direction. Pm is diagonal, a benefit of describing the waves projected
onto a basis of eigen-waves. It will ease the matrix algebra and the coding
of the formalism. It is one obvious diﬀerence from Zak’s formalism.
4.2.1.6 Matrix product to calculate the reflectivity
Finally, in case of a multilayer, one multiplies the matrices corresponding to
the boundary conditions at each interface with the matrices corresponding
to the propagation in each layer, see Figure 4.2. The polarization state in












The matrix M is a 4x4 matrix which relates the polarization states of the


















Figure 4.2: Scheme indicating the reflectivity process. Di = Ei is the po-
larization state of the electromagnetic field in the vacuum; A−1m Am−1 relates
the polarization states on both sides of an interface. Pm propagates the wave
between the two interfaces of the m-th layer. a is the incoming beam, r the
reflected beam and t the transmitted beam.
the last medium, defined as the medium in which there is no returning waves,
like an homogeneous infinite substrate or vacuum.
We obtain a system of four equations. The system is solved by the con-
ditions that the two amplitudes of the incident eigen-wave states are known,
and the two amplitudes of the states coming upward from the last layer are
zero (it is either vacuum or an infinite substrate in which the waves is only
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where the unknowns are the reflectivity coeﬃcients r for the two polariza-
tions, t the transmittivity for each polarization state, and the inputs are a
the initial polarization states of the incident photon expressed in the basis of





M41M34 −M31M44 M34M42 −M32M44






with d = M44M33 −M34M43.
4.2.1.7 Roughness
The roughness of the interface is considered with a Debye-Waller treatment.
Associated with this type of correction is the assumption that the roughness is
stationary, the roughness σ is not dependent of the point under consideration.
It is also supposed that the fluctuation of the thickness can vary laterally
because of the roughness at the interface. The fluctuation has to be smaller
than the thickness of the layer [4]. At the interface of the m − 1 layer with
the m layer, the matrix element of the matrix A−1m Am−1 must be multiplied
by e± = e−(km±km+1)2σ2/2. The ± stands for the matrix element that relies




e− e− e+ e+
e− e− e+ e+
e+ e+ e− e−
e+ e+ e− e−

W is not a matrix, but a table of values to be multiplied by each element
of the matrix A−1m Am−1.
4.2.2 X-ray Resonant Magnetic Reflectivity
In practice, this information allows the simulation of X-ray resonant magnetic
reflectivity. X-ray resonant magnetic reflectivity (XRMR) yields the magne-
tization density across ultra-thin magnetic materials. Two specificities have
established the technique as a complement to macroscopic techniques or po-
larized neutron scattering: a sensitivity to the orientation and the amplitude
of the local magnetic moment with a spatial resolution below the nanometer,
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and the selection of the chemical element contributing to the magnetization.
XRMR has been applied to several types of thin films, multi-layers and su-
perlattices to determine the distribution of the magnetic moment density
along the growth axis. The technique has proven (i) to be eﬃcient on single
magnetic layer in the nanometer thickness range [5, 6], (ii) to have a spatial
resolution in the subnanometer range [7, 8, 9] and (iii) to be sensitive to small
modifications at antiferromagnetic interfaces [10]. Induced magnetization of
non-magnetic elements has also been investigated [11]. The profile is aver-
aged in both directions parallel to the plane but with a resolution about the
Angstro¨m along the depth of the films. The sensitivity of resonant X-rays
to all three components of the local magnetic moment has been exploited
in various cases. For instance, Tonnerre et al. reported on the sensitivity
to the moment normal to the surface, a timely application for the growing
field of perpendicular magnets [8]. In this section we apply the Boundary
Propagation method to the case of magnetic media to retrieve magnetiza-
tion profiles in media such as thin films or multilayers on substrates, with
magnetization in any direction. It can also be applied to magneto-optics if
the magnetic correction to the permittivity is relatively small. Finally, we
present an application of the formalism on a W/Fe/W trilayer.
4.2.2.1 Constitutive equations
In the case of a magnetic media the scattering amplitude is (see Chapter
Basics):
fˆe￿e = (e
￿∗ · e) F0 − i(e￿∗ × e) · u F1 (4.16)
with e and e￿∗ the polarization vectors of the incoming and outcoming waves
and u the vector describing the magnetic anisotropy. Let’s rewrite fˆe￿e as a
matrix to built the dielectric permitivity ￿ij. This is done by decomposing
fˆe￿e in the x, y and z directions so that one can write fˆe￿e as e￿∗ · fˆ ·e, which
mathematically means that fˆ is the scattering tensor written in the basis of
the polarization vectors. With the referential in Figure 4.1 we get:
fˆ =
 F0 −iuzF1 iuyF1iuzF1 F0 −iuxF1
−iuyF1 iuxF1 F0
 (4.17)
In Figure 4.3 we show the dielectric terms of the Fe atom. These values
were obtained from the experimental factors of the atomic form factor shown
in the previous chapter Fig. 3.7. Using the relation between the permittiv-
ity and the scattering factor, expression (4.2) and together with expression
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(a) (b)
Figure 4.3: (a)Real and imaginary parts of the magnetic-independent dielec-
tric tensor elements of Fe atoms near the L2,3 edge.(b)Real and imaginary
parts of the magnetic-dependent dielectric tensor elements of Fe atoms near
the L2,3 edge
(4.16), one derives the expression of the dielectric tensor for a magnetic sys-
tem:
￿ˆ =

















ρ ux F1 (4.19)
which gives an antisymmetric tensor whose diagonal terms are all equal. This
expression of the dielectric function, in particular the antisymmetric nature
derives directly from the scattering amplitude (eq. 4.16). Note that F0 and
F1 are complex quantities.
We have now the first constitutive equation, an expression of the electric
induction D = ￿ˆE.
Due to spin-orbit eﬀects in the core-hole at the resonance, we assume that
the origin of the magnetic scattering is purely electric. We will then assume
µ = 1, then B=H .
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4.2.2.2 Index of refraction
The indices of refraction for such constitutive equations have to fulfill the
equation (4.4), which is solvable if the determinant is zero:
|n2δik − nink − ￿ik| = 0. (4.20)
To solve this equation, let’s consider temporally a referential attached to













Figure 4.4: Definition of angles used throughout the formalism. Here, k is a
unit vector, αy = cosα and αz = sinα. The referential (x￿, y￿, z￿) is attached












This equation has four solutions one pair is formed by each eigen-wave po-
larization, the two pairs corresponding to the two directions of propagation,
upward and downward, that is incoming and outgoing.
To proceed with the development of the formalism, for now on, we limit
our case to the approximation ￿ij << ￿, neglecting second order of the oﬀ-
diagonal terms of the permittivity (see Fig. 4.3). Its justification is based
on experiments and calculations, but it should be checked for each case. By
experience, one observes that this approximation is totally justified for soft
x-rays, which is the regime the technique is the most employed. Indeed, even
if the magnetic-dependent scattering amplitude is of the same order than r0,
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the most important term is the first order term. Therefore, an approximate








ρ(F0 ± uz￿F1) ≈ 1 + 2π
k20
ρ(F0 ± uz￿F1). (4.21)
In the referential of figure 4.4, the index of refraction only depends on the
component of the magnetic moment that is along the propagation vector. In
the general case the propagation of the wave can be in any direction. Then,






ρ(F0 ± kˆ · uF1) ≈ 1 + 2π
k20
ρ(F0 ± kˆ · uF1) (4.22)




That is, in magnetic media, the wave vectors of the two eigen waves generally
have diﬀerent directions unless the local magnetization u is perpendicular to
the propagation vector. We must now find the polarizations of the waves
that have these indices of refraction.
4.2.2.3 Determining the eigen-waves
If we combine these expressions with D = n × (n ×E) and writing the x￿,
y￿ and z￿ components of the electric induction, we have:
Dx￿ = (￿± i￿x￿y￿)Ex￿
Dy￿ = (￿± i￿x￿y￿)Ey￿
Dz￿ = 0
and equating with Di = ￿ijEj, one finds the ratio:
Dy￿/Dx￿ ≈ ±i associated with n± =
￿
￿± i￿x￿y￿
This is the same relation we find for the circular polarized waves (see eq 4.23).
In conclusion, the eigen-waves propagating in a magnetic medium without
spin-orbit coupling, with the permittivity as in expr. (4.19), and with the
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approximation that ￿ij << ￿ are circularly polarized waves. For now on we
will express our eigen-waves p1 and p2 as +, − or C−, C+. In that same
















These are the eigen-waves of a magnetic medium with the dielectric tensor
having small antisymmetric oﬀ-diagonal terms, and constant diagonal terms.
Circular polarized beams are easily obtainable in soft x-ray beamlines and
most of reflectivity experiments are done with these polarizations. We will
now continue with our formalism using C+ C− polarized waves. Let’s de-
rive Am, that projects the circular waves onto x and y components of the
electromagnetic fields so that we can apply the boundary conditions.
4.2.2.4 Boundary conditions





 1 + ￿2yz −￿xy − ￿xz￿yz −￿xy + ￿xy￿yz￿xy − ￿xz￿yz 1 + ￿2xz −￿yz − ￿xy￿xz
￿xy + ￿xy￿yz +￿yz − ￿xy￿xz 1 + ￿2xy

Keeping with our approximation that second order ￿ij are negligible, the
inverse of the antisymmetric dielectric function becomes:
￿ˆ−1 ≈ 1
￿
 1 −￿xy −￿xz￿xy 1 −￿yz
￿xz ￿yz 1
 (4.25)
Introducing this expression in Maxwell equations and using the eigen-
waves found in equation (4.24) we write the x, y, z components of the electric



















(∓￿xz + i￿yzα±z + iα±y )












n±α±z (±1 + i￿xyα±z + i￿xzα±y )
From here we have the terms that will be used to built the Am ma-
trix. With a close look at the resulting expressions one can reduce the writ-
ing of the magnetic field planar components to H±x = ∓in±E±x andH±y =
−α±z n±E±x .



















−in+↓A+↓x in−↓A−↓x −in+↑A+↑x in−↑A−↑x
−α+z n+↓A+↓x −α−z n−↓A−↓x α+z n+↑A+↑x α−z n−↑A−↑x

where
A±↓x = ∓1− i￿xyα±z − i￿xzα±y
A±↓y = ∓￿xy + iα±z − i￿yzα±y
A±↑x = ∓1 + i￿xyα±z − i￿xzα±y
A±↑y = ∓￿xy − iα±z − i￿yzα±y
4.2.2.5 Propagation
Thanks to our basis, the propagation matrix is diagonal:
Pm(z) =

e−iφ+↓ 0 0 0









with φ = 2πλ nαzz the phase of the wave.
4.2.2.6 Reflectivity
Then the reflectivity intensities are directly obtained from expression (4.15).
Note that if one want to use σ and π polarizations instead, as incident waves,
we only apply the relation C± = ∓1/√2(σ ± iπ) in order to use all the
previous expressions.
4.2.2.7 Kerr eﬀect
We mentioned that this method is also applicable to magneto optical kerr
(MOKE) measurements if the magnetic correction to the permittivity is rel-
atively smallI. Kerr Rotation is the rotation of the polarization plane and
Kerr Ellipticity the appearance of elliptical polarization when linearly po-
larized light is reflected from samples that have a magnetization component
parallel or antiparallel to the propagation direction of the light. [12]: Using













4.2.3 XRMR of the ferromagnetic layer W/Fe/W
As an example of our formalism we analyzed room temperature (RT) hard
non-resonant and soft resonant magnetic reflectivity obtained at the Fe L3-
edge (706.8 eV) for a trilayer W/Fe/W. This part of the study was performed
jointly with Emmanuelle Jal, PhD student in the same group. The multilayer
was grown on Al2O3 by Pulsed Laser Deposition (the tungsten layers are used
as a buﬀer and as a protection from oxidation). In order to determine the
structural parameters, hard X-ray specular reflectivity shown in Fig. 4.5
was measured with a laboratory X-ray source (Cu Kα). The results of the
refinement are summarized in Table 4.1.
As mentioned in the preceding chapter, the magnetic signal is extracted
from two successive measurements of the reflectivity corresponding to re-
versing either the direction of the magnetization or the polarization of the
incoming photon. There is a choice for two experimental configurations. For
one configuration, one specific photon polarization is chosen, being right, left
circular or σ and π linear, and the magnetic field is reversed between two
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Table 4.1: Structural parameters obtained from the refinement of the hard
X-ray reflectivity of the W/Fe/W trilayer.
Layer d(A˚) σ(A˚) ρ(mol cm−3) ρ(g cm−3)
W 31.3 1.4 0.105 19.30
Fe 91.5 5.1 0.141 7.875
W 134.1 11.6 0.105 19.30
Al2O3 5.9 0.038 3.876
Figure 4.5: Experimental (symbols) and calculated (solid line) specular
reflectivity for W/Fe/W at 8051 eV
measurements. For the second configuration, the applied field is fixed, and
the reflectivity is successively measured with the left and right circular po-
larizations. It is also possible, as in a XMLD experiment, to measure the
contrast induced by two perpendicular incident linear polarizations of the
photon. Note that the two configurations are generally equivalent, but not
always, in particular when the magnetization exhibits a transverse magnetic
component. The direction of the applied magnetic field is chosen accord-
ing to the properties of the magnetic hysteresis, for instance along an easy
magnetization axis.
The soft X-ray resonant magnetic scattering measurements were taken by
switching the direction of a saturating applied magnetic field on U4B of the
National Synchrotron Light Source (USA). The magnetic field (0.04 T) was
applied parallel to the surface of the sample, either in the scattering plane, the
so-called longitudinal configuration, or transverse to the scattering plane, the
transverse configuration. In the first configuration, circular polarized light
was used, and linear π polarized light for the transverse configuration. Figure
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Figure 4.6: Experimental (symbols) and calculated (solid line) of the specu-
lar reflectivity vs energy for an incident angle of 10◦deg. longitudinal geom-
etry: applied field parallel to the surface, in the scattering plane, summing
spectra for incident right and left circularly polarized light. Transversal ge-
ometry: incident π polarized light summing spectra from reversing a trans-
verse field, applied parallel to the surface and perpendicular to the scattering
plane (vertically oﬀset by 0.01 for clarity)
Figure 4.7: Experimental (symbols) and calculated (solid line) asymmetry
ratio vs energy for an incident angle of 10deg for (open circle) circular polar-
ized light and longitudinal applied field and, (triangles) for π polarized light
and transverse applied field (vertically oﬀset by 0.45 for clarity)
(4.6) shows the dependence of the averaged reflectivity (I+ + I−)/2 against
photon energy measured at 10 deg for both configurations. The fits reproduce
the resonant changes of intensity at the L3 and L2 edge as well as the variation
apart from the resonance. For the simulations, the scattering factors for
the iron at the L edges were obtained from the XMCD of Fe bcc which
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relates to the imaginary part [13], and a KramersKronig transformation of
the imaginary part to get the real part. Figure (4.7) displays the asymmetry
(I+−I−)/(I++I−) derived for both cases. The diﬀerences between the cases
are ascribed to the diﬀerent interplay between magnetization direction of the
Fe layer and polarization state of the incident beam. The agreement between
the fit and the experiment shows that the formalism can deal properly with
diﬀerent configurations.
Our formalism can also be applied to Magneto-Optical Kerr Eﬀect (MOKE).
Here we present simulations of soft X-ray MOKE, similar to the ones per-
formed by Kortright et al. [14, 15]. These experiments consist in perform-
ing energy scans around the resonance energies of the magnetic atoms, at
diﬀerent values of the angle of incidence θ. These measurements are depth-
sensitive and solve the magnetic profile in a multilayer. In comparison to
reflectivity, the main experimental diﬀerence is that in these measurements
there is need for polarization analysers, which limits the use of this technique
to a few soft X-ray reflectometers (for instance RESOXS does not have). In
addition, polarization anlysers decrease the intensity of the signal by orders
of magnitude which would make the detection at high angles of any signal
very hard. We show two simulations for the W/Fe/W trilayer with σ polar-
ization and the Fe magnetic moments along the y axis. The results consist











Figure 4.8: (a)Kerr rotation and (b)Kerr ellipticity from Kerr eﬀect sim-
ulations of W/Fe/W trilayer for σ polarization and for diﬀerent incoming
angles.
4.2.4 Uniaxial system
Let’s now consider a diﬀerent type of system, one with no magnetism but still
with an uniaxial anisotropy. In Figure 4.9, we see that an anisotropy in the
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scattering can be due either to a distortion in a structure, or the orientation
of a molecule adsorbed on a surface or to electronic correlations for instance
implying some orbital ordering and concomitant with local structural dis-
tortions. We restrict the anisotropy to be out of plane with the in-plane
directions that are equivalent, a more general formalism is possible, but has















Figure 4.9: Two examples of uniaxial systems: (a) long molecules adsorbed
on a surface, (b) electronic reconstruction at the interface between two 3d
oxides.
We present the procedure of the method step by step. We will first present
the properties of the system we want to study with its dielectric tensor and
then we will proceed to evaluate the eigen-waves followed by the imposition
of the boundary conditions, the roughness and propagation.
4.2.4.1 Generalities
We consider an uniaxial system with the anisotropy along the normal, the
scattering length is, following the expression (3.34) [16]:
fˆ = (￿￿￿ · ￿) F0 + [(￿￿￿ · u)(￿ · u)− 1
3
u2(￿￿￿ · ￿)] F2 (4.28)
There is no F1 because the system is supposed non-magnetic. F2 describes
the anisotropy. Let’s first write the dielectric tensor ￿ij for this particular
case. In the referential we considered, z is taken along the normal to the
surface sample and it defines the axis of anisotropy. We consider that the
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anisotropic dielectric permitivity defined as Di = ￿ijEk, has a diagonal tensor
of the form:
￿ =
 ￿⊥ 0 00 ￿⊥ 0
0 0 ￿￿
 (4.29)
where we assume that the medium has, as lowest symmetry, an inherent
anisotropy between the in-plane (⊥) and out-of-plane (￿) directions. By
this, we impose an in-plane isotropy which should cover a large variety of
systems. In the soft X-ray regime the direct magnetic scattering is negligible;
we will assume that µ = 1. The dielectric susceptibility and the dielectric
permittivity are then given by eq:(4.2). This leads to:












4.2.4.2 Indices of refraction
Now we solve Fresnel equation:













Considering the geometry of the reflectivity experiment, and defining x
as perpendicular to the scattering plane, the x direction corresponds to σ
polarization and the YZ plane contains the π polarization. Let’s write the
index of refraction in function of σ and π. By definition the σ polarization
is perpendicular to the scattering plane then, nσ =
√
￿⊥. ny and nz are in
the scattering plane, therefore they are directly related to the π polarization
with, ny = nπαy and nz = −nπαz whereas nx = 0. Considering this we write









These are the indices of refraction of the eigen-waves that propagate in a










Figure 4.10: Referential with the uniaxial anisotropy u along the z direction.
4.2.4.3 Boundary conditions
To determine the projection matrix Am we express explicitly the electromag-
netic fields E and H as a function of the eigen-waves in Maxwell equations.
The eigen-waves in this case are Dσ and Dπ. In the referential we use, the








The inverse of the dielectric tensor is:
￿ˆ−1 =
 ￿−1⊥ 0 00 ￿−1⊥ 0
0 0 ￿−1￿
 (4.36)











The magnetic field is then obtained using these three expressions and equa-

























0 αz￿⊥ 0 −αz￿⊥
0 1nπ 0
1
nπ− αz√￿⊥ 0 αz√￿⊥ 0
 (4.40)
4.2.4.4 Propagation
Within the eigen-wave basis the propagation matrix is diagonal:
Pm(z) =

eiφσ 0 0 0
0 eiφπ 0 0
0 0 e−iφσ 0
0 0 0 eiφπ

(4.41)
where φ = 2πλ nαzz the phase of the wave. If one wants to write the analytical
form of the phase needs the angles αz in function of the incoming angles αy0.
















One then can write the phase of the propagating wave in a medium as:
φσ = 2k0
￿








For this system we use the same treatment for the roughness as before, Debye-























M41M34 −M31M44 M34M42 −M32M44






with d = M44M33 −M34M43.
In this case the boundary matrix Am only has eight non zero values. If

















For the magnetic media we have not deduced an analytical expression
for the reflectivity at each interface. The reason is that the Am matrix, for
the magnetic case there are too many components that make the analytical
treatment tedious as the reflectivity can change the polarization state of the
wave.
4.2.5 Example
As an example we do not have an experimental result but a simulation of a
system that show an uniaxial anisotropy. This system consist on a layer of
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YBCO between two thin layers of Pr0.5Ca0.5MnO3 with a substrate of MgO.
The YBCO is simulated with two isotrope interfacial layers and a thicker
medium layer with an uniaxial anisotropy. The value of this anisotropy can
be modified in the program multiplying F2 by a factor as. When as = 0 the
medium is isotropic and as = 1 it has its maximum anisotropy. In figure 4.11
we show three curves with diﬀerent values of as simulated with π polarization
and at the L3 edge of the Cu E=930eV . The big signal at θ = 45◦ most
probalby is due to the cos2(θ) term of the thomson scattering (see eq:3.46).
The well around θ = 21◦ gets stronger with the anisotropy. We assume that
this peak reveals the information of the anisotropy of the system.
Figure 4.11: Simulation of a PCMO/YBCO/PCMO/MgO system with the
BPM method for three anisotropy values
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4.3 Parratt
Here we introduce another formalism to describe reflectivity from stratified
homogeneous media: the Parrat method [17]. Parratt formalism consists of a
recursion formula which starts at the bottom of the system, and recursively
calculate the reflectivity at each interfaces and considering the multiple re-
flection of the photon, then adding the contribution of all the layers below. At






Here rm and φm are the reflectivity and phase terms obtained in the previ-
ous section, and Rm is the value calculated by the Parratt formalism. For a
N-interface system with N a semi-infinite substrate the recursion starts with
RN+1 = 0 and RN = rm. The terms r, R and φ have diﬀerent values depend-
ing on the polarization states we are using. The roughness is introduced by a
Debye-Waller treatment multiplying the e± = e−(km±km+1)2σ2/2 terms to the
rm term.
Once all these terms are calculated one introduces them in the reflectivity
expression (4.48).
4.3.1 Uniaxial system
As we have seen, the Parratt method requires the analytical term for the
phase and for the reflectivity. For the uniaxial system, they have all been
















and the phase is:
φσ = 2k0
￿
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Once all the terms are calculated all is left to is to introduce them into the
expression (4.48). From a computational point of view the Parratt method
is much faster because the A matrices have already been inverted and the
reflectivity takes an analytical form to a farther degree. The reflectivity has
an analytical form. Furthermore the multiple scattering is taken into account
as a geometric series whose sum is a well known academic exercise.
4.4 Discussion and Prospectives
The main diﬀerence between the BPM methods and Parratt formalism lies
in the degree to which analytical calculation are attainable. With the BPM
method the reflectivity at interfaces is solved by the code, whereas in the
Parratt method it is solved analytically before the computing process. There
are two main consequences: the Parratt method is much faster, but it has
to be proved that the Parratt method is suitable for all systems including
magnetic. Here we want to note that in the previous section we do not give
a proper reflectivity solution for the magnetic case whereas for the uniaxial
system we do see in expression 4.47). However it appears to be an interesting
prospective to extend Parratt formalism to describe the magnetism thereby
gaining an order of magnitude in the computing time. This was tried during
this thesis but the big amount of factors to deal with made this treatment
left aside for another time.
The eigen-wave Boundary-Propagation Matrices method is applicable to
magneto-optics (for instance for Faraday eﬀects, or MOKE simulations), as
well as X-ray reflectivity on resonance or oﬀ resonance. Equivalent for-
malisms were presented by Mansuripur [18], Zak et al. [1], Bourzami et
al. [19], and Qiu [20]. These formalisms are restricted to the antisymmetric
dielectric tensor. Several approximations are added for not using eigenwaves
throughout the formalism. For instance, the projection of circular waves into
a linear basis within a magnetic layer required approximations on the direc-
tion of the waves in order to calculate the electric field. These approximations
are observed to not be important for the cases we have been dealing with,
it is however an unnecessary step within these formalisms. Apart from the
approximation made on the homogeneity of the media inherent to choosing
macroscopic Maxwell equations, the main approximation of the present for-
malism lies in the relative value of oﬀ-diagonal terms of the dielectric tensor.
We can see in the example of a high-spin atom like Fe in the bulk bcc struc-
ture, in figure 4.3, that these terms may be at best in a ratio of 1:7 relative
to the diagonal terms. One can also cite a seminal paper by Sacchi et al.
who had presented results using a numerical approach to resolving Fresnel
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equation [21].
The formalisms presented by Stepanov et al. in Ref. [22] and Lee et al.
[23] combined the three terms of the scattering amplitude F0 and F1 and F2.
Doing this they included the possibility of having an electronic anisotropy
in the valence shell, due to spin-orbit coupling. These formalisms must be
used in such specific cases where there is a strong spin-orbit coupling in
the valence shell. However, this eﬀect is often absent or neglected in 3d
metallic or oxide materials, because of a high symmetry point group and
quenched orbital momentum. This will be a nice development to do using our
boundary matrices method. However one can expect to have not commonly
used polarizations as eigen-waves. We could expect to have unconventional
polarizations: asymmetrical circular waves, one with its long axis along the
π direction and the other along σ. Of course these are only conjectures and
to obtain the real eigen-waves the entire process have to be calculated.
We also would like to propose another system that could be studied using
eigen waves. A system with an electronic anisotropy u rotating in the YZ
plane as presented in Fig. 4.12. We guess that the eigen-waves of this system
are also σ and π polarized waves, and therefore Parrat can easily be expanded










Figure 4.12: Referential with the uniaxial anisotropy u rotating in the YZ
plane.
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Chapter 5
PbTiO3 thin film ferroelectrics:
experiments and simulations.
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5.1 Introduction
On the path to studying multiferroics, we started a study on a ferroelectric
thin film by Resonant X-ray Diﬀraction (RXD). The realization that RXD is
extremely sensitive to small changes in the atomic structure, like in EXAFS,
had made a study of ferroelectrics appealing, along other structural-electronic
coupling like the Jahn-Teller eﬀect in Manganites. However the choice of the
right sample was not as easy as it seems for the ferroelectric propagation vec-
tor corresponds to main Bragg reflections, just like ferromagnetic reflections
occur at the same position than structural Bragg reflections. Nevertheless
our collaborator D. Mannix from the Institut Ne´el found a very interesting
case and initiated the RXD study that we present in this section.
We had therefore two motivations to start this new thematic. One mo-
tivation was that multiferroics to be studied by resonant x-ray diﬀraction
(RXD) may consist in one ferroelectric layer in case of a composite where
the ferro orders develop in separate layers instead of one single material. The
second motivation was the recent proposition of a new ferroelectric state due
to a reduced size and substrate strain in thin film PbTiO3 by the group of
Noheda in Gro¨ningen [1]. As the authors noted, a standard crystallographic
structure refinement is impossible in thin film, which is why only qualitative
conclusions had been drawn from the position in the reciprocal space of x-ray
superstructure reflections from ferroelectric domains. We intended to use the
potential of the resonant technique in order to give a more quantitative ex-
planation to this new FE state. D. Mannix obtained two PbTiO3 thin films
from Noheda’s group.
In this chapter, we describe our way towards the experimental determi-
nation of the polar structure at the atomic scale in thin ferroelectric (FE)
films, using RXD. Our results are promising but not concluding because of an
unexplained similar feature in the spectra of two diﬀraction reflections. We
can however report in detail on the methodology, and on RXD simulations
from various FE scenarii using the FDMNES code.
5.1.1 Origin of ferroelectricity
Ferroelectric materials are defined by their electric polarization that has to
be both spontaneous and reversible by an applied electric field. Ferroelectrics
are also characterized by a macrostructure consisting of domains with polar-
izations in diﬀerent directions. With a certain accumulation of charges, the
nucleation of one domain of reversed polarization creates a depolarization
field whose energy can flip over neighbor dipoles.
Here we consider perovskite structured ferroelectrics. The general chem-
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ical formula for a perovskite structure is ABO3 and A and B are two cations
where A is larger than B. Ideally, it has a cubical structure with the B atom in
a 6-fold coordination surrounded by an Oxygen octahedron, and the A cation
in a 12-fold coordination (see Figure 5.1). In the cubic structure there is no
ferroelectricity, the systems are paraelectric and the phase transition to the









Figure 5.1: Perovskite structures for the paraelectric and ferroelectric states.
In conventional perovskite structured ferroelectrics, the origin of the po-
larization is a relative displacement of anions and cations in the unit cell
as shown in figure 5.1. In the configuration where the Oxygen octahedra is
distorted, the unit cell is no longer cubic but tetragonal. The displacement
of the B cation is due to the hybridization of the atomic orbitals between
neighboring atoms. In case of transition metal (TM) based compounds, this
hybridization occurs because the high electronegativity of the oxygen atom
attracts the electrons of the TM atom. Therefore the TM atom is depleted
of its valence electrons, and the energy of the system is minimized if the TM
atom is bound to one or more neighbor oxygens. The binding induces its
displacement that creates the electric moment. It is considered that the TM
atom and the O atom share some electron density. This electrical polariza-
tion appears in each unit cell, and it is the sum of all of them that creates
the macroscopic polarization: ferroelectricity is a collective phenomenon.
Bulk perovskite ferroelectrics have very often been studied by X-ray ab-
sorption spectroscopy because it gives the information of the local electronic
environment of the atom under study, most of the time the B cation[2, 3, 4].
One can therefore ask what happens to ferroelectricity when one dimension is
reduced and if it is approachable by x-ray absorption. Before attacking this
question we present the ferroelectric compound studied during this thesis.
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5.1.2 PbTiO3
In this thesis we have studied lead titanate, PbTiO3 (PTO). PTO is a per-
ovskite type ferroelectric with a distorted Oxygen octahedra as mentioned
before [5, 6]. In the ferroelectric state it has a tetragonal structure (P4mm
space group a = 3.9036 A˚ and c = 4.144 A˚). Its transition from the paraelec-
tric cubic phase to the ferroelectric tetragonal phase occurs at TC = 492◦C.
In the tetragonal perovskite configuration the Ti is ionized and its electronic
structure is:
Ti4+ = [Ar]4s03d04p0 (5.1)
As mentioned before, an important aspect is that the electronic density,
occupied and unoccupied, of the Ti atoms is not isotropic anymore because
of the preferred hybridization and the resulting displacement. This electronic
anisotropy induces an anisotropy in the scattering amplitude of the Ti atoms.
By characterizing the anisotropy in the scattering amplitude, one should be
able to determine in return the anisotropy in the electronic density and there-
fore in the local structure around the Ti atoms. The goal of our experiment
was to have the way to a method to study ferroelectric nanostructure and, in
particular, to identify a ferroelectric phase in a strained thin film, not present
in the bulk material.
5.2 Thin film ferroelectrics
The physical properties of ferroelectricity are very interesting from an appli-
cation point of view. However, to use ferroelectric materials for an industrial
application they have to be in the form of thin films. For this reason many
studies have been done in the area of thin film ferroelectrics and the eﬀect
of the substrates on them [7, 8, 9, 10].
Here we will consider tetragonal ferroelectrics grown on cubic substrates.
The orientation of the polarization of the FE system will depend on the
lattice parameters of the FE (a,c) and the lattice parameter of the substrate
(as). We consider three cases represented in figure 5.2 already studied by
Foster et al. [11]. If the lattice parameter of the substrate is smaller than the
lattice parameter of the film (as ≤ a), the stress applied by the substrate will
be compressive. The film will grow in the c-direction and the polarization
will be out-of-plane (c phase). Such films split into 180◦ domains in order to
decrease the depolarization field [12]. In the case where as ￿ c the film will
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grow with c in-plane, and therefore the polarization will be in-plane (a phase).
In this systems a1/a2 domains can appear. Here only elastic considerations
govern the domain scaling [13]. For intermediate situations (a < as < c), the
film will be relaxed and it will create domains of c and a in a ratio such as
to fit the substrate, and both elastic and depolarization eﬀects compete with
each other.









• as?c       a phase a1/a2 domain!
• a<as≤c   a and c phase a/c domains!
• as≤a      c phase 180º domains!
Figure 5.2: On the top part of the image we show the three possible phases.
The three conditions considered for the substrate and film parameters there
will be three diﬀerent types of domains.
5.2.1 The case of PbTiO3 on DyScO3
Most of the substrates used apply a compressive strain on the film inducing
an enhancement of the tetragonality. Hence the polarization is out of plane.
Many of these studies were done on thin films grown on (001) SrTiO3 (STO)
substrates [14, 15]. STO is a very well known material with a cubic structure
of lattice constant a = 3.905 A˚. The films grown on STO show compressive
strain, they are in the c phase and they form 180◦ stripe domains [12].
The use of diﬀerent substrates with new lattice parameters opened a new
path for new FE states. DyScO3 (DSO) is one of these new substrates. It
has a perovskite orthorhombic structure with the lattice parameters a = 5.44
A˚, b = 5.713 A˚ and c = 7.887 A˚. DSO [110] substrates have a pseudocubic
structure with the in-plane parameter a = 4.944 A˚.
The group of B.Noheda had synthesized several thin films of PTO on
DSO [110] substrates [16, 1]. By Pulsed Laser Deposition (PLD) they grew
samples with diﬀerent thicknesses of PTO (5nm and 25-30nm). Some of the
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samples had an electrode layer of SrRuO3 a = 3.930 A˚ between the substrate
and the film. With such a mismatch the PTO is expected to show a new
polar displacement.
Grazing incidence X-ray Diﬀraction (GIXD) and Transmission Electron
Microscopy (TEM) measurements on thin films of PbTiO3 grown on DyScO3
substrates, reveal an in-plane superstructure with a periodicity of around 27
nm as shown in figure 5.3a [16] and figure 5.3b [1]. These peaks arise from
an in-plane modulation of ferroelectric domains, antiparallel to each other.
In PbTiO3 the up and down electric polarizations arise from opposite dis-
placements of the Ti4+ ion from the body centered site of the perovskite unit
cell (Figure 5.2). Ferroelectric domains appear, and a way to observe them
is grazing incidence diﬀraction. This technique was already used to observe
180◦ stripe domains in PTO/STO [12] systems. The satellite peaks give the
domain size, and only exist around the positions in the reciprocal space that
have at least one component parallel to the direction of the polarization.
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Figure 5.3: (a) Logarithmic reciprocal space maps in the HK0 scattering zone
around the 010,100, 110 and 200 reflections for the film grown with a SRO
electrode. [Intensities from low to high: blue (b), green (g), yellow (y), red
(r), white (w)] [16](b) High resolution TEM of epitaxial PbTiO3 thin films
with 90◦ domains with P alternating between in-plane and out-of-plane [1].
5.2.1.1 5nm thick PTO film on DSO
A new ferroelectric phase was proposed in a 5 nm thick PTO thin film grown
on DSO [16]. The group of Noheda et al concluded by x-ray diﬀraction in
grazing incidence that the ferroelectric polarization had an out of plane and
an in plane components because they observed satellite peaks around all re-
ciprocal space directions (Fig. 5.4). The in-plane modulation was calculated
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to be ￿ 20 nm for the samples grown with SRO and ￿ 30 nm for the samples
without SRO. The in plane component of the polarization was claimed to be
oriented tail-to-tail or head-to-head since it produced a modulation parallel to
the in-plane reciprocal lattice vector. The domain formation was controlled
by the depolarization field. They proposed two ferroelectric configurations
that were compatible with the results observed (see Figure 5.4).
substrate can decouple the symmetry of the unit cell from
that of the polar shifts. Moreover, from a functional point
of view, as important as the crystal structure is the polar
symmetry and its domain configuration. In order to eluci-
date this, we turn to the analysis of the satellite peaks.
In-plane satellites in x-ray diffraction patterns may have
different origins: grain boundaries, dislocations, disclina-
tions, or other periodic structural discontinuities, or else, in
ferroelectric materials, polar domains. We can disregard
grain boundaries from atomic force microscope analysis of
the film surface [23]. As for misfit dislocations, the good
lattice match during growth makes them unlikely. In fact,
the symmetry of the 100 and 010 satellites, along !h00" and
!0k0", respectively, (Fig. 2) is inconsistent with scattering
by dislocations, grain boundaries or any other periodic
defects, since they should render modulation along the
same directions in all reflections, which is not the case.
Thus, the satellites are not due to periodic defects, but to
polar domains [29]. Indeed the in-plane diffraction patterns
are extremely similar to some of those observed around the
304 reflections for PTO films with vertical stripe domains
in Refs. [20,21].
Stripes of alternate polarization form in a thin ferroelec-
tric under open-circuit electrical boundary conditions in
order to minimize the depolarizing field [20,30] and/or the
epitaxial strain [10–12]. Since polarization is due to a shift
of the Pb and Ti cations with respect to the oxygen cage,
the different shift directions in the different domains pro-
duces contrast in the structure factors and causes the in-
tensity modulations. Accordingly, there can only be
structure-factor contrast (and therefore satellites) around
those reciprocal lattice vectors that have at least one com-
ponent parallel to the direction of the polar displacement
[21]. Thus, the distribution of the satellites yields informa-
tion about the domain geometry and size, and the Bragg
peaks around which the satellites appear tell us about the
direction of the polarization.
Therefore, from Figs. 1–3, we learn: (i) Polarization
must have both in-plane and out-of-plane components,
since there are satellites around (00l), (h0l), (h00), (0k0),
and (hk0) reflections, all with the same size, and (ii) the in-
plane components of the polarization must be oriented
head to head (and tail to tail) to produce modulation
parallel to the in-plane reciprocal lattice vectors. In
Fig. 4 we have drawn a scheme of the domain orientations
compatible with (i) and (ii). These are the ac phase (Px !
0, Py # 0, Pz ! 0, monoclinic Pm) with in-plane compo-
nent of the polarization along the edges of the simple cubic
cell [see Fig. 4(b)], and the r phase (Px # Py ! Pz, mono-
clinic space group Cm) with the in-plane component of the
polarization along the face diagonals of the simple cubic
cell [see Fig. 4(c)]. To reproduce the observed maps in
Fig. 4(a), we consider fourfold in-plane symmetry and the
existence of domain walls at 0$ and 90$ in both phases.
It is worth noting that the domain walls responsible for
the in-plane satellites are charged, which is energetically
costly. Although this is a surprising result, there are prece-
dents of head-to-head polarized domains in other perov-
skites [31,32]. If the polarization initially nucleates
randomly, when domains with opposite polarization grow
and encounter, whether or not they switch in order to match
will depen on the balance between the energy needed for
the switching and the amount of charge in the wall. If this
charge is neutralized by defects, or directly short circuited
by the electrode, the domains will remain head to head.
This picture is consistent with the bigger size of the do-









































FIG. 4. (a) Schematic representation of the observed reciprocal
space maps and their implication for the polar domain orienta-
tion; Polar symmetry for (b) ac phase, and (c) the r phase. In (b)
and (c): (i) shows the sketch of the polar shifts in two unit cells at
both sides of the domain wall and (ii) represents the projections
of the polarization in the f100g pseudocubic planes for the
proposed phases and domain configurations.





























FIG. 3 (color online). Logarithmic reciprocal space maps of
the HK0 plane around the 110 Bragg peaks of the films grown
(a) directly on DSO, and (b) on DSO with a SRO bottom
electrode. (Intensities from low to high: b-g-y-r-w).
PRL 96, 127602 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending31 MARCH 2006
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Figure 5.4: Schematic representation o t bserved reciprocal space maps
and their implication for the polar domain orientation; Polar symmetry for
(b) ac phase, and (c) the r ph se. I (b) and (c): (i) shows the sketch of
he polar shifts in two unit cells t both sides of the domain wall and (ii)
represents the projections of the polarization in the (100) pseudocubic planes
for the proposed phases and domain configurations. [16].
These models were only propositions. With diﬀraction they were not able
to give a quantitative solution to this new FE state. In the next section we
will discuss how to address this with resonant x-ray diﬀraction.
5.2.1.2 25nm thick PTO film on DSO
The case for 25nm-thick layer is diﬀerent from the 5nm case. The domains
are dominated by strain and they appear in the a/c/a pattern [1]. In this 90◦
domains the width of the a domains is the smallest possible in order to keep
the horizontal coherency of the film. This was seen by X-ray diﬀraction by












Figure 5.5: (a) Sheme of the 5nm thick PTO/DSO sample. The ferroelec-
tricity of the sample is unknown. (b) Scheme of the 25nm thick sample with
ac domains.
which the modulations through reciprocal space showed a 28 nm periodicity.
The Bragg peak corresponding to the c lattice parameter of bulk PTO was
observed in the in-plane direction, showing the presence of a domains.
Transmission electron Microscopy (TEM) images supported the scenario
of the a/c/a pattern, see Fig. 5.3b. The width of the a domains was found
to be 6nm whereas the periodicity of the a/c/a pattern was observed to be
27nm. Both TEM and X-ray diﬀraction gave very similar values for the
periodicities.
Figure 5.5 shows a scheme of the two samples.
5.3 Resonant X-ray Diﬀraction on PTO/DSO
In this section we evaluate the potential of Resonant X-ray Diﬀraction (RXD)
and how it gives a more quantitative view of the displacement of the Ti atoms
within their O environment. The spectroscopy basis of RXD is sensitive to
the atomic environment by means of the tensorial dielectric response to the
incoming beam, while the diﬀraction eﬀect will spatially select the period-
icity of interest. The atomic displacements in ferroelectric materials and
the appearance of domains make x-ray resonant diﬀraction a well adapted
technique to study them.
We chose to work at the K-edge of the Ti atom, the 1s core electron
transitions. This transition is in the hard x-ray range with an energy of
E = 4.966 keV. In the case of an isotropic atom, the electronic transition with
the largest probability is the dipolar term for which the angular momentum
of the atom changes by one unit, l = ±1 and the electronic transition is
from 1s⇒4p. In perovskite ferroelectric systems the electronic structure of
the Ti is not isotropic: the hybridization of the orbitals allows new electronic
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transitions as the 1s⇒3d-2p, 3d-2p being the hybridized orbital. This is the
sensitivity we will use in order to look for this new atomic displacement seen
in thin film PTO/DSO.
Depending on the displacement of the Ti atom, the spectroscopic signa-
ture of the RXD will have a particular form. Combining the experiments
with simulation of the FDMNES program we propose a new methodology to
study thin film ferroelectrics.
5.3.1 Experiments
The experimental results shown in this section were all taken at X-Mas,
the british Cooperative Research Group (CRG) beamline at the ESRF, in
collaboration with D. Mannix of the Institut Ne´el.
During this experiment the polarization of the incoming photon was kept
linear and horizontal. The diﬀraction configuration always was in grazing
incidence, the diﬀraction plane is in the surface plane. Figure 5.6 shows the
two configurations we used. The “vertical” configuration, in which the sam-
ple is vertical, corresponds to the so-called σ polarization (the polarization
of the incoming photon is perpendicular to the diﬀraction plane) and the
horizontal configuration corresponds to the π polarization (the polarization





Figure 5.6: Polarization configurations for the PTO experiments at XMas
beamline. the red arrows represent the polarization of the beam and the
blue arrow the diﬀraction vector. (a)Horizontal configuration equivalent to
π polarization.(b) vertical configuration, equivalent to σ polarization
In our experiments we studied two samples, one was a 5nm-thick PTO
layer on DSO with a buﬀer layer of 25 nm of SRO and the other a 30nm-thick
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layer of PTO on DSO with a 25nm thick buﬀer layer of SRO.
The goal of the experiments was to perform RXD on the 5nm-thick layer
in order to solve the new FE phase predicted by Noheda. Unfortunately we
could not get any information from this sample. This could be explained with
a damaged layer of PTO. For a thicker sample (30nm) a refinement of the
reflectivity using Parratts formalism, with the program Dyna, showed a less
dense layer of around 9nm (see Fig.5.7). The parameters of the refinement
are presented in the table 5.1. We notice that it is absolutely necessary to
introduce a layer that has a density ρ smaller than the one of the PTO to
obtain a good agreement between the experiment and the simulation. This
layer can be either because an oxidation state or a loss of Pb atoms from the
layer.
Figure 5.7: Reflectivity experiment (black curve) and simulation (blue curve)
for a 30nm thick sample of PTO/DSO.
Table 5.1: estimated values of the reflectivity study. PTO∗ : PTO probably








We tried to perform reflectivity measurements on the 5nm thick layer but
we did not get any information. To explain this one could assume that in
5.3. RESONANT X-RAY DIFFRACTION ON PTO/DSO 87
a very thin layer there also exists a damaged layer. Then, one could expect
that in a 5nm thick PTO film, the damaged layer could be thick enough
and therefore the signal from the film too small inexsistent. However we had
some interesting results on the 30nm thick layer. In the following, all the
results that we present will be from the 30nm thick layer.
We explored the reciprocal space in the HKL directions looking for satel-
lite peaks. The satellites will appear around those position in the reciprocal
space (HKL) that have at least one component parallel to the direction of the
polarization. To get information of the atomic displacements we will perform
energy scans of the satellite peaks.
5.3.2 Results
Figures 5.8 and 5.9 show two reciprocal space maps around (0 0 0.9525)+(±
0.06± 0.06 0) and (1 1 0)+(± 0.05± 0.05 0). Both maps show satellite peaks,
which means that the displacement vector in the system has components in
the x, y and z directions. This is consistent with what was observed by
Noheda et al. The periodicity observed from these peaks is d = 2π/∆H. In




















(H K 0.9525)Specular peak!
Satellite peaks!
Figure 5.8: HK mesh around the 001. The symmetry evidences that the
domains propagate in a and b directions




















Figure 5.9: HK mesh around the (1 1 H). The symmetry evidences that the
domains propagate in a and b directions
The symmetry in Fig. 5.8 originates from twin domains that are totally
equivalent but have grown in two perpendicular directions. Therefore the
(HKL) reflections will be superposed with (KHL) reflections. This scheme
is validated in Figure 5.10 where figure 5.10a shows two energy scans at two
equivalent satellite peaks (0.98 0 0) and (0 0.98 0) for π polarization and
Figure 5.10b shows the same behavior at (0.98 1.007 0) and (1.005 0.98 0)
positions for σ polarization, they are respectively similar in shape.





Figure 5.10: RXS spectra at the same geometry at equivalent HKL values
because of the twin domains of the sample (a) σ and (b) π polarization.
Let’s have a closer look at the spectroscopic signatures of the spectrum.
We will focus on two main features that we called ∆ and Ω. In Figure 5.11
we point out the two features at EΩ=4.969 keV and E∆=4.9755 keV.
The ∆ feature is only seen in vertical geometry (sigma polarization) and
on two satellites (see figure 5.11). The signature of the peak is very large and
we expect that it has something to do with the directions of the moments and
the polarization of the incoming wave. Could it be a spurious feature? Usu-
ally spurious features appear as a sudden increase in intensity while sweeping
the incident energy, not like here a sudden decrease. Here the signal It also
appears at two diﬀerent positions, thereby diminishing the odd of a multiple
scattering eﬀect, whereby a second condition of inner diﬀraction appears as a
loss in intensity in the primary reflection. We have therefore considered the
feature to be real, even though we keep in mind that the sudden decrease is
not usual.






Figure 5.11: Energy scans at the satellite peak for σ and π polarizations. For
σ polarization there is a ∆ peak observable in two reciprocal space positions
(red and green curves) whereas in π polarization there is no such feature
(black curve).The Ω feature appears at both geometries.
In Figure 5.12a we show two RXS spectra around the (100) reflection.
One is measured at the main Bragg peak (black curve) and the other at the
satellite position (100) − (δ00)(red curve), pointed out in Fig 5.12b. From
Fig.5.12a we see that Ω feature appears at both positions and Fig. 5.11 shows
that it comes out in both σ and π geometries. However, its intensity is much
stronger in the satellite position than at the main Bragg reflection (see figure
5.12a). On the main Bragg position it is hardly detectable. Since it gains
intensity at the satellite peak we consider Ω to be a spectroscopic signature
of the FE arrangement.
In Fig. 5.13 we summarize in a reciprocal space representation the reflec-
tions observed experimentally and the features they show. The red dots are
the satellite peaks.
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(a) (b)
Figure 5.12: (a)Energy scans at two sites in the reciprocal space at the main
Bragg reflection (black) and the satellite position (red) around the (1 0 0)















Figure 5.13: reciprocal space representation with the reflections and the en-
ergy features found on these reflections.
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5.4 Simulation on PTO/DSO
To interpret our experimental data we performed ab initio simulations of
absorption and resonant diﬀraction with the FDMNES program. First, we
simulated the absorption spectra of bulk systems and compared it to the ex-
isting data and other simulations in the literature in order to obtain a good
starting set of simulation parameters (the size of the cluster of nearby atoms
for instance). We used these parameters to perform the resonant diﬀraction
simulations. When simulating the resonant diﬀraction spectra we considered
the domains reported by Noheda et al. on the 25 nm-thick PTO/DSO sys-
tems and tried several positions of the atoms in order to simulate the new
FE phase described by this group in order to qualify the adequacy and the
sensitivity of the resonant diﬀraction technique.
5.4.1 FDMNES: simulation tool
In the case of PTO, the ferroelectricity has its origin in the atomic dis-
placements. The atomic structure is reflected in the electronic structure
of the valence and band states, hence in the scattering of resonant x-rays.
We simulated the resonant spectra using the program FDMNES developed
by Y. Joly in our group [17]. FDMNES has ab initio methods that calcu-
late ground and excited electronic states of a crystallographic or molecular
structure, and transitions between them, thus the resonant x-ray scattering
cross-section around ionization edges. One of the most important features
of the program is the choice between two methods of monoelectronic calcu-
lations. One is the so called Green multiple-scattering formalism with the
“muﬃn tin” approximation: a spherical cluster is defined around the excited
atom inside which the potential is assumed to be spherically symmetric. Be-
yond this sphere the potential is constant and continuity of the potential is
enforced between the spheres and the interstitial region. The other method
is based in a Finite Diﬀerence Method (FDM) and involves the numerical
resolution of Schro¨dinger equation. With this method one can define more
realistic potential, in particular anisotropic potentials. However, this latter
method needs huge computing resources.
FDMNES gives the spectral information of the crystal under study. Sim-
ulations are performed optimizing diﬀerent parameters in the crystal envi-
ronment and the calculation mode. In Table 5.2 below we show some of the
parameters which are possible to change and their meaning.
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Table 5.2: Various entries and parameters for the FDMNES simulations.
Parameters Meaning
Cluster radius The final states are calculated inside a sphere,
whose radius is defined by the user. Only the
atoms inside this sphere are considered.
Structure The crystal structure of the system is introduced.
Atom An electronic configuration is used by default for
all the atoms.
Multipolar development By default only the dipolar component is cal-
culated. This can be modified taking into ac-
count the quadrupole, octupole, nondipole, non-
quadrupole, terms.
Relativity It is possible to perform a relativistic calculation
for heavy atoms
Screening By default, the screening is one electron on the
first non fully occupied valence orbital of the ab-
sorber. It is also possible to modify this value or
the number of the orbital.
5.4.2 Bulk simulation: absorption
FDMNES has already been used to simulate absorption spectra from TiO2-
rutile [18] and PbTiO3 under high pressure [4]. X-ray absorption near edge
spectroscopy spectra (XANES) show diﬀerent peaks or features realizing a
signature of the electronic structure. In Figure 5.14 we show three remarkable
features that appear in a perovskite type structure at the K-edge (peak α,
β and γ) in the pre-edge region, a spectrum measured by Jaouen et al. [4].
The origin of peak α, β and γ were proposed to be the following:
α: Transition metal (TM) 1s electron quadrupole transition to the 3d
unoccupied states of the same TM,
β: TM 1s electron dipole transition to the 4p − 3d orbitals of the same
TM, due to some hybridization of the two angular momentum states in a
non centro-symetric environment.
γ: the dipole-allowed transition of the 1s TM electron to the TM 3d orig-
inated molecular orbitals (MO) of neighboring octahedra.
A starting point of our simulations was to find the same conclusions
using the FDMNES program and qualify the use of its parameters. We
started simulating the paraelectric state where the unit cell is cubic and the




Figure 5.14: Absorption spectrum of PTO bulk crystal. This data comes
from [4]
atoms sit on the perfect perovskite positions. It is during the transition
from paraelectric to ferroelectric that the feature β appears Fig. 5.15a. We
attribute this to the p − d orbitals hybridization. When the Ti and the O
atoms are displaced from their paraelectric cubic positions to the ferroelectric
positions, the p−d orbitals hybridize thanks to the loss of the centro-symetry.
The peak α appears very clearly when the quadrupolar terms is considered,
which means that it is due to a quadrupolar transition from a 1s orbital to
a 3d orbital. There is also a small dipolar contribution. The origin of the
peak γ is a transition from the 1s TM orbital to the molecular orbitals of
the neighboring atoms. We deduced that from the fact that it appears only
when a big cluster radius is used Fig. 5.15b. Table 5.3 summarizes these
results.
Table 5.3: Re-discovering the origin of the remarkable features in the XANES
spectrum using FDMNES.
Peak Origin When it appears
α quadrupolar transition + some
dipolar contribution
small cluster perfect position
β p− d orbitals hybridation dipolar atoms displaced from cubic posi-
tion
γ transition 1s-3d Molecular or-
bitals dipolar
Neighbor atoms considered (large
cluster)









Figure 5.15: Absorption simulations of bulk PTO. Figure (a) puts in evidence
the hybridization of p-d orbitals in the FE state from peak β. In (b) one sees
that only with a big cluster radius R=6.3 A˚ the peak γ appears.
We ran simulations changing the parameters mentioned above in order
to find the best agreement with experimental data or other simulations. The
crystal structure found in the literature for the FE state is [5]: space group
P4mm and unit cell parameters in A˚ are a = 3.90, b = 3.90 and c = 4.144
and α = 90◦, β = 90◦ and γ = 90◦, and with the atom positions in the unit
cell listed in Table 5.8.
Table 5.4: Atomic positions of the bulk paraelectric and ferroelectric struc-
tures proposed by Ramirez et al. [5].
Cubic PE state Tetragonal FE state
Ti x=0 y=0 z=0.5 x=0 y=0 z=0.5382
O1 x=0.5 y=0.5 z=0.0 x=0.5 y=0.5 z=0.1162
O2 x=0 y=0.5 z=0.5 x=0 y=0.5 z=0.6091
Pb x=0 y=0 z=0 x=0 y=0 z=0
With these crystallographic parameters the best agreement between ex-
periments and simulations was found with the parameters shown in table 5.5.
All calculations were performed with the muﬃn tin method. This method
is less accurate than the FDM method, but it is much faster. Our system
requires a big cluster radius in order to consider the MO transitions. For
example if one calculation with the Green method takes half a day, the same
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calculation with the DFM method takes a week.
Table 5.5: Best found parameters for the FDMNES parameters to match
experimental data from bulk samples.
Parameters Best found values
Cluster radius 6.7 A˚
Structure Tetragonal FE state
Atom Ti orbital 3d 1.33 e− orbital 4s 0.67e−
Multipolar development dipole and quadrupole
Relativity relativistic calculation
Screening orbital 3d 0.8
To search for a solution for the Noheda’s new FE phase, FDMNES is the
tool of choice. It is possible to perform simulations with diﬀerent positions
of the atoms. As shown in Figure 5.4 Noheda’s group proposed diﬀerent
possible configurations for the FE polarizations, which means that the atoms
are displaced in diﬀerent directions from the bulk positions.
Figure 5.16: Absorption simulations of three possible FE phases. The first
one corresponds to the bulk system and the other two are the possibilities
proposed by Noheda.
In Figure 5.16 we show three absorption simulations, one for the bulk
system, another for the r phase and the last one for the ac phase. Here what
we see is that the XANES spectrum show diﬀerent behaviors for the three
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cases. The r phase shows an extra peak (peak 1) that does not appear in the
other two cases and both the ac and r phase show the same extra peak (peak
2). With a close look to the position of the peaks, one sees that peak1 is at
the same position as peak α. We remember that peak α is a transition from
the 1s orbital to the unoccupied 3d state of the same TM. One can explain
the appearance of these new peaks by imaging that the new displacements
make the system less symmetric and therefore generate new hybridization
states. These hybridization states would allow electronic transition with
energies diﬀerent from the previous ones. Since in the r phase, the Ti atom
is displaced along the x, y and z the symmetric breaking is the largest and
several new possible transition states could have been created, giving rise to
peak1 and peak2.
Unfortunately, as explained above, we were not able to perform neither
absorption nor resonant diﬀraction in the 5 nm thick sample, probably for
lack of photon flux, and the probable destruction of the thin layer. Therefore
we cannot answer the specific question raised by Noheda. Instead we provide
a simulation of spectrum using the same FDMNES parameters obtained for
the bulk system. Because of domains the XANES spectra would be an av-
erage over the sample. This problem can be overcome using resonant X-ray
diﬀraction.
5.4.3 Thin film simulation: diﬀraction
Up to now we have considered bulk systems or the new possible FE phases,
but we did not consider the diﬀraction by the FE domain periodicity. In
FE thin films there are FE domains and we have seen in our experiments
that diﬀraction clearly originates from their periodicity. Here we present
RXD simulations of FE domains as well as two approaches to reproduce the
domains. The simplest method would consist in using the scattering factors
fphase1 and fphase2 obtained from bulk simulations of two diﬀerent FE phases.
Then we would use them to simulate the diﬀraction patterns of the FE do-
mains: I =
￿
f1 exp (iq1r1) +
￿
f2 exp (iq2r2). Unfortunately the FDMNES
program does not provide a way to add crystallographic factors at will. The
method then consists in creating a macro cell, built from aligning several unit
cells forming two diﬀerent domains, over which the domain patterns will be
reproduced.
5.4.3.1 Creating macro cells
To reproduce the reflections due to domains, we run FDMNES oven a set of
unit cells containing the domain structure. We know from literature the ratio
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between a phase and c phase is 1/6. Figure 5.17 shows an illustration of unit
cell patterns used for the calculation. In this set the a-phase is tetragonal
with c > a, and the displacement of the atoms is either in the x direction for
the ca1 domains or y direction for the ca2 domains. The amplitudes of the
















Figure 5.17: An example of two diﬀerent patterns of unit cells which were
used as input for the calculation of domain reflections
We need to know which reflections in our model are equivalent to our
experimental reflections in the real sample. FDMNES has its own referential
and there is a way to calculate the diﬀraction vector of the RXD reflections in
the laboratory frame. In the table below we show four cases for (HKL) and
five diﬀraction channels with the corresponding direction of the scattering
vector in FDMNES.
In the table, ￿ and ￿’ are the polarizations of the incoming and outgoing
waves and β the Bragg angle.
In grazing incidence geometry, the scattering vector nearly lies in the
surface plane. Only the reflections shown in blue in the table fulfill this
condition. Since we modeled the domains propagating in the y direction, we
should have correspondence with the reflections of type (0 K 0). The π − π￿
90◦ channel also has to be taken into consideration since grazing incidence
geometry implies sin β ￿ 0 so the scattering vector is in the plane. This also
implies that the π − π￿ 90◦ and π − π￿ 0◦ should be equivalent.
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Table 5.6: The polarization of the diﬀraction vector for FDMNES reflections





σ σ 0 -￿j
σ σ 45 ￿k and -￿j
σ σ 90 ￿k
π π 0 sin β￿k + cos β￿i / -sin β￿k + cos β￿i
π π 90 -sin β￿j + cos β￿i / sin β￿j + cos β￿i
0 K 0
σ σ 0 -￿j
σ σ 45 ￿k
σ σ 90 ￿k + ￿i
π π 0 -sin β￿i + cos β￿j / -sin β￿i + cos β￿j
π π 90 -sin β￿k + cos β￿j / sin β￿k + cos β￿j
0 0 L
σ σ 0 -￿j
σ σ 45 ￿i
σ σ 90 ￿j + ￿i
π π 0 -sin β￿j + cos β￿k / sin β￿j + cos β￿k
π π 90 sin β￿i + cos β￿k / -sin β￿i + cos β￿k
H K 0
σ σ 0 ￿i-￿j
σ σ 45 ￿k
σ σ 90 2￿i - ￿j+2￿k
π π 0 -sin β 2(￿i-￿j) + cos β (￿i+￿k) / sin β 2(￿i-￿j) + cos β (￿i+￿j)
π π 90 sin β 2 ￿k + cos β (￿i+￿j) / -sin β 2￿k + cos β (￿i+￿j)
5.4.4 Comparing simulations and experiments
For the sake of convenience and to try to make easier the comparison between
the experiments and the simulation, we labelled all experimental features
with greek letters and simulation features with latin letters. The absorption
features are α, β and γ, the diﬀraction feature Ω and ∆ for experiments and
D and G for diﬀraction simulations.
We compare the (010) reflection of the two simulated patterns in the π−π￿
channel with the experimental (010) − (0δ0) spectra with π polarization in
Figure 5.18. The matching between simulation and experiment is satisfactory
for the a2c domain (Fig. 5.18b) but not for the a1c domain (Fig. 5.18a). The
simulation of the a2c domain reproduces the spectroscopic signature around
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the G feature in a clear way. However, the D feature of the simulation seems







Figure 5.18: Comparison between experiment and simulation (a) for the a1c
domain and (b) a2c domain.
In the experiments we saw that the ∆ feature only appears with σ polar-
ization. In order to understand its origin, we compared the σ − σ channel
simulation with the experimental data in Figure 5.19a. We see that the ∆
feature is reproduced whereas the Ω feature does not appear. We observed
that the energy of the D and ∆ peaks is the same by comparing the experi-
mental spectrum in σ polarization with the simulation in the π− π￿ channel
(see Fig. 5.19b). We compared these two curves just to show the energy
correspondence of the two features. At this stage we do not have an expla-
nation for this. We tried to optimize the fit between the experiments and
simulation changing the amplitude of the atoms displacements in the a phase
unit cell (the polarization in the surface plane). These simulations did not
fit better with the experiments, and we decided to keep the model we used
at the beginning.
We have also looked if there is any similarity between the ∆, Ω diﬀrac-
tion peaks and the α, β, γ peaks from absorption. First we have looked at
the absorption simulation of the a2c domain. The shape of the absorption
spectrum (see Fig. 5.20) is diﬀerent from the bulk absorption as well as from
the 5 nm thick sample simulations (see Fig. 5.20 and 5.16). There is no sign
of the α, β, γ peaks in this spectrum probalby because of the very diﬀerent
ferroelectric configuration. However if we look at the energy of G and D










Figure 5.19: Comparison between experiment with σ polarization and simu-
lation of the a2c domain (a) in the σ−σ cannel and (b)in the π−π￿ channel





Figure 5.20: Absorption simulation of the a2c domains. One sees there is no
resemblence between the bulk absorption and the simulation no sign of the
(α,β, γ peaks)
We summarize the peaks’ positions treated in this chapter in Table 5.7.
The ∆, C and β peaks have the same energy. We attribute them the same
spectroscopic origin: a transition from 1s atomic orbital to 3d molecular
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orbital. The Ω, B and G peaks have another origin: a transition from 1s to
p− d hybridized orbital.
Table 5.7: Energy positions of the Ω, ∆, β, γ, G and D features.
RXD experiments Absorption simulation RXD simulation
Peak Ω ∆ β γ G D
Energy(keV) 4.969 4.9755 4.970 4.9747 4.9701 4.976
The best simulation is obtained with a macrocell of six tetagronal unit
cells. The unit cell parameters are the same for all six of them a = b = 3.9A˚
and c = 4.144A˚. The first five cells have the ferroelectric polarization out of
plane and for the last one the polarization is in plane, with relative displace-
ments of:
Table 5.8: Atomic positions of the macro cell ca2 domain for the fist five unit
cells and for the last unit cell.
Ferroelectric displace-
ments first five cells
Ferroelectric displace-
ments last cells
Ti x=0 y=0 z=0.5382 x=0 y=0.53820 z=0.5
O1 x=0.5 y=0.5 z=0.1162 x=0.5 y=0.6162 z=0
O2 x=0 y=0.5 z=0.6091 x=0 y=0.1162 z=0.5
Pb x=0 y=0 z=0 x=0 y=0 z=0
5.5 Conclusion
In this chapter we have proposed a new method to study thin film ferro-
electrics. We showed that with resonant x-ray scattering we can observe the
spectroscopic signature of FE structures as well as new possible FE phases
that may appear in thin films due to strain from the substrate. The com-
bination of experiments with FDMNES simulations is a great tool to study
the atomic displacements in ferroelectric systems. The need of a diﬀraction
technique is essential to look at domain patterns. If no FE domains existed
only X-ray absorption experiments will be enough to look at the FE order
as already shown for single crystals by Jaouen et al. [4]
In particular, we have studied PTO/DSO systems in which new FE phases
had been proposed in the literature. FDMNES absorption simulations of the
new FE phase proposed XANES would help to solve the phase. This new
phase was proposed for a 5nm thick sample, but during our experiments we
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could only study 25 nm thick samples. These systems show FE domains
and we realized RXD experiments as well as simulations with FDMNES.
We successfully reproduced these FE patterns by building up a macro cell.
Comparing the energies of the peaks from absorption and RXD, we proposed
the origins of the experimental peaks in the RXD spectra.
To our knowledge the new ferroelectric phase on 5nm thick PTO/DSO
samples it is not yet solved. We think that hard x-ray absorption and XRD
experiments would allow to give the answer to the atom displacement in the
unit cell.
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between a soft ferromagnetic
layer and BiFeO3
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110 STUDY OF BiFeO3 SINGLE CRYSTALS
6.1 Introduction
The possibility to control a net magnetic moment with an electric field draws
the attention of many scientists. In some cases these two orders are coupled,
and it is possible to control a net magnetic moment with an electric field
and vice-versa. This eﬀect is the magnetoelectric eﬀect. Pierre Curie already
predicted the coexistence of the magnetic and ferroelectric orders in one
system. However it wasn’t until 1959 that the real field of multiferroics
started with the remark done by Landau and Lifshitz in a volume of Course
of Theoretical Physics [1]: Let us point out two more phenomena, which,
in principle, could exist. One is piezomagnetism, which consists of linear
coupling between a magnetic field in a solid and a deformation (analogous
to piezoelectricity). The other is a linear coupling between magnetic and
electric fields in a medium, which would cause, for example, a magnetization
proportional to an electric field. Both these phenomena could exist for certain
classes of magnetocrystalline symmetry. We will not however discuss these
phenomena in more detail because it seems that till present, presumably, they
have not been observed in any substance.
Soon after, the magnetoelectric coupling was observed by Astrov [2].
However, by the seventies the research on multiferroics slowed down, and
it was later that people started again to be interested in this subject when
theoretical predictions came out [3] while experimental achievements had dis-
covered two diﬀerent types of multiferroics: Type I Multiferroics and Type
II Multiferroics. In 2003, the research on multiferroics has really taken oﬀ
when Ramesh and his group synthesized thin films of BiFeO3 [4].
To understand how the combination of magnetism and ferroelectricity
appears in one system it is necessary to go back to the origin of each or-
der. Magnetic order is mostly due to the presence of localized electrons in
partially filled d or f orbitals of transition metals or rare earth ions, while
ferroelectricity can have many diﬀerent origins as it was already mentioned in
the previous chapter. This separates multiferroic materials into two groups.
The first ones are the so called Type I Multiferroics. In these multi-
ferroic materials, ferroelectricity and magnetism have diﬀerent origins and
their transition temperatures are usually far from each other. In most cases
the magnetic transition temperature is lower than the ferroelectric transition
temperature Tc. The electric polarization P is very large with values around
P ∼ 10 − 100µC/cm2. However, magnetoelectric coupling is quite small.
The second type are the so called Type II Multiferroics, in which magnetism
causes ferroelectricity, implying a large magnetoelectric coupling. However
the ferroelectric polarization is rather small P ∼ 10−2 µC/cm2 and most of
them are low temperature multiferroics.
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In this chapter, we present our work on BiFeO3 single crystals. In the
first part, we study monodomain FE single crystals coupled with a soft ferro-
magnetic layer. We use soft x-ray resonant scattering along with kinematical
simulations to explain the eﬀect that BiFeO3 has on the Co’s magnetiza-
tion. In the second part we study multidomain FE single crystals with X-ray
photoemission electron microscopy. We look at the ferroelectric and anti-
ferromagnetic domain structures. This study has been a collaboration with
Michel Viret form CEA Saclay.
6.1.1 Magnetic coupling between a soft ferromagnetic
layer and BiFeO3
Among all multiferroics, BiFeO3 (BFO) is a material of choice, since it has
both magnetic and ferroelectric orders at room temperature. BFO has a
rhombohedrally distorted perovskite structure with space group R3c [5](a =
3.96 A˚ and α = 89.4 ◦). The ferroelectric polarization is due to a per-
ovskite distortion along the (111) direction driven by the Bi3+ lone pairs.
The Curie temperature is 1100K with an electrical spontaneous polarization
P = 90µC/cm2 [6]. It is a G-type antiferromagnet, in which the Fe magnetic
moments form a cycloidal structure of 64 nm periodicity 6.1. This cycloidal
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Magnetic properties (TN ~ 640K)
! Modulated antiferromagnetic structure
! Cycloidal arrangement of the Fe3+ magnetic moments
PS ~ (e " q)        q : propagation vector
e : spin rotation axis
The case of BiFeO3 : ferroelectric, ferroelelastic and magnetic at 300K
Sosnowska et al., J. of Phys. C, 15 , 4835 (1982)
Figure 6.1: Cycloid structure of BiFeO3.
structure yields no net macroscopic magnetiz tion. However it has been re-
ported that the cycloidal structure is destroyed under high magnetic field of
20T [7]. The antiferromagnetic structure has a Ne´el temperature of 640K [8].
The antiferromagnetic and the electric polarizations vectors are linked and
the magnetic moments rotate in a plane containing the polarization vector
P and the cycloidal propagation vector. [9]. Because of the rhombohedral
symmetry, there are three equivalent directions for the cycloid propagation
for a given ferroelectric polarization, namely: ￿q1[1¯10], ￿q2[101¯] and ￿q3[01¯1] (see
Fig. 6.2).
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bohedral distortion !a=3.96 Å and !=89.4°". As grown,
most crystals are FE and AFM single domains.16 They are
also highly resistive and the value of the electric polarization
at saturation PS#100 "C /cm2 turns out to be the highest
known so far.20 In bulk BFO, the polarization lies along the
$111% directions, allowing for eight possible polarization
variants leading to eight possible ferroelectric domains.
Crystals are FE single domains and the polarization P is
along one of the $111% direction !Fig. 1". Using four-circle
neutron measurements, we demonstrated that the magnetic
configuration is closely linked to the electric state of the
crystals with a strict correspondence between the FE and the
AFM domains.16 It was demonstrated that the AFM structure
is cycloidal G-type: for P parallel to &111', coupled nearest-
neighbor Fe3+ moments are arranged in a long period !64
nm" cycloid in one of the plane of (121) character !Fig. 1".16
The plane containing the magnetic moments M contains the
electric polarization P and the cycloid propagation vector q.
The latter, perpendicular to the electric polarization direction,
has three possible orientations: it is along one of the $110%
directions contained in the !111" plane for P&111' &Fig. 1!a"'.
An antiferromagnetic coupling is observed from one (121)
plane to the next. Choosing a propagation vector, q along,
e.g., &1¯10' imposes the magnetic plane !112¯". A canting of
the Fe3+ moments results in a local moment m, rotating from
one site to the next and whose average over the cycloidal
modulation vanishes: this peculiar arrangement is sketched
Fig. 1!b". For a single crystal being a FE and AFM single
domain, whatever the direction of the polarization among the
eight possible ones, the weak moment m resulting from the
canting is modulated along the in-plane $110% or $100% direc-
tions &Fig. 1!c"' when projected onto the !010" plane. The
projection of this weak moment m has different strength,
depending on the propagation vector: it is larger for q&101¯',
included in the !010" plane, than for the two other propaga-
tion vectors making an angle of 45° with the interfacial
plane. In all cases, the top ferromagnetic layer will interact
with a long scale modulated magnetic structure, showing no
global ferromagnetic moment, assuming that the “bulk”
structure is preserved in BFO or FM systems described later.
The orientation of the modulation is that of the projection of
the propagation vector of the AFM ellipsoid.
B. Multidomain BFO thin films
BFO films were epitaxially grown by pulsed laser depo-
sition on !001" SrTiO3 !STO" substrates at P=10−2 mbar
and Tdep=580 °C. At lower temperature or higher pressure,
Bi2O3 precipitates appear while at lower pressure or higher
temperature, Fe2O3 forms. Magnetization measurements re-
veal a high magnetic moment for films containing #-Fe2O3
impurities while single-phase films have a very low but not
zero magnetic moment !*0.02"B / f.u.".21,22 No information
is available on the spatial arrangement of that small amount
of uncompensated moments, reversing at low magnetic field,
in the BFO films. The BFO !001" films present a noncen-
trosymmetric pseudocubic cell with a tetragonal distortion
!a=3.78 Å and c=4.85 Å". A value of the electric polariza-
tion P is inferred from P-E loops measurements and the
saturation polarization estimated to PS#100 "C /cm2, like
in crystals. From neutron-diffraction experiments,14 it was
demonstrated that the AFM structure is collinear G-type with
the Fe3+ AFM moments located in the (111) easy planes &Fig.
2!a"'. In thin films, the (111) antiferromagnetic planes are
arranged perpendicularly to the ferroelectric polarization P
along the relevant $111% directions; the characteristic propa-
gation vector of the AFM structure remains here parallel to
the electric polarization. Up to now, no consensus has been
achieved to lift the degeneracy between all directions within
the (111) planes that can be considered as effective easy
planes of magnetization. As grown, the BFO thin films where
shown to be in a ferroelectric multidomain state, which also
imposes AFM domains, whose size !of the order of a few
tens of nanometers" increases with the layer thickness.
Let us now discuss on the magnetic structure at the inter-
face between the CoFeB and the BFO films. First, starting
with an a priori uncompensated AF structure in the (111)
FIG. 1. !Color online" Orientation and projections of the polar-
ization P and the magnetic moments in single-domain crystals of
BiFeO3. !a" Representation in the pseudocubic system of the !111"
plane containing the three possible $101% cycloid propagation vec-
tors assuming a polarization P along &111' in a single crystalline
platelet of BFO. The magnetic moments are contained in one of the
(121) planes. !b" Sketch of the magnetic moments M !long arrows"
forming a cycloid in the !112¯" plane; the moments depicted by the
dark or light arrows illustrate the AF coupling from one plane to the
next. Due to the canting, the induced local moment m !shorter and
broader arrows" is zero over a modulation period. !c" On the !010"
plane covered by the ferromagnet, from left to right: For P along
&111' !P&111'" and for q parallel to &1¯10' !q&1¯10'", the projection of
the canted moment m is modulated along &100'; it is along the
diagonal &101' for q&101¯' and along &001' for q&011¯'. Taking into
account all possible orientations of the polarization in the single
crystal among the eight $111% ones, projection of m on the surface
plane modulated along the $100% or $110% directions, imposed by
the propagation vector.
LEBEUGLE et al. PHYSICAL REVIEW B 81, 134411 !2010"
134411-2
Figure 6.2: BFO unit cell in the case of a ferroelectric polarization along the
(111) direction (red arrow), the three propagation directions of the associated
cycloids (black arrows) and the three planes in which the magneti moments
of the cycloids rotate: (1¯21¯), (112¯) and (2¯11) (light-green).
One of the goals of multiferroic materials is to control an easy axis of
magnetization with an electric field. Data storage is done using net magnetic
moments and since BFO is AFM (no net magnetic moment) one f the ways
to achieve this is to couple a soft FM layer with BFO. The magnetoelectric
coupling present in BFO allows to change the AFM order by applying an
electric field. Then, if a FM layer is coupled to the AFM order it could be
possible to act on the FM moments via the electric field. With BFO, this
coupling would happen with t e moments of the cycloidal structur . During
this thesis we have adressed this issue in two diﬀerent systems: monodomain
ferroelectric single crystals and multi omain ferroelectric singl crystals.
Systems with single crystal BFO and a FM layer have already been syn-
thesized and studied by Lebeugle et l. [10] by neutron diﬀraction nd mag-
netic measurements. For the FM layer they used 20 nm thick of Py (NiFe). In
this case the FM material was a thin layer, so the magnetic moments should
lie on the surface plane, since the demagnetization factor would prevent any
out of plane components of magnetization. But with BFO beneath the FM
layer, the group of M.Viret [10] observed an easy axis of magnetization withi
the sample plane. T is was seen by Magn to-optic l Kerr Eﬀect (MOKE)
measurements. This could not be attributed to an in-plane demagnetization
factor, so it was claimed to be caused by the cou ling with the und lying
AFM order of the BFO. They proposed the FM layer to follow the cycloidal
structure creating a magnetic wriggle.
In Magnetism, diﬀerent exchange couplings exist. The most common is
the exchange-bias eﬀect. This coupli g aris s at the interface between
ferromagnetic thin fil and an antiferromagnet. One of the main character-
istic of this coupling is that it is a unidirectional exchange anisotropy. This
refers to the presence of a preferred direction of the M magnetization that
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originates from the exchange coupling of the moments in the FM to uncom-
pensated pinned moments of the AFM. In consequence, the hysteresis loop
of the FM later is shifted along the field axis. One could expect to have an
exchange-bias interaction in our system. However, Lebeugle et al. observed
a preferred axis of anisotropy (easy axis) of magnetization which is a sign
of a uniaxial exchange anisotropy, and the hysteresis loop is not shifted in
the field axis. Moreover, it is known that in transition metal oxides the ex-
change coupling is not a direct interaction with the adjacent atoms but an
indirect interaction, also called superexchange. This kind of interactions was
first studied by Anderson [11] in 1950, with an interaction between the Mn2+
cations separated by an O2− anion.
Therefore, in our case, the exchange interaction between the BiFeO3
and the FM layer can be described as a superexchange. Superexchange is
a strong antiferromagnetic coupling between two next-to-nearest neighbor
cations (Fe3+) through a non-magnetic anion (O2−). This local interfacial
exchange coupling between the BiFeO3 and a FM layer can be written in the
form of Eex = 1/2Jex￿SF ￿Scant where ￿Scant is the local canting of the Fe3+ mo-
ment describing the cycloid. Because of exchange coupling, the cycloids will
tend to imprint the cycloidal structure on the FM layer. However, since the
length scale of the cycloid (64 nm) is comparable to the exchange length of
the FM layer (around 15 nm), the FM layer is not likely to adopt a cycloidal
structure. Instead, Lebeugle et al. proposed that the coupling should induce
a wriggle in the FM layer. They estimated an angle of 1.5 ◦ for the canting
of the FM moments in the wriggle. The periodicity of this incommensu-
rate structure on the FM layer is expected to be the same as the cycloid
periodicity. In figure 6.3 we show an image of the coupling.
BFO single crystal!
Co  10nm!
Figure 6.3: Sketch of the antiferromagnetic superexchange coupling between
the cycloidal structure of BFO and the FM layer (Co) deposited on top of
the BFO. The Co magnetic moments follow the cycloidal structure creating
a zig-zag structure.
The study of the eﬀect of the cycloidal structure on a soft ferromagnetic
layer deposited on a BFO single crystal, can be done with monodomain FE
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or multidomain FE single crystlas. For monodomain FE samples we use Soft
X-ray Resonant Magnetic Scattering. In comparison with neutron diﬀrac-
tion, with X-rays it is possible to look at 10 nm-thick matter. In addition, in
the soft x-ray range the cross sections are highest for the transition metals,
and the sensitivity to magnetism is large. The periodic structures we will
be looking at are typically of dimensions that match the soft x-ray range
and therefore can be accessed by soft x-rays diﬀraction in grazing incidence
geometry. In the case of multidomain FE samples, the magnetic and electric
domain should be of the same size and one might expect to have a diﬀerent
behaviour of the magnetic coupling compared to monodomain FE systems.
In these systems, magnetic scattering is not a good technique since the mul-
tidomain state is equivalent to a powder state for which it is impossible to
perform magnetic scattering experiments. For this reason, one needs a lo-
cal probe as a microscopy technique that is sensitive to both electric and
magnetic properties. This is obtained using X-ray Photoemission Electron
Microscopy. (X-PEEM)
For a real application point of view, it is more suitable to study thin films.
However, a fundamental comprehension of the mechanism that creates the
coupling is crucial. In thin films, when the strain induced by the substrate
is large enough, the cycloidal structure is supressed [12], but the coupling
with a thin FM layer is still possible via an exchange-bias process such as
described by Malozemov’s model that relies on surface roughness and lateral
AFM domain walls [13, 14]. In both cases – thin films and crystals – the
coupling involves the Fe moments of the cycloid and the moments of the FM
layer. The physics behind the coupling is the same in both cases: this is why
it is important, for a fundamental point of view, to study the coupling with
single crystals.
6.1.1.1 Sample preparation
All the samples studied during this thesis were synthesized by floating zone
technique at CEA Saclay SPEC/IRAMIS by Michel Viret and Dorothe´e Col-
son. The samples are mostly monodomain when they grow and it is during
the extraction from the preparation chamber that some become multidomain
ferroelectric. This because BFO is also a piezoelectric material, which means
that strain (structural defects) create FE domains. They grow along the
(010) direction and their typical size is around 0.5mm× 1.5mm× 0.05mm.
We show a picture of a sample in figure 6.4.
For XRMS measurements, we deposited 10 nm of Co on top of mon-
odomain samples in a Molecular Beam Epitaxy (MBE) chamber. In order
to have an even surface for the deposition, samples are polished with ionized
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Figure 6.4: Picture of a single crystal BFO sample on silver paint
argon gas for about 20 s. During the process, the Ar atoms hit the surface of
the samples and remove the unwelcome roughness. The deposition is done
by heating high purity Co which evaporates into the chamber and collects
onto the samples at a rate of about 3 A˚/s.
6.2 Coupling in the case of long-range mag-
netic order: XRMS experiments on Co/BFO
monodomain ferroelectric samples
In figure 6.5 we show two images of BiFeO3 single crystals in the monodomain
FE state. These pictures were taken by Polarized Light Microscopy (PLM)
that is only sensitive to the in-plane ferroelectric polarizations. The two
images were taken with inverse polarizations and there is only small diﬀer-
ence between them: a minor ferroelectric domain (surrounded in red in the
picture). This minor domain will not contribute in our studies.
In this section we focus on monodomain ferroelectric systems. Since the
coupling with the Co layer occurs at the sample surface, it is important to
consider how the Fe moments are ordered at the BFO surface. All three
cycloids q1,q2,q3 have a 64 nm periodicity. But since the sample grew along
the (010)-direction, the periodicity of cycloids q1 and q3 appears larger at
the surface (90 nm) for they are 45 ◦ tilted to the surface plane, while cycloid
q2 – which is parallel to the surface plane – simply yields a 64 nm-periodical
footprint. A simple geometrical analysis is presented in Fig. 6.6.







Figure 6.5: Two polarized light microscopy images of a monodomain fer-







Figure 6.6: The projection of a cycloid on the surface plane of the sample.
The periodicity on the surface is dsurface = dcycloid/ cos 45◦ with dcycloid =
64 nm
6.2.1 Soft x-ray scattering
The periodicities in BFO can be access in grazing incidence geometry by
soft x-ray resonant magnetic scattering (XRMS) as already shown in the
case of magnetic domains by Durr [15]. XRMS gives the reciprocal space
information as well as the chemical selectivity. In the following, we will
treat the reciprocal space and the chemical selectivity contributions. In the








6.2.1.1 Scanning the reciprocal space
With a diﬀraction geometry as in figure 6.7 in which the direction of the
incoming beam is perpendicular to the periodicities under study it is possible
to scan the reciprocal space in the x and z directions. This is done by
combining the motor displacements of the diﬀractometer θ (sample rotation)
and 2θ (detector). In Co/BFO systems the magnetic coupling occurs at the
surface plane. Therefore we are looking at periodicities that are in the XY
plane (surface plane), following the notation from figure 6.7 the component







Figure 6.7: Rocking curve geometry. The detector is fixed at 2θ = 2 × θ.





with Q ≡ kf − ki the scattering vector where q ≡ Q/2π and k = 2π/λ.
Then, the periodicity is d = 1/qx. To search the information along qx we
choose to perform rocking curves. In a rocking curve we realize a rotation
of the sample around the specular position (θi = θf ) with the detector fixed.
With:
θi = θ −∆θ (6.3)
θf = θ +∆θ (6.4)
(6.5)
θ is the incidence angle of the specular reflection, the detector being at
2θ = 2× θ.
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6.2.1.2 Chemical selectivity & reciprocal space information
We have already shown that the chemical selectivity is given by the energy-
dependent terms of the scattering form factor. Let us rewrite the scattering
form factor as:
fˆe￿e = (e
￿∗ · e)(f0 + f ￿ − if ￿￿)− i(e￿∗ × e) · u(m￿ − im￿￿)￿ ￿￿ ￿
fmag
(6.6)
With e￿∗ and e∗ the polarization of the incoming and outcoming beam, u the
quantification of the magnetic moment of each atom, f the scattering am-
plitude and m the magnetic scattering amplitude. The diﬀracted beam will
only have a contribution from the fmag term when the energy of the incident
beam corresponds to the energy of an electronic transition. In the soft X-ray
range, for transition metals, these energies are the L2,3 edges. For instance,
performing rocking curves at diﬀerent energies we will have the information
from the magnetic periodicity in the x-direction. In figure 6.8 we present
three possible scenarii that may happen during the experiments. The first
case corresponds to a configuration in which the magnetism is invisible for
the photon – the energy of the incoming beam being far from the resonance.
In this case, the rocking curve only gives the total specular peak. In the
second example, the incoming beam ”sees” the magnetism, but since there
is no particular magnetic order the rocking curve is similar to the first case.
For the third case there is a magnetic periodicity in the x-direction and the
energy of the incoming beam corresponds to an electronic transition of the
magnetic atrom. In this configuration, the rocking curve has satellite peaks
around the specular peak. The position of the satellite peaks (1/d) gives the
periodicity of the magnetic pattern (d). The aim of our study is to look for
satellite peaks that will be due to the cycloidal structure of the BFO or the
wriggle in the Co thin layer.
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Figure 6.8: Here we show three possible scenarii of XRMS that may happen
during the experiments. On the top part we show how the incoming beam
”sees” the sample and on the bottom part what the rocking curve gives.
(a)The energy of the incoming beam is far form the resonance: the magnetism
is invisible and the rocking curve only gives a specular peak (d). (b)The
photon sees the magnetism but since there is no magnetic order the rocking
curve gives the specular peak with a resonance contribution (e). (c)The
photon sees the magnetism and since there is a magnetic ordering we have
the specular peak with satellite peaks around it (f).
6.2.2 Results
All XRMS experiments were performed with similar samples: Monodomain
ferroelectric single crystals with a 10 nm-thin layer of Co deposited on top.
Up to four diﬀerent samples have been studied, all of them giving the same
results – either at synchrotron SOLEIL or at Diamond light source. At
SOLEIL, the experiments were performed with RESOXS diﬀractometer, which
is presented in detail in the last chapter. At diamond light source, we worked
at the I06 beamline with either RASOR diﬀractometer or with a 2-circle
diﬀractometer for a temperature dependence study. In these two diﬀrac-
tometers, the detection is done either by a photodiode or a by total electron
yield (TEY).
At the Fe edge we only see diﬀracted photons, whereas at the Co edge
we measure both the photoelectrons and the diﬀracted X-rays. The TEY
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counts the photoelectrons coming from the very surface of the system, since
their penetration length is extremely small. Indeed, Fig. 6.9 illustrates that
the photoelectrons coming from the BFO layer do not cross the 10 nm layer
of Co.
The spectra of figure 6.9 give information on the degree of oxidation. For
example, the XRMS spectrum at the Fe edge is typical of an oxide, with some
characteristic anomalies on both sides of the peaks. Signature of oxidation
can also be seen at the Co edge – pointed out by circles in the figure – which
means the Co is partially oxidized.
Figure 6.9: Comparison between the TEY and the XRMS data. The TEY
spectrum of Fe is flat because the electrons coming out from the BFO do not
cross the 10 nm Co layer. The XRMS data shown here were taken at qx = 0.
6.2.2.1 Experimental conditions
The rocking curve geometry chosed for these experiments implies a fixed
angle for the detector. The experiments were performed at fixed energy, with
energies of a wavelength in the soft x-ray range between 1.5 and 1.8 nm. The
magnetic orders under study have a periodicity of around 64 nm. Looking
at the relation for qx from eq:6.2, we can evaluate ∆θ – the position of the
satellite peaks – for a given λ and 2θ. In table 6.1 we show the values for ∆θ
for an incoming photon of energy 774 eV.
The geometry of the diﬀraction experiment limits the angle of the detector
to 2θ > θ. In table 6.1 we see that for small angles up to 2θ = 10◦, it is not
possible to reach the satellite peaks for both periodicities because ∆θ > 2θ/2.
We also see that at higher angles 2θ = 28◦ the satellite peaks are close to
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Table 6.1: Calculated values for ∆θ in deg at E = 774 eV
2θ 10◦ 12◦ 14◦ 18◦ 22◦ 28◦
p=64 nm 8.24 6.87 5.88 4.85 3.75 2.96
p=90 nm 5.85 4.87 4.18 3.25 2.67 2.1
the specular specular peak (θ=2θ/2) and it may even not be possible to see
them. During the experiments the best compromise was found at at value
for 2θ between 10◦ and 12◦. This is shown in figure 6.10 were we show several
rocking curves at values of 2θ from 9◦ to 20◦. We see that at angles bigger
than 13◦ there are no satellite peaks observed. The position of the peaks
does not correspond to the ones expected from table 6.1. This is explained








Figure 6.10: Rocking curves at diﬀerent fixed values of the detector (2θ)
The size of the incoming beam was around 50µm in the vertical direction
and 200µm in the x-direction. The projection of the beam in the surface
sample for 13◦ is 222µm. The penetration depth of soft X-rays at the L2,3
energy edges of 3d metals is around 20 nm at the resonance and around
490 nm far from the resonance. Since the Co layer is only about 10 nm, we
are sure the beam will go through the Co layer and get to the BFO.
In magnetic diﬀraction only the component of the magnetization with
a periodicity along the diﬀraction vector contributes in the fmag term of
the scattering form factor of eq:6.6. u is the quantification vector of the
magnetic moment of each atom. In our case, the coupling between the Co
and the BFO is expected to imprint a modification on the Co layer. This
modification can be expressed as an added term to its magnetic moments
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as u = u0 + δu where the extra term δu is periodic. The stimated small
canting of the Co moments (≈1.5◦) make this extra term small compared to
the Co magnetic moment δu < u0. This, along with the fact that there is
only 10nm of Co will make the XRMS signal of the Co very weak and hard
to detect. On the contrary for the BFO the entire magnetic moments of the
Fe atoms contribute to the XRMS signal, but since the signal has to cross
the Co layer, this will considerably decrease the intensity. For these reasons,
the beam has to be very bright and very well focussed. Indeed, slits are
even necessary to optimize the signal by removing some parasitic photons.
The slits are in front of the detector, and their size is about 1µm-thick in
the horizontal direction and 1mm-long in the vertical direction at Diamond
Light Source and 200µm× 2mm in RESOXS diﬀractometer.
6.2.2.2 XRMS results
Diﬀraction spectra of rocking curves at 2θ = 12◦ for the Fe L2,3 edges are
shown in Fig. 6.11. At the resonance of Fe at E = 708 eV there are satellite
peaks around the specular peak. The position of these peaks in the reciprocal
space are: qx = 0.0035 nm−1 for the first peak and qx = 0.007 nm−1 for the
second peak, corresponding to periodicities of 285 nm and 142 nm. These
two values are far from the cycloidal structure periodicities which are 64 nm
or 90 nm. This is because in this simple approach of X-ray diﬀraction we
do not take into account the azimuthal angle of the incoming beam. We
will come later to this (see section 6.2.2.4). These satellite peaks are the
direct signature of the cycloidal structure in BFO, confirming that XRMS is
a relevant technique for this kind of study.
As explained in the introduction, the aim of the study was to see the
eﬀect of the cycloid structure on the soft ferromagnetic layer of Co. In Fig.
6.12, we display rocking curves recorded at the Co L3 edge E = 779 eV
showing satellite peaks. These satellite peaks – compared to the ones at the
Fe edge – are broad shoulder-like bumps from which no precise position can
be extracted. However, if we take the middle of the peaks we see that their
reciprocal space position qx = 0.003 nm−1 is not the same as the peaks at
the Fe edge. This periodicity (about 333 nm) is slightly larger than the one
observed at the Fe edge. Noteworthy, the existence of these diﬀraction peaks
is the direct probe of the coupling between the BFO cycloidal structure and
the Co thin layer. In the case where no magnetic structure would exists, we
would be in the case of figure 6.8 b and there would be no satellite peak.
Here we shall recall that the canting of Co moments is expected to be
very small (1.5◦) with only 10 nm of Co that scatters. Moreover, exchange
coupling is stronger at the interface with BFO, and we might expect it to
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(a) (b)
Figure 6.11: (a)Energy dependence of the peaks around Fe edge. (b)XRMS
spectrum at qx = 0 at the Fe L2,3 edges.
(a) (b)
Figure 6.12: (a)Energy dependence of the peaks around Co edge.(b)XRMS
spectra at qx = 0 at the Co L2,3 edges.
decrease at the top of the Co layer, allowing a certain relaxation of the Co
wriggle. Since XRMS is a long range method, the total yield of diﬀraction
is an average over the entire layer. All these facts may explain the broader
peaks at the Co edge than at the Fe edge.
In figure 6.13 we show XRMS spectra at the Fe L2,3 edges : one at the
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satellite peak position and one at the specular position. In both cases, the
shape of the spectrum is very diﬀerent from the a metallic Fe crystal. This
is not surprising, since Fe is here oxidized and its electronic structure is very
anisotropic because of the polar displacement and the hybridization between
neighbor atoms.The intensity of the spectra are not significant since they
were normalized between 0 and 1. The spectrum at the specular position
shows thinner peaks than the one at the satellite peak position.
Figure 6.13: XRMS spectra at RT, one at the specular peak and the other
one at the satellite position.
6.2.2.3 Study of the satellite peaks as a function of the tempera-
ture
One of the ways to prove that the satellite peaks in the Co edge are due
to the coupling with the antiferromagnetic order of the BFO, is to heat the
system above the TN of BFO – which is known from neutron diﬀraction
(TN = 640K). Not many experimental endstations allow to perform soft
X-ray diﬀraction measurement under high temperature. We perform this ex-
periments at Diamond Light Source in I06 beamline in a small 2-circle diﬀrac-
tometer. In figure 6.14a we show the temperature behavior of the satellite
peaks at the Co L3 transition energy. When temperature approaches TN , the
satellite peaks disappear, getting to a non antiferromagnetic configuration.
This confirms the new magnetic nature of the Co thin layer.
The same behavior is observed at the Fe edges 6.14b. In our experiments,
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(a) (b)
Figure 6.14: XRMS spectra at diﬀerent temperatures (a)at the Co L3 edge
and (b)at the Fe L3 edge.
the position of the peaks remain the same while the sample is heated, mean-
ing that the periodicity of the cycloids does not change with temperature.
This is diﬀerent from what has been observed in neutron experiments by
Ramazanog˘lu et al. [16], where they reported that the cycloid period slowly
grew with increasing temperature. They observed the change of the period-
icity above 400K. In our experiments, above 400K the satellite peaks were
too small to get a precise position of them. We will like to recall that, the
aim of the study was not to study the behaviour of the cycloidal structure
with temperature but to emphasize the coupling between the BFO cycloidal
structure and the Co layer.
In Fig. 6.15 we show the intensity of the satellite peaks as a function of
temperature at the Fe L3 edge. We superpose our experimental data with
neutron diﬀraction data from [17] for BiFeO3 crystals. We observe a similar
behaviour in both cases.
In figure 6.16 there are two spectra at the Fe edges at T = 563K. It can
already been observed that at this temperature (below the Ne´el temperature)
the shape of the spectrum at the satellite peak is not very clear. At this
temperature, the AFM order is almost inexistent, which means that there
will not be much diﬀraction at this position. At the specular position, the
spectrum is also very diﬀerent from the one at room temperature. This
spectrum resembles that of a metal, but it is not metallic since the resonance
peaks are splitted in two (see figure 6.16), a direct footprint of the oxidized



















Figure 6.15: Comparison of the temperature dependance of the satellite peak
intensity with neutron experiments from [17] (black) and our experiments
(red).
state of the material. At this temperature, the electronic environment of
Fe is not very diﬀerent from the one at room temperature [17], since the
displacement of the atoms is not diﬀerent enough to change the electronic
order. The contribution from the satellite peak is weak due to the fact that at
this temperature the background is too high and covers up the information.
We still see a resonance at the L3 edge E = 708 eV.
Figure 6.16: XRMS spectra at RT, one at the specular peak and the other
one at the satellite position.
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6.2.2.4 Explanation of the satellite peaks positions as a function
of the azimuthal angle
Until now, we have studied the appearance of the satellite peaks as a function
of energy and temperature. However, we have not properly studied their
position in the reciprocal space. In order to have a proper interpretation,
we need an azimuthal study. The azimuthal angle is the angle between the
in-plane scattering vector and the incoming photon. Let us first remember
that in single crystal BFO there are three directions of propagation of the
cycloid for one ferroelectric polarization. It has been shown earlier that in
some rocking curves two satellite peaks appear (see figure 6.11a) and that
the periodicities obtained are higher that the ones expected. The fact that
there are two peaks could be explained as being 1st and 2nd order diﬀraction
peaks. However, the intensities are quite similar and the second peak is not
always at the double position. For this reason, the hypothesis of a 2nd order
peak was eliminated.
In fact, one has to consider that the X-rays might be diﬀracted by several
cycloids at the same time each of them with a diﬀerent propagation direction.
In Fig. 6.17 there are three rocking curves recorded at RASOR diﬀractometer
for three diﬀerent azimuthal angles and diﬀerent polarizations. We observe
that the shape and position of the satellites are strongly aﬀected by the az-
imuthal angle: in one case there is only one well-defined peak (χ = 54.295◦),
whereas in another case we see two not-well-defined peaks (χ = 0◦).
Figure 6.17: XRMS for three azimuthal angles. The black spectrum has two
not-well-defined peaks, while in the red and green spectra the peaks are much
better defined. Each of them give a diﬀerent periodicity.
If we consider that the surface of the sample looks like figure 6.18, there
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are three domains – each with a diﬀerent propagation direction – and diﬀerent
periodicities. Considering an azimuthal angle χ, the periodicity for each




Figure 6.18: An image of the sample surface considering the three directions




for the cycloidal propagating along the [11¯0]
d2 =
d02




for the cycloidal propagating along the [01¯1]
Where d0 is the proper periodicity of the cycloidal at the surface plane
with: d01 = 64nm, d02 = 90nm and d03 = 90nm.
To have a better understanding of these cycloidal structures and their
contribution to the XRMS spectra we performed simulations of the rocking
curves as a function of azimuthal angle. This will be the objective of the
next section.
6.2.3 Simulations of x-ray scattering of BFO and Co
In order to better understand the recorded scattering diagrams, we use the
kinematical approximation of X-ray diﬀraction. Despite that this approxi-
mation may seem rather rough in soft X-rays, we will see that it is suﬃcient
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to successfully explain our scattering data. We simulated the intensity of the
diﬀracted beam and the position of the peaks as a function of the azimuthal
angle.
As shown by Lebeugle et al. [10], since the periodicity of the cycloids is
of the order of the exchange length of the Co, the magnetic moments do not
adopt a cycloidal structure, but one can imagine that only a small wriggle
appears in the Co layer. With our diﬀraction geometry, we are only sensitive
to the periodicities on the surface plane and therefore only the projection of
the magnetic moments in the sample plane (XY plane) will be considered.





Figure 6.19: The bottom part represents the cycloidal structure projected at
the surface plane. The top line is the wriggle of the Co.
Let us have a closer look to the Co magnetization. Co is a magnetic
material with moments ordered in a ferromagnetic pattern. The Co intrinsic
magnetic moments are coupled to the magnetic moments of Fe describing
the cycloid structure. Magnetic diﬀraction is produced by the periodic extra
components ux cycloid and uy cycloid that result from the coupling with under-
lying cycloids (see Fig. 6.20). These two components are represented as two





Figure 6.20: Sketch of the Co moments in the XY plane.
From the two images above, we can write the cycloid magnetization in the
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XY plane as a combination of two sine waves propagating in the x direction.
ux cycloid = ux0 cos(τx) (6.7)
uy cycloid = uy0 sin(τx) (6.8)
where τ = 1d and d =
d0
cosχ from page 128.
This model gives the information of the position of the satellite peaks in
the reciprocal space for each azimuthal angle. In figure 6.21 we display a
polar graph in which the polar axis is the azimuthal angle and the linear axis
is the position of the peaks. For a given azimuthal angle we see there can be
several peaks that appear at diﬀerent positions in the reciprocal space.
Figure 6.21: Polar graph of our simulations. The radial axis is the position
of the satellite peaks in the reciprocal direction qx and the polar axis the
azimuthal angle in degrees. Each curve represents a cycloid with a certain
direction of propagation.
6.2.4 Comparison between simulation and experiments
In order to check if our model explains the experimental data and to un-
derstand properly the meaning of the satellite peaks we have to compare
the simulations with the data. In figure 6.22 we present a polar graph with
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Figure 6.22: (a): polar plot of satellite peaks positions. (b): three experi-
mental spectra for three diﬀerent azimuthal angles.
The violet curve of the experimental data matches with the simulated
position drawn in violet dots. In this configuration, two cycloids diﬀract:
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one with a minimum periodicity at the surface d0 of 90 nm and the other
with a periodicity of 64 nm. The light blue curve only has one peak which
corresponds to the second azimuthal in the polar graph with the light blue
dot. In this case only one cycloid with a d0 periodicity of 90 nm is diﬀracted.
For the third case (green curve), there is also one single peak. In this case
it comes from two cycloids one with a d0 periodicity of 90 nm and the other
with 64 nm as pointed out in the polar graph by the green dot. This geomet-
rical model successfully accounts for the azimuthal angle dependance of the
satellite peaks of our experimental spectra.
6.2.4.1 Simulation of the relative intensity of the satellite peaks
Within the kinematical approximation, we can simulate the intensity of the
satellite peaks. We write the scattering factor in the polar basis as:
fˆe￿e(θ) = F0
￿
cos2 θ − sin2 θ




￿−ux sin 2θ + i2uy cos θ −ux sin 2θ − i2uz sin θ
−ux sin 2θ + i2uz sin θ −ux sin 2θ − i2uy cos θ
￿
(6.9)
with u the magnetization of the Co or of the Fe in BFO and θ the scat-
tering angle. If the model of eq 6.8 is introduced in the scattering form
factor, one can compute the diﬀracted intensity and get a simulation of the
diﬀracted intensity peaks as shown in figure 6.23.
Figure 6.23: Simulation of the satellite peaks for three directions of propa-
gation of the cycloids.
No dichroic eﬀect has been observed in any XRMS experiments performed
during this thesis (Fig.6.24). By dichroism eﬀect we mean a change in the
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diﬀracted intensity of the satellite peaks for opposite circular polarizations.
In our simulations, we do not have any dichroic eﬀect neither (as shown in
figure 6.25), confirming the validity of our model.
Figure 6.24: XRMS experimental data for two polarizations at the Fe edge.
(a) (b)
Figure 6.25: Polar simulations of the satellites with (a)right (C+) and (b)left
(C−) circular polarizations.
The absence of any dichroic eﬀect can also be explained with hands as
in section A.2 where we saw that circular dichroism is produced by the uy
and uz components of magnetization. In our model, the uy contribution is
very small and uz is considered equal to zero. Likewise, in our diﬀraction
experiments we look at the qx component of the diﬀraction vector neglecting
any out-of-plane contribution.
6.2.5 Conclusion and perspectives
With XRMS we proved that there is magnetic coupling between a soft ferro-
magnetic layer of Co and a BiFeO3 single monodomain ferroelectric crystal.
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We demonstrated that the easy axis of magnetization observed by Lebeugle
et al. was due to the new magnetic order imposed by the cycloidal structure
beneath the Co layer. We studied the behavior of the satellite peaks as a
function of temperature and at diﬀerent energies.
With our model we explained the position and the number of satellite
peaks around the specular position. We concluded that several cycloids
diﬀract at the same time, either at the same or at diﬀerent reciprocal space
positions. In the case where only one pair of satellite peaks appears, it is
because either the apparent periodicities of the other two cycloids are too
large, dumping the spectral content into the specular peak or too small to
be detected with our diﬀraction geometry.
Our kinematical approximations have confirmed that the uz contribution
of magnetization does not contribute to our experiments because our model
explains the experimental without any uz component of magnetization.
As perspectives beyond this work, there are two main areas that remain
to be explored, which have already been started in this thesis. One would
be to evaluate the energy of the coupling by applying a magnetic field, and
the other to observe the behavior of the satellite peaks under applied electric
field. We now present the results of some preliminary experiments in these
directions.
6.2.5.1 Behaviour of the satellite peaks under applied magnetic
field
One of the ways to measure the energy of the exchange interaction is to
apply a magnetic field and see at which value of the field the peaks disap-
pear. With our system this would consist in measuring the behaviour of the
satellite peaks under diﬀerent directions of the applied magnetic field. We
eventually performed these experiments at SOLEIL synchrotron. RESOXS
diﬀractometer allows to apply a magnetic field up to H = 0.2T with two dif-
ferent configurations – transverse or longitudinal – as shown in Fig. 6.26 (see
Tools). In both configurations the magnetic field is in the surface plane. It
is perpendicular to the X-ray direction in the transverse configuration, and
parallel to the X-rays in the longitudinal configuration.
From the work done by Lebeugle [10], we know there is an easy and a
hard axis of magnetization on the FM thin layer. The easy axis is along the
[010] direction, and the hard axis along the [100] direction, the [010] being
the long axis of the sample. In the experimental configuration, we chose the
long axis of the sample to be in the X-ray direction therefore having the field
applied along the easy axis in the longitudinal configuration, and along the




Figure 6.26: RESOXS magnetic coils. The coils allow to apply a magnetic
field in the transverse and longitudinal directions.
configurations, and observed how the peaks vanish. The first applied field
was 1000G in the transverse configuration. We observed a dramatic decrease
of the peak intensity and after this, we remeasured the rocking curve at zero
applied magnetic field and we never got back to the initial intensity. This
can be explained by the magnetic training. The training eﬀect implies that
during the application of the magnetic field, the ferromagnetic layer does
not reverse homogeneously because of the symmetry of the AFM material
that is below. The symmetry of the AFM system is crucial for the training
eﬀect [18]. The training eﬀect occurs in systems where the antiferromagnetic
component has several equivalent easy magnetic axes. In contrast, when the
AFM system only has uniaxial magnetic anisotropy, there is no training eﬀect
observed.
In figure 6.27 we show two rocking curves at the resonance of the Co for
diﬀerent applied fields with the two configurations (longitudinal and trans-
verse). The behavior of these two systems is quite similar: magnetic field
suppresses the magnetic signal of the Co layer by overcoming the coupling
with BFO cycloids. But it is hard to obtain a quantitative conclusion.
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(a) (b)
Figure 6.27: Rocking curves at diﬀerent applied magnetic fields in the (a)
Transverse configuration and (b) Longitudinal configuration.
In figure 6.28 we show the intensity of the satellite peak in function of
the applied field. These values are calculated by substrating the intensity at
the well to the intensity at the peak (the two arrows in Fig. 6.27). In our
experiments we observe that in transversal geometry the intensity decreases
faster that with the field applied in the longitudinal direction. These are only
preliminary results and further studies such as micromagnetic simulations
and more precise experimental results would be needed for better quantitative
conclusions.
The important point of this study is that under applied magnetic field
the satellite peaks disappear, supporting the fact that the wriggle in the Co
layer is due to exchange coupling with the AFM order of BFO. The Co layer
has no longer a magnetic pattern and the experimental conditions are the
same as in figure 6.8b.
6.2.5.2 Application of an electric field on Co/BFO system in XRMS
The coupling proven before is the mechanism which is going to allow to con-
trol magnetization via and electric field. In order to observe this mechanism
it is necessary to perform resonant magnetic scattering experiments under
applied electric field. During this thesis we have created and built a new
sample holder for RESOXS endstation that allows to apply an electric field
(see Chapter Tools).
In figure 6.29 we show an image of our electrical contact system. The
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(a) (b)
Figure 6.28: (a) Intensity of the satellite peaks in function of the applied
magnetic field for the (a) Transverse configuration and (b) Longitudinal con-
figuration.
Figure 6.29: Picture of a sample with electrical contacts on it.
sample is 1mm×0.4mm.05mm. It is deposited on top of electrical conductive
epoxy glue (which is also a good thermal conductor). Electrical contacts on
the Co layer are done using thin gold wire and a very small drop of epoxy.
Electric field is applied on the vertical direction which is the (010) direction
as shown in figure 6.30. The electric polarization of BFO is in the (111) or
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equivalent directions.This means that the electric field is applied at 54.44◦
to it. When electric field is applied the electrical polarization will follow the





Figure 6.30: This schema shows how the electric field is applied on our
system.
Our experimental results are shown in figure 6.31 where we show two
curves, one at zero applied electric field an another after a 30 kV/cm electric
field had been applied. During this experiment no information from the
satellite peaks could be obtained. However, we see a clear splitting of the
specular peak. This means that after having applied electric field the sample
”breaks” into several domains, becoming multidomain ferroelectric. This
eﬀect has already been reported in literature [9] and the change in reflectivity
is simply due to the buckling of the crystal as reported by Lebeugle et al.
Figure 6.31: XRMS spectra at the Fe edge under applied electric field.
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6.3 Direct imaging of both ferroelectric and
antiferromagnetic domains in multiferroic
BiFeO3 single crystal using X-ray Photoe-
mission Electron Microscopy
In the previous section we studied ferroelectric monodomain BFO single crys-
tal. Now we will focus on the study of multi-domain ferroelectric BFO single
crystals. In monodomain system there is only one FE polarization, whereas in
multidomain systems, there are eight possible electric polarizations as shown
in Fig. 6.32. The aim of the work is to see if there is any correlation between











Figure 6.32: Sketch of a unit cell of BiFeO3 with all 8 possible electric po-
larizations.
In figure 6.33 we show two images taken by polarized microscopy of a
multidomain BFO single crystal. The FE domains appear by structural
defects and are surrounded in red in fig. 6.33. This is not surprising since
BFO is also a piezoelectric material, which means that strain (structural
defects) create FE domains and defects appear when extracting the crystal
from the growth chamber.
With these systems we focus our work on the study of the correlation
between FE and AFM domains. In BFO thin films this has already been
studied by the Ramesh group [19]. They showed that FE and AFM domains
had the same shape, as shown in figure 6.34. The ferroelectric domain size
on thin films is around 1µm, whereas in bulk samples the FE domain size
is much larger – around 1mm (see figure 6.33a). This raises the question of
what happens to AFM domains in mutlidomain FE single crystals. Do they
follow the FE domains or are there multiple domains in one FE domain?
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(a) (b)
Figure 6.33: (a)Picture of a multidomain FE BFO crystal. (b)The area
surrounded in red points out typical rectangular ferroelectric domains. Areas
with light color are Au deposited on top in order to evacuate the built up
charges.
To address this question we use a local probe method: X-ray Photoemission








Figure 3 PEEM and in-plane PFM images taken in the same area of an as-grown BiFeO3 film. a,b, PEEM images before (a) and after (b) 90
◦ in-plane rotation between
the two images. The arrows show the direction of X-ray polarization relative to the domain structure. c,d, In-plane PFM images before (c) and after (d) 90◦ in-plane rotation.
The arrows show the direction of the in-plane component of ferroelectric polarization.
captured from the same area of the BiFeO3 film after waiting 30min
at each temperature to allow thermal equilibration. The data in
sample 2 were recorded on an electrically switched area (see later
discussion), whereas the others were recorded on unswitched areas.
We see that in all cases the linear dichroism signal drops rapidly on
heating above room temperature, with only ∼50% of the room-
temperature XLD value remaining at the Ne´el temperature; this
reduction is recovered on cooling. The XLD scales with 〈M2〉, the
thermal average of the antiferromagnetic order parameter as shown
in Fig. 4 (see refs 23,28 for details on calculating 〈M2〉). The XLD
data in Fig. 4 closely follow this curve up to the Ne´el temperature.
The XLD signal does not change significantly between the Ne´el
temperature and 800K. It is known in bulk BFO that the order
parameter for ferroelectricity does not changemuch below its Curie
temperature (∼1,100K), which is illustrated by the plots of Fe
and Bi ionic displacements (from ref. 13) in Fig. 4. To investigate
the ferroelectric order parameter in the 600 nm BFO film, we
also plot the temperature-dependent out-of-plane lattice parameter
obtained from X-ray diffraction, and the ferroelectric polarization
obtained using high-frequency ferroelectric pulse measurements.
Similar to bulk BFO, the 600 nm BFO film shows very little change
in the ferroelectric order parameter from room temperature to
800K and the order parameter change correlates with the high-
temperature XLD signal. A PFM measurement also confirmed the
existence of stable ferroelectricity in the BFO film up to 800K (data
not shown here). The bulk-like behaviour of the order parameter
is consistent with earlier first-principles computations33,34 and with
the fact that minimal lattice strain is expected in the 600 nm film20.
We therefore conclude that the high-temperature XLD signal results
from the ferroelectric ordering, and the signal below TN from the
sum of the antiferromagnetic and ferroelectric contributions. At
room temperature, the magnetic and ferroelectric components are
of roughly equal strength and have the same sign.
We now turn to the question of whether ferroelectric
polarization switching/rotation can switch the antiferromagnetic
domain through the coupling of both order parameters to the
ferroelastic domain structure, as outlined in the beginning of
this paper. Figure 5a,b shows our PEEM results for the BiFeO3
film before and after electrical poling, with the corresponding







































Figure 4 Temperature dependence of normalized order parameters of BiFeO3.
The linear dichroism, out-of-plane lattice parameter and ferroelectric polarization
are normalized to the values at room temperature; the Bi and Fe atom
displacements and 〈M 2〉 are normalized to the values at 0 K.
in-plane PFM results shown in Fig. 5c,d. The poled area is outlined
by dotted boxes in each figure. We know from the out-of-plane
PFM images (not shown) that ferroelectric polarization switched
under the applied bias, that is, −12V. To unambiguously identify
the polarization direction in each domain, in-plane PFM scans
have been taken along two orthogonal 〈110〉 directions (only
one shown here). The different switching mechanisms were easily
distinguished by superimposing the in-plane PFM images taken
before (the greyscale image) and after (the coloured image)
electrical poling along the same direction, as shown in Fig. 5e.
Owing to the image distortions associated with the inherent drifts
in contact-mode imaging, the match is not perfect. The three
possible switching mechanisms appear with different colours as
marked in Fig. 5e. This image serves as a guide to identifying
regions that exhibit different switching mechanisms in Fig. 5a–d.
For example, regions 1 and 2 correspond to 109◦ switching, region 3
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Figure 6.34: PEEM and in-pl ne PFM images taken on the s me area of a
BiFeO3 film. PEEM images before (a) and after (b) 90◦ in-plane rotation
between the two images. In-plane PFM images before (c) and after (d) 90◦
in-plane rotation. The arrows show the direction of the in-plane component
of ferroelectric polarization [19].
6.3.1 X-Ray Phot emission electron microscopy
X-Ray Photoemission electron microscopy is a microscopy technique based
on the imaging method and the dichroic eﬀect. The physical process that
occurs in X-PEEM is the photoelectric eﬀect which is a photon-in electron-
out process (see section 3.3.1). The energy of the incomi g photon is tuned
to an a omic resonance in the soft X-ray regime – the L2,3 edge in the case
of transition metals. The incoming photon is absorbed by an atom and the
excess of energy is transferred to an electron, which is expelled from the
atom, leaving the atom ionized. This process is the photoelectric eﬀect (see
Fig. 3.6). With X-PEEM, the photoel ctrons coming out from the atom
are coll cted in the microscop giving the X-PEEM image which has the
magnetic and electronic information of the system.
An X-PEEM microscope consists of a series of electrostatic or magnetic
lenses with magnification onto a phosphor screen a shown fig 6.35. The
X-rays coming from the synchrotron source are moderately focussed, in order
to have an extended field f vision in the microsco e. The photoelectr ns are
pulled out to the objective lens by an applied voltage of around 15 kV between
the sample and the lens. The energy resolution is given by the beamline
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monochromator, and the spatial resolution is determined by three factors:
spherical aberration, chromatic aberration and diﬀraction. In practice, the
chromatic aberration dominates.
Chromatic aberration is due to the energy spread of the inelastic tail
(about 4 eV) of the electrons. However, the portion of electrons that most
contribute to the intensity is the secondary electron tail in the 0-20 eV kinetic
energy range. To reduce the energy spread, there is an aperture that acts
like a filter for high energy electrons. The low energy portion of inelastic
electrons is properly focussed and then transmitted through the aperture.
With this method we achieve a spatial resolution of about 20 nm. However,
a better spatial resolution can be achieved by further reducing the energy
spread of the photoelectrons. This is done by using an ultraviolet radiation
with its energy slightly higher that the workfunction. This way a spatial














Figure 6.35: Sketch of a PEEM microscope
6.3.1.1 X-ray Magnetic Linear Dichroism XMLD, Magnetic con-
trast
We have already seen how the dichroic eﬀect gives information about the
magnetic and/or electronic anisotropies in a system. Here we will focus on
AFM and FE anisotropies which are detectable by X-ray magnetic linear
dichroism (XMLD) and X-ray natural linear dichroism (XNLD) respectively.
Let us rewrite the absorption cross-section as presented in section 3.5.2.
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(u2x − u2z)Im{F2}￿ ￿￿ ￿
XMLD
(6.10)
With linear polarized light, the magnetic contrast or dichroic signal de-
pends on the mutual orientation of the X-ray polarization and the AFM
vectors. In a X-PEEM image of XMLD/XNLD, a white color indicates that
the vector that describes the anisotropy is parallel to the X-ray polariza-
tion vector and a dark color perpendicular. When the contrast is grey the
anisotropy vector is in-between the parallel and the perpendicular component
of the X-ray polarization.
6.3.2 Experimental issues
The main experimental challenge of these experiments was to deal with the
large charge build-up eﬀect that can hinder the X-PEEM signal. To over-
come this problem we have evaporated 2 nm of gold onto the surface sample.
Then this gold thin film is grounded, so that build-up charges evacuate.
However, since X-PEEM is a surface sensitive method, the gold layer cannot
cover the entire surface. We uncovered parts of the sample by lithography,
corresponding to circular areas in Fig. 6.33.
In the microscope at the SIM beamline of the Swiss Light Source, the
incident angle of the X-rays with the sample is 16◦ (see Fig. 6.36). In this
configuration, Vertical linear polarization (VLP) is equivalent to π polar-
ization and Horizontal linear polarization (HLP) is almost equivalent to σ
polarization, one will call it an in-pure σ polarization. σ polarization would
correspond to the polarization of the incoming beam perpendicular to the
surface plane.
16°! 16°!
Horizontal linear polarization HLP!
in pure σ polarization!
Vertical linear polarization VLP!
pure π polarization!
Figure 6.36: X-PEEM configurations for the SIM beamline experimental set-
up (top view).
From eq:6.10 one sees that XMLD is only sensitive to the x and z compo-
nents of the anisotropy if one uses pure σ and π polarizations. However, since
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in our case there is an angle of 16◦ between the incoming beam and the sur-
face plane, X-PEEM is sensitive to the three components of the anisotropy.
HLP being sensitive to the z and y components and VLP to the x compo-
nent, the combination of VLP and HLP is therefore sensitive to all three
components.
We have seen that the XNLD and XMLD contrast come from the diﬀer-
ence of two acquisitions between σ and π polarizations. W also used another
method to study the AFM order, which consist on using the extra freedom
the incoming 16◦ angle gives to address with HLP the z and y components
of the AFM order. The dichroic information is obtained by substracting two
images with diﬀerent photon energies.
In BiFeO3 the ferroelectric information comes from XNLD measurements,
therefore one has to address the O edges where the magnetic contribution
could be considered negligible. In the soft X-ray range one can tune the
energy of the incoming photon to the O K edge at E = 543.1 eV. On the
contrary, the AFM order is seen by XMLD and therefore at the Fe L2,3 edges
EL2 = 719.9 eV and EL3 = 706.8 eV.
6.3.3 Results
Now we present results from X-PEEM experiments on BFO multidomain
FE single crystals. The samples used in these experiments were grown by
the same method as the monodomain FE crystals (see section 6.1.1.1). We
present the XNLD and XMLD images of the FE and AFM domains along
with absorption spectra. We show the absorption spectra after the X-PEEM
images because one needs them to diﬀerenciate FE and AFM domains.
6.3.3.1 Imaging the FE domains
Ferroelectric domains can be observed not only by X-PEEM but also by
polarized light microscopy (PLM). The FE contrast in PLM comes from the
birefringence of the polarized light by FE domains. This way, with PLM one
can diﬀerentiate monodomain ferroelectric from multidomain ferroelectric
single crystals. One can also choose interesting areas of the sample to study,
before going to the synchrotron beamline. As an example, in Fig. 6.37a
we show an image taken by PLM. The bright and dark area correspond
to domains of diﬀerent ferroelectric polarizations. Since the incoming light
imprints the sample at normal incidence, the contrast of the image only
results from the in-plane component of the FE polarization directions. With







Figure 6.37: (a)Optical PLM image of FE multidomaincBFO. (b)XLD X-
PEEM image of FE multidomain BFO
To get a complementary 3D information of the polarization, one needs
X-PEEM experiments. Thanks to the a-symmetrical configuration of the
X-PEEM (16◦ of incidence) the combination of HLP and VLP allows to
have contrast between domains of same in-plane but diﬀerent out-of-plane
components of polarization, as well as between diﬀerent in-plane components.
This is illustrated in Fig.6.38 where we show the expected X-PEEM contrast
colors for the eight possible FE polarizations.
In Fig. 6.37 we show PLM and X-PEEM images of the same region of
a sample. The PLM image shows two contrasts, one dark and one light
color coming from two opposite direction of the out of plane direction of the
polarization. The X-PEEM shown is the diﬀerence between VLP and HLP
at the O K edge. In the X-PEEM image we can distinguish one dark color
and two bright colors (b1 and b2). We attribute the two bright colors to
diﬀerent out-of-plane components of the polarization (for example, p−1 and
p+1 ).
We also show the absorption spectra of diﬀerent regions obtained from
images at the O K edge. The chosen regions are the two bright areas b1 and
b2 and the dark area. The curves are shifted in the vertical direction for
clarity. The dichroic signal is present at E = 530 eV and E = 532.5 eV.


























Figure 6.38: (a)BFO unit cell with the eight possible ferroelectric polar-
izations. (b)Contrast colors of the eight possible ferroelectric polarizations.
Arrows represent the-in plane direction and the ± the out-of-plane compo-
nent of the ferroelectric polarization. Between two domains of same in-plane
component but diﬀerent out-of-plane component, the color diﬀerence is small
; for example, from light grey p−1 (color b) to lighter grey p
+
1 (color a).
Figure 6.39: Absorption spectra at the O K edge for the three areas showing
diﬀerent XNLD contrast in X-PEEM images.
6.3.3.2 Imaging the AFM domains of BiFeO3
In multiferroic materials, both antiferromagnetism and ferroelectricity par-
ticipate to the contrast at the Fe edges when using linear polarization. The
proportion of each term is hard to estimate and depends on the orientations of
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their respective vectors, their magnetic moment and exchange/crystal field.
Figure 6.40a is an image containing AFM contrast obtained by subtracting
two images measured at the two resonance energies of the Fe L2,3 edges with
HLP. The magnetic signal being much smaller than the ferroelectric one, the
obtained image is of worse quality than those taken at the O K edge in pure
XNLD. Any surface irregularity, impurity, charge pockets or weak XMLD ef-
fect generate a contrast that masks the interesting signal. It is therefore hard
to visualize the real topology of AFM domains in BiFeO3. By comparing the
image of the FE domain structures Fig. 6.37b, some correlations are visible
as the border between the diﬀerent FE domains can be seen in the XMLD
image. This border is pointed out by two green arrows in figure 6.40a. On
the left side (Fig. 6.40b), we show a simple sketch of the image to highlight
the line that separates the two FE domains.
(a) (b)
Figure 6.40: XMLD X-PEEM image at Fe L2 and L3 with HLP. (a) the
green arrows point out the line semparating the FE domains. (b) sketch of
the XMLD image reproducing the border between the FE domains.
Since the magnetic contrast depends on the mutual orientation of the X-
ray polarization and the AFM vectors, only an azimuthal study can get the
true AFM signal. In Fig. 6.41 we show a sketch with a representation of two
experimental conditions. In this picture p1, p2 and p3 are three AFM vectors
from the same FE polarization and the blue arrow is the photon polarization.
With XMLD, when the anisotropy vector is parallel to the polarization of
the photon the contrast is white, dark if it is perpendicular, and grey if
it is in-between. Now let us consider only the in-plane components of the
AFM vectors. In the first case of our sketch, the p1 vector gives a white
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contrast and the other two grey contrasts. On the contrary, when the system
is turned 45◦ with the same photon polarization, one has grey contrast for
the p1 vector, white for the p2 and black for the p3. One has to keep in mind
that this picture is not the real expected contrasts. In practice, there are
several parameters that could complicate the comprehension of the contrast,










Figure 6.41: XMLD X-PEEM image contrast for two azimuthal angles 0◦
and 45◦. The blue arrow represents the polarization of the photon, and p1,
p2 and p3 the AFM vectors.
In Fig 6.42 we show four XMLD images of the same area taken at four
diﬀerent azimuthal angles, in which the gradual rotation of this angle from
0◦ to 45◦ induces a progressive change of the images contrast in certain
areas (surrounded by red and blue). In other regions, the contrast does not
change, indicating that the information is masked. Besides, in some regions,
the angular variation of the contrast is opposite, meaning that their AFM
vectors are diﬀerently oriented. Some areas (in red) change from black to
light grey, whereas the other regions (in blue) change from light grey to dark
gray. What is observed experimentally corresponds with our sketch of Fig.
6.41. Therefore, one can conclude that several AFM domains exist in a single
FE domain.
One also sees that a certain ∨-shape domain appears in both FE domains
(surrounded by the red circle). The angle between the in-plane components of
the ferroelectric polarizations is 90◦ and since the direction of propagation of
the cycloids are perpendicular to the ferroelectric polarization, the equivalent
cycloids will form a 90◦ angle at the domain edge. This is what is observed
in this particular case.
Our observations are diﬀerent from what was observed in thin films where
the AFM and FE domains were equal as shown in figure 6.34. The FE domain




Figure 6.42: Four XMLD images of the same area for four azimuthal angles.
(a)0◦(b)15◦(c)30◦(d)45◦. The areas surrounded in red change color from 0◦
to 45◦ from dark to white and the one in red blue vice− versa.
of the reasons why there are several AFM domain propagation directions in
one same Fe domain.
In order to support these results we also recorded several absorption spec-
tra at the Fe L2,3. These spectra were obtained by taking the spectroscopic
information of a certain area from an X-PEEM image. This way it it possi-
ble to obtain XAS from the AFM domains located with the azimuthal study.
The XAS of the Fe L2,3 edges splits into two. This splitting corresponds to
the energy level degeneracy from the multiplet structure.
If we look at the Fe L2,3 edges, we can obtain a dichroic aﬀect by com-
paring the spectra for two azimuthal angles. If we look closely at the L2,3 at
0◦ and 45◦, we observe a small dichroic eﬀect .
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the fact that the AFM vectors form cycloidal patterns) is re-
sponsible for the problems to image the real topology of the
AFM domains. It is important to point out that in conventional
AFM oxides such as NiO or Fe2O3, the XMLD contrast is
mainly imposed by charge anisotropy. The alignment of the
local atomic spins along this axis breaks the charge symmetry
by spin orbit coupling, inducing a small anisotropy, which
leads to an asymmetry of the x-ray absorption signal. Thus, in
these systems, probing the charge anisotropy allows to mea-
sure the AFM axis. The rotation of AFM moments in BFO
dilutes the magnetic signal and makes the XMLD measure-
ments difficult, also in contrast to what happens in thin films9
where AFM domains can be more easily imaged.1
Our magnetic measurements are qualitatively different
from those in thin films, for which it was found that each FE
domain corresponds only to one AFM domain.1 This under-
lines the general difference in properties between thin films,
and multidomain single crystals: (i) In bulk samples, because
of the rhombohedral symmetry, there exist three equivalent
variants of the propagation vectors for the cycloidal rotation:
q1(d,0,!d), q2(0,d,!d), and q3(!d,d,0), where d¼ 0.045, as
shown in Figure 3(b). In thin films, this cycloid is destroyed,
and the AFM vector has no variants.9 (ii) As grown, the
BiFeO3 thin films were shown to be in a FE multidomain
state, with a small domain size below 100 nm,10 which is
likely to preclude the presence of even smaller AFM
domains. We recall here that as grown, most our BiFeO3 sin-
gle crystals are FE and AFM monodomains,4,6 and only a
few of them (less than 10%) become FE multidomains due
to the application of random pressure during mechanical
extraction via the strong magnetoelastic effect in BiFeO3.
Three of our monodomain single crystals have been
measured by neutron scattering and found to be also mostly
AFM monodomains.4 Some other measurements such as
Raman scattering are also consistent with the single AFM
domain state for as-grown crystals.11 Here, our present sam-
ple is in a FE multidomain state. As ferroelectric switching
drives to reorientation of the AFM order,1 the transformation
from the monodomain to multidomain FE states is likely to
be responsible for the creation of different AFM structures.
Because for each ferroelectric domain, there exist three
equivalent propagation vectors for the cycloidal rotation
(and three planes in which the AFM vector rotates), the
switching from the FE monodomain to multidomain states
could lead to the creation of several variants of AFM
domains inside each FE domain.
In summary, we have investigated the magnetic and FE
configurations in a FE multidomain BiFeO3 single crystal
using X-PEEM in XLD and XMLD modes. Resolved imag-
ing reveals the existence of several AFM domains inside
each larger FE domain. This is consistent with the existence
of the three energetically equivalent variants of the cycloidal
directions of rotating AFM vectors within a single polariza-
tion domain. These results should be of great interest to
improve the comprehension of the magnetoelectric coupling
in the BiFeO3 bulk samples.
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the fact that the AFM vectors form cycloidal patterns) is re-
sponsible for the problems to image the real topology of the
AFM domains. It is important to point out that in conventional
AFM oxides such as NiO or Fe2O3, the XMLD contrast is
mainly imposed by charge anisotropy. The lignment of the
local atomic spins along this axis breaks the charge symmetry
by spin orbit coupling, inducing a small anisotropy, which
leads to an asymmetry of the x-ray absorption signal. Thus, in
these systems, probing the charge anisotropy allows to mea-
sure the AFM axis. The rotation of AFM moments in BFO
dilutes the magnetic signal and makes the XMLD measure-
ments difficult, also in contrast to what happens in thin films9
where AFM do ains can be more easily imaged.1
Our magnetic measurements are qualitatively different
from those in thin films, for which it was found that each FE
domain corresponds only to one AFM domain.1 This under-
lines the general difference in properties between thin films,
and multidomain single crystals: (i) In bulk samples, because
of the rhombohedral symmetry, there exist three equivalent
variants of the propagation vectors for the cycloidal rotation:
q1(d,0,!d), q2(0,d,!d), and q3(!d,d,0), where d¼ 0.045, as
shown in Figure 3(b). In thin films, this cycloid is destroyed,
and the AFM vector has no variants.9 (ii) As grown, the
BiFeO3 thin films were shown to be in a FE multidomain
state, with a small domain size below 100 nm,10 which is
likely to preclude the presence of even smaller AFM
domains. We recall here that as grown, most our BiFeO3 sin-
gle crystals are FE and AFM monodomains,4,6 and only a
few of them (less than 10%) become FE multidomains due
to the application of random pressure during mechanical
extraction via the strong magnetoelastic effect in BiFeO3.
Three of our monodomain single crystals have been
measured by neutron scattering and found to be also mostly
AFM monodomains.4 Some other measurements such as
Raman scattering are also consistent with the single AFM
domain state for as-grown crystals.11 Here, our present sam-
ple is in a FE multidomain state. As ferroelectric switching
drives to reorientation of the AFM order,1 the transformation
fr m the monodomain to multidomain FE states is likely to
be responsible for the creation of different AFM structures.
B cause for each ferroelectric domain, there exist three
equivalent propagation vectors for the cycloidal rotation
(and three planes in which the AFM vector rotates), the
switching from the FE monodomain to multidomain states
could lead to the creation of several variants of AFM
domains inside each FE domain.
In summary, we have investigated the magnetic and FE
configurations in a FE multidomain BiFeO3 single crystal
using X-PEEM in XLD and XMLD modes. Resolved imag-
ing reveals the existence of several AFM domains inside
each larger FE domain. This is consistent with the existence
of the three energetically equivalent variants of the cycloidal
directions of rotating AFM vectors within a single polariza-
ti n domain. These results should be of great interest to
improve the comprehension of the magnetoelectric coupling
in the BiFeO3 bulk samples.
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the fact that the AFM vectors form cycloidal patterns) is re-
sponsible for the problems to image the real topology of the
AFM domains. It is important to point out that in conventional
AFM oxides such as NiO or Fe2O3, the XMLD contrast is
mainly imposed by charge anisotropy. The alignment of the
local atomic spins along this axis breaks the charge symmetry
by spin orbit coupling, inducing a small anisotropy, which
leads to an asymmetry of the x-ray absorption signal. Thus, in
these systems, probing the charge anisotropy allows to mea-
sure the AFM axis. The rotation of AFM moments in BFO
dilutes the magnetic signal and makes the XMLD measure-
ments difficult, also in contrast to what happens in thin films9
where AFM domains can be more easily imaged.1
Our magnetic measurements are qualitatively different
from those in thin films, for which it was found that each FE
domain corresponds only to one AFM domain.1 This under-
lines the general difference in properties between thin films,
and multidomain single crystals: (i) In bulk samples, because
of the rhombohedral symmetry, there exist three equivalent
variants of the propagation vectors for the cycloidal rotation:
q1(d,0,!d), q2(0,d,!d), and q3(!d,d,0), where d¼ 0.045, as
shown in Figure 3(b). In thin films, this cycloid is destroyed,
and the AFM vector has no variants.9 (ii) As grown, the
BiFeO3 thin films were shown to be in a FE multidomain
state, with a small domain size below 100 nm,10 which is
likely to preclude the presence of even smaller AFM
domains. We recall here that as grown, most our BiFeO3 sin-
gle crystals are FE and AFM monodomains,4,6 and only a
few of them (less than 10%) become FE multidomains due
to the application of random pressure during mechanical
extraction via the strong magnetoelastic effect in BiFeO3.
Three of our monodomain single crystals have been
measured by neutron scattering and found to be also mostly
AFM monodomains.4 So e other measurements such as
Rama scattering are also consistent with the single AFM
domain state for as-grown crystals.11 Here, our present sam-
ple is in a FE multidomain state. As ferroel ctric switch
drives to reorientat on of the AFM order,1 the tr nsformation
from the mono i to multidomain FE states is likely to
be responsible for the creation of different AFM structures.
Because for each ferroelectric domain, there exist three
equivalent propagation vectors for the cycloidal rotation
(and three planes in which the AFM vector rotates), the
switching from the FE mo odomain to multidomain states
could lead to t e cr ation of several variants of AFM
domains inside each FE domain.
In summ ry, we have investigated the magnetic and FE
configurations in a FE multid main BiF O3 single crystal
using X-PEEM in XLD and XMLD modes. Resolved imag-
ing reveals the existence of several AFM domains inside
each larger FE domain. This is consistent with the existence
of the three energetically equivalent variants of the cycloidal
directions of rotating AFM v ctors within a single polariza-
tion domain. These results should be f great interest to
improve th comprehension of the ma etoelectr c co pling
in he BiFeO3 bulk samples.
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recorded from areas surrounded by red and blue in Figures 4(a) and 4(b),
present the spectra obtained by rotating the in plane angle by 0# (a) and 45#
(b), respectively. The incident x-ray polarization vector is vertical. The
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Figure 6.43: X-ray absorption spectra at the Fe L2 edg , r corded from a eas
su rounded by red an blu in Fig. 6. 2d and 6.42a. We present the sp ct a
obtained by rotating the in-plane angle 0◦ (a) and 45◦ (b), respectively. The
insets show zooms on the spectra around the two mai p aks, evidencing a
small but measurable diﬀerence in their intensities.
6.3.4 Conclusion
As a conclusion, with X-PEEM we have observed in ne s me xperiment FE
and AFM do in of single crystal BFO. We showed evidence the existence of
a correlation etween these two and th t sev ral antiferromagnetic d mains
coexist in one same ferroelectric domain. This is the o posite of what was
observed with thi films, w ere Zhao et al. reported the same FE a d AFM
domain size in thin films.
The n xt step in this study is the observation of FM domains in a thin
ferro agnetic layer deposited on top of a multidomain FE si gle cr stal. The
idea will be to first observe and locate opposite F domains and perfor
XMLD/XNLD me sur ments s the ones presented in this chapter. Then, a
thin FM layer would be deposited and XMCD measurement are carried out
on th ame spot of the sample. The magnetic coupling between the AFM
structure and the FM layer induces a change in the thin layer magnetization
which would be detectable in X-PEEM images.
6.4 Ge eral conclusion
In t is c apter we have studied two states of BiFeO3 single crystals: mon-
odomain ferroelectric and multidomain ferroelectric. With monodomain fer-
roelectrics we focussed on the study of the coupling between a soft ferromag-
e ic layer and single crystal BFO. In the m ltidomain, w looked at the
correlation between the FE and AFM domains.
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The coupling between the soft ferromagnetic layer of Co and BFO mon-
odomain FE single crystals have been studied by soft X-ray resonant mag-
netic scattering. We have seen that in grazing incidence geometry it is sen-
sitive to magnetic periodicities in the surface plane. This way, we were able
to observe a magnetic pattern on the Co layer because of the cycloidal struc-
ture of the BFO underneath. To support our experimental data, we realized
kinematical simulations of the diﬀracted intensities. The magnetic cycloidal
and the zig-zag structures were modeled by two sinusoidal waves. Azimuthal
dependence of the magnetic periodicities has allowed to explain the experi-
mental data and the fact that several cycloids can diﬀract at the same time,
each with a diﬀerent periodicity on the surface plane.
The second part of our study has been dedicated to the study of the
correlation between the FE and the AFM domains. We have addressed this
problem with X-PEEM at the O K edge and the Fe L2,3 edges. Our exper-
imental results have shown that the FE and AFM domains are correlated,
but – in contrast to what was observed in thin films – several AFM domains
may coexist in one same FE domain. One has to keep in mind that the size
of the FE domains is much larger in single crystals than in thin films.
As perspectives, in the monodomain FE case, applied electric and mag-
netic fields studies have to be done these has already been tried in this thesis
without giving any successful results. A new PhD grant is to be started on
domain walls study. In the multidomain FE case, the next step will be to
perform the same measurements as performed here, but this time with a soft
ferromagnetic layer.
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7.1 Charge ordering, a novel multiferroic mech-
anism, and the CDW model
The manganite perovskite has a very rich phase diagram on doping with 2+
or 3+ cations showing various magnetic phases, in particular a ferromagnetic
metallic (FM) phase, and an antiferromagnetic insulating (AFI) phase. This
latter phase is stable near half doping and is attributed to a localization of
the charges on the manganese atoms together with an orbital ordering of
the 3d orbitals that set the pathway for the pattern of magnetic moments.
The general ideas on this phase date back to the 50’s with the Goodenough’s
paper [1]. This AFI phase shows however a colossal magnetoresistance, the
highly insulating manganite becomes metallic with the application of a few
Tesla magnetic field [2].
In the recent years the AFI phase has raised some novel, and sometime
controversial research. Several contradicting crystallographic methods have
proposed either a checkerboard organization of formally Mn4+ and Mn3+
atoms in which the charge is localized on the Mn atoms (site centered)
thereby confirming Goodenough’s model [3, 4] or a Zener polaron model
in which the charge is localized between the Mn (bond centered) [5]. A great
deal of interest has followed this controversy notably because it was argued
that the bond centered model could form a novel mechanism for multifer-
roicity based on charge-ordering [6]. This multiferroicity would thus have an
electronic origin which is well known to strongly interact with a magnetic
field, for instance showing colossal magnetoresistance. That’s not all: In ad-
dition to this exciting prospect, another physics was proposed for the charge
ordered phase, suggesting that it could just be a weakly or delocalized charge
density wave (CDW) [7, 8]. In the CDW model one expects a nonlinear col-
lective charge transport occurring in the CO phase above a critical applied
current corresponding to a CDW sliding. Non linear behavior in manganite
single crystals have been reported [11, 12, 13]
These were studies based on bulk systems. Then we have extended our
research to strained thin films, since only few studies have reported on CDW
on manganite thin films. Fisher et al. [9], reported the absence of CDW in
PCMO film on NGO in 2010. In such systems, the strain induced by the
substrate can completely change the properties of the film.
As it is now well understood that resonant diﬀraction reveals superstruc-
tures reflections related to the checkerboard organization of the electron-
lattice coupling, we started a study of a charge/orbitally ordered manganite
under applied current which would fit well in our research on multiferroicity
by RXD. Our goal was to characterize the ordered phase as the material en-
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ters a non-linear regime in its resistivity. We expected to have a close insight
on the ordered phase, and the atomic environment of the Mn atoms. How is
the local structure changed by the applied current? Could we see the non-
linear behavior together with the local environment of the Mn atoms? Could
we interpret our results with respect to the well-known mixing of metallic
and insulating phases, or to a particular structural change around the Mn
atom, like the loss of the Jahn-Teller distortions accompanying the non-linear
behavior?
This chapter describes our attempts at characterizing RXD superstruc-
ture reflections at a synchrotron beamline on a manganite thin film with
simultaneous applied current and resistivity measurements. Despite some
diﬃculties with samples and experiments, we have some preliminary intrigu-
ing results. These results may be compared to the current-induced metallic
behavior in Pr0.5Ca0.5MnO3 thin films observed by Padhan et al. [10] who
discussed the competition between Joule heating and nonlinear conduction
mechanisms. These authors concluded that two mechanisms were at play:
local heating and nonlinear conduction. The origin of these behavior were
explained “with a model based on local thermal instabilities in the metallic
percolation regions resulting from the phase-separation system and a modi-
fication in the long range charge-ordered state” [10]. At the present stage of
our study, we clearly have seen an eﬀect based on Joule heating. However,
the absence of a thermal eﬀect on several superstructure reflections is still
puzzling, and may point as well to a phase separation eﬀect.
In the first section, we recall some information on the crystallographic
structure of the bulk and the thin film manganite. We will then give a
summary on the work by Nelson et al. [14] on which we based our study.
Nelson’s studies describe the observation of RXD superstructures on thin
films, without applied current. Their samples were thicker than ours which
might have conditioned our results. We finally present our results on two
samples.
This study has been a collaboration with Silvana Mercone of the Labora-
toire des Sciences des Proce´de´s et Mate´riaux (Villetaneuse), Wilfrid Prellier
of the Crismat (Caen) and Sophie de Brion of the Institut Ne´el.
7.2 Bulk and Thin Film Structures
7.2.1 Bulk crystallography
Because of the large interest on charge and orbital ordering in manganites and
the colossal magnetoresistance associated to it, several groups have grown
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and refined the crystallographic positions of manganites near half doping.
Table 7.2 shows the lattice parameters of bulk manganites, especially our
system (Pr,Ca) and the prototypical (La,Ca) system, that order in charge
(formally Mn3+/Mn4+) and orbital (eg 3x2 − r2/eg 3y2 − r2) at low temper-
ature. One notes the diﬀerences between systems and doping, and the quite
small discrepancies between the same systems.
Table 7.1: Lattice parameters from crystallographic refinements of single or
powder crystals of the bulk Pr1−xCaxMnO3 compounds and related materials.
References: Jirak et al. [15], Goﬀ et al. [4], Daoud-Aladine et al. [5],
Rodriguez et al. [16], Radaelli et al. [17].
bulk a b c γ T Ref.
Pr0.5Ca0.5MnO3 5.395 5.403 7.612 90 RT [15]
Pr0.5Ca0.5MnO3 5.435 2x5.435 7.4889 90.069 10K [4]
Pr0.5Ca0.5MnO3 5.3949 5.4052 7.6064 90 RT [18]
Pr0.5Ca0.5MnO3 5.4335 2x5.4348 7.4819 90 10K [18]
Pr0.6Ca0.4MnO3 5.415 5.438 7.664 90 RT [15]
Pr0.6Ca0.4MnO3 5.4210 5.4460 7.6480 90 RT [5]
Pr0.6Ca0.4MnO3 5.4315 2x5.4485 7.6370 90.076 185 K [5]
La0.5Ca0.5MnO3 5.4309 5.4211 7.6400 90 RT [16]
La0.5Ca0.5MnO3 5.4750 2x5.44425 7.5194 89.95 20 K [16]
La0.5Ca0.5MnO3 5.4355 5.4248 7.6470 90 RT [17]
La0.5Ca0.5MnO3 5.4763 2x5.4466 7.5247 90 1.5 K [17]
The space group of the high temperature phase, the phase that is not
electronically long-range ordered, is Pbnm. In this space group, reflections
of the type (h00) and (0k0) with h and k odd are forbidden. In the low tem-
perature, charge and orbitally ordered phase, the symmetry is lowered and
diﬀerent space groups have been proposed. Without going into the details
of this diﬀerent propositions, one always observes that the high temperature
forbidden reflections are now allowed. One also observed (0k20) reflections re-
lated to the orbital ordering that doubles the unit cell along the k direction.
In thin films, the situation is a little bit diﬀerent because of the strain with
the substrate.
7.2.2 Thin film on LAO crystallography
Manganite thin films have been grown on various substrates with compressive
or tensile strain with the goal to change the magneto transport properties,
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see for instance De Brion [19] or Nelson et al. [14]. It was observed that
the electronic ordered phase only appear for the LaAlO3 (LAO) substrate
which provides a compressive strain. Other samples on substrates like SrTiO3
have similar resistivity properties but it seems that one does not observe
the charge and orbital order and the superstructure associated with from
resonant diﬀraction techniques [14].
Several reports and our own results show that the films grow on LAO
preferably along the (110) orthorhombic direction, see for instance ref. [18].
This orientation is preferred because it minimized the volume change of the
unit cell, and let the lattice parameters almost unchanged. This accommo-
dation is at the expense of the γ angle between a and b. A second type of
growth along the [001] axis is reported by Haghiri-Gosnet [18]. This is a mi-
nor phase however, within the [110]-axis growth, with a proportion of about
10%. We did not see a clear evidence of this phase in our data. However, one
must say that once the thin film is oriented in the diﬀractometer, the explo-
ration of the reciprocal space becomes limited to near the reciprocal space
positions with Bragg reflections, and superstructure reflections. That is, we
can not exclude another minor phase to occur. This is a concern when one
looks for small superstructure reflections, one has to be sure that they belong
to the major phase, not to the minor phase. Nevertheless, at the stage when
we orient the sample, we never encountered strong reflections corresponding
to a growth other than the (110) one.
Table 7.2: Lattice parameters from crystallographic refinements of single or
powder crystals of Pr1−xCaxMnO3 thin films and related materials. Refer-
ences: Haghiri-Gosnet et al. [18].
Film subs. thick. (nm) a b c γ T TCO Ref.
Pr0.5Ca0.5MnO3 LAO 100-150 5.403 5.403 7.6 90.9 RT 220 K [18]
7.2.2.1 Monoclinic structure
Because of the strain of the substrate, the film can not have its bulk or-
thorhombic structure. Instead, it has a monoclinic structure with a ≈ b ￿= c
and γ ￿= 90. In a referential frame where
a = a (1, 0, 0)
b = b (cos γ, sin γ, 0)
c = c (0, 0, 1)






Figure 7.1: The orientation of the growth in understood by the small mis-
match between the lattice parameter of LaAlO3 and the c parameter, as well
as the accommodation of the γ angle between a and b. The sketch shows
the interface between the manganite and LaAlO3. The axis c is in the plane
of the interface. The film grows along the [110] direction, by reducing the
angle γ. Oxygens and rare earth are not represented.













When finding a reflection using x-rays and a diﬀractometer, one notes the
position of the detector, 2θ, which gives the value of the modulus of the
diﬀraction vector that is being measured: q = 2 sin θλ . One can then iden-
tify the reflections that have this modulus and then calculates the lattice





















h2 + k2 − 2hk cos γ￿1/2 with a=b, l=0
We used these formula to estimate the lattice parameters.


















Figure 7.2: Reciprocal Space for a monoclinic lattice, with a=b, and γ < 90.
For the Pr0.6Ca0.4MnO3 thin film on LaAlO3, typically a = b = 5.40, c = 7.60
and γ = 89.
7.2.2.2 Domains
We have seen a four-fold symmetry of the reciprocal space, which is due to
the presence of domains placed perpendicular to each other, meaning that
the c axis that lies in the plane can take the four perpendicular directions.
This means also that some positions in the reciprocal space actually see
superposed reflections. For instance the (222) reflections could also be the
(310), the (130) and the (222¯) reflections.
7.2.2.3 Published reports on the occurrence of superstructure re-
flections
By superstructure reflections we mean the reflections that occur presumably
because of the electronic ordering at low temperature. Now we know that
at high temperature the reflections (h00) and (0K0), odd, are present in
thin films. We call them high temperature superstructure reflections. In
Pr0.5Ca0.5MnO3 Haghiri-Gosnet et al. report the observation of superstruc-
tures with electron diﬀraction at the incommensurate positions q = (0 0.38 0)
and disappearing above 220 K [18]. They find that this value corresponds to
the value of incommensurability measured for the bulk compound when its
lattice parameter corresponds to the one locked-in by the substrate. They
also report that the system is actually a ferromagnetic insulator, therefore
the AF phase of the corresponding bulk compound is not realized. They
propose two possibilities: either there are two phases, a ferromagnetic metal-
lic phase embedded in a modulated insulating one, or a single ferromagnetic
insulating modulated phase. Note that a charge/orbital order phase would
have an antiferromagnetic order whose SQUID signal would be hidden by the
ferromagnetic phase. Nevertheless one can see in their data a clear anomaly
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around 220 K, also observed in the bulk, that corresponds to the bidimen-
sionnal CO/OO ordering that implies bidimensionnal AF correlations. We
therefore expect to find RXD superstructure reflections at the corresponding
propagation vectors, even if the phase is embedded in a non-ordered ferro-
magnetic phase. The RXD technique is well adapted to the characterization
of such mixed phase because the reflections of the AFI phase carry a diﬀerent
spectral signatures than reflections in the FM phase.
smaller than the one observed for the bulk material: it ranges
from 0.35 to 0.40, instead of 0.48 for the ceramic.
The dark field lattice images recorded at 92 K display a
system of gray and bright fringes !Fig. 5" which provide
some interesting information. One indeed observes two in-
terfringe distances, which correspond to two periodicities
along a, namely 2 ap!2#10.8 Å and 3 ap!2#16.2 Å. The
fringe spacings are randomly distributed; this is consistent
with the incommensurate character of the modulation and the
q value !intermediate between 0.5 and 0.33". The modulation
is established throughout are observed fragments of the film.
While warming the sample from 92 K up to room tem-
perature !RT", one observes that the intensity of the satellites
decreases. Finally the satellites vanish at 220 K, which can
be considered as corresponding to the TCO temperature. At
the same temperature, the magnetic susceptibility exhibits a
peak which is known to be characteristic of the charge or-
dering !Fig. 6".
This is more important information and different hypoth-
eses can proposed to explain the significant differences be-
tween the bulk and film modulations. They are likely corre-
lated to either the oxidation state of manganese or strain
effects. Let us analyze the two effects.
Keeping in mind that the cation composition is
Pr0.5Ca0.5Mn, as in the bulk, the smaller q value of the modu-
lation vector could be due to the presence of excess of
Mn4!. Concerning the excess Mn4!, it has been shown that
if one considers the Ln1"xCaxMnO3 series, q decreases as x
increases and is approximately equal to 1"x ,19 so that if we
keep the ‘‘O3’’ stoichiometry, q#0.35 would correspond to
the formula Pr0.35Ca0.65MnO3 . Such a hypothesis is in con-
tradiction with the EDX analyses and consequently can be
ruled out. Another possibility would be the existence of cat-
ionic defects, symmetric on both A and Mn sites as for
LaMnO3 ,20,21 leading to the formula
(Pr0.5Ca0.5"1"$Mn1"$O3 , with $#0.025. Although it cannot
be definitely ruled out, such a nonstoichiometry has not been
observed for bulk PrMnO3 and is still less probable when a
large amount of calcium is introduced into the structure.
Moreover the bulk phase Pr0.5Ca0.5MnO3 was not found to
be as sensitive to oxygen since an oxygen pressure of 100
bar only reduced the q value to 0.44. Also taking into ac-
count the fact that the film deposition is made at rather low
oxygen pressure, the hypothesis of an overoxidation appears
to be less probable.
Let us now consider the distorted monoclinic cell of the
film, the average in plane parameter of the substrate (a 
#3.79 Å) and those of the bulk. At room temperature, as we
discuss above, the strain effect is so intense that it involves a
monoclinic distortion of the film, although the deviation
from a #3.79 Å is 0.03 Å maximum !see Table I". By cool-
ing the bulk sample, one observes !Fig. 6" an abrupt increase
of the d101 (#d101 ) and a coupled abrupt decrease of the b
parameter of the bulk. On the contrary, the substrate param-
eter decrease is small and smooth. From RT observations,
one should also note that the substrate prevents the evolution
of the film parameter vs T. Such a ‘‘lock-in’’ will oppose the
structural transition to the charge ordering, which cannot be
achieved, i.e., the full development of the CO which would
induce the expected limit value q%0.5 (0.48) cannot be
reached.
If we superpose the q vs T curve with that of the param-
eters !especially d101 and b" in the bulk !Fig. 6", we can
observe that for a ‘‘lock-in’’ value of 3.79 Å !and the per-
pendicular direction slightly inferior to 3.85", the corre-
sponding q value is close to 0.38 for a T close to 220 K. This
FIG. 6. !a" The magnetization of the film vs temperature measured with an
applied field of 1.45 T applied parallel to the film. The magnetization of the
substrate was here subtracted. !b" Evolution of the q vector vs T in the
Pr0.5Ca0.5MnO3 bulk sample !open symbols" !Ref. 9". The black symbol
corresponds to the q value measured in the film. !c" Evolution of the cell
parameters of the bulk sample from neutron diffraction data from Ref. 8.
TABLE I. PCMO: parameters and inter-reticular distances !in Å".
Bulk Film !calculated"
a#5.4052 (2) d101#d101 #3.82 a#5.403 d101#3.79
RT b#7.6064 (2) d020#3.803 b#7.58 d020#3.79
c#5.3949 (1) c#5.403 d101 #3.85
&#91°
10 K a#5.4348 (2) d101#d101 #3.843
b#7.4819 (2) d020#3.741
c#5.4335 (2)
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value of 0.38 fits the experimental one in the film. These
results clearly evidence the close relationship between the
in-plane cell parameters and the electronic instability, which
is at the origin of the charge ordering.22
VI. MAGNETOTRANSPORT PROPERTIES OF THE
FILM
The resistivity of the c mp und is presented in Fi . 7
with and without 7 T applied perpendicular to the film. In
both cases, the behavior is semiconducting. This is similar to
the behavior of the bulk sample in which a magnetic field of
28 T is necessary to collapse the charge ordering phase.23
Since the low temperature structure is very different
from that of the bulk sa ple of similar composition, the
magnetic pr perties hould also be very different. In particu-
lar, the q value of the modulation vector !0.38 instead of 0.5"
is not compatible with the charge exchange !CE" antiferro-
magnetism which imposed q!0.5. The magnetization mea-
surements !Fig. 8" indeed present a clear FM component
with a Curie temperature of 240 K. This strongly contrasts
with the case of the bulk compound which exhibits !by neu-
tron scattering" a CE type antiferromagnetic !AF" up to
170 K.
The number of ordered moments is difficult to determine
accurately in thin films because of the presence of a strong
additional paramagnetic background, which was subtracted
to obtain this figure. This also explains the relative uncer-
tainty of the absolute values of this curve. This ferromag-
neti component can be evaluated to about 1 #B /Mn. In the
absence of any possibility of detecting an AF phase in thin
films !the signal will be too small in both magnetization and
neutron scattering", the interpretation of these results should
be rather speculative.
There are several possibilities, such as:
!i" An electronic phase separation with the coexistence
of a metallic ferromagnetic phase !observed in the magneti-
zation measurements" and a nonmetallic modulated phase
!observed in electron microscopy" exists, in which the me-
tallic phase does not percolate !to explain the resistivity re-
sults".
!ii" The ferromagnetic phase is in fact a phase that is
modulated and canted in which the antiferromagnetic com-
ponent is not observed. This type of structural and magnetic
ordering was not observed in any bulk manganites.
VII. CONCLUSION
The PLD deposition of Pr0.5Ca0.5MnO3 films on LaAlO3
substrates allowed us to obtain a strained Pr0.5Ca0.5MnO3
structure in which the CO distortion cannot fully develop. As
a consequence, the modulation vector q cannot reach 0.5 and
the CE–AF cannot be obtained. Instead of that, an
insulating-ferromagnetic phase was found with a critical
temperature of 240 K.
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FIG. 7. The resistivity of the film measured at 0 and 7 T with the field
applied perpendicular to the film.
FIG. 8. The ferromagnetic magnetization as a function of the temperature
under a field of 0.3 T applied parallel to the film. These values are obtained
from the hysteresis cycles measured at each temperature. An example of this
hysteresis cycle is shown in the inset for 220 K. At each temperature, the
paramagnetic component originated from the substrate and from the film
was subtracted.
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Figure 7.3: Left and right panels: Magnetiz ti and resisti ity f a
Pr0.5Ca0.5MnO3 thin film (100nm) on LaAlO3. Middle panel are q and lattice
parameters for the bulk compound. From Haghiri-Gosnet et al. [18]
In Pr0.6Ca0.4MnO3 on the LAO substrate, C.S. Nelson et al. reported
superstructure reflections using resonant x-ray diﬀraction in th low temper-
ature ordered phase [14]. Figure 7.4 shows the intensity of the superstructure
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Figure 3. Fitted values for the (300) charge (•) and (2.5 0 0) orbital (◦) order peak intensities,
normalized to equal 1 at a temperature of 100 K. Insets show energy scans carried out at the (300)
peak at temperatures of 100 and 240 K.
have different crystallographic symmetries, as was already noted in section 3. That is, the (300)
peak can be thought of as a structural Bragg peak—a conclusion that is further supported by
a comparison of the high-temperature behaviours of the (300) and (200) peaks (see figure 2),
in which both peaks are observed to increase in intensity with increasing temperature. For the
(200) Bragg peak, we argued that this behaviour was due to a difference in thermal expansion
coefficients between the film and the substrate that resulted in the film being more strained at
low temperatures, and the same explanation would apply to the behaviour of a structural (300)
peak. We also note that temperature-dependent strain could also be at least partially responsible
for the reduced orbital order correlation length of the film compared to that observed in the
bulk material.
Scattering at the orbital order wavevector was also studied at a second point in reciprocal
space—at (2 1.5 0). The peak intensity at this Q was approximately 50 times stronger than
that at (2.5 0 0), which is presumably due to the lattice distortion being primarily transverse
to the orbital order wavevector (i.e. the scattering intensity varies as ( "Q · "δ)2, so the transverse
component of the lattice distortion does not contribute to the scattering at (2.5 0 0)). At (2 1.5 0),
possible x-ray illumination effects were investigated at a temperature of 10 K. No such effects
were observed and temperature-dependent data were collected over an extended range relative
to the results described above. These measurements, which show scattering consistent with the
temperature-dependent behaviour of the scattering at (2.5 0 0), will be discussed in section 4.3.
4.2. Tensile: on NGO and STO
In both of the Pr0.6Ca0.4MnO3 films grown on substrates that provide tensile strain, peaks at
the charge order wavevector for the bulk material were observed12. However, these peaks
12 Note that for all the measurements described in this section, care was initially taken to avoid x-ray-induced effects
during the search for low-temperature charge and orbital ordering. But, as in the film grown under compressive strain
on LAO, no evidence of x-ray-induced effects was observed.
Figure 7.4: RXD results from Nelson et al. [14] (300) charge (closed circle)
and (2.5 00) orbital (op n circle) order peak intensities, normalized to equal
1 at a temperature of 100 K. Insets show energy scans carried out at the
(300) peak at temperatures of 100 and 240 K. One note the very diﬀerent
RXD spectra for the two phases, providing their respective signatures.
reflection (300) with the temperature. The RXD technique oﬀers a spectral
signature of this reflection and an insight of the nature of the respective
phases. In the two insets one se s th RXD spectra at two temperatures, be-
low and abov the phase transition temperature. In the CO/OO phase, the
spectroscopic signal is typical with a narrow resonance at 6.555 keV, where
the intensity nearly is multiplied by four. The same signal is observed in the
bulk materials, it was analyzed, simulated and understood [3]. It corresponds
to a checkerboard ordering of octahedra. Octahedra with a Jahn-Teller dis-
tortion alternate with regular octahedra. Mn4+ sit in the undistorted regular
octahedra. In the distorted octahedra, the Mn is formally in a 3+ state
with an eg orbital that is occupied. This eg orbital realize an orbital order
simultaneous to the charge ordering, giving rise to the (0k20) reflections, as
observed by Nelson et al.. This type of reflections only appears below the
phase transition temperature, there is no signal above.
In our study, we have been looking for this (300) and equivalently for
the (100) reflection, and for the (0k20) reflections as well. We also paid
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attention to the possibility of having incommensurate reflections for the (0k20)
reflections, like observed by Haghiri-Gosnet et al. [18]. Once found, the
procedure was to apply the current, and follow the position of the reflections,
their intensities and their resonant spectra in order to detect the slightest
long-ranged structural change around the Mn atoms with the applied current.
7.3 Resonant X-ray Diﬀraction
7.3.1 Results on Pr0.6Ca0.4MnO3/LAO
The experiment was conducted on the Cristal beamline at Soleil in May
2012 (see ‘Tools’ chapter for a brief description of the beamline). It was
a collaboration with Silvana Mercone from the Laboratoire des Sciences des
Proce´de´s et des Mate´riaux, Villetaneuse, Wilfrid Prellier from Crismat, Caen.
7.3.1.1 The sample
The sample labeled “10286-1.5K001” (Fig. 7.5) was a Pr0.6Ca0.4MnO3 thin
film on a LaAlO3 substrate grown by Pulsed Laser Deposition by the group
of W. Prellier at the Crismat laboratory (Caen) in March 2012. This sample
was 75 nm thick. Another sample was grown with a 150 nm thickness,
labeled “10285-3K001”. The latter sample was the closest to the one studied
by Nelson et al. (only thinner by 100 nm). We tried to use the capabilities of
the Nanofab platform of the Institut Ne´el in order to grow clean contacts by
lithography and gold deposition. Unfortunately the 150nm thick sample was
broken during the lithography process when it was glued and hard pushed
on a support. We had then to use the 75 nm sample on which we made the
traditional four contacts of silver paint and Pt wires (see the ‘Tools’ chapter).
We will call this sample PCMO x=0.4.
Figure 7.5: Sample Pr0.6Ca0.4MnO3 on a LAO substrate, labeled “10286-
1.5K001”.
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7.3.1.2 The I(V) data
Four point current voltage characterization of PCMO x=0.4 thin films are
shown in figure ??. These data were recolted during the experiments at
SOLEIL synchrotron. From a fit of Fig. 7.6 we we get a value for the re-
sistance of R = 6.05× 106 ± 3× 104 Ω and a resistivity of ρ = 45Ωcm which
have the same magnitudes as similar samples studied in the literature [10].
In this measurements we only applied a current up to 1µA because at higher
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Figure 7.6: V(I) measurements at 100K for PCMO x=0.5
In figure 7.7 we show a resistivity curve of sample PCMO x=0.4. One
sees the large increase in resistivity at low temperature, but no sign of a
transition around the expected CO phase transition at 220K. From a plot
of ln(R) versus 1/T one can determine the TCO with a change it the curves
slope. Figure 7.7b shows no change in the slope of the curve. Now Nelson
and collaborators reported the occurrence of the CO/OO ordering without
a clear step in the resistivity data. To get a direct information of a charge
ordering one has to perform resonant diﬀraction experiments.







Figure 7.7: Resistivity curves of PCMO x=0.4 sample. No sign of a CO
transition at T=220K or 1/T=0.0045 K−1 is observed
7.3.1.3 Crystallographic information of the thin film
The film is considered of good quality in the sense that the epitaxy is well
realized, as seen from the in-plane lattice parameters, and the direction of
the (110) direction of the film that is parallel to the (001) direction of the
substrate. We observed the fringes related to the finite thickness of the
manganite thin film, and evaluated it to about 70 nm (Fig. 7.8).
Alignments on several main Bragg reflections during the experiment al-
lowed to estimate the lattice parameters. At 10K, using the reflections (300),
(400), (330) and (222), the lattice parameters were obtained using the soft-
ware of the beamline:
a = 5.420 A˚
b = 5.405 A˚
c = 7.611 A˚
γ = 88.511◦
No uncertainty was calculated, we will take these values as indicative. The
diﬀerence between the a and b parameters is surprising. At first we considered
them to be equal, and indeed we never found evidence of a double (h00)/(0h0)
reflections, for instance around the (400) reflection such diﬀerence in the a
and b values could give two reflections separated by about 0.2 degree in
the Bragg angle. We do not have the room temperature lattice parameters
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Figure 7.8: Sample Pr0.6Ca0.4MnO3 on LAO. (220) reflection at room tem-
perature and 6.6 keV showing the fringes due to the limited thickness of
the thin film, indicating a thickness of about 70 nm. Above 0.52 nm−1 the
intensity increases again because of the (002) reflection of the substrate.
(a) (b)
Figure 7.9: Sample Pr0.6Ca0.4MnO3 on LAO. Reflections along the (a )(2K0)
and along the (b) (H00) at 100K and resonant energy 6.553 keV showing
thin film reflections at integer positions (100) (210) and (300), but not at
half positions as expected for an orbitally ordered structure (only the (2320)
position is shown). All these reflections are observable oﬀ resonance energy.
The (300) is hardly above the background level.
because most of the beamtime was dedicated to finding reflections in the
low temperature phase, once the Be windows were put into place, and the
cryostat was cooled down. We note that the c parameter corresponds to twice
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the in-plane value of the substrate, about 3.80 A˚. These values at 10K can
be compared to the bulk values of the same doping, which are significantly
larger: The film is constrained in all three directions. We also see that, in
the bulk, the c value undergoes a huge change from the non-ordered phase
to the ordered phase. In the film, the c value is constrained to a value that
would reduce the stability of the electronic orders. The γ angle however
significantly departs from 90◦.
7.3.1.4 In search for superstructure reflections
At all temperature, we found (100)/(010)-type reflections, but we did not find
any (0120) reflections (Fig. 7.9). The (100)/(010)-type reflections are four to
six orders of magnitude weaker than the main Bragg reflection, counting less
than one hundred cps for the (300) reflection, see Table 7.3. It tells that in
order to perform a thorough study of the superstructure reflections, a beam-
line on an insertion device is mandatory, which makes the Cristal beamline
the only one possible in France after the closure of the ID20 beamline of the
ESRF. We note also that we get less counts than Nelson et al. by an order
of magnitude on the (300) reflection. It is not straightforward to compare
though, the beamlines (9ID at the APS) are diﬀerent and their sample was
also three times thicker which would account for the diﬀerence in counting.
Table 7.3: Orders of magnitude in the intensities of the reflections observed
at the Cristal beamline, with relative intensities.
Reflections Type of reflection Iobs (cps) Irel
(220) Main Bragg 5 107 1
(200) Main Bragg 5 107 ≈ 1
(222) Main Bragg 106 2 10−2
(330) Main Bragg 5 105 10−2
(400) Main Bragg 5 105 10−2
(310) Main Bragg 105 2 10−3
(221) Main Bragg 104 2 10−4
(210) Thin film 5 103 10−4
(100) Thin film 5 103 10−4
(300) Thin film 102 2 10−6
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7.3.1.5 Energy scans
The energy scans gave us an important information: a confirmation that the
sample is not in the ordered checkerboard phase as the bulk can be. Figure
(7.10) shows an energy line shape that has little energy dependence. It can
absolutely not be compared with what Nelson et al. have measured on their
film at the same temperatures. The main result is that there seems to be a
single Mn atom site, even down to the lowest temperature measured, about
10 K, even though the resistivity increases by orders of magnitude.
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(a) (b)
(c) (d)
Figure 7.10: Sample Pr0.6Ca0.4MnO3 on LAO. (a) Energy scan of the main
bragg (310) reflection. A clear resonant is seen at this reflection. This is
however a normal line shape, expected for the bulk material. (b) Energy
scan of thin film (100) reflection. No resonant signal is seen, the anomaly
lower than the edge, around 6.545 keV is probably due to multiple scattering.
(c) Energy scan of thin film (300) reflection. Although very faint, we believe
that the line shape is similar to the one measured by Nelson et al. at 240
K, see Fig. 7.4. (d) Energy scan of the main bragg (221) reflection, again
without sign of diﬀering Mn atoms. All in all, we believe that the sample at
100K and 10K is not in a charge and orbitally ordered phase.
7.3.1.6 Conclusion for the Pr0.6Ca0.4MnO3 sample
The 70 nm thick Pr0.6Ca0.4MnO3 thin film on LAO shows a high resistivity as
if it were in an electronically, charge and orbitally ordered antiferromagnetic
insulating phase. However, it does not show any resonant x-ray scattering
spectroscopic sign of a checkerboard order of Jahn-Teller distorted manganese
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octahedra, as observed in the same but thicker sample (250 nm) by Nelson
et al. and in the bulk system as observed by several groups. Therefore we
could say that in thin 75nm thick PCMO x=0.5 samples there is on charge
or orbital ordering. If the resistivity increases, we believe it is not because of
a long range order of charges or of distortions. It doesn’t mean the octahedra
are regular down to low temperature. Distortions could exist, but they are
not ordered, or at least not ordered like they are in the bulk material, along
the (100) and (010) directions.
7.3.2 Results on Pr0.5Ca0.5MnO3/LAO
7.3.2.1 The sample
The sample was a 240 nm thick Pr0.5Ca0.5MnO3 thin film on LaAlO3, labeled
“5832L”. This sample was used in a number of other experiments, in partic-
ular in the studies performed by S. de Brion at the LCMI in Grenoble by
Electron Spin Resonance measurements, e.g. [19]. In this latter study, it was
found that the sample forms two phases, the ordered antiferromagnetic one,
and a ferromagnetic phase. We will refer to this sample as PCMO x=0.5.
Figure 7.11: Sample PCMO x=0.5. It is seen here on the insulating plate
used for the x-ray experiment with the four contacts and the Pt wires. The
black mark on the left is a x-ray burn from ID20. The sample whose substrate
had been thinned, was accidentally destroyed during a subsequent laboratory
experiment.
174 STUDY OF Pr1−xCaxMnO3 THIN FILMS
7.3.2.2 The experiments
The data presented here were taken at the D2AM beamline of the ESRF.
As explained in the ‘Tools’ section, we had used the 7 circle diﬀractometer
which is now replaced by a Kappa diﬀractometer.
7.3.2.3 The I(V) and R(T) data
Here we show four point current voltage measurements of the PCMO x=0.5
sample. In figure 7.12a there are four I(V) curves at diﬀerent temperatures
with the applied current axis on logarithmic scale to point out the high resis-
tance of the sample at low temperature. The maximum possible applied cur-
rent is defined by the compliance of the nanovoltmeter. The fit of the linear
part at 100K gives a value for the resistance of R = 2.096× 106 ± 7.5× 103 Ω





Figure 7.12: V(I) measurements at 100K for PCMO x=0.5 (a) the total curve
(b) fit of the linear part to evaluate the resistivity.
Figure 7.13 shows a resistivity curve of PCMO x=0.5 sample. This mea-
surement were made with diﬀerent values of the applied currents I = 10−7,
5× 10−7, I = 10−6 and I = 10−5A because of the large change of its resistiv-
ity with temperature. No sign of a CO transition appears in our resistivity
experimental data. The figure 7.13b shows a log(ρ) versus 1/T plot where
no signature of a CO appears either. In addition, with thin films the signal
can be mask from the substrate or from another competing phases. Again,
a direct determination is to use x-ray resonant diﬀraction.







Figure 7.13: Resistivity curves of PCMO x=0.5 sample. No sign of any CO
transition at T=220K or 1/T=0.0045 K−1 is observed.
7.3.2.4 The diﬀraction data (without applied current)
We observed reflections whose relative intensities are consistent with those
measured at the Cristal beamline. We have seen the (200) with an intensity
in the 104 cps range, and the (100) reflection in the 101 cps range thus with a
relative intensity of 1 to 10−3 as seen on Cristal. We observe however a loss in
intensity of 3 orders of magnitude at the D2AM beamline. This is of course
explained first by the x-ray source, a bending magnet on D2AM, an undulator
on Cristal, but also by the optics on D2AM (mirrors and monochromator)
that have aged and that are planned to be replaced by 2013. The two samples
are diﬀerent, the larger thickness of the present sample should favored higher
diﬀracted intensities.
We clearly found the (100) reflection, but not the (300) reflection. Con-
sidering the three orders of magnitude loss of the intensity on the (100), it
is not surprising to not see the (300) reflection at the D2AM beamline. We
also found another incommensurate superstructure reflection at (2 1.433 0).
This latter reflection was also seen oﬀ resonance but with less intensity. In
order to identify this incommensurate reflection to the manganite film, we
looked for the (2 2− 0.443 0) reflection. We found however a large multiple-
scattering reflection around this position which obscured the zone. The res-
onance spectra was not conclusive either because of the low counting rate
of the reflection. We would therefore consider this reflection as a possible
but not certain incommensurate reflection of the manganite thin film. We
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nevertheless measured the dependence with the applied current of both re-
flections.
7.3.2.5 The diﬀraction data with applied current
(a) (b)
Figure 7.14: (a) Intensity of the main bragg (200) reflection with applied
current. The color code in the resistivity correspond to diﬀerent regions in
the reflection line shape. The strongest corresponds to the 20 mA applied
current. (b) Intensity near the PCMO (200) reflection and the substrate re-
flection, with applied current, illustrating the heating by the applied current.
In Fig. 7.14a, we see the intensity line shape of the (200) reflection with
various applied currents. We observe three regimes, one where the resistance
is slowly decreasing, from 1 µA to about 20µA with nearly no change in the
intensity line shape, a second one from about 20µA to the range about 200µA
where the resistivity shows a stiﬀer decrease, but without significant change
in the intensity or position of the reflections. and a third regime where the
resistivity keeps decreasing at the same rate than in the second regime while
the reflection changes in intensity and in position. The color code in the
resistivity corresponds to diﬀerent regions in the reflection line shape, the
strongest intensity corresponds to the 20 mA applied current.
The third regime is of course ascribed to Joule heating. We have another
hint in the heating of the sample by looking equivalently at the line shape of
a reflection of the substrate. In Fig. 7.14b the change in the substrate peak
position clearly shows that the heating by currents in the mA range has an
eﬀect in the crystallography of the substrate, with an increase in the lattice
parameter as the reflection moves toward lower reciprocal space position.
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Now, the sample seems to be heated above an applied current of 1 mA.
We came however to a surprising observation indeed: two superstructure re-
flections had no change in position nor in intensity with the applied current.
The figures in 7.15 show the (100) and the (2 1.433 0) reflections with none
and several applied current including the maximal applied value. This is
of course counter intuitive if the sample is supposed to be in thermal equi-
librium. We are sure that the (100) does come from the thin film, and is
not some scattered photon from the substrate or the Be domes. First, it is
positioned exactly where expected, the orientation matrix of the sample in
the diﬀractometer was reliable as to find any reflections at demand. Second,
the energy dependence was measured, as shown in the following, showing the
expected dependence of the position with the Bragg law and the expected
anomaly at the Mn K-edge resonance [3]. We are therefore confident that
the (100) reflection does not change with the applied current.
(a) (b)
Figure 7.15: Intensity of the PCMO thin film (100) and superstructure (2
1.433 0) reflections with applied current, illustrating no eﬀect of heating.
Sample Pr0.5Ca0.5MnO3 “5832L”.
7.3.2.6 Energy line shape with applied current
First, we see that the energy line shape of the (100) reflection Fig. 7.16a
is diﬀerent for this sample than for the sample presented in the previous
section Fig. 7.10b. Here we observe a signal that has the signature of the
checkerboard order as seen in bulk materials [3]. The application of a current
have not given any change in the energy line shape for the (100) reflection.
Fig. 7.16b shows the resonant spectra of the (310) reflection for two applied
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(a) (b)
Figure 7.16: (a) Resonant spectra of the PCMO x=0.5 thin film refelction
(100) without an applied current and a 20 mA applied current. (b) Resonant
spectra of the main bragg (310) reflection without an applied current and a
20 mA applied current, the spectra have been rescaled and superposed.
currents. In this case too, the spectra are essentially unchanged meaning
that the local crystallographic sites are unchanged for the Mn atoms when
the current is applied. At the largest applied current, we are certainly in the
non-linear regime of the resistivity, at least because of Joule heating.
7.3.2.7 Conclusion for the Pr0.5Ca0.5MnO3 sample
The resistivity measurements on this sample do not show any sight of a
ordered phase. In this sample we observed superstructure peaks that may be
due to CO/OO: their position and their spectroscopic signature corresponds
to a CO/OO phase. We observed an intriguing behavior of the reflection
intensity with the applied current of these peaks. One possibility is that
the (100) reflection measured does not see a change in the crystallographic
structure when heated, or is not heated at all. This last possibility is unlikely
because we expect some thermal equilibrium to occur within the thin sample
and the substrate. We do not have a satisfactory explanation at this point.
7.4 Conclusion
In this chapter we have studied PCMO x=0.5 and PCMO x=0.4 samples
which we expected to have a charge ordered phase. We have only seen su-
perstructure peaks with a spectroscopic signal in the PCMO x=0.5 sample.
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This may be related to the thickness of the manganite layer. At the in-
terface the strain induced by the substrate is maximum and then the layer
relaxes getting closer and closer to the bulk state. Of course this is a very
rude explanation, but one can imagine that in thicker layers as PCMO x=0.5
(250nm) and Nelson’s (240nm) the CO/OO phase appears at the top. On
the contrary a very thin layer as PCMO x=0.4 (75nm) the layer it is not
suﬃciently relaxed to show a CO/OO phase.
This activity has left us with some mixed feelings. On one hand, we
have learned how to perform these experiments of RXD characterization of
electronically ordered and other CDW materials under applied current, from
the installation of the current and voltage sources with their soft control,
to the four contact set-up on the samples adapted to the x-ray scattering
geometry, and low temperature. On the other hand the interpretation of the
results is far from being complete. Like other authors we have to separate
the eﬀects of Joule heating and the real non-linear transport properties of
the manganites. To this aim pulse current source could be a solution.
Nevertheless, and to the best of our knowledge, these resonant x-ray
diﬀraction experiments under applied electrical current were the first in-
tended on manganites. We believe that RXD could be an interesting tech-
nique in order to probe both the structural changes that are simultaneous
to an electronic phase transition under applied current. In our particular
case, we recognized a problem with the growth and the characterization of
the samples. If measurements of magnetization, lab reflectivity and resistiv-
ity are necessary prior to the synchrotron experiments, it appears that the
ultimate characterization can only be performed at the beamline, where we
discover whether the sample is in an ordered phase or not, or in a mixed
phase. In the case of manganites, a strong resistivity does not necessarily
mean a long range order of charge and orbitals. We need to find a step in the
resistivity and an anomaly in the magnetization which should show antifer-
romagnetism. Both measurements are not straightforward with thin films,
with which signals from the substrate and from another competing phase can
cover the signal from the phase we are interested in.
180 STUDY OF Pr1−xCaxMnO3 THIN FILMS
Bibliography
[1] Goodenough, “Theory of the Role of Covalence in the Perovskite-Type
Manganites [La, M(II)]MnO3,” Physical Review B, vol. 100, p. 564, 1955.
[2] H. Kuwahara, Y. Tomioka, A. Asamitsu, Y. Moritomo, and Y. Tokura,
“A first-order phase transition induced by a magnetic field,” Science,
vol. 270, 1995.
[3] S. Grenier, J. P. Hill, D. Gibbs, J. K. Thomas, M. v. Zimmermann, C. S.
Nelson, Y. Tokura, Y. Tomioka, D. Casa, T. Gog, and C. Venkatara-
man, “Resonant Diﬀraction study of the colossal-magnetoresistant
Pr0.6Ca0.4MnO3,” Physical Review B, vol. 69, p. 134419, 2004.
[4] R. J. Goﬀ and J. P. Attfield, “Charge ordering in half-doped mangan-
ites,” Physical Review B (Condensed Matter and Materials Physics),
vol. 70, no. 14, p. 140404, 2004.
[5] A. Daoud-Aladine, J. Rodr´ıguez-Carvajal, L. Pinsard-Gaudart, M. T.
Ferna´ndez-Dı´az, and A. Revcolevschi, “Zener polaron ordering in half-
doped manganites,” Phys. Rev. Lett., vol. 89, p. 097205, Aug 2002.
[6] D. V. Efremov, J. van den Brink, and D. I. Khomskii, “Bond- versus site-
centered ordering and possible ferroelectricity in manganites,” Nature
Materials, vol. 3, pp. 853–856, 2004.
[7] A. Wahl, S. Mercone, A. Pautrat, M. Pollet, C. Simon, and D. Sed-
midubsky, “Nonlinear electrical response in a charge/orbital ordered
Pr0.63Ca0.37MnO3 crystal : The charge density wave analogy,” Physi-
cal Review B, vol. 68, p. 9, 2003.
[8] S. Cox, J. Singleton, R.D.McDonald, A. Migliori, and P. Littlewood,




[9] B. Fisher, J. Genossar, L. Patlagan, S. Kar-Narayan, X. Moya,
D. Snchez, P. A. Midgley, and N. D. Mathur, “The absence of charge-
density-wave sliding in epitaxial charge-ordered Pr0.48Ca0.52MnO3
films,” Journal of Physics: Condensed Matter, vol. 22, no. 27, p. 275602,
2010.
[10] P. Padhan, W. Prellier, C. Simon, and R. C. Budhani, “Current-induced
metallic behavior in Pr0.5Ca0.5MnO3 thin films: Competition between
Joule heating and nonlinear conduction mechanisms,” Phys. Rev. B,
vol. 70, p. 134403, Oct 2004.
[11] S. Mercone, R. Fresard, V. Caignaert, C. Martin, D. Saurel, C. Simon,
G. Andre´, P. Monod, F. Fauth, C. Casa, D. Venkataraman, and T. Gog,
“Nonlinear eﬀects and Joule heating in I-V curves in manganites,” Jour-
nal of Applied Physics, vol. 98, Aug 2005.
[12] A. Guha, A. K. Raychaudhuri, A. R. Raju, and C. N. R. Rao, “Nonlin-
ear conduction in charge-ordered Pr0.63Ca0.37MnO3 : Eﬀect of magnetic
fields,” Phys. Rev. B, vol. 62, pp. 5320–5323, Sep 2000.
[13] A. Guha, N. Khare, A. K. Raychaudhuri, and C. N. R. Rao, “Magnetic
field resulting from nonlinear electrical transport in single crystals of
charge-ordered Pr0.63Ca0.37MnO3,” Phys. Rev. B, vol. 62, pp. R11941–
R11944, Nov 2000.
[14] C. Nelson, J. Hill, D. Gibbs, M. Rajeswari, M. Biswas, R. Shinde,
S. Greene, T. Venkatesan, A. Millis, F. Yokaichiya, C. Giles, C. Casa,
D. Venkataraman, and T. Gog, “Substrate-induced strain eﬀects on
Pr0.6Ca0.4MnO3 films,” Journal of Physics: Condensed Matter, vol. 16,
pp. 13–27, 2004.
[15] Z. Jira´k, S. Krupicka, Z. Simsa, M. Dlouha´, and S. Vratislav, “Neutron
diﬀraction study of Pr1−xCaxMnO3 perovskites,” Journal of Magnetism
and Magnetic Materials, vol. 53, pp. 153–166, 1985.
[16] E. E. Rodriguez, T. Proﬀen, A. Llobet, J. J. Rhyne, and J. F.
Mitchell, “Neutron diﬀraction study of average and local structure in
La0.5Ca0.5MnO3,” Physical Review B (Condensed Matter and Materials
Physics), vol. 71, no. 10, p. 104430, 2005.
[17] P. G. Radaelli, D. E. Cox, M. Marezio, and S.-W. Cheong, “Charge,
orbital and magnetic ordering in La0.5Ca0.5MnO3,” Physical Review B,
vol. 55, p. 3015, 1997.
BIBLIOGRAPHY 183
[18] A. Haghiri-Gosnet, M. Hervieu, C. Simon, B. Mercey, and B. Raveau,
“Charge ordering in Pr0.5Ca0.5MnO3 thin films: A new form initiated by
strain eﬀects of LaAlO3 substrate,” Journal of Applied Physics, vol. 88,
p. 3545, 2000.
[19] S. de Brion, G. Chouteau, A. Janossy, R. Rauwel Buzin, and W. Prellier,
“Magnetic phase diagram in the charge-ordered Pr0.5Ca0.5MnO3 strained




Tools for resonant X-ray
diﬀraction
185
186 CHAPTER 8. TOOLS FOR RESONANT X-RAY DIFFRACTION
8.1 Introduction
In this chapter we show diﬀerent experimental and theoretical tools that allow
to perform resonant x-ray diﬀraction (RXD) studies. We first show some of
the beamlines and diﬀractometers in european synchrotrons and then we
show a program for the calculation of spectroscopic signatures, FDMNES.
FDMNES code allows to perform simulations of either absorption or RXD
experiments. It gives the electronic structure from the crystal structure and
it allows to use diﬀerent approximations and multipolar developments.
For the RXD experiments we need a high flux monochromatic beam with
diﬀerent polarization states. Synchrotrons are circular electron accelerators
that create these high intensity x-rays of which the energy can be tuned
and their polarization well defined. The x-ray sources are either Bending
Magnets (BM) or Insertion Devices (ID). In a BM a magnetic field curves
the trajectory of the electrons to emit an EM radiation with linear polar-
ization. In an ID several magnets are aligned and the radiation emitted by
the electrons is very intense and the polarization can be chosen to be linear
or circular. For an ID beamline in the soft x-ray range the incident angle
at the monochromator is small, then one can keep the polarization state
of the incoming x-ray see table 3.1. In the hard x-ray range the incoming
angle at the monochromator is much higher and therefore one cannot keep
a circular polarized beam. To overcome this problem, the incident linear
polarised radiation can be converted into circular polarisation using quarter
phase-plates. These phase plates are very much used in hard- x ray diﬀrac-
tion beamlines. To have a broader overview of a synchrotron we propose the
reader the book [1]. RXD experiments require a diﬀractometer as well as the
possibility to scan the energy in a precise way. In the next section we present
some european beamlines that fulfill these conditions.
8.1.1 Resonant x-ray scattering beamlines
The table:8.1 lists soft and hard x-ray beamlines from European synchrotrons
that allow to perform RXD experiments. Here we mention the main char-
acteristics of the beamlines, later we precise the possibilities of each beamline.
Most of the hard x-ray beamlines have commercial diﬀractometers. These
diﬀractometers can be divided into two main groups: the ones constructed
according to an Eulerian referential and the so called Kappa diﬀractometers.
The main diﬀerence between these two types of diﬀractometers is thatKappa
diﬀractometers have a large sample environment space. Most of the new
hard-x ray beamlines have a kappa diﬀractometer and even old ones as D2AM
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Table 8.1: Beamlines that allow to perform soft or hard RXD experiments.
Beamline Source Diﬀractometers Synchrotron Energy
D2AM BM Kappa(euler*) ESRF Hard x-ray
ID20** ID euler ESRF Hard x-ray
XMaS BM euler ESRF Hard x-ray
Cristal ID Kappa SOLEIL Hard x-ray
I16 ID Kappa Diamond Hard x-ray
Sextants ID Home made SOLEIL Soft-x-ray
I06 ID Home made Diamond Soft x-ray
magnetic reflectometer ID Home made Bessy Soft x-ray
*In our experiments we used an eulerian diﬀractometer.
Now there is a Kappa diﬀractometer.
** ID20 beamline was closed in sep2011 .
replace old Euler diﬀractometers also called 6-circle diﬀractometers for new
kappa ones.
Soft x-ray diﬀractometers are very diﬀerent from hard x-ray diﬀractome-
ters. This is because soft x-ray are absorbed by the air and they can only
be used in vacuum. This makes soft x-ray chamber more complex to handle
and also this restricts the sample environment and the degrees of freedom
the diﬀractometer will have.
The sample environment in each diﬀractometer is specific to the beamline.
Here we note the sample environments of the diﬀractometers used during
this thesis. A more detailed description of the beamlines can be found in the
synchrotron internet pages.
D2AM: It is a french Cooperative Research Group (CRG) beamline. The
Kappa diﬀractometer does not have a cryostat yet. RXD experiments at low
temperature are therefore not possible at the D2AM beamline anymore. The
detection is performed by a CCD or a photomultiplier.
XMas Xmas is hard x-ray British CRG at the ESRF. They have a com-
mercial Huber diﬀractometer with a cryostat and polarization analyzers. The
linear polarization is converted into circular by a phase- plate. They even
have the so-called flipper in order to improve the signal-to-noise ratio for the
XMCD measurements (both C+ and C− are used.)
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ID20: This beamline was closed in 2011. However during this thesis we
performed one experiment there. The sample environment allowed to cool
down and it was possible to apply a magnetic field and an electric field. With
the polarization analyzers, this beamline was the ideal beamline to perform
resonant magnetic hard x-ray scattering experiments.
Cristal: This beamline is not dedicated to RXD experiments, but it is very
well suited to perform such experiments. In the kappa diﬀractometer it is
possible to cool down the sample with a displex cryostat, apply an electric
field/current, heat it and even apply a pressure. For the detection they have
photomultipliers, 1D, as well as a CCD. In this beamline it is possible to
perform coherent imaging experiments.
I16: I16 is a hard x-ray beamline at Diamond Light Source dedicated to
magnetism and material science. They have a diamond crystal phase retarder
to convert the linearly polarized X-ray beam to circular polarisation. The
large 6-circle kappa diﬀractometer supports several sample stages, giving
temperatures down to 4-6 K and up to 800K. There is a wide variety of
detectors including a Pilatus 100K photon-counting pixel detector.
I10:RASOR This is the soft x-ray reflectivity-diﬀraction chamber at di-
amond light source. It has a cryostat which allows to cool down to around
15K. There are polarization analyzers and the sample holder allows to apply
an electric field or electric current. The detection is done by a photodiode
or by a channeltron. For more information see [2].
2circle diﬀractometer: This is a soft x-ray small diﬀractometer at Dia-
mond Light Source. It only has two motorized rotation θ and 2θ. All other
displacements are manual (x, y, z, χ). The main advantage of this chamber
is that it allows to heat up to 460◦C.
Magnetic reflectometer: It is a reflectometer to study reflectivity and
absorption experiments at Bessy. It has a temperature range 28-480K , the
magnetic coils are outside the chamber and the field inside is 260mT. There is
full 360◦ azimuthal rotation. The main reflected detection is done by a diode,
there is also an absorption detection TEY, and a fluorescence detection, for
more information see [3].
Sextants:RESOXS This diﬀractometer allows to perform reflectivity and
diﬀraction experiments under applied magnetic and electric field and at low
8.2. APPLICATIONOF AN ELECTRIC CURRENT: HARD X-RAY SCATTERING EXPERIMENTS189
temperature. Part of this thesis has been to work on the development of a
new sample holder for this soft x-ray diﬀractometer RESOXS. In the next
section we present the chamber more in detail.
8.2 Application of an electric current: hard
x-ray scattering experiments
One part of this thesis has been to perform hard RXD experiments under an
applied electric current. We performed 4 point measurements (apply a cur-
rent and measure the voltage) at low temperature. Four point measurements
are specially suited for low resistivity samples and to eliminate the impedance
from the wires, contacts... In our case this will be very useful since during
the measurements there are sometimes 15 m long wires and contacts on the
sample may be of poor quality. The low temperature conditions demands
a cryostat with four electric wires coming out. These wires are connected
to a 2182 Keithley current source and 6221 Keithley nanovoltmeter. These
Keithleys are remotely controlled by a Labview program written by Frederic






Figure 8.1: Schema of the electric connections set-up
Resonant hard x-ray scattering experiments with applied electric current
were performed at three beamlines: ID20, Cristal and D2AM. The computer
that controls the Keithley was in the control room and since in hard x-ray
beamlines the experimental room is surrounded by lead one needs to have 4
wires passing through the walls. These are the four wires connected to the
sample and they come from the cryostat. In ID20 beamline the set up was all
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ready, the 4 wires from the cryostat as well as the connection to the control
room. For Cristal beamline the four wires inside the cryostat were mounted
and the wires coming to the control room were installed at out arrival. On the
contrary for D2AM, the old cryostat (it is out of use now) did not have four
wires and they had to be mounted specially for our experiment by S.Arnaud
the engineer assistant. The connection from the experimental room to the
control room was made by usb ports. The application of an electric current
on the sample during the experiments was always a success.
The electrical contacts on the sample were done using stycast Epoxy glue
which is a good thermal and electrical conductor. The density of this glue
allows to make electrical contacts as show in Fig. 8.2. Nowadays, with tech-
niques as lithography one makes clean and very precise electrical contacts.
For our diﬀraction experiments we decided to try to make lithography con-
tacts, but unfortunately one of our samples broke during the process. At this
stage we have not tried to make any other lithography contacts.
Figure 8.2: Photo of a PCMO thin film with the four sticast contacts.
8.2.1 RESOXS endstation: soft x-ray diﬀractometer
RESOXS is a ultra high vacuum (UHV) diﬀractometer at Sextants beamline
in Synchrotron SOLEIL. It was designed and built at the Ne´el Institut by the
SERAS and N. Jaouen and J.M Tonnerre and is managed by J.M. Tonnerre
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at the Ne´el Institut and Nicolas Jaouen at SOLEIL. It allows to perform
reflectivity and diﬀraction experiments and it was designed for the study
of magnetic materials. It was one of the first soft x-ray chamber to have
magnetic coils inside allowing to apply a magnetic field. In the past years,
the research of the eﬀect of applied electric fields/currents has attired the
attention of many scientists. In this context our group decided to design and
build a new sample holder that would allow to apply an electric field/current
as well as to read the drain current from absorption.
This development become a part of this thesis. Here we present the
choices made for the materials and the design. One has to keep in mind
that since RESOXS is a UHV chamber any modification within the cham-
ber demands a big amount of work and one has to use a very specific type
of materials due to the vacuum and other parameters as magnetic field or
temperature. Before presenting the new sample holder we briefly present
RESOXS Fig.8.3.
RESOXS diﬀractometer is a soft x-ray chamber with two main parts.
The bottom part holds the detector and a diﬀerentially pumped rotary seal.
This is the so called 2θ assembly. The top part carries the sample holder, a
cryostat system and a electromagnet as well as a diﬀerentially pumped ro-
tary seal. For precise alignment of the chamber in the beam a new motorized
support has recently been constructed. Further details of the chamber can
be found in the paper [4] or at Soleil.
The materials used in the sample holder had to support both high and
low temperatures and be amagnetic. The chamber is at low temperature
during the experiments and therefore the properties of the wires have to be
stable in a large range of temperature. The materials have to support high
temperatures up to 100◦ because of the baking. In ultra high vacuum, the
chamber have to be heated to outgas the inner part. This chamber is very
much used to perform magnetic scattering measurements and one has to
ensure that the materials inside the chamber do not move when the field is
applied.
With all this under consideration we have developed a sample holder
shown in Fig. 8.4.The new system for the sample holder consists of two main
parts. The sample holder which is where the sample is glued is removable to
the outside, and the cold finger part which remains inside the chamber. The
system rotates ±180◦ giving a full azimuthal degree of freedom. To have this
freedom the fixed part has three main parts, a cold finger made of copper
(2) Fig.8.4 for good thermal contact, a rotating ring made of inox 304L(3)
Fig.8.4 and a non rotating ring (4) Fig.8.4 made of a bronze nuance of PAN
WBz 8 compatible with ultra high vacuum.






Figure 8.3: RESOXS diﬀractometer in the new support designed during
this thesis. (1) cryostat, (2) top flange with x, y, z motors (3)diﬀerentially
pumped rotary seal (θ motor), (4) bottom flange, (5) diﬀerentially pumped
rotary seal (2θ motor).
In the picture the sample holder is upside down and it is possible to see
six male pins (5) (Fig.8.4). These pins are tin-gold plated and their female
counterpart are in the rotating ring (fixed inside the chamber) (7) Fig.8.4.
These are the pins that allow the the electrical contact. The other two bigger
pins are to help the transfer and to avoid damage of the electrical pins (6)
Fig.8.4.
Figure 8.5 is a picture of the system mounted inside the diﬀractometer.
The wires from the rotating ring are made of Constatan, a copper-nickel alloy.











Figure 8.4: New set-up for sample holder with electrical contacts. (1) Tem-
perature sensor cap (2) cold finger (3) Rotating Ring (4) Non-Rotating ring,
(5) male electrical pins, (6) transfer pins, (7) female electrical pins. with two
0.9 mm screws fixed on the cold finger.
Figure 8.5: New set-up for sample holder in place inside the diﬀractometer.
to allow the azimuthal rotation. The wires are insulated and their resistivity
is constant over a wide range of temperature. These six wires coming from
the rotating ring are guided to a PEEK subminiature-C connector. From
this connector to the air-vacuum feedthrough there is a UHV ribbon cable
assembly, Kapton insulated, with PEEK subminiature-C connectors on both
ends.
In chapter 6, we show the electric field application of this set up, where
we applied 30kV/cm and recorded the reflectivity on and oﬀ field.
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8.3 Theoretical tool: FDMNES
To support and explain resonant scattering experiments one needs theoretical
simulations. The FDMNES program [5] calculates the spectra of diﬀerent
spectroscopies related to the real or virtual absorption of x-ray in material.
It gives the absorption cross sections of photons around the ionization edge,
that is in the energy range of XANES in the EXAFS. The calculations can
be performed with all conditions of rectilinear or circular polarizations. In
the same way, it calculates the structure factors and intensities of resonant
x-ray diﬀraction spectra. One simulates not only diﬀraction spectra but
also azimuthal scans very much used in resonant scattering to study orbital
ordering for example.
One of the main characteristics of FDMNES is that it uses two techniques
of fully relativistic monoelectronic calculations. The first one is based on the
Finite Diﬀerence Method (FDM) to solve the Schro¨dinger equation. In that
way the shape of the potential is free and in particular avoid the muﬃn-tin
approximation. The second one uses the Green formalism (multiple scat-
tering) on a muﬃn-tin potential. This approach can be less precise but is
faster.
FDMNES uses monoelecronic calculations and it is very well suited for
the calculations of delocalized states: K edges for light elements as transition
metals and L edges of heavy element as Pt. For this reason especially with
transition metal oxides the program is very much used for the K edges (see
chapter 5). In these compounds the 3d orbitals are very localized and the
simulations of the L2,3 edges it is not easy. Multi electronic calculations
are used for the calculations of localized electronic states. Yves Joly and
Oana Bunau have developed a multi-electronic extension using the Time-
Dependant DFT with a local kernel for FDMNES.
In chapter we show more in detail how to use FDMNES with some inter-
esting results on ferroelectric thin films.
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9.1 Conclusion
In this thesis I have developed a formalism to simulate reflectivity of stratified
systems, simulated absorption and diﬀraction spectra of complex ferroelec-
tric domains, worked at the improvement of a soft X-ray diﬀractometer and
studied three diﬀerent systems with resonant X-ray diﬀraction.
The resonant X-ray reflectivity formalism has been based on a boundary
propagation method developed on an eigenwaves basis. We have applied this
formalism to a magnetic system and to a system that shows an anisotropy
along the normal axis. The formalism was implemented in a Matlab envi-
ronment. It can simulate the reflectivity with diﬀerent polarization states as
well as Kerr measurements.
Very thin films of PbTiO3 on DyScO3 substrates show exotic ferroelectric
phases and domain structures. Results have been obtained on a 30 nm-thick
sample, for which a reflectivity refinement showed that the first 9 nm of
this film were damaged. We have combined hard X-ray resonant scattering
measurements and FDMNES simulations to obtain the ferroelectric domain
structure and the ferroelectric polarization of these systems. The similarity
between simulations and experiments confirms that RXD can successfully
address nanostructured ferroelectrics and solve the polar displacements in
ferroelectric unit cells.
We have evidenced a magnetic coupling between a soft ferromagnetic Co
layer and a single crystal of the multiferroic BiFeO3 with soft X-ray resonant
magnetic scattering. We have observed the incommensurate structure that
the BFO cycloids imprint onto the Co layer. With our results and simula-
tions of the Co and BFO magnetization we propose a model for the distorted
magnetic structure on the Co layer, in the form of a wriggle. XRMS experi-
ments have been performed on monodomain FE crystals, with application of
an electric field for the first-time utilization of the new sample holder devel-
oped during the thesis. We have also studied BFO multidomain FE single
crystals with X-PEEM with no ferromagnetic layer deposited on top. A cor-
relation between FE and AFM domains as well as the existence of several
AFM domains in one same FE domain have been observed.
Our last systems were thin films of Pr1−xCaxMnO3 on LAO with x = 0.4
and x = 0.5. Both systems were supposed to show charge ordering which
may be explained by Charge Density Wave and be related to charge order
based multiferroicity. We have performed hard X-ray experiments on these
systems with a set up to apply electric field in situ. No conclusive results
have been obtained since some intriguing behaviours have been observed in
the intensity of the peaks under applied electric current. To our knowledge,
it was the first time that RXD experiments were performed with an injected
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current.
At last, I have given a general overview of resonant X-ray scattering in
Europe. Since the closure of ID20 at the ESRF, the possibilities to perform
resonant scattering experiments in Europe have decreased. In spite of this,
Insertion device beamlines such as Cristal at SOLEIL, and I16 at Diamond
Light Source still allow to perform RXD experiments. In the soft X-ray range,
many diﬀractometers are being created or improved. I have especially been
involved in the improvement of RESOXS diﬀractometer and the development
of a new sample holder that allows to apply an electric field down to 10K.
The RXD thesis was also started in the framework of fundamental re-
search to find new techniques for data storage. Systems with bulk BFO,
such as the one studied in this thesis, are not suited for data storage because
of ferroelectric domains building up. For this reason, multilayers with thin
layer BFO are more promising candidates. Our experimental achievements
with Resonant X-ray Diﬀraction open the possibility to study the magnetic
coupling in such systems, which is a key point for research & development
towards Multiferroic Random Access Memories.
This technique has to be combined with simulations along with other
experiments to provide complementary information: microscopy techniques,
transport measurements, magnetic measurements and many others. In my
opinion, resonant experiments under applied electric current/fields have a
very promising future. More and more scientists study the eﬀect of currents
on systems and along with the chemical and spatial selectivity that RXD
oﬀers many fundamental challenges could be answered. Specially in the field
of multiferroicity.
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A.1 Intensities with linear polarizations
We first look at the anisotropies for linear polarization. The polarization of
the incoming beam is almost always known, but to know the polarization
of the diﬀracted beam we need polarization analyzers in the synchrotrons.
This is not always possible, or with diﬃculty, especially in the soft x-ray
regime. For this reason here we calculate the intensities diﬀracted for a σ
and π incident beam:
Iuσ→σ+π =|F0|2 + |F1|2(uy cos θ + uz sin θ)2
+ |F2|2u2x(u2x + (uy sin θ − uz cos θ)2)
+ Re{F0F ∗2 }2u2x
+ Im{F1F ∗2 }ux[(u2z − u2y) sin 2θ + 2uyuz cos 2θ]
Iuπ→σ+π =|F0|2 cos2 2θ + |F1|2(u2x sin2 2θ + (uy cos θ − uz sin θ)2)
+ |F2|2[(u2y sin2 θ − u2z cos2 θ)2 + u2x(uy sin θ + uz cos θ)2]
+ Im{F0F ∗1 }ux sin 4θ
− 2Re{F0F ∗2 }(u2y sin2 θ − u2z cos2 θ) cos 2θ
− Im{F1F ∗2 }ux[(u2y − u2z) sin 2θ + 2uyuz] cos 2θ (A.1)
A.1.1 Anisotropy ratio: fixed magnetization inverting
the polarization
Once the intensities are calculated, we can follow to calculate the anisotropy
ratio. For a fixed direction of the applied magnetic field ±u, the two reflectiv-
ity measurements are done with two diﬀerent incoming photon polarizations
σ and π.





• Transverse geometry applying the field along the x direction one






Figure A.1: Definition of the transversal, longitudinal and polar directions.
gets an anisotropy of:
R±uσ−π =
|F0|2 sin2 2θ − |F1|2u2x sin2 2θ + |F2|2u4x + 2Re{F0F ∗2 }u2x ∓ Im{F0F ∗1 }ux sin 4θ
|F0|2(1 + cos2 2θ) + |F1|2u2x sin2 2θ + |F2|2u4x + 2Re{F0F ∗2 }u2x ± Im{F0F ∗1 }ux sin 4θ
(A.3)
In this configuration one only has an angular dependence to the first order of
the magnetic term (F1) with its maximun at θ=π/8. There is also a constant
contribution from the uniaxial term (F2).
• If one looks at the ratio with a field applied along the y direction the
anisotropy ratio in the longitudinal geometry is:
R±uσ−π =
|F0|2 sin2 2θ + u2y sin2 θ(2Re{F0F ∗2 } cos 2θ − |F2|2u2y sin2 θ)
|F0|2(1 + cos2 2θ) + 2|F1|2u2y cos2 θ − 2Re{F0F ∗2 }u2y cos 2θ sin2 θ + |F2|2u4y sin4 θ
(A.4)
In this configuration one is only sensitive to a uniaxial anisotropy F2 in the
y direction and the contribution will be the largest at small angles.
• And with the polar geometry we have:
R±uσ−π =
|F0|2 sin2 2θ − |F2|2u2z cos2 θ − 2Re{F0F ∗2 }u2z cos 2θ cos2 θ
|F0|2(1 + cos2 2θ) + 2|F1|2u2z sin2 θ + |F2|2u2z cos2 θ + 2Re{F0F ∗2 }u2z cos 2θ cos2 θ
(A.5)
With the polar configuration one measures the out-of-plane component of
the magnetization at low angles (terms wit cos θ).
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A.1.2 Anisotropy ratio: fixed polarization inverting
the magnetization
Now let’s look at the anisotropy ratio for a fix photon polarization inverting







Im{F1F ∗2 }ux[(u2z − u2y) sin 2θ + 2uyuz cos 2θ]
|F0|2 + |F1|2(uy cos θ + uz sin θ)2 + |F2|2(u4x + u2x(uz cos θ − uy sin θ)2) + 2Re{F0F ∗2 }u2x







Iuπ − I−uπ = 2Im{F0F ∗1 }ux sin 4θ




π = 2|F0|2 cos2 2θ
+2|F1|2(u2x sin2 2θ + (uy cos θ − uz sin θ)2)
+2|F2|2((u2y sin2 θ + u2z cos2 θ) + u2x(uy sin θ + uz cos θ)2)
−4Re{F0F ∗2 }(u2y sin2 θ − u2z cos2 θ) (A.6)
In the experiments one privileges one direction for the applied field. Look-











Im{F0F ∗1 }ux sin 4θ
|F0|2 cos2 2θ + |F1|2u2x sin2 2θ
Therefore, reversing the applied field with σ polarization it is not useful since
one will not get any information. However, with π polarization and reversing
the applied field in the x direction one gets the information of the magnetic
anisotropy along this direction. Noteworthy, this signal will be maximum at
θ=π/8.
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A.2 Intensities with circular polarization
Circular polarized light is very used in soft x-ray experiments. We will see
that with these polarizations one is mainly but not only sensitive to the
magnetic anisotropy. With the right experimental configuration it is easy to
distinguish between the out-of-plane and in-plane components of the magne-
tization.
A.2.1 Anisotropy ratio: fixed polar polarization in-
verting the magnetization
Let’s first consider the anisotropy ratio calculated by inverting the ap-
plied field with a given photon polarization. The ratio between two opposite








I+uC± − I−uC± = ±4Re{F0F ∗1 }(uy cos3 θ − uz sin3 θ) + Im{F0F ∗1 }ux sin 4θ
+2Im{F1F ∗2 }ux sin 2θ(u2x + u2y + u2z sin2 θ)




C± = 2|F0|2(cos4 θ + sin4 θ)
+|F1|2(u2x sin2 2θ + 2u2y cos2 θ + 2u2z sin2 θ)




2 θ − 2u2yu2z sin2 θ cos2 θ + 2u2xu2y sin2 θ)
+4Re{F0F ∗2 (−u2y sin2 θ + u2z cos2 θ ± iuxuy sin θ ∓ iuxuz cos θ)}
• For a transversal configuration the anisotropy ratio is:
Ru inv TRANSC± =
Im{F0F ∗1 }ux sin 4θ + 2Im{F1F ∗2 }u3x sin 2θ
2|F0|2(cos4 θ + sin4 θ) + |F1|2u2x sin2 2θ + |F2|2u4x
In this configuration one will have a signal from the x component of the mag-
netization with its maximum at θ=π/8. In the case of a spin-orbit coupling
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term (F2) it would appear at θ=π/4.
• For a longitudinal configuration the anisotropy is:
Ru inv LONGC± =
±2Re{F0F ∗1 }uy cos3 θ ± 4Re{F1F ∗2 }u3y cos θ sin2 θ
|F0|2(cos4 θ + sin4 θ) + |F1|2u2y cos2 θ + |F2|2u2y sin4 θ − 4Re{F0F ∗2 }u2y sin2 θ
At small angles, one is sensible to the y component of the magnetization
(F1). with the maximum at θ=π/4.
• Finally, with the polar configuration one gets:
Ru inv POLC± =
∓2Re{F0F ∗1 }uz sin3 θ ∓ 4Re{F1F ∗2 }u3z cos2 θ sin θ
|F0|2(cos4 θ + sin4 θ) + |F1|2u2z sin2 θ + 4Re{F0F ∗2 }u2z cos2 θ
Here at higher angle one will have a magnetic contribution of the out-of-plane
contribution.
It is important to point out that the Ru inv POLC± and R
u inv LONG
C± terms have
very similar expressions. They both depend on uy,z with cos3 θ or sin
3 θ. This
resemblance make these two ratios a very good choice to study the y and z
components of magnetization and compare them.
A.2.2 Anisotropy ratio: fixed magnetization inverting
photon polarization
The ratio between two incident circular polarizations, with the magneti-







A.2. INTENSITIES WITH CIRCULAR POLARIZATION 207
I±uC+ − I±uC− = ±4Re{F0F ∗1 }(uy cos3 θ − uz sin3 θ)
−4Im{F0F ∗2 }ux(uy cos θ + uz sin θ) sin 2θ
±2Re{F1F ∗2 }[−u3y cos θ sin2 θ + u3z sin θ cos2 θ




3 θ − uzu2y sin3 θ] (A.9)
I±uC+ + I
±u
C− = 2|F0|2(cos4 θ + sin4 θ)
+|F1|2(u2x sin2 2θ + 2u2y cos2 θ + 2u2z sin2 θ)
+|F2|2(2u4x + 2u4y sin4 θ + 2u4z cos4 θ + 4u2xu2z cos2 θ
−4u2yu2z cos2 sin2 θ + 4u2xu2y sin2 θ)
±Im{F0F ∗1 }ux sin 4θ
+2Re{F0F ∗2 }(u2x − cos 2θ(u2y sin2 θ − u2z cos2 θ))
∓2Im{F1F ∗2 }ux sin 2θ(u2y cos2 θ + u2z sin2 θ) (A.10)
Before writing down the particular cases lets have a look at I±uC+ − I±uC− .
Here the term 4Im{F0F ∗2 }ux(uy cos θ + uz sin θ) sin 2θ is very interesting be-
cause it has only F0F2 and it is dependent of the angle θ. In the community
a circular dichroism is associated most of the time to a magnetic order, but
here we see that this it is not mandatory: There will be a dichroic term in
case of a non zero F2, for instance due to a local structural anisotropy. This
is suspected in a recent measurement on Fe3O4 magnetite [?].
The asymmetry relation for the three particular cases are:
• In the Transversal configuration, one has
R±u TRANS = 0
There is no information from the transversal configuration.
• In the longitudinal configuration
R±u LONG =
±2Re{F0F ∗1 }uy cos3 θ ∓ Re{F1F ∗2 }u3y cos θ sin2 θ
|F0|2(cos4 θ + sin4 θ) + |F1|2u2y cos2 θ − Re{F0F ∗2 }u2y sin2 θ cos 2θ + |F2|2u4y sin4 θ
At small angles, one is sensitive to the y component of the magnetization
(F1) with its maximum at θ=π/4.
208 APPENDIX A. ANISOTROPY RATIOS
• For the polar configuration
R±u POL =
∓2Re{F0F ∗1 }uz sin3 θ + Re{F1F ∗2 }uz sin θ cos2 θ
|F0|2(cos4 θ + sin4 θ) + |F1|2u2z sin2 θ + Re{F0F ∗2 }u2z cos2 θ cos 2θ + |F2|2u4z cos4 θ
Here at higher angle one will have a magnetic contribution of the out-of-plane
contribution.
One sees that Ru invC± and R
±u
C+−C− give the same information in the polar
and longitudinal cases. The case Ru inv POLC± seems like a good option to study
the z component of the magnetization. However one has to consider that
not many experimental soft x-ray UHV chambers allow to apply and switch
a magnetic field in the out-of-plane direction.
Abstract
The aim of this thesis is to explore the capabilities oﬀered by resonant X-ray scattering
for the study of multiferroic systems with a special emphasis on the feasibility of such
experiments under applied electric field/current.
Boundary propagation matrices formalism has been developed for the simulation of
resonant reflectivity, using a set of eigenwaves as a basis for the computation.
Resonant X-ray experiments were performed on three transition metal oxides. This
technique combines chemical selectivity and reciprocal space information, and was used on
very thin films of PbTiO3 to solve the atomic structure of a periodic pattern of ferroelectric
domains. The spectroscopic signatures observed in our hard X-ray experiments are well
reproduced with FDMNES ab-initio simulations of complex super cells. In the soft X-ray
range, we studied the cycloidal antiferromagnetic structure of multiferroic BiFeO3 and
especially the imprint of the cycloid on a 10 nm-thin layer of Co deposited on top of the
multiferroic bulk material. We also present an experiment in which we tried to explore
the eﬀect of an electrical current applied on a thin film of charge-ordered Pr1−xCaxMnO3.
Last part is dedicated to instrumentation. We summarize the state of the art of eu-
ropean synchrotron beamlines and diﬀractometers which can host resonant X-ray diﬀrac-
tion experiments. Finally, we detail a new sample holder that we developed and tested in
the high-vacuum diﬀractometer RESOXS, which allows for the application of an electric
field/current.
Keyword: Resonant scattering, Multiferroics, nanostructures, thin films, transition
metal oxides.
Re´sume´
Le but de cette the`se est d’explorer la faisabilite´ d’expe´riences de diﬀraction re´sonante
sur des syste`mes multiferro¨ıques et en particulier avec un champ/courrant e´lectrique ap-
plique´.
Un formalisme de matrices de propagation a e´te´ de´veloppe´ pour simuler la re´flectivite´
re´sonante, en utilisant un ensemble d’ondes propres comme base arithme´tique pour le
calcul.
Des expe´riences de diﬀraction re´sonante ont e´te´ mene´es sur trois oxides de me´taux de
transition. Cette technique combinant la selectivite´ chimique et la sensibilite´ a` l’espace
re´ciproque, elle a e´te´ utilise´e sur des films tre`s minces de PbTiO3 pour e´tudier la struc-
ture atomique d’un agencement pe´riodique de domaines ferroe´lectriques. La signatures
spectroscopiques observe´es par nos expe´riences de diﬀraction X durs sont reproduites par
des simulations ab-initio FDMNES de super-cellules complexes. Dans le domaine X mous,
nous avons e´tudie´ la structure antiferromagne´tique cyclo¨ıdale du multiferro¨ıque BiFeO3,
et plus spe´cialement l’empreinte de la cyclo¨ıde sur une couche mince de Co de´pose´e sur
le mate´riau multiferro¨ıque. Nous pre´sentons e´galement une expe´rience dans laquelle nous
avons tente´ d’explorer l’eﬀet d’un courant e´lectrique applique´ sur un film mince du com-
pose´ a` ordre de charge Pr1−xCaxMnO3.
La dernie`re partie est consacre´e a` l’instrumentation. Nous passons en revue les lignes
synchrotron europe´ennes et les diﬀractome`tres qui permettent de faire des expe´riences de
diﬀraction re´sonante de rayons X. Pour finir, nous de´taillons un nouveau porte-e´chantillon
que nous avons de´veloppe´ et teste´ sur le diﬀractome`tre RESOXS, et qui permet d’appliquer
un champ/courant e´lectrique.
Mots-cle´s: Diﬀusion re´sonante, Rayons X, Multiferro¨ıques, nanostructures, films
minces, oxides me´taux de transition.
