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Bevezetés
Az információ technológia fejlo˝dése során egyre inkább halad az emberközeli megoldások
felé. Ez a tendencia nem csak felhasználói termékek, mindennapinak, so˝t nélkülözhetetlen-
nek számító alkalmazói megoldásainak vonatkozásában figyelheto˝ meg (gondolva itt például
akár egy mai szövegszerkeszto˝ alkalmazás képességeire, vagy az egyszeru˝ Web-böngészo˝k által
nyújtott szolgáltatások sokféleségére). A mára már mindannyiunk asztalán elérheto˝ számítási
teljesítmény leheto˝vé teszi, hogy a programozó munkáját új megközelítésben szemlélhessük. E
teljesítménytöbblet alkalmat ad arra, hogy az informatika ido˝ro˝l ido˝re képes legyen új paradig-
mák mentén megújítani önmagát. Ez a képesség szüntelenül szélesíti a programozó eszköztárát,
mely újabb és újabb rétegeket képezve távolodik a konkrét számítógép architektúrától, és biztos
lépésekkel közelít a humán gondolkodásmód egyes elemei felé. Így jutunk el a gépi kóddal
definiált jól behatárolható utasításkészlettel megvalósított algoritmusoktól a tanulni képes eljá-
rásokig.
A hardvergyártás látványos eredményeinek és az ebbo˝l következo˝ teljesítménynövekedés-
nek természetes következménye a szoftvergyártás és programozói feladatkör átalakulása. A
hangsúly azonban mindvégig a modellalkotáson maradt. A cél tehát az adott problémacsalád
reprezentálására alkalmas modell létrehozása, mely leheto˝vé teszi olyan következtetések levo-
nását, melyek hatékonyan segítik a feladatkörbe tartozó problémák megoldását, így vezetve
el minket az eredményig. Elo˝relépni ekkor a modellek finomításával, az absztrakció szintjének
növelésével lehet. A fejlo˝dés ezért a modellezo˝ eszközök kifejezo˝erejében rejlik, a programozói
feladatkör változása pedig ezek használatában érheto˝ tetten.
A programozó fegyvertárában bekövetkezo˝ leglátványosabb változások egyike az objektum-
orientált programfejlesztés leheto˝sége volt. Az alprogramtól (pl.: Basic, Fortran) a metódusig
(pl.: Delphi, Java) vezeto˝ út jól mutatja a szemléletben jelentkezo˝ különbségeket. Elég csak
a polimorf metódusok által biztosított elo˝nyökre gondolni, figyelembe véve, hogy a megva-
lósításhoz szükséges ero˝forrásigény – például egy virtuális metódustáblában történo˝ keresés
szükségessége minden metódushívás elo˝tt – szinte teljesen elhanyagolható. A kérdés csupán az
marad, mely modellezo˝ eszközt érdemes használni, illetve mely paradigma mentén reprezentál-
hatjuk leghatékonyabban a konkrét feladatot.
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Jelen dolgozat témája, hogy bevezessen minket az induktív logikai programozásba, mely
a matematikai logika eredményeit alapul véve terjeszti ki a kifejezo˝ero˝t. Ezzel leheto˝vé vá-
lik az algoritmus megadás jóval tömörebb formája, illetve a mesterséges intelligencia egyes
eredményeinek felhasználása a programozásban. A cél az, hogy a mindebben rejlo˝ leheto˝sé-
geket fokozatosan, a hagyományos megközelítésto˝l indulva vezessünk be, közben sorra véve a
logika térhódításának területeit. Mindezt egyetlen következetesen végigvitt mintapélda segít-
ségével fogjuk megtekinteni. A példában megadott problémákban felmerülo˝ kérdések, illetve
azok megválaszolási módja fogja kirajzolni az induktív logikai programozáshoz vezeto˝ utat, és
egyben a demonstrálásra is ez szolgál.
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1. Az alapprobléma
Az induktív logikai programozás leheto˝ségeinek, illetve eszközkészletének bemutatása nem
lenne teljes anélkül, hogy részletesen végig ne járnánk a hozzá vezeto˝ utat. Ehhez egy olyan
mintapéldára van szükség, melynek segítségével be tudjuk mutatni az adat – majd késo˝bb a tu-
dás – reprezentálásának folyamatát, valamint a problémaleírás logikai eszközeit. Mindemellett
össze is kell tudnunk hasonlítani a fenti eszközöket a jól ismert programozói fogásokkal.
Legyen a mintafeladatunk az egyes egyetemi hallgatók megtámogatása egy tanulmányi elo˝-
rehaladást követo˝ rendszerrel! Ennek feladata, hogy nyilvántartsa, hogy a hallgató (a saját tan-
terve tekintetében) milyen követelményeket teljesített, valamint képes legyen segítséget nyúj-
tani félévkezdéskor a felvenni kívánt tanegységek kiválasztásában. Alapkövetelmény, hogy a
rendszer legyen tekintettel a korábbi teljesítésekre, illetve konfigurálható legyen maga a tanterv.
Így az elso˝ megoldandó kérdés:
„Hogyan reprezentálhatjuk az adatokat?”
Elvárjuk, hogy a program végezzen elleno˝rzést a teljesítheto˝ tantárgyak vonatkozásában.
Legyen képes elleno˝rizni a tantárgyi elo˝feltételeket, és figyeljen oda arra, hogy mely esetekben
teljesítettük valamennyit. Ezen információk alapján szeretnénk olyan listákat készíteni, melyek
a különbözo˝ sávokat értékelik aszerint, hogy van-e még kötelezettségünk vele kapcsolatban.
Innen már természetes módon adódik a kérdés:
„Milyen tantárgyakat vehetnénk fel?”
Ennél azonban jóval tovább szeretnénk jutni. Mivel a hallgató által a korábbi félévekben
meghozott döntések ismertek, fel szeretnénk o˝ket használni az ajánlás megtétele során. A kér-
dés tehát átfogalmazható a következo˝képpen:
„Mely tantárgyakat érdemes felvenni?”
Ekkor a hallgató viselkedésének kiértékelésére lesz szükség, és ezt modelleznünk kell a
program futása során.
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Az elso˝ két kérdésre a hagyományos megközelítéssel (melyek alatt most a különbözo˝ ma-
gasszintu˝, illetve objektum orientált programozási nyelvek kínálta leheto˝ségeket értjük) is elég
sokféleképp biztosíthatunk választ. Az adatreprezentáció során így az egyszeru˝ struktúrákra,
vagy az objektumokra illetve osztályokra történo˝ leképezés volna választható. Míg magát az
algoritmust az ezek manipulációját végzo˝ utasítássorozatként adnánk meg. A harmadik kérdés
ellenben már okoz némi fejtörést. Ez ugyanis felvet két újabb kérdést:
„Hogyan reprezentálhatjuk a tudást?”
„Hogyan tanulhatunk?”
A következo˝kben az iménti technikákat jórészt mello˝zve fokozatosan fogunk eljutni mind-
ezen kérdések megválaszolásához. Ennek során pedig folyamatosan a matematikai logikán
alapuló eszközöket tartjuk szem elo˝tt, hogy segítségükkel – ugyancsak fokozatos léptekkel –
egészen az induktív logikai programozásig jussunk.
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2. Deklaratív megközelítés
A deklaratív megközelítés leheto˝séget ad arra, hogy a programozó elszakadjon az objek-
tumorientált algoritmust leíró eszközökto˝l. Az imperatív nyelvek algoritmus leírása változókon
– változtatható memórián – és ezek állapotváltozásait megadó utasításokon alapul, ahol a kö-
zéppontban a megoldás elo˝állító lépéssorozat áll. A problémamegoldáshoz tehát a „hogyan”
kérdésre kell választ találni. Ezzel szemben a deklaratív nyelvek fókuszpontjában a „mit” meg-
határozása áll. Nem egy adott eredmény elo˝állításához vezeto˝ utat illetve számítássorozatot kell
megadnunk, hanem azt kell megfogalmazni, milyen feltételeknek kell eleget tegyen a válasz.
Tekintsünk példának egy szokványos relációs adatbázis-kezelo˝ rendszert. Miután megadtuk
az adatmodellt (definiáltuk a táblák szerkezetét és a köztük lévo˝ összefüggéseket illetve megszo-
rításokat), SQL (Structured Query Language) utasítások révén férünk hozzá a tárolt adatokhoz.
SQL utasításban – eltekintve néhány teljesítményfokozást szolgáló nyelvi kiegészítésto˝l, mint
például a hint-ek – nem írjuk elo˝, hogy egy több táblát összeköto˝ lekérdezés eredményének meg-
határozásához elo˝ször mely adattáblákon iteráljon végig a rendszer, csupán az összefüggéseket
kell megadni. Könnyen elképzelheto˝ az is, hogy ugyanaz a lekérdezés két különbözo˝ ido˝pil-
lanatban eltéro˝ végrehajtási terv szerint kerül feldolgozásra. A fejlett optimalizáló eszközök a
korábbi futtatások tapasztalatait, illetve a táblastatisztikákat figyelembe véve transzparens mó-
don javíthatnak a végrehajtás mikéntjén. Ezen esetekben is mu˝ködhet a háttérben tanulni képes
algoritmus. A megközelítés erejét az adja, hogy mindezen részletek rejtve maradnak a prog-
ramozó elöl. (Természetesen az adatbázis megfelelo˝ hangolásához a háttérismeretek megléte
elengedhetetlen marad.)
Jelen deklaratív megközelítés bemutatására számos leheto˝ség kínálkozik, ám legcsábítóbb-
nak az egyideju˝leg alkalmazott technikák sokszínu˝sége miatt, az XML (Extensible Markup Lan-
guage) szabványokon alapú megvalósítás látszik. A következo˝kben lépésro˝l lépésre haladva
tekintjük át, hogy egyszeru˝ technikák egymásra építésével hogyan oldható meg a mintafeladat.
Az XML specifikációja 1996-ban került ki a World Wide Web Consortium (W3C) szárnyai
alól, és vált ajánlássá. A cél egy SGML (Standard Generalized Markup Language) kompatibi-
lis, programmal egyszeru˝en feldolgozható, és széles körben támogatott nyelv létrehozása volt,
mely leheto˝vé teszi az adatok struktúrált leírását, olyan formában, hogy az emberi szemlélo˝ szá-
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mára is értelmezheto˝ maradjon. Az eddig eltelt ido˝ leheto˝vé tette a megfelelo˝ feldolgozóprog-
ramok implementálását és a XML-en alapuló technológia szélesköru˝ megjelenítését elso˝sorban
web-es alkalmazásokban, de számos más területen is. A mai adatbázis-kezelo˝ rendszerekben
is alapkövetelmény az XML dokumentumok feldolgozásának megléte és terjedo˝ben vannak az
XML alapú adatbázisok.
Az XML dokumentum az adatokat fa struktúrában leíró eszköz, ahol már csak a meta adatok
megadására is számos módszer terjedt el. XML Schema segítségével a dokumentum definíci-
ója maga is XML dokumentum lehet, vagy használható akár a külön erre a célra kialakított –
bár az összefüggések és adattípusok definiálása tekintetében valamelyest szu˝kebb leheto˝ségeket
adó – DTD (Document Type Definition) nyelv. Élve az utóbbi leheto˝sséggel, az adatstruktúra
megadása után a mintaadatokkal feltöltött dokumentum egyszeru˝ és letisztult.
A feldolgozásnak is létezik szabványa. A jelenlegi adatszerkezet akár egy Java program
bemeneteként is szolgálhat. A DOM (Document Object Model) megoldás a teljes dokumentu-
mot képezi le a memóriába, de ha az költségesnek hangzik, SAX (Simple API for XML) fel-
dolgozó segítségével eseményvezérelt beolvasás is elképzelheto˝. Ezzel azonban még egyetlen
lépést sem tettünk a deklarativitás irányába. Jelen vizsgálatunk tárgya így Java kódrészlet he-
lyett legyen az XSL (Extensible Stylesheet Language) ajánláscsalád része, mely a következo˝ket
foglalja magában:
• XSL Transformations (XSLT)
• the XML Path Language (XPath)
• XSL Formatting Objects (XSL-FO)
A formázó objektumok (formatting objects) használatának bemutatásától eltekintek, de pél-
daként felhozhatók jelen dokumentum ábrái, melyek mint vektorgrafikák FO fájlokban kerültek
definiálásra. Ezen XML fájlok szerkezetében sok, a HTML lapok megjelenítésének kapcsán
már jól ismert szerkezet szolgálja a formázott kimenet elo˝állítását.
XML feldolgozás leheto˝ségei
A teljesség kedvéért ne feledkezzünk meg arról sem, hogy XML dokumentumban akár egy
programnyelv forráskódjait is ábrázolhatjuk. Gondoljunk csak a JSP (Java Servlet Pages) állo-
mányokra, ahol Java kódrészletek és XML elemek ötvözete segítségével generálható egy Java
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osztály definíciója. Vagy tekintsünk egy nagyobb lélegzetvételu˝ Java projekt fordításának me-
netét leíró ANT build script-et, mely a C projektek esetében kedvelt make fájlok megfelelo˝je.
Ezen a ponton ismét hasznunkra válik az ajánlás népszeru˝sége, ugyanis a legelterjettebb
mai böngészo˝kben elérheto˝ XSLT illetve XPath feldolgozó. A létrehozott mintaprogramok
megtekintéséhez így elegendo˝ egy Internet Explorer vagy egy Firefox alkalmazás megléte, bár
a szokásos kompatibilitási problémák elkerülése végett csak az 1.0-as ajánlás elemeire hagyat-
koztam. A feladat tehát egy XSLT dokumentum (mely természetesen szintén XML) létreho-
zása, mely a korábban bemutatott formátumban definiált dokumentumokat képes átalakítani
HTML dokumentummá. Lehetséges kimenetként szóba jöhetne újabb XML dokumentum vagy
egyszeru˝ szöveges állomány is.
Az XSLT rejti magában a deklaratív kódot. A dokumentumot csomópontról csomópont-
ra haladva dolgozhatjuk fel a fában, ahol a különbözo˝ csomópontokhoz egyedi feldolgozást
rendelhetünk, melyen belül leheto˝ség van elágazások, illetve iterációk megadására.
A feldolgozás erejét az XPath kifejezések adják. Példaként tekintsük a mintafeladat adatin-
tegritásának elleno˝rzését. Az XSLT feldolgozás megáll, ha a tantárgyak leírásában ismeretlen
elo˝feltétel szerepel. A terminálás feltétele a következo˝:
not (count(/subjects/group/subject/required[count(id(@id))=1]) -
count(/subjects/group/subject/required) = 0)
Az elleno˝rzés különbségképzésen alapul. A jobb oldali összeg az összes elo˝feltétel számát
adja meg. A count függvény az argumentumában megadott útra illeszkedo˝ elemeket számlálja
meg: az XML által leírt fa struktúrában azon csomópontok számát kapjuk, melyekhez vezezo˝
élsorozat csúcsai a fenti címkékkel vannak ellátva. A bal oldalon plusz feltételként jelentkezik,
hogy csak olyan elo˝feltételek veheto˝k számításba, melyek id attribútumában szereplo˝ azono-
sítóval létezik csomópont. Ha a bal és jobb oldal nem egyezik meg, az csak inkonzisztencia
esetén lehetséges. Természetesen az elleno˝rzés elkerülheto˝ lett volna, ha a required elem-
ben IDREF típusú attribútum szerepelne NMTOKEN helyett. Ekkor ugyanis a dokumentum nem
létezo˝ elo˝feltételre történo˝ hivatkozás esetén érvénytelen lenne, ami azonban azt eredményez-
né, hogy a feldolgozás meg sem kezdo˝dhet. Jelen megoldás viszont leheto˝vé teszi, hogy hiba
esetén másként folytassuk a feldolgozást. A mintaprogram ekkor kigyu˝jti az ismeretlen hivat-
kozásokat, majd hibaüzenettel terminál.
A féléves tantárgyi átlag kiszámítása rekurzív megvalósítása miatt emelheto˝ ki a többi közül.
A rekurzív algoritmusok jelento˝sége a szemléletbo˝l következik. Ugyan leheto˝ség van iteráció
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és szelekció kialakítására, de a változók csak egyszer kaphatnak értéket, imperatív algoritmus
nem képzelheto˝ el. Az _average template egy rekurziós lépésben egy tantárgyból szerzett
érdemjegy alapján növeli meg a megszerzett krediteket. Az új kreditérték:
$credits + id($nodeset/exam[position()=$index]/@subject)/@credit *
$nodeset/exam[position()=$index]/@result
Ahol a rekurziós lépések paraméterei a következo˝k:
• index: a következo˝ feldolgozandó elem sorszáma,
• nodeset: a feldolgozandó elemek,
• credits: a megelo˝zo˝ kreditérték.
Ha a csomópontok elfogytak, a végeredményt két tizedesjegy pontosan jelenik meg. Ehhez
persze szükség van az összes megszerezheto˝ kreditek számára, melynek kiszámítására sum
függvény áll rendelkezésre.
<xsl:variable name="all" select="sum(id($nodeset/exam/@subject)/@credit)"/>
<xsl:value-of select="round(($credits div $all)*100) div 100"/>
A súlyozott tantárgyi átlag meghatározása a template megfelelo˝ paraméterezésével érheto˝ el.
Amennyiben az aktuális csomópont vizsgákat tartalmaz, az eredmény a következo˝képp adódik:
<xsl:call-template name="_average">
<xsl:with-param name="index" select="1"/>
<xsl:with-param name="credits" select="0"/>
<xsl:with-param name="nodeset" select="."/>
</xsl:call-template>
A fában történo˝ navigáció ketto˝s. XSLT template elemek segítségével járjuk végig a szer-
kezetet, ahol az egyes csomópontokat elérve eseményvezérelten változik a feldolgozás. Az ese-
mény az aktuális feldolgozás tárgyát képezo˝ csomópont illeszkedése a template-ben megadott
mintára. Másfelo˝l, a feldolgozás során a XPATH kifejezések segítéségével újabb csomópontlis-
ták állíthatók elo˝ és indítható el a feldolgozásuk.
A folyamat végén egy HTML lap áll elo˝. A kigenerált tartalom pillanatképe a tanulmányi
elo˝rehaladásnak. Segítségével egy egyszeru˝, de jól strukturált adattömegbo˝l meghatároztuk,
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hogy mely tárgyak felvétele vált leheto˝vé, mely sávok illetve tanegységek teljesítésére kell még
figyelmet fordítani, és milyen eredménnyel zárultak a korábbi félévek. De a cél – hogy legalább
egy Java alkalmazás erejét elérjük – még messze van. Feltu˝no˝ azonban, hogy a deklaratív
megfogalmazás nem csak sokkal tömörebb, hanem a kifejezések reprezentatívabbak is, hiszen
a részeredményeket és nem azok számításának mikéntjét definiálják.
A generált HTML lap nem a folyamat vége. Az oldalak dinamizálására több script-nyelv
is rendelkezésre áll. A szükséges technológia két – szintén W3C által kidolgozott – ajánláson
alapul. A weblapokat az o˝ket leíró DOM objektummodellen keresztül mozgathatjuk meg, Ec-
mascript nyelv segítségével. Ezek többnyire javascript kódok formájában jelennek meg a lap
forrásában. Ismét objektumorientált nyelv van a kezünkben, mely prototípusfogalomra épül.
A Java megközelítés fo˝bb elemei átültetheto˝k, osztálydefiníciók mintájára prototípusokat
gyárthatunk. A polimorfizmus függvény értéku˝ attribútumok segítségével modellezheto˝. A pro-
totípusban definiált attribútumok ugyanis öröklo˝dnek, felüldefiniálásuk pedig akár a konstruk-
torban is megtörténhet. A bezárás eszközrendszere és a szigorú típusosság elo˝nyei elvesznek,
de ez inkább csak kényelmetlen, mivel nagyobb odafigyelést igényel a programozótól. Sajnos
a nyelv rugalmassága a teljesítmény rovására is megy, és a böngészo˝program által interpretált
script futási sebességét össze sem érdemes hasonlítani egy JVM (Java Virtual Machine) képes-
ségeivel.
Ontológia és szemantika
Az XML dokumentumokba rendezett információkezelés korántsem áll meg a strukturált
adatábrázolásnál. Joggal merül fel a kérdés, hogy lehetséges volna-e egy teljes szakterület
minden tudását reprezentálni? Ekkor azonban jóval összetettebb feladathoz jutunk. Egy tudo-
mányterület leírásához ugyanis fogalmainak tárolására van szükség. Az összefüggések tárolása
viszont magával vonja olyan alkalmazások igényét, melyek ezen összefüggések alapján követ-
keztetések levonására képesek. Szükségessé válik a fogalomalkotás specifikációja, ontológiák
létrehozása, valamint a következtetési láncok helyességét biztosító leíró logikák alkalmazása.
A leíró logikák (Description Logic) jelentik a fogalmi rendszer megadásának eszközét. Az
egyes leíró logikák közti különbség abban mutatkozik meg, hogy milyen leheto˝ségeket kínálnak
a rendszer definiálásához. Az azonban minden esetben közös jellemzo˝jük, hogy a megfogalma-
zott információt – a tudásbázist – az információ jellege szerint két részre bontjuk:
T-box: a fogalmakat bevezeto˝ terminológiai (Terminological) állításokra, és
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A-box: az egyedekre vonatkozó kijelentésekre (Assertion).
Alapjában véve fogalmakból és szerepekbo˝l építkezhetünk:
• A fogalmak egy valamilyen szempont vagy közös tulajdonság által ugyanazon csoportba
sorolt egyedek halmaza. A halmazképzés módjai jellemzik az adott leíró logikai nyelvet.
• A szerep az egyedek közti kapcsolat megadására szolgál, binér reláció. A relációk – ismét
az adott logika függvényében – más relációk segítségével is definiálhatók.
Ezzel egy elso˝rendu˝ logikához jutottunk, ahol az egyedek összessége megfelel az univer-
zumhalmaznak. A fogalmak olyan predikátumszimbólumok, melyek egy paraméterrel bír-
nak. Pontosan akkor igaz egy interpretációban egy fogalmat reprezentáló predikátum értéke,
amennyiben az argumentum term olyan univerzumelem, melynek megfeleltetett egyed eleme a
fogalmat definiáló halmaznak. A szerepek helyébe pedig olyan predikátumszimbólumot kép-
zelhetünk, mely egymással relációban álló egyedpárok esetén bizonyul igaznak. Leíró logikák
esetében elso˝rendu˝ logikánál többre nem is lesz szükség.
Leíró logikák
A leíró logikák alapeszközei a fogalmakból illetve szerepekbo˝l gyártható kifejezések, me-
lyek a következo˝k:
fogalomkifejezés: melyet fogalom-konstruktorok segítségével hozható létre. Illetve a legegy-
szeru˝bb fogalom-kifejezés az atomi-, az univerzális- (> minden univerzumelemet tartal-
mazó), és az üres (⊥ egyetlen univerzumelemet sem jellemzo˝) fogalom,
szerepkifejezések: melyek építésére jóval kevesebb leheto˝ség kínálkozik. Az atomi szerepek
inverze definiálható az inverz szerep-konstruktor segítségével,
terminológiai axiómák: melyek segítségével az egyes fogalmakról illetve szerepekro˝l adha-
tunk meg állításokat, például tartalmazási vagy ekvivalencia reláció formájában.
A fenti eszközök valamely részhalmazát képezve különbözo˝ leíró logikai nyelvekhez illetve
nyelvcsaládokhoz jutunk. A különbözo˝ nyelvek létjogosultságát két tulajdonságuk adja. Egy-
felo˝l bármelyik reprezentálható lenne az elso˝rendu˝ logika eszközkészletével is, mivel azonban
az nem eldöntheto˝, így annak csak egy részét használjuk fel. Másfelo˝l már néhány fogalom- és
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Formalizmus Elso˝rendu˝ megfeleltetés
¬C P¬C (x)
 ¬PC (x)
C1 u C2 PC1uC2 (x)
 PC1 (x) ∧ PC2 (x)
C1 unionsq C1 PC1unionsqC1 (x)
 PC1 (x) ∨ PC2 (x)
∀R.C P∀R.C (x)
 ∀y (PR (x, y) ⊃ PC (y))
∃R.C P∃R.C (x)
 ∃y (PR (x, y) ∧ PC (y))
> nR.C P>nR.C (x)
 ∃y1 . . . yn
(
n∧
i=1
PR (x, yi) ∧
n∧
i=1
PC (yi) ∧
∧
i<j
yi 6= yj
)
6 nR.C P6nR.C (x)
 ∃y1 . . . yn+1
(
n+1∧
i=1
PR (x, yi) ∧
n+1∧
i=1
PC (yi) ⊃
∨
i<j
yi = yj
)
2.1. táblázat. Fogalomkonstruktorok ([8] alapján)
Megnevezés Formalizmus Elso˝rendu˝ megfeleltetés
atomi szerep RA PRA (x, y)
 RA(x, y)
inverz szerep R−A PR−A (x, y)
 RA(y, x)
2.2. táblázat. Szerepkifejezések ([8] alapján)
szerep konstruktor elegendo˝ lehet adott célprobléma megoldására, ahol a nyelv szu˝kössége ter-
mészetesen a feldolgozási sebesség javára válik. Épp úgy, ahogy elso˝rendu˝ logikában is gyakran
hívunk segítségül különféle normál formákat az alkalmazásokban, vagy épp a bizonyításokhoz.
Kézenfekvo˝nek tu˝nik adatbázisok felhasználása az egyedekre vonatkozó kijelentések táro-
lása során. Ekkor viszont figyelembe kell venni, hogy a klasszikus relációs adatbázis-kezelo˝
rendszerek lekérdezéseiben, ha valamely egyedhez nem társítunk hozzá egy tulajdonságot, az
azt jelenti, hogy nem is rendelkezik azzal. A leíró logikák esetében – a nyílt világ szemanti-
kának köszönheto˝en – ez nem teljesül, hiszen nem elég egyetlen interpretációt tekinteni ahhoz,
hogy következtetést vonjuk le. A feldolgozás módja továbbra is kritikus.
Alapveto˝ leíró logikai nyelvek eszköztárának szemléletére gyakran használják azAL nyelv-
család tagjait [8], ahol alapesetben a fogalomkonstruktorok közül a metszet (C1 u C2), az ér-
tékkorlátozás (∀R.C), az atomi negáció és az egyszeru˝ létezési korátozás áll rendelkezésünkre,
valamint a fogalomtartalmazási axióma (C1 v C2) használható fel. Például egy tanulmányi
elo˝rehaladást követo˝ rendszerben a felveheto˝ tantárgyak fogalma egybeesik azon tantárgyak-
kal, melyek minden elo˝feltétele sikeresen teljesített.
felveheto v tantargy u ∀elofeltetele.sikeres
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Formalizmus Elso˝rendu˝ megfeleltetés
C1 ≡ C2 PC1≡C2 
 ∀x(PC1(x) ≡ PC2(x))
C1 v C2 PC1vC2 
 ∀x(PC1(x) ⊃ PC2(x))
R1 ≡ R2 PR1≡R2 
 ∀xy(PR1(x, y) ≡ PR2(x, y))
R1 v R2 PR1vR2 
 ∀xy(PR1(x, y) ⊃ PR2(x, y))
Trans(R) PTrans(R)
 ∀xyz(PR(x, y) ∧ PR(y, z) ⊃ PR(x, z))
Nominal(I) PNominal(I)
 ∃i(PI(i)) ∧ ∀xy((PI(x) ∧ PI(y)) ⊃ x = y)
PC(a)
 PC(a)
PR(a1,a2)
 PR(a1, a2)
2.3. táblázat. Axiómák ([8] alapján)
felveheto w tantargy u ∀elofeltetele.sikeres
Természetesen a fogalomtartalmazási axióma segítségével fogalomegyenlo˝sség (C1 ≡ C2)
is leírható, így egyszeru˝síthetnénk a fenti kifejezést. Elso˝rendu˝ logikával a fogalmakat és sze-
repeket kezdo˝betu˝ikkel helyettesítve:
∀x (F (x) ≡ (T (x) ∧ ∀y (E(x, y) ⊃ S(y))))
Az alapnyelvet bo˝vítve az unió (C1 unionsq C1), a létezési korlátozás (∃R.C) és a teljes negáció
(¬C) fogalomkonstruktorok közül eggyel vagy többel, azonos kifejezo˝ereju˝ nyelvekhez jutunk.
A gyakorlati megoldások ennél is tovább lépnek.
Web Ontology Language
A szemantikus világháló gyakorlatába a W3C 2004. február 10-én vezette be az ontológi-
ákat. Ekkor vált ugyanis ajánlássá három nyelv: az OWL (Web Ontology Language), az RDF
(Resource Description Framework) és az RDF Schema. Az OWL – mint ontológianyelv – az
RDF sémához hasonlóan, olyan ero˝forrásokat tartalmaz, melyek leheto˝vé teszik egy fogalmi
rendszer elkészítését. Maga az OWL is tulajdonképpen egy RDF szintaxissal rendelkezo˝ nyelv,
mivel az OWL eszközök is RDF sémában vannak definiálva.
A szemantikus világháló koncepcióját a web-es adatábrázolás megközelítésének újragon-
dolása adja. A korábbi alkalmazások kimente – tipikusan valamilyen HTML ajánlás mentén
formázott, de gondolhatunk akár SVG vagy XSLT FO tartalomra is – a felhasználónak készült,
és ennek megfelelo˝en strukturált. Az adatot formátuminformáció veszi körül, ahol a számítógép
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egyetlen feladata a megjelenítési szabályok követése. Az alkalmazás ilyenkor nem tudja ele-
mezni vagy értelmezni a tartalmat. A szemantikus megközelítés a gépi adatfeldolgozást segíti.
Gondoljunk csak egy RSS (Really Simple Syndication) hírcsatornára. A böngészo˝ arról kap in-
formációt, hogy a cikket ki, mikor, milyen témában tette közzé, illetve eltárolja, hogy melyiket
olvasta már el a felhasználó. Így az ábrázolás leheto˝vé teszi, hogy kedvenc témáink legfrissebb
híreit böngészhessük, kereshessük. Ez persze még csak egy igen apró lépés, de jól mutatja, mire
lehet képes a világháló, ha ontológiák segítségével feldolgozhatóvá válik a tartalma.
Maga az OWL eszközrendszer is – hasonlóan a leíró logikákhoz – a felhasznált építo˝elemek
tekintetében több csoportba sorolható, melyekhez más-más feldolgozás társítható:
OWL Full: melyben az RDF és OWL teljes eszköztára szabadon felhasználható, azonban
nincs olyan leíró logikai nyelv, melynek megfeleltetheto˝ volna,
OWL DL: melyben az OWL Full konstrukciók csak bizonyos megszorításokkal használhatók
fel, cserébe viszont létezik megegyezo˝ kifejezo˝ereju˝ leíró logika,
OWL Lite: mely eszköztára valódi részhalmaza az OWL DL-nek, vagyis egyes konstrukciók
egyáltalán nem találhatók meg benne, másokat pedig csak megszorításokkal használha-
tunk.
Az OWL Lite a már ismertetettALC nyelv – azAL nyelvcsalád teljes negációs kiegészítése
– elemein túl megengedi a tranzitív- és inverz szerepek, szerephierarchiák (R1 v R2) valamint
a funkcionális korlátozások (a > nR.C és 6 nR.C számosságkorlátozások > 2R és 6 1R
változata) és adattípusok használatát. Ezt nevezik SHIF(D) nyelvnek. A felveheto˝ tárgyakra
vonatkozó kijelentés alakja ekkor a következo˝:
<owl:intersectionOf rdf:parseType="Collection">
<owl:Class rdf:about="#Tantargy"/>
<owl:Restriction>
<owl:allValuesFrom rdf:resource="#Sikeres"/>
<owl:onProperty>
<owl:ObjectProperty rdf:ID="elofeltetel"/>
</owl:onProperty>
</owl:Restriction>
</owl:intersectionOf>
Az OWL DL mindezt a számosságkorlátozások teljes skálájával, és egyedfogalmakkal told-
ja meg (Nominal(I)), mellyel a SHOIN (D) nyelvhez jutunk. A leíró logikák emlegetett ele-
meiro˝l, illetve a nyelvcsaládokról [8, 4. fejezete] ad részletes ismertetést.
Deklaratív megközelítés 14
Az OWL állományokat értheto˝ okokból nehéz volna XML szerkeszto˝vel kezelni. A konst-
rukciók kialakítására mára számos fejleszto˝eszköz áll rendelkezésre. Népszeru˝ alkalmazás a
Protégé, melyben a fenti kódrészlet a
Tantargy and (elofeltetel only Sikeres)
kifejezés, mint a felveheto osztályba tartozás szükséges és elégséges feltétel (fogalom-
egyenlo˝ségi axióma) kerül megadásra.
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3. Szakérto˝ rendszer
Az ontológiák leheto˝vé teszik az egyes tudományterületek fogalmainak leírását. Adott te-
hát egy feldolgozásra váró tudásbázis, ahol a továbblépéshez következtetési módszerekre van
szükség. A mesterséges intelligencia programokra hárul a feladat, hogy hatékony keresési stra-
tégiák mentén végezzék a problémamegoldást. A követelmény velük szemben, hogy olyan
eredményt hozzanak létre, melynek mino˝sége nem magától a stratégiától, hanem az ábrázolt
ismeret mennyiségéto˝l illetve pontosságától függ. Tudás alapú rendszerro˝l (Knowledge Based
System) akkor beszélhetünk, ha a feladatmegoldást egy következteto˝ gép végzi, mely számára
az ismereteket külön tudásbázisba szervezetük. A következteto˝ gép nem elo˝re bedrótozott al-
goritmikus lépések segítségével, hanem a tudásbázis transzformációinak sorozatával dolgozik.
Ez a folyamat az adatbáziskezelo˝k mu˝ködéséhez hasonlóan ez esetben is deklaratív, de a fel-
dolgozás középpontjában nem pusztán adat (passzív, nem értelmezett jelsorozat), hanem tudás1
áll.
A szakérto˝ rendszerek (Expert Systems) olyan tudás alapú rendszerek, melyek egyetlen
szakterület ismereteit összpontosítják. Szu˝k körbo˝l származó, de mélyreható információkkal
rendelkeznek. Természetesen a reprezentált tudás hitelessége kritikus, a programozónak ki-
emelt felelo˝ssége van a szakérto˝kkel történo˝ kommunikációban, illetve a terület feltérképezése
és modellezése során. Cserébe, ha a modell elegendo˝en aprólékos és helytálló, a jó szakérto˝
rendszer nagyságrendekkel képes csökkenteni az adott területen vett munkavégzési ido˝t, így
hamar megtérülhet.
A klasszikus szakérto˝ rendszer – a logikai megközelítésbo˝l fakadóan – szabályelvu˝. Mu˝-
ködésének szemléltetésére kiválóan használható a Clips (C Language Integrated Production
System) keretrendszer (hiszen jól dokumentált, számos operációs rendszeren elérheto˝, public
domain szoftver). Maga a keretrendszer üres ismeretbázissal rendelkezo˝ burok, mely magas
szintu˝ szolgáltatásokat biztosít a feldolgozáshoz. A feladat ez által a modellalkotásra koncent-
rálódhat.
A tény az információábrázolás alapveto˝ formája, adatabsztrakciós eszköz – Clips rendszer-
1Szokás különbséget tenni tudás és ismeret közt is, ahol az elo˝bbi csak az emberi tudatban, míg utóbbi szim-
bolikus leírásként is megjelenhet [4]. A továbbiakban ezen megkülönböztetésto˝l eltekintek.
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ben épp úgy, mint az objektumok és globális változók –, mely statikus kijelentést reprezentál. A
rendszer ténylistában tárolja az aktuális tudást, melyet mu˝ködése során a megfelelo˝ parancsok-
ra új tényekkel egészít ki (assert), illetve tényeket távolít el onnan (retract). A ténylista
nem feltétlenül halmaz, választható olyan – az alapértelmezésto˝l eltéro˝ – üzemmód, melyben
ugyanaz a tény több példányban is bekerülhet a listába. Példaként tekintsük a tantárgyakat,
valamint a teljesítésüket megadó tények egy lehetséges ábrázolását:
(deffacts subjects "Tantargy es elofeltetellista"
(subject "M1724" 4 "Diszkrét matematika 1")
(subject "M1734" 4 "Kalkulus 1")
(subject "M1725" 4 "Diszkrét matematika 2" requires "M1724"))
(deffacts passes "Teljesitett tantargyak"
(passed "M1724")
(passed "M1734"))
A Lisp szeru˝ szintaxis a kezdeti tények ábrázolását mutatja. Ezek lesznek azon tényállí-
tások, melyek az alkalmazás betöltése után vagy (reset) parancs hatására automatikusan a
ténylistába kerülnek. Egyben rendezett tények, melyek egy szimbólumból és az utána követ-
kezo˝ tetszo˝legesen sok mezo˝bo˝l állnak. Nem rendezett tények esetében az egyes mezo˝k neve-
sítettek és a felvett értékek vonatkozásában megszorítások írhatók elo˝ (például típus), így az
imperatív programozási nyelvekbo˝l jól ismert struktúra (vagy rekord) fogalmához hasonlítható.
Míg a tény információt, addig a szabály tudást reprezentál. Általa valósul meg a heurisztikus
jellegu˝ ismeretek számítógépes ábrázolása, melyek megmutatják, hogy milyen tevékenységekre
van szükség egy adott szituációban. Ennek megfelelo˝en a szabálydefiníciók két részbo˝l, elo˝z-
ménybo˝l és következménybo˝l állnak:
• Az elo˝zmény azon feltételek halmaza, melyek mellett alkalmazni kell a szabályt. Maguk
a feltételek a ténylistát tesztelik. Kiemelt szerepet játszik a minta – melyet a következteto˝
rendszer mintailleszto˝ algoritmus segítségével automatikusan értékel ki –, hiszen a feltétel
többnyire illeszkedo˝ tények keresését jelenti.
• A következmény a végrehajtás hatását definiáló mu˝veletek halmaza. Egy mu˝velet több-
nyire a ténylistát manipulálja, például a már emlegetett (assert) illetve (retract)
utasítások segítségével.
Vegyük észre, hogy az imperatív nyelvek feltételes utasítása, és a szabálydefiniálás forma-
ilag hasonló kijelentés – „ha teljesül a feltétel, akkor hajtsuk végre a következo˝ket” –, mégis
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lényegesen különbözo˝ eszközökro˝l van szó. A feltételes utasításra a program egy jól megha-
tározott pontján kerül a vezérlés, a szabálydefiníció ellenben a program teljes élettartama alatt
érvényben lehet. Formálisan ezt úgy szokás szemléltetni, hogy a „ha” szócska helyett a „vala-
hányszor” kifejezést használjuk szabályelvu˝ség esetén.
A következo˝ példában olyan szabályokat adok meg, melyek az elo˝bbi tantárgylistából a tel-
jesített elo˝feltételek alapján eltávolítják azon tantárgyakat, melyek nem teljesített elo˝feltétellel
rendelkeznek. A szabályokban szemléltetési célból csak az egyszeru˝ mintaillesztésre és a tény-
lista manipulációra építettem, a további eszközök természetesen tömörebb megfogalmazást is
leheto˝vé tennének.
(defrule eliminate_require "A teljesitett elofeltetel eliminalasa"
?original <- (subject ?sid ?krd ?nev requires ?req $?others)
(passed ?req)
=>
(assert (subject ?sid ?krd ?nev requires $?others))
(retract ?original))
(defrule drop_impossible "A teljesithetelten targyak eldobasa"
?original <- (subject ?sid ?krd ?nev requires ?req $?others)
(not (passed ?req))
=>
(retract ?original))
A szabályok definíciójában lokális változókat is találunk. Ezeket a Clips „?” illetve „$?”
prefix-el látja el. Egy szabályalkalmazásban a váltózók egyszeri értékadással kapnak értéket
(mely elo˝bbi esetben egyetlen, míg utóbbiban tetszo˝leges sok mezo˝ lehet). Az értékadás vég-
bemehet a mintaillesztés folyamán – a mintában az aktuálisan illeszkedo˝ tény megfelelo˝ mezo˝-
jében illetve mezo˝iben megjeleno˝ értékkel –, vagy a hozzárendelt érték (ahogyan a <- operátor
esetében is megfigyelheto˝) a sikeresen illesztett tény egésze is lehet. A változók aktuális értéke
eztán a hátralévo˝ feltételekben vagy a szabály mu˝veleteiben használható fel.
Stratégiák
A következteto˝ gép feladata, hogy alkalmazza a tudást az információra. A mintaként te-
kintett keretrendszer mindezt adatvezérelt elven végzi. A feldolgozás a kezdeti tények alapján
indul. Meghatározásra kerülnek azon szabályok, melyek alkalmazhatók az aktuális ténylistára
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(vagyis az elo˝zményeiket alkotó összes feltétel kielégítheto˝ volt). Ezt követi a kiválasztott sza-
bály következmény részének végrehajtása, mely befolyásolhatja az aktuális tudást. A folyamat
mindaddig ismételheto˝, míg el nem fogynak az illeszkedo˝ szabályok.
Természetesen amennyiben egy szituációban több szabály is alkalmazható, a rendszernek
döntést kell hoznia arról, melyiket részesítse elo˝nyben. Erre a forrásszövegto˝l nagyrészt füg-
getlen módon kapunk választ, a programozónak kevés befolyása van a döntésre (prioritást ren-
delhet egy-egy szabályhoz). A következteto˝ gép ugyanis implicit, az aktuális konfliktuskezelési
stratégia (current conflict resolution srategy) alapján dönt a folytatásról. A Clips hét különbözo˝
leheto˝séget támogat [9, 5.4 alfejezet]:
Szélességi stratégia: (breath) a szabályokat aszerint osztályozza, hogy mikortól kerültek fel
az alkalmazhatók közé. Az újonnan látókörbe került szabályok alkalmazása hátrébb so-
rolódik.
Mélységi stratégia: (depth) a szélességi stratégia ellentéte. Az új szabályok élveznek elo˝nyt a
korábbiakkal szemben.
Komplexitási stratégia: (complexity) a szabályokat komplexitásuk szerint osztályozza, és az
egyszeru˝bbeket részesíti elo˝nyben. Azonos komplexitás esetén mélységi stratégiát követ.
A komplexitást csak a szabály feltételeket tartalmazó részének összetettsége befolyásolja.
Egyszeru˝ségi stratégia: (simplicity) a komplexitási stratégia ellentéte, annyi eltéréssel, hogy
azonos komplexitás esetén szintén a mélységi stratégia alapján jár el.
LEX stratégia: (lexicographic ordering) eredetileg az OPS5-ben (Official Production System)
jelent meg elo˝ször. A tényekhez ido˝címkét rendel, mellyel szabályokat aktiváló tények
ido˝címkéit csökkeno˝ sorrendbe rendezve ido˝címke listát kapunk. A szabályokhoz tartozó
listát (elemenként balról jobbra haladva) kell összehasonlítani és ez alapján csökkeno˝leg
rendezni o˝ket.
MEA stratégia: (means end analysis) – szintén OPS5-bo˝l örökölt – a LEX-el megegyezo˝képp
mu˝ködik kivéve, hogy a szabályokhoz tartozó ido˝címke lista elemei nem rendezettek, ha-
nem elo˝fordulásuk sorrendjében adottak. Ha nem sikerülne döntést hozni, LEX stratégia
szerint folytatódik a rendezés.
Véletlenszeru˝ stratégia: (random) minden szabályalkalmazáshoz véletlen számot rendelve a-
lakít ki sorrendet.
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Amennyiben nem használtunk prioritást vagy prioritásegyezo˝ség alakult ki, és a konfliktus-
kezelési stratégia sem tudta eldönteni a szabályalkalmazás sorrendjét, a Clips következteto˝ gépe
önkényesen választja meg a következo˝ szabályt. Érezheto˝, hogy a választott stratégia nagyban
befolyásolja a rendszer teljesítményét, és hatással van az eredményre is.
Interaktivitás
A szakérto˝ rendszerrel szemben támasztott követelmények nemmerülnek ki az emberi szak-
érto˝höz hasonló válasz megkonstruálásában. Elvárjuk, hogy interaktív partnere legyen a fel-
használónak, kérdéseket lehessen feltenni, melyeket nem csupán megválaszol, hanem meg is
indokolja a végeredményt.
A szabályalkalmazások során a létrejött út, valamint annak egyes állomásai adják az indok-
lást. Mintaalkalmazásunk ajánlattétele során a teljesítésre felkínált tárgyak listájának elo˝állítá-
sakor fontos szerepet játszik, hogy mely sávok teljesítése várat még magára. Ezen részeredmény
megjelenítését szolgálja a következo˝ szabálydefiníció:
(defrule group_finish
?original1 <- (group_done ?gnev ?dsum)
?original2 <- (group ?gnev ?gsum $?other)
( test (>= ?dsum ?gsum))
=>
(printout t "Befejezett sáv: " ?gnev " " ?dsum "/" ?gsum crlf)
(retract ?original1)
(retract ?original2))
A felhasználóval történo˝ interakció természetesen nem ilyen egyoldalú. Ahogy az imén-
ti példában találunk megfelelo˝ konstrukciót szöveges kimenet megjelenítésére (printout),
úgy a hagyományos bemeneti utasítások megfelelo˝je sem hiányzik a Clips-bo˝l. Egy (read)
utasítás eredményét (bind) segítségével valamely változóhoz köthetjük, vagy akár tényt is
gyárthatunk belo˝le. Ennél jóval izgalmasabb azonban, hogy a futtatást (szabályalkalmazást)
megelo˝zo˝en, vagy akár a futás után, leheto˝ség van a ténylista manipulációjára. Ellenkezo˝ eset-
ben az aktuális ténylista változatlanul megmarad új szabályok definiálása, illetve betöltése ese-
tén is. Így az egyes szakérto˝ rendszerek felhasználhatják az elo˝zo˝ futás végeredményét, ami
leheto˝vé teszi összefu˝zésüket.
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4. Rezolúciós logika
Eddig példánkban a következteto˝ rendszer a szabályalkalmazásokon keresztül, oly módon
konstruálta meg a tényállítások halmazából a megoldást, hogy egy kiinduló állapotból követ-
keztetett elo˝re, mindaddig míg ez lehetséges volt. Ily módon a következtetés, a kiválasztott
stratégia alapján végbemeno˝ szekvenciális szabályalkalmazás sorozat, mint adatvezérelt meg-
oldáskeresés jellemezheto˝. Ám a gyakorlatban az elo˝rekövetkeztetés nem mindig célravezeto˝,
ugyanis sok olyan állapot elo˝állhat, mely nem a kérdésünkre ad választ, hanem az esetleg hi-
básan megválasztott stratégia mellékterméke. Tipikus példa erre a matematikai tételek bizonyí-
tásainak megkonstruálása, hiszen ekkor a bizonyítandó állításnak kitüntetett szerepe van a fo-
lyamat során. A következtetési lánc feladata ekkor ugyanis az aktuális tétel igazolásában merül
ki, tehát egy konkrét cél felé halad. (Kellemetlen volna, ha más-más stratégia esetén más-más
állítást bizonyítanánk be.) Nem elo˝rekövetkezteto˝ adatvezérelt, hanem célvezérelt megoldásra
van szükség.
A bizonyításokban található következtetéssorozat – következtetési lánc – folytonosságának,
hézagmentességének biztosítója a matematikai logika, mely két összetevo˝bo˝l áll:
Logika = Nyelv +Kalkulus
Nyelv: olyan szimbólumok és nyelvtani szabályok összessége, melyek leheto˝vé teszik állí-
tások, kijelentések reprezentálását (gondoljunk csak az aritmetikai állításokat megfogal-
mazni engedo˝Ar nyelvre, vagy akár a korábban bemutatott leíró logikai nyelvekre, illetve
nyelvcsaládokra), tehát szintaktikát ad meg.
Kalkulus: mint következteto˝ eszközrendszer, mely szintaktikai szabályok (mint például Ger-
hard Gentzen kalkulusai) segítségével valósítja meg a szemantikus következményrelációt,
és így a tételbizonyítás alapja. Mindez akkor érheto˝ el, ha maga a kalkulus helyes, hiszen
ekkor a következtetési lánc helyessége is biztosított. Ugyancsak elvárnánk a teljességét
is (mi szerint bármely tételt bizonyítására alkalmazható), de ezen a téren a gyakorlatban
– mint azt a késo˝bbiekben látni fogjuk – olykor kompromisszumra kényszerülünk.
Maga a logika a tartalmazott eszközrendszer függvényében különbözo˝ kifejezo˝ereju˝ lehet.
A gyakorlati alkalmazások ma már a fuzzy, illetve a többértéku˝ logikák elemeire is támasz-
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kodhatnak, de jelen példánkban megmaradok a klasszikus elso˝rendu˝ (first order) logika kínálta
leheto˝ségek mellett.
Elso˝rendu˝ rezolúciós kalkulus
Az elso˝rendu˝ rezolúciós kalkulus az elso˝rendu˝ klózhalmazok (set of clause) kielégíthetet-
lenségének bizonyítási eszköze. Az elso˝rendu˝ klóz egy speciális (Skolem normál formájú)
zárt formula (avagy mondat), melynek minden változója kötött, univerzálisan kvantált, illetve
magja (avagy mátrixa) elso˝rendu˝ literálok diszjunkciója. Tetszo˝leges formula felírható klózhal-
mazként, hiszen minden formula (a kvantorkiemelési szabályok segítségével) prenexizálható,
a prenex formulák magja (implikációs, illetve de-Morgan törvények alkalmazásával) konjunk-
tív normál formára hozható, így a konjunkciós tagokból képzett Skolem normálformák magja
csak elemi diszjunkciókat tartalmaz. (Természetesen maga a Skolemizáció is minden elso˝ren-
du˝ formulára elvégezheto˝, de az eltávolítandó egzisztenciális kvantorok függvényében esetleg
új Skolem konstansok illetve Skolem függvények megjelenését eredményezi.) Az ily módon
képzett klózhalmaz pedig pontosan akkor kielégíthetetlen, ha maga az eredeti formulahalmaz is
az.
A rezolúciós kalkulus alapötlete, hogy az iménti alakban felírt klózhalmaz (most csak nul-
ladrendben vagy ítéletlogikában gondolkodva, ahol a klóz egy elemi diszjunkció) minden ele-
mét kielégíto˝ interpretációk akkor is kielégítik a klózhalmazt, ha abban pontosan egy komple-
mens literálpárt tartalmazó két klózt helyettesítünk azzal, melyet az iménti ketto˝ diszjunkciója-
ként kaptunk a komplemens literálpár elhagyása után. Ez a mu˝velet a rezolvensképzés, illetve
a kapott klóz az eredeti klózok rezolvense (resolvent). Az eljárás elso˝rendben is hasonló, de
a rezolválhatóság eldöntésére illetve a rezolvensképzéshez a változók és termek miatt illeszto˝
helyettesítés megkonstruálására van szükség. A rezolvensképzés addig tart, míg el nem ju-
tunk az üres (egyetlen literált sem tartalmazó) klózig, vagy elfogynak a rezolválható formulák.
Az üres klóz kielégíthetetlen, hiszen két olyan formulából kaptuk, melyek literálok és egymás
komplemensei, olyan interpretáció pedig, mely mindketto˝t kielégítené, nem létezik.
Az elso˝rendu˝ rezolúciós kalkulus helyességét illetve teljességét belátni természetesen jóval
komplikáltabb ennél, de mára már jól bejárt út vezet hozzá, melyet többek közt Jacques Her-
brand, Thoralf Skolem és Jaakko Hintikka munkássága szegélyez. A precíz bizonyítás megta-
lálható: [7].
A formulahalmazok kielégíthetetlenségének bizonyítása könnyu˝szerrel felhasználható a té-
telbizonyításban. Egy tétel igazolásához ugyanis nem kell mást tenni, mint formulahalmazt
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képezni a tudásunkból és a tétel negáltjából. Amennyiben a tétel negáltjával kiegészített formu-
lahalmaz kielégíthetetlen, úgy a tételünk valóban következmény.
Az elso˝rendu˝ rezolúció ugyan önmagában helyes és teljes, de a hatékony megvalósításhoz
rezolúciós stratégiák bevezetése is szükséges (akár még a teljesség elvesztésének árán is).
Az SLD rezolúció (Linear input resolution for Definite clauses with Selection function)
olyan elso˝rendu˝ rezolúciós, mely a lehetséges klózoknak csupán részhalmazával dolgozik: Horn
klózokat használ, ahol a Horn klóz legfeljebb egy nem negált literált tartalmazhat. A következo˝
Horn klózokat különböztetjük meg:
Tény: egyetlen pozitív literálból álló Horn klóz.
Szabály: pontosan egy pozitív és legalább egy negatív literálból álló Horn klóz.
Cél: negatív literálokból álló klóz, a tétel negáltja.
Magát a programot a tények és szabályok – azaz pontosan egy pozitív literált tartalmazó
klózok – együttese alkotja. Ezek a definit klózok (definite clause). Vegyük észre, hogy a cél-
klóznak rezolvense valamely klózzal, csak a definit klózok egyetlen pozitív literáljából adódhat!
(A kiszámítás lépései viszont még nem determinisztikusak, hiszen a célklóz bármely literálja
kiválasztható, és ahhoz is több illesztheto˝ definit klóz létezhet.)
Azt, hogy a feldolgozó algoritmus a célklóz mely literáljával próbáljon rezolválni, a kivá-
lasztási függvény (selection function) adja meg. A választás eredménye nem szükségszeru˝en
csak a célklóztól függ. A rezolválás után új célklóz jön létre, mely ismételten csak negatív li-
terálokat tartalmaz. Ezzel lineáris levezetéshez jutunk, hiszen a rezolvens mindig a megelo˝zo˝
lépésben elo˝állt klózból keletkezik. Továbbá az aktuális célklóz (mint központi vagy centrális
klóz) mellé szükségszeru˝en a definit klózok közül választunk mellékklózt a rezolváláshoz, így
lineáris inputrezolúciónk van. Itt kell megjegyezni, hogy a lineáris inputrezolúció csak Horn
logikában teljes, a kifejezo˝ero˝ csökkenése azonban nem von le az eljárás népszeru˝ségébo˝l.
Adódik a kérdés, miszerint lehetséges volna-e negációt csempészni az SLD rezolúcióba? A
triviális válasz a zárt világ feltevés (closed world assumption) volna, ahol a negatív következte-
tés a pozitív állítás hiánya esetén vonható le. A probléma ezzel csupán az, hogy a bizonyítha-
tatlanság eldönthetetlen, a célklóz a tételnek mint pozitív literálnak a negáltja. Kicsit finomít az
elképzelésen, ha a végesen kudarcos levezetést tekintjük sikeres negációnak (negation as finite
failure), azonban az eljárás helyességét így is elveszítjük. Ugyanis, ha valami nem következ-
ménye a definit klózoknak, még létezhet olyan interpretáció, melyben igaz. K. Clark 1978-ban
Rezolúciós logika 23
dolgozott ki egy program kiegészíto˝ eljárást a negáció végesen kudarcos levezetésének megala-
pozására, mely nyomán SLDNF (SLD resolution with negation as finite failure) rezolúcióban
tetszo˝leges számú pozitív vagy negatív literált tartalmazó célklóz kezelheto˝ [2]. Azonban a
végtelen kudarcos levezetések tekintetében továbbra sem teljes az eljárás.
Prolog
A Prolog (programmation en logique) 1995-ben lett ISO (International Organization for
Standardization) szabvány, melynek a létrehozását az eredetileg 1972-ben fejlesztett nyelv szá-
mos változatának megjelenése indokolta. Lineáris input rezolúcióval dolgozik. Bár a kiválasz-
tási függvény választható lehet, alapmu˝ködés szerint visszalépéses (backtracking) algoritmussal
keresi a célklóz rezolúciós cáfolatát, oly módon, hogy annak elso˝ literálját dolgozza fel elo˝ször.
Ekkor a megfelelo˝ partícióba tartozó definit klózokat definiálásuk sorrendjében a legáltaláno-
sabb illeszto˝ helyettesítés mellett értékeli ki, ahol a partíció a célklóz választott literáljának
pozitív megfelelo˝jét tartalmazó klózok sorozatát jelöli. A visszalépéses kereso˝, a definit klózok
természetes nyelvi értelmezése, valamint a rezolúciós tételbizonyító algoritmus leheto˝vé teszi,
hogy egy Prolog programra különbözo˝ paradigmák mentén tekinthessünk:
• A Horn logika automatikus tételbizonyító eszköze, melyben a programot az elso˝rendu˝ lo-
gika építo˝köveibo˝l rakjuk össze. Definiálhatunk termeket és predikátumszimbólumokat,
valamint Horn klózok segítségével összetett formulákat, melyekbo˝l klózhalmaz épül, és
mely alapján igazolható egy megadott tételformula. A program futása a tétel negáltjával
kiegészített klózhalmaz kielégíthetetlenségét bizonyítja.
• A definit klózok tényeket (negálatlan literált) és szabályokat (implikációt) írnak le. A
szabályok szerkezete, feje (egyetlen negálatlan literálja) illetve törzse (a negált literálok)
következmény illetve feltétel részként értelmezheto˝. Így tulajdonképpen szakérto˝ rend-
szert adtunk meg. A program végrehajtása a szakérto˝ rendszer célvezérelt megvalósítását
jelenti. Mindezt ero˝sítendo˝, az assert és a retract beépített predikátumok segítsé-
gével klózok definiálhatók vagy távolíthatók el dinamikusan, épp úgy, ahogy ezt korábban
Clips esetén láttuk.
• A szabályok segítségével eljárásokat definiálunk, ahol az eljárás deklarációja a szabály
feje, a definíciója pedig a szabály szekvenciaként értelmezett törzse. A program végre-
hajtása a célklózzal indul, ez lesz a program belépési pontja. Az eljáráshívás nem minden
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esetben sikeres. Sikertelen hívás hatására visszalépés következik be, és a végrehajtás egy
újabb irányban folytatódik.
Mindhárom szemlélet fontos szerepet játszik egy Prolog program kialakítása során. Habár
kényelmes volna egyszeru˝en a rezolúciós tételbizonyítás eszközeként tekinteni rá, nem feled-
kezhetünk meg arról, hogy használati erejét számos procedurális környezetben megszokott szer-
kezet átvételének is köszöni. Ugyanakkor, ha az eljárásorientált szemlélet mögött nem látjuk a
rezolúciós levezetést és a levezetési fát, mely a visszalépéses algoritmus és a rezolvendképzés
során kialakul, lehetetlen volna algoritmust megfogalmazni vele.
A mintaproblémánk leheto˝séget biztosít arra, hogy általa betekintést nyerjünk a Prolog hár-
mas szemléletvilágába. Tekintsük elo˝ször a már korábban ismertetett tantárgyak és teljesítések
– mint tényállítások – megadását:
% Sávkód, Megnevezés, Kötelezo˝ kredit
group(’f1’, ’Elso feleves kotelezo’, 15).
...
% Tárgykód, Kredit, Sávkód, Megnevezés, Elo˝feltétellista
subject(’M1724’, 4, ’f1’, ’Diszkrét matematika 1’, [] ).
subject(’M1725’, 4, ’f2’, ’Diszkrét matematika 2’, [’M1724’]).
subject(’I1205’, 5, ’f3’, ’Programozás 2’, [’I1202’,’I1203’]).
...
% Tantárgykód, Érdemjegy
exam(’I1301’,5).
A tényállítások törzsnélküli szabályok, tehát predikátumok. A predikátumokat neve és ar-
gumentumszáma jellemzi, ahol argumentumként tetszo˝leges term szerepelhet. Term-ként ér-
telmezhetjük ebben az esetben a szöveges literálok illetve számok mellett a listát is. A lista
maga egy termsorozat, melynek kezelésére számos beépített eljárás rendelkezésre áll. Adódik a
leheto˝ség, hogy a visszalépéses kereso˝ miatt gyakran használt rekurzív algoritmus segítségével,
a listát feldolgozva határozzuk meg egy sávról, hogy befejezetlen-e:
countCredit( [], Credits, Credits ).
countCredit( [Subject|Subjects], C1, C2 ) :-
subject( Subject, Credit, _, _, _),
Sum is C1+Credit,
countCredit( Subjects, Sum, C2).
incomplete( Group ) :-
findall( Subject, accomplished(Subject,Group), Subjects ),
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countCredit( Subjects, 0, AllCredit ),
group( Group, _, MinCredit ),
MinCredit > AllCredit.
Ha eljárásként tekintünk a countCredit szabályfeju˝ partícióra, azt mondhatjuk, hogy az
elso˝ két bemeneti paraméteréhez gyártja le rekurzívan a harmadik paraméterben reprezentált ki-
menetet. Az incomplete szabályt ezzel szemben tekinthetjük olyan predikátumnak, mely a
paraméterben megadott sáv teljesítettségét határozza meg. A findall beépített predikátum és
az is operátor – melynek segítségével aritmetikai kifejezéseket csempészhetünk a nyelvbe – ér-
telmezése a rezolúciós logikán túl mutat. (Bár elo˝bbi definiálható volna olyan predikátumként,
mely az utolsó paraméter (mint lista) tartalmának ekvivalenciáját állítja, az elso˝ paraméterének
alakjában megjeleno˝, és a második paraméterben megadott célt teljesíto˝ termek halmazával. A
gond csupán az, hogy a második paraméter (ami elso˝rendu˝ logikánkban term kéne legyen) egy
tételformula.)
Mindez nem lenne teljes, ha magával a levezetési fával kapcsolatos manipulációkra nem
lenne leheto˝ség. Természetes módon merül fel az igény erre minden olyan esetben, mikor több-
féleképp is elo˝állítható a tétel negáltjának cáfolata (több lehetséges út vezet az üres klózig),
ugyanis gyakran (elso˝sorban a procedurális megközelítés esetén) minden megoldásra kíváncsi-
ak vagyunk. Ekkor ugyanis nem annak a ténynek a megállapítása a cél, hogy a tétel bizonyítást
nyert, hanem a probléma megoldását az üres klózig vezeto˝ út egyes állomásain kapjuk. Ki kell
kényszeríteni, hogy a feldolgozás ne szakadjon meg az elso˝ sikeres cáfolatnál. (A teljesség
kedvéért persze nem feledkezhetünk meg arról, hogy amennyiben a feltett kérdésre több lehet-
séges válasz is létezik – a tétel negált segítségével többféleképp is elo˝állhat az üres klóz –, a
felhasználó kikényszerítheti, hogy az egyes válaszok megtalálása után ismét visszalépés követ-
kezzen be. Ez persze kevésnek bizonyul, ha – mint a következo˝, a negáció kezelését mutató
példában – a megoldáskeresés közben szeretnénk kihasználni ezt a tulajdonságot.) A megol-
dás egy olyan beépített predikátum, mely egyetlen szabállyal sem rezolválható (fail), tehát
mindenképp visszalépést eredményez.
Ugyancsak szükséges a kereso˝fa (avagy a keresési tér) csonkítása a felesleges ágak elha-
gyásának érdekében. Erre szolgál a vágás mu˝velete, mely visszalépés esetén fejti ki hatását.
Vágásról visszalépve egész annak közvetlen o˝séig tekintjük sikertelennek a feldolgozást. Más
szavakkal: azt a klózt tekintjük kudarcosnak, mely miatt a vágás a levezetésbe került. Ennek
azonban az adott szituáció függvényében két megvalósítása lehet [2, 218. oldal]:
• Amennyiben a vágás olyan részfát távolított el, mely nem vezet új megoldáshoz, a prog-
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ram deklaratív jelentése nem változik meg (green cuts). Ilyenek lehetnek például az „if,
else-if ” (ismét procedurális igényt kielégíto˝) szerkezet hatékony megvalósításai, ahol a
késo˝bbi feltételek is tartalmazzák a korábbi megszorításokat. A vágás segítésgével az
aktuálisan teljesülo˝ feltétel utáni illesztéseket spórolhatjuk meg.
• Amennyiben a vágás elhagyása új megoldások megjelenéséhez vezet (red cuts), már jóval
körültekinto˝bben kell alkalmazni ezt az eszközt, cserébe viszont nagyobb hatékonyságot
nyerünk. Az iménti példánál maradva, egy „if, else-if ” szerkezet késo˝bbi feltételeibo˝l a
vágás helyes használatával, a korábban már vizsgált feltételek megismétlése spórolható
meg.
A következo˝ példában a cut (!) és fail használatát, negáció alkalmazása kapcsán tekint-
hetjük meg. (A példa csak szemléltetés ereju˝, hiszen a korábban emlegetett negációkezelés a
Prologban rendelkezésre áll.)
accomplished( Subject ) :-
exam( Subject, Result ),
Result > 1.
notpassed( Subject ) :-
accomplished( Subject ), !, fail.
notpassed( _ ).
Érdemes megfigyelni, hogy az accomplished predikátumot az iménti példák mindegyi-
kében használtuk, ráadásul nem egyezett meg a paraméterek száma a két esetben. Ez annak
köszönheto˝, hogy a Prolog megengedi a predikátumnevek túltöltését (avagy túlterhelését), és
ekkor, mint két különbözo˝ predikátumként tekinthetünk rájuk. Ennél valamivel nagyobb prob-
lémát jelent a dokumentációs kényszer hiánya. A program meglepo˝en tömör és kifejezo˝, de
az egyes szabályok magyarázatra szorulnak. Ritkán teljesül ugyanis, hogy egy predikátum
tetszo˝leges argumentumaként változó szerepelhessen. Általában valamilyen célfeladat elvégzé-
sének tekintetében beszélnünk kell bemeneti-, illetve kimeno˝ paraméterekro˝l. Bár csábító lenne
feltenni a countCredit(X,0,6) kérdést – azaz, hogy mely tantárgyak teljesítése jelent 6
kreditet – de ezt valószínu˝ a futás során használt verem betelésének jelzésével hálálná meg a
redszer.
A negation as finite failure módszer megvalósítása a vágásról történo˝ visszalépés tulajdon-
ságainak kihasználásával érheto˝ el. Ekkor – mint már említettük – a vágás o˝se lesz kudarcos,
azaz a notpassed szabályfeju˝ partíció további elemei nem kerülnek feldolgozásra. Ha még
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a vágás elo˝tti valamely predikátum válik illeszthetetlenné, a feldolgozás a partíció következo˝
elemével folytatódik. Ez pedig nem más, mint egy olyan tény, melynek minden (jelen esetben
egyetlen) változója független, így biztosan rezolválható. Tehát, ha a negálandó kifejezés nem
igazolható, a szabály rezolválása sikeres lesz. Ellenkezo˝ esetben, ha túljutunk a vágás elo˝tti lite-
rálokon, a vágást követo˝ fail kényszerít ki visszalépést a vágásra, biztosítva ezzel a kudarcot
az egész partíció tekintetében. Innen következik, hogy a negálandó kifejezés ebben a formában
nem csupán egyetlen predikátum lehet, hanem:
¬A ≡ ¬(B1 ∧B2 ∧ . . . ∧Bn)
¬A ≡ ¬B1 ∨ ¬B2 ∨ . . . ∨ ¬Bn
ahol B1, B2, . . .Bn a vágás elo˝tt sorakozó literálok, esetünkben accomplished, valamint
¬A nem más mint notpassed.
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5. Induktív eljárások
Az induktív logikai programozás (ILP – Inductive Logical Programming) a már ismertetett
deduktív stratégiák (következtetési sémák egymásra épülo˝ használata) helyett, indukció (egye-
di információk általánosítása) segítségével dolgozik. Ez az általánosítás biztosít leheto˝séget
a tanulás folyamatának algoritmizálására. Hiszen a mesterséges intelligenciától épp azt vár-
juk, hogy oly módon értelmezze a korábbi tapasztalatait, melyet felhasználhat egy ismertetlen
szituációban, úgymond tanulva a múlt eseményeibo˝l legyen képes döntést hozni.
Az ILP feladata a logikai programozás kiterjesztése oly módon, hogy képes legyen közelí-
teni vagy megjósolni egy ismeretlen predikátum értékeit. Ehhez két eszköz áll rendelkezésére:
egyfelo˝l a predikátum értéke bizonyos esetekben (korábbi tapasztalatok1 nyomán) ismert, más-
felo˝l rendelkezésre áll a háttérismereteket (background knowledge) reprezentáló olyan – szintén
ismert definíciójú – szabályok halmaza, mely elemeit az indukció során a közelíto˝ predikátum
értékének meghatározásához felhasználhatjuk.
A FOIL algoritmus
Az egyik lehetséges megoldást a FOIL algoritmus jelenti. Létre kell hozni egy olyan sza-
bálysorozatot, ahol a szabályok feje a tanulni kívánt pozitív literál, és mely minden pozitív
példára (avagy tényekre) alkalmazva kielégíti a szabályt, ugyanakkor egyetlen negatív példára
sem teljesíti azt. Ehhez a következo˝ket kell tenni:
1. Specializáljuk az üres törzsu˝ szabályt (tényt) mindaddig, míg egyetlen negatív példára
sem teljesül a törzse, de valahány pozitív példát lefed. Vegyük ezt hozzá a szabálysoro-
zathoz.
2. Távolítsuk el a pozitív példák közül azokat, melyeket a megelo˝zo˝ szabálysorozat bármely
tagja lefed. A hátralevo˝ lépésekben már csak a maradékkal kell foglalkozni. Továbbra is
megtartjuk viszont a negatív példák mindegyikét.
1Predikátum esetében kétféle tapasztalatunk lehet: pozitív-, illetve negatív példa. Ezt a szakirodalom fogalmi
tanulásként emlegeti: [4], függvények esetén pedig felügyelt tanulásról beszélnénk.
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3. Ismételjük az elso˝ lépést mindaddig, amíg a pozitív példák el nem fogynak.
Az eljárás végén egy definit klózsorozathoz jutunk. Az algoritmus kulcsa a szabály speciali-
zációja a háttértudás felhasználásával, mely az aktuális klóz törzsének literállal történo˝ bo˝vítését
jelenti. A kiinduló üres törzsu˝ szabályunk feje különbözo˝ változókat tartalmaz. A szabály tör-
zsébe a specializáció során bekerülhetnek új változók, de legalább egynek már szerepelnie kell
a szabályban. Az eljárás eredményessége azon múlik, hogy mennyire sikerül jól megjósolni a
legkedvezo˝bb literált.
A példa kedvéért tegyük fel, hogy olyan predikátumot szeretnénk definiálni, mely megmu-
tatja, hogy mely tantárgyakat érdemes felvenni a következo˝ félévben: Favorizalt(x). Pozitív
példa természetesen minden olyan tantárgy, mely már teljesítésre került, negatív példának te-
kintheto˝ pedig mindaz, melynek teljesítésére már nem kerül sor (ilyen a teljesített sávba tartozó
tantárgy, hiszen ezekkel könnyen túlléphetjük a képzésben megadott maximális teljesítendo˝
kreditszámot, esetemben 330-at). Az elso˝ feladat, a háttértudást reprezentáló predikátumok
megadása. Ezek legyenek most a következo˝k:
• felveheto˝ tantárgy (azaz minden elo˝feltétele teljesített): Felveheto(x)
• kötelezo˝ tantárgy: Kotelezo(x)
• teljesítése a mintatantervben erre a félévre ajánlott: Ajanlott(x)
• közvetlen elo˝feltétele valamely tárgynak: Elofeltetele(x, y)
A példa az áttekintheto˝ség kedvéért kissé mesterkélt ugyan, de könnyen életszeru˝vé teheto˝,
hiszen számos objektív illetve szubjektív tulajdonság volna még definiálható.
Tegyük fel, hogy valamely félévben a következo˝ táblázatban található tárgyak vonatkozásá-
ban az alábbi döntéseket hoztuk:
A Favorizalt(x) predikátum értékeit a ⊕ (mint pozitív példa) illetve 	 (mint negatív példa)
szimbólumok jelölik. (5.1 táblázat) A táblázat utolsó oszlopának értékein az Elofeltetele(x, y)
fogalom alkalmazás során kialakítható maximális lánc hosszát értjük, mely a kérdéses tárggyal
indul. Például Elofeltetele(x, y) és Elofeltetele(y, z) esetén ez 2, ami praktikusan annyit jelent,
ha ezen a vonalon szeretnénk a tárgyakat teljesíteni (például z-t), akkor ehhez az elo˝feltételek
miatt legalább két félévre van szükség.
Az algoritmus indulólépése a Favorizalt(x)← klózból kiindulva (mely mint tény, kezdetben
mindegyik esetre teljesül) addig szu˝kíteni a fogalmat, míg az egyetlen negatív példát sem fed
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favorizált tantárgy felveheto˝ kötelezo˝ ajánlott elo˝feltétellánc
⊕ T1 igen igen nem 2
⊕ T2 igen nem igen 1
⊕ T3 igen nem nem 3
⊕ T4 igen nem igen 3
	 T5 nem igen nem 1
	 T6 nem igen igen 1
	 T7 nem nem igen 3
	 T8 igen nem nem 2
	 T9 igen nem igen 0
5.1. táblázat. Pozitív és negatív minták
le. Mivel egyetlen teljesítetlen elo˝feltétellel rendelkezo˝ tárgy sem veheto˝ fel, legyen az elso˝
fogalomspecializáció a következo˝:
Felveheto(x) ⊃ Favorizalt(x)
Ezzel T5, T6 és T7 negatív példákat sikeresen kizártuk, de az összes többi példát lefedi a sza-
bály. T8-al is végzünk, ha a mintatanterv szerint nem ajánlott tárgyakat is kiszu˝rjük a következo˝
képpen:
Felveheto(x) ∧ Ajanlott(x) ⊃ Favorizalt(x)
Az egyetlen negatív példa, mely esetén az implikációnk továbbra is igaz: T9, de mivel ez egyet-
len késo˝bbi tárgynak sem elo˝feltétele, a következo˝ kiegészítéssel már egy olyan szabályhoz
jutunk, mely valóban része lesz a tanult fogalomnak.
Felveheto(x) ∧ Ajanlott(x) ∧ Elofeltetele(x, y) ⊃ Favorizalt(x)
Ezen formula már T2 és T4 tárgyak esetében helyesen interpretálja a fogalmunkat, így ez a két
pozitív példa a továbbiakban nem fog szerepet játszani. Mego˝rizzük azonban negatív példáink
mindegyikét, így a táblázatunk 7 elemu˝re szu˝kül. Ekkor az algoritmust az 1. lépésnél folytatva
(épp úgy mint az imént) szu˝kítsünk a felveheto˝ tárgyak alapján, majd kötelezo˝k szerint. Ekkor
a következo˝ implikációt kapjuk:
Felveheto(x) ∧ Kotelezo(x) ⊃ Favorizalt(x)
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Ez az implikáció ismételten nem tesz eleget egyetlen negatív példának sem, teljesül azonban
T1 tárgyra, így az algoritmus második iterációjával is végeztünk. Az utolsó lépésre maradt
egyetlen pozitív példa: T3 tantárgy, és természetesen a táblázat utolsó öt sora. Ha a szokásos
módon csak a felveheto˝ tárgyakat tekintjük, azt vehetjük észre, hogy T3 az egyetlen, mely vi-
szonylag sok következménnyel rendelkezik (alapozó tárgy lehet), így az elo˝feltétellánc alapján
különböztetheto˝ meg a maradéktól.
Felveheto(x) ∧ Elofeltetele(x, y) ∧ Elofeltetele(y, z) ∧ Elofeltetele(z, v) ⊃ Favorizalt(x)
Most is sikerült kizárni minden negatív példát, és mivel a pozitívak is elfogytak, az algoritmus
végére értünk. A keletkezett három implikáció immár a Prolog szintaktikáját követve a követ-
kezo˝ partícióval foglalható össze (az eredmény nem szükségszeru˝en Horn klózok sorozata, de
jelen példánkban az átírás lehetséges):
favorizalt( X ) :- felveheto( X ), ajanlott( X ), elofeltetele( X, _ ).
favorizalt( X ) :- felveheto( X ), kotelezo( X ).
favorizalt( X ) :- felveheto( X ), elofeltetele( X, Y ),
elofeltetele( Y, Z ), elofeltetele( Z, _ ).
Mint már azt említettük, természetesen az algoritmus kimenete nagyban függ attól, hogy
milyen sorrendben válogattuk a literálokat a specializáció során. Bár lehetséges volna széles-
ségi, illetve mélységi kereso˝algoritmusok használata a döntéshozatalban, a FOIL algoritmus a
literál hozzáadás hasznosságát elo˝nymérték szerint osztályozza [4, 476. oldal]:
t ·
(
log2
p1
p1 + n1
− log2 p0
p0 + n0
)
ahol p0 és n0 a szabály által lefedett, míg p1 és n1 a választott literál hozzáadásával keletkezo˝
pozitív illetve negatív példák számát adja, t pedig a régi és új szabály által lefedett példák közti
átfedések száma.
A fogalmi tanulás segítségével el tudtuk érni, hogy (valamely korábbi félévben meghozott
döntéseink alapján) egy következteto˝ gép osztályozni tudja az újonnan teljesítheto˝vé vált (vagy
korábbról hátramaradt) tantárgyakat. A szabályzatszeru˝en – jól definiáltan – rendelkezésre álló
teljesítheto˝ségi fogalmat (melyet korábban többféleképp is elo˝állítottunk) egészítettük ki ez által
egy olyan eszközzel, mely épp azon adatokat sorolja elo˝re, melyre vélheto˝en valódi szükségünk
van. Ugyanez az eljárás kereso˝programokban is kiválóan alkalmazható. A nagymennyiségu˝
találat közül, a korábbi keresések során alkalmazott viselkedésünk szerint azon eredményeket
kapjuk elo˝ször, mely a kérdésünkre keresett legvalószínu˝bb válasz, így jó eséllyel lényegesen
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hamarabb jutunk el a kielégíto˝ eredményhez. Még csak azt sem kell elvárni, hogy a tanult
fogalom feltétlenül illeszkedjen a késo˝bbi szituációra, hisz ilyen esetben nem magát a döntés
meghozatalát ruházzuk át az automatizmusra, hanem az eredményes döntéshozatal támogatását
tu˝ztük ki célul. Jól látható, hogy erre a feladatra akár egy ilyen végtelenül egyszeru˝ példa is
alkalmas lehet.
Döntési fák
A gépi tanulás területén születo˝ eredmények felhasználását elso˝sorban a nagytömegu˝ adatok
feldolgozása kapcsán érhetjük tetten. A bankoknak illetve nagyvállalatoknak alapveto˝ gazdasá-
gi érdeke fu˝zo˝dik az ügyfelek, illetve partnerek viselkedésének elemzéséhez (kezdve a vásárlási
szokások tanulmányozásától a kockázatelemzésig). Ráadásul elegendo˝ apparátussal rendelkez-
nek az adatgyu˝jtésre és statisztikák készítésére. A rendelkezésre álló nagytömegu˝ információ
értelmezésében kulcsszerepet játszik az adatbányászat (data mining) valamint az információban
rejlo˝ tudás feltárása (knowledge discovery). Ezen feladatok hatékony megoldásához a döntési
fák indukcióján keresztül vezet az út.
A döntési fában minden út egy konjunkció-sorozat, ahol a nem levélcsomópontból kiinduló
él címkéje a csomópont által reprezentált attribútum2 értékére vonatkoztatott megszorítás. Ezen
megszorítások az attribútum lehetséges diszkrét értékeit tartalmazó halmaz diszjunkt részhal-
mazait definiálják úgy, hogy azt teljesen lefedjék. Az út végén található levélelem a konjunkció-
sorozat által definiált formulához rendelt logikai érték. Ha összegyu˝jtjük azon formulákat, me-
lyek igaz értéket kaptak, a belo˝lük képzett diszjunkció segítségével fogalom definíciót kapuk.
Ekkor a döntési fa tulajdonképpen egy diszjunktív normál formában adott kifejezést reprezen-
tál. Bár mindez ítéletlogikai eszközökön alapul, az iménti fogalomdefiníció is reprezentálható
döntési faként (5.1 ábra).
A döntési fa felépítésére több hatékony algoritmus létezik, például a C4.5 illetve elo˝dje,
az ID3 (Iterative Dichotomiser 3), melyek közül most az utóbbit ismertetjük. Az ID3 olyan
rekurzív algoritmus, mely tetszo˝leges osztályozás szerint képes felépíteni a döntési fát a meg-
adott példák alapján. (Jelen példánkban, a fogalmi tanulás során, – a logikai megközelítésnek
köszönheto˝en – az osztályozás abban merült ki, hogy a levélelemekhez logikai értéket rendel-
tünk – ezáltal két osztályt létrehozva –, bár maga az ID3 tetszo˝legesen sok osztály esetén is
2A döntési fát készíto˝ eljárások bemenete általában egy adatbázistáblában kap helyet, melynek sorai a példák.
Az attribútumok a tekintett adatbázistábla oszlopaiból adódnak, esetünkben a 5.1 táblázat fejléccímkéi (az elso˝t
kivéve) nevezik meg o˝ket.
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5.1. ábra. Döntési fa
használható.) A fa építésének rekurzívan ismétlo˝do˝ lépései informálisan a következo˝k (a precíz
algoritmus, illetve változatai megtalálhatók: [4], illetve [5]):
• Adott a minták egy halmaza. Amennyiben ez egyetlen osztály elemeinek részhalmaza
(példánkban mind pozitív vagy mind negatív minták) levélelemhez jutottunk, mely az
osztály nevét viseli.
• Ha ez nem teljesül, de vannak még fel nem dolgozott attribútumok, illetve minták, válasz-
tani kell egyet az iménti attribútumok közül (például: kötelezo˝), melybo˝l új csomópontot
készítünk. A csomópontból kiinduló élek az attribútum értékek szerint címkézésre kerül-
nek. A csomópont gyermekeinek meghatározására az élek mentén folytatjuk az eljárást a
minták élcímkéknek megfelelo˝ részhalmazával.
Az eljárás ero˝ssége az attribútum kiválasztás módjában rejlik (épp úgy, ahogy a FOIL al-
goritmusnál is kulcskérdés volt a választott literál). Az ID3 úgy választja meg az attribútumot,
hogy ezzel a leheto˝ legjobban csökkentse a mintahalmaz entrópiáját, mely a következo˝képp
adódik [5, 292. és 293. oldal]:
v∑
j=1
s1j + . . .+ smj
|S|
(
m∑
i=1
sij
|Sj| log2
(
sij
|Sj|
))
︸ ︷︷ ︸
az attribútum szerint várható információ
−
m∑
i=1
si
|S| log2
(
si
|S|
)
︸ ︷︷ ︸
várható információ
Induktív eljárások 34
ahol az S-el jelölt mintahalmaz v darab diszjunkt Si halmazra bontható a tekintett attribútum
szerint, ahol Si halmazban a j-edik osztályba tartozó elemek száma sij , illetve S halmazban sj ,
valamint összesenm darab osztályozás létezik. Ekkor a képlet az entrópia várható csökkenését
adja.
A cél az, hogy a leheto˝ legegyszeru˝bb döntési fát gyártsa le az algoritmus. Az ID3 algorit-
mus (habár létezik javított változata) hála az attribútum kiválasztási módszerének, mindezt elég
jól közelíti. Természetesen minél egyszeru˝bb maga a fa, az általa végzett osztályozás annál
gyorsabban végezheto˝ el.
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6. Összefoglalás
Az elso˝ lépés, melyet mintaalkalmazásunk implementálása felé tettünk, a támasztott kö-
vetelmények felsorolása volt, melynek kapcsán öt alapveto˝ kérdés megválaszolását tu˝ztük ki
célul. A különféle technikák fokozatos egymásra építésével egyto˝l-egyig minden kérdésre vá-
laszt találtunk. Ehhez a legtöbb esetben a matematikai logikát hívtuk segítségül, és végezetül a
deklaratív megközelítés, a tudásreprezentáció és rezolúciós logika alkalmazásán át eljutottunk
egészen az induktív logikai programozás néhány alapeszközének bemutatásához és egyben az
utolsó kérdéseink megválaszolásához.
Az egyes lépések folyamán mindvégig sikerült megadni a mintaalkalmazás által támasztott
kritériumokat kielégíto˝ kódrészleteket. Láthattuk, hogy ezek az alkalmazott technikában sokkal
tömörebben adhatók meg, és fo˝képp a feladatmegfogalmazásra koncentrálhatnak, így érzékelni
tudtuk a kifejezo˝ero˝ben megmutatkozó különbségeket. Mindeközben leheto˝ségünk nyílt bete-
kinteni a szakérto˝i rendszerek, valamint a logikai programozás szemléletmódjába.
Az induktív technikák olyan – a mesterséges intelligencia területéhez tartozó – kérdések
megválaszolását is leheto˝vé tették, melyek hagyományos eszközökkel történo˝ megoldása jóval
komplikáltabb, illetve egyenesen megvalósíthatatlan. Érzékelhettük, hogy milyen esetekben
érdemes az induktív eszközökhöz nyúlni. Tehát megállapítható, hogy a kitu˝zött célt elértük.
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Mellékletek
A következo˝ mellékletek a korábbi fejezetekben található kódrészletek értelmezéséhez ad-
nak segítséget.
Az XML reprezetnáció DTD-je
<!ENTITY % number ’CDATA’>
<!ELEMENT group (subject+)>
<!ATTLIST group
description CDATA #REQUIRED
required %number; #REQUIRED>
<!ELEMENT required EMPTY>
<!ATTLIST required
id NMTOKEN #REQUIRED>
<!ELEMENT subject (required*)>
<!ATTLIST subject
id ID #REQUIRED
credit NMTOKEN #REQUIRED
labour %number; ’0’
seminar %number; ’0’
lesson %number; ’0’
name CDATA #REQUIRED>
<!ELEMENT subjects (group+, index?)>
<!ELEMENT index (term*)>
<!ELEMENT term (exam*)>
<!ATTLIST term
date CDATA #REQUIRED>
<!ELEMENT exam EMPTY>
<!ATTLIST exam
subject NMTOKEN #REQUIRED
result (1|2|3|4|5) ’1’>
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Az átlagszámítás teljes XSL kódja
<xsl:template name="_average">
<xsl:param name="nodeset"/>
<xsl:param name="index"/>
<xsl:param name="credits"/>
<xsl:choose>
<xsl:when test="count($nodeset/exam) &lt; $index">
<xsl:variable
name="all"
select="sum(id($nodeset/exam/@subject)/@credit)"/>
<xsl:value-of select="round(($credits div $all)*100) div 100"/>
</xsl:when>
<xsl:otherwise>
<xsl:call-template name="_average">
<xsl:with-param name="nodeset" select="$nodeset"/>
<xsl:with-param name="index" select="$index + 1"/>
<xsl:with-param name="credits"
select="$credits +
id($nodeset/exam[position()=$index]/@subject)/@credit *
$nodeset/exam[position()=$index]/@result"/>
</xsl:call-template>
</xsl:otherwise>
</xsl:choose>
</xsl:template>
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Interaktivitás a CLIPS-ben
(defrule print_groups_in_order "Sorszámozva írja ki a sávokat"
?c <- ( counter ?num )
?gr <- ( group ?gnev ?gkrd $?others )
( group_done ?gnev ?gcount )
=>
( assert ( ugroup (+ ?num 1 ) ?gnev (- ?gkrd ?gcount ) $?others ) )
( assert ( counter (+ ?num 1 ) ) )
( printout t (+ ?num 1 ) ". " ?gnev " [" ?gcount "/" ?gkrd "] " crlf)
( retract ?gr )
( retract ?c )
)
(defrule print_groups_in_order_end "A sorszám beolvasása"
?c <- ( counter ?num )
( forall (group $?others) (nonsense) )
=>
( printout t "Valassza ki a legerdekesebb savot: " )
( bind ?sorszam (read) )
( assert ( rowin ?sorszam ) )
)
(defrule check_input
( rowin ?num )
( counter ?count )
( test ( and ( numberp ?num ) ( > ?num 0 ) ( <= ?num ?count ) ) )
( ugroup ?num ?nev $?info )
( not ( offer $?any ) )
=>
( printout t "Kiválasztva: " ?nev crlf)
( assert ( offer 0 ) )
)
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Felvenni érdemes tárgyak listája Prolog-ban
accomplished( Subject ) :-
exam( Subject, Result ),
Result > 1.
accomplished( Subject, Group ) :-
accomplished( Subject ),
subject( Subject, _, Group, _, _).
notpassed( Subject ) :-
exam( Subject, Result ),
Result > 1,
!,
fail.
notpassed( Subject ).
passed( [] ).
passed( [Subject|Subjects] ) :-
accomplished( Subject ),
passed( Subjects ).
countCredit( [], Credits, Credits ).
countCredit( [Subject|Subjects], C1, C2 ) :-
subject( Subject, Credit, _, _, _),
Sum is C1+Credit,
countCredit( Subjects, Sum, C2).
incomplete( Group ) :-
findall( Subject, accomplished(Subject,Group), Subjects ),
countCredit( Subjects, 0, AllCredit ),
group( Group, _, MinCredit ),
MinCredit > AllCredit.
offer( Subject ) :-
subject( Subject, _, Group, Name, Requires ),
passed( Requires ),
notpassed( Subject ),
incomplete( Group ),
write( Name ), nl.
start() :- offer(_), fail.
