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Abstract
The proliferation of e-commerce has enabled a new set
of applications that allow globally distributed pur-
chasing of commodities such as books, CDs, travel
tickets, etc., over the Internet. These commodities can
be represented on line by tokens, which can be distrib-
uted among servers to enhance the performance and
availability of such applications. There are two main
approaches for distributing such tokens   replication
and partitioning. Token replication requires expensive
distributed synchronization protocols to provide data
consistency, and is subject to both high latency and
blocking in case of network partitions. On the other
hand, token partitioning allows many transactions to
execute locally without any global synchronization,
which results in low latency and immunity against ne -
work partitions.
In this paper, we examine the Data-Value Partitioning
(DVP) approach to token-based commodity distribu-
tion. We propose novel DVP strategies that vary in the
way they redistribute tokens among the servers of the
system. Using a detailed simulation model and real
Internet message traces, we investigate the perform-
ance of our DVP strategies by comparing them against
a previously proposed scheme, Generalized Site Es-
crow (GSE), which is based on replication and escrow
transactions. Our experiments demonstrate that, for the
types of applications and environment we address,
replication-based approaches are neither necessary
nor desirable, as they inherently require quorum syn-
chronization to maintain consistency. We show that
DVP, primarily due to its ability to provide high server
autonomy, performs favorably in all cases studied.
1 Introduction
The proliferation of e-commerce and widespread ac-
cess to the WWW have enabled a new set of applica-
tions that allow globally distributed purchasing of
commodities and merchandise such as books, CDs,
travel tickets, etc., over the Internet. Companies, such
as Amazon.com, Expedia, etc., that support these typ s
of applications are drastically increasing in number and
scale. As these applications become more popular,
centralized implementations will fall short of meeting
their latency, scalability, and availability demands,
thereby requiring distributed solutions.  Conventioal
distributed implementations, however, are also not vi-
able for these applications: they inherently require tight
global synchronization, and, thus, break down in envi-
ronments where the nature of the communications me-
dium is failure-prone and unpredictable.
More effective distributed solutions can be realized
by exploiting two important characteristics of these
applications: First, they involve a set of commodity
types with a limited inventory (e.g., the latest CD of
Eminem, economy class tickets for a particular flight,
etc.). Second, the operations of interest on these it ms
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typically involve incremental updates (e.g., buying two
economy tickets for a flight). It is, therefore, possible
to achieve distribution by using tokens to represent the
instances of commodities for sale. Previous work (e.g.,
[5, 7, 11]) exploited the notion of tokens to enable
high-volume transaction processing for distributed r -
source allocation applications.
There are two fundamentally different approaches
for distributing tokens   replication and partitioning.
Token replication requires expensive distributed syn-
chronization protocols to provide data consistency, and
is subject to both high latency and blocking in case of
network partitions or long delays in communications
between groups of sites (which are indistinguishable
from network partitions). Token partitioning allows
many transactions to execute locally without any globa
synchronization, which results in low latency and im-
munity against network partitions. The effectiveness of
token partitioning, however, relies on token redistribu-
tion techniques that allow dynamic migration of tokens
to the servers where they are needed.
In this paper, we examine the Data-Value Parti-
tioning (DVP) [11] approach to token-based commod-
ity distribution. We propose novel DVP strategies that
vary in the way they redistribute tokens across the
servers of the system. Using a detailed simulation
model and real Internet message traces, we investigate
the performance of our DVP redistribution strategies
by comparing them against a previously proposed
scheme, Generalized Site Escrow (GSE) [7], which is
based on replication and escrow transactions [10]. GSE
generalizes previous escrow algorithms for replicated
databases, providing higher server autonomy and
throughput.
The main contributions of the paper are twofold:
First, we extend the previous work on DVP by pro-
posing new token redistribution strategies and evalu-
ating their performance under a range of workload sce-
narios.  Second, although the basic approaches, DVP
and GSE, were both developed a number of years ago,
this paper is the first to directly compare their pe form-
ance. Thus, this paper provides valuable insight into
the fundamental tradeoffs between partitioning and
replication for the increasingly important problem of
token-based commodity distribution.
The remainder of the paper is organized as follows.
In Section 2, we briefly describe the system model and
the base GSE and DVP algorithms. In Section 3, we
propose several token redistribution strategies for DVP.
We describe the experimental environment and meth-
odology in Section 5 and present our experimental re-
sults in Section 6. Finally, we discuss related work in
Section 7 and offer concluding remarks in Section 8.
2 Overview of token partitioning
In this section, we first define our system model. We
then briefly give an overview of the basic DVP algo-
rithm. For brevity, we leave aside many significant
properties such as recovery and concurrency control,
focusing mostly on the performance-related issues.
Details of DVP can be found [11].
2.1 System model
Our reference system model, illustrated in Figure 1,
consists of a set of servers and clients that communi-
cate via message exchange over a wide-area network.
We assume, for simplicity of exposition, that the sys-
tem stores a single commodity with a limited number
of indistinguishable instances and we represent each
such instance with a single token.
Through a web-based interface, clients submit
transactions that allocate tokens or return (i.e., deallo-
cate) tokens that have previously been allocated.
Therefore, the types of transactions that we model in-
volve incremental updates to a data item, avail, which
denotes the number of tokens globally available in the
system. We also assume, without loss of generality,
that there is a lower-bound constraint on avail: the
system must ensure that vail does not become nega-
tive at any time (e.g., tickets for a particular show
should not be oversold). Therefore, all token return
transactions can potentially commit (as they cannot
violate the lower-bound constraint), whereas only some

















• period/aperiodic state info.
client-server:
• commodity request/response
Figure 1: System model
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2.2 The DVP approach to token partitioning
DVP [11] is a non-traditional approach for representing
and distributing data. It essentially applies to data items
that can be partitioned into smaller pieces such that the
pieces can also be regarded as instances of the original
data item. The same operators that apply to the original
item should also apply to the pieces (e.g., increment,
decrement, set to zero, etc.).
The basic idea underlying DVP is to split up the
values of database items and store each of the constitu-
ent values (i.e., tokens) at different servers. Transac-
tions are then executed locally at each server using the
tokens locally available at that server. Only in the event
that the number of tokens locally available is insuffi-
cient to execute the transaction, the server makes re-
quests to other servers only to b rrow some their to-
kens. If responses from other servers fail to arrive for
any reason within a specified timeout period, the trans-
action is aborted. Tokens are locked before being ac-
cessed, however, only at the server where they reside,
i.e., no lock requests are made to other servers. The
basic DVP algorithm is presented in Figure 2. We refer
to the number of tokens available at si as toki. The
number of tokens required to execute transaction t is
req(t), which is a negative value if t is a return transac-
tion.
DVP is a fully decentralized scheme that does not
require global synchronization. Due to its non-blocking
behavior, it is immune to network partitions, and is
thus particularly well-suited for environments with
unpredictable and failure-prone communications (e.g.,
many servers on the Internet) due to the high server
autonomy it enables.
3 Token redistribution strategies
Token partitioning enables servers to execute transac-
tions locally as long as they have sufficient tokens.
When a server cannot execute a transaction locally due
to insufficient number of tokens, it must be able to lo-
cate tokens available at other servers and acquire them
in a timely fashion in order to continue transaction exe-
cution. The performance of DVP relies upon how ef-
fectively this token redistribution among servers is
accomplished. The main questions that a token redis-
tribution strategy needs to answer are:
1. when to request tokens,
2. which servers to request tokens from, and
3. how many tokens to request.
It is possible to construct a cost function with a set
of constraints and solve it to find the optimal token
redistribution. Unfortunately, not only it is difficult to
construct a realistic cost function due to the dynamic,
distributed nature of the system, and the fact thato-
kens are perishable resources (i.e., they cease to exist
after being used), but also it is long known that even
simpler formulations of the problem are NP-hard [4, 5].
Since optimal solutions are impractical, we focus on
heuristics-based solutions in the rest of the paper. In
particular we avoid global strategies that require tight
synchronization, and concentrate only on decentralized
strategies that make progress using only pair-wise syn-
chronization. Note that previous work on DVP [11]
focused on the basic features of partitioning and ig-
nored token redistribution issues.
 In the rest of the section, we describe several token
redistribution strategies. We refer to the number of
tokens requested by sb from sl as req(sb, sl), the number
of tokens returned by  sl to sb as resp(sl, sb).
3.1 Random redistribution
We begin by describing our baseline strategy, BASIC.
In this strategy, the borrower contacts a lender server,
which the borrower picks randomly, and requests the
exact number of tokens needed:
( , ) ( )b l breq s s req t tok= −
If sb does not receive the entire amount it needs, it then
randomly chooses another lender server and requests
the remaining amount. The lender computes the return
amount as:
( , ), ( , ) ;
( , )
, .
b l b l l
l b
l






The messages exchanged among servers are minimal,
and only include token requests and responses.
3.2 Token count-based redistribution
The BASIC strategy makes blind redistribution deci-
sions, since it does not maintain or utilize any informa-
tion about the states of other servers. The SMART
Borrower server sb:
1. Lock tokb.
2. If tokb < req(t)
 borrow_tokens()
            /* borrow_tokens() gathers tokens
                from other sites and updates
                tokb as it receives tokens. */
3. Wait until tokb ≥ req(t) or timeout.
4. If timeout
5.     Abort; unlock tokb; and exit.
6. Set tokb = tokb – req(t).
7. Commit; and unlock tokb.
Lender server sl:
1. Lock tokl.
2. Calculate the number of tokens,
resp(sl, sb), 0 ≤ resp(sl, sb)≤ tokl, to be lent to sb;
Send resp(sl, sb) tokens to sb;
Set tokl = tokl –resp(sl, sb);
3. Unlock tokl.
Figure 2: The Generic DVP algorithm
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strategy attempts to make more intelligent decisions by
incorporating knowledge of the token counts at other
servers into this decision process.
The state maintained by a server si is basically a to-
ken table (tt) that stores an estimate of the number of




i is the token count at sj at logical time tstam-
pj
i, j=1…n, and n is the number of servers.
SMART makes more intelligent redistribution deci-
sions at the expense of maintaining and disseminating
token count information. Servers disseminate token
count information using piggybacking and broadcast-
ing. Each server, when sending a message to another
server, also incorporates its token table into the mes-
sage. In addition to this piggybacking, servers broad-
cast their states to other servers at the following critical
points:
1. when the number of tokens available at a server
becomes less than a certain threshold value   so
that servers with fewer tokens can be differentiated
from the ones with many more tokens;
2. when a server runs out of tokens   so that other
servers do not make token requests to this server
anymore, and;
3. when tokens are returned at a server that previ-
ously had run out of tokens   so that other servers
may resume requesting tokens from this server.
A server si updates its token table when si commits a
transaction t:
( )i ii itok tok req t= − and 1
i i
i itstamp tstamp= +
and, when si receives a token table from server sk, k≠i:
i k
j jtok tok=  and ,
i k k i
j j j jtstamp tstamp if tstamp tstamp= >
1... ,j n j i∀ = ≠ .
A borrower server, sb, consults its state table when
choosing a lender server. It (rank) orders the servers
according to their token counts. The lender servers are
then chosen based on their ranks: at each step, a mini-
mal set of lenders, L, that together have a sufficient
number of tokens is chosen as lenders. Formally,
{ }bL S s∈ − is chosen such that:
( )bl b
l L
tok req t tok
∈
≥ −∑ , and
. . { }, ( ) ,bb l b
l L
L s t L S s tok req t tok and L L
′∈
′ ′ ′¬∃ ⊆ − ≥ − <∑
 where S is the set of all servers (see Section 6.3.2 for
the other lender selection schemes). The borrower then
contacts the lenders in parallel, without waiting for
replies. The borrower makes a pessimistic assumption
about the availability of tokens at lender servers and
requests req(t)-toki tokens from each lender. If the es-
timated token count of a server is zero, then that server
is not contacted at all. The redistribution at a lend r
proceeds similar to that in the BASIC case.
3.3 Token demand-based redistribution
In the previous strategies, token redistribution occurs
as the result of a token request, which is initiated only
when the borrower has insufficient tokens to execut a
transaction successfully. The SHARE/PREFETCH
strategy, on the other hand, continually redistribues
tokens across servers based on the token request rat
at each server. Such a demand-based redistribution is
likely to be beneficial especially when there is a kew
in server workloads.
Each server maintains a simple token request rate
value, rr j, for each server sj, j=1…n. This value indi-
cates the number of tokens requested from a particular
server during a certain period of time. Each server up-
dates its own request rate value and disseminate it
along with its token table using piggybacking and
broadcasting as described before.
SHARE/PRETECH employs two key techniques
that utilize request rate values of the servers:
1.  Token sharing refers to the redistribution of tokens
based on the token request rates as observed by the
involved servers. The borrower server sb sends its to-
ken request rate, rrb, along with its token request. The
lender server sl computes the number of tokens that it
should share with sb as:
( , ) bl b l
b l
rr
share s s c tok
rr rr
 
= ⋅ ⋅ + 
aiming to achieve a balanced token redistribution ac-
cording to relative request rates (where c is the sharing
constant). Server sl then returns:
( , ), ( , ) ( , );




l b l b b l




share s s if share s s req s s
req s s if share s s req s s and
resp s s
tok req s s
tok otherwise
≥
 <=  ≥

2. Token prefetching refers to the periodic, request rate-
based redistribution of tokens in the background. Pre-
fetching can potentially eliminate the need to search for
tokens as part of transaction execution, thereby reduc-
ing response time and increasing availability. Periodi-
cally, each server contacts every other server in some
prefixed order (in the background). When si contacts sj,
the tokens available at si and sj are redistributed among
the two servers as follows:





 ′ = + ⋅ 
+  
          ( )j i j itok tok tok tok′ ′= + −
where itok ′ and jtok ′ are the respective token counts at si
and sj after redistribution.
Although the token redistribution mechanism we
described operates in a pair-wise fashion and uses only
the information that is available at the two servers re-
distributing their tokens, it is quite robust in tha  it in-
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crementally migrates the existing lobal token distri-
bution in the system to match the global relative re-
quest rate distribution. Furthermore, we experimentally
proved that, using this pair-wise mechanism, any ex-
isting token distribution converges to any desired
global distribution exponentially fast. Figure 3 demon-
strates this exponential convergence by plotting the
number of pair-wise token exchanges (between ran-
domly selected servers) versus the sum of errors be-
tween the global target token distribution and the ex-
isting token distribution (averaged over 1000 randomly
selected target and initial token distributions for a sys-
tem with 100 servers). A similar pair-wise exchange
mechanism has been proposed [2] in the context of
Deno, an object replication system based on an epi-
demic weighted-voting protocol, in order to migrate
existing weight distributions to target weight distribu-
tions.
3.4 Primary-based, hybrid redistribution
Our preliminary experiments revealed that, as the
number of tokens in the system decreases, it becomes
increasingly harder to locate and gather the necessary
number of tokens in a distributed fashion. Borrower
servers typically make several unsuccessful attempts
until they are able to gather the tokens they need. Even
though there might be sufficient tokens globally avail-
able in the system, identifying the servers that have the
tokens can be very costly, especially if the system con-
sists of many servers. In such cases, transaction execu-
tion costs can become so high that the performance
benefits of using a distributed system may be over-
shadowed.
The PRIMARY strategy attempts to add the benefits
of using a centralized model for situations where only a
small number of tokens remain in the system. The sys-
tem operates in regular, decentralized mode (using the
SMART strategy) as long as the number of tokens
available is above a fixed threshold value, but switches
to a centralized mode of operation when the total num-
ber of tokens drops below this threshold.
In this strategy, each commodity is assigned a pri-
mary server that is responsible for satisfying all the
requests involving the tokens of a particular commod-
ity when the system operates in the centralized mode.
Each server continuously observes the global number
of available tokens for the commodities for which it
serves as the primary.
If the number of tokens drops below a particular
callback threshold value, the corresponding primary
initiates the switch to the centralized mode by broad-
casting callback messages. Each server, having re-
ceived a callback message for a commodity, sends all
the tokens of that commodity to the primary. After the
callback, the primary executes all requests involving
that commodity locally. When a non-primary receives
a token request after a callback, it simply forwards the
request to the primary, which executes the request and
returns the result back to the client.1
If the number of tokens later increases above the
callback threshold, the system switches back to its de-
centralized operation: the primary redistributes the o-
kens it has to other servers (uniformly or depending o
its knowledge of the request rates at servers).
4 Algorithms for token replication
We now briefly describe the Generalized Site Escrow
(GSE) scheme [7], an efficient replication scheme
based on escrow transactions [10], as the representative
replication-based approach to distributed token mainte-
nance.
In GSE, the number of tokens available in the sys-
tem, referred to as avail, is replicated at all servers.
The escrow quantity at si, which represents the number
of tokens that si can dispense without contacting other







where availi is si’s view of avail, and n is the number
of servers. Each server periodically broadcasts the to-
ken allocations it performed to limit the extent to which
views of avail is out-of-date. The escrow quantity as
each server, therefore, dynamically decreases as tokens
are allocated. Each server estimates the escrow quanti-
ties at other servers, which are then used to replenish
its own escrow quantity and allocate tokens without
contacting other servers, if possible.
In order to implement this scheme, GSE relies on:
(1) gossip messages, which are periodic background
                                                          
1 An alternative model, which assumes the existence of a set
of forwarding agents, such as cluster DNSs that translate
logical names into the IP-addresses of one of the servers [3],
enables client requests to be submitted directly to the corre-
sponding primary. This latter model eliminates the (useless)
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Figure 3: Incrementally converging to global target token
distributions via pair-wise token exchanges
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messages that include the token allocations known by
the sender server, in order to limit the global token
allocations unknown to a server, and; (2) quorum
locking to limit the number of token allocations that
can be performed concurrently at the quorum servers.
A server si can perform token allocations as long as
esi, which si updates dynamically it allocates tokens
and receives gossip messages, is large enough. In case
esi is not sufficient, si needs to contact other servers
and form a synchronous quorum of servers such that
the combined escrow quantities of the quorum servers
are enough to execute the transaction. Forming a quo-
rum of servers involves remotely locking the avail val-
ues at the quorum servers by sending lock/unlock mes-
sages. Such remote locking involving multiple servers,
as our results will demonstrate, is relatively expensive
to perform in wide-area and is the main performance
bottleneck of replication-based approaches such as
GSE.
Figure 4 depicts the basic GSE algorithm. Initially,
only si is in the quorum of t (denoted by Qt). Step 2
computes the escrow quantity esi. The tight synchroni-
zation among the servers in Qt enables si to use the
escrow quantities of the other servers in Qt. Since si is
not up-to-date regarding the token allocations per-
formed by the other servers in the system, it, thus,
makes a conservative estimate regarding its escrow
size. Server si makes this estimate by placing an upper
bound on the escrow values assumed by non-quorum
servers; thereby guaranteeing that simultaneous token
allocations do not cause a lower-bound constraint vio-
lation. In order to make this estimate, si computes Ui,
which denotes the set of token allocation transactions u
such that tu is known to si, and si is not sure that u is
known to all the non-quorum servers. The sum




req t req t
∈
+ ∑
provides an upper bound on the number of token allo-
cations that might be unknown to non-quorum servers.
The inequality in Step 4 checks whether all but (at
most) the last esi – req(t) allocations known to si are
known to all the non-quorum servers. If this inequality
evaluates to true, it means that esi is insufficient; addi-
tional servers need to be added to Qt. This is accom-
plished by making (remote) lock requests to involved
servers regarding their views of avail, availj for sj).
During this locking phase, the views of avail at the
quorum servers are synchronized (i.e., the avail values
at the quorum servers become equal). If esi is still not
sufficient and all servers are already in the quorum
(Step 4), the transaction is aborted. If esi is sufficient,
the execution of t can proceed.
After all the necessary updates and logging are per-
formed, t commits and all local and remote locks are
released. It is important to emphasize that the perform-
ance of GSE heavily depends on how up-to-date each
server is regarding the global token allocations per-
formed and the cost of synchronization among servers
5 Experimental environment
5.1 Simulation model
In order to evaluate the performance of GSE and the
DVP strategies, we implemented a detailed simulation
model using CSIM [1]. The model consists of compo-
nents that model a distributed set of servers, a popula-
tion of clients making commodity requests, and com-
munication latencies among servers.
5.1.1 Server module
 The server module is responsible for executing client
transactions using either DVP or GSE. It consists of:
•  a resource manager, which schedules the CPU
and disk  (using a non-preemptive FIFO policy);
•  a buffer manager, which handles transfer of data
between the disk and buffer;
•  a communication manager, which handles the
passing of messages to and from the network
module using a queue to implement ordered mes-
sage retrieval and processing. Every message sent
or received by the server is charged a fixed CPU
cost, specified in terms of the number of instruc-
tions executed. No per-message-byte cost is mod-
eled since we assume the use of short, fixed-sized
control messages; and
•  a transaction manager, which coordinates the
execution of transactions.
We now describe the transaction manager in more de-
tail. The transaction manager consists of several com-
ponents. One component is the lock manager, which
handles all locking associated with a given concurrency
protocol. Deadlocks are handled using a timeout
mechanism. The transaction manager also contains
several algorithm-specific components. The escrow
manager maintains all necessary information and
makes all the quorum-based decisions when modeling
the GSE algorithm. It also contains a gossip manager
component that coordinates the sending of gossip mes-
1. Lock availi and set Qt={ si}.
2. Set esi=  availi / n ∗   Qt  .
3. Compute Ui.







             If   Qt <  n
                 Lock availj of a server sj∉ Qt and add sj to Qt
                 Goto Step 2.
             Else abort; and for all sj∈ Qt, unlock availj.
5. Perform requisite updates
6. Commit; and for sj∈ Qt, unlock availj
Figure 4: The GSE algorithm implemented by si to
execute transaction t
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sages to other servers. The other algorithm-specific
component is the DVP manager, which is responsible
for implementing the redistribution strategies that we
described. The DVP manager also contains a gossip
manager component that is responsible for dissemi-
nating state information via message exchange. Every
message sent or received by a server is charged a fixed
CPU cost. No per-message-byte cost is modeled since
we assume the use of short, fixed-sized control mes-
sages.
5.1.2 Client transaction generator module
The client transaction generator models a population
of clients submitting transactions to the system. The
model generates transactions using exponential inter-
arrival times and submits them to the network module
for delivery to a server.
We model the transactions based on common char-
acteristics of wide-area commodity distribution appli-
cations we discussed in Section 1. A client request in-
volves a single commodity2 with a specific number of
tokens (e.g., buying two tickets for a particular show).
Infrequently, the tokens obtained from the system are
returned (e.g., the return of a book, cancellation of a
ticket).  The transactions we generate, therefore, sp c-
ify a particular commodity and a value indicating the
number of tokens requested of that commodity.
The commodity to be requested is selected uni-
formly among all the commodities in the database, and
the number of tokens to request is chosen uniformly
from a given interval. Each successfully executed
transaction potentially has a return transaction that
returns the tokens obtained by the original transaction.
A return transaction is submitted to the system with a
given probability. Return transactions, if submitted, are
issued by the client that previously submitted the corre-
sponding allocation transaction.
5.1.3 Network module
The network module models Internet communication
latencies among the servers. Rather than using a syn-
thetic model to generate communication latencies and
inject certain failure modes (e.g., message losses, n t-
work partitions, etc.), we sampled messaging latencies
over the Internet. For a period of three days, we con-
tinuously collected traces of pair-wise ICMP (i.e.,
ping) message exchange among four servers, which are
located at College Park (Maryland), Murray Hill (New
Jersey), Lexington (Kentucky) and Santa Barbara
(California).
The traces were then formatted into lists whose en-
tries are the latencies of each message exchange or an
                                                          
2 We do not investigate transactions that involve multi-
ple commodities in this work. Although it is straight-
forward to generalize the algorithms for that case, such
a generalization is beyond the scope of this paper.
indication that the message was lost (approximately 2%
of the messages were lost).
The server-server traces are used to drive the net-
work component of the simulations as follows.  At the
beginning of a simulation run, one trace is randomly
(uniformly) chosen for each pair of servers, and one
entry is selected randomly (uniformly) on each trace s
a starting point. Whenever a server sends a message to
another server, the current latency value for the corre-
sponding trace is read and the current entry is incre-
mented. The message is delayed by this latency value
and then inserted into the message queue of the desti-
nation server. If the entry indicates a message loss, then
the message is re-sent after a timeout period of 200 ms
(twice the average round-trip time between any pairof
servers).
In order to model the communication latencies be-
tween servers and clients, we used a similar approach.
We used client machines whose IP addresses were ob-
tained from the web-server traces of a large telecom-
munications company. We chose 400 machines that
were scattered over the Internet. We sent control mes-
sages from our four servers to these clients for a period
of three days, and logged the latency values observed.
The communication between the clients and the servers
consists of a short client message that includes th
transaction requested and a short response message
from the server indicating the result of the transaction
submitted. Thus, the sampled latencies can reasonably
be used in modeling the client-server communication in
our environment. The use of a client-server trace is
similar to that described above for the server-server
case.
The use of wide-area ICMP traces as described is a
reasonable technique for our purposes, since (a) our
Parameter Setting Parameter Setting
Number of
servers




200 (ms) Number of tokens 200
Remote lock
timeout
500 (ms) Number of clients 400
















































Table 1: Primary experimental parameters and
default settings
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model consists of servers communicating via message
exchange over a wide-area network, and (b) the proto-
cols we study only require the transfer of control mes-
sages but not any data messages. Table 1 shows the
main simulation parameters and their default settings.
5.2 Methodology
All the results reported in the following section are the
averaged results of ten independent simulation runs.
For each set of runs, the same set of ten workloads (i.e.,
the same clients submitting the same requests at the
same time) are used when comparing different ap-
proaches to ensure fairness. The only factor that results
in different loads for the different approaches is the
existence of return transactions. Since the scheduling
of a return transaction is dependent on whether or not
the corresponding allocation transaction commits, dif-
ferent approaches will typically see different retun
transactions. In particular, the higher the commit rate
for an approach, the more return transactions that ap-
proach will observe.
Note that there are two reasons why a transaction
may not commit in our environment. First, a transac-
tion may timeout waiting for a local or remote lock and
abort. Second, either there may not be sufficient tokens
in the system to execute the transaction successfully or
there may be sufficient tokens but the system may not
be able to locate them in a timely manner.
6 Performance experiments and results
This section present the results of our performance
experiments comparing our DVP strategies and the
(extended) GSE approach. We first discuss two modi-
fications to the basic GSE approach. Both modifica-
tions significantly improved the performance of GSE in
our experiments.
The first modification addresses the parallel locking
of the quorum servers.  As suggested in [7], rather t an
requiring each server to construct a quorum sequen-
tially, it is possible to estimate an initial quorum size
and lock the quorum servers in parallel. If the quorum
needs to be enlarged, a new set of non-quorum server
are added to the quorum and locked in parallel. The
details about quorum size estimation can be found in
[7].
The second modification involves the use of back-
ground messages. Recall that the performance of GSE
depends heavily on the extent to which servers are up-
to-date regarding the token allocations performed in the
system. In the basic GSE approach, servers periodically
broadcast their states to the other servers. In order to
ensure that servers have the most up-to-date informa-
tion possible, we modified the algorithm so that these
background messages are sent whenever an update is
committed.  When a server receives such an update
notification, it also notifies the other servers that it is
aware of that update. While this approach is not likely
to be practical for a real implementation, it improves
the performance of GSE in our experiments because
(1) the messages are sent in the background, not in the
critical path of updates and (2) the messages are all
short control messages.  Thus, the messages have little
or no negative impact on update performance, while
providing the benefit of up-to-date information to all of
the servers3.  By implementing this aperiodic strategy,
we give GSE an unfair advantage over DVP, which
uses far fewer messages for disseminating state infor-
mation, for the purposes of these experiments.
6.1 Basic performance
The graphs we present in this section demonstrate how
the performance changes over time. As to be expected,
the performance of all the approaches becomes worse
as the number of tokens globally available in the sys-
tem decreases. Most of the measurements shown are
cumulative measures.  For example, the response time
                                                          
3 We also experimented with increasing the fre-
quency of the periodic messages of the basic GSE ap-
proach. The results showed, however, that for this envi-
ronment, the aperiodic approach provides better per-
































Figure 5: Number of committed transactions






























Figure 6: Mean response time
uniform, 10 servers, 100 trans/s
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value that is plotted at time 10,000 ms is the mean of
the response times for all transactions that have com-
mitted in the first 10 (simulated) seconds of the ex-
periment. Whenever insightful, we also present in-
stantaneous results that depict the performance of the
approaches during a certain execution window. In all
the experiments, we fix the number of servers at 10 and
the mean inter-arrival time for client transactions at 10
ms. At this inter-arrival rate, all of the approaches
demonstrate stable behavior.
6.1.1 Uniform workload
We now show the results of the algorithms under a
uniform workload where the transaction requests are
uniformly distributed across servers (i.e., θ =0).
Figure 5 presents num-commits, the number of com-
mitted transactions, by GSE and the DVP strategies.
The figure reveals that the DVP strategies deliver a
significantly higher num-commits than GSE does. For
all the DVP strategies, num-commits initially increases
rapidly. With each committed allocation transaction,
however, avail, the number of tokens globally avail-
able, decreases. num-commits, then, settles down as
very few transactions can commit due to a lack of to-
kens in the system. The differences among different
DVP approaches here are not significant. Figure 6
shows the complementary resp-time, mean response
time, results. All the DVP strategies, except BASIC,
outperform GSE throughout the entire execution range.
These DVP variants manage to keep their r sp-time
quite low, whereas the performance of GSE deterio-
rates quickly after several hundred transactions are
executed. The resp-time of BASIC drastically increases
as avail decreases since it selects the lender servers
randomly and cannot tell whether a server has any to-
kens or not. The other DVP strategies do not suffer
from the same problem, achieving much better resp-
time values.
The GSE approach, as explained in Section 4, oper-
ates by forming a quorum of servers. It therefore re-
quires tight synchronization among the quorum servers.
Such synchronization turns out to be quite costly in a
wide-area environment. The DVP approaches, how-
ever, do not require synchronization: they can continue
executing transactions locally as long as they have suf-
ficient tokens at their disposal. Even in the case wh n a
server runs out of sufficient tokens and has to make
requests to other servers, it never has to communicate
synchronously with multiple servers.
In order to gain more insight, we present the in-
stantaneous num-commits results for GSE, PRIMARY,
and  SHARE/PREFETCH in Figure 7. Each point repre-
sents the number of committed transactions during a
time window (of length 30,000 ms) that is centered at
the time value on the x-axis. This figure, in contras  to
Figure 5 that demonstrates the cumulative behavior of
the system over time, presents the number of transac-
tions committed during certain execution periods. Ini-
tially, num-commits for the DVP approaches are sig-
nificantly larger than that of GSE. As avail decreases
rapidly, num-commits also decreases. After about 150
seconds, GSE is able to commit more transactions than
the DVP approaches. This is because, during that exe-
cution range, avail for the DVP approaches is much
smaller than avail for GSE, making it (relatively) more

































Figure 7: Number of committed trans. (instantaneous)



























Figure 8: Mean response time (instantaneous) 




























Figure 9: Number of messages sent
uniform, 10 servers, 100 trans/s
10
tions. Eventually, num-commits for the DVP ap-
proaches drop close to zero, as avail goes to zero. At
the end of the execution range shown, avail is still high
for GSE, so GSE can still continue to commit transac-
tions.
Corresponding instantaneous resp-time results are
shown in Figure 8. The figure demonstrates that both
DVP strategies deliver better response times than GSE
during all execution periods. Note the difference be-
tween the shapes of the r sp-time curves of GSE and
the DVP approaches.  The r sp-time of the DVP ap-
proaches initially increases as the number of localy
available tokens decreases, reaching a peak. The resp-
time values then begin to decrease as num-commits
decrease and avail becomes so small that most of the
transactions that commit are local ones (which have
low response times). It can be seen that PRIMARY
performs slightly better than SHARE/PREFETCH. The
resp-time for GSE, however, increases gradually as the
quorum sizes increase with decreasing avail.
A closer look at the raw results clearly demonstrates
the fundamental drawbacks of GSE: (1) GSE cannot
execute as many transactions locally as DVP ap-
proaches do, and (2) the size of the quorum that a
server has to form also increases as avail decreases.
GSE, therefore, not only has to contact other servers
most of the time, but also has to lock more and more
servers as avail decreases, aggravating its inefficiency.
The mean quorum size for GSE, which is the average
number of quorum servers per transaction, is 1.1 in the
initial 10 seconds, 2.1 in the period of [90,100] sec-
onds, and 3.7 in the period of [190,200] seconds. An-
other problem of GSE is its high abort rate, which o -
curs mainly due to timeout in lock waits. Lock waits
tend to become a serious problem in a wide-area sys-
tem as the communication latencies are unpredictable.
DVP approaches, on the other hand, can execute
transactions locally most of the time, achieving hiher
commit rates and lower response times by avoiding
latencies and delays typically encountered during inter-
server communication.
Figure 9 presents num-msgs, the number of messages
sent, for all of the approaches studied here. Note that
this metric includes all messages exchanged during the
operation of the system. GSE sends a large number of
messages compared to the DVP strategies. Even with
this large volume of gossiping among servers, GSE
cannot perform comparably to DVP. BASIC initially
sends fewer messages than the other DVP strategies, as
it does not disseminate state information. As avail de-
creases, however, BASIC begins to suffer from its lack
of information about the states of other servers, having
to choose the servers to ask for tokens randomly. The
other DVP strategies make smarter decisions about
which servers to contact (or not to contact) and succeed
in limiting their num-msgs. Beyond a certain point,
PRIMARY uses slightly fewer messages than the other
DVP approaches because once the system switches to
centralized mode, all the tokens are handled by a single
server, avoiding the need to contact multiple servers to
gather tokens.
6.1.2 Skewed workload
In this section, we study the case where servers receiv
transactions according to a highly-skewed Zipf distri-
bution (i.e., θ =1), as opposed to the uniform distribu-
tion case studied before.
We present the num-commits achieved by GSE and
the DVP strategies under the skewed workload in
Figure 10 (we drop BASIC from presentation in the
rest of the paper, as it is consistently outperformed by
the other DVP approaches). Comparison of these re-
sults with those for the balanced case immediately
shows that (1) all approaches are negatively impacted
by the high skew in the workload, (2) DVP approaches
still significantly outperform GSE, and (3) the
SHARE/PREFETCH strategy achieves the highest
num-commits.
For all the approaches, a few popular servers per-
form most of the token allocations due to the skew in
the workload. In GSE, although the escrow sizes vary































Figure 10: Number of committed transactions





























Figure 11: Number of locally executed transactions
skewed, 10 servers, 100 trans/s
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their local escrows rapidly, having to form quorums
most of the time. In DVP, the popular servers consume
their local tokens quickly, and then have to contact he
less popular servers in order to obtain tokens.
Comparing the individual DVP strategies, observe
that SHARE/PREFETCH achieves the highest num-
commits. This superior performance is due to its ability
to redistribute tokens dynamically across servers via
sharing and prefetching based on request rates; i.e., by
continuously transferring tokens from the less popular
servers to more popular ones. SMART and PRIMARY
provide virtually equivalent performance. Figure 11,
which shows the number of transactions that are exe-
cuted locally without contacting other servers, furthe
justifies this behavior. In terms of response time
SHARE/PREFETCH also outperforms the other ap-
proaches for most of the experiment (not shown).
The results of the experiments presented so far re-
veal that: (1) the proposed DVP strategies significantly
outperform GSE under various workloads; (2)
SMART, SHARE/PREFETCH, and PRIMARY out-
perform BASIC mainly because they exploit state in-
formation; (3) when there is a balanced workload,
SHARE/PREFETCH and PRIMARY demonstrate the
best performance, while PRIMARY demonstrates
somewhat better response times; and (4) under skewed
workloads, SHARE/PREFETCH compares favorably
to other schemes as it adaptively redistributes tokens
based on the loads on servers.
6.2 Scalability
6.2.1 Varying number of servers
We now investigate how the approaches perform as we
scale the number of servers in the system. All the re-
sults presented here are the mean values of the relevant
metrics at 200 seconds. The choice of 200 seconds is
not arbitrary. In fact, at around 200 seconds, the results
for the commit rate and response time related metrics
tend to stabilize for all approaches. As before, we fix
the transaction interarrival time at 10 ms. We present
only the num-commits and resp-time results under the
uniform workload.
Figure 12 shows the num-commits when varying the
number of servers. All approaches presented are nega-
tively affected as the system size is increased. The rea-
sons for this result are twofold. First, the workload
consists of update transactions only. Second, at the
request rate for which we present the results, the per-
formance of the system is not CPU or I/O bound, but is
largely synchronization bound. The well-known bene-
fits of using a distributed system to distribute the
workload, thus, are not apparent here.
The num-commits value for GSE drops drastically
with increasing number of servers.  We observe that
num-commits for GSE always lies below those of the
DVP strategies. The DVP strategies scale better; with
PRIMARY being the one with the best scalability as it
is quite robust for regions with small avail regardless
of the number of servers in the system. SMART and
SHARE/PREFETCH perform similarly to each other.
Figure 13, which presents the resp-time results,
shows that GSE has the best response time for the case
where there are two servers. Its performance, however,
degrades and falls behind those of the DVP approaches
very rapidly with increasing number of servers. In ad-
dition, its num-commits is below those of the DVP
strategies for all system sizes shown (including the
two-server case). This is not surprising because as the
number of servers increases, synchronization among
them becomes increasingly more difficult and expen-
sive. The DVP results are consistent with the corre-
sponding num-commits results.
6.2.2 Varying transaction rate
Next, we investigate the performance of the approaches
as the transaction interarrival time is varied. Similar to
the previous case, each point plotted is the mean value
of the corresponding metric at 200 seconds. As before,
































Figure 12: Number of committed transactions

































Figure 13: Mean response time
uniform, varied servers, 100 trans/s
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We show the num-commits results for the GSE and
the DVP strategies in Figure 14. It can be seen that for
low transaction interarrival times (i.e., high trans ction
arrival rates), num-commits achieved by GSE and the
DVP approaches deteriorates drastically. The system
cannot sustain interarrival times lower than about two-
three ms, below which the performance worsens sub-
stantially. For these and lower values, the state of the
system changes very rapidly and the state information
maintained at each server becomes outdated quickly.
Another factor contributing to low num-commits is the
increased lock contention at servers which results in a
high number of transaction aborts. All systems recov r
as the interarrival times are increased, and, in fact, their
performance does not improve significantly above an
interarrival time of five ms. We observe similar results
for all the DVP strategies.
Examining Figure 15, we observe (relatively) high
resp-time values for the DVP strategies for interarrival
times below three ms (for which the system is not sta-
ble). Although GSE seems to do a better job in limiting
its resp-time values for interarrival times below three
ms, its num-commits is much lower than those of the
DVP strategies for all the interarrival values shown.
6.3 Other experiments
In the remainder of the section, we briefly discuss ad-
ditional experiments that we conducted in order to ex-
plore potential improvements to the partitioning strate-
gies discussed earlier.
6.3.1 Load balancing
Comparison of the results for the balanced and skewed
workload cases reveal that the DVP approaches suffer,
although not as much as GSE, from load imbalance.
We, therefore, investigated the potential benefits of
employing a simple load balancing mechanism to dis-
tribute the load evenly across servers. In this mecha-
nism each client, rather than submitting the transaction
to its closest server, randomly picks a server to submit
the transaction4. Servers use the SHARE/PREFETCH
strategy   or any other strategy for that matter 
without any modifications. The advantage of such load
balancing is that the workload seen by each server will
(on average) be similar. In such a case, as we observed
from the uniform workload results, the DVP ap-
proaches will demonstrate significantly better perform-
ance. The downside is that such a randomized selection
eliminates the potential gains of submitting the trans-
action to the closest server. This restriction potentially
results in increased client-side response times. Experi-
mental results demonstrate that this is indeed the cas :
Our simple load balancing technique achieves better
server-side response times than the no-load balancing
strategy. In fact, it achieves results quite similar to
those of SHARE/PREFETCH for the uniform work-
load case. Client-side response times, however, turn
out to be similar, or slightly better for the no-load bal-
ancing case, demonstrating the aforementioned trade-
off.
6.3.2 Non-deterministic selection of lenders
The DVP strategies presented are deterministic in that
they use the estimated token counts at servers to cho se
the lender servers. This deterministic selection may
lead to a situation where, for a given period of time,
most of the token requests are targeted to the same
server, making that server a hot-spot. Our experiments
showed that, due to the differences among the views at
different servers, such situations do not occur very fre-
quently: the probability is no more than 10% and 30%
higher than the random selection case on average for
the uniform and skewed cases, respectively.
In order to eliminate such situations completely, we
studied two randomized schemes. The first scheme
chooses the lenders randomly with equal probability
(among those with a non-zero token count). The other
                                                          

































Figure 14: Number of committed transactions
































Figure 15: Mean response time
uniform, 10 servers, varied transaction rate
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scheme is based on the idea of lottery scheduling [13],
where lenders are chosen with a probability propor-
tional to their token counts. Experiments reveal tht e
lottery-scheduling scheme performs somewhat better
than the completely random scheme, achieving commit
rates similar to those of the deterministic scheme, while
suffering less than a 20% deterioration in response tim
under both the uniform and skewed workloads (using
SMART).
7 Related work
Most previous related work focused on exploiting ap-
plication semantics to improve performance in certain
classes of applications. O’Neil proposed Escrow trans-
actions [10] to enable concurrent access to high traffic
aggregate fields on which only a restricted class of
operations (such as incremental updates) are allowed.
This technique utilizes the commutativity property of
such operations; i.e., two operations can run in any
order and still produce the same final result provided
that they do not violate upper/lower bound constrain s
on the involved data items. Escrow transactions exe-
cute a special escrow operation that attempts to put in
escrow (i.e., reserve) some of the resources that it plans
to acquire. All escrow operations that succeed are
logged. Transactions consult this log before executing
an escrow operation and see the total amount of re-
sources that are escrowed by all uncommitted transac-
tions. If the total quantity of unescrowed resources is
sufficient, the transaction proceeds; otherwise it aborts.
Haerder extended the escrow transactional model
for centralized database environments to DB-sharing
systems [6] where multiple DBMSs share the database
at the disk level. He proposed the use of a hierarchical
escrow scheme that consists of a global escrow and
local distributed escrows. He discussed a technique that
enables the hierarchical scheme to behave like a purely
global scheme for only a critical margin of aggregat
values.
Kumar and Stonebraker generalized the notion of
escrow transactions for replicated data [9]. Each server
is assigned an escrow quantity that can be used to xe-
cute transactions locally. The escrow quantities at erv-
ers are readjusted by the use of a periodic global sn p-
shot algorithm. This algorithm has to be executed suf-
ficiently frequently for servers to have an up-to-date
view of the global state. On the other hand, frequent
execution of such a costly algorithm may itself degrade
performance. Both DVP and GSE employ mechanisms
that eliminate the need for a global snapshot algorithm.
The work most closely related to our investigation
of various redistribution strategies is [8], where Kumar
discussed several borrowing policies for escrow trans-
actions in a replicated environment. Kumar devised
four simple borrowing policies that (1) select lendr
servers either randomly or according to a pre-specified
order, and (2) that borrow either the exact amount they
need or borrow an amount such that the final escrow
quantities at the involved servers become equal. Note
that one of the policies, in which the lender server is
chosen randomly and the exact amount needed is re-
quested, is similar to our BASIC strategy. Unlike our
strategies, however, Kumar’s borrowing policies do not
make use of the knowledge of the global state of the
system to improve its effectiveness and adapt dynami-
cally to workload.
Golubchik and Thomasian discussed demand-driven
token allocation schemes in the context of a fractional
data allocation method (FDA) [5]. One such scheme
they describe enables token partitioning between the
involved servers based on demand (as in our SHARE
strategy). In [12], Thomasian further discussed FDA
and proposed an abstract model for optimal initial  allo-
cation of tokens, which we do not address in this paper.
It is worth noting that no previous work has explored
the fundamental tension between replication and parti-
tioning for token-based resource distribution, which is
our main focus in this paper.
8 Conclusions
Token-based commodity distribution can meet the de-
mands of a class of newly emerging Internet-based e-
commerce applications. In this paper, we experimen-
tally evaluated and compared two fundamentally dif-
ferent approaches to token distribution   partitioning
and replication   using real Internet message traces.
We also proposed several pair-wise token redistribu-
tion strategies for the partitioning-based approach nd
evaluated them under different workloads.
Our experiments reveal a number of significant re-
sults for token-based commodity distribution. First,
replication-based approaches are neither necessary nor
desirable for the kinds of applications and environme t
we address in this study. Partitioning-based approaches
perform and scale better primarily due to their ability to
provide higher server autonomy. Second, the use of
information about the system state turns out to be cru-
cial for making token redistribution decisions. Third,
when there is a balanced load on the servers, the use of
complicated redistribution schemes does not merit their
complexity; simple strategies can be as effective, pro-
vided that they utilize minimal state information. Fi-
nally, in the case of skewed workloads, however, the
use of extra information about request rates may yield
notable performance improvements.
In terms of future work, we are planning to investi-
gate hierarchical server organizations, which can im-
prove the performance significantly when the number
of servers is large.
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