Machine learning has become ubiquitous in our daily lives as technology leaders have started to enhance the user experience with personalized content and adaptive products. Successful enterprises possess resources of data and compute power multiple orders of magnitude larger than commercially available resources. This advantage allows them to dictate trends of data-driven solutions. On the contrary, we were more interested in what can we achieve with publicly available datasets and affordable consumer grade devices using the latest available learning algorithms.
Aim of project
It is our main concern that recent success of machine learning is yet to be fully understood, and the field in general needs more bright minds to join. The high level goal of our project is to motivate our peers to experiment with real life applications of Deep Learning. We chose to demonstrate capabilities of neural networks on a relevant, everyday problem, for which the results are easy to interpret, attracts attention and motives further investigation: a real timeface recognition software. Core contributions of this work are the following:
• Develop reusable modular framework to collect and annotate data, and
• provide a decent baseline algorithm which can be used for comparison of future works.
Relevance Computer science has profoundly changed our life in the recent decades: Now almost everyone has a touch screen mobile phone, many smart gadgets surrounds us everywhere we go, and also administration and healthcare is aided by computers. On the other hand, the incredibly fast pace of evolution of computer architectures and software systems makes application development a challenging task because hardware and software environment up-to-date at beginning of the development can be slightly outdated by the time of final release. It is particularly true for data analysis applications where collection, preprocessing and analysis of data significantly prolongs the development time. While design and development of data analysis applications are difficult especially because of the large amount of data, that area is relatively young because smart devices capable of recording huge amount of data from crowds of users are widely available as low budget tools just from the middle of 2000s. Furthermore, data analysis is now cannot be separated from neural networks, although using neural networks is also a new approach widely adopted just in the recent years. In vast majority of cases, such a data analysis application cannot be implemented by a single developer because of the wide range of competences required, so a team is needed to be assembled and cooperate during development process.
Motivation Our teams has assembled to solve such a problem: Extend an existing access control system at our University with a data analysis system that grants access permission when face of incoming people are recognized. As both building such a data analysis system and 1. INTRODUCTION develop a proper face recognition algorithm are challenging, the motivation behind our work was not only to ease the process of entering and leaving the building, but also to call attention to the relevance of machine learning in our lives. Our high level goal is to provide example of a research-benchmark-deploy process, by publishing our project as a fully open-source extendable framework, and also to encourage others by giving a spectacular demonstration to start similar projects, or even extend ours.
Neural Networks
Artificial Neural Networks, been around for several decades as an alternative to classic Machine Learning algorithms, originally motivated by dynamic models of the biological brain. It was well-recognized for its ability to extract relevant patterns without manual tuning of the weights and biases of the network; however, the idea of the perceptron model has been frozen because it is proven to be unable to learn some elementary logic operations (like the XOR operation). The idea of neural networks has been frozen until the use of backpropagation (closely related to the Gauss-Newton algorithm) allowed the researchers to stack multiple perceptron layers (MLP) on the top of each other. The problem with MLPs was the time complexity, since each forward pass between successive layers required a matrix multiplication.
The appearance of GPUs allowed the MLPs to be computed in parallel on multiple cores, which was mostly trivial to implement since the computation itself consists only elementary operations and involves no decision trees. In 2012 the ImageNet Large Scale Visual Recognition Competition [29] (ILSVRC) was won by a Convolutional Neural Network (CNN), called AlexNet [19] , outperforming manually designed algorithms by a large margin. The success of AlexNet resulted in the current deep learning wave, that drew attention of professionals from different fields and connected them. The variety of the applications of deep neural networks (DNN) is wide, since they are universal approximators in theory, which means if enough training samples, computation time and capacity is provided, any function can be reconstructed and modeled. With the theory aside, the solution space of applied Neural Network has its own practical boundaries.
Data Collection
On the other hand, neural networks need huge amount of curated data, and building such a dataset can be as challenging as designing a network to process it. The main difficulty of collecting data is that one has to find a solution to make both recording and annotation fully automatic because the required size of dataset can be reached only that way. Lack of diversity within the dataset can be a problem, and also structuring, storing, maintaining, and searching data is not a trivial task. Additionally, the dataset to be learned by the algorithm is also changing in our case, as the system has to be able to learn faces of new users and even faces of registered users might slightly change. To achieve this, our data collection system must be fast and robust, and the face recognition algorithm have to be adaptable.
Circumstances
Potentials Besides the extensive work done on the field of computer vision and particularly face recognition, our case has some additional potentials that help our project to succeed. First, as we are not experts of access control systems, the existence of a working access control system at our University helped a lot to start our project. Also the number of people coming daily to our Faculty (∼300-400) is optimal, as it is high enough to provide a dataset that is sufficiently diverse and large, but not too high (in case much higher number of users it would be really difficult to store and maintain data and also much higher performance devices would be needed to record data). Finally, we were lucky to have such a supporting community of users who were open for new things and helped us by manually annotate their data.
Challenges During the development of the system, we also encountered several challenging tasks:
1. While it is an advantage that we could connect our system to an already existing professional access control system, it also challenged us because our solutions were constrainted by that system, and our extension had to be totally separated, i.e. even if our system fails, it is not allowed to break the existing system meantime.
2.
The system must be operated continuously, so it was not easy to test and upgrade.
3. We had to be careful to ensure confidential usage of personal data we collect.
Dataset is changing over time both because of the changing lightning conditions, and
changes of faces, as well.
5.
We provide a personal user interface on our website, so that website must be well optimized, fast, and compatible with large range of mobile phones as well as desktop machines.
Outline
Our core contribution lies in describing our modular framework that provides an excellent set of benchmarks for the state of the art face-recognition algorithms.
In Chapter 2, we give a complete overview of the different modules that constitutes the Sam face recognition software: the original access control system, the data collection details, the user interfaces and the deployment of the face recognition algorithm on distributed systems.
In Chapter 3, we list the methods which we considered related to our goal, and provide an extensive overview of recently published face recognition datasets. Next, we describe the core recognition algorithm of our framework from theoretical aspects: the single-frame identification process that generates an ID token for the user, the multi-frame verification algorithm that utilizes the continuous video stream. We detail the dynamically adapting search database that 1. INTRODUCTION 4 lets our users train the algorithm in real time. To provide comparable baseline results for future work, we implement and train various cutting edge face identification algorithms using external public datasets and evaluate their performance on our data.
Finally, in Chapter 4, we summarize our experiments, how we provided solution for the challenges posed by the real world application. In a narrative tone we describe our experiences gathered throughout the research and development phases of the project. Lastly, we indicate current weaknesses of our solution and suggest directions for future work 2. Technical implementation details
Original Access Control System
When started developing the system, we took advantage of the existing access control system installed all over of Faculty of Information Technology and Bionics at Pázmány Péter Catholic University (PPCU), and attached our hardware and software to it as an extension leaving the core system unmodified. That way we could easily test and deploy our system without having to worry about breaking the system and allowing it to function as it did beforehand.
Preconditions
Access Points and keys The access control system at our Faculty is based on a simple and straightforward protocol: All students and employees have a card or fob (for sake of simplicity, we will refer to both cards and fob keys as cards later in this work) with a built-in chip that can be read by a card reader at multiple spots (by all entrances of the building and next to doors of computer labs). These card are assigned to a single person, and can open subset of doors and entrance points based on a multilevel permission system updated regularly as the role of student or employee changes. Even though our system could be installed at multiple spots all over the building, we decided to concentrate on main entrance only.
Main entrance
The main entrance is designed to be secure and also be prepared to let multitudes of people in during a short time. To fulfill that requirement, there are two turnstiles next to each other, and there is surrounded space with length of approx. 1.5m between the turnstiles and the main door. These circumstances are advantageous to install a face recognition system because 1. we could allow entering people to choose whether they want to use our system or not by installing it on only one of the two turnstiles, 2. there is a narrow and straight path where users can enter the building, so people choosing the turnstile with the camera on the top must enter the field of view of the camera, and 3. that path is long enough to record faces of users during 1-3 seconds until they reach turnstiles and check-in with their cards. Our system is working now only for incoming users. Figure 2 .1 shows the main parts and parameters of the system at the main entrance.
Technical details
The core system consists of 3 different parts: card reader, access control server located in the server room of the Faculty, and a controller for turnstile mechanics.
Gate electronics Once a user enters the building, he or she waves his or her card over to the card reader. In our system the readers are dual-frequency readers supporting both 125 kHz and 13.56 MHz (Mifare) technology. The card contains a passive RFID (Radio Frequency Identification) chip that stores the card ID, which identifies the cardholder. The length of the ID depends on the tag: keyfobs are 125 kHz tags storing a 3-byte (24 bit) ID only, while cards are MIFARE Classic cards not only storing a 4-byte (32bit) ID, but additional 1 (or 4) kilobytes of data as well. The dual-frequency card reader reads the (3 or 4 byte) ID only, and so both cards and keyfobs are storing a 32 bit long ID (that is absolutely sufficient considering the high numbers of possible IDs: 2 24 = 16777216). That ID is emitted from the tag and detected by the card reader when the tag enters electromagnetic field of the reader. The card reader uses Wiegand interface that is a commonly used technology to connect a card swipe mechanism to the rest of an access control system. In our cast, it is only used to send the tag's ID to the access control server, and it consists of five wires called DATA0, DATA1, LED, BEEP, and TURN.
When the reader receives the radio frequency (RF) data from the card, it translates the data to Wiegand protocol, and sends the complete binary string to the server. Zero bits transported on the DATA0, ones on the DATA1 wire. A beeping sound indicates when data is successfully sent. The server then combines data arriving on the two data wires into the original set of binary data [7] .
Authorization The access control server checks permissions for the given ID, and sends answer back to the controller controlling the turnstile belongs to the card reader which sent the data. The answer is returned on LED, BEEP and TURN wires. LED and BEEP wires carry instructions to card reader when change led color to green and when to beep, respectively, and impulse on TURN wire means that turnstile has to be opened. If the returned answer is that access permission is granted than the card reader beeps again and changes the color of the led from red to green for a second, and unlocks turnstile. If the returned answer is that access permission is denied, then controller also gives feedback to the user by a long beep, but the turnstile remains locked.
Our Extension

Overview
To accomplish our task we had to solve multiple task on multiple platforms. First, we have to collect raw data: record and save entries and camera pictures. Second, we need to register users and connect raw data with them. Third, we need to monitor incoming video stream to recognize faces of registered users. Finally, we need to make decisions (whether or not open the gate) and visualize output. Our system operates on 5 platforms:
• Microelectronics: Hardware that listens to the signals of the card reader and capable of emulating its signals, and also a microcontroller that connects hardware to Edge.
• Edge: A high performance embedded system located in the gate that serves as a relay center: 1) Receives data from Hardware and the web camera, 2) saves data from hardware to Database, 3) stream web camera photos to Cloud, 4) display photo stream coming back from Cloud, and 5) forward instructions coming from Cloud to Hardware.
• Cloud: A GPU server that processes images to find photos faces, match them to the ones already assigned to registered users, and make decision whether or not grant access permission.
• Website: A mobile friendly website that does the registration of new users, allow users to edit or delete their personal data, and provide an interface to annotate images assigned to the given user. 
Microelectronics
On the Hardware level there is three tasks to be solved: 1) listen to signals on Wiegand interface coming from card reader, 2) emulate signals of reader, and send them to access control server, and 3) communicate with Edge. The Hardware level is consists of two boards: An 
Transparency and separation
The main feature of the custom board is that it has to be totally transparent from the viewpoint of the card reader and access control server that decodes Wiegand signals, i.e. it will only tap the communication line, so will not disconnect card reader and server even in case of a failure. The line can only be broken off for a short time when the microcontroller wants to send a card ID to the server, and wants to avoid interference between card reader and emulated signal. 
Drive logic and injection
The role of driver logic is allow injection to the Wiegand interface only when appropriate enabling signals are coming from the microcontroller. Five pins of the microcontroller is responsible for injection: DATA_0 and DATA_1 carries bits to be injected to the two Wiegand wires, WDOG_H and WDOG_L are outputs of watchdog timer that ensures the microcontroller is running properly (and restarts microcontroller when something goes wrong), and the INJECT pin carries the enable bit for injection. When WDOG_H is high, WDOG_L is low, and INJECT is high, then insulator switch breaks the line between card reader and built-in controller, and drives emulation switches to allow DATA_0 and DATA_1 be sent to the controller. Driver logic is implemented on two quad 2-Input NOR gates, and emulation switches are also opto-couplers.
Listening and isolation
The microcontroller also has pins to receive data from Wiegand interface and LED in the card reader (that shows the information whether access permission for the given user is granted or not). These pins are connected to Wiegand wires through optocouplers, as well. The reason, why we used opto-couplers when connecting the microcontroller and Wiegand bus is that we wanted to isolate these two circuits galvanically to prevent connecting the two independent power sources that can cause many problems (noise due to ground loop). These two systems (microcontroller and Microcontroller -listening To listen to Wiegand wires and inject card IDs to it, and communicate with the Edge, we used a STM32 medium-density performance microcontroller that incorporates a high-performance ARM Cortex-M3 32-bit RISC core. That microcontroller uses timers to listen to data coming from card reader. One is used to sample the signal on the Wiegand wires in every 32 µs. Value read from the wire is loaded into a circular buffer that is used to oversample an incoming signal in order to provide some noise filtering capability. Circular buffer operates with tri-state logic; if all the values are the same the current state is set to that value otherwise to X (non-deterministic) state. The length of that buffer is 4 bits because the width of an impulse in the Wiegand format is at least 160 µs (500 µs at most), so by the sampling rate of 32 µs we can sample the signal at least 4 times during the impulse. There is also an another buffer that stores the bits read from the Wiegand interface. The size of that buffer is 34 bit because the card reader installed in the gate uses the standard 34-bit Wiegand data format that consist of 2 parity bits (the first and the last bits), 8 bits for faculty codes, and 24 bits for card number. We are now interested only in the card number, so faculty code is discarded.
Whenever a falling edge is detected on either lines, a true of false value (it depends on which wire the impulse is detected) is appended to that buffer. To observe the end of the data stream, another timer is scheduled to interrupt in every 8192 µs. That interval is sufficient because it is longer than the transmission time of a bit (delay between bit transmissions in Wiegand protocol is 2200-4840 µs). When all the 34 bit arrived, than the content of the buffer (the card ID) and the source of data (which card reader emitted that bit string) is send to the Edge via serial communication using the UART (Universal asynchronous receiver-transmitter) circuit of the microcontroller.
Microcontroller -emulation Besides listening to signals, the our system is also able to inject signal to the Wiegand wires emulating the signal of the card reader when a command arrives from the Edge to do so. That command is also arrives on serial port through the UART interface and contains the card ID to be injected. The microcontroller listens to that command by setting an interrupt for that input, and when all the bits arrives of the card ID, then it pulls up the INJECT pin breaking the wire between card reader and access control server, and starts to send received card ID to server via DATA_0 and DATA_1 pins.
Hardware design and source codes are available at https://dev.itk.ppke.hu/sam/gatepirate.git.
Edge
The Edge is a high performance embedded system located in the gate that serves as a relay center. We used a NVIDIA Jetson TX2 Module because it i a power-efficient embedded AI computing device which is built around an NVIDIA Pascal TM -family GPU and loaded with 8
GB of memory and 59.7 GB/s of memory bandwidth. We connected that device to Hardware via serial port through USB port (so we needed a serial-USB converter), and via web sockets through ethernet cable to the local network of the University to access internal servers of PPCU.
As operating system, we installed a full Linux kernel and the Ubuntu distribution over it. We Processes During normal operation, there are three processes kept running in the background: mainscreen, tunnel, and card_log. To keep them running and restart automatically when computer restarts or program is aborted, we used crontab and screen programs. Process tunnel is an SSH tunnel which works by setting up an ssh connection between two hosts and use that connection to transport normal network traffic. On one side of the tunnel, the OpenSSH software takes anything that is sent to a specific port and sends it over to the other side of the connection. When the packets arrive on the target side, the OpenSSH software forwards them to the correct local port. Process card_log is responsible for communicating with the Hardware:
First it receives card swipe events via serial port, saves them to database, and also forwards that event to mainscreen process through a simple file. Second, it listens for gate-opening commands coming from mainscreen through another file, as well. Finally, mainscreen process orchestrates multiple tasks:
• It reads image from web camera,
• monitors file where card_log process forwards card swipe events,
• send image recorded by web camera to Cloud through tunnel along with card swipe event if detected one,
• receives answer from Cloud containing the following information: 
Cloud
Cloud is a high performance GPU server, in our case Nvidia-K80 located at PPCU. 
Server script
We have only one script kept in background in a screen session, and that script is doing all the communication with both Edge and Database, and menages face recognition.
The main steps of the script: • Read captured image and card events from Edge,
• asynchronously update of card2name dictionary/map that stores card ID -shibboleth ID pairs periodically (we need to update it frequently [e.g. in every 50th iteration of event loop] because we want to display shibboleth ID on screen of Edge even right after registration),
• find faces on images using dlib-based alignment module, and select the one with the largest bounding box,
• pre-process image (convert to proper format, crop face, and align face to have no angle),
• embed image (project high dimensional raw image to low dimensional representation space),
• compare to existing embeddings (kind k-nearest neighbor, and thus the k most similar images),
• track faces (once the ID is revealed of the traced box (i.e. by reading the card), then all previous bounding box are tagged as well retrospectively, when card authentication or face recognition occurs then assign latest frame ONLINE, and when tracing session dies [i.e. x coordinate of bounding box jumps further than threshold], then assign all previously unassigned),
• send data back to Edge.
Although we store images and user data in the Database, we needed to download a sub-set of data for performance reasons. We download the latest images for all users and precalculated embedding vectors for them. For more details see 3, or server.py available at https: //github.com/botcs/sam/.
Website
We also created a user interface besides the one of the Edge, a website to accomplish the fol- The website is hosted on the servers of the University, and designed to function well on both mobile and desktop PC.
Shibboleth authentication
As we planned to deal with only the students and employees of the University, we were able to use the already existing web authentication system of the University which involves all students and employees. That system is based on Shibboleth
that is an open source and freely available single log-in system for computer networks and the Internet which allows people to sign in using just one identity to various systems run by federations of different organizations or institutions. In our case that authentication system is responsible to authenticate users on various web services of PPCU and it is also used to log-in to computers in computer labs. It is both secure and gives necessary information about the logged in user, so we decided to use it to authenticate visitors of the website. It is easy to set-up on any website hosted by the PPCU: Only a couple commands have to be appended to the .htaccess files located in the root of the restricted folder-system, and the system already works.
Then the following protocol is executed whenever a http request arrives to the server:
1. When the user attempt to access the protected resource, the resource monitor determines whether they have an active session. If they do not, then directs them to the service provider in order to start the SSO (Single Sign-on) process.
2. The user arrives at the Service Provider (SP) which prepares an authentication request and sends both the request and the user to the Identity Provider (IdP). The Service Provider software installed on the same server as the resource, while Identity Provider are on a securely separated server.
3. When the user arrives at the Identity Provider, it checks to see if the user has an existing session. If they do (e.g. because they are already signed in to another web service that uses Shibboleth), they proceed to the next step. If not, the Identity Provider authenticates them (e.g. by prompting for, and checking, a username and password) and the user proceeds to the next step. 5. When the user arrives with the response from the Identity Provider, the Service Provider will validate the response, create a session for the user, and make some information retrieved from the response (e.g. user's identifier, name, and email address) available to the protected resource. After this, the user is sent to the resource.
As in
Step 1, the user is now trying again to access the protected resource, but this time the user has a session and the resource knows who they are. With this information the resource will service the user's request and send back the requested data [1].
The process of redirecting users between services are depicted on figure 2.6. The same thing from the viewpoint of the users: They simply see that they are redirected to the IdP site, and either redirected back to the requested page immediately when they have an active session, or redirected back after entering user credentials.
Registration and card authentication Using the Shibboleth authentication, the registration process is simplified in a large extent because the only thing the users have to do is approve storing their personal data (shibboleth identifier, name and email address provided by Shibboleth IdP, and photos taken by the camera on the gate) after reading a disclaimer about that, and connect their card to their user profile. The latter is done by the cooperation of Hardware and
Website: When users started card authentication process on the website, it prompts the user to check-in with their card three times, and starts to monitor access log provided by Hardware.
When 3 check-in events is logged from the same card ID within 20 seconds, then it connects that card ID to the user who initiated card authentication. Card authentication can also be done later, separately from registration (e.g. when user gets a new card). To secure the process, card authentication is restricted to the time window of 20 seconds starting from the initiating Annotation The difference between the interface of the two pages lies in annotation features. While unverified images can be classified into two groups, ones to be accepted, and others to The main difference between UI of the two pages it that while verified images has only two states (unselected and marked to be rejected), unverified images can be classified into three groups (unselected, marked to be accepted [highlighted with green] and marked to be rejected [highlighted with red]). Change state of the image can be done by click, and user have to click on save button in navigation bar to save annotation.
be rejected, verified images can only be rejected. The term of "accepting" an unverified image refers to the action of re-labeling it as "verified". On the other hand, "rejecting" an image means that it is completely deleted from the database even if it was verified or unverified image in the time of annotation. On the page of verified images, the user can toggle state of individual photos between being unselected or marked to be rejected by clicking on thumbnails. On the page of unverified images, being marked to be rejected appears as a third state. To visualize the current state of the image, a green frame is visible behind images marked to be accepted, and a red one if the image is marked to be rejected. However, the these states are saved only as annotation when user clicks on the saving icon in the navigation bar at the top of the page.
To make annotation easier, there are buttons at the top of each group to unselect or mark all photos of the group to be rejected (or accepted). Fig. 2 .8 displays screenshots of pages of both verified and unverified images.
Profile page and UI language
The website also have a page to display stored personal data such as shibboleth ID, name, email address, and show entries of access log (when did the user enter or leave the building, which gate they used, and what method they are authenticated with (card or face recognition)). That page also has a button dedicated to allow users to delete all of their data stored in our system. Screenshot of that page is depicted on fig. 2.9 , and the language switching links are visible on that figure (the page is available in English and Hungarian as well). 
Database
Data sources The database of our system is used to collect data from various sources:
• Time, card ID, and card reader name from the Hardware forwarded by Edge,
• Recorded photos with faces and a card ID attached to it from the Cloud, and
• Users' personal data and annotation of photos from the Website.
As we are building a data-intensive application that works real-time, almost all operations needs to store or retrieve data and these operations can be a performance bottleneck. To avoid or decrease that effect, we need to carefully choose Database Management System (DBMS) and design database schema.
Photos
One of the most difficult questions we had to answer was that how we should store images. While it is tempting to them as normal files (as we did in the early phase of the development), it turned out later that it is hard to maintain, transfer over network, connect with other data in the database, and restrict access for a given user, so we came to the conclusion that it is better to store them in the database. Since nearly all modern DBMS supports binary data to be stored as a blob, we had plenty of choices.
DBMS selection
Currently, there is two major types of DBMS: classic relational DBMS, and the relatively new noSQL system. While noSQL systems are more flexible and scalable solutions, RDBMS are still widely used because schema normalization is frequently necessary to avoid redundancy, and because of maturity and ACID (Atomicity, Consistency, Isolation, Durability) compliance they are considered more stable and secure [8, 25, 24] . In our case the stability are preferred over scalablity (number of all possible users are still under 1000), and the collected data is strongly interconnected, so we decided to use RDBMS instead of noSQL.
The most popular RDBMSs are mySQL, Oracle, PostgreSQL, MS SQL Server, HSQLDB, Firebird, H2, Apache Derby, IBM DB2 and SQLite [15] . The main aspects we had to consider when choosing DBMS were the following:
• The DBMS must be available free of charge.
• A linux version have to be provided.
• PHP and Python wrapper must be implemented.
• Storing large amount of binary data (images) have to be possible.
• Where similar choices are available, speed and simplicity are preferred.
Oracle, MS SQL Server and IBM DB2 are commercial products, HSQLDB, H2, and Apache
Derby are mainly for Java applications, so choices are narrowed quickly down to mySQL, Post-greSQL, Firebird and SQLite. PostgreSQL more advanced DBMS than we need, and Firebird is far less documented (and also less popular [31] ), and also neither one is installed on the servers of the University. On the other hand, SQLite would be a good choice as it is a lightweight, simple, single-file based DBMS that presents impressive performance under moderate load (e.g.
website accesses under 100k/day), and it is available of PPCU servers. However, SQLite is not recommended when the number of concurrent writes is very high, or the size of the database exceeds the maximum file size of the file system [2] . Since we need to store images in database, the size of the database increases rapidly and even after a couple weeks it can reach hundreds of GB of data, so SQLite is not an option for us. MySQL have the advantage of ability to high concurrency and the fact that it is designed to be reached from multiple servers and platforms which is essential for us. It is a wide-spread system, and already installed on PPCU servers, so considering the arguments above, we have chosen to use MySQL.
Schema Our database schema contains 5 tables:
• user: That table is used to store data of registered users such as shibboleth ID, name, email, card ID, and chosen language for the Website. To increase speed of Website, we added indexes to shibboleth and card_ID attributes because user selected by shibboleth ID when page loads and card_ID is used to make SQL join between photo, user and card_log table.
• photo: Binary data of photos are stored here. We store both the full size image and a thumbnail (thumbnail needed to be pre-calculated and stored in the database to make website load them faster) along with the coordinates of the frame around the detected face (xmin, ymin, xmax, ymax). The field card_ID contains the card_ID of the user associated with the photo. That association can be either by card authentication (photos recorded by the time user swipes their card are connected with them) or face recognition. Finally, attribute is_it_sure is used to distinguish verified and unverified images. Verified images are the ones recorded by card authentication or manually annotated as "accepted" by the user, while unverified images are recorded when face detector recognizes a registered user.
• card_log: That of website card authentication, namely page loaded, authentication started, authentication succeded, timed out, and locked out for a day (because of too many authentication attempts). The reason behind that table is that the website needs the timestamp to these events to determine time window and count attempts.
• annotation: That table is only present to gather data to prepare statistics. We need this table because rejected images are permanently deleted, and verified images can come from two source (card authentication and manual annotation), so we saved user ID, timestamp of photo taken, timestamp of annotation, source of annotation (card reader or face recognition algorithm), and the annotation itself (accepted or rejected).
Although there are some connection between attributes of tables, we omited to define constraints and foreign keys because these fields are loosely connected (we have to store some data of unregistered users temporarily, and thus there some records without proper connection in other tables (for example in card_log stores card IDs of unknown users to make possible of monitoring access log during card authentication). Also, for performance reasons we wanted to reduce number of constraints and foreign key checks, so we added unique constraints to user table (to attributes shibboleth and card ID), and foreign key to annotation table of attribute card ID. Fig.2.10 shows a detailed diagram of database schema. 
Algorithm and evaluation
In our application the face recognition task is solved by a two step authentication: first we identify the user (one-to-many 1:N comparison), next we solve the verification task (one-to-one 1:1 comparison) using subsequent frames. In this chapter we describe the our core algorithm on the following levels: in Section 3.1, we list recent works focusing on large scale face recognition and identification tasks, and report baseline evaluation of their performance on the Sam dataset. In Section 3.2, we detail a robust, non-parametric multi-frame algorithm that treats the single-frame identification algorithm as a black-box predictor. Lastly, in Section 3.3 we describe the dynamically adapting search database that lets our users train the algorithm in real time.
Single-frame face identification
In this section we provide a detailed description of the identification problem, where a single, unknown query face is compared against a gallery of known faces, and how is this task is solved 
Dataset review
Increasing sizes Many of the published face-recognition databases and corresponding benchmarks were inspired by the paper, Labeled Faces in the Wild (LFW) [12] , which was released in 2007 with 5, 749 subjects and 13, 000 samples. Since then, in parallel with the appearance of deep learning methods in big-data problems (such as the well-known ImageNET [6] challenges), the size of the face recognition databases has grown exponentially. The first open large-scale dataset, CelebFaces Attributes [21] , commonly known as CelebA was published in 2014, featuring 10, 177 celebrities on 202, 599 photos. In late 2014, CASIA-WebFace dataset was published in the paper Learning face representation from scratch [36] with 494, 414 images covering 10, 575 identities. Next year, the original VGGFace dataset, described in the paper titled Deep Face Recognition [26] was released, listing 2, 622 subjects on an exceptionally huge number of images, 2.6 million samples. The dataset had been revised and cleaned since its release and it contains 800,000 images with 305 samples per subject according to [4] .
Quality over quantity Exponential growth of the datasets has been receding since 2016, due to lagging growth of computation capacity. MegaFace [23] was released in 2016 with 4.7M
images covering 672, 057 subjects. Even though [23] contains high number of training samples, the image per identity ratio has an average of 7 face per person and reports > 500k distractor faces, which refers to an extremely challenging and mainly unrealistic setting. By the end of 2016, Microsoft published the MS-Celeb-1M (MS1M) dataset [9] that counts 10M images for 100k subjects. Many papers studying various effects of altering the training conditions [28, 35, 13, 5 ] report values on [9] . While MS-Celeb-1M is the largest publicly available dataset, its intraclass (or identity) variations is somewhat limited, due to the average 81 samples per subject and because of the relatively high error in the ground truth labels (samples were collected using a search engine without manual correction). To study generalization capability of the algorithms two common evaluation-only datasets, IARPA Janus Benchmark-A (IJB-A) [18] and
Benchmark-B (IJB-B) [34] were released in 2015 and 2017 respectively. In 2018 VGGFace2 [4] (VF2) was released reporting a modest sized dataset with 3.3M images of 9, 131 identities.
Even though the size of the training set is limited, benchmarks of [4] show that face recognition networks trained on higher quality samples and labels with less noise outperforms those ones which were trained on [23, 9] , not just on the [4] validation set but the IJB-A [18] and IJB-B [34] benchmarks as well. In table 3.1 we summarize the statistics of the described datasets.
Sam Dataset overview
We started data collection by the middle of August of 2018. First, it was tested with a small number of users during summer break, but when the lectures started in September, our system was ready to handle multitude of new users. Unfortunately, from end of September until end of October, we had to suspend the operation of the system for technical reasons, so now there is 44 days (more exactly 332 hours) when we could record data. As of 25th of November, we have the following statistics:
• 171 registered user from both students and teachers.
• 98 224 photos of registered users, i. e. ∼574 photo is belonging to a user on average. 82.4% of these images are identified by card swipe events, and 17.6% by the face recognition algorithm. On the most busy day, we captured 9019 photos (see Figure 3 .1 for more details on distribution of captured images over time). Also, within a day there can be large differences in the number of recorded photos depending on the time of recording ( Fig. 3.2 shows that fluctuation). Figure 3 .1: Daily number of recorded images over time. We started data collection by the middle of August of 2018. First, it was tested with a small number of users during summer break, but when the lectures started in September, our system was ready to handle multitude of new users. Unfortunately, from end of September until end of October, we had to suspend the operation of the system for technical reasons, so now there is 44 days when we could record data.
• 97.3% (95 601) of these photos are verified photos. Verification could be done either by card swipe event or manual annotation on the website. These verified images are used during face recognition as references.
• Using the Website, manual annotation resulted:
-14, 617 images are accepted which were predicted by face recognition, -1, 717 face recognition images were rejected, and -2, 280 photos were rejected which we connected to users based on card authorization events.
The ratio of accepted and rejected predictions is 89.48%, which we consider as the overall performance of the algorithm. By the end of September, we began fine-tuning the parameters of the face identification algorithm weekly, so we could manage to reduce number of rejected face recognition photos to 3% of annotated images (see Figure 3. 3). On the other hand, rejection of card authentication based predictions are relatively common. That might be due to the incautious habits of users (they use their card to let others in and out the building).
Partitioning the dataset We divide the Sam dataset into four different categories: training, validation, test, underrepresented. Firstly, we separate a high diversity set of identities that were covered by more than 50 images each, that sums up to 90k samples. We shuffle the high diver- Table 3 .1: Relevant entries are read from [4] . Empty values (denoted with dashes) were not reported by the authors. In the '# of images per subject' column min/avg/max values are represented respectively. Partial manual labeling refers to automated clustering where outliers were removed from the data. In contrast, our dataset consists of only manually approved labels, since each sample was accepted by its corresponding owner. sity set and divide it up in 8 : 1 ratio for trainining and validation purposes (we run a 9-fold cross validation, see the Implementation Details for further information). For the test set we select identities, which represent well the scenario when a new user with short history is the subject of identification: the number of samples from the person is > 20 and ≤ 50. We discard identities with images per subject ≤ 20 since they are underrepresented and the reported benchmarks would have too high deviance.
Baseline experiments
In our experiments we implement the state of the art algorithm that were used in evaluation of the VGGFace2 [4] dataset. We use common performance metrics to report quantitative analysis on the difficulty of the Sam dataset comparable to others mentioned in 3.1.1. We put a strong emphasis on our objective: we want to increase the performance of the best model on our dataset, to provide a reliable single-frame identification algorithm for our framework, and not to improve on the recent state of the art results on either external dataset.
Architecture Similarly to [4] , for the backbone feature extractor we implemented the ResNet-50 (later referenced as ResNet) from Deep Residual Networks [10] and SE-ResNet-50 (later referenced as SENet) from Squeeze-and-Excitation Networks [11] , winners of the Imagenet Large Scale Visual Recognition Challenge (ILSVRC) [29] 2015 and 2017 respectively. We measured performance under 3 setting for each architecture based on the dataset used for training:
(A) ResNet [10] trained on on MS1M [9] and finetuned on VF2 [4] (B) SENet [11] trained on MS1M [9] and finetuned on VF2 [4] (C) ResNet [10] The semantic distance learning is a powerful tool, used for classification without the constraint of the number of classes, rather forming clusters that ideally has low intra-class variance (samples that belong to the same identity are close to each other) and high inter-class variance (samples of different identities are far from each other). In Figure 3 .4, we illustrate the learned metric of our model in 2D, using 3 identities and 1000 samples each. Formally, in the space of images X ⊂ R H×W×C we denote the learned distance metricd : X × X → R between sample
x 1 , x 2 ∈ X , using an embedding function (our feature extractor) f θ : X → H, parametrized by θ as the following:d
In the equation above d represents the distance metric that we are going to use in the learned E dimensional latent space H ⊂ R E , formally d : H × H → R.
There are multiple options for d, the most common choices are the generalized Euclediandistance L 2 or the inverse cosine similarity 1 − cos(h 1 , h 2 ) where h = f θ (x), h ∈ H. The cosine similarity is defined as:
The choice of d determines the training losses we can use for optimizing the feature extractor's parameters θ. For L 2 a common choice is the Triplet Loss, introduced in Facenet [30] which explicitly optimizes the clustering objective, however there are several drawbacks of learning a semantic metric in L 2 space: networks pretrained with cross entropy projects different classes in radial structure (illustrated in Figure 3 .5a) and the mapping is unbounded.
Un-normalized embeddings make the optimal threshold selection more difficult, and the train- ing requires auxiliary norm regularization techniques. Many recent approach subjects this issue, outperforming vanilla-L 2 metric learning such as: L 2 -hypersphere embedding [32] , L 2constrained softmax loss [28] and Center loss [33] . Applying Center loss as an auxiliary training objective along with cross entropy results in a training where clusters are not just distinguished by the cosine similarity, but clearly separable using L 2 metric as well. This effect is illustrated in Figure 3 .5b
When we are identifying a query sample x q than we compare it against a set of labeled samples (x i , y i ), namely the gallery (x i , y i ) ∈ X × Y by the following steps: we evaluate each d(x q , x i ), then we create a candidate subset of identities C ⊆ Y, by defining it as "labels of those samples which are closer than threshold distance ", formally C = {y i |y i ∈ Y,d(x q , x i ) < }. Finally we count each identical labels' occurrence in C, and define the predicted identity as the most frequent label among the candidate labels.
For its simplicity and for comparable results with [4] we used Cross Entropy loss for training and cosine similarity for all of our experiments.
Performance metrics
We use different metrics to illustrate how the architecture and the different pre-training settings influence the outcome, namely:
• fixed False Positive Identification Ratio (FPIR)
• Rank-N vs. True Positive Identification Ratio (TPIR)
• Accuracy @ k, also known as Top-k
Results from the fixed FPIR benchmark are shown in Table 3 .2. In our case this is the most relevant metric, since it provides us information about the likelihood of identifying correctly the query with fixed likelihood of identifying an unknown person as a registered user. [20] classifier with 2 dimensional latent representation (the input for the last, classifier layer which has an output for the 10 classes). (left) using the classic cross entropy loss function results in radial structure. Notice that how easy it is to find two points that belong to the same class (e.g. a red sample close to the origin and a red sample far from the origin), yet the L 2 distance is larger between them than between two samples of a different class (red sample at the origin is closer to a blue sample at the origin than a red sample at the tip of the cluster). Therefore it is more convenient to use the cosine similarity that, intuitively, tells how well the vector of the two samples align with each other. (right) using the auxiliary Center loss [33] the clusters will behave nicely in an L 2 metric space as well. Credits: https://github.com/jxgu1016/MNIST_center_loss_pytorch
Results from the Rank-N benchmark are listed in Table 3 .3. To obtain Rank-N we measure the ratio of the retrieved true samples in the N Nearest Neighbour versus the total number of true samples in the gallery. For real time applications this metric is too expensive, because the ranking operation involves sorting the entire gallery using the similarity score that has a lower bound on the complexity in the worst case: n log n for an n size gallery. Also, because this metric is sensitive to the high variance of the image per identity ratio, it could be challenging to find an optimal threshold for identification.
Results from the Top-k benchmark are listed in Table 3 .4. We used Nearest Neighbour search to make predictions for each query image. In general, the Top-k result refers to the case when the algorithm makes k guesses and we assume correct prediction if any of the guesses match the ground truth. We note that in our implementation each guess is allowed to belong to any of the identities.
Implementation details
For each cross-validation run we use 10k samples from the high diversity set for validation and 80k sample for training, resulting in k = 9-fold cross validation runs in total. By each run (except for setting A and B) we fine-tune the network in 20 epochs on the training data and save the state that performs best on the validation set, finally we use this state to evaluate scores on test. All reported values on the test set are computed as the arithmetic mean of the runs.
For each run, we evaluate TPIR and FPIR on the test set using the following steps:
1. To get a list of similarity threshold values, we divide the (0, 1] range using 5000 equally sized bins.
2. We compute the maximum number of hits by counting the labels in the gallery that matches the query.
3. To get the maxmimum number of misses, we take the gallery size minus the the maximum number of hits.
4. We select samples that have higher similarity score than the given threshold value to obtain the list of candidates of the algorithm.
5.
To obtain the total number of hits we measure how many of the candidate's labels match the query's class. 6 . To obtain the total number of misses we subtract the total number of hits from the size of the candidates.
7.
To evaluate FPIR at a fixed threshold value we select the total number of hits and divide it with the maximum number of hits. To evaluate FPIR we do similarly.
For optimizing the embedding network we use Cross Entropy loss, Adam [17] optimizer with a fixed learning rate α = 0.005, with batch size of 128 on 224 × 224 × 3 images, cropped and aligned with dlib [16] . The output of the embedding network was 2048, for which we applied L 2 normalization in test time. Similarly to [4] , we used balancing strategy for each mini-batch due to the unbalanced nature of our training data; Monochrome augmentation with probability of 0.2 to reduce over-fitting on colour images. We used pre-trained Caffe [14] weights from the authors [4] , publicly available at: https://github.com/ox-vgg/vgg_face2. We trained and evaluated our models on 2×RTX-2080 GPU.
Observations In Table 3 .2, 3.3 and 3.4 we notice that both the lowest and the highest scores were obtained by using ResNet [10] . The majority of the best results were achieved in setting C in every benchmark, as the result of training the best performing model from [4] , using MS1M
and VGF and fine-tuning it on Sam-training. The worst results were achieved by setting A, B, since they were not allowed to use any of the training samples, validating the usefulness of our limited training data.
To illustrate the small differences our training dataset yields, we have plotted TPIR against FPIR on a logarithmic scale in the relevant FPIR range, (0, 0.1] in Figure 3 .6a. In Figure 3 .6b
we compared the best performing setting, C Receiver Operational Characteristic (ROC) curve on our validation and on the test set. In Figure 3 .7, plotting both the TPIR and the FPIR values against the cosine similarity threshold helps us determining the optimal threshold value for test time application. If we want to avoid false alarms (since it causes a serious security breach) we have to trade off retrieval of true matches, resulting in a less successful, or longer identification process. After careful consideration we set the cosine similarity threshold of the single-frame face detection algorithm to 0.6. Table 3 .3: True Positive Identification Ratios using increasing k in the k-NN classification on the SAM-test set. We use cosine similarity for defining the inverse distance between the embedded features. Note the difference between Rank-N and Top-k metrics: using the Rank-N metric we compute TPIR against the rank.
Setting
To emphasize the difficulty of the Sam-test set we compare the best results of the same algorithm (setting A) in Table 3 .5. Notice the high variance of the same algorithm, and the difference in performance, it clearly shows the difficulty of the real world face-recognition task.
Multi-frame face validation
In this section we introduce our model agnostic, non-parametric multi-frame face validation algorithm, that encapsules the single-frame face identification algorithm, detailed in Section 3.1.
The goal is to validate whether the person identified first by the single-frame module can be when the threshold = 0, every sample in the gallery is accepted by the algorithm, therefore both TPIR and FPIR = 1.0, while e.g. at threshold = 0.6, the ratio of the retrieved negative samples (to the total number of negative samples) is respectably smaller than the ratio of the retrieved true samples (to the total number of true samples). Intuitively the aim is to increase the gap between TPIR and FPIR, by keeping false alarms as low as possible, or push the slope of the FPIR (orange) curve to the left as much as possible.
assigned to a registered identity with high confidence.
Our aim with the presented design was to use the simplest possible approach to utilize the continuous stream of input. The basic idea is to treat the single-frame module as a probabilistic model, and draw multiple samples from the identification process and pass only if successful retrieval was repeated through multiple tests. We use the low temporal variance of the input samples to our advantage, improving the robustness of the final verification process, detailed in Algorithm: 1. We note that the algorithm is vulnerable, for it relies heavily on the identification module's success, however in practice this algorithm is the most straightforward to implement and its accuracy level satisfies our requirements.
Dynamic gallery
We enhance our system with the ability to extend the face database, or the gallery on the fly by a user who wants to train the algorithm, and fine-tune the embedding network f on the extended database later. To adapt to the changes in the search database we divide the tasks in to two categories. The first category is the on-line adaptation, detailed in Subsection 3.3.1, while the second category is the off-line adaptation, detailed in Subsection 3.3.2.
Algorithm 1 Sam Multi-frame verification. The algorithm returns and terminates only when the face is verified and the identity is not a distractor.
Require: f (x) single frame identification function Require: X stream of frames Require: N # of successive retrieval 1: y ← <UNK> initialize identity value 2: counter ← 0 initialize counter of successive retrievals 3: t ← 0 initialize timestep 4: while counter < N do 5: t ← t + 1 6: x ← X [t] 7 :ŷ ← f (x) 8: ifŷ = <UNK> andŷ = y then 9: counter ← counter + 1 10: else 11: counter ← 0 12: y ←ŷ return y
On-line adaptation
During on-line training, the main goal is to minimize the time between the identification and verification, by maximizing the precision and recall of the single-frame identifier.
In practice, the original samples of the gallery, x i are not stored on the device memory (by device we refer to the the GPU in the cloud), only their latent representations h i . During test time only the embedded code vector of the query image is computed. This is detail is crucial from the aspect of real-time application, because its efficiency saves a tremendous amount of compute, and notable portion of the device memory, that leaves room for a dynamically growing gallery.
When a user wants to train the algorithm, she needs to stand in the front of the camera and authenticate herself using her unique ID badge. Then our application enters into the training state, which lasts until we lose track of the user using the face detection algorithm (a Convolutional Neural Network, implemented in dlib [16] ). In the training state each inferred h is automatically assigned to the identity y, added to the gallery. By doing so, the application increases the True Positive Identification Ratio of the identity, since the embeddings of successive frames have significantly higher cosine similarity scores than negative and false positive samples. We note that we do not optimize the parameters θ of the embedding function f θ during on-line training, and all the freshly added latent vectors h are stored locally on the device. Using this approach, the time it takes to train the algorithm to identify and validate a new user on a decent level is reduced to 1 minute.
Off-line adaptation
When the face detection algorithm does not detect any face in the input stream for 2 seconds, we begin to synchronize the updated gallery with the SQL database, asynchronously with the face detector, which is allowed to interrupt the synchronization process any time. To increase sample diversity we only store every 3 rd image of the user. After the synchronization process, the users can delete from the updated gallery on their personal site, also accept samples that were verified by the algorithm. During weekends we fine-tune the embedding network on the latest available training samples in the SQL database. These manual changes take effect once every day (during night hours), by a completely separate process that loads the latest finetuned parameters of the network and compute the embedding vectors for every sample in the SQL database.
Summary and discussion
To conclude our work in this chapter, we summarize our experiments and how we solved the challenges posed by the real world application. Lastly, we indicate current weaknesses of our solution and suggest directions for future work
Claims
Our goal was to deploy a real-life automated, face-recognition application that is fully automatized, requiring minimal maintenance efforts. Apart from technical issues, e.g. power outages and connection failures, in our experiments we verify that our original objectives were met.
More to that, the Sam framework is not just adapting to everyday usage, but as it collects and annotates data the accuracy of the core algorithm increases day by day. The success of our approach helped popularizing computer vision among our fellow scholars and serves 1/3 of the estimated regular visitors of the faculty. In 44 days we collected 98, 224 images that allowed us to perform numerous benchmarks to provide quantitative results on our algorithm's accuracy (details in the dataset overview 3.1.2).
Contributions
Our main contribution, apart from the application, is publishing the source for all modules described in this work. Along with the implementation we are going to release the code used for training the networks using multiple GPUs, the pretrained weights used in our experiments, and the implementation of our benchmarks, to help our peers to review and validate our results. Furthermore, the purpose for making this project open-source is to encourage and attract competitors to challenge our algorithm, to provide better solutions for the application.
Weaknesses and directions for future work
Multi-frame verification As many pointed out during discussions on the project, the multiframe verification algorithm (detailed in Section 3.2) is a naïve method, that is depending heavily on the performance of the identification process (Section 3.1). We acknowledge this vulnerability, and we would like to justify our choice: in order to fully understand and maximize the potential of the framework we needed to break down the experiments to several elmentary steps. This first step, was to measure what are capable of using a parametric model for single-frame identification purposes only.
Multiple server side processes At the time of writing, we are testing the second, completely identical deployment of the application that would face in the opposite direction of our current setting. We designed our framework to be scalable from the aspect of edge devices, and the result of deploying a second system would double the growth of our database. However in the current implementation, we run separate processes in the cloud for each client, which is inefficient knowing that the dynamic galleries, the embedding networks and the identification methods could be shared between parallel processes. 
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