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Abstract
We generalize the notion of the Tchebyshev transform of a graded poset to a triangulation of an arbitrary
simplicial complex in such a way that, at the level of the associated F -polynomials
∑
j fj−1((x − 1)/2)j ,
the triangulation induces taking the Tchebyshev transform of the first kind. We also present a related mul-
tiset of simplicial complexes whose association induces taking the Tchebyshev transform of the second
kind. Using the reverse implication of a theorem by Schelin we observe that the Tchebyshev transforms of
Schur stable polynomials with real coefficients have interlaced real roots in the interval (−1,1), and present
ways to construct simplicial complexes with Schur stable F -polynomials. We show that the order complex
of a Boolean algebra is Schur stable. Using and expanding the recently discovered relation between the
derivative polynomials for tangent and secant and the Tchebyshev polynomials we prove that the roots
of the corresponding pairs of derivative polynomials are all pure imaginary, of modulus at most one, and
interlaced.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
As Michael Hoffman noted in his paper on derivative polynomials [8]: “Sometimes prob-
lems naturally occur in pairs, and it is best to tackle both at the same time.” He then studied the
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principle. Another pair of polynomials that naturally occurs in pairs is the pair of Tchebyshev
polynomials of the first and second kind. They may be thought of as the pair of bases natu-
rally arising when we substitute a unit complex number into a polynomial and take the real and
imaginary part.
In this paper we show that there is a connection between these pairs of polynomials, and use
the connection to prove that the zeros of the derivative polynomials for tangent and secant are
not only all pure imaginary and have multiplicity one, but they are also interlaced the same way
the zeroes of the nth Tchebyshev polynomial of the first kind and the zeros of the (n − 1)th
Tchebyshev polynomial of the second kind are interlaced. The statement in itself is perhaps less
interesting than its proof, using a mix of combinatorics and complex analysis, that has many
actual and potential further uses.
After the Preliminaries, in Sections 2, 3 and 4 we introduce the Tchebyshev triangulation of
a simplicial complex and a collection of subcomplexes in it that we associate to the Tcheby-
shev polynomials of the second kind. These new complexes, associated to the original have the
property that their face enumerating polynomial F(x) :=∑j0 fj−1((x − 1)/2)j arises from
the F -polynomial of the original complex by the linear map that sends the monomial xn into
the Tchebyshev polynomials Tn(x) (first kind) or Un−1(x) (second kind) respectively. This con-
struction generalizes the Tchebyshev transform for graded posets introduced and studied by the
present author [5,7], and by Ehrenborg and Readdy [2]. The connection to this earlier theory is
explained along the way and in Section 5.
In Section 6 we introduce a new notion: the stability of a simplicial complex. In control theory
a polynomial is called Schur stable respectively Hurwitz stable if all its zeros are inside the unit
disk |x| < 1 respectively in the open left t-plane. There is a Möbius transform connecting the
two notions without establishing strict equivalence. It is remarkable that this transform connects
the Hurwitz stability h-polynomial of a simplicial complex (widely studied in the literature) with
the Schur stability of the F -polynomial
∑
j0 fj−1((x − 1)/2)j , rarely used by anyone besides
the present author. (One notable earlier application of this invariant is in [4] where it helped
explain a connection between central Delannoy numbers and Jacobi polynomials, discovered
decades ago, but branded as a “coincidence.”) We focus on Schur-stability because of a result of
Schelin [14] providing a Cauchy-index formula for the number of zeros of a polynomial with real
coefficients within the unit disk |x| < 1, in terms of the Tchebyshev transforms of a polynomial.
Schelin’s theorem is usually applied to verify Schur stability, here we observe that it may also
be used the opposite way: if we know that a polynomial with real coefficients is Schur stable
then, using Schelin’s theorem, we can show that the zeros of its Tchebyshev transforms are real,
inside (−1,1), and interlaced. The question naturally arises: are there simplicial complexes and
graded posets whose F -polynomial is Schur stable by some geometric or combinatorial reason?
It is easy to observe that the class of stable simplicial complexes is closed under taking the join,
and we suspect that the class of graded posets whose order complex is stable is closed under
taking the direct product. We are only able to prove this in the case when at least one of the two
stable posets is the graded poset of rank 1, but this already suffices to conclude that all Boolean
algebras are stable. The proof involves combinatorial enumeration and an application of Lucas’
theorem stating that the zeros of the derivative of a polynomial belong to the convex hull of the
zeros of the same polynomial.
In Section 8 we show that the derivative polynomials for hyperbolic tangent and secant are
closely related to the F -polynomials of the Tchebyshev transforms of the Boolean algebras.
(Switching to hyperbolic tangent and secant from the classical setup results only in rotating all
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Tchebyshev polynomials.) The connection between the Boolean analogues of the Tchebyshev
polynomials of the first kind and the derivative polynomials for secant was already observed
in [5]. Here we complete the picture by establishing the connection between derivative poly-
nomials for (hyperbolic) tangent and the Boolean analogues of the Tchebyshev polynomials of
the second kind. As a consequence of the relations established we may use the stability of the
Boolean algebra and the reverse implication of Schelin’s theorem to prove the interlacing prop-
erty for the zeros of the derivative polynomials for tangent and secant.
The concluding Section 9 contains a few observations that may be useful in proving our
conjecture that taking the direct product preserves the Schur stability of graded posets.
1. Preliminaries
1.1. Stable polynomials, Tchebyshev transforms, and the Cauchy index
In control theory, a polynomial is called Hurwitz stable, if all its roots have negative real part.
It is called Schur stable if all its roots lie inside the unit disk |x| < 1. The two conditions may
almost be reduced to each other by mapping the interior of the unit circle |x| < 1 upon the open
left t-plane by means of the fractional linear transformation x → t = (x − 1)/(x + 1) whose
inverse is t → x = (1 + t)/(1 − t). The number of zeros of the polynomial F(x) of degree n
inside the unit disk |x| < 1 is the same as the number of zeros of the transformed polynomial
h(t) := (1 − t)nF ((1 + t)/(1 − t)) (1)
in the open left t-plane. See, e.g., Marden [12, Chapter 10]. (The Schur stability of F(x) is not
equivalent to the Hurwitz stability of h(t), since their degrees might differ. See more on this issue
in Section 6.) As Marden notes, this observation may be used to count the zeros of F(x) inside
the unit disk |x| < 1 by counting the zeros of h(t) in the left t-plane, which is a widely discussed
issue, but he also proposes a direct approach to counting the zeros of F(x) inside the unit disk
|x| < 1.
In the case when F(x) has real coefficients, a result of Schelin [14] may also be used instead.
We phrase Schelin’s theorem in terms of the Tchebyshev transforms of a polynomial.
Definition 1.1. Given a polynomial F(x) = anxn +· · ·+a1x+a0 ∈R[x], the Tchebyshev trans-
forms T (F )(x) and U(F)(x) of the first and second kind of F(x) are given by
T (F )(x) = anTn(x)+ · · · + a1T1(x)+ a0 and
U(F)(x) = anUn−1(x)+ · · · + a1U0(x).
Here, for all m  0, Tm(x) is the Tchebyshev polynomial of the first kind, determined by
Tm(cos(α)) = cos(m · α) and Um(x) is the Tchebyshev polynomial of the second kind, deter-
mined by Um(cos(α)) = sin((m+ 1) · α)/ sin(α).
It follows from the definition immediately that the real part of F(exp(i · α)) is T (F )(cos(α))
and the imaginary part of F(exp(i ·α)) is U(cos(α)) · sin(α). (Throughout this paper, i stands for
the complex square root of −1.) According to Schelin [14], the number of zeros within the unit
disk of F(x) ∈R[x] may be expressed using a Cauchy index associated to U(F)/T (F ).
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are poles. The Cauchy index Iξ (g) of g at the pole ξ is
Iξ (g) = 12 limε→0+
(
sign
(
g(ξ + ε))− sign(g(ξ − ε))).
The Cauchy index Iβα (g) of g over an interval (α,β) whose endpoints are not poles is the sum of
the Cauchy indices Iξ (g) taken over all poles ξ ∈ (α,β).
If g(x) is a rational function p(x)/q(x), where p,q ∈ R[x] have no common zeros, then the
poles of g are the zeros of q . If ξ is a zero of q of multiplicity m then Iξ (g) = 0 if m is even,
and it is equal to the sign of p(ξ)q(m)(ξ) if m is odd. Schelin’s theorem [14, Theorem 2.3] is the
following.
Theorem 1.3 (Schelin). If p(x) ∈ R[x] has no zeros on the unit circle then the number of zeros
of p inside the unit circle, including multiplicities, is I 1−1U(p)/T (p).
Remark 1.4. It is important to assume that F(x) has no zeros on the unit circle. Consider for
example F(x) = x2 + 1. This has two zeros on the unit circle, and none inside. However, since
T (F )(x) = 2x2 and U(F)(x) = 2x, we have I 1−1U(p)/T (p) = 1.
1.2. Simplicial complexes
We use the terminology of Stanley [15]. An abstract simplicial complex  is a family of sub-
sets of a finite vertex set V , closed under inclusion, containing all singletons. The elements of 
are faces, the dimension of a face σ ∈  is |σ |−1. The number of j -dimensional faces is denoted
by fj and the vector (f−1, f0, . . . , fd−1) is the f -vector of . Here d − 1 is the dimension of ,
i.e., d is the maximum cardinality of its faces. An equivalent way to encode the f -vector is by
the h-vector (h0, . . . , hd) which may be defined by
∑d
i=0 hit i =
∑d
j=0 fj−1tj (1 − t)d−j . Here
h(t) :=∑di=0 hit i is the h-polynomial of . The reduced Euler-characteristic of a simplicial
complex is χ˜ () =∑dj=0(−1)j−1fj−1 = (−1)d−1hd . A simplicial complex is Eulerian if the
reduced characteristic of each of its links is (−1) raised to the dimension of the link. Here the
link lk(σ,) of a face σ ∈  is the simplicial complex {τ ∈ : τ ∪ σ ∈ , τ ∩ σ = ∅}. A special
type of simplicial complexes that is important in this paper is the order complex (P ) of some
partially ordered set P whose vertex set is P , and whose faces are the increasing chains in P .
An operation we will use is the join 1 ∗ 2 of two simplicial complexes 1 and 2: it is the
simplicial complex 1 ∗2 = {σ ∪ τ : σ ∈ 1, τ ∈ 2}. A special instance of the join operation
is the suspension operation: the suspension ∗ ∂(1) of a simplicial complex  is the join of 
with the boundary complex of the one-dimensional simplex. (A (d − 1)-dimensional simplex is
the family of all subsets of a d-element set, its boundary is obtained by removing its only facet
from the list of faces.)
1.3. The Tchebyshev transform of a poset
The idea of a Tchebyshev transform was introduced by the present author [7]. Given any
poset Q, we may define another poset T (Q) whose elements are the open intervals (x, y) ⊂ Q,
and the partial order is given by (x1, y1)  (x2, y2) if either x1 = x2 and y1 < y2, or y1  x2
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tation and terminology was introduced by Ehrenborg and Readdy [2]), as follows. Given a poset
P with minimum element 0̂ and maximum element 1̂, we introduce a new minimum element
−̂1 < 0̂ and a new maximum element 2̂. The graded Tchebyshev transform of the graded poset
P is then the interval [(−̂1, 0̂), (̂1, 2̂)] in T (P ∪ {−̂1, 2̂}). By abuse of notation, for a graded
poset P we will denote its graded Tchebyshev transform by T (P ). Many interesting results on
the Tchebyshev transform may be found in the papers cited above. These include showing that
the Tchebyshev transform preserves grading [7], the Eulerian property [7], the positivity of the
cd-index [2], and shellability [2]. The result motivating our present paper was shown in [5, The-
orem 1.10], although not stated in this generality. (The same proof is applicable.)
Theorem 1.5. Let P be a graded poset and T (P ) its graded Tchebyshev transform. Then the
order complex (T (P ) \ {(−̂1, 0̂), (̂1, 2̂)}) triangulates the suspension of (P \ {̂0, 1̂}).
1.4. Derivative polynomials for tangent and secant
The derivative polynomials Pn(x) and Qn(x) for tangent and secant may be defined by the
formulas
dn
dxn
tan(x) = Pn(tanx) and d
n
dxn
sec(x) = Qn(tanx) · sec(x).
They were studied most recently by Hoffman [8] and [9] but their study goes back to Krichna-
machary and Rao [11], Haigh [3] and to Knuth and Buckholtz [10]. The table of the coefficients
of Qn(x) is sequence A008294 in the “The online encyclopedia of integer sequences” [1]. As
it was observed by the present author [5, Corollary 9.3], the derivative polynomial Qn(x) for
secant is related to the Tchebyshev transform of the Boolean algebra Bn of rank n by the formula
n∑
j=0
fj−1
((T (Bn) \ {(−̂1, 0̂), (̂1, 2̂)})) ·(x − 12
)j
= i−nQn(x · i). (2)
2. The Tchebyshev triangulation
In this section we define the Tchebyshev triangulation of a simplicial complex in such a way
that it generalizes the already existing definitions for order complexes of posets. Given a simpli-
cial complex  with vertex set V , let us fix a linear order < on V and introduce a new element 1̂
that is larger than all elements of V .
Definition 2.1. The Tchebyshev triangulation T<() is the simplicial complex on the vertex set{
(u, v): u < v, {u,v} ∈ }∪ {(u, 1̂): u ∈ V }
whose faces are all sets {(u1, v1), . . . , (uk, vk)} satisfying v1 < · · · < vk and the following condi-
tions.
(i) The set {u1, v1, u2, v2, . . . , uk, vk} \ {̂1} is a face of .
(ii) For all i  k − 1 either ui = ui+1 or vi  ui+1 holds.
Figure 1 represents a simplicial complex with four vertices, and its Tchebyshev triangulation
with respect to the order v1 < v2 < v3 < v4.
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Our definition of a Tchebyshev triangulation depends on the linear order chosen on V . How-
ever, the face numbers of the resulting complex are always the same. This will be shown in
Section 3. In anticipation of this result we drop the < sign and use T () as a shorthand for
T<(). First we justify the use of the word triangulation. From our definition it is obvious that
T () is a simplicial complex, we only need to show that it can be geometrically realized as
a geometric simplicial complex subdividing a geometric realization of . Following standard
terminology we call a geometric simplicial complex K a family of geometric simplexes in a
Euclidean space in such that every face of a simplex in K is in K , and the intersection of any
two simplexes in K is a face of each of them. (See Munkres [13, p. 7], we will only consider
finite geometric complexes in finite-dimensional spaces.) Here a geometric simplex is the convex
hull of a set of affinely independent points. The vertex scheme of a geometric simplicial com-
plex K is the family of all sets {v1, . . . , vk} such that the convex hull of v1, . . . , vk is a simplex
of K . (See [13, p. 15], the vertex scheme is an abstract simplicial complex.) We call K a geo-
metric realization of  if the vertex scheme of K is isomorphic to . Every simplicial complex
has a standard geometric realization where we realize each vertex v with a basis vector ev in
some |V |-dimensional Euclidean space and we realize each face {v1, . . . , vk} as the convex hull
of ev1, . . . , evk . Clearly, a geometric realization of an abstract simplicial complex is completely
determined by providing the realization of each vertex:
Definition 2.2. Given an abstract simplicial complex  with vertex set V and a Euclidean
space E we say that the map η :V → E induces a geometric realization of  if the family
of convex hulls K(η) := {conv(η(σ )): σ ∈ } is a geometric simplicial complex geometrically
realizing .
A geometric complex K ′ is a subdivision of the geometric complex K if each simplex of K ′ is
contained in a simplex of K and each simplex of K equals the union of (finitely many) simplices
of K ′ [13, p. 83].
Definition 2.3. Assume that the maps η :V () → E and η′ :V (′) → E induce geometric re-
alizations of the simplicial complexes  and ′ respectively. We say that ′, realized by η′,
triangulates , realized by η, if the geometric complex K(η′) is a subdivision of K(η).
G. Hetyei / Journal of Combinatorial Theory, Series A 115 (2008) 569–592 575Theorem 2.4. Assume that a geometric realization of the simplicial complex  is induced by the
map η :V () → E. Then the map η′ :V (T ()) → E given by
η′(u, v) =
{ 1
2 · (η(u)+ η(v)) if v ∈ V (),
η(u) if v = 1̂
induces a geometric realization of T (). Moreover, the geometric realization K(η′) of T ()
triangulates the geometric realization K(η) of .
Proof. Consider first any face σ ′ := {(u1, v1), . . . , (uk, vk)} of T () where we assume v1 <
· · · < vk . Then, by the definition of T (), the set S(σ ′) := {u1, v1, . . . , uk, vk} \ {̂1} belongs
to . By the definition of η′ each η′(ui, vi) is either the midpoint of an edge of the (geometric)
simplex conv(η(S(σ ′))), or a vertex of this simplex. (Only η′(uk, vk) may be a vertex, exactly
when vk = 1̂.) Since v1 < · · · < vk and since ui < vi holds for all i, these edge-midpoints (and
vertex) are pairwise different. Obviously their realizations are also affinely independent, thus
each element of K(η′) is a geometric simplex. It follows now from the fact that T () is a
simplicial complex that each face of a simplex in K(η′) also belongs to K(η′). By conv(η′(σ ′)) ⊆
conv(η(S(σ ′))), each face in K(η′) is contained in some face in K(η). We only need to verify
that K(η′) is closed under taking intersections and that each face of K(η) is a union of faces
of K(η′).
Recall that the k-skeleton Skelk() of  is the subcomplex of all faces of dimension at most k.
We prove by induction that for each k  1 the complex T (Skelk()) is realized by the appropri-
ate restriction of η′, and that this realization triangulates Skelk(), realized by the appropriate
restriction of η. For k = 1 this observation is trivial since the restriction of η′ to T (Skel1())
induces subdividing each edge [η(u), η(v)] (where we may assume u < v) into two edges:[
η(u),
1
2
· (η(u)+ η(v))]= η′({(u, v), (u, 1̂)}) and[
1
2
· (η(u)+ η(v)), η(v)]= η′({(u, v), (v, 1̂)}).
The verification of the details is left to the reader. Consider now the k-skeletons of  and T ().
Given any k-face σ ∈  we need to show that every interior point of conv(η(σ )) is contained
in some conv(η′(σ ′)) where σ ′ ∈ T (). (Boundary points belong to the (k − 1)-skeleton, so we
know the needed inclusion for them by induction.) Assume that σ = {v1, . . . , vk} where v1 <
· · · < vk . Then the realization of the following vertices of T () belong to conv(η(σ )):
– all vertices (vi, vj ) where 1 i < j  k (represented by 12 · (η(vi)+ η(vj )));
– all vertices (vj , 1̂) where 1 j  k (represented by η(vj )).
It is easy to see that any face σ ′ of T () formed by the above vertices remains a face if we add
the vertex (v1, v2). In fact, the only vertex whose second coordinate is v2 is (v1, v2) so if it was
not already an element of σ ′, condition (ii) in Definition 2.1 remains valid. On the other hand,
any (u, v) = (v1, v2) satisfies either u = v1 or u  v2. Therefore, the simplices conv(η′(σ ′))
contained in conv(η(σ )) form a cone over η′(v1, v2). Since coning the boundary of a geometric
simplex over the midpoint of one of its edges yields a geometric simplicial complex subdividing
the simplex, it follows from our induction hypothesis that every interior point of conv(η(σ ))
is contained in some conv(η′(σ ′)). Consider finally any two faces σ ′, τ ′ ∈ T (Skelk()). If
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K(η′) by the induction hypothesis, or S(σ ′) = S(τ ′) = {v1, . . . , vk} for some v1 < · · · < vk and
conv(η′(σ ′)) ∩ conv(η′(τ ′)) belongs to K(η′) because both conv(η′(σ ′)) and conv(η′(τ ′)) be-
long to the same cone over η′(v1, v2). If S(σ ′) = S(τ ′) then, by conv(η′(σ ′)) ⊆ conv(η(S(σ ′)))
and conv(η′(τ ′)) ⊆ conv(η(S(τ ′))), the intersection conv(η′(σ ′)) ∩ conv(η′(τ ′)) is a subset of
conv(η(S(σ ′)))∩ conv(η(S(τ ′))), a less than k-dimensional simplex in K(η), and we may apply
again the induction hypothesis. 
Corollary 2.5. Any geometric realization of T () is homeomorphic to any geometric realization
of .
We conclude this section by explaining the connection between the Tchebyshev triangulation
and the Tchebyshev transform of a graded poset.
Proposition 2.6. Let P be a graded poset and T (P ) its graded Tchebyshev transform. Then
(T (P ) \ {(−̂1, 0̂), (̂1, 2̂)}) is isomorphic to a Tchebyshev triangulation of the suspension of
(P \ {̂0, 1̂}). This triangulation is induced by any linear extension of P ∪ {−̂1} \ {̂1}.
Proof. By definition, the graded Tchebyshev transform T (P ) has the following elements besides
its minimum element (−̂1, 0̂) and its maximum element (̂1, 2̂):
(i) all pairs (u, v) where u < v in the partial order of P and u,v ∈ P \ {̂0, 1̂};
(ii) all pairs (u, 1̂) where u ∈ P \ {̂0, 1̂};
(iii) all pairs (−̂1, u) where u ∈ P \ {̂1};
(iv) all pairs (̂0, u) where u ∈ P \ {̂0}.
Condition (i) above is equivalent to requiring u < v in the linear extension and {u,v} ∈ (P \
{̂0, 1̂}). The elements listed in (iii) and (iv) motivate adding the suspending vertices −̂1 and 0̂ to
V ((P \ {̂0, 1̂})) and setting −̂1 < 0̂ < u for all u ∈ P \ {̂0, 1̂}. Given this suspension of (P \
{̂0, 1̂}) with this linear order, the vertices of the Tchebyshev triangulation become exactly the
elements of T (P ) \ {(−̂1, 0̂), (̂1, 2̂)} listed above. It is easy to verify that {(u1, v1), . . . , (uk, vk)}
(where v1 < · · · < vk in the linear order) is a face of the Tchebyshev triangulation, if and only if
(u1, v1) < · · · < (uk, vk) is an increasing chain in T (P ) \ {(−̂1, 0̂), (̂1, 2̂)}. In fact, the condition
of being a face implies that the elements {u1, v1, . . . , uk, vk} must form an increasing chain in
some order, and the assumption that the linear order defining the Tchebyshev triangulation is a
linear extension of the partial order on P forces v1 < · · · < vk and ∀i(ui+1 = ui ∨ vi  ui) in the
partial order of P . The converse is also easily verified. 
It is worth noting that Theorem 1.5 is a consequence of Theorem 2.4 and Proposition 2.6.
3. The face numbers of the Tchebyshev triangulation
The following theorem provides a formula for the face numbers of T<() that is independent
of the linear order <, justifying the use of T () in face number calculations.
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fk−1
(
T ())= 2k∑
j=k
fj−1() · 22k−j−1
((
k
2k − j
)
+
(
k − 1
2k − j
))
.
Proof. We select any (k − 1)-face σ ′ = {(u1, v1), . . . , (uk, vk)} ∈ T () in two steps, as fol-
lows. First we choose the face σ := {u1, v1, . . . , uk, vk} \ {̂1} ∈  then we select the elements
u1, v1, . . . , uk, vk in σ ∪ {̂1}. Since u1 < v1 < v2 < · · · < vk and only vk may be equal 1̂, the
face σ has at least k elements. On the other hand, σ has at most 2k elements (the worst case
occurs when u1, v1, . . . , uk, vk are pairwise different and vk = 1̂). Hence, assuming |σ | = j , we
must sum over j = k, . . . ,2k and in each case we have fj−1() choices to fix σ .
Assume now we have fixed a (j − 1)-face σ ∈ , and let us count the number of ways to
select u1, v1, . . . , uk, vk . Since v1 < · · · < vk , exactly k elements of σ ∪ {̂1} are v’s. Let us mark
these with a “+” sign and the other elements of σ ∪ {̂1} with a “−” sign, and write down the
sequence of (j + 1) signs in increasing order of the underlying elements. For example, when
k = 3, j = 5, and u1 < v1 < u2 < v2 < u3 < v3 = 1̂, we record −+−+−+. On the other hand,
for k = 3, j = 5, and u1 < v1 < u2 = u3 < v2 < v3 < 1̂ we record − + − + +−. This encoding
with signs is not unique, since for u1 < v1 < u2 < v2 = u3 < v3 < 1̂ we also mark −+−++−.
Fortunately we can exactly describe, how many sets σ ′ correspond to each code.
Each valid code starts with a “−” sign, associated to u1, and has exactly k “+” signs. We
cannot have two consecutive “−” signs because of the following observations:
Every element of σ ∪ {̂1} that is strictly between vi and vi+1 is equal to ui+1. Every element
of σ ∪ {̂1} preceding v1 is equal to u1. Every element of σ ∪ {̂1} succeeding vk is equal to 1̂.
In fact, if ut is strictly between vi and vi+1 then we must have t  i (otherwise ut < vt  vi )
and if t > i+1 then, by condition (ii) of Definition 2.1, the only way to avoid ut > vt−1  vi+1 is
by setting ut = ut−1. Repeated use of this argument leads to ut = ut−1 = · · · = ui+1. The proof
of the second observation is similar, the third is obvious.
Conversely, assume we are given a string of “−” and “+” signs of length j + 1, such that the
first sign is “−,” there are exactly k “+” signs, and there are no two consecutive “−” signs. We
claim that the number of faces σ ′ corresponding to this string is 2 to the power of the number of
consecutive “++” patterns in the string. In fact, the “+” signs unambiguously mark the elements
v1 < · · · < vk . If there is a “−” sign between the “+” signs associated to vi and vi+1 then, by the
observations highlighted above, that “−” sign marks ui+1. Similarly, the first “−” sign marks u1.
We are left to place those elements ui+1 for which vi and vi+1 mark consecutive “+” signs. Let
us determine them in increasing order. By condition (ii) of Definition 2.1, such a ui+1 is either
equal to ui (and is given recursively) or equal to vi . Thus we have exactly two options to choose
from, each time we encounter a “++” pattern. These choices may be made independently of
each other.
We have found that, to obtain fk−1(T ()), each fj−1() needs to be multiplied by the total
weight of all strings of length (j +1) made of exactly k “+” signs and (j +1−k) “−” signs, not
containing consecutive “−” signs, and starting with a “−” sign. The weight of each such string
is 2 to the power of the number of “++” patterns contained in the string as a substring. Let us
distinguish two cases depending on the whether the last sign is “−” or “+.” In the first case, we
need to place (j − k) “−” signs in between the “+” signs. Since consecutive “−” signs are not
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“+” signs. This may be done in (k−1
j−k
)
ways, and we are left with k − 1 − (j − k) = 2k − j − 1
substrings “++.” Thus each string enumerated in the first case has weight 22k−j−1. The second
case is similar, except that now we are only placing (j − k − 1) “−” signs in between the “+”
signs, thus we have
(
k−1
j−k−1
)
such strings and each has weight 22k−j . Therefore, fj−1() needs
to be multiplied with
22k−j−1
(
k − 1
j − k
)
+ 22k−j
(
k − 1
j − k − 1
)
.
Note that this coefficient is also correct for the “extreme cases” j = k and j = 2k if we use the
conventions
(
k−1
k
)= 0 and (k−1−1 )= 0. For j = k then he coefficient of fk−1() is 2k−1 (the only
valid string of length j + 1 is “−+· · ·+”), while for j = 2k the coefficient of f2k−1() is 1 (the
only valid string of length j + 1 is “−+−+ · · · −+−”). We may avoid the use of “degenerate”
binomial coefficients if we rewrite the coefficient of fj−1() as
22k−j−1
((
k − 1
j − k
)
+
(
k − 1
j − k − 1
)
+
(
k − 1
j − k − 1
))
and use the identity
(
n+1
m+1
)= (n
m
)+ ( n
m+1
) (which, assuming ( n−1)= ( nn+1)= 0, is true even when
m = −1 or m = n) to get(
k − 1
j − k
)
+
(
k − 1
j − k − 1
)
=
(
k
j − k
)
=
(
k
2k − j
)
and(
k − 1
j − k − 1
)
=
(
k − 1
2k − j
)
. 
We conclude this section with a result that justifies the word “Tchebyshev” in the term
“Tchebyshev triangulation.” For that purpose we need a somewhat unusual definition of the
f -polynomial of a simplicial complex. (We use capital F to stress the difference between our
definition and the usual notion of f -polynomial in the literature.)
Definition 3.2. We define the F -polynomial F(x) of a (d − 1)-dimensional simplicial com-
plex  as
F(x) =
d∑
j=0
fj−1() ·
(
x − 1
2
)j
.
As a consequence of Theorem 3.1 we have the following result.
Proposition 3.3. The Tchebyshev transform of the F -polynomial of a simplicial complex is the
F -polynomial of its Tchebyshev triangulation:
T (F)(x) = FT ()(x).
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x ∈ [−1,1] may be written as x = cos(α) for some α ∈ [0,2π]. As observed in the Preliminaries,
T (F)(cos(α)) is the real part of
F
(
exp(i · α))= d∑
j=0
fj−1() ·
(
(cos(α)− 1)+ i · sin(α)
2
)j
,
thus we have
T (F)(x) =
d∑
j=0
fj−1()
2j
·
j/2∑
k=0
(
j
2k
)(
x2 − 1)k(x − 1)j−2k.
On the other hand,
FT ()(x) =
d∑
k=0
(
x − 1
2
)k 2k∑
j=k
fj−1()22k−j−1
((
k
2k − j
)
+
(
k − 1
2k − j
))
=
d∑
j=0
fj−1()
j∑
k=j/2
22k−j−1
((
k
2k − j
)
+
(
k − 1
2k − j
))(
x − 1
2
)k
,
hence it is sufficient to show that the contribution of fj−1() is the same in both sums, i.e.,
1
2j
j/2∑
k=0
(
j
2k
)(
x2 − 1)k(x − 1)j−2k
=
j∑
k=j/2
22k−j−1
((
k
2k − j
)
+
(
k − 1
2k − j
))(
x − 1
2
)k
holds for all j  0. Let us denote the left-hand side of by Lj (x), and the right-hand side by
Rj (x). By the binomial theorem,
Lj (x) = 12
((
x − 1
2
+
√
x2 − 1
4
)j
+
(
x − 1
2
−
√
x2 − 1
4
)j)
.
The polynomials Lj (x) form a Fibonacci-type sequence, determined by L0(x) = 1, L1(x) =
(x − 1)/2, and the recursion formula Lj+2(x) − (x − 1)Lj+1(x) − (x − 1)Lj (x)/2 = 0. It is
easy to verify that the polynomials Rj (x) verify the same initial conditions and recursion for-
mula. 
4. The Tchebyshev triangulation of the second kind
In analogy to the definition for posets in [2], we define the Tchebyshev triangulation of the
second kind as follows.
Definition 4.1. The Tchebyshev triangulation of the second kind U() of a simplicial complex 
on the vertex set V is the multiset of simplicial complexes {lk((v, 1̂), T ()): v ∈ V }.
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lk((v2, 1̂)) in any Tchebyshev triangulation. In such cases we want to list each simplicial complex
as many time as it equals to the link of a vertex of the form (v, 1̂).
As before, we tacitly assume that a linear order has been fixed on V , on which U() depends,
but its face numbers do not, as we will see below. We may extend the notions of face numbers
and F -polynomial to multisets of simplicial complexes, the most obvious difference being that,
now f−1  1 is the number of simplicial complexes listed. In particular, by definition we have
f−1(U()) = |V |.
In analogy to Theorem 3.1 we have the following result about the face numbers of U<(),
justifying the use of U() in face number calculations.
Theorem 4.3. For k  1 the number (k − 1)-faces in U() is given by
fk−1
(
U())= 2k+1∑
j=k+1
fj−1() · 22k+1−j
(
k
2k + 1 − j
)
.
Proof. Analogous to the proof of Theorem 3.1. A (k − 1)-face in U() is a set {(u1, v1), . . . ,
(uk, vk), (uk+1, vk+1)} ∈ T () such that v1 < · · · < vk and vk+1 = 1̂. (The vertex (uk+1, 1̂)
marks the link from which the face is taken and is not counted towards the dimension.) Let j
be the cardinality of {u1, v1, u2, v2, . . . , vk, uk+1} ∈ . Clearly k + 1  j  2k + 1 must hold.
Let us associate to each (k − 1)-face a string of + and − signs the same way as in the proof of
Theorem 3.1. Since vk+1 = 1̂, each valid code must end with a “+” sign. Since (uk+1, 1̂) is not
counted towards the dimension, we have to consider valid strings with (k + 1) “+” signs. We
obtain that fj−1() is multiplied with the total weight of all strings of length j + 1, consisting
of exactly (k + 1) “+” signs and (j − k) “−” signs, starting with a “−” sign and ending with a
“+,” containing no consecutive “−” signs. The weight of each valid string is 2 to the power of
the number of “++” patterns contained in the string as a substring. There are k gaps between
consecutive “+” signs of which j −k−1 needs to be selected as the position of a (non-first) “−.”
There are
(
k
j−k−1
)= ( k2k+1−j) ways to do so, and each such string contains “++” as a substring
(2k + 1 − j) times. 
In analogy to Proposition 3.3 we have:
Proposition 4.4. The Tchebyshev transform of the second kind of the F -polynomial of a simpli-
cial complex is the half of the F -polynomial of its Tchebyshev triangulation:
U(F)(x) = 12FU()(x).
Proof. Analogous to the proof of Proposition 3.3. Restricting U(F)(x) to [−1,1] and consid-
ering the imaginary part of F(exp(i · α)) yields the formula
U(F)(x) =
d∑ fj−1()
2j
·
(j−1)/2∑ ( j
2k + 1
)(
x2 − 1)k(x − 1)j−2k−1.
j=0 k=0
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1
2
FU()(x) =
d∑
j=1
fj−1() ·
j−1∑
k=(j−1)/2
22k−j
(
k
2k + 1 − j
)(
x − 1
2
)k
.
Comparing the contribution fj−1(), it is sufficient to show that
(j−1)/2∑
k=0
(
j
2k + 1
)(
x2 − 1
4
)k(
x − 1
2
)j−2k−1
=
j−1∑
k=(j−1)/2
22k+1−j
(
k
2k + 1 − j
)(
x − 1
2
)k
holds for all j  1. It may be shown using induction that both sides are equal to
1√
x2 − 1
((
x − 1
2
+
√
x2 − 1
4
)j
−
(
x − 1
2
−
√
x2 − 1
4
)j)
,
a Fibonacci-type sequence, satisfying the same recursion as in the proof of Proposition 3.3, but
subject to different initial conditions. 
We conclude this section by extending the notion of the Tchebyshev transform of the second
kind to graded posets.
Definition 4.5. Given a graded poset P , we define its Tchebyshev transform of the second
kind U(P ) as the multiset of intervals{[
(−̂1, 0̂), (w, 1̂)]⊂ T (P ): x ∈ P ∪ {−̂1} \ {̂1}}.
It should be noted that the coatoms in T (P ) are exactly all elements of the form (w, 1̂) where
x ∈ P ∪ {−̂1} \ {̂1}. The “second type analogue” of Proposition 2.6 is also its consequence.
Corollary 4.6. Let P be a graded poset and T (P ) its graded Tchebyshev transform. Then
(U(P )), defined as the multiset of simplicial complexes{(((−̂1, 0̂), (w, 1̂))): [(−̂1, 0̂), (w, 1̂)] ∈ U(P )},
is isomorphic to a Tchebyshev triangulation of the second kind of the suspension of (P \ {̂0, 1̂}).
This triangulation is induced by any linear extension of P ∪ {−̂1} \ {̂1}. (Note that the intervals
((−̂1, 0̂), (w, 1̂)) are “open,” they do not contain (−̂1, 0̂) nor (w, 1̂).)
Remark 4.7. It should be noted that the Tchebyshev transform of the second kind, introduced by
Ehrenborg and Readdy [2] takes the ab-index of a graded poset P into 1/2 times the sum of the
ab-indices of all graded posets [(−̂1, 0̂), (w, 1̂)] listed in the multiset of graded posets U(P ).
5. F -polynomials of graded posets and their Tchebyshev transforms
Motivated by Proposition 2.6 and Corollary 4.6 we define the F -polynomial of a graded poset
as follows.
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pension of (P \ {̂0, 1̂}).
As a consequence we have
FP (x) = x · F(P \{̂0,̂1})(x). (3)
We extend the notion of the F polynomial to multisets of posets by linearity. Propositions 3.3
and 4.4 may then be rephrased as follows.
Corollary 5.2. The following relations hold between the F -polynomials of a graded poset P and
its Tchebyshev transforms T (P ) and U(P ):
FT (P )(x) = T
(
FP (x)
)
and U
(
FP (x)
)= 1
2
FU(P )(x).
The following rephrasing is also very useful.
Corollary 5.3. U(FP )(x) may be calculated as the total weight of all chains in the graded
poset T (P ) that contain one coatom (w, 1̂) ∈ T (P ), avoid 0̂T (P ) and 1̂T (P ). Each coatom here
contributes a factor of 1/2, and all remaining elements in the chain (if any) contribute a factor
of (x − 1)/2.
6. H -stable and S-stable simplicial complexes
Given a simplicial complex  of dimension (d − 1), Schelin’s theorem provides a criterion
for the Schur stability of F(x), and in the previous sections we have seen that the Tchebyshev
transforms T (F)(x) and U(F)(x) used are also F -polynomials of (collections of) simplicial
complexes. This in itself should make the F -polynomial of a simplicial complex an interesting
invariant. When we try to use the transformation x → t = (x − 1)/(x + 1) to relate the Schur
stability of F(x) to the Hurwitz stability of the corresponding polynomial h(t), this turns out to
be the well-known h-polynomial:
(1 − t)d · F
(
1 + t
1 − t
)
= (1 − t)d
d∑
j=0
fj
(
t
1 − t
)j
= h(t).
Corollary 6.1. The number of zeros of F(x) inside the unit disk |x| < 1 equals the number of
zeros of h(t) inside the left t-halfplane.
The only reason we might not conclude that F(x) is Schur stable if and only if h(t)
is Hurwitz stable is that the degrees of these polynomials might differ. For example, the h-
polynomial of a simplex of any dimension is 1, hence it is Hurwitz stable, whereas the degree of
the F -polynomial of any simplicial complex of dimension (d − 1) is d .
Definition 6.2. We call a (d−1)-dimensional simplicial complex  S-stable, if its F -polynomial
is Schur stable, and H -stable, if its h-polynomial is Hurwitz stable.
Corollary 6.3. Every S-stable simplicial complex  of dimension d − 1 is also H -stable, and
satisfies degh(t) = d .
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Proposition 6.4. An H -stable simplicial complex  is S-stable if and only if its reduced Euler
characteristic χ˜ () = −F(−1) = (−1)d−1hd is not zero.
Proof. If the complex  is S-stable, of dimension (d − 1) then h(t) has degree d , since this
is the number of zeros of F(x) inside the unit disk |x| < 1 and this is a lower bound for the
number of zeros of h(t). Thus we must have hd = 0, and the reduced Euler characteristic is not
zero.
Conversely, if hd = 0 then the degree of h(t) is d and, by the H -stability, h(t) has d roots
in the left t-halfplane. This is also the number of zeros of F(x) inside the unit disk |x| < 1 and
d is also the degree of F(x). 
Schelin’s theorem is always useful to decide the Schur stability of a polynomial. Here we
propose to focus on a consequence of the opposite implication of Theorem 1.3.
Proposition 6.5. Assume that all zeros of a polynomial p(x) ∈ R[x] of degree d have modulus
less than 1. Then all roots of the Tchebyshev transforms T (p) and U(p) are real, have multi-
plicity 1, and lie in the open interval (−1,1). Moreover, the roots t1 < · · · < td of T (p) and the
roots u1 < · · · < ud−1 of U(p) are interlaced, i.e., t1 < u1 < t2 < u2 < · · · < ud−1 < td holds.
Proof. No root of p(x) is on the unit circle, Theorem 1.3 is thus applicable. Since the con-
tribution of each pole of U(p)/T (p) to I 1−1U(p)/T (p) is at most 1, and p has degree d ,
the rational function U(p)/T (p) must have at least d distinct poles in (−1,1). This is only
possible, if all d roots of T (p) are distinct and belong to (−1,1). Since each root ti has
multiplicity 1, the graph of T (p) crosses the horizontal axis at each of its roots. Thus, if
T (p) is locally increasing at ti , it must be locally decreasing at ti+1 and vice versa. In other
words, sign(T (p)′(ti)) = −sign(T (p)′(ti+1)) must hold for i = 1, . . . , d − 1. On the other hand,
I 1−1U(p)/T (p) = d can only be achieved if for each we have ItiU(p)/T (p) = 1, i.e., the sign of
U(p)(ti) must be equal to the sign of T (p)′(ti). Therefore sign(U(p)(ti)) = −sign(U(p)(ti+1))
must also hold for i = 1, . . . , d − 1. By the Intermediate Value Theorem, U(p) has at least one
root in each of (t1, t2), (t2, t3), . . . , (td−1, td−2). Since the degree of U(p) is d − 1, it has exactly
one root in each of these open intervals. 
Thus, if we know by some structural (geometric or combinatorial) reason that a simplicial
complex is S-stable then the roots of the Tchebyshev transforms of its F -polynomial will be
real, distinct, and interlaced, as described in Proposition 6.5. We will see an important infinite se-
quence of such related pairs of polynomials in Section 8. This motivates the question to describe
the S-stable simplicial complexes geometrically or combinatorially. We conclude this section
with a discouraging example and an encouraging observation.
Example 6.6. The boundary complex ∂(d) of a d-dimensional simplex d is H -stable
(S-stability is equivalent since χ˜ (∂(d)) = 0) only for d  2. In fact, h∂(d )(t) = (1 −
td+1)/(1 − t), its roots are all (d + 1)th roots of unity, except 1. For d  3, the real part of
the root exp(i · 2π/(d + 1)) is non-negative. For d  2 the polynomials 1, 1 + t , and 1 + t + t2
are Hurwitz stable.
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S-stable (H -stable).
Proof. It is easy to verify that
F1∗2(x) = F1(x) · F2(x). (4)
The statement on S-stability follows immediately. To prove the statement on H -stability one may
either note the analogous equation
h1∗2(t) = h1(t) · h2(t),
or note that F1∗2(−1) = 0 iff F1(−1) and F2(−1) are non-zero, and so we may also use
Proposition 6.4. 
Corollary 6.8. A simplicial complex  is S-stable (H -stable) if and only if its suspension  ∗
∂(1) has the same property.
7. Stable graded posets
We may extend the notions of S-stability and H -stability from simplicial complexes to graded
posets as follows.
Definition 7.1. We call a graded poset P S-stable respectively H -stable if the same holds for the
order complex (P \ {̂0, 1̂}).
As a consequence of Corollary 5.2, a graded poset is S-stable respectively H -stable if and
only if the same holds for the suspension (P \ {̂0, 1̂}) ∗ ∂(1). Recall that the F -polynomial
F -polynomial of this suspension.
Corollary 7.2. A graded poset P is S-stable iff FP (x) is Schur stable.
It is important to note the following. As a consequence of Corollary 6.3 and Proposition 6.4,
S-stability and H -stability is equivalent for the graded posets P satisfying χ˜((P \ {̂0, 1̂})) = 0.
The reduced Euler characteristic of (P \ {̂0, 1̂}) equals the Möbius function of P (see, e.g. Stan-
ley [16, Proposition 3.8.6]). A graded poset is Eulerian if the Möbius function of each interval
[u,v] is (−1)ρ(u,v) where ρ(u, v) is the rank of the interval.
Corollary 7.3. For each interval [u,v] in an Eulerian poset P , the interval [u,v] is S-stable iff
it is H -stable.
It is usual in the literature of graded posets to exclude the unique minimum and maximum
from the set of vertices of the order complex. One reason to do so is topological. The order
complex (P ) is obtained from (P \ {̂0, 1̂}) by joining the singleton 0̂ and then the singleton 1̂,
so their presence always makes (P ) contractible even if (P \ {̂0, 1̂}) is far from being so. As
a consequence of Proposition 6.7 we may observe that the distinction makes a big difference for
S-stability and no difference for H -stability.
Corollary 7.4. Given a graded poset P , the simplicial complex (P \ {̂0, 1̂}) is H -stable if and
only if the same holds for (P ), whereas no non-trivial graded P has an S-stable (P ).
G. Hetyei / Journal of Combinatorial Theory, Series A 115 (2008) 569–592 585We should also note that Eq. (4) implies
F(P )(x) = F(P \{̂0,̂1})(x) ·
(
x + 1
2
)2
. (5)
As a consequence of Proposition 6.7, the join of graded posets introduced by Stanley [17] pre-
serves both S-stability and H -stability. Recall that the join P ∗Q of two graded posets is the set
P \ {̂1P } ∪ Q \ {̂0Q} in which x  y holds if either x  y in P \ {̂1P } or x  y in Q \ {̂0Q}, or
x ∈ P \ {̂1P } and y ∈ Q \ {̂0Q}.
Corollary 7.5. P ∗Q is S-stable (H -stable) if and only if the same holds for P and Q.
In fact (P ∗Q\{̂0, 1̂}) is the join of the simplicial complexes (P \{̂0, 1̂}) and (Q\{̂0, 1̂}).
We conclude this section with a key result that leads to an important conjecture. Let us denote
the unique graded poset of rank 1 by I .
Theorem 7.6. If P is an S-stable graded poset then the same holds for the direct product P × I .
Corollary 7.7. All Boolean algebras Bn = I × I × · · · × I are S-stable.
Theorem 7.6 inspires the following.
Conjecture 7.8. The direct product of S-stable graded posets is S-stable.
The conjecture might seem bold but we are not aware of any counterexample to it.
We prove Theorem 7.6 by showing a sequence of lemmas which are sometimes more general
than needed, in the hope that some of these lemmas may be useful in proving Conjecture 7.8.
Lemma 7.9. For any pair of graded posets P and for all j > 0 we have
fj−1
((P ×Q))= k+lj+1∑
k,lj
(
j − 1
j − k, j − l, k + l − j − 1
)
fk−1
((P ))fl−1((Q)).
(Here all order complexes include the minimum and maximum elements.)
Proof. Consider a j -element chain (u1, v1) < · · · < (uj , vj ) in P × Q. Assume that the “un-
derlying sets” U := {u1, . . . , uj } ∈ (P ) and V := {v1, . . . , vj } ∈ (Q) have k respectively l
elements. To reconstruct the chain in P × Q we need to select a j -element sequence from of
U × V such that the first element is (u1, v1), the last element is (uj , vj ) and, while reading the
sequence from left to right, in each step we may move only to the next largest us respectively vt .
This is equivalent to selecting a lattice path of length j − 1 from (1,1) to (k, l), using the steps
(1,0), (0,1) and (1,1) only. The number of such lattice paths is
(
j−1
j−k,j−l,k+l−j−1
)
the number of
sets U respectively V is fk−1((P )) respectively fl−1((Q)). All choices (including the choice
of k and l) may be made independently. 
Lemma 7.10.
fj−1
((P × I ))= (j + 1)fj−1((P ))+ (j − 1)fj−2((P ))
holds for j > 0.
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and f1((I )) = 1, so k + l  j + 1 forces k  j − 1 while k  j is also necessary. For k = j
either l = 1 or l = 2 is possible, and fj−1((P )) is multiplied with(
j − 1
0, j − 1,0
)
· 2 +
(
j − 1
0, j − 2,1
)
· 1 = j + 1,
whereas k = j − 1 forces l = 2 and fj−2((P )) is multiplied with(
j − 1
1, j − 2,0
)
= j − 1.
Note that the formula is also valid for j = 1. 
Lemma 7.11.
F(P×I )(x) = F(P )(x)+ x
2 − 1
2
d
dx
F(P )(x).
Proof. Using Lemma 7.10 we may write
F(P×I )(x) = 1 +
∑
j>0
(
(j + 1)fj−1
((P ))+ (j − 1)fj−2((P ))) ·(x − 12
)j
.
Here
1 +
∑
j>0
(j + 1)fj−1
((P ))(x − 1
2
)j
= d
dx
(x − 1)F(P )(x)
= F(P )(x)+ (x − 1) d
dx
F(P )(x), and∑
j>0
(j − 1)fj−2
((P ))(x − 1
2
)j
= (x − 1)
2
2
d
dx
F(P )(x). 
Lemma 7.12.
F(P×I\{̂0,̂1})(x) =
d
dx
x2 − 1
2
F(P \{̂0,̂1})(x).
Proof. Using Eq. (5) we may rewrite Lemma 7.11 as(
x + 1
2
)2
F(P×I\{̂0,̂1})(x) =
(
x + 1
2
)2
F(P \{̂0,̂1})(x)
+ x
2 − 1
2
d
dx
(
x + 1
2
)2
F(P \{̂0,̂1})(x).
Using the product rule, and dividing both sides by ((x + 1)/2)2 yields
F(P×I\{̂0,̂1})(x) = x · F(P \{̂0,̂1})(x)+
x2 − 1
2
d
dx
F(P \{̂0,̂1})(x),
which is equivalent to the stated equation by the product rule. 
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[12, Theorem 6.1], we state it in a weaker and simpler form.)
Theorem 7.13 (Lucas). All zeros of the derivative of a polynomial f lie in the convex hull H of
the set of zeros of f .
If all zeros of F(P \{̂0,̂1})(x) lie strictly inside the unit circle then the convex hull of the zeros
of x2−12 F(P \{̂0,̂1})(x) intersects the boundary of the unit circle in the set {−1,1}. By Lucas’
theorem and Lemma 7.12 all zeros of F(P×I\{̂0,̂1})(x) lie inside the unit circle, except possibly
for −1 and 1. But −1 and 1 are single roots of x2−12 F(P \{̂0,̂1})(x) so they cannot be roots of its
derivative.
8. Derivative polynomials for hyperbolic tangent and secant
Equation (2) suggests having a closer look at the hyperbolic analogues of the derivative poly-
nomials for tangent and secant.
Definition 8.1. We call the polynomials P˜n(x) and Q˜n(x), defined by
dn
dxn
tanh(x) = P˜n
(
tanh(x)
)
and
dn
dxn
sech(x) = Q˜n
(
tanh(x)
) · sech(x)
the derivative polynomials for hyperbolic tangent and secant.
It is easy to verify that tanh(x) = i tan(x/i) hold for all complex numbers that are in the
domain of tanh(x). Using this relation we obtain(
d
dx
)n
tanh(x) = i−n
(
d
d(ix)
)n
i tan(x/i) = i−n+1Pn
(
tan(x/i)
)= i−n+1Pn(tanh(x)/i),
implying
P˜n(x) = i−n+1Pn(x/i). (6)
It should be noted that the degree of Pn(x) and P˜n(x) is n + 1, and the degrees of all of
their terms have the same parity. The linear map induced by xn+1−2k → i−n+1(x/i)n+1−2k =
(−1)n−kxn+1−2k is an involution on the vector space whose basis is {xn+1−2k: 0  k 
(n + 1)/2}. The same linear map may also be described as xn+1−2k → in−1(x · i)n+1−2k , so
we also have
P˜n(x) = in−1Pn(x · i). (7)
Similarly, sech(x) = sec(x/i) implies
Q˜n(x) = i−nQn(x/i), (8)
the polynomials Qn(x) and Q˜n(x) have degree n, and the degrees of all of their terms have the
same parity. The linear map induced by xn−2k → i−n(x/i)n−2k = (−1)n−kxn−2k is an involution
on the vector space whose basis is {xn−2k: 0  k  n/2}. The same linear map may also be
described as xn−2k → in(x · i)n−2k , so we also have
Q˜n(x) = inQn(x · i). (9)
Using this last equation we may rephrase Eq. (2) as follows.
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F -polynomial of the Tchebyshev transform of the Boolean algebra of rank n:
FT (Bn)(x) = T (FBn)(x) = (−1)nQ˜n(x).
From now on, we will use T Bn (x) as a shorthand for FT (Bn)(x) = T (FBn)(x), and call the poly-
nomials T Bn (x) the Boolean analogues of the Tchebyshev polynomials of the first kind. Similarly,
we introduce UBn−1(x) as a shorthand for U(FBn)(x) = 1/2 ·FU(Bn)(x) and call the polynomials
UBn−1(x) the Boolean analogues of the Tchebyshev polynomials of the second kind. Our next goal
is to establish a relation between the polynomials UBn−1(x) and the derivative polynomials P˜n(x).
Lemma 8.3. The polynomials UBn−1(x) satisfy the recursion formula
UBn−1(x) = 2n−1 +
x − 1
2
·
n−1∑
m=1
(
n
m
)
2n−mUBm−1(x).
Proof. The argument is analogous to the calculation indicated in [5, Section 9]. As stated in
Corollary 5.3, UBn−1(x) is total weight of all chains in T (Bn) that contain at least one coatom
(w, 1̂). Here w ∈ Bn \ {̂1} ∪ {−̂1}, the 2n singletons (containing a coatom only) contribute 2n−1.
For any other chain, consider its least element (u, v). Let us denote the rank of v by n − m.
There are
(
n
m
)
ways to choose v and 2n−m ways to choose u ∈ [̂0, v) ∪ {−̂1}. All chains whose
least element is (u, v) are identifiable with all chains contributing to U(F[v,̂1]). (The role of −̂1
is played by u.) Since [v, 1̂] ∼= Bm, the total contribution of all chains with least element (u, v)
is UBm−1(x). 
Lemma 8.4. The polynomials UBn−1(x) have the generating function
∞∑
n=1
UBn−1(x)
tn
n! =
sinh(t)
cosh(t)− x · sinh(t) .
Proof. The statement is equivalent to
∞∑
n=1
UBn−1(x)
tn
n! =
1
2 (e
2t − 1)
x+1
2 − x−12 e2t
.
We may rewrite this as
x + 1
2
∞∑
n=1
UBn−1(q) ·
tn
n! =
1
2
(
e2t − 1)+ x − 1
2
e2t
∞∑
n=1
UBn−1(x) ·
tn
n! .
Comparing the coefficients of tn on both sides (and subtracting (x − 1)UBn−1/(2n!) from both
sides) we obtain that the statement is equivalent to Lemma 8.3. 
Proposition 8.5. The following relation exists between the derivative polynomials for hyperbolic
tangent and the Boolean analogues of the Tchebyshev polynomials of the second kind for n 1:
(−1)nP˜n(x) =
(
x2 − 1)UBn−1(x).
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n0
Pn(x)
tn
n! =
x + tan(t)
1 − x tan(t)
we have∑
n0
P˜n(x)
tn
n! =
x + tanh(t)
1 + x tanh(t) .
This may be shown, for example, using Hoffman’s formula, Eq. (6) and the relation tanh(t) =
i tan(t/i). Replacing t with −t we obtain∑
n0
(−1)nP˜n(x) t
n
n! =
x − tanh(t)
1 − x tanh(t) = x +
(x2 − 1) tanh(t)
1 − x tanh(t) = x +
(x2 − 1) sinh(t)
cosh(t)− x sinh(t) .
The statement follows from Lemma 8.4 by comparing the coefficient of tn. 
Theorem 8.6. For n 1, the zeroes −1 < u1 < · · · < un−1 < 1 of P˜n(x) and the zeros t1 < · · · <
tn of Q˜n(x) are all real, belong to the interval [−1,1], and are interlaced −1 < t1 < u1 < t2 <
· · · < un−1 < tn < 1.
Proof. By Proposition 8.2 the zeros of Q˜n(x) are exactly the same as the zeros of T Bn (x) (with
the same multiplicities). By Proposition 8.5, the zeros of P˜n(x) consist of −1, 1 (both with mul-
tiplicity 1), and the zeros of UBn (x) (with the same multiplicities as in UBn (x)). By Corollary 7.7
the Boolean algebra Bn is S-stable. By Proposition 6.5 the zeros of T Bn (x) and UBn−1(x) are real,
have multiplicity one, belong to the open interval (−1,1) and are interlaced as stated. 
Corollary 8.7. The zeros of Pn(x) and Qn(x) are pure imaginary, have multiplicity 1, belong to
the line segment [−i, i] and are interlaced with −i and i being zeros of Pn(x).
This is a consequence of Eqs. (6) and (8).
9. The basis UBn−1(x) and concluding remarks
The polynomials UBn−1(x) have the following remarkable property:
Proposition 9.1.
UBn−1(x) = 2n−1F(Bn\{̂0,̂1})(x)
holds for n 1.
Proof. The two sides are clearly equal for n = 1, and we proceed by induction. By Lemma 7.12,
the polynomials F(Bn\{̂0,̂1})(x) satisfy the recursion formula
F(Bn+1\{̂0,̂1})(x) =
d
dx
x2 − 1
2
F(Bn\{̂0,̂1})(x), (10)
hence it is sufficient to show that the polynomials UBn−1(x) satisfy the recursion formula
UBn (x) =
d ((
x2 − 1)UBn−1(x)). (11)dx
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Pn+1(x) = P ′n(x)
(
x2 + 1),
Eq. (6), and Proposition 8.5. Another way is to rewrite (10) as a recursion for the polynomials
FBn(x) and deduce a recursion for the Tchebyshev transform of the second kind using a calcu-
lation similar to the ones in the proofs of Propositions 3.3 and 4.4. We mention this second way
because it makes showing (11) independent of Hoffman’s formula cited above. Thus we may
generate a second proof of Proposition 8.5 by using Hoffman’s formula above and (11) in an
induction. 
Corollary 9.2. The polynomials UBn−1(x) are eigenvectors of the linear operator p(x) →
U(x · p(x)) defined on the vectorspace R[x].
A generalization of this corollary appears in the work of Ehrenborg and Readdy [2, The-
orem 10.10] where they provide all eigenvectors for a generalization of the operator p(x) →
U(x ·p(x)) to a vector space of polynomials in non-commuting variables, associated to flag enu-
meration. In our case this result suggest that the polynomials UBn−1(x) form a very suitable basis
for Tchebyshev transform calculations. Proposition 9.1 yields the explicit formula
UBn−1(x) = 2n−1
n−1∑
j=0
S(n, j + 1)(j + 1)!
(
x − 1
2
)j
(12)
where the numbers S(n, j + 1) are the Stirling numbers of the second kind. In fact, fj−1((Bn \
{̂0, 1̂})) equals the number of j -element increasing chains ∅ = σ1 ⊂ · · · ⊂ σj ⊂ {1, . . . , n} of
subsets in an n-element set which is equal to the number of ordered set partitions of {1, . . . , n}
into (j + 1) parts. A similar explicit formula for the polynomials Pn(x) follows immediately.
Using the well-known relations between the Stirling numbers of first and second kind, one easily
obtains the formula
n∑
m=0
s(n+ 1,m+ 1)U
B
m(x)
2m
=
(
x − 1
2
)n
(m+ 1)!.
It should be noted that s(n + 1,m + 1)/(m + 1)! is the coefficient of xm+1 in ( x
j+1
)
. Hence for
any simplicial complex  we may write
F(x) =
∑
j0
fj−1()
(
x − 1
2
)j
=
∑
m0
UBm(x)
2m
[
xm+1
]∑
j0
fj−1()
(
x
j + 1
)
. (13)
The polynomial
s(x) :=
∑
j0
fj−1()
(
x
j + 1
)
is a variant of the Stirling polynomial of a simplicial complex studied in [6]. For a graded poset
we introduce
sP (x) :=
∑
fj−1
((P \ {̂0, 1̂}))( x
j + 1
)j0
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FP (x) = x ·
∑
j0
fj−1
((P \ {̂0, 1̂}))(x − 1
2
)j
=
∑
m0
xUBm(x)
2m
[
xm+1
]
sP (x). (14)
Using the definition of P˜n(x) and Proposition 8.5 we have(
d
dz
)m+1
tanh(z) = (−1)m+1UBm
(
tanh(z)
)(
tanh2(x)− 1)
hence, substituting x = tanh(z) and multiplying both sides with (tanh2(z)− 1) in (14) yields
(
tanh2(z)− 1)FP (tanh(z))= ∑
m0
tanh(z)(−1)m+1( d
dz
)m+1 tanh(z)
2m
[
xm+1
]
sP (x),
that is,(
tanh2(z)− 1)FP (tanh(z))= (−2) tanh(z)sP(−d2dz
)
tanh(z). (15)
This formula could perhaps be useful in proving Conjecture 7.8 some day, since the polynomials
sP (x) have the following multiplicative property.
Proposition 9.3. We have sP×Q(x) = sP (x) · sQ(x) for all pairs of graded posets P , Q.
Proof. First let us note that sP (x) may be rewritten in terms of the face numbers of (P ) as
follows:
sP (x) =
∑
j0
fj−1
((P ))(x − 2
j
)
. (16)
In fact,
fj−1
((P ))= fj−1((P \ {̂0, 1̂}))+ 2fj−2((P \ {̂0, 1̂}))+ fj−3((P \ {̂0, 1̂}))
holds since each j -chain in P contains up to two elements of {0, 1̂} and the rest is a j -chain,
(j − 1)-chain or (j − 2)-chain in P \ {̂0, 1̂}. This equality and(
x
j + 1
)
=
(
x − 2
j + 1
)
+ 2
(
x − 2
j
)
+
(
x − 2
j − 1
)
imply (16). Now the statement follows from Lemma 7.9 and an appropriately shifted variant of
[6, Lemma 3.2]. 
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