Abstract. The spatio-temporal coherence in data plays an important role in echocardiographic segmentation. While learning offline dynamical priors from databases has received considerable attention, these priors may not be suitable for post-infarct patients and children with congenital heart disease. This paper presents a dynamical appearance model (DAM) driven by individual inherent data coherence. It employs multiscale sparse representation of local appearance, learns online multiscale appearance dictionaries as the image sequence is segmented sequentially, and integrates a spectrum of complementary multiscale appearance information including intensity, multiscale local appearance, and dynamical shape predictions. It overcomes the limitations of database-driven statistical models and applies to a broader range of subjects. Results on 26 4D canine echocardiographic images acquired from both healthy and post-infarct subjects show that our method significantly improves segmentation accuracy and robustness compared to a conventional intensity model and our previous single-scale sparse representation method.
Introduction
Segmentation of the left ventricle from 4D echocardiography plays an essential role in quantitative cardiac functional analysis. Due to gross image inhomogeneities, artifacts, and poor contrast between regions of interest, robust and accurate automatic segmentation of the left ventricle, especially the epicardial border, is very challenging in echocardiography. The inherent spatio-temporal coherence of echocardiographic data provides important constraints that can be exploited to guide cardiac border estimation and has motivated a spatiotemporal view point of echocardiographic segmentation. Following the seminal work of Cootes et al. [1] on statistical shape/appearance modeling, a number of spatio-temporal statistical models (e.g., [2] [3] [4] [5] [6] ) have been proposed for learning dynamical priors offline from databases. While these models have advantages in different aspects, the problem of forming a database that can handle a wide range of normal and abnormal heart images is still open to our knowledge. The assumption that different subjects have similar shape or motion pattern or their clinical images have similar appearance may not hold for routine clinical images, especially for disease cases, due to natural subject-tosubject tissue property variations and operator-to-operator variation in acquisition [7] . For example, for post-infarct patients, the positions, sizes and shapes of infarcts and thereby the overall heart motion can be highly variable across the population. It is very hard to build a reliable database accounting for all these variations, while such individual uniqueness is essentially desired information in some important applications like motion-based functional analysis. In addition, the tremendous cost of building reliable databases compromises the attractiveness of the database-driven methods.
Exploiting individual data coherence through online learning overcomes these limitations. It is particularly attractive when a database is inapplicable, unavailable, or defective. To this end, a model is indispensable for reliably uncovering the inherent spatio-temporal structure of individual 4D data. Sparse representation is a powerful mathematical framework for studying high-dimensional data. We proposed a 2D single-scale sparse-representation-based segmentation method in [8] . It shows the feasibility of analyzing 2D+t echocardiographic images via sparse representation and online dictionary learning. However, it is difficult to directly apply this method to 4D data. An important limitation is that it utilizes only a single scale of appearance information and requires careful tuning of scale parameters. This compromises segmentation accuracy and robustness. This paper generalizes our previous work [8] and introduces a new 3D dynamical appearance model (DAM) that leverages a full spectrum of complementary multiscale appearance information including intensity, multiscale local appearance, and shape. It employs multiscale sparse representation of high-dimensional local appearance, encodes appearance patterns with multiscale appearance dictionaries, and dynamically updates the dictionaries as the frames are segmented sequentially. The online multiscale dictionary learning process is supervised in a boosting framework to seek optimal weighting of multiscale information and generate dictionaries that are both generative and discriminative. Sparse coding w.r.t. the predictive dictionaries produces a local appearance discriminant. We also include intensity and a dynamical shape prediction to complete the appearance spectrum that we incorporate into a MAP framework.
Methods

Multiscale Sparse Representation
Let Ω denote the 3D image domain. We describe the multiscale local appearance at a pixel u ∈ Ω in frame I t with a series of appearance vectors y
is constructed by concatenating orderly the pixels within a block centered at u. Complementary multiscale appearance information is extracted using a fixed block size at different levels of Gaussian pyramid. Modeled with sparse representation, an appearance vector y ∈ IR n can be represented as a sparse linear combination of the atoms from an appearance dictionary D ∈ IR n×K which encodes the typical patterns of a corresponding appearance class. That is, y ≈ Dx. Given y, D, and a sparsity factor T 0 , the sparse representation x can be solved by sparse coding:
A shape s t in I t is represented by a level set function Φ t (u). We define Φ
t } k are two dictionaries adapted to appearance classes Ω 1 t and Ω 2 t respectively at scale k. They exclusively span, in terms of sparse representation, the subspaces of the respective classes. Reconstruction residues are defined as
., J}, and c ∈ {1, 2}, wherex c t is the sparse representation of y
Combining the multiscale information, we introduce a local appearance discriminant
∀u ∈ Ω, where β k 's are the weighting parameters of the J appearance scales.
Online Multiscale Dictionary Learning
To obtain the discriminant R t , {D
t } k and β k need to be learned. Leveraging the inherent spatio-temporal coherence of individual data, we introduce an online multiscale appearance dictionary learning process supervised in a boosting framework. We interlace the processes of dictionary learning and segmentation as illustrated in Fig. 1 . Similar to the database-driven dynamical shape models [3] [4] [5] , we also assume a segmented first frame for initialization. It can be achieved by some automatic method with expert correction or purely manual segmentation. We dynamically update the multiscale appearance dictionaries each time a new frame is segmented. For t > 2, {D To reduce propagation error, we divide a sequence into two subsequences to perform bidirectional segmentation like [8] . The proposed dictionary [10] algorithm is invoked to enforce the reconstructive property of the dictionaries. The boosting supervision strengthens the discriminative property of the dictionaries and optimizes the weighting of multiscale information.
MAP Estimation
We estimate the shape Φ t in frame I t given the knowledge ofΦ 1:t−1 and I 1:t . Different from the single-scale method in [8] , we integrate a spectrum of complementary multiscale appearance information including intensity, the multiscale local appearance discriminant, and a dynamical shape prediction Φ * t . Since Φ t−1 and Φ t−2 are both spatially and temporally close, we assume a constant evolution speed during [t − 2, t]. Within the band domain Ω 1 t ∪ Ω 2 t we introduce an approximate shape prediction Φ * t =Φ t−1 + G(Φ t−1 −Φ t−2 ) to regularize the shape estimation. Here G( * ) denotes Gaussian smoothing operation used to preserve the smoothness of level set function. The segmentation is estimated by maximizing the posterior probability:
The shape regularization is given by p(Φ * Since intensity is not helpful for epicardial discrimination, p(I t |Φ t ) is dropped in the epicardial case. The overall segmentation energy functional is given by:
where
We minimize the energy functional as follows: 
Algorithm 1. Multiscale Appearance Dictionary Learning
Input: appearance samples {Y
-Resampling: Draw sample setsỸ
-Dictionary Learning: Apply the K-SVD to learn {D
-Sparse Coding: ∀y ∈ {Y
t } k using the OMP [11] , and get residues R(y,
Experiments and Results
We acquired 26 3D canine echocardiographic sequences from both healthy and post-infarct subjects using a Phillips iE33 ultrasound imaging system with a frame rate of ∼ 40 Hz. Each sequence spanned a cardiac cycle. The sequential segmentation was initialized with a manual tracing of the first frame. Both endocardial and epicardial borders were segmented throughout the sequences. Fig. 2 shows typical segmentation examples by our method. 100 frames were randomly drawn from ∼ 700 frames for manual segmentation and quality assessment. We evaluated automatic results against expert manual tracings using the following segmentation quality metrics: Hausdorff Distance (HD), Mean Absolute Distance (MAD), Dice coefficient (DICE), and Percentage of True Positives (PTP).
Benefit from the Dynamical Appearance Model. When the dynamical appearance components are turned off, our model reduces to a conventional ultrasound intensity model: the Rayleigh model [12] . Comparison with the Rayleigh method clearly shows the added value of the proposed DAM. Since the Rayleigh method is generally sensitive to initial contours, we initialized its segmentation of each frame with the first frame manual tracing. Fig. 3(a) compares typical segmentation examples by the Rayleigh method and our method. We observed that the Rayleigh method was easily trapped by misleading intensity information (e.g., image inhomogeneities and artifacts), while our approach produced accurate segmentations. Fig. 2 qualitatively shows the capability of the DAM in estimating reliably 3D left ventricular borders throughout the whole cardiac cycle. The Rayleigh method did not generate acceptable segmentation sequences in the experiment. Table 1 demonstrates that the DAM significantly outperformed the Rayleigh model. Better means (higher DICE and PTP, and lower MAD and HD) and lower standard deviations show the remarkable improvement of segmentation accuracy and robustness achieved by employing the DAM. Advantages over Single-scale Sparse Representation. We compared our DAM to the single-scale sparse representation model (SSR) in [8] . The SSR was extended to 3D and performed at 5 appearance scales ranging from low scale 3.5 × 3.5 × 3.5mm 3 to high scale 15.5 × 15.5 × 15.5mm
3
, while the DAM utilized multiscale appearance information. Fig. 3(b) presents end-systolic segmentation examples showing that the use of DAM resulted in lower propagation error and higher segmentation accuracy compared to the SSR. Fig. 4 presents the quantitative results of the comparison study. We observed that the performance of the SSR varied with the scale, which implies its sensitivity to the appearance scale. The SSR required scale tuning to get better results. The DAM achieved the best results in almost all the metrics for both endocardial and epicardial segmentations, which demonstrates the advantages of DAM over SSR. By summarizing complementary multiscale appearance information, the DAM consistently produced accurate segmentations without careful parameter tuning. Comparison with Database-Driven Dynamical Models. Table 1 compares the HD, MAD and PTP achieved by our model and that by a state-of-the-art database-driven dynamical shape model SSDM reported in [5] . The database-free DAM achieved comparable results with the SSDM, and outperformed the SSDM in segmenting epicardial borders. It is worth noticing that the DAM does not require more human interaction at the segmentation stage than the databasedriven dynamical models such as [3] [4] [5] which also need manual tracings of the first or first few frames for initialization.
Discussion and Conclusion
We have proposed a 3D dynamical appearance model that exploits the inherent spatio-temporal coherence of individual echocardiographic data. It employs multiscale sparse representation, online multiscale appearance dictionary learning, and a spectrum of complementary multiscale appearance information including intensity, multiscale local appearance, and shape. Our method resulted in significantly improved accuracy and robustness of left ventricular segmentation compared to a standard intensity method and our previous single-scale sparse representation method. The DAM achieved comparable results with a state-ofthe-art database-driven statistical dynamical model SSDM. Since the DAM is database-free, it overcomes the limitations introduced by the use of databases. The DAM can be applied to the cases (e.g., the post-infarct subjects in this study) where it is inappropriate to apply database-based a priori motion or shape knowledge. Even when the priors are effective, the DAM can be a good choice for complementing the database and relaxing the reliance of statistical models (e.g., [2] [3] [4] [5] [6] ) on database quality. Future work includes extensions to human data, other modalities, and an integrated online and offline learning framework to exploit their complementarity.
