Multiple inert gas elimination technique by micropore membrane inlet mass spectrometry-a comparison with reference gas chromatography. J Appl Physiol 115: 1107-1118, 2013. First published July 18, 2013 doi:10.1152/japplphysiol.00072.2013.-The mismatching of alveolar ventilation and perfusion (VA/Q) is the major determinant of impaired gas exchange. The gold standard for measuring VA/Q distributions is based on measurements of the elimination and retention of infused inert gases. Conventional multiple inert gas elimination technique (MIGET) uses gas chromatography (GC) to measure the inert gas partial pressures, which requires tonometry of blood samples with a gas that can then be injected into the chromatograph. The method is laborious and requires meticulous care. A new technique based on micropore membrane inlet mass spectrometry (MMIMS) facilitates the handling of blood and gas samples and provides nearly real-time analysis. In this study we compared MIGET by GC and MMIMS in 10 piglets: 1) 3 with healthy lungs; 2) 4 with oleic acid injury; and 3) 3 with isolated left lower lobe ventilation. The different protocols ensured a large range of normal and abnormal VA/Q distributions. Eight inert gases (SF6, krypton, ethane, cyclopropane, desflurane, enflurane, diethyl ether, and acetone) were infused; six of these gases were measured with MMIMS, and six were measured with GC. We found close agreement of retention and excretion of the gases and the constructed VA/Q distributions between GC and MMIMS, and predicted PaO 2 from both methods compared well with measured PaO 2 . VA/Q by GC produced more widely dispersed modes than MMIMS, explained in part by differences in the algorithms used to calculate VA/Q distributions. In conclusion, MMIMS enables faster measurement of VA/Q, is less demanding than GC, and produces comparable results.
COLLAPSE OF ALVEOLI (atelectasis) and alveolar flooding as occurs in acute respiratory distress syndrome, and alveolar consolidation as in pneumonia, cause shunt (no ventilation but persisting perfusion; V A /Q ϭ 0) (11, 14, 23) , whereas reduced regional ventilation as in chronic obstructive pulmonary disease impedes ventilation and causes areas with low V A /Q (V A /Q Ͻ 0.1) with minimal shunt (1) . Although these mechanisms of arterial hypoxemia have different therapeutic implications, a simple blood gas analysis will not allow a distinction between them.
The gold standard for measuring V A /Q distributions is based on elimination of inert gases, and with a suitable number of inert gases (e.g., six), an estimate of a continuous V A /Q distribution can be obtained (28, 30, 31) . Conventional multiple inert gas elimination technique (MIGET) is based on gas chromatography (GC), which requires tonometry of blood samples with a gas that can then be injected into the chromatograph (31) . Although simple in principle, the measurement of inert gas tensions in blood samples by GC is laborious and requires meticulous care, a challenge that has limited its use to just a few research laboratories around the world (23, 28) .
During the last two decades, however, a technique based on micropore membrane inlet mass spectrometry (MMIMS) combined MIGET with mass spectrometry, without tonometry of the blood (3, 4) . In MMIMS a polymer membrane confined to a small micropore separates a blood sample from the mass spectrometer and high-vacuum system, and gases diffuse through this membrane into the mass spectrometer for analysis. With the appropriate amplification of the signal, gas concentrations down to a few parts per million can be detected. Direct and automated measurement of inert gas tensions in small blood samples has the potential to make MIGET easy to use by nonspecialist laboratories, and to provide V A /Q distributions for general clinical use. An early single-pore MMIMS prototype was shown to measure shunt fraction that correlated with, but underestimated, the Riley shunt (8) . MIGET by MMIMS, however, has not been compared with the gold standard MIGET by GC. We report here a direct comparison of MIGET by MMIMS with the conventional MIGET by GC, in three animal models that covered a wide range of normal and abnormal V A /Q distributions.
MATERIALS AND METHODS
The study was conducted as a prospective animal experiment. The Animal Ethics Committee of Uppsala University (Sweden) approved the study. The care and handling of animals were in accordance with National Institutes of Health guidelines for ethical animal treatment. We studied 10 piglets (age, 2-3 mo; weight, 26 Ϯ 2 kg) of mixed Hampshire, Yorkshire, and Swedish country breeds obtained from a local breeder. The animals fasted overnight and had free access to water. All pigs underwent the same preparatory algorithm (induction and maintenance of anesthesia and inert gas infusion).
General Preparation
The pigs were anesthetized by an IM injection of xylazine (2.2 mg/kg, Rompun; Bayer, Leverkusen, Germany), tiletamine/zolazepam (6 mg/kg, Zoletil; Virbac, Carros, France), and atropine (0.04 mg/kg; NM Pharma, Stockholm, Sweden). The trachea was intubated with a 7.0-mm (ID) cuffed endotracheal tube. Anesthesia was maintained by continuous infusions of fentanyl (0.04 mg·kg Ϫ1 ·hr Ϫ1 , Leptanal; Janssen-Cilag, Sweden), ketamine (3.2 mg·kg ; Actavis Group, Hafnersfjordur, Iceland), via an 18-gauge catheter placed in an ear vein. A 14-gauge catheter was placed in one of the front limbs for the MIGET infusion. Muscle relaxation was induced with a bolus of 2 mg/kg rocuronium (Esmeron; N.V. Organon, Oss, The Netherlands), followed by a continuous infusion of 2.5 mg·kg Ϫ1 ·hr Ϫ1 rocuronium. A median tracheotomy was performed and the orotracheal tube was replaced by an 8.5-mm ID cuffed tracheal tube.
After intubation, animals were mechanically ventilated with intermittent positive pressure ventilation with an FI O 2 of 0.4 and positive end-expiratory pressure (PEEP) of 5 cmH2O provided by a Servo I ventilator (Maquet Critical Care, Solna, Sweden). The tidal volume was set to 10 ml/kg, and respiratory frequencies were adjusted to achieve a normal arterial Pa CO 2 of 40 mmHg. Exhaled end tidal CO2 (ETCO2), gas flow, and airway pressures were measured at the proximal end of the tracheal tube with a NICO capnograph (Respironics, Wallingford, CT). Except as noted, an FIO 2 of 0.4 was maintained throughout the experiment.
A flow-directed pulmonary artery catheter (PAC) and a singlelumen central venous catheter were inserted via the right external jugular vein. The PAC was used for cardiac output measurements and mixed venous blood sampling, and it was repositioned before each measurement to ensure that the tip was located in regions with high pulmonary blood flow. All pigs received a 20-gauge right carotid arterial catheter for continuous arterial pressure measurements and a 20-gauge hind limb arterial catheter for blood sampling. Blood gas analysis was performed with standard blood gas electrodes immediately after bubble-free blood sampling (ABL 500; Radiometer, Copenhagen, Denmark). The blood gas machine was calibrated (one point every hour and two points every 4 h) by internal routines, and always before the day's measurements. Vascular pressures were measured with pressure transducers and cardiac output was measured by thermodilution with an SC 9000 XL Monitor (Siemens, Erlangen, Germany). A suprapubic urinary catheter was placed for monitoring urine output. Temperature was measured by the Swan-Ganz catheter and maintained at 37.3 Ϯ 0.3°C with heating mats. Hemodynamic parameters (cardiac output, CO; heart rate, HR; mean arterial pressure, MAP; mean pulmonary artery pressure, MPAP; and central venous pressure, CVP) and arterial oxygen saturation (S pO2) were monitored continuously with an SC 9000 XL Monitor (Siemens) and recorded before and during each experimental intervention. After completion of the general preparation an alveolar recruitment maneuver (inspiratory hold of 40 cmH 2O for 10 s) was performed, the pigs were allowed to stabilize for 30 min before proceeding with further protocols.
At the end of each experiment, the animals were euthanized with an IV injection of potassium chloride while under general anesthesia.
Experimental Protocols
To cover a wide range of VA/Q distributions, we used three separate protocols: 1) normal lungs with normal, hypo, and hyperventilation; 2) oleic acid-injured lungs with three different levels of PEEP; and 3) separate intubation of the left lower lobe (LLL) with subsequent selective hyper-and hypoventilation of that lobe, and addition of common apparatus deadspace during LLL hyperventilation. Assignment to protocol for each animal was made according to a preplanned, nonrandomized order. Three animals were assigned to the normal lung group, four animals to the oleic acid-injury group, and three animals to the selective LLL ventilation group.
Normal lungs. Each of the three animals with normal lungs was studied during global normoventilation, hypoventilation, and hyperventilation. Targets for each level of ventilation were defined by ETCO 2 with the goals of 40 mmHg for normal, 50 mmHg for hypoventilation, and 30 mmHg for hyperventilation. Changes in minute ventilation were achieved by adjusting respiratory rate with constant tidal volumes. In one animal, technical difficulties with the MIGET infusion were suspected during the experiment; therefore, the normal ventilation setting was repeated, and the hypoventilation setting was omitted. Analysis of the MIGET data revealed that the initial infusion was adequate, and thus both data sets for normal ventilation were included in the analysis, resulting in nine data sets for the three animals with normal lungs.
Oleic acid injury. The four animals in the oleic acid-injury group were administered a total dose of 0.1 ml/kg oleic acid (Acidum Oleicum, Göteborg, Sweden) in divided doses with a target Pa O 2 /FIO 2 less than 130 mmHg. After 45 min for stabilization following the injection of oleic acid, each animal was studied at three different PEEP levels in nonrandom order: 5 cmH 2O of PEEP initially followed either by 10 cmH 2O of PEEP and then a low level of PEEP (1 cmH 2O), or a low level of PEEP followed by 10 cmH2O of PEEP. In one animal (animal 9), VA/Q results immediately available from the MMIMS suggested a level of lung injury below target, a supplemental dose of 0.1 ml/kg oleic acid was administered, and the measurements at PEEP of 5 cmH2O were repeated. Severe hypoxemia at 1 cmH2O of PEEP was followed by cardiac arrest with hemodynamics consistent with right ventricular failure in one case; thus the low PEEP measurement was not completed. In one animal, the low PEEP level was 2 cmH2O instead of 1 cmH2O to avoid severe hypoxemia. In another animal, the initial low PEEP setting was repeated at an FIO 2 of 1.0. There were therefore 13 total data sets completed in the oleic acid-injury group.
Selective LLL intubation. In the three animals assigned to LLL differential ventilation, two tracheal tubes were placed: a 6.5-mm ID tracheal tube was placed in the trachea, and a 5.0-mm ID tube, increased in length to a total of 37 cm, was placed under bronchoscopic guidance (EF-B 14L; Xion Medical, Berlin, Germany) into the left mainstem bronchus supplying the LLL. The two tracheal tubes were connected to two separate NICO capnographs and then joined by a Y-piece to share a common ventilator inlet. The partitioning of ventilation to the LLL was adjusted by use of resistances in the respective tracheal tubes. For LLL hypoventilation, resistance in the 5.0-mm ID tube was increased by insertion of two coiled guide wires, 0.040 inches OD, into the tube lumen. For LLL hyperventilation, the 6.5-mm ID tube was partially clamped externally with an adjustable pinch clamp. Apparatus deadspace was increased by insertion of a section of plastic tubing, measured volume of 68 ml, upstream of the Y-piece. Due to suspected technical difficulties during setup of the internal wire resistances, in one animal the LLL hypoventilation setting was repeated and both data sets were included in the analysis, which resulted in 10 total data sets in the selective ventilation group.
A timeline of the experimental protocol appears in Fig. 1 .
Multiple Inert Gas Elimination Technique
For MIGET, multiple inert gases are dissolved in saline and infused into a peripheral vein at a constant rate. Samples of mixed venous blood (input of gases to the lung), systemic arterial blood (gases retained in the lung in blood phase), and mixed expired gas (gases excreted from the lung in gas phase) are analyzed for their inert gas partial pressures. The differences in the way the lung retains or excretes gases of different solubility are analyzed to determine a compatible distribution of VA/Q ratios (28) . For maximal information on the entire span of the VA/Q range, it is important that the multiple gases cover a wide range of blood/gas solubility, and that the gases are reasonably spaced within this range. In conventional MIGET by GC, the inert gases that are usually used, in order from low to high solubility, are as follows: sulfur hexafluoride (SF 6), ethane, cyclopropane, enflurane (or a substitution of halothane), diethyl ether, and acetone. These particular gases were chosen to span a wide range of solubility with fairly even spacing on the solubility axis, and for optimal detection with the GC detectors (electron capture for SF 6 , flame ionization for the other five gases) (28) . For optimal detection by mass spectrometry, the six gases that have been used previously are as follows: SF6, krypton, desflurane, enflurane, diethyl ether, and acetone (3). To enable direct comparison of the MMIMS and GC methods with samples taken at the same time, we used an infusion with eight inert gases (SF 6, krypton, ethane, cyclopropane, desflurane, enflurane, diethyl ether, and acetone) and measured six of these with MMIMS and six with GC. In preliminary experiments, we confirmed that krypton and desflurane did not interfere with the detection of the six gases for GC, and that ethane and cyclopropane did not interfere with the detection of the six gases for MMIMS.
The inert gas infusion was prepared by removing the air and 140 ml of saline from a 1-liter bag of saline, adding 100 ml of a mixture of SF 6 (20%), ethane (60%), and cyclopropane (15%), and shaking this gas/saline mixture for 10 min to remove dissolved air from the liquid. The excess gas was expelled, and then 19 ml of gas mixture was added to the infusion bag. Next, 200 ml of pure SF 6 and 22 ml of pure krypton gas were added to the infusion bag. Finally, the other gases were added with liquid injections: 150 l desflurane, 180 l enflurane, 500 l diethyl ether, and 7.5 ml acetone. This mixture was infused into a peripheral vein at a basal rate of 2 ml/min. Fifteen minutes before each measurement, the infusion rate was increased to 1/300 of cardiac output. Preliminary experiments confirmed that this mixture and infusion rate provided adequate signal-to-noise ratio for each gas, for both methods.
Blood samples for MIGET were collected simultaneously from the pulmonary artery and systemic artery catheters in gas-tight, ungreased, matched barrel glass syringes (Popper & Sons, now Cadence Science, Staunton, VA) with a three-way stopcock. After withdrawal of 5 ml of blood in a waste syringe to clear the deadspace volume and avoid air bubbles, 7 ml of blood was collected for the GC method in 20-ml syringes prefilled with 0.2 ml of concentrated heparin (5,000 IU/ml) according to standard MIGET by GC procedure, followed by 2.5-2.8 ml of blood collected for the MMIMS method in 5-ml syringes prefilled with 0.2 ml of concentrated EDTA. Any visible gas bubbles were immediately expelled before sealing the syringes with a stopcock. Duplicate mixed expired gas samples (one each for MMIMS and GC) were collected in dry 20-ml, matched-barrel glass syringes from a heated (Ͼ40°C) mixing chamber (volume 2.5 liters) connected to the ventilator outlet. Mixed expired sampling commenced, relative to the blood sampling, after 2.5 liters of exhaled gas had passed through the mixing chamber.
Analysis of Samples by GC
Analysis of the gas samples by GC was carried out as previously reported (12, 24) . Blood samples were tonometered with 10 ml of nitrogen in a constant temperature shaking water bath set to 37°C. The gas phase was transferred into a dry glass syringe, and injected into the GC (Model 5890, Series II; Hewlett-Packard, Waltham, MA) specifically modified for the MIGET method, as previously described. The mixed expired sample was injected directly into the GC system. Areas of the GC peaks were entered manually into the standard Fortran software program, generously provided by Dr. Peter Wagner in previous work, for calculation of retentions, excretions, and V A/Q distributions.
Analysis of Samples by MMIMS
For MMIMS analysis, tonometry is not necessary; the blood samples flow over the MMIMS probes and the inert gases are analyzed directly. The user enters essential physiologic data (cardiac output, minute ventilation, and core body temperature) into the machine, and the system adjusts the probe and sample temperatures to match core temperature. The user injects the pulmonary artery and systemic artery blood samples and the mixed expired gas sample into the injection ports on the machine, which stores each sample in a coiled sample loop, and commands the system to make the measurements. The system flows each sample over a microporous membrane inlet probe, measures the current signal at six different mass/charge (m/e) ratios from the mass spectrometer, identifies the plateau signal and averages that signal, and when the analysis of all three samples is complete (ϳ12 min), carries out all of the calculations for the retention/excretion curves and the V A/Q distributions. The sequence of calculations has been described previously (3) . Details of the calculations and the full set of calculation parameters (spectral overlap matrix, gas/liquid factors, and group mean solubilities) used in this study are listed in the appendix. V A/Q distributions were calculated from the retention/excretion data [software written in Labview (National Instruments, Austin, TX) that implemented a direct translation of the ridge regression algorithm (9) previously written in Fortran, as recorded in National Auxiliary Publications Service document 02929 (29) ]. Calculation parameters (compartment weights, high and low V A/Q, number of compartments) were identical to the parameters used in the GC calculations, with the exception of a smoothing factor of 400 for MMIMS (vs. the standard Z ϭ 40 for the GC calculations).
Data Analysis and Statistics
V A/Q distributions from GC were directly compared with the VA/Q distributions from MMIMS for each individual measurement in each animal by the Kolmogorov-Smirnov two-sample test (6), treating each paired measurement as an independent observation (i.e., without accounting for intra vs. interindividual differences). V A/Q distributions were also compared by calculations of moments of the distributions (mean V A/Q for the ventilation distribution or mean V, and mean VA/Q for the perfusion distribution or mean Q; logSDV and logSDQ; and skewness). Moment calculations were carried out in the usual way, which includes all compartments except deadspace and shunt, for qualitative comparisons between the GC and MMIMS data (10, 21) . Quantitative comparisons of the modes were carried out for the nine data sets in normal pigs by either paired t-testing [if distributions Fig. 1 . Timeline of experimental protocol. Additional treatments included no treatment (normals), oleic acid administration, and an additional 45 min for stabilization, or selective left lower lobe (LLL) intubation. Basal infsn is the start of the basal MIGET infusion at 2 ml/min. Each treatment was instituted and maintained for 45 min followed by MIGET measurements. For normal lungs, normal, hypoV, and hyperV indicate normal, hypo-, and hyperventilation, respectively. For oleic acid injury, PEEP of 5 cmH2O was followed by PEEPA, which was either low (1 cmH2O) or high (10 cmH2O); and then PEEPB, which was the opposite, either high or low. RM, recruitment maneuver; LLLhypoV, left lower lobe hypoventilation; LLLhyperV, LLL hyperventilation; LLLhyperVϩDS, LLL hyperventilation with added external deadspace.
were normal and there was no dependence of either magnitude or variance of paired differences on paired average (5)]; or a sign test otherwise.
Comparison of means of the ventilation and perfusion distributions with the overall measured V A/Q ratio for normal lungs (subjects 2, 3, and 10) was performed with Bland-Altman analysis (5) . First, the deadspace recovered by MMIMS and GC for each experimental condition was averaged, and this deadspace value was subtracted from the minute ventilation for each condition to estimate alveolar ventilation. Next, shunt recovered by MMIMS and GC for each condition was averaged and subtracted from measured cardiac output. The overall V A/Q ratio for the normal compartment was then calculated from the ratio of alveolar ventilation to effective perfusion. Next, a geometric average (30) of the mean V A/Q for ventilation and the mean V A/Q for perfusion was calculated for MMIMS and GC for each condition. Finally, these geometric means for MMIMS or GC were compared with the overall V A/Q calculated from minute ventilation and cardiac output.
The V A/Q distributions were used to predict PaO 2 using previously described algorithms (16, 17, 32) . For MIGET by GC, the calculations are included in the printout from the standard Fortran program, used in the standard way as been reported in previous studies (12, 24) , with default inputs for hemoglobin P50 and two-point tonometered PCO2 values. For MIGET by MMIMS, the calculations were carried out with Labview routines based on the same algorithms, with some minor updates. The algorithms used the same Kelman routines (16, 17) for O2 and CO2 dissociation curves; and the same alveolar gas exchange equations that include nitrogen exchange (32) . The MMIMS routines, however: 1) used a base-excess based approach (27) to locate the CO2 buffer line, rather than the two-point tonometered CO2 approach (2); 2) used the cardiac output measured from thermodilution, readily available information that is independent from inert gas measurements, rather than a weighted average value from Fick balances on the inert gases; and 3) used a pig-specific value for hemoglobin P50 (25) . Comparisons of predicted vs. measured PaO 2 were then carried out by Bland-Altman analysis (5) .
For the experiments with selective LLL hyperventilation, the individual lung segment ETCO 2 data were used to calculate the expected VA/Q distribution as described in detail in the appendix.
RESULTS
The results from the three protocols on healthy, oleic acidexposed, and individual left-lobe ventilation animals are pooled in the following presentation because the effects of experimental treatments are expected to affect both methods equally. The three protocols were designed to cause a wide range of V A /Q distributions and not to test effects of experimental treatments. Overall, the visual impression was that there was no difference between protocols on the agreement or disagreement between results from the MMIMS-and GC-based MIGET. All individual V A /Q distributions by both techniques can be accessed via the Web link "GCvMS" at http://www.medsci.uu.se/research/ Cardiology and physiology/Clinical physiology/Publications/. 1 Hemodynamic and respiratory data appear in Table 1 .
Comparison of the Two Methods with Each Other
Representative side-by-side comparisons of the retention/ excretion (RE) curves and the accompanying V A /Q distributions for one subject with normal lungs for normal ventilation, hypoventilation, and hyperventilation are presented in Fig. 2 . Representative results for one subject with oleic acid-injured lungs at three different PEEP levels are pre- 1 Additional material may be found at http://www.medsci.uu.se/research/ Cardiology and physiology/Clinical physiology/Publications/. These materials are not a part of this manuscript, and have not undergone peer review by the American Physiological Society. APS and the journal editors take no responsibility for these materials, for the Web site address, or for any links to or from it. All values are mean Ϯ SD. HypoV in the Normal Lungs column is hypoventilation for normal lungs, HyperV is hyperventilation. HypoV in the Selective LLL Ventilation column is hypoventilation of the lower left lobe (LLL), HyperV is hyperventilation of the LLL, HyperDS is LLL hyperventilation with added external deadspace. MAP, mean arterial pressure; MPAP, mean pulmonary artery pressure; HR, heart rate; CO, cardiac output; MV, minute ventilation; VT, tidal volume; PIP, peak inspiratory pressure; Pmaw, mean airway pressure; ETCO2, end-tidal PCO2 (for isolated LLL this was the tracheal ETCO2); PaCO2, arterial PCO2; PvCO2, mixed venous PCO2; SpO2, arterial oxygen saturation from pulse oximeter. PaO2, arterial PO2; PvO2, mixed venous PO2; SvO2, mixed venous saturation; Vadm, venous admixture (Riley shunt), calculated from the Berggren equation. sented in Fig. 3 . Results for one subject with selective LLL intubation are shown in Fig. 4 . Throughout Figs. 2-4 and all V A /Q distributions available via the Web link "GCvMS" at http://www.medsci.uu.se/research/Cardiology and physiology/ Clinical physiology/Publications/, the residual sums of squares from the best-fit retention curves are listed on each graph. For each experiment, the perfusion distributions were compared with each other, and the ventilation distributions were compared with each other, by the Kolmogorov-Smirnov twosample test, for 64 total D statistics. Only one of the D statistics, in the perfusion comparisons, exceeded the critical D of 0.2720 for P ϭ 0.05 and n ϭ 50 (6).
Mean V A /Q, logSD, and skew values calculated in the traditional way with inclusion of all 48 nonshunt, non-dead space compartments, are presented in Table 2 . For the subset of the nine experiments in pigs with normal lungs, there were no significant differences between the GC and MMIMS results for the mean V A /Q of the ventilation or perfusion distributions (mean paired difference, always in the order MS-GC, for the V distributions of 0.19, mean paired difference for the perfusion distributions of 0.07, P ϭ 0.22 and 0.39 respectively, paired t-tests). For both logSDV and logSDQ, the MMIMS method recovered significantly narrower distributions (mean paired difference for logSDV of Ϫ0.39, mean paired difference for logSDQ of Ϫ0.17; P ϭ 0.002 and 0.02, respectively, sign test). Skews were not significantly different between the methods (mean paired difference for skewV, Ϫ0.80; mean paired difference of skewQ, Ϫ0.16; P ϭ 0.50 and 0.09, respectively; sign test). Quantitative comparisons of modes did not include the oleic acid-injured groups and the LLL ventilation groups because the distributions for these experiments deviated substantially from a single, normal mode. The quantitative meaning of modes calculated from these nonnormal distributions is therefore not interpretable in terms of position, spread, or shape.
Comparison of Derived Parameters to External Standards
Comparison of the overall V A /Q ratios for subjects with normal lungs is presented in Fig. 5 . After confirming by regression analysis that there was no significant linear dependence of difference on average, paired t-tests showed that the small biases (Ϫ0.13 for GC, ϩ0.038 for MMIMS) were not significantly different from zero (P ϭ 0.24 and 0.06, respectively).
Pa O 2 predicted from the V A /Q distributions for the GC and MMIMS methods are compared with the measured Pa O 2 by Bland Altman analysis in Fig. 6 . Regression analysis confirmed no significant linear dependence of difference on the average. The bias for both methods (12.0 for GC, 4.6 for MMIMS) was significantly different from zero (P ϭ 10 Ϫ5 and 0.030 respectively, paired t-test).
Representative V and Q distributions as predicted from the ETCO 2 measurements for the LLL hyperventilation experiments are compared graphically to the distributions recovered from GC and from MMIMS in Fig. 7 . It is apparent that the expected separation of the means of the two modes is small for the predicted distributions in Fig. 7 (black line) , the main V A /Q mode is centered at a V A /Q of 1.2 and the higher V A /Q mode is centered at about 2.7. For modes of normal width, the expected net result is a broad, single mode with some suggestion of an incompletely separated second mode on the higher V A /Q side of this peak, most apparent in the predicted V distribution. Compared with a single normal narrow mode (for example, in Fig. 2, normal ventilation) , both methods recovered broad modes with increased V and Q for V A /Q ranging from 2 to 9, distributions consistent with these predicted features.
The recovered added deadspace volumes with an added deadspace of 68 ml during LLL hyperventilation were 57, 53, and 49 ml for MMIMS, compared with the GC values, in matching order, of 52, 50, and 1 ml.
DISCUSSION
Since its introduction in 1974 (30) , MIGET has been used in many studies examining gas exchange abnormalities in several lung diseases and animal models of disease (1, 18, 19, 22, 28) , in exercise physiology (7) , and in investigations of gas exchange during general anesthesia (14) . We compared an established reference method, conventional MIGET by GC, with a new approach to MIGET based on mass spectrometry. Conventional MIGET by GC is well established by a long history of use, and is considered the gold standard for measuring V A /Q distributions (28) . It is widely recognized, however, that there is currently no way to know what the complete V A /Q distribution is in any given circumstance, and consequently, there is no absolute reference standard for V A /Q distributions. Our main objective in the current study was therefore a direct side-by-side comparison of these two methods with each other, accepting that the true underlying V A /Q distributions remain unknown. Additionally, several parameters derived from the V A /Q distributions were compared with directly measured external references: overall V A /Q ratio; predicted Pa O 2 ; predicted bimodal V A /Q distributions on the basis of selective end-tidal CO 2 analysis; and recovery of an external added deadspace. Overall, the two methods agreed quite well with each other, in many cases showing RE curves and V A /Q distributions that were nearly identical. Parameters derived from both methods also showed good agreement with externally measured references.
Comparison of the Two Methods with Each Other
The main comparison of these two methods [Figs. 2-4 and all other comparisons that can be accessed via the Web link "GCvMS" at http://www.medsci.uu.se/research/Cardiology and physiology/Clinical physiology/Publications/] was carried out with statistical analysis by the Kolmogorov-Smirnov (KS) two-sample test (6) . Visual inspection and statistical analysis indicate close agreement between the methods. For the KS two-sample test, one D statistic out of 64 exceeded the threshold for significance, vs. the null hypothesis for which 3 out of 64 D statistics would be expected to exceed the critical value. The KS two-sample test, applied to the cumulative distribution of fractional Q and fractional V, is a nonparametric approach that assesses the entire distribution, including shunt and deadspace compartments, and accounts for differences in the Y-direction (taller or shorter modes) as well as differences in the X-direction (changes in position of those modes). Designed for comparisons of cumulative probability distributions, the KS two-sample test is well suited for comparing cumulative fractional distributions of flow and ventilation, which share common features with probability distributions. Like probability, blood flow and ventilation cannot be negative, with the result that cumulative distributions must be monotonically increasing. Additionally, fractional flows, like probability, range between zero and one, and the cumulative curves must approach asymptotes of zero and one as V A /Q approaches negative and positive infinity, respectively.
Comparison of the two methods was also carried out by quantitative analysis of the moments of the V A /Q distributions, for the experiments in animals with normal lungs in which the distributions closely approximated a single normal mode. Con- ventional calculation of moments, which excludes the shunt and deadspace compartments but includes all 48 of the remaining V A /Q compartments ( Table 2 ) has been used in prior studies for qualitative comparisons of V A /Q distributions (10, 21) . It is recognized, however, that the quantitative meaning of these moments is not specified when the distributions include more than one mode, or a mode that deviates markedly from a normal distribution. The location of the main modes on the V A /Q axis agreed quite well between the two methods for both the ventilation distributions and the perfusion distributions ( Table 2 , Normal). Analysis of the log standard deviations reveals a subtle difference between the methods that is apparent on visual inspection of the data sets: MIGET by MMIMS tends to recover more narrow distributions than MIGET by GC, even with a larger smoothing factor in the V A /Q calculations algorithm (Z ϭ 400 for MMIMS, Z ϭ 40 for GC). The selection of Z ϭ 400 for MMIMS was selected empirically to bring the narrower V A /Q distributions from MMIMS more in line with the V A /Q distributions from GC. It should be noted that the original selection of Z ϭ 40 for the GC method was also empiric (9) .
There are several possible reasons for the tendency of the MMIMS approach to recover more narrow distributions than the GC approach. First, some of these differences are due to the algorithm used to recover V A /Q distributions from the retention and excretion (RE) data, and not due to differences in the RE data per se (see Web link "algorithm" at http:// www.medsci.uu.se/research/Cardiology and physiology/ Clinical physiology/Publications/). Second, repeated measurements of gas tensions on the same liquid sample tend to show a higher precision for the MMIMS measurements than for the GC measurements; for example, less than 1% coefficient of variation for desflurane in saline (J.E. Baumgardner, unpublished data, available on request). It is possible that higher precision allows recovery of more narrow V A /Q modes, although measurement precision is likely only a small fraction of the overall precision, which includes measurement errors, sampling errors, sampling catheter effects, and physiologic fluctuations (15) . Overall precision for MMIMS has not been assessed. Another possible explanation is that the GC data are more tightly coupled than MMIMS data, with an effect of intrinsic smoothing. For example, an error in measured gas dilution volume during the extraction process would affect all six gas measurements, whereas measurements of gas tensions by MMIMS may be more nearly independent.
As expected, agreement between the two methods was most challenged when the V A /Q curves were the most complex; for example, the results for oleic acid-injured lungs at low PEEP. This is consistent with the general nature of inverse problems in which recovery of complex details is known to be more difficult and more influenced by statistical fluctuations than recovery of simple curves (9) . The challenge of reliably recovering complex V A /Q distributions is most easily addressed with an experimental design that includes repeated measurements and averaging, a task more amenable to the MMIMS approach.
Comparison of Derived Parameters with External Standards
Although there is no absolute reference standard for the entire V A /Q distribution, several derived parameters from V A /Q distributions can be compared with externally measured quantities as a partial check on the accuracy of the V A /Q distributions.
It is well established that normal lungs tend to have a single, narrow V A /Q mode. We studied uninjured lungs over a range of overall ventilation to assess whether the position of the recovered V A /Q mode shifted by an appropriate amount. Both methods gave excellent agreement with the overall V A /Q (Fig.  5) . Bias was minimal in both cases, whereas MIGET by MMIMS produced tighter limits of agreement.
Predicted Pa O 2 from the V A /Q distributions compared favorably with measured Pa O 2 for both methods (Fig. 6) . Both methods produced a small, positive, statistically significant bias, a result that is expected because the Pa O 2 calculated from V A /Q distributions does not account for nonpulmonary rightto-left shunt (bronchial blood flow and Thebesian veins) or for any small effects of diffusion limitation (23) .
Predicted V A /Q distributions based on ETCO 2 analysis for the selective LLL ventilation (Fig. 7) reveal that the expected separation in the two modes (LLL vs. the rest of the lung) is actually quite modest, and the overall expected result is a single but broad main V A /Q mode. Both methods recovered a main V A /Q mode, consistent with these expectations.
Finally, both methods recovered a value for the added apparatus deadspace that was smaller than the actual measured deadspace. There are two possible reasons for this discrepancy. First, the added deadspace could have absorbed the soluble gases ether and acetone during exhalation and released them again on the next inspiration. Second, it has been reported previously that MIGET recovers an added deadspace value less than the measured value of the added deadspace, even with efforts to minimize soluble gas absorption in the added tubing (20) , a result of the V A /Q model treating all deadspace as parallel. Both of these factors, however, are expected to affect both methods equally. The radically different recovered deadspace of 1 ml for one animal, in the GC group, is most likely a statistical outlier: inspection of the raw RE data reveals an acetone excretion value that is unrealistically high, likely due to a low-probability high value in the E measurement error (see Web link "GCvMS" at http://www.medsci.uu.se/research/Cardiology and physiology/Clinical physiology/Publications/).
Limitations
Our main interest in this study was the side-by-side comparison of the two methods, and the experiments were designed to facilitate this comparison; not to systematically study the treatment effects. The overall data analysis therefore considered each experimental condition as an independent observation, with no accounting for intraindividual pairings. Additionally, because our interest was in comparing the two methods and not in treatment effects vs. time effects, it was considered more important to carry out the studies in a sequence that optimized convenience rather than randomized order. Our study therefore provides very little insight into the systematic effects of the experimental treatments on V A /Q distributions.
An important feature of the experimental design was the ability to measure V A /Q distributions with both methods at the same time in the same animal. This was achieved by use of an infusion with eight inert gases, each method measuring six gases, but this approach did force some compromise on both methods. First, the total gas pressure equilibrated with the infused saline is limited to 1 atmosphere, so the addition of two gases naturally reduces the amounts of the other six gases. Second, each method has different detector sensitivities for the inert gases. The optimal infusion for the MMIMS method, for example, requires much more SF 6 than the optimal infusion for the GC method, whereas the optimal infusion for the GC method requires more enflurane than the optimal infusion for the MMIMS. Inert gas concentrations for the combined infusion, a typical GC-alone infusion and a typical MMIMS-alone infusion, are presented in Table 3 (see APPENDIX) . Measurement signal-to-noise ratio was challenged for both methods, partially but not completely compensated by a high infusion rate. The net result is that both methods were operating at less than optimal performance compared with what is usually achieved with a single method. Nevertheless, both methods gave reasonable quality data as assessed by visual inspection of the curve fits, by acceptable residual sum of squares, and by acceptable prediction of Pa O 2 .
Practical Advantages and Disadvantages of Each Method
Because the GC method extracts most of the inert gas from the blood sample into a gas phase, the GC approach naturally uses more of the available inert gas for analysis, which tends to produce a higher signal-to-noise ratio (SNR) in terms of instrumental measurement noise. As a result, the GC method is more tolerant of lower inert gas infusion rates with minimal compromise in the data quality, whereas MMIMS requires a minimal infusion rate for acceptable raw measurement signals. Overall measurement noise, however, is determined by several factors in addition to instrument SNR; for example, accumulated errors during sample handling and manipulation. MMIMS greatly reduces this type of error because there is no extraction and sample handling. Direct and automated analysis also should reduce dependence on local variations in extraction technique and reduce operator dependence, and thereby en- hance reproducibility between laboratories, and between different studies in the same laboratory.
The methods are also different in terms of tolerance to errors in sample collection. The MMIMS method pushes the blood samples through relatively narrow channels and is much more sensitive to small clots in the sample than the GC method. MMIMS is also, in theory, much more sensitive to small air bubbles in the blood samples, because these can absorb large amounts of the insoluble gases. In contrast, for the GC method, the blood sample is exposed to a large gas volume as part of the extraction process, making small bubbles in the samples less problematic.
The extraction of inert gas from blood to gas phase imposes a major constraint on the overall analysis time (23, 31) . In addition, in the usual setup the GC peaks are entered manually into the program that calculates the V A /Q distributions (23, 28) , with the result that in practice, V A /Q information is usually not available until several hours after a measurement. In contrast, the V A /Q distributions from the MMIMS method are available within minutes after each measurement. One example of the utility of this nearly real-time feedback is the titration of the oleic acid dose in animal 9, as described in MATERIALS AND METHODS.
Finally, although MIGET by MMIMS requires specialized skill and training in infusion preparation and sample collection, the method is far less demanding in technical skills required to carry out the measurements. The automation of sample handling in MIGET by MMIMS has the potential to make V A /Q distributions more widely available to nonspecialist laboratories. In summary, we described a direct comparison of MIGET by MMIMS with conventional MIGET by GC in animal models that covered a wide range of normal and abnormal V A /Q distributions. The two methods agreed well, and parameters derived from both methods showed good agreement with externally measured references. The MIGET-by-MMIMS method was less technically demanding than MIGET by GC, and the measured V A /Q distributions from MMIMS were available within minutes, providing nearly real-time monitoring of the matching of alveolar ventilation and perfusion.
APPENDIX

Parameters for the MMIMS Calculations of RE Curves and V/Q Distributions
We list here the parameters used for MMIMS calculations of the retention and excretion curves. The raw data measured by the mass spectrometer is the ion current at each of six mass/charge ratios, one primary mass/charge (m/e) ratio for each of the six gases: 127 for SF 6, 84 for krypton, 101 for desflurane, 117 for enflurane, 59 for diethyl ether, and 58 for acetone. After background correction of the current at each m/e ratio, the current peaks were corrected for spectral overlap. Each gas can fragment to give ions at its main m/e and the main m/e for any other gas. The spectral overlap matrix can be determined by cracking pattern data for each gas individually, and describes the overall current at each of the six m/e for a given concentration of each of the six gases, according to the equation:
where I is the vector of six currents at each m/e, SP is the vector of six sensitivity factors times gas partial pressures for the six gases, and K is the 6-by-6 spectral overlap matrix. The spectral overlap matrix used in this study was: After spectral overlap correction of the arterial, mixed venous, and mixed expired gas data, the krypton blood and gas signals were corrected for inspired krypton (26) on the basis of baseline measurements on the ventilator circuit with no inert gas infusion. The next step is to convert the signal for mixed expired data to an equivalent signal for the same gas partial pressure in blood samples. The MMIMS probes give a signal in liquid phase directly proportional to inert gas partial pressure, independent of the type of liquid (water, saline, blood, lipid solution). The signal for a fixed inert gas partial pressure, however, depends on whether the probe is in a gas phase or liquid phase, likely due to hydration effects in the silicone membranes used in the MMIMS probes (3, 4) . The correction factors used in this study for sensitivity in liquid phase vs. gas phase for each of the six gases were as follows: SF 6, 0.15; krypton, 0.50; desflurane, 0.56; enflurane, The first three columns list typical inert gas partial pressures (PP), in atm, for the GC infusion as it is prepared for GC alone, the combined infusion with eight gases used in this study, and the infusion for the MMIMS when it is prepared for MMIMS alone. The last two columns list the inert gas partition coefficients (PC) in pig blood used in this study, expressed as Ostwald partition coefficients (ml gas at BTP/(ml blood, atm). For the GC method, partition coefficient is measured at 37°C in blood from each animal, and the value is applied to all data sets from that animal. Values are presented as median values (25th quartile to 75th quartile; i.e., the interquartile range) for the 10 animals in this study. For the MMIMS method, a single value of solubility for each gas is applied for every animal. The values for SF6, enflurane, diethyl ether, and acetone are the mean values from measurements on 253 animals in this laboratory. For krypton and desflurane, values were based on those reported in the literature. In both methods, for the RE to VA/Q calculations, these partition coefficients at 37°C were corrected to body temperature by the same temperature coefficients. 0.55; diethyl ether, 1.00; and acetone, 1.55. Retention and excretion for each gas were then calculated as the ratios of gas partial pressures (retention ϭ arterial/PA, excretion ϭ mixed expired/PA).
In contrast to conventional MIGET by GC, in which an accurate measurement of solubility is required to calculate the inert gas partial pressures in blood samples, MMIMS measures gas partial pressures in blood samples directly, with no solubility dependence, and R and E are calculated directly as ratios of these gas tensions. To complete the RE curves, however, and to calculate the V A/Q distributions, gas solubility values are required, and in the current study the values used were group averages on the basis of prior measurements of gas solubilities in pigs in this laboratory for SF 6, enflurane, ether, and acetone; and on the basis of values reported in the literature for krypton and desflurane (3, 13, 33) . The solubility values used in this study, expressed as Ostwald partition coefficients (ml gas at body temperature pressure/ml liquid-atm) at 37°C, are presented in Table 3 .
Calculation of Bimodal V/Q Distributions from Selective ETCO 2 Gas exchange routines used to calculate PaO 2 from the VA/Q distributions were also used to predict the form of bimodal distributions for the isolated lobe hyperventilation experiments, from ETCO2 data. The calculations assumed, as approximations, that: 1) each segment of the otherwise normal and uninjured lung would have a normal V A/Q distribution, a single normal mode with logSDQ of 0.4 and no skew; 2) the two isolated segments would differ primarily in the mean V A/Q of the perfusion distribution of this normal mode during lobar hyperventilation; 3) the measured ETCO2 could be used to estimate an equivalent alveolar/end-capillary PCO2 for a homogeneous segment of lung; 4) this estimated homogeneous alveolar PCO2 could be used to estimate the mean VA/Q of a normal lung segment with a single narrow mode; and 5) the relative flow to each of these two modes could be determined by comparison of predicted vs. measured arterial blood gas data. Under these assumptions, measured ETCO 2 was used to estimate the mean VA/Q of the perfusion distribution for the isolated lobe and for the rest of the lung, and the expected bimodal VA/Q distributions were constructed for comparison to the recovered VA/Q distributions. This approach was not applied to the data sets for LLL hypoventilation for two reasons: first, for these experiments, the small amount of ventilation to the LLL precluded an accurate ETCO 2 sample; and second, from the O2-CO2 diagram, it is apparent that at high CO2 the variation of PCO2 with VA/Q is quite flat, which requires an exceptionally accurate ETCO2 measurement to make reasonable predictions of VA/Q. For the LLL hyperventilation experiments, however, good ETCO2 samples were acquired from both lung regions, and both were substantially less than mixed venous PCO 2.
Comparisons of MMIMS vs. GC Algorithms for Calculating VA/ Q from RE Data
The ridge regression algorithm used by the MMIMS method to calculate V A/Q distributions from RE data was derived from a line-by-line translation of the Fortran source code listed in NAPS document 02929. It is possible that the local version of the Fortran source code used in previous experiments and in this experiment, in the Hedenstierna laboratory in Uppsala, does not precisely match the source code of this National Auxiliary Publications Service document. We therefore did further analyses on these data sets to test whether differences in the ridge regression algorithms for MMIMS vs. GC could have contributed to the overall differences in V A/Q distributions we observed. The GC program lists the intermediate variables passed to the ridge regression algorithm; namely, the weighted retentions [or minimum variance retentions as described in (9)], the retention weights, the partition coefficients, cardiac output, and minute ventilation that were used. We passed these same intermediate variables to the MMIMS ridge regression algorithm, and then compared the V A/Q distributions calculated by the GC/Fortran program vs. calculated by the MMIMS/Labview program (see Web link "algorithm" at http://www.medsci.uu.se/research/Cardiology and physiology/Clinical physiology/Publications/). Entering the identical input parameters into both algorithms did result in slightly different V A/Q distributions, suggesting that the algorithms are not exactly the same. In general, these differences due to the algorithms were small. However, because the overall differences in V A/Q between MMIMS and GC were also small, differences in the algorithms did appear in some cases to contribute substantially to the overall differences observed. In general, differences due to the algorithms were most pronounced in the middle V A/Q range, and explain, at least in part, the tendency of the MMIMS method to recover more narrow VA/Q distributions. In contrast, differences due to the algorithms usually made small contributions, or in some cases no contributions, to the overall differences in the extreme high and low V A/Q ranges, or to shunt or deadspace differences (Table 3) .
