Abstract
Introduction
Face recognition technology can be used in a wide range of applications such as identity authentication, access control, and surveillance. Interests and research activities in face recognition have increased significantly over the past few years [8] [ 11. Two issues are central for face recognition, i.e., what features to use to represent a face, and how to classify a new face based on the chosen representation.
Principal Component Analysis (PCA), is a classical technique for signal representation [9] . Turk and Pentland [l 11 developed a well known face recognition method, the eigenfaces, based on the PCA technique for face representation. Some other complex methods such as ICA or non-linear approaches [6] can also be used to extract face features. Here, we focus on the classification problem, and choose to use the simple and efficient PCA technique [ 113 for face feature extraction.
In the standard eigenfaces approach [ 111, the nearest center (NC) criterion is used to recognize a new face. In [5] , a probabilistic visual learning (PVL) method is developed for face recognition. Another way of Bayesian classification of faces is proposed in [4] , called probabilistic reasoning models (PRM), based on some assumptions of the class distributions. More recently, the support vector machine (SVM) [12] is popular for visual object recognition [7] . The SVM constructs a hyperplane between two classes of examples based on the criterion of large margin. The face recognition accuracy based on SVM is relatively high [3] . However, in SVM, both the training and testing process is a little time consuming if the face database is very large. Recently, Freund and Schapire [2] proposed another kind of large margin classifiers, AdaBoost, to tackle the machine learning problems, which is fast and efficient for online learning. AdaBoost algorithm has the potential of fast training and testing for real-time face recognition. Hence, we concentrate on the AdaBoost algorithm and evaluate its performance for face recognition.
In the next Section, we describe the AdaBoost algorithm and give our strategies to adapt it for fast face recognition. Then, the constrained majority voting is presented in Section 3 to tackle the multi-class recognition problems. Section 4 shows the experimental evaluations of AdaBoost in face recognition. Finally, conclusions and discussions are given in Section 5.
AdaBoost
Boosting is a method to combine a collection of weak classification functions (weak learner) to form a stronger classifier. AdaBoost is an adaptive algorithm to boost a sequence of classifiers, in that the weights are updated dynamically according to the errors in previous learning (21.
AdaBoost is a kind of large margin classifiers. Tieu [2] , it will be a better choice for face recognition because of the reduced computation of T comparisons instead of T x D in the original AdaBoost [2] , where D is the feature dimension. To make it clear, we denote the original AdaBoost [2] as Boost.0. Because of the space limit, we do not give the original AdaBoost algorithm [2] here. Readers can refer to [2] for a de- 
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It should be noted, however, a problem emerges when Tieu and Viola's boosting is used for face recognition. Since it starts with the most discriminative feature and adds another one in next round of boosting, the algorithm may begins with a feature having zero classification error, i.e., et = 0, then ,& = = 0. So at = log' can not be defined, and the boosting should stop there [2] . Because boosting is based on the classification error in previous round 121. It is explicit that very few rounds of boosting and hence very small number of features are not sufficient for the complicated task of face recognition. In fact, we 
Multi-class Recognition
AdaBoost is typically used to solve two-class classification problems. In a multi-class scenario, we can use a majority voting (MV) strategy to combine all pair-wise classification results. However, it needs pairwise comparisons, where n is the number of classes. In order to speed up the process for fast face recognition, we first use the nearest center criterion to rank all classes with respect to a given query. The class labels appear on the top list if the class centers are nearest to the query. Then, top m classes are selected and used for voting. We call it Constrained Majority Voting (CMV), which can largely reduce the number of comparisons. We compare the performance of CMV with the majority voting which uses all pairs of classes. We also show the face recognition results with the method of probabilistic reasoning models (PRM) [4] , which is an approximation to the Bayesian classifier with the assumption that the covariance matrix is diagonal. The recognition accuracy of the standard eigenface is also shown for comparison. 
Experiments
Different
Face Database
The face database is a collection of five databases: (1). The Cambridge ORL face database which contains 40 distinct persons. Each person has ten different images. The face database is divided into two non-overlapping sets for training and testing. The training data consist of 544 images: five images per person are randomly chosen from the Cambridge, Bern, Yale, and Harvard databases, and two images per person are randomly selected from the Asian students database. The remaining 535 images are used for testing.
Experimental Results
Firstly, the principal components are calculated from the face images in the training set. The projection coefficients of face images to these principal components are computed and used as the features. Then, different algorithms are used for face recognition with respect to the number of features or rounds of boosting in AdaBoost. We compare the original Adaboost (Boost.0) with Boost.1 (/3 = 0.01, if E = 0, without using the distribution wt to weight a new coming feature), Boost.2 which is the same as Boost.1 except for setting /3 = 0.1, if E = 0, and Boost.3 (using previous distribution wt to weight a new feature in boosting, and setting ,b = 0.1, if E = 0). It is shown in Fig. 2 the recogni- In above, we use majority voting to solve the multi-class recognition problem. Thus it should do 9316 pairwise comparisons for a single query. In order to speed up the process, we propose to use a constrained majority voting (CMV) strategy. To do it, we must firstly demonstrate the efficiency of class ranking with the nearest center (NC) criterion. It is shown in Fig. 3 Hence it is safe to use only a small number of classes to feed into the multi-class solver -CMV.
In our experiments with CMV, we only use top 4 classes, ranked by NC with 25 features. The number of pairwise comparisons is largely reduced from 9316 to 6. The recognition performance with CMV is shown in Fig. 4 
Conclusions and Discussions
We have evaluated the AdaBoost algorithm for face recognition. Boosting along dimensions can give comparable results as that using all features in each round. Hence both learning and testing processes can be largely sped up. To overcome the problem of et = 0 in some beginning rounds of boosting, two small values are tried for Pt. From the experiments, it is better to set Pt = 0.1 than 0.01. Further more, it makes little difference to weight the features or not in the boosting process along the feature dimensions. To further speed up the multi-class face recognition process, the constrained majority voting (CMV) strategy can be used, which is faster than the traditional majority voting strategy using all pairs, without explicitly losing the recognition accuracy. As a result, both CMVBoost.2 and CMVBoost.3 can be used for fast face recognition. Additional observation is that over-fitting is a serious problem for boosting on face data. Our experimental evaluations should stimulate more research on boosting method itself for face recognition, which can be expected to further improve the face recognition accuracy.
More recently, a new web site on AdaBoost, http:l/www.boosting.org, was just opened for researchers to exchange their research results or do discussions. This is useful to stimulate and speed up the research on boosting methods and their applications.
