P rior research at the firm level finds information technology (IT) to be a net substitute for both labor and non-IT capital inputs. However, it is unclear whether these results hold, given recent IT innovations and continued price declines. In this study we extend prior research to examine whether these input relationships have evolved over time. First, we introduce new price indexes to account for varying technological progress across different types of IT hardware. Second, we use the rental price methodology to measure capital in terms of the flow of services provided. Finally, we use hedonic methods to extend our IT measures to 1998, enabling analysis spanning the emergence of the Internet. Analyzing approximately 9,800 observations from over 800 Fortune 1,000 firms for the years 1987-1998, we find firm demand for IT to be elastic for decentralized IT and inelastic for centralized IT. Moreover, Allen Elasticity of Substitution estimates confirm that through labor substitution, the increasing factor share of IT comes at the expense of labor. Last, we identify a complementary relationship between IT and ordinary capital, suggesting an evolution in this relationship as firms have shifted to more decentralized organizational forms. We discuss these results in terms of prior research, suggest areas of future research, and discuss managerial implications.
Motivation
Microeconomic theory posits that the demand for information technology (IT) is a reflection of its own price, the price of other production inputs, and the relationship between inputs (i.e., marginal rate of technical substitution). Two inputs are substitutes if their cross-price elasticity of demand is * This paper is dedicated to the memory of Paul Chwelos, respected colleague and dear friend.
positive: Increased price for input x 1 drives increased demand for input x 2 . The reverse is true for complements: Increased price for input x 1 drives decreased demand for input x 2 . Understanding the relationship between information technology and other production inputs-substitute versus complement-is necessary for an accurate theoretical representation of IT within production-theoretic frameworks. Moreover, because IT investment and application have Gordon (1990) .
enabled enormous improvements in organizational productivity and performance (Brynjolfsson and Hitt 2000 , Melville et al. 2004 , Stiroh 2002 , understanding its relationship with other production inputs informs managerial decision making.
One mechanism by which IT enhances organizational efficiency is via substitution for more costly labor and regular capital. For example, IT can automate paper-based administrative processes like purchasing (invoicing, purchase orders, etc.), allowing one clerk and one computer to do the work of multiple clerks and no computers. Available empirical evidence is consistent with the substitution narrative (Table 1) . In one study, estimation of the Allen elasticity of substitution (AES) suggests that firms used IT as a net substitute for labor and regular capital between 1988 and 1992 (Dewan and Min 1997) . Analysis of 41 U.S. industries spanning 1984-1999 is consistent with these firm-level results, while also suggesting that IT is an Allen complement for intermediate goods (Chun and Mun 2006) .
Beyond the replacement of IT for other production factors, IT also enables new processes and services. Indeed, although firms continued to automate activities through the use of IT in the late 1980s and early 1990s, they also looked to use IT in ways beyond mere substitution. Factory machinery, for example, became increasingly embedded with microprocessors and memory modules to improve automated control and to track system performance. Last-minute fare sales electronically communicated via e-mail help fill empty seats on otherwise underused airline flights. The result of such innovative uses of IT is the need for more computers to share and process increased volumes of data and information, i.e., a complementary relationship between IT and ordinary capital. In addition, these types of applications provide differentiated benefits to automation, suggesting that a more nuanced use of IT could offer greater benefits relative to those accruing from straightforward substitution.
Unfortunately, the dearth of prior research on this subject means that we do not know collectively whether rapid technological progress in IT has altered the nature of IT as a production factor for firms in the U.S. economy. We could only find two prior published studies on this topic (Chun and Mun 2006, Dewan and Min 1997) -and not a single firm-level study that uses data after the emergence of the Internet. In contrast, empirical analysis of other important production inputs, such as research and development (R&D) and energy, has been prolific. More than 30 empirical studies have examined the extent to which public and private investment in R&D are substitutes or complements to other inputs (David INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. et al. 2000) . In the case of energy, price increases and price shocks have spurred more than 25 studies examining whether energy is a substitute or complement with capital (Apostolakis 1990 ). Thus, given rapid technological progress in how IT is applied by firms in the Internet era, the possibility that such application may alter the nature of IT as a production input, the significant implications for productivity and growth, and the lack of prior research, there is a need for additional research examining the nature of IT as a production factor.
In this study we report new evidence and new results examining the nature of IT as a production input. Our basic thesis is that during the pre-Internet era (pre-1992) , firms used IT to substitute away from labor and capital, with the result being IT capital deepening and improved firm efficiency. In contrast, we posit that during the emerging Internet era (post-1992) , firms began to use IT in very different ways. Rather than substituting IT for capital, new capitalbased applications required IT for their functioning and to enhance their efficiency, resulting in a shift toward a complementary relationship between IT and capital. The overall pattern of empirical results supports our basic thesis, while raising new questions about maintained assumptions concerning the nature of IT as a production factor.
This study contributes substantively to what we know about the nature of IT as a production factor, practically to inform management about how best to leverage IT to enhance firm performance, and methodologically to the way in which IT is measured. First, given different rates of technological progress across different types of IT hardware, we introduce new price indexes that provide a finer-grained measure of IT capital. Second, given the importance of the flow of capital services resulting from IT application, especially in the Internet era, we use the rental price methodology to measure capital in terms of the flow of services provided. Finally, use of the hedonic approach enables us to extend the IT measure through 1998, enabling analysis of two periods spanning the emergence of the Internet.
The remainder of the paper is organized as follows. Section 2 discusses the theory and methods used in this study. Section 3 details the data and measurement methods used, whereas Section 4 presents empirical results. Section 5 discusses managerial implications and provides concluding remarks.
Theory and Conceptual Background
In this study we extend prior research by exploring how technological progress alters the nature of information technology as a production input. We examine this question using two complementary approaches. First, we examine the difference in price elasticity of demand between centralized information systems (IS) that were more common during the earlier dataprocessing era of technology, and decentralized IS, a type of technology more common today. Analogous to necessary goods such as bread and cooking oil, we expect that older, centralized IS has a relatively inelastic price elasticity of demand. In contrast, newer systems rooted in personal computers would be relatively elastic to changes in price. Second, we analyze whether technological progress, especially in the past decade of Internet transformation, alters the nature of information technology as a production input. We expect that the substitutability for IT and regular capital changed across an earlier period in which the World Wide Web had not yet emerged (1988) (1989) (1990) (1991) (1992) to a later period marked by rapid Internet adoption and diffusion (1993) (1994) (1995) (1996) (1997) (1998) .
2.1. Price Elasticity of Demand: Centralized vs. Noncentralized Information Systems According to microeconomic theory, the price elasticity of demand is a measure of how responsive demand is to a change in price. For a normal good (i.e., an item for which an increase in income means an increase in demand), demand for that good will always increase when its price decreases. The question is, to what extent? Typically, the more necessary a good is (milk, heating oil, etc.), the less sensitive its demand will be to price changes (relatively inelastic). This logic suggests that information systems that are essential to a firm's everyday operation will be less elastic relative to those that may be important, but not a necessity.
Prior research suggests that IT has a relatively elastic price elasticity of demand. Brynjolfsson (1996) estimates the price elasticity of demand for office, computing, and accounting machinery (OCAM) using INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/.
industry data spanning 1970-1989 to be 1.33, indicating that IT is relatively elastic. However, because OCAM was not disaggregated, it is an open question as to whether this result holds for all types of computing technology. Hendel (1999) estimates crossprice elasticity of demand for various types of personal computers in firms, finding that PCs are elastic relative to price increases of PCs with similar speeds and similar perceived quality. Prince (2008) estimates the price elasticity of demand for personal computers in households, for both short-run and long-run changes in price, finding that household demand for PCs is elastic in both the short and long run. However, we could not identify a study that estimates the price elasticity of different types of IT at the firm level.
In particular, we are interested in whether there are differences in the price elasticity of centralized versus decentralized computing. These technologies generally represent the evolution of technology from one focused on the centralized processing of data in the support of hierarchical, industrial-era corporations, to one focused on distributed processing power used across a more team-oriented and flexible highperforming organization (Bresnahan et al. 2002) .
Over time, there has been a general shift toward the use of more decentralized computing, thereby reducing the amount of centralized computing technologies as compared to that used in the previous era. However, centralized computing still maintains an (albeit reduced) essential role in today's organizations. As such, the demand for centralized computing is expected to be inelastic to price changes. On the other hand, decentralized computing technologies are more prevalent in firms. Although they too play an essential role in today's organizations, more of these technologies are being applied toward new and experimental means for generating future growth. As such, we expect these types of technologies to be more sensitive to price changes (price elastic).
As a first step in our analysis we test the extent to which the demand for IT is affected by the price of IT. An increase in IT demand given favorable changes in IT prices would indicate that firms are deepening their investments in IT and have a need to adjust their production input mix. Moreover, an analysis of the price elasticity by type of technology will identify if demand varies for different types of technologies given similar price changes. This provides an indication of the need to account for technology differences in our input relationship analysis.
We conduct our analysis by estimating the price elasticity of demand for IT, which represents the percentage change in quantity of IT demanded for a percentage change in price of IT. We represent the quantity Q ij of decentralized (PCs) and centralized (other IT) IT demanded with an IT demand equation introduced in earlier research (Brynjolfsson 1996) that incorporates a widely used functional form (Oum 1989) . For estimation, the demand equation is transformed into log form, and an error term is added:
where P j = purchase price of IT in year j, and Y ij = sales of firm i in year j.
In log form,
In (2), 1 and 2 can be interpreted as the price and income elasticities of demand for IT, respectively. Given our argument above, we would expect that 1 would be less than zero (normal good) for both PCs and other IT. However, in absolute terms, we expect 1 > 1 for decentralized IT (elastic) and 1 < 1 for centralized IT (inelastic).
Given putative differences in the price elasticity of demand across the two different types of IT, using a single price index to deflate a measure of IT becomes tenuous. Prior IT business value research (e.g., Brynjolfsson et al. 2002 , Brynjolfsson and Hitt 1996 , Melville et al. 2007 ) does just this by using a single price index developed for centralized (mainframe) IT systems by Gordon (1990) . This value (−19.3%), estimated from processor and peripheral price data over a time period ending in 1984, is extrapolated across time frames that extend beyond 1990 and across all types of IT hardware including nonmainframe technology such as personal computers. If we find that the price elasticity of demand is different for the two types of technology, it would seem prudent to extend the Gordon (1990) centralized computing deflator and identify and apply a separate INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. (Gurbaxani et al. 1998, Aral and Weill 2007) . Observation of the rapid technological progress in personal computers underscores this point. Between 1989 and 1992, the average PC microprocessor (CPU) grew 80% in speed from 15.06 to 27.78 megahertz, RAM capacity grew from one to four megabytes, and hard-disk capacity grew from 45 to 123 megabytes (Berndt et al. 1995) . In contrast, a turn-of-themillennium PC operated with gigahertz speeds had gigabyte hard drives and multiple megabytes of RAM (Berndt and Rappaport 2001) . From 2000 to 2007, desktops had incorporated roughly a threefold improvement in clock speed, typically incorporated two to four cores (separate CPUs on one chip), shipped with 50-100 GB hard drives, and had from 0.5 to 4 GB of RAM.
Because the quality of IT hardware changes so rapidly, it is necessary to use quality-adjusted indexes to account for technological innovations embedded in new computer models and surviving vintages of computers by type of IT. This provides a more accurate representation of the technology in use at U.S. corporations (Berndt et al. 1995) , and is critical given that accurate IT indexes are crucial to our line of research because output and productivity estimates are sensitive to the IT indexes used (Griliches 1995 , Eldridge 1999 , Landefeld and Grimm 2000 , Moulton 2001 , Nordhaus 2002 . Indeed, the application of inappropriate price indexes has been cited as a primary driver of spurious results in early IT value research (Barua and Lee 1997) .
IT and Other Input Factors: Substitute vs.
Complement in the Internet Era It is ironic that despite the core role of information technology in the postindustrial era, there are so few studies of its behavior as a production input. As a counterexample, consider the case of other production inputs, such as R&D and energy. In the case of R&D, more than 30 studies at the line of business, firm, industry, and aggregate economy level have been published on this topic (David et al. 2000) . The research suggests that as private R&D spending may be more efficient than public R&D spending, the degree to which public spending spurs private spending (complementary) is important. However, even with this level of scholarly attention, the body of evidence is equivocal on the complement/substitute issue.
Another example is energy, which is important given that oil shocks impact the demand for capital depending on its substitutability or complementarity with energy. In a review of more than 25 empirical studies on this topic, Apostolakis (1990) finds that the type of analysis impacts the findings: time-series data studies find complementarity, whereas timeseries cross-sectional data studies find substitutability of energy with capital. Despite the equivocal nature of findings, the variation in methods, data sources, and levels of analysis across the large set of published studies provides a rich set of findings from which to infer patterns consistent with received wisdom and to guide future research.
In contrast, we could only find two published studies analyzing the issue of IT-capital substitutability (Chun and Mun 2006, Dewan and Min 1997) . Moreover, given the data sources used by these studies, it is not clear whether firms will use more or less labor and non-IT capital in response to the consistently falling price (and therefore increasing use) of IT in today's environment. Case studies of IS implementation in organizations illustrate examples of both complementary and substitute relationships between particular IT systems and other factors of production. However, we do not know which type of relationship is more prevalent overall. For example, Gurbaxani and Whang (1991) theorize that IT can be used to improve the monitoring of workers, thereby reducing agency costs through improved behavior control. This ability enables a firm to both increase the productivity of its existing workers and reduce the demand for new workers (IT a substitute for labor). Zuboff (1985) posits that IT's automating capabilities may enable a substitution of technology for other factors of production, enabling firms to take advantage of the falling price of IT to reduce operational costs (IT a substitute for other capital and labor). On the other hand, IT's informating capabilities may allow managers to combine technology with other capital and labor in innovative ways to create new INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
business processes that generate higher levels of performance. Milgrom and Roberts (1990) argue that IT can be used as a complementary investment to physical capital, enabling a flexible production line and a faster, more responsive manufacturing environment (IT a complement to other capital). More recently, industrial theorists have argued that IT can be used to create virtual production networks to outsource manufacturing activities to global production partners, again making IT a substitute for labor and other capital within firms (Sturgeon 2002 ). Thus, although there is abundant IS research consistent with the existence of both complementary and substitute relationships between IT and other inputs, there is insufficient empirical evidence to make general statements about which type of relationship will obtain overall. Moreover, it is unclear whether prior research at the firm level, which identifies IT as a net substitute for capital and labor (Dewan and Min 1997) , is applicable in the Internet era.
When examining whether the falling price and increasing use of IT will lead to more or less use of other factors of production, i.e., labor and non-IT capital, we ask the question, "Is IT a substitute for non-IT capital and labor?" To determine the net relationship between IT and other inputs, we use the elasticity of substitution. This measure captures the ease with which two inputs can be substituted for each other (Hicks 1932) and represents the input adjustments that a firm makes in response to changes in relative input prices, holding output constant (i.e., movement along a single isoquant). In a multifactor case, the most common measure of substitutability is the AES, which defines Allen complements as two inputs whose AES is less than zero, i.e., ij < 0; and Allen substitutes as two inputs whose AES is greater than zero, i.e.,
1 The derivation of the AES formula is not presented in the interest of space; refer to Allen (1938) or Dewan and Min (1997) in the context of IT. Also, note that although there is no direct relationship between the elasticity of substitution and the curvature of the isoquant (De La Grandville 1997), larger absolute magnitudes represent larger reactions in the quantity of input i used for a change in the price of input j.
where f i = marginal product of input i; H = the determinant of the Bordered Hessian
Calculating the AES requires the use of factors estimated from a production function. A popular form of the production function is the Cobb-Douglas; however, this specification imposes a number of restrictions on the relationships between inputs; in particular, it constrains the inputs to be perfect substitutes (i.e., the elasticity of substitution is 1.0). To relax these restrictions and reduce the possibility of model specification assumption errors, we follow earlier research (Dewan and Min 1997) and introduce two flexible functional forms: the Translog and the CES-Translog.
Translog:
CES-Translog:
Both are flexible in that they permit a larger variation in the substitution patterns between inputs; the Translog is a generalization of the Cobb-Douglas with the squares and interactions of the inputs, and provides a second-order approximation of any twice continuously differentiable function. Likewise, the CES-Translog is a generalization of both the Translog and the CES functions and enables econometric testing of the Translog form (Pollak et al. 1984) .
Data and Empirical Methods
In this section we explicate data sources, the hedonic method used to extend IT data through 1998, the INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
refined price index computation, and the computation of service flows.
Data Sources
We use the Computer Intelligence (CI) database for IT investment data within Fortune 1,000 firms between the years 1987 and 1998. The CI database details the quantity of mainframe, peripheral, minicomputer, and PC systems, as well as other IT hardware for approximately 800 firms in each year. These data were collected using a variety of methods, including surveys, site visits, physical audits, and telephone interviews. Once the hardware counts were collected at the site and establishment level, CI aggregated these data to the firm level and calculated the total value of IT capital stock based on CI's estimates of the market values of each hardware asset. The CI data are augmented with financial data from Standard and Poor's Compustat. Using the methods outlined in previous research (e.g., Brynjolfsson and Hitt 1995, 1996; Dewan and Min 1997) , we use these financial data to construct estimates of value added (VA), non-IT capital stock (K), and labor expense (L), all of which are summarized in Table 2 . 
Hedonic Method for Extending CI Data
Through 1998 An issue with the CI database is a change in the definition of IT stock that took place in 1995. Prior to 1995, IT stock represents the value of all IT systems within the firm. From 1995 onward, the measure encompasses only the market value of computer processors. To leverage all available years of CI data, we use hedonic methods to make the post-1994 values of IT stock comparable to the previous and more comprehensive measures. First, using the measures of the IT assets of firms in the 1987-1994 period, we estimate 2 Secondary data are subject to inaccuracies from a number of sources, including changes in methods and data entry errors in the underlying databases. As such, we undertake an examination of outliers in both the Compustat and CI data using the one-period differences of IT, K, L, and VA. Observations with a log change of greater than 1.0 were examined, and where possible, data entry errors were corrected, such as when there are changes in units across years (e.g., measures in $ millions mixed with measures in $ thousands). For cases in which the cause of the error is not readily apparent, these observations were eliminated as outliers. In total, 57 observations were removed. the implicit prices used in constructing the CI IT stock measure. Next, we apply these implicit prices to the 1995-1998 period and use CI IT hardware counts to estimate a new IT stock measure, thereby creating a data set for the 1987-1998 time period that uses consistent measurement methods and is highly correlated to the original CI measure (Appendix A). 
Refined IT Price Index Computation
To improve the application of price indexes in future IT research, we need to improve the approach of using a single value as a multiplicative index across years. In the log form used within IT value estimations, the application of a single value index is simply a linear shift in the IT capital stock measure, and thus has no effect on the estimated IT elasticities; it is equivalent to using nominal values or applying no index at all.
In addition, we need to account for the shift in computing that has taken place since 1984. More specifically, we need to use a price index that accounts for the wide adoption of end-user computing technology in business, primarily personal computers. As stated by Gordon, " to the extent that price reductions were more rapid on mini and micro (i.e., PC-type) computers than on mainframes, a 'true' price index for computer processors would decline more rapidly than the processor index developed here " (Gordon 1990, p. 228) . Indeed, as Gordon (1990) found, a price index for personal computer processors over the 1981-1987 time period declines more rapidly than the price index for IBM mainframes over the 1972-1984 time period.
We update the IT price index used in existing IT productivity research by splitting the IT stock estimates into two major components-PCs and other IT hardware (CPE)-and deflate each value separately using appropriate quality-adjusted price indexes for each category. These improvements enable us to more accurately reflect the quality and price changes of the different types of computer in use today. This is consistent with earlier research demonstrating index differences across hardware categories Rappaport 2001, Berndt et al. 1995) .
For PCs, we apply the PC price index provided by Berndt and Rappaport (2001) , which was constructed using hedonic methods. PCs show a particularly high rate of price decline consistent with its high rate of innovation; the average annual rate of qualityadjusted price change is −28.1% per year between 1987 and 1998. The midpoint of the CI data set, 1993, was chosen as the base year for all adjustments. For all other classes of IT (i.e., mainframes, minicomputers, networking equipment, and computer peripherals), we applied the Bureau of Economic Analysis (BEA) price index for computers and peripheral equipment, which averaged −15.7% annually during the 1987-1998 time frame.
4 Together, the shareweighted average of our price indexes is −23.5% per year. However, as demonstrated by the firms in our data set (numbering from 783 in 1987 to 845 in 1998), the share of PCs within overall IT capital stock grows over time. As such, the actual effective index increases in magnitude in the later years of our sample. Given that our measures of IT price differ from measures used in previous research, in terms of average rate of price change and in the rate of price change across years, we would expect our results to differ from those presented in previous research. Indeed, as Gordon (2006) recently noted, existing computer price indexes, being focused on a single category of hardware, ignore the transition from mainframes to PCs. Using two shareweighted price indexes allows us to capture this very important change, and estimates that directly depend on IT prices, in particular the AES, will be affected.
Nominal values for non-IT capital stock, labor expense, and the components of value-added are deflated using appropriate industry-specific price indexes where available, with the midpoint (1993) again used as the base year. The average annual price change for these indexes ranges from a low of −0.15% per year to a high of 4.05% per year, much smaller in absolute terms than the IT price indexes. 
Computation of Service Flows
In this section, we argue that the flow of IT services is a better representation of the value provided by IT than is a summation of IT assets. IT assets provide a useful proxy for IT services, and have been widely used in prior research using production theory (Brynjolfsson and Hitt 1996, Lichtenberg 1995) . However, for the purpose of production function estimation, a more appropriate measure of inputs is the flows of services from (or, equivalently, payments to) assets that are used, but not consumed in the production process (Jorgenson and Griliches 1967) . Payments to employees (labor) are traditionally measured in this way, but capital inputs are often measured in terms of total stock rather than the value of services derived from that stock.
Although capital stocks and flows are related through rental prices, the use of stocks rather than flows has long been understood to introduce a number of measurement errors, the most important of which is the implicit assumption that capital service prices are proportional to capital asset prices for different types of capital (Jorgenson and Griliches 1967) . Measuring capital assets in terms of stock calls for adding together capital stocks at constant prices to obtain an overall measure of capital input. Because we expect the rental prices of PCs and CPE to be quite different, we will use capital service flows to avoid this source of bias.
To convert capital stock measures to service flows, we use the rental price methodology as implemented by the BLS and other statistical agencies. Rental prices, or "user cost" of capital, are defined as the sum of rate of return, depreciation, and the expected rate of asset price appreciation or depreciation, net of income and property taxes. Although the BLS is the primary source of rental prices, we adjust these data to make use of our new price indexes.
Rental prices were calculated using the traditional methodology used by the BLS. As illustrated in Equation (6), rental prices, or "user cost" of capital, are for intermediate materials, less foods and feeds, is used to deflate materials; the Bureau of Labor Statistics (BLS) Employment Cost Index is used to deflate labor; BEA price indexes for private fixed investment from NIPA tables are used to deflate non-IT capital stock.
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Information Systems Research 21(2), pp. 392-408, © 2010 INFORMS defined as the sum of rate of return, depreciation, and the expected rate of asset price appreciation or depreciation, net of income, and property taxes. Consistent with our conjecture of a salient difference between PCs and centralized computing, we compute separate rental prices for 12 SIC industries (Appendix B).
where,
R it = rental price of asset i in year t, P i = purchase price of asset i, R i = nominal rate of return, T t = income tax parameter in year t, W t = wealth tax parameter in year t, it = depreciation rate of asset i in year t, E p it = expected rate of capital gains on asset i in year t.
Rental prices were created for three classes of assets: non-IT capital, PCs, and CPE. Averaging across all industries and years, the mean rental price for non-IT capital is 12.64% of the asset purchase price. In contrast, the average rental prices for PCs and CPE across the time frame are 70.31% and 55.48% of the asset price, respectively. These rental prices reflect the well-known finding that the ratio of rentalto-purchase price is much higher for IT assets than for non-IT assets, given the rapid price declines of IT versus regular capital (Chwelos 2003) . Averaging across the data set using the volume of asset types (PC versus CPE) as weights, the ratio of rental prices for IT versus non-IT capital in the panel is approximately 4.68:1, reflecting the much shorter service life (depreciation) and more rapid obsolescence (negative asset price change because of innovation) of IT assets. Using capital stocks would have implicitly assigned an equal weight to the stocks of PCs and CPE, resulting in mismeasurement of the IT input.
Service flows are computed using the average of the starting and finishing capital stock values for the year in question; the resulting median values of IT and non-IT capital stocks and service flows, as well as labor and value-added, are shown in Table 2 . Whereas valueadded, labor, and non-IT capital stocks grow modestly over the sample time period, the value of real IT capital stock increases by more than an order of magnitude between 1987 and 1998. More pronounced still is 
Results
Before we begin our examination of the effects of IT price changes on the role of IT in production, we estimate the returns to IT for firms in our data set. We find consistent evidence of positive and significant IT returns, providing one indication that the new price indexes and input measurement methods used in our research do not adversely affect the core results found in existing IT business value research. Table 3 presents regression results for Cobb-Douglas, Translog, and CES-Translog specifications, with the estimated output elasticity for each input in the bottom three rows. We also display the standard deviations of these estimates derived from bootstrapping, as described in Section 4.2 below. All estimated production functions satisfy the quasi-concavity assumption as the bordered Hessian is, in all cases, negative semidefinite at the median values of the inputs. Controls were used for both industry and year, and HuberWhite robust estimators were used to account for nonindependent variance within repeated observations of the same firm. IT output elasticity is estimated to be positive and significant across all functional forms, with estimates of 0.0636, 0.0652, and 0.0744 for the Cobb-Douglas, INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Notes. Log VA-dependent variable, log input variables, 1993 base year. Robust standard errors for coefficient estimates in parentheses computed using White's estimator. Standard error for elasticity in Translog and CESTranslog models computed using the bootstrap procedure.
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Translog, and CES-Translog functional forms, respectively. All adjusted R-squared are above 0.92, indicating good explanatory power for each specification. The restrictions imposed by the Cobb-Douglas specification versus the Translog are strongly rejected (F 6 1 513 = 23 93, p < 0 0001). Likewise, the restriction implied by the Translog versus the CESTranslog specification is also rejected (F 1 9 815 = 29 54, p < 0 0001). 6 Thus, the use of more flexible functional forms is appropriate. However, given the widespread 6 The CES-Translog is fit using nonlinear least squares in Stata SE 8.0, which uses a variation of the Gauss-Newton algorithm for use of the Cobb-Douglas and Translog specifications in the IT business value literature, we include the results for all specifications in Table 3 to enable comparisons with prior (and future) research.
Our estimates of IT output elasticity are slightly higher in absolute magnitude than those reported in earlier research using CI data, although somewhat lower than those reported in IT-substitution research we update in this paper. 7 We attribute the difference in results to differences in capital measurement, specifically, to measuring real capital using (a) updated and more asset-specific price indexes tied to the industry, asset, and year in question, and (b) the rental price approach to measuring capital service flows. These differences result in capital measures that more accurately capture the relative economic importance of the service flows across IT and non-IT capital. As well, these measures correctly aggregate different types of IT capital (PCs and other IT) that have significantly different rental prices, mitigating any potential aggregation bias.
8 Nonetheless, our estimated output elasticities are consistent with earlier research.
optimization. To ensure that the results reflect the global optimum, we experiment with a range of starting values in two ways. First, we purposively constructed a symmetrical search of the coefficient space by varying the , 1 , 2 , 0 , and 4 through 9 across the ranges −2 2 , 0 1 , 0 1 , −5 5 , and −1 1 , respectively. This search composed 900 values. Second, we constructed a search on the same parameter space using 2,000 randomly generated starting values. Across both samples, the global optimum in terms of minimum RMSE and RSS is the estimate reported in the result tables. Although we cannot know that this is a truly global optimum, we note that some 95.2% of estimates converged to these values, with the other 4.8% converging to three other local minima. These local minima are qualitatively similar to the results reported in Table 3 in terms of the parameters of interest (output and substitution elasticities). 7 For example, Brynjolfsson and Hitt (2003) and Bresnahan et al. (2002) use CI data and report IT output elasticities of 0.0483 and 0.0347, respectively. In IT-substitution research, IT output elasticity is reported to be 0.104 by Dewan and Min (1997 ) between 1988 and 1992 . 8 IT output elasticity estimates were also found to increase over earlier (1988-1992) versus later (1993-1998) time periods. The increase over time reflects the rapid price and quality improvements in PCs as well as the increase in factor share of PCs in total IT over time. The change in elasticity provides another indication of the need to measure IT components (PCs versus other IT) separately versus treating them the same via a single price index.
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Price Elasticity of Demand
We examine the price elasticity of demand as a first step in analyzing the effects of IT price and quality changes. Equation (2) is estimated for both PCs and CPE using both ordinary least squares (OLS) and, as a check on the impact of the supply side, two-stage least squares (2SLS). To identify the supply side, we use a semiconductor price index for microprocessors as an instrument for the purchase price of IT. For the years 1987-1992, we use the summary price index for microprocessors from Grimm (1998) ; for 1992-1998 we use the microprocessor price index from Aizcorbe et al. (2002) . Research has demonstrated that microprocessor prices are correlated with the purchase price of IT, including those of computers and other networking equipment (Aizcorbe et al. 2002 , Chwelos 2003 , Doms and Forman 2005 . Moreover, they are the basis for Moore's law and the rapid price declines of IT. When estimating Equation (2), the noise term may also contain other (unmeasured) factors that may be associated with, or drive, demand. For information technology, such factors may include new technology form factors, complementary peripherals, marketing campaigns, advertising, and the like. Firm demand for technology may also be driven by organizational characteristics (structure, size, function, etc.), the brand of technology under consideration, and the firm's evaluation of its current IT capabilities to meet future needs (Hendel 1999 , Prince 2008 . However, semiconductor prices are driven primarily by the latest technological breakthrough, with more leading-edge microprocessor technologies commanding higher prices (Aizcorbe et al. 2002) . Semiconductor prices are also not likely to be related to individual firm demand for IT because it is unlikely that an individual firm will influence aggregate semiconductor prices.
9 Thus, although semiconductor prices are correlated with the purchase price of IT, we do not believe semiconductor prices are correlated with the error term of Equation (2). As such, they make a reasonable candidate for an instrumental variable in our 2SLS analysis.
The results from the two approaches are nearly identical, confirming that controlling for supply effects had little impact. The results of the 2SLS 9 We thank the associate editor for introducing this line of reasoning. approach are presented in Table 4 . The price elasticity of demand for PCs is estimated to be 1.19, indicating that the demand for PCs is elastic. That is, a 1% decrease in the price of PCs leads to a 1.19% increase in purchases of PCs. This finding is consistent with that of Hendel (1999) , who estimates demand price elasticities across 14 categories of PCs in 1988 and finds that they are all elastic. However, the price elasticity of demand for CPE is only 0.58, which is inelastic, indicating that a 1% drop in the price of other IT leads to only a 0.58% increase in purchases of other IT. Our estimate of PC = 1 19 is slightly smaller than the price elasticity of 1.33 reported in earlier research (Brynjolfsson 1996) , likely because of differing levels of analysis: firm versus economy. Our firm-level estimate does not include consumer use of computing technology (home PCs); consumer demand for computing may be more price elastic than business demand. Alternately, the difference may simply stem from the later time frame of our study. Taken together, the results of our price elasticity of demand analysis suggest that by the late 1990s, firm demand for computing power was focused on decentralized rather than centralized systems. The shift in demand was driven not only by improvements in client-level computing power, but by new organizational designs centered around a team-oriented structure. The results also indicate that with continued improvements in the price and quality of technology-something that has occurred since the INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Notes. Translog models estimated using linear least squares regression. CES-Translog models estimated using nonlinear least squares regression. AES standard errors and confidence intervals computed using the bootstrap procedure. * p < 0 10; * * p < 0 05; * * * p < 0 01.
inception of Moore's Law in 1965-firms will turn increasingly towards IT as a production input. This not only supports the need to examine the continuing shift in firm production inputs as a whole (toward more IT), but also the need to account for the different types of technology that make up the IT input category. This is further support for our identification and use of individual price indexes for centralized and decentralized technologies.
Substitution
4.2.1. Baseline Results. Table 5 presents the AES estimates, which are evaluated at the median values of IT, K, L, and VA. Because the elasticities of substitution (as well as the output elasticities for the Translog and CES-Translog functional forms) are highly nonlinear functions of the estimated parameters, their distributions must be estimated using numerical techniques. Estimates of the standard deviations and confidence intervals for the output and substitution elasticities are calculated using the bootstrap procedure (Efron and Tibshirani 1993) with 1,000 replications.
As expected, ordinary capital and labor emerge as net substitutes ( KL > 0), as do IT capital and labor ( ITL > 0) under both specifications (Translog, CESTranslog). To further probe our results, we split the sample into the manufacturing (SIC code 4) and service sectors (SIC code > 4) and repeat the regressions. All labor-related AES estimates are similar in both samples and across both specifications, indicating again that labor is a substitute for both IT and non-IT capital. 10 High labor cost appears to remain an issue for all types of firms and the reduction of labor expense through capital substitution remains a key managerial objective.
Our analysis of the relationship between IT and non-IT capital inputs yields unique results. AES estimates show that firms are using these two factors in complementary ways. Specifically, for the overall sample, we find that ITK < 0. This result holds across both the Translog and CES-Translog functional forms and is consistent across analysis of manufacturing and service sector sample splits. It appears that firms of all types have turned to capital investments as a means for completing production activities. Indeed, these results provide empirical support for earlier case studies describing combined non-IT and IT capital solutions. [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] time period is unique and differs from the IT-K input relationship identified in earlier research examining an earlier time frame (Dewan and Min 1997) . We posit that the evolution of organizations toward more decentralized forms (via decentralization of decision authority, self-management teams, work cells, etc.), enabled by new types of decentralized technologies (e.g., PCs, servers, networking, etc.), has helped bring about a change in how IT and ordinary capital inputs are used in firms. As industrial era firms began to use IT, application was targeted primarily at replacing more costly capital inputs. However, as firms gained experience with IT and as technological innovation continued, especially the rise of Internet and networking technologies, the shift toward using IT as more of a complement to ordinary capital accelerated. Given limited prior research on IT substitutability, we assume this shift started after 1992.
To test our supposition, we split our sample into two time periods and estimate the IT-K-L input relationships to examine if there has been a change in these relationships over time. We first estimate the input relationships for 1988-1992 (period 1) to provide a baseline for comparison to the later 1993-1998 time period (period 2). The choice of these years also allows us to directly compare our estimated relationships to those of the earlier study by Dewan and Min (1997) , which used the 1988-1992 time frame. We then repeat our analysis by using the Gordon (1990) IT 1988-1992 1993-1998 1988-1998 1988-1992 1988-1992 1993-1998 1988-1998 Notes. Column (IV) from Min (1997, p. 1668) , Table 4 , Col. 1 and 2. All other columns are current study results. All models use value-added as a dependent variable, with labor ordinary capital, and IT as independent variables. Industry and year controls. CESTranslog specification using nonlinear least squares regression. Standard error for elasticity and AES computed using the bootstrap procedure. + p < 0 15; * p < 0 10; * * p < 0 05; * * * p < 0 01.
price index and IT capital stock measurement method. This analysis allows us to test whether the choice of price indexes and measurement methods impacts our core results. It also allows for a more seamless comparison of results with Dewan and Min across similar time periods. Table 6 presents the estimated output elasticities and substitution elasticities for three periods across two empirical methods. A CES-Translog specification similar to Equation (5) is used in this analysis with value-added as the dependent variable and IT, K, and L as independent variables. As before, bootstrapping is used to develop all confidence intervals for the substitution elasticity estimates. The results are split based on the use of the updated IT price indexes introduced in this paper and the capital services methodology (CR-Flow) and the use of the Gordon IT price index and IT capital stocks (Gordon-Stock) . Within these two major subgroups, estimates are provided for the 1988-1992, 1993-1998, and 1988-1998 time periods.
The pattern of results using updated price indexes and capital services adopted herein provides support for the evolution of the IT-K relationship over time. In period 1 (1988) (1989) (1990) (1991) (1992) , we find ITK to be negative but not significant (Column I). Thus, at this point in time, we can only say that IT and ordinary capital inputs are being used in many ways, in both a substitution and complementary fashion, with neither type obtaining overall. However, our results indicate that a shift occurs in the late 1990s. During the 1993-1998 time period (Column II), we find ITK to INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
be both negative and significant. Thus, given technological progress, experience, and other organizational advances, we identify an evolution in the IT-K relationship from one that is mixed-used to one that is complementary in nature.
Comparing our results to those using GordonStock, we find similar results across the entire time frame (Column VII) and within the late 1990s time period (Column VI). The substitution elasticities between the input factors are found to be the same (sign and significance) as those estimated using CR-Flow. Differences do occur in the earlier time period (Column V), with ITL and KL being the same sign (positive) but also being statistically significant. However, for ITK , both the sign (negative) and lack of significance at a minimum p < 0 15 level is the same across CR-Flow and Gordon-Stock. Thus, our finding of an evolving IT-K relationship across time periods is also found in analysis using Gordon-Stock, indicating that our results are not a byproduct of the price index used or the method for measuring IT usage. Finally, estimated substitution elasticities across the 1988-1992 time frame using Gordon-Stock allow us to closely replicate the Dewan and Min (1997) study. Our estimates for ITL and KL (Column V) are very similar to those of Dewan and Min (replicated in Column IV) , both in sign and significance. Both forms of capital are found to be substitutes for labor. A difference exists with our estimate of ITK which is negative but not significant. This differs from the ITK > 0 (p < 0 15) result of Dewan and Min (1997) .
Despite the basic consistency of results across both studies, there are differences between our analysis and that of Dewan and Min (1997) . These include the number of firms in the sample, size of firms, and mix of firms, among others. Of special note is their inclusion of a software input, based on three-times IS labor, within their measure of IT investment. The use of an IS labor measure within the IT measure may potentially be a contributor to their finding of an IT-K substitution relationship.
Discussion and Conclusion

Discussion
In this study we extend prior research on the substitutability of information technology with other production inputs (Chun and Mun 2006, Dewan and Min 1997) to examine the extent to which technological progress has altered the nature of IT as a production factor. Our maintained thesis is that the emergence of the commercial Internet in the 1990s enabled firms to go beyond mere substitution to enable entirely new processes and services, engendering the possibility of new relationships among production inputs. Given the critical role of IT in the modern economy, understanding the answer to this question is important to researchers, business managers, and public policy makers.
Several key results emerge from our empirical analysis of 9,800 observations from approximately 800 large, Fortune 1,000 firms for the years 1987-1998. First, there is a significant difference in the price elasticity of demand between centralized and decentralized computing. Specifically, the price elasticity of demand for decentralized IT computing power (PCs) is estimated to be 1.19, indicating that the demand for decentralized computer power is relatively elastic. This means that a change in demand for PCs will be larger than a relative change in their price. In our case, a 1% decrease in PCs prices will result in a 1.19% increase in demand for PCs. On the other hand, the price elasticity for centralized computer power (CPE) is relatively inelastic, meaning that a 1% decrease in the price of CPE will yield only a 0.58% increase in demand. Thus, although current demand for IT is driven by decentralized computing needs-motivated by modern organizational structures-there remains a need for centralized, shared computing power that enables firms to conduct core business processes. We draw an analogy between necessary goods such as heating oil and such necessary centralized computing power-both are relatively inelastic. Thus, technological progress and the proliferation of decentralized computing yields a different price elasticity of demand relative to earlier types of computing systems.
Second, we find that across all types of firms, IT remains a net substitute for labor through 1998 ( ITL > 0, p < 0 01), updating a similar finding by Dewan and Min (1997) whose analysis time period ended in 1992. Labor has the largest factor share and is the primary cost driver for firms. IT and its automating capabilities provide an opportunity to reduce these costs, and today's firms continue to turn INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
to technology as a replacement for labor in the production process. Third, in contrast to prior research, we find that IT is a net complement to non-IT capital. This indicates that firms are increasing their use of ordinary capital in combination with IT; specifically, we find that IT is being used as a complement to non-IT capital ( ITK < 0, p < 0 01). Firms can take advantage of IT's new capabilities to produce their goods and services through the joint application of IT and regular capital. This result holds across the entire study period for various subsamples: service and manufacturing sector firms appear to have designed their production processes to use IT as a replacement for labor and as a complement to ordinary capital.
Moreover, comparing our findings to those of Dewan and Min (1997) -by splitting our sample into subperiods (1988-1992; 1993-1998) and using similar methods-indicates that the IT-K net complement result is strong in the more recent period, and weak in the earlier period. This provides further support for our thesis that as firms began to adopt Internet business practices, such as selling online, their use of IT and non-IT capital shifted from a substitution to a complementarity relationship.
Finally, the ITL estimates indicate a potential difference in IT labor substitution across industry sectors, with ITL being higher in service firms than in manufacturing firms. This variation is feasible given the "leanness" of current manufacturing. Over time, these firms have adopted organizational innovations (Total Quality Management, employee empowerment, self managed teams, etc.) to remain competitive with global competition and may have already established efficient levels of labor. Compound this with the adoption of outsourcing in this sector, and we have a scenario where further substitution levels may be marginally limited. On the other hand, firms in the growing service industry are relatively newer at these IT-based, labor-saving applications, and as such, marginally large labor substitution opportunities may still remain in these types of firms. However, we hesitate to form any concrete conclusions in this regard because our ITL results contradict those related to industry-level analysis during the same time period (Chun and Mun 2006) . Many key data and methodological differences exist between our study and that of Chun and Mun, central of which is our examination of large Fortune 1,000 firms and their examination of 41 industries. However, given the potential implications of our sector-based findings (e.g., identification of labor-based outsourcing opportunities in services), future research is needed to identify the labor substitution characteristics of non-Fortune 1,000 firms.
Implications
Given our findings of a different price elasticity of demand across different types of IT, the use of multiple price indexes for different categories of IT provides a more precise estimate of constant dollar IT measures such as capital and the flow of services. This is especially important given the proliferation of different categories of information technology. We have identified two sources for such indexes: one for distributed computing (PCs) and one for centralized computing (mainframe). The application of categoryspecific indexes accounts for evolutionary changes in a firm's IT asset mix. Given the highly innovative nature of the IT sector, we expect that the priceperformance ratio of IT hardware will continue well into the future, making the use of appropriate IT price indexes crucial to precise empirical coefficient estimates and meaningful analysis results.
Second, as argued by Jorgenson and Griliches (1967) , for the purposes of production function estimation, the appropriate measure of inputs is the flow of services from assets that are used, but not consumed, in the production process. Although this approach imposes an additional burden on researchers to calculate rental prices, the data required to do so are publicly available from the BLS. In addition, this approach avoids capital aggregation biases inherent in the capital stock approach, and is theoretically consistent with the production function approach commonly used in the IT returns area of research.
The managerial implications of this research arise from the ongoing shift in the use of labor, non-IT capital, and IT capital driven by changes in their relative prices. As long as price and quality improvements in IT continue, demand for IT should remain strong, providing opportunities for IT-producing firms and IT service firms. Continued investment in IT innovation and new product development is prudent for firms assisting in adoption and implementation of new technologies. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Given our finding that IT is a net complement to non-IT capital, we expect investments in non-IT capital to increase along with those in IT. Because IT has a central role in the new information economy, managers should explore different ways to apply IT in conjunction with other forms of capital to enable new business processes that reduce costs, increase revenues, or improve quality. In addition, as a result of the continued price and quality improvements in IT, managers should continue to look for additional ways to reduce labor requirements and related costs. Interestingly, in the United States, this laborsaving technological change is currently being reinforced by the growth of IT-enabled "offshoring" of labor services to developing economies. Although the ability of firms to produce more output with a smaller workforce is an indication of improved productivity and efficiency of operations-both of which are now necessities for competitiveness in the global economy-programs may be needed to reduce the short-term impact of the reduced labor requirement. Retraining is one such program that will help minimize any negative impacts and enable the workforce to move to growing sectors of the economy and enjoy higher real wages in the long run.
Conclusions and Future Research
Overall, our analysis highlights the central role of technological progress in the evolving nature of information technology as a production factor in developed economies. Although our main findings are strong, several questions emerge that provide fruitful opportunities for future research. First, although we found strong results for two broad categories of hardware-decentralized versus centralized-future research might examine a broader set of information systems categories, perhaps including software.
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Second, our findings are generated from a firmlevel analysis. As with the case of other important streams of literature, such as the energy-capital substitution debate (David et al. 2000) , future research at the industry level using cost-function approaches and other measures of substitutability (e.g., Morishima elasticity of substitution) would provide additional empirical evidence. This would also inform the 11 We thank an anonymous reviewer for this suggestion.
types of general technology investments that may be needed within specific industries (e.g., decentralized IT to enable offshore outsourcing). Future macroeconomy analysis, such as comparing developed economies with emerging economies, would provide a crucial examination of whether the use of information systems by local economies is influenced by local market conditions (Kraemer et al. 2006, Dewan and Kraemer 2000) . Third, future research might examine specific industries or differences across industries to determine the extent to which differing types and uses of IT in the organizational context, especially small and medium-sized organizations, may be reflected in the substitutability of IT for ordinary capital and labor. 12 Finally, an open question is whether the price elasticity of demand for information technology is becoming less elastic over time in the 2000s. Our estimates of the price elasticity of demand for IT in the 1990s are lower than those in earlier research addressing the 1970s and 1980s. However, future research examining more recent periods, say, 2000-2007, would address the question of whether this result is stable, on par with other general-purpose technologies, or merely a temporary phenomenon.
