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In this thesis, we consider problems across two families of dynamical systems:
low-dimensional systems that have multiple timescales, and high-dimensional
systems of coupled oscillators.
We study a three-dimensional system in two slow and one fast variables,
which has been used to model electrochemical oscillations. We demonstrate the
existence of a manifold of elusive Shilnikov homoclinic orbits in the parame-
ter space. Each of these orbits organizes a complex structure of mixed-mode
oscillations (MMOs).
We then study the dynamics near a tangency bifurcation between an unsta-
ble manifold and a slow manifold. We find bifurcations and define a dynamical
partition to analyze some of the complicated MMOs which arise immediately
after the tangency.
Finally, we consider a variant of a Kuramoto system which has been used as
a model of spin glass. We apply an ansatz of Ott and Antonsen to effectively
reduce the dimension of the system, and derive a phase diagram of the system.
To dad, errant scholar
To mom, prudent sage
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CHAPTER 1
INTRODUCTION
This thesis collects three self-contained publications across two quite differ-
ent paradigms in applied dynamical systems. It seems clearest to discuss these
paradigms in separate sections; however, it is worth mentioning immediately
that the results are phrased in terms of bifurcation theory and dimension reduc-
tion, emphatically from a geometric point of view. In one family of systems we
are concerned with, our techniques derive from geometric singular perturbation
theory. In the other, we effectively reduce the dimension of a system with a large
number of coupled oscillators by grouping subfamilies of oscillators into dis-
tinct communities, following a trick due to Edward Ott and Thomas Antonsen.
1.1 Slow-fast systems and mixed-mode oscillations
Multiple-timescale (or slow-fast) dynamical systems have been used to model
natural phenomena in which distinct mechanisms operate on vastly different
timescales. Researchers have used this framework to model processes as diverse
as climate phenomena, complex chemical reactions, cell bursting, and combus-
tion (an excellent literature review is provided in [25]). We generally formulate
a slow-fast system as follows:
εx˙ = ε
dx
dτ
= f (x, y, λ, ε)
y˙ =
dy
dτ
= g(x, y, λ, ε), (1.1)
where x ∈ Rm denotes the fast variable, y ∈ Rn denotes the slow variable,
λ ∈ Rk lists the parameters, and ε > 0 characterizes the ratio of the slow to fast
1
timescales. The functions f , g are assumed to have some degree of smoothness.
In this thesis, m = 1, n = 2, and f , g are smooth.
One can consider two formal, ‘low-dimensional’ limits of (1.1). Setting ε = 0
in (1.1), we obtain the system
0 = f (x, y, λ, 0)
y˙ = g(x, y, λ, 0). (1.2)
This system is referred to as the slow subsystem (or slow flow equations) of
(1.1). The set C = {(x, y) : f (x, y, λ, 0) defines the critical manifold of (1.1) upon
which trajectories of the slow flow are confined. Away from folds of C, we may
apply the implicit function theorem to write S as a graph of the slow variables
and rescale time in the resulting system by ± det(Dx f ) to obtain a desingularized
slow flow.
On the other hand, we may define the fast timescale t = τ/ε. Making this
substitution into (1.1) and then formally setting ε = 0 again, we obtain the layer
equations
x′ =
dx
dt
= f (x, y, λ, 0)
y′ =
dy
dt
= 0. (1.3)
The typical goal is to understand how trajectories of the simpler systems
(1.2)-(1.3) give insight into trajectories for the full system (1.1) when ε > 0.
A remarkable set of theorems due to Fenichel [31] gives tremendous insight
into the connection between the flow of the full system and the slow flow on C,
assuming that ε is sufficiently small and a property called normal hyperbolicity is
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satisfied. We say that a subset S ⊂ C is normally hyperbolic if for each p ∈ S ,
the eigenvalue spectrum of the matrix Dx f (p) does not intersect the imaginary
axis in the complex plane. Fenichel then shows that there exist nonunique, lo-
cally invariant slow manifolds S ε which perturb from S . Furthermore, these slow
manifolds inherit the smoothness and stability properties of S , and the flow on
S ε converges to the slow flow on S as ε→ 0.
Therefore, for ε > 0 sufficiently small, trajectories of the full system may
be analyzed fruitfully as perturbations of concatenations of trajectories which
follow the slow flow for O(1) time, interspersed by fast ‘jumps’ across normally
hyperbolic branches of C along fast fibers of the layer equation.
Particularly interesting solutions that arise in such systems are mixed-mode
oscillations (MMOs), which are solutions having large and small oscillations and
a distinct gap between the two. The definitions of ‘large’ and ‘small’ depend
on the system being studied. An MMO is typically classified by its signature,
which is a finite symbolic sequence of the form Ls11 L
s2
2 · · · Lskk , indicating that the
trajectory undergoes L1 large oscillations, followed by s1 small oscillations, then
L2 large oscillations, and so on.
Researchers have been concerned with exploring the emergence of MMOs
having certain signatures, as well as identifying signature transitions between
MMOs. An archetypical example of such a result, which gives an indication of
the state of the theory, will now be described. Folded singularities are equilibrium
points of the desingularized slow flow. For m = 1, n = 2, we define a folded node
as an equilibrium point of this system, whose linearization has nonzero real
3
eigenvalues with the same sign. A normal form for this system is
εx˙ = y − x2
y˙ = z − x
z˙ = −ν, (1.4)
where ε, ν are the parameters. Let µ < 1 denote the ratio of eigenvalues of
the linearization at the folded node.
Brøns, Krupa, and Wechselberger [16] proved the following :
Theorem 1 Consider the system (1.1) with m = 1, n = 2 such that:
(FN1) 0 < ε  1 is sufficiently small, √ε  µ, and k ∈ N satisfies 2k+1 < µ−1 < 2k+3.
(FN2) The critical manifold C is locally a folded surface.
(FN3) The reduced problem contains a folded node (i.e. the normal form near the singu-
larity is given by (1.4)).
(FN4) There exists a ‘candidate’ periodic orbit, i.e. a formal concatenation of fast fibers,
a global return segment, and a segment which connects to the folded node within
the ‘funnel’ defined by the stable manifolds of the folded node on C.
(FN5) An appropriate transversality condition is satisfied, for eg. the projection of the
folds onto the sheets of C is transverse to the slow flow.
Then there exists a stable 1k+1 MMO.
The folded node case is arguably among the simplest nontrivial cases where
we can prove the existence of MMOs having a certain signature; yet, the argu-
ments are already quite involved, involving careful analytic arguments based
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on techniques such as geometric blow-up theory. For more sophisticated sce-
narios (for eg. interactions of Hopf bifurcations with folded singularities, which
are separately associated with the emergence of periodic orbits), the theory re-
mains woefully incomplete; yet, these scenarios do arise in models, and are fur-
thermore associated with the emergence of very complicated MMO signatures
indeed. A firmer synthesis of the theory with the numerical methods, which we
have used fairly successfully to study some of these complicated scenarios, is
eagerly awaited.
Chapter 2 of this thesis solves a problem first posed by Marc Koper and
Pierre Gaspard in the early nineties [58]. They were concerned with model-
ing the complicated, and possibly chaotic, electrochemical oscillations observed
by an indium-thiocyanate solution at a mercury electrode. Koper and Gaspard
derived a minimal three-dimensional dynamical system using a shell approxi-
mation of the reaction-diffusion PDEs which describe the system. They located
tantalizing evidence of a Shilnikov homoclinic orbit, but were unable to settle its
existence with certainty. This bifurcation is known as a precursor of extremely
complicated dynamics, including countably many periodic orbits as well as ape-
riodic, chaotic trajectories. In a paper with John Guckenheimer, we locate this
Shilnikov orbit and analyze the MMO structure nearby.
In chapter 3, a numerical exploration is given of a tangency bifurcation of a
slow manifold of the system, with the unstable manifold of a saddle-focus equi-
librium point. This bifurcation heralds the emergence of MMOs which arise
from interactions between the invariant manifolds of the equilibrium point, the
slow manifolds, a folded singularity in the system, and a small-amplitude stable
periodic orbit together with its basin of attraction. Bifurcations occurring after
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this tangency, and their influence on MMO transitions, are catalogued. A new
dynamical partition is also presented, which we use to describe some unusual,
unstable MMOs which are not neatly described as ’small or large’ oscillations.
We also identify a Smale-Birkhoff homoclinic orbit. Numerical calculations re-
lated to escape rates support the conjecture that the orbit is a chaotic attractor.
1.2 Coupled oscillators and the Ott-Antonsen ansatz
Large systems of coupled limit-cycle oscillators have been used to model collec-
tive synchronization problems across physics, engineering, biology, and social
science. A universal formulation of the long-term dynamics when the oscilla-
tors are nearly identical and the coupling is weak was first derived by Kuramoto
[63]:
θ˙i = ωi +
N∑
i=1
Γi j(θ j − θi) (1.5)
i = 1, · · · ,N,
where N is a large positive integer denoting the number of oscillators, and
the natural frequencies ωi are distributed according to some probability density
g(ω). The family of interaction functions between oscillators is given by {Γi j}.
Many natural models have symmetric coupling, giving rise to the constraint
Γi j = Γ ji (or indeed, Γi j ≡ Γ).
We focus briefly on the classical Kuramoto model, where Γi j(θ j − θi) =
(K/N) sin(θ j − θi) and K ≥ 0 is the coupling strength. Moving to the complex
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plane and defining the complex order parameter
z(t) = r(t)eiφ(t) =
1
N
N∑
j=1
eiθ j , (1.6)
the Kuramoto model may be rewritten as θ˙i = ωi + Kr sin(ψ − θi). Here, r(t)
measures phase coherence and φ(t) is the average phase. By considering the
continuum limit as N → ∞, Kuramoto then made a remarkable series of symme-
try and self-consistency arguments to derive the existence of a critical coupling
strength K = Kc. Before this bifurcation, coupling is too weak for the oscilla-
tors to spontaneously synchronize; after, the oscillators split into two distinct
groups: a “drifting” state where |ωi| > Kr and a “phase-locked” state where
|ωi| ≤ Kr.
This is just the beginning of a sprawling story in the field of coupled oscil-
lators. One important chapter is the study of the stability of these phase states,
culminating with a tour-de-force analysis by Crawford [21] in which he derives,
among other results, a normal form for r(t) near the neighborhood of the inco-
herent state r = 0 and a proof of the local stability of the partially synchronized
states. The point is that even in this relatively simple model, these calculations
are delicate and not easy to generalize. Crawford’s derivation drew upon care-
ful center manifold expansions and equivariant bifurcation theory, to study bi-
furcations of reflection-symmetric distributions.
Another piece of this story is the realization, via numerical calculations,
that low-dimensional behavior is a pervasive feature of coupled oscillator mod-
els, hinting at the existence of attracting invariant manifolds in these systems.
Crawford’s center manifold calculation may be seen retroactively as a rigorous
push to classify some of these low-dimensional features, but the nature of these
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constants of motion remained unclear except in a few cases. See for example a
derivation of constants of motion in a Josephson array model by Watanabe and
Strogatz using coordination transformations.
A 2009 paper by Ott and Antonsen [72] introduced a clever ansatz which
suddenly rendered an entire host of Kuramoto-type problems immediately
tractable, starting a gold rush in the field. A brief list of this proliferation is
given in the introduction of our third paper. The key to this ansatz is to locate a
dynamically invariant submanifold in the system which accurately reproduces
the long-term macroscopic dynamics. Since we do not demonstrate this ansatz
in detail in our paper, it is worthwhile to show off a simple example using the
technique. In the N → ∞ limit, the classical Kuramoto model is given by the
continuity equation describing conservation of oscillators:
ρt + (ρv)θ = 0, (1.7)
where ρ(θ, t) is the phase density and v(θ, ω, t) = ω + (K/2i)(re−iθ + r∗eiθ) is the
oscillator velocity field (r∗ denotes complex conjugation). The complex order
parameter becomes z(t) =
∫ 2pi
0
∫ ∞
−∞ ρe
iθdωdθ in this limit.
Ott and Antonsen make the following step: express ρ as the following
Fourier series in θ:
ρ(θ, t) =
g(ω)
2pi
1 + ∞∑
n=1
(αneinθ + (α∗)ne−inθ)
 , (1.8)
where α = α(ω, t) is an unspecified function which is independent of θ. This
ansatz represents a considerable simplification: we are demanding that the nth
Fourier coefficient cn satisfies the simple relation cn = αn. For example, this is
the series for a Poisson kernel on the complex unit disc in the case when α is real
and less than 1.
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Substituting this ansatz into the continuity equation, the amplitude equa-
tions are satisfied for each harmonic if and only if the Fourier coefficient func-
tion α(ω, t) evolves according to the following family of integro-differential
equations in t, parametrized by the frequency ω:
∂α
∂t
= −iωα − K
2
(rα2 − z∗)
z(t) =
∫ ∞
−∞
α(ω, t)g(ω)dω. (1.9)
The usefulness of the ansatz rests upon a gentle complex-analytic require-
ment: we assume that the analytic continuation of α(ω, t) from the line Im(ω) = 0
has no singularities when Re(ω) < 0 and that |α| → 0 as Im(ω)→ −∞.
Let us take the Lorentzian distribution g(ω) = 1/[pi(1 + ω2)]. Note that g(0) =
1/pi. Consider the lower semicircle S (R) = {R = c, pi ≤ ϕ ≤ 2pi} ∪ {−R ≤ Re(z) ≤
R, Im(z) = 0} of radius R > 0 in the complex plane. We may now compute
the integral for z(t) above by computing the contour integral
∫
S (R)
α(ω, t)g(ω)dω
as R → ∞ to obtain z(t) = α∗(−i, t). Thus, setting ω = −i in (1.9) and writing
the complex order parameter equations z(t) = r(t)eiφ(t) in polar coordinates, we
obtain the following closed system:
r˙ =
(K
2
− 1
)
r − K
2
r3
φ˙ = 0. (1.10)
We see here that we recover the critical value Kc = 2 = 2/(pig(0)) originally
derived by Kuramoto, as well as the value of the centroid r =
√
1 − Kc/K of
partially synchronized states which bifurcate from incoherence (r = 0) above
the critical value.
The technique is similar for more sophisticated variants of the Kuramoto
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model. Clever choices of frequency distributions g(ω) and the use of residues
allow us to extract finite-dimensional dynamics on an invariant submanifold to
which the family of oscillators is enslaved.
In the final chapter of this thesis, we study a coupled-oscillator model of dis-
ordered spin glass introduced by Van Hemmen. We use the technique of Ott
and Antonsen to derive a closed ODE system of four complex-valued oscillator
populations. Happily, this system is amenable to standard techniques in dy-
namical systems, allowing us to draw a phase diagram of the four stable states
produced by the system in the large N limit. The states giving ‘glassy’ behav-
ior (and the limitations of the model therein) are discussed in context in that
chapter.
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CHAPTER 2
SHILNIKOV HOMOCLINIC BIFURCATION OF MIXED-MODE
OSCILLATIONS
2.1 Abstract
The Koper model is a three-dimensional vector field that was developed to
study complex electrochemical oscillations arising in a diffusion process. Koper
and Gaspard described paradoxical dynamics in the model: they discovered
complicated, chaotic behavior consistent with a homoclinic orbit of Shilnikov
type, but were unable to locate the orbit itself. The Koper model has since served
as a prototype to study the emergence of mixed-mode oscillations (MMOs) in
slow-fast systems, but only in this paper is the existence of these elusive homo-
clinic orbits established. They are found first in a larger family that has been
used to study singular Hopf bifurcation in multiple time scale systems with
two slow variables and one fast variable. A curve of parameters with homo-
clinic orbits in this larger family is obtained by continuation and shown to cross
the submanifold of the Koper system. The strategy used to compute the homo-
clinic orbits is based upon systematic investigation of intersections of invariant
manifolds in this system with multiple time scales. Both canards and folded
singularities are multiple time scale phenomena encountered in the analysis.
Suitably chosen cross-sections and return maps illustrate the complexity of the
resulting MMOs and yield a modified geometric model from the one Shilnikov
used to study spiraling homoclinic bifurcations.
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2.2 Introduction
In 1992, Marc Koper and Pierre Gaspard introduced a three-dimensional model
to analyze an electrochemical diffusion problem, in which layer concentrations
of electrolytic solutions fluctuate nonlinearly at an electrode [58, 59]. They
sought to model mixed-mode oscillations (MMOs) arising in a wide variety of
electrochemical systems. Their analysis revealed a host of complicated dynam-
ics, including windows of period-doubling bifurcations, Hopf bifurcations, and
complex Farey sequences of MMO signatures.
They also found regions in the parameter space where the equilibrium point
of the system satisfies the Shilnikov condition.1 Within these regions, they ob-
served that trajectories repeatedly come close to the fixed point, and return
maps strongly suggest chaotic motion consistent with a Shilnikov homoclinic
bifurcation. However, they were unable to locate a genuine homoclinic orbit to
account for this behavior, so it was catalogued as a near-homoclinic scenario. In
such a scenario, complex and chaotic MMOs could suddenly arise—as if from
a homoclinic bifurcation—but without the existence of the homoclinic orbit to
serve as an organizing center.
Nevertheless, the Koper model has emerged as a paradigm in studies of
slow-fast systems containing MMOs [14, 25]. As its four parameters are varied,
local mechanisms such as folded nodes [16, 36, 89] and singular Hopf bifurca-
tion [4, 14, 36, 43, 46] generate small-amplitude oscillations. A global return
mechanism allows for repeated reinjection into the regions containing these lo-
cal objects. The interplay of these local and global mechanisms gives rise to
1Let the linearization of a three-dimensional vector field at an equilibrium point p have
eigenvalues ρ ± iω and λ, where ρ, ω, and λ are all real. Then p satisfies the Shilnikov condi-
tion if ρλ < 0 and |ρ/λ| < 1.
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sequences of large and small oscillations characterized by signatures that count
the numbers of consecutive small and large oscillations. Shilnikov homoclinic
orbits are limits of families of MMOs with an unbounded number of small os-
cillations in their signatures. When the Shilnikov condition is satisfied, they
also guarantee the existence of chaotic invariant sets whose presence in the
Belousov-Zhabotinsky reaction was controversial for several years (eg. [35]).
The homoclinic orbits that could explain Koper’s original observations have
remained elusive. This paper describes their first successful detection. Multiple
time scales make numerical study of these homoclinic orbits quite delicate; on
the other hand, the presence of slow manifolds allows us to analyze many aspects
of the system with low-dimensional maps. We find the homoclinic orbits by
exhibiting multiple time scale phenomena such as canards and folded singular-
ities. We first locate such orbits in a five-parameter family of vector fields used
to explore the dynamics of singular Hopf bifurcation. After an affine coordi-
nate change, the Koper model is a four-parameter subfamily. Shooting methods
that compute trajectories between carefully chosen cross-sections cope with the
numerical instability resulting from the singular behavior of the equations. Fol-
lowing identification of a homoclinic orbit in the larger family, a continuation
algorithm is used to track a curve on the codimension-one manifold of spiraling
homoclinic orbits in parameter space. This manifold intersects the parametric
submanifold corresponding to the Koper model, locating the homoclinic orbit
that is the target of our search.
This paper is a numerical investigation of the Koper model. The results are
not rigorous, so a formal “theorem-proof” style is inappropriate for this discus-
sion. Following the numerical part of the paper, we abstract our reasoning to
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present a geometric model for the slow-fast decomposition of the homoclinic
orbits of the Koper model. This geometric model produces a list of properties
that we use to prove the existence of a homoclinic orbit in a slow-fast system.
We think these properties may be amenable to verification in the Koper model
through the use of interval arithmetic.
2.3 The Koper model as a slow-fast system
We consider vector fields of the form
εx˙ = f (x, y),
y˙ = g(x, y), (2.1)
where x ∈ Rm, y ∈ Rn, and the functions f and g are smooth. In this paper, f and
g are polynomials. Slow-fast vector fields are those where ε  1. In this case, x
is the fast variable and y is the slow-variable.
The Koper model is a frequently studied example and the subject of this
paper. It is defined by
ε1u˙ = kv − u3 + 3u − λ,
v˙ = u − 2v + w, (2.2)
w˙ = ε2(v − w),
and has two slow variables v and w and one fast variable u when the parameters
ε1  1 and ε2 = 1. The terms k and λ are additional parameters. We assume
throughout this paper that ε2 = 1 without further comment.
The study of slow-fast vector fields has advanced rapidly in recent years
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with specific focus on systems having two slow variables and one fast vari-
able. We recall relevant aspects of the theory that bear on the Koper model.
The review paper [25] includes an extensive discussion that provides additional
information, especially about MMOs.
The set of points defined by C = { f = 0} in system (2.3) is called the critical
manifold. Fenichel [31] proved the existence of locally invariant slow manifolds
near regions of C where Dx f is hyperbolic. Trajectories on the slow manifolds
are approximated by trajectories of the reduced system on C defined by
y˙ = g(h(y), y, 0), (2.3)
where h is defined implicitly by f (h(y), y, 0) = 0. While the slow manifolds are
not unique, compact portions are exponentially close to each other: their dis-
tances from each other are O(exp(−c/ε)) as ε → 0. We often refer to ‘the’ slow
manifold in statements where the choice of slow manifold does not matter. The
points x ∈ C where Dx f is singular are called fold points. For the Koper model, C
is the zero set of kv − u3 + 3u − λ, and the fold curve consists of the points on C
with 3k (u
2 − 1) = 0. The reduced system is given by
3
k
(u2 − 1)u˙ = u − 2v + w, (2.4)
w˙ = (v − w),
where v = 1k (u
3 − 3u + λ).
The reduced system is a differential algebraic equation that is the main compo-
nent of the singular limit of the “full” system (2.2) as ε1 → 0. The other compo-
nent of the singular limit comes from the fast part of the full system. The fold
curve divides the critical manifold into attracting and repelling sheets where
u2 > 1 and u2 < 1, respectively. When trajectories of the full system reach the
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vicinity of the fold curves, they turn and then flow close to the fast direction to
a small neighborhood of the attracting slow manifold. In the singular limit, one
has trajectories on the attracting and repelling sheets of the critical manifold that
meet at the fold curve separating the sheets. The limiting behavior of the full
system from these impasse points is to jump along the fast direction stopping at
the first intersection with an attracting sheet of C. The addition of fast jumps
makes the singular limit a hybrid system whose trajectories (called candidates)
consist of concatenations of slow segments that solve the reduced system and
fast jumps parallel to the fast direction. As we describe below, fast jumps may
occur at points of C which are not fold points.
Rescaling time in the reduced system produces a desingularized reduced sys-
tem that extends to the fold curve. In the case of the Koper model, the desingu-
larized reduced system is
u˙ = u − 2v + w, (2.5)
w˙ =
3
k
(u2 − 1)(v − w),
where v = 1k (u
3 − 3u + λ). Discrete time jumps of trajectories that reach the fold
curve of (2.5) are added to the reduced model to reflect the limiting behavior
of the full system. However, there are exceptional trajectories of the full system
that flow from an attracting slow manifold to a repelling slow manifold without
making a jump at the fold curve. The singular limits of these trajectories flow to
equilibrium points of (2.5) which lie on its fold curves. Since the time rescaling
of desingularization reverses the direction of time on the repelling sheet of C
where u2 < 1, we follow trajectories of (2.5) backwards in time “through” the
singularity. At any location along such a backward trajectory, a jump to one of
the attracting sheets of the slow manifold is allowed along the fast direction.
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This makes the reduced system multivalued and hence still more complicated.
See [12] for further discussion of this construction of a hybrid reduced model in
the context of the forced van der Pol system.
The desingularized reduced system of a fast-slow system can have two types
of equilibrium points. Equilibria of the “full” system are retained as equilibria
of the desingularized reduced system. Additionally, points on a fold curve may
become equilibria of the desingularized reduced system because the time rescal-
ing factor vanishes at these points. For the Koper model, these folded singularities
are solutions of the equations kv− u3 + 3u− λ, u− 2v+w = 0, and u2 − 1 = 0. (The
third of these equations replaces the equation z˙ = 0 for an actual equilibrium.)
The folded singularities are further classified as folded nodes, saddles, saddle-nodes,
and foci depending on their type as equilibria of the desingularized reduced
system. The folded singularities mark transitions along the fold curve where
the trajectories of the reduced system (without desingularization) approach the
fold curve or flow away from it. They are also close to places where the full sys-
tem might have trajectories that contain segments on an attracting slow mani-
fold that proceed to follow the repelling slow manifold without an intervening
jump. Trajectory segments that flow for time O(1) in the slow time scale along
a repelling slow manifold of a slow-fast systems are called canards. They have
been the subject of intense study since they were found in periodic orbits of the
forced van der Pol equation [77, 27, 29]. They also play an important role in the
dynamics of the Koper model and are part of the homoclinic orbits we find. See
Figure 2.1.
The dynamics of the full system close to folded singularities is significantly
more complicated than suggested by the reduced system. Benoıˆt [6] observed
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(a) (b)
Figure 2.1: (a) Shilnikov homoclinic orbit (magenta curve) found in the
Koper model, defined by (3.2), alongside a typical singular ho-
moclinic orbit defined by trajectories (blue solid curves) lying
on the critical manifold (gray surface) of the system, concate-
nated with instantaneous jumps (blue dashed curves) to differ-
ent branches of the critical manifold. Fold lines are given by
black dashed curves. Section 2.8 discusses families of singular
homoclinic orbits in detail. (b) A cartoon of the local dynam-
ics. The homoclinic orbit departs along the two-dimensional
unstable manifold of the equilibrium and returns by passing
very close to a folded singularity of the singular system, given
by the black dot on the fold line separating the sheets S r0 and
S a+0 of the critical manifold. These sheets perturb to attracting
and repelling slow manifolds for small values of the singular
perturbation parameter ε.
that trajectories of the full system near folded nodes of the reduced system can
make small-amplitude oscillations in directions that involve both fast and slow
variables. The oscillations are manifest in the twisting of the attracting and re-
pelling slow manifolds, as visualized by Desroches [25]. The maximum number
of small oscillations of trajectories passing through this region is bounded, with
a bound determined from a normal form for the folded node [6, 89]. In the
Koper model and other slow-fast systems, small oscillations associated with
folded nodes together with “global returns” produce mixed mode oscillations
(MMOs) [25].
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Our goal in this paper is to locate a homoclinic orbit of the Koper model
when its equilibrium is a saddle-focus. The initial portion of such an orbit con-
sists of small-amplitude oscillations as the homoclinic orbit spirals away from
the equilibrium along its unstable manifold (see Fig. 2.1). In single time scale
systems, both shooting and boundary value methods can be used to find the
homoclinic orbit. With both types of algorithms, as well as in theoretical analy-
sis of the dynamics near the homoclinic orbit, trajectories are decomposed into
a local portion in a neighborhood of the equilibrium and a global portion that
lies outside that neighborhood. Linearization or higher order approximations
are used to identify the local stable and unstable manifolds, and then numerical
methods are used to find the global return.
Because the homoclinic bifurcation is a codimension-one phenomenon, an
“active” parameter is used in locating the bifurcation. Extending the phase
space to include the active parameter, the homoclinic orbit becomes a trans-
verse intersection of the families of stable and unstable manifolds of the curve
of equilibria in the extended system. Shooting methods locate the global return
by computing a two-parameter family of initial value problems whose initial
conditions depend on the active parameter and a coordinate that parameterizes
trajectories in the unstable manifold. The intersections of these trajectories with
a cross-section of the local stable manifolds form a surface while the family of
local stable manifolds intersects the cross-section in a curve. The cross-section is
three-dimensional in the extended phase space, so the intersections of the stable
and unstable manifolds can cross transversally.
Straightforward implementation of this strategy fails in the Koper model, as
Koper discovered in his original investigation. The slow-fast structure of the
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problem makes portions of the global return trajectories so sensitive that con-
tinuous dependence on initial conditions appears to fail for numerical solutions
of initial value problems. This apparent discontinuity of trajectories has been
documented in the “canard explosions” of the van der Pol equation with con-
stant forcing [38]. The crux of our analysis of the Koper homoclinic model is to
decompose the global returns into segments, each of which can be reliably com-
puted with either forward or backward integration. This strategy has worked
with other examples like the canard explosion [41] of the van der Pol system
with constant forcing, and it proves successful again here.
When the Koper model equilibrium is a saddle-focus, its two-dimensional
unstable manifold is a source of small-amplitude oscillations. The number of
small amplitude oscillations is unbounded as trajectories leave the equilibrium.
However, their magnitude changes quickly unless the ratio of the real and com-
plex parts of the complex eigenvalues at the equilibrium is small. Parameter
regions close to a Hopf bifurcation yield small ratios, so choosing parameters
in such a region is part of our strategy for finding homoclinic orbits. Hopf bi-
furcation in slow-fast systems takes several forms that depend on whether the
two-dimensional subspace of center directions lie in fast directions, slow direc-
tions, or a mixture of the two. The third case is called singular Hopf bifurcation,
and it is the case that occurs in the Koper model. In systems with two slow
variables, singular Hopf bifurcation is closely associated with a phenomenon in
the desingularized reduced system called folded saddle-node, type II (FSNII)[89].
This occurs in the desingularized reduced system when an equilibrium (that is
not a folded singularity) crosses a fold curve as a parameter is varied. As the
equilibrium crosses the fold curve, a folded singularity passes through the same
point, and its type switches between a fold node and a folded saddle. Singular
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Hopf bifurcations are found at a distance O(ε) from the FSNII point.
The dynamics of a model system with an FSNII bifurcation have been an-
alyzed by Guckenheimer and Meerkamp [43]. The model they studied is ob-
tained by truncating a Taylor expansion at the FSNII bifurcation: it can be
viewed informally as a normal form for this problem and for singular Hopf
bifurcation. Moreover, this normal form is closely related to the Koper model.
With the addition of a single cubic term and an appropriate affine coordinate
change, it contains the Koper system as a subfamily. We make use of this re-
lationship below, first finding a homoclinic orbit of the larger family and then
continuing it to parameters that lie in the (transformed) Koper family. The FS-
NII normal form has many different types of bifurcations, and small-amplitude
chaotic behavior is possible [43]. Complicated small scale dynamics of this sys-
tem raise the possibility of homoclinic orbits that are more complicated than
those we exhibit in this paper.
A key aspect of the FSNII dynamics relevant to our search for homoclinic
orbits in the Koper model is the intersection of the unstable manifold of the
equilibrium with the repelling slow manifold. Since both of these manifolds are
two-dimensional, we expect them to intersect along isolated trajectories. The
homoclinic orbits we find contain segments close to such intersections. As tra-
jectories in the unstable manifold emerge from the equilibrium point, they may
follow the repelling slow manifold for some distance, producing a canard that
can then jump away from the repelling manifold. Part of our computational
task is to identify the jump point that yields the homoclinic orbit.
By definition, the homoclinic orbit contains a branch of the stable manifold
of the equilibrium. We find that this branch lies close to the attracting slow man-
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ifold for a substantial distance. A second key part of our computations stems
from the observation that the stable manifold of the equilibrium crosses the at-
tracting slow manifold as a parameter is varied and that the homoclinic bifur-
cation lies exponentially close to this parameter value. Finding this crossing is
delicate because the stable manifold passes through a region where extensions
of the normally hyperbolic attracting manifold twist. Most of the studies of
mixed mode oscillations of the Koper model to date are based upon local analy-
sis of oscillations close to perturbations of a folded node or near the equilibrium.
Here, we need to study trajectories that interact with both the equilibrium and a
twisting, attracting slow manifold, a situation that remains poorly understood.
Our homoclinic orbit lies close to such trajectories, and further analysis of their
dynamics is likely to produce interesting results.
We close this section with three remarks:
1. Folded singularities are defined for the reduced system that is the singular
limit of a slow-fast system. In the full system with time scale parameter
ε > 0, these entities are no longer defined. However, it is useful to identify
points that are located where their influence is manifest. We use the term
twist region to describe sets in the phase space of the full system where an
(extended) attracting slow manifold twists around a canard. Numerically,
we locate approximations to these points as folded nodes of the reduced
system obtained by setting ε = 0.
2. We consider only parameter values of the Koper model for which its equi-
librium point peq has a pair of complex conjugate eigenvalues ρ ± iω and
one real eigenvalue λ with λ < 0 < ρ. This constraint forces the equilib-
rium to be within a distance O(ε) of the folded singularity of the singular
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limit. This requirement is explained further in Section 2.4 below. When we
study the singular limit of the system, we do so along parameter curves
along which the equilbrium remains a saddle-focus.
3. Numerical studies of slow-fast systems always rely on particular choices
of the time scale parameter ε > 0, while the theory focuses on dynamics
that are present for “small enough ε.” It is rare that one can verify that
a particular choice of ε is indeed small enough to fall within the scope of
particular theorems. Nonetheless, the theory provides a guide to expected
behavior in the numerics, explaining observations that would otherwise
appear anomalous. These studies are based on the presumption that ε is
sufficiently small and test this presumption by examining the dynamics
for different values of ε. However, like the theory, the problem of con-
necting the behavior observed at specific values of ε > 0 with the singular
limit is nontrivial. Our approach here is to show that we find behavior
consistent with that described by perturbations from the singular limit.
2.4 The singular Hopf extension of the Koper model
We now introduce a family of vector fields with two slow variables and one fast
variable that contains a singular Hopf bifurcation [4, 14, 36, 43, 46]. It is given
by
εx˙ = y − x3 − x2,
y˙ = z − x, (2.6)
z˙ = −ν − ax − by − cz,
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where ε, ν, a, b, and c are parameters, x is the fast variable, and y and z are
the slow variables. We denote α = (ε, ν, a, b, c) and define P to be the five-
dimensional space of parameters α. The critical manifold is the S -shaped cubic
surface {y = x3 + x2}with two fold lines at L0 (defined as {x = 0}) and L−2/3 (defined
as {x = −2/3}). In our numerical investigations, we set ε = 0.01 unless otherwise
noted.
“The” slow manifold S has sheets S a−ε , S rε and S a+ε that lie close to the sheets
of the critical manifold C defined by C ∩ {x < −2/3}, C ∩ {−2/3 < x < 0} and
C ∩ {0 < x}. Away from the fold lines, forward trajectories are attracted to S a±ε
and repelled from S rε at fast exponential rates (see, eg., [53] for a derivation of
estimates using the Fenichel normal form).
After the affine coordinate change defined by (x, y, z) = ((u − 1)/3, (kv − λ +
2)/27, 2v − w − 1)/3) [25], scaling time by −k/9, and the substitutions
(ε, a, b, c, ν) = (−kε1/81, 18/k, 81ε2/k2,−9(ε2 + 2)/k, (3λ − 6 − 3k)ε2/k2),
the Koper model becomes a parametric subfamily of (3.2), with parameters sat-
isfying the equation
2b + a(a + c) = 0. (2.7)
Note that the above parametric equation corrects a sign error in Desroches et
al.[25]. We work henceforth with the Koper model in the form given by (3.2).
The corresponding desingularized slow flow of the system (3.2) is given by
x˙ = z − x
z˙ = −(2x + 3x2)(ν + ax + b(x2 + x3) + cx). (2.8)
In analogy to (2.5), this two-dimensional system is derived by rescaling time
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with the term (2x + 3x2). The origin is always an equilibrium of (2.8), so n =
(0, 0, 0) ∈ L0 is a folded singularity of (3.2).
We consider only parameter sets of (3.2) satisfying the following conditions:
(i) the reduced system (2.8) has a singularity at (0, 0), which is a folded node for
ν > 0, (ii) exactly one equilibrium point peq exists in the full system with ν = O(ε),
with a pair of complex conjugate eigenvalues ρ ± iω and one real eigenvalue λ,
(iii) the stable manifold W s of peq is one-dimensional and the unstable manifold
Wu of peq is two-dimensional (λ < 0 < ρ). Our notation for W s and Wu hides their
dependence on the parameter values.
We comment on requirements (i) and (ii) above. When studying the singular
limit ε → 0 of system (3.2), condition (ii) requires that ν must also change, so
that the limiting system has an FSNII.
In this regime, small-amplitude oscillations may be due to intersections of
the attracting and repelling slow manifolds as they twist around each other near
a folded singularity [25, 89] or to the spiraling of trajectories near the unstable
manifold of the equilibrium or both. We find that the homoclinic orbits we seek
pass through the twisting region, so that the interactions of W s and Wu with
the slow manifolds of the system play a significant role in their existence. In
particular, the homoclinic orbits we locate contain segments that lie close to
the intersection of Wu with the repelling slow manifold S rε, similar to the ho-
moclinic orbits that form the traveling wave profiles for the FitzHugh-Nagumo
equation [40], a system with one slow variable and two fast variables. The ho-
moclinic orbits also contain segments where W s lies close to S a+ε .
To focus on trajectories that pass through a twist region before encoun-
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tering the equilibrium, we use the position of the equilibrium as an alterna-
tive to the parameter ν. This position is given by peq = (xeq, x2eq + x3xeq, xeq), so
ν = −xeq[a + bxeq(xeq + 1) + c] and the family can be parameterized by (xeq, a, b, c)
instead of (ν, a, b, c). With this new parameterization, the equilibrium point re-
mains fixed as the parameters a, b, and c are varied, while the twist region is a
small neighborhood of the origin. In the rest of this paper, we set xeq = −0.03
whenever we study system (3.2) with ε > 0, except in the concluding remarks
where we let the distance between peq and L0 vary with ε.
2.5 The shooting procedure
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Figure 2.2: Height (y value) of forward trajectories in Wu crossing the sur-
face {x = −0.05} as a function of angle. An angle of 0 corre-
sponds to a trajectory of height y = 0.1 lying in S rε∩Wu. The pa-
rameter set is (ε, a, b, c) ≈ (0.01,−4.416165, 2.891404, 5.725663).
The boundary value algorithm HOMCONT [17] was created within the
package AUTO [28] to compute homoclinic orbits with a collocation procedure.
Nonetheless, we have been unsuccessful in using AUTO or MATCONT [26] to
locate a Shilnikov homoclinic orbit in (3.2) when ε  1. The stiffness of the vec-
tor field appears to prevent convergence to a homoclinic solution even when
very large numbers of collocation points are used. Shooting algorithms are also
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problematic since trajectories of Wu diverge rapidly from each other near a ca-
nard segment of the homoclinic orbit. Thus, parameterizing trajectories in Wu
by an angular variable and varying the angle of an initial point is not well suited
to locating a Shilnikov homoclinic orbit because trajectories in Wu are extremely
sensitive to the angle of an initial condition near peq (see Fig. 2.2). This issue sug-
gests a different shooting strategy than varying this angle. Instead, we define
an angular variable, θ that parameterizes trajectories in Wu smoothly (including
as a function of the parameters) and regard it as an additional parameter for the
system. So Wu = ∪θWuθ . The shooting procedure can then fix θ and use another
parameter in the search for a homoclinic orbit that contains Wuθ .
Our extended family has the six-dimensional parameter space P¯ with coordi-
nates (α, θ). The homoclinic submanifold of the extended parameter space per-
sists as a codimension-one object [39]. To obtain defining equations ψ : P¯ → Σ
for this manifold, we choose the surface of section Σ defined by z = 0, set sα to be
the first intersection (in backward time) of W s with Σ, uαθ to be the first intersec-
tion (in forward time) with decreasing z of Wuθ with Σ, and define ψ(α, θ) = s
α−uαθ .
The relation ψ(α, θ) = 0 defines a four-dimensional submanifold H¯ of P¯. The pro-
jection of H¯ to P is a homoclinic manifold H consisting of parameters for which
(3.2) has a homoclinic orbit.
Approximations to sα and uαθ are obtained by numerically integrating tra-
jectories with initial conditions in the linear stable and unstable subspaces of
peq. Denoting these approximations by s˜α and u˜αθ the formula ψ˜(α, θ) = s˜
α − u˜α0
approximates the defining equations. Previous studies [8, 9, 3, 78] analyze the
convergence of the solutions α˜ of ψ˜ = 0 as the distance of the initial conditions
to peq tends to 0. Hyperbolicity of the fixed point, which is satisfied by peq, is
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required for these estimates.
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Figure 2.3: The image of a square grid of parameters (a, b) under the shoot-
ing function ψΣ0 in the surface Σ0 = {z = 0}. The location of
the Shilnikov homoclinic orbit is found to be close to the pa-
rameters α˜ ≈ (0.01,−0.03,−0.2515348,−1.6508230, 1). Integra-
tions were performed for a square grid of points (a, b) in the
domain of ψΣ0 , specified by a ∈ [a˜ − 2 ∗ 10−6, a˜ + 2 ∗ 10−6] and
b ∈ [b˜ − 2 ∗ 10−6, b˜ + 2 ∗ 10−6].
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Figure 2.4: Homoclinic orbit (blue curve) to peq specified by the parame-
ters θ = 0 and α˜ in Fig. 3.12. The critical manifold C = {y =
x2 + x3} is given by the light green manifold in (a) and its xy-
projection is given by the black dashed curve in (b).
We now reduce the number of active parameters by fixing ε = 0.01, θ = 0,
c = 1, and xeq = −0.03. Note that our choice of Σ as the hyperplane z = 0 is
motivated by the complicated dependence of W s on the parameters [36]. This
section slices through a twist region and is close enough to the equilibrium point
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that small changes in α do not produce large jumps in sα. These choices leave
a and b as active parameters to vary in P¯ to locate an approximate homoclinic
orbit by solving the approximate defining equations ψ˜ = 0.
Figure 3.12 illustrates the regularity of the defining equations ψ˜ = 0 on a
small rectangle A ⊂ R2 of points in the space of active parameters (a, b). Blue
dots represent the images of a 5 × 5 lattice of points in A under the shooting
function ψ˜. The data indicate that ψ˜ is close to affine and regular on A and that its
image contains the point (0, 0), implying that there exists (a˜, b˜) ∈ A with ψ˜(α˜) = 0,
where α˜ is the parameter set with second and third components given by (a˜, b˜).
This in turn implies the existence of a Shilnikov homoclinic orbit, depicted by
the blue curve in Figure 2.4.
2.6 Continuation of the homoclinic orbit
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Figure 2.5: A portion of H created with continuation. The portion was
projected from (θ, a, b, c) space to (a, b, c) space. The apparent
curves show the results of continuation in the direction of one
of the two nullvectors of J = Dξ.
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Figure 2.6: (a) Continuation of a curve (blue) on H′0 through a local patch of
the Koper manifold (yellow) defined by Eq. 2.7. (b) A compari-
son of the homoclinic orbit defined by the parameter set α˜ (blue
curve) and the homoclinic orbit lying in the Koper subfamily
(red curve) obtained via the continuation in (a), with parame-
ter set β = (εβ, aβ, bβ, cβ) ≈ (0.01,−4.416165, 2.891404, 5.725663).
The eigenvalues of peq for the Koper homoclinic are (ρ± iω, λ) ≈
(0.790204 ± 8.482321i,−1.576071), so peq satisfies the Shilnikov
condition.
Continuation algorithms [65] are widely used to find curves of bifurcations
in multidimensional parameter spaces. Here, the goal is to find an intersec-
tion of the homoclinic manifold H with the subfamily of (3.2) that yields the
Koper model. The tangent space to H¯ is the null space of Dψ. We estimate Dψ
with a central finite difference method to provide starting data for continuation
calculation of curves on H¯. The following iterative calculations use a predictor-
corrector algorithm to compute a sequence of parameter values α j on H. This
iteration converges for small stepsizes [2].
1. Prediction: Compute w0 = α j + hv j, where v j ∈ null(Dψ) and h is our chosen
stepsize.
2. Correction: Choose a tolerance δ; iteratively compute wk+1 = wk −
(Dψ)+(wk)ψ(wk), where J+ is the Moore-Penrose pseudoinverse matrix of J de-
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fined by J+ = JT (JJT )−1.
3. Stopping criterion: Stop when ||wk+1 − wk|| < δ and let α j+1 = wk+1.
We fix ε = 0.01, xeq = −0.03, and θ and then use c as the third active parameter
in addition to a and b in the continuation calculation of a curve on H. Figure 2.5
shows a computation of a patch of H in (a, b, c) space with different curves corre-
sponding to different values of θ. Figure 2.6(a) shows a transversal intersection
of one of these curves on H with the Koper manifold given by Eq. 2.7. The
affine transformations relating (3.2) to the Koper model will rescale and shift
the homoclinic orbit (shown in Figure 2.6(b)) while preserving its topological
structure.
2.7 Transversality of invariant manifolds
The homoclinic orbit exists for the full system (3.2) when a trajectory in the two-
dimensional unstable manifold Wu flows along S rε to a point where it jumps to
S a−ε , and then flows along S a−ε to its fold, jumps again to S a+ε , and then flows
along this manifold to the folded node region, where it connects to the one-
dimensional local stable manifold W s of the equilibrium. This only happens
when the parameter values lie in the homoclinic submanifold H of the parame-
ter space. We can visualize how this happens by looking at intersections of W s
and Wu in the cross-section z = 0 that pass through the twist region. On this
cross-section, W s sweeps out a curve C and S aε sweeps out a two-dimensional
surface S as the parameter a is varied. Figure (2.7) shows this intersection in
(x, y, n) space where the local coordinate n is defined via (x, y, a) · η = n and η is a
unit vector normal to a small patch of S . This choice of coordinates increases the
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angle of intersection that occurs in (x, y, a) space. As a varies, the surface swept
out by Wu intersects the curve swept out by W s transversally, demonstrating that
the solution of the defining equation for the homoclinic orbit is regular.
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Figure 2.7: Transversal intersection in {z = 0} of surface S (green) swept
out by S aε and curve C (red) swept out by W s as the parameter a
is varied. Intersection corresponds to homoclinic orbit defined
by β as given in Fig. 2.6. Integrations were performed for a ∈
[aβ − 3 ∗ 10−5, aβ + 3 ∗ 10−5].
It is difficult to directly compute the relevant portion of Wu since it contains
canards. The two-dimensional subset of S rε we want to compute consists of
trajectories which leave the fixed point peq along its unstable manifold and fol-
low the repelling slow manifold S rε up to some height y, before finally jumping
across to S a−ε . In order to locate this part of S rε, we first integrate backward a
line of initial conditions at a particular height lying midway between the jump
from S rε to S a+ε . These backward trajectories jump to S rε and flow along it before
turning along one of the two branches of W s as they approach the equilibrium
point. Since trajectories lying in Wu separate those trajectories which follow the
two branches of W s, we can locate the trajectory γ in S rε ∩ Wu with a bisection
method. We then compute an approximation to the strong unstable manifold
of γ by integrating forward points on either side of Wu that lie close to γ. This
strategy relies on the fact that trajectories in Wu approximate leaves of the strong
32
Figure 2.8: Transversal intersection in {z = 0} of the surface S ′ (green)
swept out by S rε ∩ Wu and the curve C (red) swept out by W s
as the parameter a is varied. The intersection corresponds to
the homoclinic orbit defined by β as given in Fig. 2.6. In-
tegrations were performed for five equally spaced values of
a ∈ [aβ − 3 ∗ 10−5, aβ + 3 ∗ 10−5]. Intersections of Wu (blue curves)
for different values of a are shown.
unstable foliation of S r for the canard trajectory in S rε ∩Wu. As discussed in sec-
tion 4, the resulting heights of the trajectories are extremely sensitive to the angle
as illustrated in Figure (2.2). Since the calculation of Wu is lengthy and indirect,
we located the homoclinic orbit parameters by instead finding intersections of
W s with S a+ε . Figure (2.7) shows that as we vary the parameter a, the intersec-
tions of W s with S a+ε are similar to those of Wu and W s shown in Figure ((2.8)).
As before, this figure locates the transversal intersections of Wu and W s on the
surface of section specified by {z = 0}. Trajectories lying on S rε ∩Wu sweep out a
two-dimensional surface S ′ and the stable manifold sweeps out a curve C. The
objects S ′ and C intersect transversally (Figure 2.8).
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2.8 Singular homoclinic orbits
As ε → 0, trajectories for (3.2) have singular limits consisting of concatenations
of fast segments (“jumps”) parallel to the x-axis and segments that are trajec-
tories of the reduced system on the critical manifold. Transitions from slow to
fast segments in the singular limit trajectories can occur at folds or anywhere
along a slow segment on the repelling sheet of the critical manifold. The slow
trajectory segments are contained in invariant manifolds that are approximated
by invariant manifolds appearing in the singular limit ε → 0 of the system.
These invariant manifolds provide a substrate for our theoretical analysis of the
homoclinic orbits in Section 2.10.
When ε > 0, the unstable manifold Wu and the repelling slow manifold S rε
are each two-dimensional, so they can intersect transversally along a trajectory.
Moreover, Wu contains segments aligned with the unstable foliation of S rε be-
ginning where its trajectories jump from S rε. Tiny variations in initial conditions
on Wu yield trajectories that turn abruptly at different heights, as illustrated in
Fig. (2.2). This fast portion of Wu turns again to follow S a−ε exponentially closely,
then jumps to S a+ε and follows this manifold to the twist region. The singular
limits of these transitions are given by smooth one-dimensional maps whose
composition with one another maps a segment of Wu to a section of S a+0 that
passes through the folded node.
We are interested in studying the singular limit of a system for which the
equilibrium point is a saddle-focus that remains ε-close to the folded singularity.
These conditions can be satisfied only when the distance from the equilibrium
point to the fold scales with ε: in the system (3.2), this implies ν = O(ε). In
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Figure 2.9: Nonunique singular cycles of the desingularized reduced sys-
tem (2.8). Recall that stability is reversed on S r0, the region−2/3 < x < 0, because of the time reparametrization used to
desingularize the reduced system. A typical cycle in this family
contains trajectories on C (blue solid curves) and jumps (blue
dashed curves): (1) a segment of the unstable manifold of the
folded saddle-node (0,0), (2) a jump to S a−0 , (3) a segment of
a trajectory flowing forward on S a−0 to the left jump curve at
x = −2/3, (4) a jump to S a+0 ending on the green dashed line{x = 1/3}, (5) a trajectory segment on S a+0 connecting the end of
this jump to the folded node at (0,0). The slow segments of all
the singular homoclinic orbits lie in the red regions. Parame-
ter set is (ν, a, b, c) = (0, aβ, bβ, cβ), where subscripted parameters
are defined in Fig. 2.6
.
particular, when ν = ε = 0 the origin is an equilibrium point of the full system
that is a folded saddle-node, type II. Summarizing, the singular limit of the
homoclinic orbits can be decomposed as follows:
• An initial segment which lies in Wu within the repelling sheet S r0 of the
critical manifold.
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• A jump from S r0 to the attracting sheet S a−0 of the critical manifold.
• A slow trajectory on S a−0 that ends at the fold at x = −2/3.
• A jump from the fold of S a−0 to S a+0 .
• A slow trajectory that follows S a+0 back to the saddle-node equilibrium at
the origin.
We reemphasize here that slow trajectories are defined for the reduced sys-
tem (2.8) at an FSN II bifurcation. The saddle-node point of this system has a
single unstable separatrix and a two dimensional stable manifold with bound-
ary. This creates a lack of uniqueness in the singular limit as shown in Fig. (2.9).
In the reduced system, trajectories that jump from the unstable manifold to S a−0
continue to the fold curve x = −2/3 where they jump to points lying in the stable
manifold of the saddle-node. Jumps from the unstable manifold of the saddle-
node that occur anywhere on S r0 yield trajectories that return to the saddle-node.
However, when ε > 0, the geometry near the equilibrium becomes much more
complicated. The equilibrium has a one dimensional stable manifold, and this
manifold intersects the attracting slow manifold S a+ε only for parameters lying in
a codimension one manifold of the parameter space. Moreover, S a+ε may twist
around the stable manifold near the location of a folded-node in the reduced
system. Section 2.10 investigates the persistence of each of the transitions be-
tween segments of the singular homoclinic orbit as ε becomes positive. Estab-
lishing persistence requires transversality hypotheses that are formulated there.
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2.9 Geometry and returns of the twist region
We now turn to a study of the return map to a suitably chosen cross-section
near the Shilnikov homoclinic orbit we have found. The classical analysis of
Shilnikov begins with a homoclinic orbit of a three-dimensional vector field
that has a very special form. First, it is assumed that the vector field is linear
in a neighborhood U of an equilibrium p and that the eigenvalues λ, ρ ± iω at
p satisfy |ρ/λ| < 1. Cross-sections Σ1 and Σ2 are chosen in U, and the flow map
from Σ1 to Σ2 is computed explicitly. The second assumption is that the “global
return” from Σ2 back to Σ1 is an affine map. The return map obtained by com-
posing these two flow maps is then proved to have hyperbolic invariant sets.
Since hyperbolic invariant sets persist under perturbation of the vector field,
homoclinic orbits of vector fields that do not have this special form still have
nearby hyperbolic invariant sets. In particular, the Shilnikov analysis applies to
the homoclinic orbits of (3.2) with the parameter set β (as in Fig. 2.6). However,
we expect that two aspects of the slow-fast structure of (3.2) may significantly
distort the “standard” Shilnikov return map: (1) the twist region may introduce
additional twisting of the flow near the homoclinic orbit, and (2) the strong at-
traction and repulsion to the slow manifolds might make the global return map
from Σ2 to Σ1 almost singular. We investigate these issues, producing modifi-
cations of the Shilnikov return map suitable for the homoclinic orbits we have
located in (3.2).
We consider the parameter set β (as in Figure 2.6) and analyze the returns of
a thin strip Σ near S a+ε ∩ {z = 0}. Exponential contraction of the flow onto S a+ε
suggests that Σ may be mapped into itself in the vicinity of its intersection with
the homoclinic orbit. Numerical computations suggest that this does happen
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Figure 2.10: A segment of S a+ε on {z = 0} (blue curve) and its first return
(red points). The first intersection of W s with {z = 0} is de-
picted by the green square. Parameter set is β.
(Figure (2.10)). Approximating Σ by a small segment I parameterized by the
x-coordinate, the corresponding one-dimensional approximation to the return
map R : I → I reveals complicated dynamics (Figure 2.11(a)). In particular,
we find a sequence of fixed points in steep portions of the map R that accu-
mulate at the homoclinic orbit intersection. This agrees with previous analyses
of homoclinic orbits to spiraling equilibrium points that identified a countable
number of periodic orbits of decreasing Hausdorff distance to the Shilnikov ho-
moclinic orbit [33, 80]. The novel behavior here is that these fixed points lie
in steep portions of the return map whose trajectories contain canard segments
(Figure 2.11(b)). These periodic orbits may have a few additional twists (small-
amplitude oscillations) associated with reinjection into the twist region, in ad-
dition to the spiraling local to the equilibrium point.
An issue of concern is whether the twisting inside twist regions significantly
distorts the return map. We explore this issue by comparing the geometry we
find in the twist region with what is known about the twisting of slow manifolds
in twist regions. In order to make this comparison, we must briefly revisit the
slow flow equations.
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In studies of the folded node normal form, Benoıˆt [6] and Wechselberger
[89] relate the ratio of eigenvalues µ = w1/w2 of the folded node in the reduced
system to the number of intersections of the (extended) attracting and repelling
slow manifolds. The number j of intersections is estimated by the formula j =
1 + [(µ − 1)/2], and this also estimates the maximal number of small oscillations
of trajectories passing through the twist region in the full system. As further
elucidated by Krupa and Wechselberger [61], this estimate breaks down when
the folded node is too close to a folded saddle-node. Here, the folded node is
too close because ν = O(ε) while the results of Krupa and Wechselberger [61]
require that ν = O(ε1/2) or larger. Nonetheless, we use the value of µ as a guide
for our numerical investigations.
In the present instance, the folded node of our reduced system equations
(2.8) has eigenvalues w1 ≈ −0.920102 and w2 ≈ −0.0798982 at the parameter set
β. Thus we estimate j = 1+ [(11.5159−1)/2] = 6. However, since the equilibrium
point lies in the intersection of the extended slow manifolds, S rε has an infinite
number of turns that yield a countable number of intersections with S aε (Figure
2.12). Although the twist region serves to strongly contract volumes of the phase
space, the equilibrium point produces the large numbers of small-amplitude
oscillations. It seems that the twisting inside the twist region does not contribute
significantly to the geometry of the return map near the homoclinic orbit.
Since trajectories beginning in I have canard segments when I intersects S rε,
we examine the resulting distortion by focusing on a section closer to the equi-
librium point. Figure 2.13 shows not only that I intersects S rε countably many
times near the equilibrium point but also that canard lengths of forward trajecto-
ries are organized smoothly in neighborhoods of S rε. The property of countable
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Figure 2.11: (a) The return map R of points in I, where both (x, y) ∈ I and
R(x, y) ∈ R(I) are parametrized by their x-coordinates. Points
(x,R(x)) lie on the solid blue curve, and the fixed points that
also lie on the line x = R(x) (dotted black) belong to periodic
orbits that intersect the cross section z = 0 just once. (b) Peri-
odic orbit corresponding to the fixed point p ≈ −5.18996 ∗10−4
of the map R. Parameter set is β.
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Figure 2.12: Intersection of the extensions of S aε (red) and S rε (blue) in the
section {z = 0}. Inset shows magnification of spiraling of S rε
near the first intersection of W s with {z = 0}. Parameter set is
β.
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Figure 2.13: Intersection of I (purple) with S rε in the cross-section {z =
−0.025}. Color values denote heights (y-values) attained by
trajectories beginning in a 100 × 100 grid of initial condi-
tions (x, y,−0.025), where x ∈ [−0.025453,−0.025452] and y ∈
[5.6083 ∗ 10−4, 5.6088 ∗ 10−4]. Stopping conditions are x = −2/3
and y = x2 + x3 ± 0.004. Heights computed from projection
of trajectory endpoint onto the critical manifold {y = x2 + x3}.
Parameter set is β.
intersections is explained by the “local” Shilnikov map (in reverse time) applied
to initial points in S rε. Backward trajectories flowing past the equilibrium point
spiral very close to W s by the time the trajectory exits a neighborhood of the
equilibrium. The distribution of canard segment lengths implies that the return
map of I stretches and folds subsets depending on how the subsets straddle the
spiral of the repelling slow manifold.
We get additional insight into the return map using arguments that resemble
the Exchange Lemma [54]. This result analyzes the Jacobian of a flow map for
trajectories that jump from a slow manifold of saddle type along its unstable
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manifold. Consider the two-dimensional system
εx˙ = 1
y˙ = λy.
The flow map of this system from the section x = 0 to the section y = 1 is
given by x(1) = −1
λ
log y(0), with derivative ( −1
λy(0) ) =
−1
λ
exp(−λx(1)). Note that this
derivative grows exponentially with the distance a trajectory flows along the
slow repelling manifold. For us, this is a source of stretching in the global re-
turn map of the system (3.2). We consider trajectories in Wu near S rε that jump to
S a−ε . The arrival points of these curves can be projected onto S a−ε along its strong
stable foliation. So long as this projection is transverse to the trajectories on S a−ε ,
the stretching that comes from the varying jump points on S rε is maintained.
Similarly, jumps from S a−ε to S a+ε , projected onto S a+ε along its strong stable folia-
tion, sweep out a curve on S a+ε . If this curve is transverse to the flow on S a+ε , the
stretching in the global return is once again maintained.
Of course, there is also fast contraction to the attracting manifolds as well.
Unless contraction of the flow along S a+ε in the folded node region dominates
the stretching originating along S rε, we can expect the global return map to be
approximately a rank one map of large norm for the trajectories that have longer
canards. This is apparent in the spikes of Figure 2.11.
We now verify the claim that stretching is maintained in the global return
map. Fix two compact, planar cross-sections Σ0 and Σ1, transverse to Wu and
W s, respectively. The global return map R : Σ0 → Σ0 can then be decomposed
into the two maps ϕ : Σ0 → Σ1 and ψ : Σ1 → Σ0, so that R = ψ ◦ ϕ. Points
beginning in Σ1 make small oscillations around W s before spiraling out along
Wu and hitting Σ0. Later, we give an analytical approximation of the local map
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ψ.
We compute Dϕ(p) with central differences, where p is a 10−10 perturbation
of the point where the homoclinic orbit intersects Σ0. The matrix Dϕ(p) has
singular values σ1 ≈ 1.53064 and σ2 ≈ 2.66223 ∗ 10−7, indicating that the global
part of R is close to rank one due to strong contraction onto the attracting slow
manifolds.
The Jacobian Dψ of the local part of the return map is approximated analyt-
ically. First, transform coordinates with the real Jordan form P−1JP = J′, where
J is the Jacobian of (3.2) at peq. We denote transformations of variables x, maps
ζ, and subsets Σ by primes x′, ζ′, and Σ′. Thus, the unstable subspace of peq
becomes parallel to the x′y′-plane, and the stable subspace becomes parallel to
the z′-axis. Following Shilnikov, ψ′ : Σ′1 → Σ′0 and its derivative Dψ′ are approxi-
mated explicitly from the normal form of the spiraling equilibrium point:
ψ′(x′, y′) = (reρθ/ω, de−λθ/ω), (2.9)
where r =
√
x′2 + y′2, tan θ = y′/x′, and d is a small, fixed height of Σ′1 above
(0, 0, 0).
We recover the Jacobian Dψ by transforming Dψ′ to the original coordinates
on the cross-sections Σ0,1. By the chain rule, we have DR(p) = Dψ(ϕ(p)) ◦ Dϕ(p),
with eigenvalue magnitudes |λ1| ≈ 80166 and |λ2| ≈ 2 ∗ 10−16. We have not tried
to confirm the relative accuracy of the small eigenvalue, but clearly it is very
small. Note also that the stretching factor in the local map can be shown to be-
come unbounded by picking points approaching the stable manifold on Σ1 and
a sequence of cross-sections Σ0 with decreasing heights. These points spiral out
along the unstable manifold. The number m of turns that the trajectory makes
before intersecting Σ0 determines the appropriate solution of the multivalued
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function θ = arctan(y′/x′) + 2mpi in (2.9). The effect on the resulting Jacobian ma-
trix Dψ′ is multiplication by a diagonal matrix with entries e2mpiρ/ω and e−2mpiλ/ω,
both of which are larger than 1.
2.10 A geometric model of Shilnikov homoclinic orbits
This section abstracts our analysis of the Shilnikov homoclinic orbit in the Koper
model with a list of geometric conditions that are sufficient to prove the ex-
istence of such homoclinic orbits in slow-fast systems. In the context of this
geometric model, the previous sections can be regarded, retrospectively, as nu-
merical evidence that these conditions are satisfied along a particular curve of
parameter values parametrized by ε in the Koper model.
The geometric model is formulated in terms of a three-dimensional slow-
fast vector field Xε with two slow variables and one fast variable that depends
on additional parameters. Our first hypothesis is that the reduced system X0
(without desingularization) has singular cycles like those shown in Fig. 2.9:
Singular Cycles Hypothesis:
• The reduced vector field X0 has an S -shaped critical manifold with sheets
S a−, S r and S a+ separated by fold curves L− and L+. S a−and S a+ are attract-
ing while S r is repelling. The folds are generic.
• X0 has a folded saddle-node peq. This point lies on a curve of equilibrium
points for the full system Xε that are saddle-foci for ε > 0.
• Beginning at peq, the singular cycles consist of
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1. a segment of the unstable manifold Wu lying entirely in S r,
2. a jump from Wu to S a−,
3. a segment that flows along S a− to L−,
4. a jump from L− to S a+, and
5. a segment that flows along S a+ back to peq.
• Following jumps from L− to S a+, all of the points of S a+ from candidates
following the first four steps of this process form a curve K lying in the
basin of attraction of peq.
Remark: In the Koper model and other slow-fast systems with an FSNII bi-
furcation, the equilibrium point is a focal saddle only when it is O(ε)- distant
from the FSNII point. Thus the second item in this hypothesis implies that the
distance from the equilibrium to the twist region of the system scales with ε.
System (3.2) satisfies this scaling hypothesis along a curve obtained by setting
ν = εν¯ and using ν¯ as a parameter which is fixed when letting ε→ 0.
Proving the persistence of the singular cycles requires additional hypotheses
that are expressed in terms of transversality. We continue to refer to the repelling
and attracting slow manifolds that perturb from the sheets S r and S a± for ε > 0
as S rε and S a±ε .
Transversality Hypotheses:
• In the singular limit, the image of the jump curve from Wu to S a− is trans-
verse to the vector field of the reduced system.
• Similarly, the curve K defined above is transverse to the vector field of the
reduced system on S a+.
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• For ε > 0 small, the unstable manifold of the equilibrium point peq inter-
sects the repelling slow manifold S rε transversally in a trajectory γε.
• In the four-dimensional extended phase space that includes a parameter
λ, the stable manifolds of peq sweep out a two-dimensional surface as λ is
varied. This surface intersects the three-dimensional attracting slow man-
ifold transversally along a trajectory βε. For each ε > 0, βε only exists for a
particular parameter value λ = λh(ε).
• The trajectories βε have a limit as ε → 0. This limit intersects the curve K
defined above.
Remark: The last item in this list of hypotheses has not been investigated
thoroughly. Systems with an FSNII bifurcation can be rescaled so that the sys-
tem has a regular limit as ε → 0 [36, 43]. We think that the intersections of W s
and S a+ε that we have analyzed in this paper scale nicely with variations of ε
when the remaining parameters are suitably scaled, but have little evidence to
substantiate this presumption. The small-amplitude dynamics associated with
FSNII bifurcations have not yet been studied systematically.
We now state our main theorem about the geometric model:
Theorem 2 Let Xε be a slow-fast vector field with two slow variables and one fast
variable that depends upon an additional parameter λ. If X0 satisfies the singular cycle
hypothesis, and if Xε satisfies the tranversality hypotheses, then there is an ε0 > 0 so
that for each 0 < ε < ε0, there is a value of λ = λ(ε) for which Xε has a homoclinic orbit.
Outline of proof: Define a cross-section ΣJ orthogonal to the fast direction in
the middle of jumps from L− to S a+. Denote by LJ the curve on ΣJ that projects
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onto L− along the fast direction. Since homoclinic orbits are formed by branches
of the stable manifold of peq, we prove the theorem by starting at peq and fol-
lowing its stable manifold W s backward in time. There are intervals of λ near
λh(ε) for which the jump points of W s from S a+ε cross K. The fast segments of
these jumps intersect ΣJ in a smooth curve A. Projection of A to S a+ε along its fast
foliation gives a curve that is close to a trajectory of the reduced system on S a+.
The second transversality hypothesis implies that LJ and A are transverse.
Now return to peq and follow trajectories of its unstable manifold Wu until
they jump to S a+ε . An exponentially thin wedge of angles in Wu gives trajecto-
ries that follow S rε for varying distances, jumping to S a−ε along strong unstable
manifolds of S rε. These trajectories turn to follow S a−ε where trajectories are ap-
proximated by trajectories of the reduced system. The first transversality hy-
pothesis implies that the width of this strip of trajectories, measured orthogonal
to the flow direction, will be O(1). When the strip reaches the vicinity of L−, it
jumps to S a+ε , intersecting ΣJ in a curve LJε . By a classical result of Levinson [67],
LJε is C1 close to LJ. Consequently, when ε > 0 is small enough, LJε and A inter-
sect transversally in ΣJ close to a point of ΣJ lying on a singular cycle. The point
LJε ∩ A lies on the homoclinic orbit, and the theorem is proved.
In addition to proving the existence of the homoclinic orbit, we want to use
the arguments in Section 2.9 to analyze its return map and prove that there are
chaotic invariant sets nearby. Moreover, these invariant sets contain MMOs with
unbounded numbers of small amplitude oscillations in their signatures.
Theorem 3 Let Xε be a slow-fast vector field with two slow and one fast variable that
depends upon an additional parameter λ. Assume that (1) X0 satisfies the singular
cycle hypothesis, (2) Xε satisfies the tranversality hypotheses and (3) the equilibrium
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peq satisfies the Shilnikov condition −ρ/µ < 1 for its eigenvalues ρ ± iω and µ when
ε > 0. Then, there are chaotic invariant sets in any neighborhood of the homoclinic
orbit of Xε. These invariant sets include an infinite number of periodic orbits that make
a single global return around the homoclinic orbit. The number of small amplitude
oscillations in this set of periodic MMOs is unbounded.
Outline of proof: Let Σ f n be a cross-section to Xε in its folded-node region. We
establish that its return map resembles Figure 2.11. Due to the strong contrac-
tion along S a+ε , this return map will be close to rank one with image aligned
along I = S a+ε ∩ Σ f n. We study the returns of a thin strip I¯ around I ⊂ Σ f n
to Σ f n. The intersection ξ of the stable manifold of peq with Σ f n never returns.
Shilnikov’s original analysis [80] of the local flow map establishes (1) that points
that approach ξ make increasing numbers of small-amplitude oscillations along
Wu before flowing along S rε, and (2) the Jacobian of the flow map has a direction
with strong expansion. The arguments presented in section 2.9 show that this
expanding direction becomes aligned with the vector field on S rε as trajectories
jump from S rε to S a−ε . Arriving at S a−ε , our transversality hypotheses imply that
the expanding direction retains a component transverse to the slow flow on S a−ε .
The transversality hypotheses also imply that expansion transverse to the slow
flow on S a+ε is preserved following the jump from S a−ε to S a+ε . When flowing
along S a+ε , strong contraction compresses the image of I¯ into an exponentially
thin neighborhood of S a+ε . Thus when points of I¯ return to Σ f n, their Jacobian is
nearly rank one but (by (2) above) with strong expansion along I.
As in Figure 2.11, the spiral formed as I¯ flows past peq returns to Σ f n with
monotone branches that cut through I¯. Each of these branches contains a fixed
point at the intersection of a periodic MMO with Σ f n, and the returns that remain
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within a fixed set of n branches constitute hyperbolic invariant sets on which the
return map is conjugate to the shift map on sequences of n symbols.
2.11 Concluding Remark
We have given a fairly complete description of a Shilnikov homoclinic orbit in
the Koper model, and we have formulated abstract hypotheses that imply it
occurs in a structurally stable bifurcation for sufficiently small ε1. Our numerical
investigations suggest that these hypotheses are satisfied.
The Koper model is only moderately stiff in the regime we investigated, rais-
ing the question as to whether the qualitative structure of the homoclinic orbits
remains unchanged as one approaches the singular limit of the system. In re-
sponse to this question, we performed a continuation of the singular Hopf nor-
mal form homoclinic orbit in Fig. (2.6) along a parametric path satisfying ν = εν¯
with ν¯ fixed. On such a path, the distance from the saddle focus to the FSNII
scales with ε. As ε decreases from 0.01 to approximately 0.003, the resulting
picture agrees with our analysis of the reduced system (Eq. (2.8)): the Shilnikov
orbits become better approximated by concatenations of slow trajectories on C
with jumps across branches of C.
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CHAPTER 3
TANGENCY BIFURCATION OF MIXED-MODE OSCILLATIONS
3.1 Abstract
Identifying routes toward mixed-mode oscillations (MMOs)—periodic solutions
consisting of large- and small-amplitude oscillations—is a topic of active re-
search. This paper concerns a recently catalogued bifurcation associated with
the emergence of MMOs: the tangency of the unstable manifold of a unique
equilibrium point with a repelling slow manifold. This tangency is fundamen-
tal because it functions as a ‘switch’ connecting different parts of the phase
space via slow manifolds. However, this geometric characterization is not eas-
ily rephrased as a set of algebraic conditions. Furthermore, the flow in various
regions of the phase space is complicated due to the simultaneous existence
of various invariant objects, including a saddle-focus fixed point and a small-
amplitude stable periodic orbit. Each of these objects plays a role in the forma-
tion of various types of MMOs.
The purpose of this analysis is twofold: first, we give a numerical explo-
ration of some of the routes to complicated MMO signatures occurring after this
bifurcation. This step is performed using bifurcation theory: we identify certain
bifurcations in discrete return maps of the system at parameter values near to
the tangency bifurcation, and translate these into statements about MMO tran-
sitions. These bifurcations are not sufficient to identify some of the more elusive
transitions and MMO types, so we are led to the second part of the analysis: we
construct a new dynamical partition of the domain of two-dimensional return
maps in the system. This construction relies upon topological conditions which
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are well-defined only when the parameter characterizing a timescale ratio in the
dynamical system is sufficiently small. With the aid of this partition, we iden-
tify sets of unusual ‘medium’-amplitude MMOs which occur as fixed points of
a return map, and we also give numerical evidence of a Smale-Birkhoff homo-
clinic orbit as a route to chaotic MMOs. This partition construction should be
compared to the identification of ‘rotation sectors,’ which have been used to or-
ganize less-complicated return maps of more elementary singular bifurcations.
3.2 Introduction
Mixed-mode oscillations (MMOs) are periodic solutions of a dynamical system
containing large and small amplitude oscillations and a distinct separation be-
tween the two. These solutions may be characterized by their signatures, which
are symbolic sequences of the form Ls11 L
s2
2 · · · Lskk . This notation is used to indi-
cate that a particular solution undergoes L1 large oscillations, followed by s1
small oscillations, followed by L2 large oscillations, and so on. The distinction
between ‘large’ and ‘small’ oscillations is dependent on the model. We also refer
to nontrivial, aperiodic, bounded solutions as MMOs. These include solutions
having arbitrarily long, nonrepeating signatures. Such MMOs may be chaotic.
The classification of routes to MMOs with complicated signatures as well
as chaotic MMOs continues to garner interest. Global bifurcations of multiple-
timescale (or simply slow-fast) dynamical systems are natural starting points in
this direction.
We study slow-fast dynamical systems of the form
51
εx˙ = f (x, y, ε)
y˙ = g(x, y, ε), (3.1)
where x ∈ Rm is the fast variable, y ∈ Rn is the slow variable, ε > 0 is the
singular perturbation parameter that characterizes the ratio of the timescales, and
f , g are sufficiently smooth. The critical manifold C = { f = 0} is the manifold of
equilibria of the fast subsystem defined by x˙ = f (x, y, 0). When ε is sufficiently
small, theorems of Fenichel[32] guarantee the existence of locally invariant slow
manifolds that perturb from subsets of C where the equilibria are hyperbolic. We
may also project the vector field y˙ = g(x, y, 0) onto the tangent bundle TC. Away
from folds of C, we may desingularize this projected vector field to define the
slow flow. The desingularized slow flow is oriented to agree with the full vector
field near stable equilibria of C. For sufficiently small values of ε, trajectories of
the full system can be decomposed into segments lying on the slow manifolds
near C together with fast jumps across branches of C. Trajectory segments lying
near the slow manifolds converge to solutions of the slow flow as ε tends to 0.
In the case of two slow variables and one fast variable (m = 1, n = 2), C
is two-dimensional and its folds form curves. Selected points on fold curves
are called folded singularities. When the slow flow is two-dimensional we use
the terms “folded node”, “folded focus”, and “folded saddle” to denote folded
singularities of node-, focus-, and saddle-type, respectively. In analogy to clas-
sical bifurcation theory, folded saddle-nodes are folded singularities having a
zero eigenvalue. These are classified according to their persistence as equilibria
in the full system of equations; folded-saddle nodes of type II (FSNII) are true
equilibria of the full system. At a singular Hopf bifurcation, a pair of eigenvalues
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of the linearization of the flow crosses the imaginary axis, and a small-amplitude
periodic orbit is born at the bifurcation point. These are shown to occur generi-
cally at O(ε)-distances from the FSNII in parameter space.[37]
Characterizing the behavior near a folded singularity has been the subject
of intense study. In the case of a folded node, Benoıˆt[7] and Wechselberger[90]
observed that the maximum number of small oscillations made by a trajectory
passing through the folded node region can be counted using the ratio of eigen-
values of the linearization near the folded node. Guckenheimer[36] has also an-
alyzed the local flow maps and global return maps of normal forms exhibiting
folded nodes and folded saddle-nodes, showing that such folded singularities
can give rise to complex and chaotic behavior.
In a complementary direction, period-doubling cascades, torus bifurcations,[37]
and more recently, Shilnikov homoclinic bifurcations[42] have been shown to
produce MMOs with complex signatures. Even so, the connection between
these bifurcations and interactions of slow manifolds—which organize the
global dynamics for small values of ε—remains poorly understood.
In this paper, we study a minimal example of a slow-fast three-dimensional
system having a so-called “S -shaped” critical manifold. Parametric subfami-
lies of this dynamical system have served as important prototypical models of
electrochemical oscillations.[60]
Our focus is a tangency bifurcation catalogued by Guckenheimer and
Meerkamp.[44] This tangency is important in the context of MMOs. In our sys-
tem, there exist several mechanisms which can generate large and small oscilla-
tions: folded singularities and a saddle-focus equilibrium point are local mech-
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anisms which generate small-amplitude twisting of orbits, and an S -shaped
critical manifold allows repeated reinjection into these local regions via large-
amplitude excursions. There is also a parametric family of stable periodic orbits
emerging from the saddle-focus, which generate additional twists around the
stable manifold of the saddle-focus.
Before the tangency has occurred, the small- and large-amplitude mecha-
nisms are ‘disconnected’ by the basin of attraction of the periodic orbit, in the
sense that nontrivial trajectories not lying in the basin of attraction escape to in-
finity. The tangency bifurcation suddenly ‘connects’ these mechanisms together
via bands of trajectories, allowing MMOs to form (see Fig. 3.1). We expect that
aspects of this geometric analysis will remain relevant for any sufficiently low-
dimensional, smooth slow-fast system whose critical manifold is S -shaped in a
local region of the phase space.
Another reason why this bifurcation is interesting is that there is an interplay
of several local mechanisms which produce twisting behavior. The delicate ana-
lytic arguments used to study twists near isolated folded singularities, or near
saddle-foci, do not easily generalize to produce an accurate global analysis. We
are left with numerical approximation of return maps to illuminate key features
of the bifurcation.
Due to strong phase space contraction towards attracting slow manifolds of
the system, it is possible to approximate return maps on cleverly chosen cross-
sections with one-dimensional maps on an interval. We show that such maps
are characterized by wildly varying derivatives and nonzero-length gaps which
may be characterized as escape sets, corresponding to orbits which lie in the
basin of attraction of the stable periodic orbit. The fixed points of these maps
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correspond to MMOs of the full system; however, the one-dimensional approxi-
mation gives limited information about the types of MMOs that emerge. To fur-
ther understand how these large and small oscillations connect, we must turn
to two-dimensional return maps defined on cross-sections near to the equilib-
rium point and folded singularity. We show that the return dynamics, although
highly nonlinear with regions of immense stretching and contraction as well
as escape regions, are nonetheless organized by the slow manifolds of the sys-
tem, together with the stable manifold of the equilibrium point and the periodic
orbit’s basin of attraction.
Our goal is to understand transitions of small to large oscillations. This re-
quires disentangling the relative influence of the folded singularity versus the
saddle-focus. Our approach is to partition the domain of the return map de-
pending not only on the number of small turns the corresponding trajectories
make—a technique which has been used previously to draw ‘rotation sectors’ of
return maps in other slow-fast problems—but also on the direction of the jump
from the repelling slow manifold. We argue that this partition is able to accu-
rately distinguish between the various small-amplitude mechanisms, which is a
new step forward for slow-fast systems of this type. For example, we show that
the small oscillations of trajectories jumping right are characteristic of twists due
to a folded node, whereas small oscillations of trajectories jumping left spiral
out along the unstable manifold of the saddle-focus. Trajectories jumping left or
right also return to the cross-section very differently, giving us more confidence
that this partition isn’t spurious.
The remainder of this paper is organized as follows.
• In Sec. 3.3, we define the three-dimensional slow-fast system and describe
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the dynamics near the tangency bifurcation at a broad level.
• In Sec. 3.4, we define one-dimensional approximations to return maps
and describe saddle-node bifurcations and period-doubling cascades of
MMOs. We also describe the statistics of the return map at a parameter set
within a chaotic window of the period-doubling sequence.
• In Sec. 3.5, we define a return map on a two-dimensional cross-section. We
use the slow manifolds and the basin of attraction of the small-amplitude
periodic orbit as guides to create a partition according to the turning be-
havior of trajectories with initial conditions on that cross-section. We de-
fine a symbolic map encoding the return dynamics of partition subsets,
and use this to streamline the discussion by giving concrete constructions
of MMOs with varying symbolic dynamics. We also identify a Smale-
Birkhoff homoclinic orbit, giving rise to a full-shift over a finite set of sym-
bols and return horseshoes. We give numerical evidence that this chaotic
invariant set may be a chaotic attractor of the full system.
3.3 Defining the tangency bifurcation
We study the following three-dimensional flow:
εx˙ = y − x2 − x3
y˙ = z − x (3.2)
z˙ = −ν − ax − by − cz,
where x is the fast variable, y, z are the slow variables, and ε, ν, a, b, c are the
system parameters. This system exhibits a singular Hopf bifurcation.[15, 37, 45]
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(a)
(b)
Figure 3.1: Phase space (a) just before (ν = 0.00647) and (b) just after
(ν = 0.00648) tangency bifurcation of Wu with S rε. Thirty tra-
jectories are initialized in a band on Σ+. Blue curve: small-
amplitude stable periodic orbit Γ. Red curves: forward tra-
jectories tending asymptotically to Γ without jumping to S a−ε .
Green curves: forward trajectories making a large-amplitude
excursion before returning to Σ+. Remaining parameters are
ε = 0.01, a = −0.3, b = −1, c = 1.
The critical manifold is the S-shaped cubic surface C = {y = x2 + x3} having two
fold lines L0 := S ∩ {x = 0} and L−2/3 := S ∩ {x = −2/3}. When ε > 0 is suffi-
ciently small, nonsingular portions of C perturb to families of slow manifolds:
near the branches S ∩ {x > 0} (resp. S ∩ {x < −2/3}), we obtain the attracting
slow manifolds S a+ε (resp. S a−ε ) and near the branch S ∩ {−2/3 < x < 0} we obtain
the repelling slow manifolds S rε. Nearby trajectories are exponentially attracted
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toward S a±ε and exponentially repelled from S rε. One derivation of these esti-
mates uses the Fenichel normal form.[56] Within each family, these sheets are
O(− exp(c/ε)) close,[56, 55] so we refer to any member of a particular family as
‘the’ slow manifold. This convention should not cause confusion.
We focus on parameters where forward trajectories beginning on S a+ε interact
with a ‘twist region’ near L0, a saddle-focus equilibrium point peq, or both. A
folded singularity n = (0, 0, 0) ∈ L0 centers this twist region. The saddle-focus
peq has a two-dimensional unstable manifold Wu and a one-dimensional stable
manifold W s. This notation disguises the dependence of these manifolds on the
parameters of the system.
3.3.1 Tangency bifurcation of S rε with Wu
Guckenheimer and Meerkamp[44] drew bifurcation diagrams of the system
(3.2) in a two-dimensional slice of the parameter space defined by ε = 0.01,
b = −1, and c = 1. Codimension-one tangencies of S rε and Wu are represented in
Fig. 5.1 of their paper by smooth curves (labeled T) in (ν, a) space. For fixed a
and increasing ν, this tangency occurs after peq undergoes a supercritical Hopf
bifurcation. A parametric family of stable limit cycles emerges from this bifur-
cation. Henceforth we refer to ‘the’ small-amplitude stable periodic orbit Γ to
mean the corresponding member of this family at a particular parameter set,
and B(Γ) refers basin of attraction. The three-dimensional stable manifold of Γ
interacts with the other invariant manifolds of the system. We will show that
B(Γ) has a significant influence on the global returns of the system.
Fixing a = −0.03, the tangency occurs within the range ν ∈ [0.00647, 0.00648].
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The location of the tangency may be approximated by studying the asymptotics
of orbits beginning on S a+ε . Fix a section Σ+ = S a+ε ∩ {x = 0.27}. Before the tan-
gency occurs, trajectories lying on and sufficiently near Wu must either escape
to infinity or asymptotically approach Γ; these trajectories cannot jump to the
attracting branches of the slow manifold, as they must first intersect S rε before
doing so. Trajectories beginning in Σ+ first flow very close to peq. As shown in
Fig. 3.1, these trajectories then leave the region close to Wu. Before the tangency,
Wu forms a part of the boundary of B(Γ). Therefore, all trajectories sufficiently
high up on S a+ε must lie inside B(Γ) (Fig. 3.1(a)).
After the tangency has occurred, Wu and S rε will generically intersect trans-
versely along isolated trajectories. These trajectories will bound sectors of tra-
jectories that can now make large-amplitude passages. Trajectories within these
sectors jump ‘to the left’ toward S a−ε or ‘to the right’ toward S a+ε . Trajectories
initialized in Σ+ that leave neighborhoods of peq near these sectors contain ca-
nards, which are segments lying along S rε. Examples of such trajectories are
highlighted in green in Fig. 1. We can now establish a dichotomy between those
trajectories in Σ+ that immediately flow into a neighborhood of Γ and never
leave, versus those that make a global return to Σ+. In Fig. 3.1(b), only two of
the thirty sample trajectories are able to make a global return. Note however
that such trajectories might still lie inside B(Γ), depending on where they return
on Σ+.
We will be interested in the transient dynamics of such trajectories, whose
initial conditions are defined on cross-sections like Σ+. Therefore, if Σ is any
fixed cross-section in the phase-space and φt is the flow of the dynamical sys-
tem, we define the immediate basin of attraction B0 = {x ∈ Σ : φt(x) ∩ Σ = ∅ for all
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t > 0}. Note that B0 ⊂ B(Γ) and that this notation also disguises the dependence
on Σ. This convention will not cause confusion.
We say that a trajectory γ (γ(0) ∈ Σ) escapes from Σ if there exists a minimal
s > 0 such that γ(s) ∈ B0(Γ). In terms of discrete return maps R : Σ → Σ,
this is equivalent to the condition that there exists a minimal n ∈ Z+ such that
Rn(γ(0)) ∈ B0. We end this section by addressing a possible confusion in our
terminology: trajectories in B0 have technically become ‘trapped’ by Γ— but
our analysis in this paper is always concerned with the dynamics of return maps
defined on cross-sections positioned away from neighborhoods of Γ, hence our
use of the term ‘escaping’ and not ‘trapping.’
3.4 One Dimensional Return Maps
The return map R : Σ+ → Σ+ is well-approximated by a rank-one map on an
interval, also denoted R. Our approach in studying the dynamics of R is similar
to the analysis performed for return maps near folded nodes[90] and folded
saddle-nodes.[36, 62] In those cases, rotation sectors partitioning the domain of
the return map are identified. These components, arising from the twisting that
occurs near a folded singularity, classify trajectories according to the number of
small turns they make.[90]
In the present case there is a folded singularity, a saddle-focus, and a small-
amplitude periodic orbit; each of these local objects plays a role in the twisting
of trajectories that enter neighborhoods of the fold curve L0. The remainder of
this section carries out three tasks:
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Figure 3.2: (a-b) Subinterval of the return map R : Σ+ → Σ+ of Eqs. (3.2)
((a) is a zoom-in of the right end of (b)). Dashed black line
intersects the graph of R at the fixed points of R. (c) Periodic
orbit corresponding to fixed point of R at z ≈ 0.05939079. (d)
Time series of the periodic orbit. The orbit is decomposed into
red, gray, green, blue, magenta, and black segments (defined in
Sec. 3.4). Parameter set: ν ≈ 0.00870134, a = −0.3, b = −1, c = 1.
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• first, we approximate the return map by a one-dimensional map on an in-
terval and describe the typical dynamics of a trajectory (in the full system)
corresponding to returns of this map;
• then, we demonstrate the existence of saddle-node and period-doubling
bifurcations in this one-dimensional approximation and describe how
these bifurcations relate to transitions of MMOs occurring in the full sys-
tem; and
• finally, we describe a parameter set on which the return dynamics are well-
approximated by a unimodal map having escape sets within the interval.
3.4.1 One-dimensional projection of mixed-mode oscillations
When Γ exists, the domain of the return map is now disconnected, with com-
ponents separated by gaps of nonzero length (Fig. 3.2(a)). The gaps where
R is undefined correspond to those trajectories beginning on S a+ε that asymp-
totically approach Γ without making a large-amplitude oscillation. Near the
boundaries of the intervals where R is defined, the derivative changes rapidly
within tiny intervals (Fig. 3.2(b)). These points arise from canard segments of
trajectories resulting in a jump from S rε to S a+ε and hence to Σ+. Fixing the param-
eters and iteratively refining successively smaller windows of initial conditions,
this pattern of disconnected regions where the derivative changes rapidly re-
peats several times, within the resolution of the double-precision arithmetic we
use in our computations. One consequence of this structure is the existence of
large numbers of unstable periodic orbits, defined by fixed points of R at which
|R′(z)| > 1. This topological structure also appears to be robust to variations of
the parameter ν.
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Figure 3.3: Saddle-node bifurcation of periodic orbits in system (3.2). (a)
ν = 0.00801, (b) ν = 0.00802. Dashed black line is the line of
fixed points {z, z}. Remaining parameters: a = −0.3, b = −1, c =
1.
This complicated structure arises from the interaction between B(Γ), the twist
region near the folded singularity and Wu,s. To illustrate this, consider an unsta-
ble fixed point z ≈ 0.05939079 of the return map illustrated in Fig. 3.2(a). The
corresponding unstable periodic orbit in the full system of equations is shown
in Fig. 3.2(c)-(d). This orbit is approximately decomposed according to its inter-
actions with the (un)stable manifolds of peq and the slow manifolds. Here is one
possible forward-time decomposition of this orbit:
• A segment (red) that begins on S a+ε and flows very close to peq by remain-
ing near W s,
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• a segment (gray) that leaves the region near peq along Wu, then jumps right
from S r to S a+ε ,
• a segment (green) that flows from S a+ε to S rε, making small-amplitude oscil-
lations while remaining a bounded distance away from peq, then jumping
right from S rε to S a+ε ,
• a segment (blue) that flows back down into the region near peq, making
small oscillations around W s, then jumping right from S rε to S a+ε ,
• a segment (magenta) with similar dynamics to the green segment, making
small-amplitude oscillations while remaining a bounded distance away
from peq, then jumping right from S rε to S a+ε , and
• a segment (black) making a large-amplitude excursion by jumping left to
S a−ε , flowing to the fold L−2/3, and then jumping to S a+ε .
A linearized flow map can be constructed[34, 80] in small neighborhoods of
the saddle-focus peq, which can be used to count the number of small-amplitude
oscillations contributed by orbit segments approaching the equilibrium point.
However, the small-amplitude periodic orbit and the twist region produce ad-
ditional twists, as observed in the green and magenta segments of the example
above.
3.4.2 Bifurcations of MMOs: saddle-node and period-
doubling
Fixed points of a return map defined on the section Σ+ are interpreted in the
full system as the locations of mixed-mode oscillations, formed from trajecto-
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(a)
(b)
Figure 3.4: (a) Period-doubling bifurcation sequence of the one-
dimensional approximation of the return map R : Σ+ → Σ+ as
the parameter ν is varied from 0.008685 to 0.0087013. Remain-
ing parameters: a = −0.3, b = −1, c = 1. (b) Magnification of
upper branch of first period doubling cascade.
ries making one large-amplitude passage after interacting with the local mecha-
nisms near L0. Similarly, periodic orbits of the (discrete) return map can be used
to identify mixed-mode oscillations having more than one large-amplitude pas-
sage. We demonstrate common bifurcations associated with these invariant ob-
jects. First we locate a saddle-node bifurcation of periodic orbits, in which a pair
of orbits coalesce and annihilate each other at a parameter value.
Fig. 3.3 demonstrates the existence of a fixed point z = R(z) with unit deriva-
tive as ν is varied within the interval [0.00801, 0.00802]. Such a parameter set lies
on a generically codimension one branch in the parameter space. Saddle-node
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bifurcations produce a stable-unstable pair of cycles in the full system (with
identical signatures to the bifurcating orbit). Either of these may in turn un-
dergo torus bifurcations and period-doubling cascades as a parameter is varied.
The beginning of a period-doubling cascade is identified in the return map R
as ν is varied in the interval [0.008685, 0.0087013] (Fig. 3.4a). Within this range,
period-3, period-5, and period-6 windows are readily identifiable in Fig. 3.4(b).
The local unimodality of the return map suggests that our (ν-parametrized) fam-
ily of return maps share some universal properties with maps of the interval
that exhibit period-doubling cascades,[30, 20] despite the nonlinearity at the
right boundary of the interval observed in Fig. 3.2. This structure appears to
be robust to small changes in the parameter ν.
We conclude by stressing that these bifurcations generate additional large-
amplitude oscillations of MMOs (i.e. transition is of the form Lsnn → (2Ln)sn).
In between period-doubling events, more small-amplitude twists may be gen-
erated, but a shortcoming of this one-dimensional analysis is that we cannot
see where these intermediate bifurcations occur. The mechanism for produc-
ing small-amplitude oscillations will become clearer in Sec. 3.5, when we study
return maps defined on cross-sections nearer to peq and Γ.
3.4.3 Nontrivial aperiodic MMOs
We recall a classical result of unimodal dynamics for the quadratic family
fa(x) = 1 − ax2 near the critical parameter a = 2, where fa : I → I is defined
on its invariant interval I (when a = 2, I = [−1, 1]). On positive measure sets of
parameters near a = 2, the map fa admits absolutely continuous invariant mea-
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Figure 3.5: (a) Forward trajectory (red points) of the critical point (green
square) under the return map R : Σ+ → Σ+. Red dashed lines in-
dicate the cobweb diagram of the first two iterates of the trajec-
tory to guide the eye. Black dashed line intersects the graph of
R at fixed points. All 1284 forward iterates are plotted. The sub-
sequent iterate lands outside the domain of R: the correspond-
ing portion of the full trajectory of (3.2) tends asymptotically to
Γ without returning to Σ+. (b) Distribution of points in the for-
ward orbit of the critical point. Parameter set: ν ≈ 0.00870134,
a = −0.3, b = −1, c = 1.
sures (a.c.i.m.) with respect to Lebesgue measure.[52] These facts depend on
the delicate interplay between stretching behavior away from neighborhoods
of the critical point, together with recurrence to the arbitrarily small neighbor-
hoods of the critical point as trajectories are ‘folded back’ under the action of
f . Since Jakobson’s result in 1981, several extensions to the theory have been
proven in various directions. Nowicki and van Strien [70] proved that a.c.i.m.
exist for C2 unimodal maps satisfying a generalization of the usual negative
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Schwarzian derivative. In a complementary direction, Benedicks and Young [5]
proved the existence and stability of a.c.i.m. for small random perturbations of
the quadratic family.
These results motivate our current objective: to locate a parameter set for
which (i) there exists a forward-invariant subset Σu ⊂ Σ+ where R : Σu → Σu is a
unimodal map (having exactly one critical point c ∈ Σu), and (ii) R2(c) is a fixed
point of R at the right endpoint of Σu. It is difficult to locate a parameter set
satisfying both (i) and (ii), but we can relax condition (i) to identify a parameter
set where (i′) R has the topology of Fig. 3.2 (i.e. is unimodal over a sufficiently
large interval) and admits a critical point satisfying (ii). This parameter set is
numerically approximated using a two-step bisection algorithm. First, a bisec-
tion method is used to approximate the critical point c by refining the region
where R′ first changes sign up to a fixed error tolerance 10−15. Another bisection
method is used to approximate the parameter value at which |R2(c) − R3(c)| is
minimized. This distance can be minimized to 2.5603×10−8 at the parameter set
(ν, a, b, c) = (0.0087013381084,−0.3,−1, 1).
Fig. 3.5(a) depicts the forward trajectory of the critical point near the line
of fixed points at this parameter value. Note that we have made no effort yet
to numerically check theoretical conditions for an a.c.i.m.– nevertheless, we can
identify complicated transient dynamics consistent with the existence a condi-
tionally invariant measure for an expanding map. [74] The itinerary of c is finite,
eventually landing in a subinterval of Σu where R is undefined. Even so, its for-
ward orbit is unpredictable, sampling the interval
[
R(c),R2(c)
]
with a nontrivial
transient density for 1284 iterates (Fig.3.5(b)). The length of the itinerary is ex-
tremely sensitive to tiny (O(10−14)) perturbations of the parameter b, reflecting
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the sensitive dependence of initial conditions in the selected parameter neigh-
borhood. However, the distributions of the forward iterates appear to be more
robust to small parameter changes: they are all similar to the distribution shown
in Fig. 3.5(b).
3.5 Two-dimensional return maps
Fix a compact subset Σ0 ⊂ {z = 0} containing the first intersection (with orienta-
tion z˙ > 0) of W s and such that Γ ∩ Σ0 = ∅. Recall that the forward return map
R : Σ0 → Σ0 is undefined on the immediate basin of attraction B0, and points
landing in B0 under finitely many forward iterates of R ‘escape.’ We have the
set inclusion φt≥0(∪∞i=0R−i(B0)) ⊂ B(Γ), and the j-th iterate of the return map R j is
defined only on the subset Σ0 − ∪ ji=0R− j(B0). We abuse notation slightly and de-
note by S a+ε (resp. S rε) the intersections of these slow manifolds with Σ0. We also
refer to the intersection of S a+ε (resp. S rε) with Σ0 as the attracting (resp. repelling)
spiral due to its distinctive shape (see Figure 3.6). The basin B0 is sampled by
the gray points in Fig. 3.6(a), accounting for the finite-length gaps in the one-
dimensional return maps.
The slow manifolds intersect transversely. Segments of the attracting spi-
ral can straddle both B0 and the repelling spiral. In Fig. 3.6(b), we color initial
conditions based on the maximum y-coordinate achieved by the corresponding
trajectory before its return to Σ0. Exchange Lemma-type calculations imply that
only thin bands of trajectories are able to remain close enough to S rε to jump
at an intermediate height. We choose the maximum value of the y-coordinate
to approximately parametrize the length of the canards. This parametrization
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Figure 3.6: (a) Geometry in the section Σ0 = {(x, y, z) : x ∈ [−0.07, 0.11] , y ∈
[−0.005, 0.01] , z = 0}. Gray points sample the subset of Σ0
whose corresponding forward trajectories tend to the stable pe-
riodic orbit without returning to Σ0. Green points denote the
first forward return of the remaining points in Σ0 with the ori-
entation z˙ < 0. (b) Color plot of maximal height (y-coordinate)
obtained by trajectories that return to Σ0 as defined in previous
subfigure. Cross-sections of S a+ε (red) and S rε (green) at Σ0 are
shown, and the tangency of the vector field with Σ0 (i.e. the set
{ax + by = −ν}) is given by the magenta dashed line. Parameter
set: ν ≈ 0.00870134, a = 0.01, b = −1, c = 1.
heavily favors trajectories jumping left (from S rε to S a−ε ) rather than right (from
S rε to S a+ε ), since trajectories jumping left can only return to Σ0 by first follow-
ing S a−ε to a maximal height, and then jumping from L−2/3 to S a+ε . In Figure 3.6,
S rε separates the blue and yellow regions, allowing us to distinguish trajecto-
ries turning right to S a+ε or left to S a−ε before returning to Σ0. This distinction
will become useful in constructing our dynamical partition later. Summarizing,
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Figure 3.7: (a) Two phase space trajectories beginning and ending on
the section {z = 0} with stopping condition z˙ < 0 and (b)
the time series of the y-coordinates of each trajectory. To bet-
ter compare qualitative differences between these orbit seg-
ments, stopping times and amplitudes are both rescaled to one.
Initial conditions: blue, (x, y, z) = (0.000553, 0.000201, 0); red,
(x, y, z) = (0.000553, 0.003065, 0). Parameter set: ν ≈ 0.00870134,
a = 0.01, b = −1, c = 1.
∂B0 and S rε partition this section according to the behavior of orbits containing
canards.
Trajectories beginning in Σ0 either follow W s closely and spiral out along Wu
or remain a bounded distance away from both the equilibrium point and W s,
instead making small-amplitude oscillations consistent with a folded node.
The transition from one type of small-amplitude oscillation to the other de-
pends continuously on the initial condition from W s, which we now demon-
strate with an example. Two initial conditions are chosen on a vertical line em-
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Figure 3.8: (a) Partition of a compact subset of the cross-section Σ0. Black
dashed line is the tangency of the vector field {z˙ = 0}, separat-
ing the subsets {z˙ > 0} (black points) and {z˙ < 0}. Yellow (resp.
green): points above (resp. below) the line {y = 0} with wind-
ing number less than three. Red (resp. blue): points whose
forward trajectories reach a maximal height greater than (resp.
less than) 0.18 and have winding number three or greater. (b)
Overlay of red and blue subsets of domain (points) with im-
ages of yellow, green, and black subsets (crosses). (c) Overlay
of red and blue subsets of domain (points) with the image of
the blue subset (crosses). (d) Overlay of attracting spiral (ma-
genta), repelling spiral (dark green), and image of red subset
(crosses). Note the change in scale of the final figure. Gener-
ated from a 500× 500 grid of initial conditions beginning on Σ0.
Parameter set: ν ≈ 0.00870134, a = −0.3, b = −1, c = 1.
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bedded in the section {z = 0}, having the property that the resulting trajectory
jumps right from S rε at an intermediate height before returning to the section
with orientation z˙ < 0. These initial conditions are found by selecting points
in Fig. 3.6(b) in the blue regions lying on a ray that extends outward from the
center of the repelling spiral. The corresponding return trajectories are plotted
in Fig. 3.7. The production of small-amplitude oscillations is dominated by the
saddle-focus mechanism: in the example shown, the red orbit exhibits four os-
cillations before the (relatively) large-amplitude return, whereas the blue orbit
exhibits seven oscillations. We can select trajectories with increasing numbers
of small-amplitude oscillations by picking points closer to W s ∩ {z = 0}.
A complication in this analysis which we have ignored until now is that
jumps at intermediate heights, which are clearly shown to occur in these ex-
amples, blur the distinction between ‘large’ and ‘small’ oscillations in a mixed-
mode cycle. We will construct one such ‘medium’ amplitude MMO concretely
in the next section. This makes a classification of trajectories based on signature
less useful. Our forthcoming partition will instead classify orbits based on the
number of turns and on a ‘jump direction,’ which will remove this ambiguity.
3.5.1 Dynamical partitions
We now study some of the possible concatenations of small-amplitude oscilla-
tion segments as seen in Fig. 3.7. The basis for determining allowed concate-
nations is to partition the cross-section Σ0 and then to study the images of these
partition subsets under the forward return map. We gradually define this parti-
tion in stages:
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• First, tangencies of the vector field with Σ0 allow us to restrict to an invari-
ant subset of the cross-section
• Then, we identify mixed-rank behavior in this subset which is intimately
connected to the intersections of S a+ε with S rε. This allows us to generate a
coarse partition.
• Finally, we define the winding number of a trajectory, which allows us
to further refine this partition. Subsets in this refined partition therefore
depend on both the turning of the trajectory with initial condition in Σ0 as
well as the location of this initial condition relative to S rε.
Tangencies of the vector field with the cross-section are given by curves which
partition the section into disconnected subsets. The subset that does not contain
the attracting and repelling spirals is mapped with full rank to the remaining
subset by the return map (Fig. 3.8(b)), allowing us to restrict our analysis to
an invariant two-dimensional subset where the vector field is transverse every-
where. Mixed-rank behavior occurs in this subset, as shown in Fig. 3.8.
Note that the figures 3.8-3.12 are plotted at a slightly different parameter set
from the earlier figures 3.6 and 3.7, whose parameter set was chosen to give a
clearer picture of the main components of the return map. The main difference
is that the line of vector field tangencies intersects a portion of the attracting
spiral, but this does not affect the following arguments. Trajectories jumping
left to S a−ε reach a greater maximal height (y-component) than the trajectories
jumping right to S a+ε . The region is partitioned according to three criteria: their
location with respect to the curve of tangency, and their location with respect
to the repelling spiral (corresponding to left or right jumps), and their winding
number, defined later in this section. See Fig. 3.8.
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We can now state two significant results:
• Mixed-rank dynamics. As shown in Fig. 3.8(c)-(d), the red and blue re-
gions collapse to S a+ε within one return. This includes those trajectories
that return to the cross-section by first jumping right from S rε to S a+ε at an
intermediate height. Fig. 3.8(b) shows that the yellow subset returns im-
mediately to this low-rank region. The green subset returns either to the
low-rank region or to the yellow region. But note that it does not intersect
its image, and furthermore, it intersects the yellow region on a portion of
the attracting spiral. Therefore, after at most two returns the dynamics of
the points beginning in Σ0 (and which did not map to B0) is characterized
by the dynamics on the attracting spiral.
• Trajectories jumping left or right return differently. Those trajectories jump-
ing left to S a−ε return to a tiny segment very close to the center of the
S a+ε , as shown in Fig. 3.8(d). In contrast, the trajectories jumping right
sample the entire spiral of S a+ε , as shown in Fig. 3.8(c). Thus, multiple
intermediate-height jumps to the right are a necessary ingredient in con-
catenating small- and medium-amplitude oscillations (arising from right
jumps) between large-amplitude excursions (arising from left jumps).
We now construct a dynamical partition of the cross-section. Let s and u de-
note a stable and unstable eigenvector, respectively, of the linearization of the
flow at peq. Then consider a cylindrical coordinate system with basis (u, s, n)
centered at peq, where n = u × s. The winding of a given trajectory is the cumula-
tive angular rotation (divided by 2pi) of the projection of the trajectory onto the
(u, n)-plane. The winding number (or simply number of turns) of a trajectory is the
integer part of the winding.
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Figure 3.9: Winding of the attracting spiral as a function of its
parametrization by arclength. The starting point s = 0 is cho-
sen close to the tangency. Positive values of s track the spiral
as it turns inward. Parameter set: ν ≈ 0.00870134, a = −0.3,
b = −1, c = 1.
The cumulative angular rotation depends on both the initial and stopping
condition of the trajectory, which in turn depend on the section used. Close to
peq, the winding of a trajectory measures winding around W s. Most of the rota-
tion occurs as trajectories enter small neighborhoods of peq by winding around
W s; our choice of coordinates ensures that we can measure this winding in a
well-defined manner.
If Fig. 3.9, we study the winding on a connected subset of the attracting
spiral. On this connected subset we may parametrize the spiral by its arclength.
The number of turns increases by approximately one whenever S a+ε intersects
S rε twice (these intersections occur in pairs since they correspond to bands of
trajectories on S a+ε which leave the region by jumping left to S a−ε ). In between
these intersections, there are gaps corresponding to regions where S a+ε intersects
B0.
As shown in Fig. 3.10, sets in the partition are defined according to each tra-
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Figure 3.10: Partition of the section Σ0 = {z = 0} according to number of
turns made by corresponding trajectories as well as whether
the trajectories turn left or right from S rε. Left-turning tra-
jectories are plotted with dots and right-turning trajectories
are plotted with crosses. Color definitions: teal, 3 turns;
blue, 4 turns; gray, 5 turns; green, 6 turns; gold, 7 turns;
magenta, 8 turns. The slow manifolds S a+ε (red curve) and
S rε (green curve) and the saddle-point defined in Figure 3.11
(green square) are also shown. Yellow diamonds: final in-
tersections of trajectories starting from a 20 × 20 grid of ini-
tial conditions beginning on Σ0, which exhibit between 4 and
35 returns before tending asymptotically to Γ. Parameter set:
ν ≈ 0.00870134, a = −0.3, b = −1, c = 1.
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jectory’s winding number and jump direction. This partition uses the attracting
and repelling spirals as a guide; small rectangles straddling the attracting spiral
are contracted strongly transverse to the spiral and stretched along the attract-
ing spiral, giving the dynamics a hyperbolic structure. In the next section we
will compute a transverse homoclinic orbit, where this extreme contraction and
expansion is shown explicitly.
3.5.2 Symbolic maps
We restrict ourselves to a subset S ⊂ Σ0 where returns are close to rank one
(i.e. the union of red and blue regions in Fig. 3.8(a)). Let Ln ⊂ S (resp. Rn ⊂ S )
denote points whose forward trajectories make n turns before jumping left to S a−ε
(resp. right to S a+ε ). Then define Ltot = ∪∞n=0Ln and Rtot = ∪∞n=0Rn. The collection
P = {Li,R j}∞i, j=1 partitions S . We clarify the following ambiguity: the newly-
defined symbols Li are unrelated to the large-amplitude oscillation notation in
the definition of an MMO signature (eg. Lsii ).
For a collection of sets A, let σ(A) denote the set of all finite or infinite one-
sided symbolic sequences x = x0x1x2 · · · with xi ∈ A. We can assign to each
x ∈ S a symbolic sequence in σ(P ∪ {S c, B0}), also labeled x. This sequence is
constructed using the return map: x = {xi} is defined by xi = ι(Ri(x)), where
ι : Σ0 → P ∪ {B0, S c} is the natural inclusion map. We allow finite sequences
since R is undefined over B0. A portion of the partition is depicted in Fig. 3.10.
The results in Figs. 3.8 and 3.10 and the definition of B0 constrain the allowed
symbolic sequences:
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• Blocks containing S c. R(S c) ⊂ S (Fig. 3.8(b)).
• Allowable symbols following Ri. The following intersections with R(Rtot) are
nonempty:
R(Rtot) ∩ S a+ε ∩ Li , ∅ and
R(Rtot) ∩ S a+ε ∩ R j , ∅
whenever Li,R j , ∅ (Figs. 3.8(c) and 3.10).
• Allowable symbols following Li. There exists a sufficiently large integer N
with
R(Ltot) ⊂ S a+ε ∩ (∪n≥NLn ∪ Rn ∪ B0) (Figs. 3.8(d) and 3.10).
• Finite symbol sequences. The set of finite sequences are precisely those con-
taining and ending in B0 (yellow points in Fig. 3.10).
The subset S c intersects the image of Rtot nontrivially. The first result implies
the symbolic sequence of a point x ∈ S whose forward returns leave the subset
S must contain the block
xn j−1S
cxn j ,
where the index n j is defined by the j-th instance when the orbit leaves S and
xn j−1 ∈ P. Our numerical results allow us to further constrain the allowed sym-
bols of xn j . For the parameter set we used, the subset R(S c ∩ S a+ε ) nontrivially in-
tersects subsets of P∪{B0} only in the subcollection Pc = {L3, L4, L5,R3,R4,R5, B0}.
The portion of the attracting spiral which lies outside S is a subset of the region
of Σ0 where R has full rank. Therefore, the image of this portion of the attracting
spiral is well-approximated by a curve segment lying inside the region sampled
by the yellow and black points shown in Fig. 3.8(b). Therefore xn j ∈ Pc when-
ever n j is defined.
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The second result implies that for any integer n ≥ 1, the block Lnαm (where
α ∈ {L,R}) is impossible when m < N, since R(Ln) is either B0 or αm≥N . For the
parameter set used in Fig. 3.10, our calculations suggest N ≥ 13. The third
result reminds us that only right-jumping trajectories are able to sample the
entire attracting spiral.
The second and third results then imply that blocks of type RiL j or RiR j
are necessarily present in the symbolic sequences of orbits which concatenate
small-amplitude oscillations with medium-amplitude oscillations as shown in
Fig. 3.7, since medium-amplitude oscillations arise precisely from those points
on Σ0 whose forward trajectories remain bounded away from the saddle-focus
(i.e. those points in Σ0 sufficiently far from the intersection of W s with Σ0) and
jump right. These results also imply that forward-invariant subsets lie inside
the intersection of S a+ε with Σ0. In terms of the full system, it follows that the tra-
jectories corresponding to these points each contain segments which lie within
a sheet of S a+ε .
In view of the last result, for each i ≥ 1 define the i-th escape subset Ei to be
the set of length-i sequences ending in B0. Note that Ei contains the symbol
sequences of the points in R−(i−1)(B0). Escape rates of typical initial conditions
in Σ0 are studied in detail in the following section. The next section provides a
concrete numerical example of a point in En, where n is at least 1284.
Let us summarize the main results of the symbolic dynamics. Points be-
ginning on Σ0 are identified with one of the following three types of one-sided
symbolic sequences:
• Sequences ending in B0 (tending asymptotically close to Γ)
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Figure 3.11: (a) Mixed-mode oscillation in phase space corresponding to
the saddle point p ≈ (−0.053438, 0.001873) of the return map
defined on Σ0 = {z = 0} and (b) the time series of its x-
component. Parameter set: ν ≈ 0.00870134, a = −0.3, b = −1,
c = 1.
• Sequences with an infinitely repeating finite block (periodic MMOs)
• Infinitely long, nonrepeating sequences (nontrivial, aperiodic MMOs).
3.5.3 Case study: Symbolic dynamics near a saddle-point and
medium-amplitude oscillations
The structure of the invariant sets and escape sets of the two-dimensional re-
turn map is related to the intersection of the basin of attraction of the small-
amplitude stable periodic orbit with Σ0. We begin by studying two types of
invariant sets: fixed points and transverse homoclinic orbits.
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Certain invariant sets of the map may be used to construct open sets of points
all sharing the same initial block in their symbolic sequence. We briefly describe
how the simplest kind of invariant set—a fixed point—implies that neighbor-
hoods of points must have identical initial sequences of oscillations. In Fig.
3.11 we plot the saddle-type MMO corresponding to a saddle equilibrium point
p, whose location in the section {z = 0} is plotted in Figs. 3.10 and 3.12. Ac-
cording to Fig. 3.10, p has symbolic sequence R5R5R5 · · · , in agreement with the
time-series shown in Fig. 3.11(b). Observe that the fixed-point is sufficiently far
away from W s (the stable manifold of the saddle-focus) that the oscillations of
the corresponding periodic orbit do not clearly arise from small winding near
peq. Furthermore, the dynamics in small neighborhoods of p are described by
the linearization of the map R near p. This implies that small neighborhoods of
p consist of points with initial symbolic blocks of R5, where the length of this
initial block can be as large as desired. We can relax the condition that this be
the initial block by instead considering preimages of these neighborhoods.
From this case study we observe that arbitrarily long chains of oscillations
of varying sizes can be constructed using immediate neighborhoods of fixed
points, periodic points, and other invariant sets lying in S a+ε ∩ {z = 0}. These
in turn correspond to complicated invariant sets in the full three-dimensional
system. Consequently, the maximum number of oscillations produced by a pe-
riodic orbit having one large-amplitude return can be very large at a given pa-
rameter value, depending on the number of maximum possible returns to sec-
tions in the region containing these local mechanisms. This situation should be
compared to earlier studies of folded-nodes, in which trajectories with a given
number of small-amplitude oscillations can be classified;[90] and the Shilnikov
bifurcation in slow-fast systems, in which trajectories have unbounded numbers
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of small-amplitude oscillations as they approach the homoclinic orbit.[42]
3.5.4 Structure of invariant and escape sets
The return map R strongly contracts two-dimensional subsets of the cross-
section to approximately one-dimensional subsets of S a+ε . Subsequent returns
act on S a+ε by stretching and folding multiple times, before finally contracting
strongly onto S a+ε again. Chaotic invariant sets and horseshoes of the two-
dimensional return map must clearly be very degenerate. We now explore the
structure of these invariant sets.
Let U be a small neighborhood of the saddle fixed point p that we located
in the previous section. In Fig. 3.12 we plot U, R(U), U ∩ R−1(U), and W s(p) on
the section Σ0. The image R(U) is a nearly one-dimensional subset of S a+ε and
the preimage is a thin strip which appears to be foliated by curves tangent to S rε.
The subsets R(U) and R−1(U) contain portions of Wu(p) and W s(p), respectively.
The transversal intersection of R(U) with W s(p) is also indicated in this figure.
Accurately computing R−1 is challenging. Trajectories which begin on the
section and approach the attracting slow manifolds S a±ε in reverse time are
strongly separated, analogous to the scenario where pairs of trajectories in for-
ward time are strongly separated by S rε. This extreme numerical instability
means that trajectories starting on the section and integrated backward in time
typically become unbounded. In order to compute W s(p), we instead compute
orbits in forward time and recast this as a boundary value problem, with initial
conditions beginning in a line on the section and ending ‘at’ p. Beginning with a
point y0 along W s(p), we construct a sequence {y0, y1, · · · } along W s(p) as follows.
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(C1) Prediction step. Let wi = yi−1 + hvi, where h is a fixed step-size and vi is a
numerically approximated tangent vector to W s(p) at yi−1.
(C2) Correction step. Construct a line segment Li of initial conditions per-
pendicular to vi. Use a bisection method to locate a point yi ∈ Li such that
|R(yi) − p| < ε, where ε is a prespecified tolerance.
The relevant branch of W s(p) which intersects R(U) lies inside the nearly sin-
gular region of the return map, so the segment Li can be chosen small enough
that R(Li) is approximately a segment of S a+ε which straddles p. This justifies our
correction step above.
It is usually not sufficient to assert the existence of a transverse homoclinic
orbit from the intersection of the image sets. But in the present case, these struc-
tures are organized by the slow manifolds S a+ε and S rε. The strong contraction
onto S a+ε in forward time implies that the discrete orbits comprising Wu(p) must
also lie along this slow manifold. The unstable manifold Wu(p) lies inside a
member of the O(exp(−c/ε))-close family which comprises S a+ε , so the forward
images serve as good proxies for subsets of Wu(p) itself. On the other hand,
when U is sufficiently small, its preimage R−1(U) appears to be foliated by a
family of curves tangent to S rε, such that one of the curves contains W s(p) itself.
The Smale-Birkhoff homoclinic theorem[11, 81] then implies that there exists
a hyperbolic invariant subset on which the dynamics is conjugate to a subshift
of finite type. Fixed points lie in S a+ε due to strong contraction, but they need
not lie in S rε. We end this result by commenting on the apparent degeneracy of
the two-dimensional sets U,R(U), and R−1(U). A classical proof of the Smale-
Birkhoff theorem uses a set V = Rk(U) ∩ R−m(U) (with k,m > 0 chosen such that
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Figure 3.12: (a) A saddle equilibrium (green point) of the return map de-
fined on Σ0 = {z = 0}, together with a neighborhood U (blue
grid), image R(U) (red), subset of preimage U ∩ R−1(U) (yel-
low), and a branch of its stable manifold W s(p)(black). The in-
tersection of R(U) with W s(p) is also shown (magenta point).
(b) Color plot of 104 initial conditions beginning in Σ0 on a
100 × 100 grid, whose forward trajectories are integrated for
the time interval t ∈ [0, 600]. Color denotes number of in-
tersections with Σ0 with orientation z˙ < 0. (c) Black points:
P(E(x) ≤ n) vs. n for 104 points sampling a line segment on
Σ+. Blue curve: least squares exponential fit y = Aebn of black
points, with A ≈ 0.9984 and b ≈ −6.87×10−4. (d) Last recorded
intersection (blue circles) of each trajectory defined in (b) with
Σ0. The attracting and repelling spirals (red and black curves,
respectively) are overlaid. Parameter set: ν ≈ 0.00870134,
a = −0.3, b = −1, c = 1.
V is nonempty) as the basis for constructing the Markov partition on which the
shift is defined.[39] Here, V is well-approximated by a curve segment.
A natural question is whether this hyperbolic invariant set is indeed a
chaotic attractor. It is difficult to conclusively decide set-invariance with finite-
time computations. This difficulty is made clear in Fig. 3.12(b), where we study
the eventual fate of a grid of initial conditions beginning on Σ0. This figure
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shows that even after a long integration time of t = 600, most initial conditions
in Bc0 are able to return repeatedly to Σ0. However, it may simply be that the
measure of (R−n(B0))c decays extremely slowly to 0 as n tends to infinity.
Nonetheless, we can recover some comparisons to well-studied maps which
have escape subsets and hyperbolic behavior. Known results on escape rates
of expansive maps suggest that the probability that a typical point does not
escape after n returns decreases as c−n for some positive constant c.[74] Return-
ing briefly to the section Σ+, define the function E : Σ+ → {0, 1, 2, · · · } ∪ {∞} by
E(x) = n if n is the maximum integer for which Rn(x) is defined (i.e. Rn(x) ∈ B0)
and E(x) = ∞ if Rn(x) is defined for all n.
In Fig. 3.12(c) we compute P(E(x) ≤ n) vs. n for 104 points x sampling a line
segment in Σ+, for a very large integration time t = 2×104. The function P(E(x) ≤
n) computes the proportion of those points in the line segment having E(x) ≤
n. As the sample size grows large, P(E(x) ≤ n) converges to the probability
that a typical point x (with respect to Lebesgue measure) lies in R−n(B0). The
resulting points admit a fit by an exponential function of the form Aebx with
b < 0, suggesting that all points eventually escape with exponential decay. We
remind the reader that the one-dimensional approximation R : Σ+ → Σ+ is given
in Fig. 3.2.
Finally, in Fig. 3.12(d), we plot the last recorded intersection with Σ0 of those
trajectories that do not tend to Γ within t = 600. Even with a relatively sparse
grid of 104 initial points, these returns sample much of the attracting spiral.
Many of the points are not visible at the scale of the figure because they sample
the segment shown in Fig. 3.8(d): the penultimate intersections resulted in the
trajectory jumping left to S a−ε . If a chaotic invariant measure exists, we expect
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that its support on Σ0 will be well-approximated by the points given in this fig-
ure. In terms of our dynamical partition, the consequence is that we observe
arbitrarily long, nonrepeating symbolic sequences consisting of trajectory seg-
ments with unpredictable numbers of twists as well as types of twists (due to n,
peq, and Γ).
3.6 Concluding remarks
We have highlighted just a few of the broad range of complex dynamics arising
from a tangency of a slow manifold with an unstable manifold of an equilibrium
point. This organization is made possible using global bifurcation theory and
clever choices of return maps, defined on cross-sections where there is strong
contraction near slow manifolds of the system.
We contributed a topological algorithm which classifies trajectories depend-
ing on both the number of turns they make, and on the direction of the ‘jump’
toward one of the attracting slow manifolds. This partition gives us some new
insight into the way very different turning mechanisms—in this case, a saddle-
focus equilibrium point and a folded singularity—interact in a slow-fast system.
We use this partition to describe varying types of MMOs with oscillations aris-
ing from either of these turning mechanisms, or a combination of both. This
demystifies how oscillations of varying types, such as those seen in Fig. 3.2(c)-
(d), may be concatenated in a constructive way to produce MMOs. However,
a shortcoming of this analysis is that the partition must be redrawn and reana-
lyzed for any new parameter set. It is desirable to find a rigorous model which
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extends trajectories from flow maps defined near cylindrical cross-sections[34]
near a saddle-focus equilibrium point, to regions near a folded singularity (one
such analysis is provided by Krupa and Wechselberger[62]). Such an extension
remains elusive and is the topic of future work.
We also motivate the study of maps having the topology shown in Fig.
3.2(a)-(b). These maps are distinguished by two significant features: they ad-
mit small disjoint escape subsets, and they may be approximated by unimodal
maps over a large proportion of their domains. Sections 3.4.2 and 3.4.3 can then
be regarded retrospectively as an introduction to the dynamics of these maps,
framed in comparison to the relatively well-studied dynamics of unimodal and
expansive maps. In particular, such maps undergo period-doubling cascades
(Fig. 3.4) as a system parameter is varied. The forward trajectory of the critical
point is also seen to have a transient density for a range of parameters (Fig. 3.5).
These results lead us to conjecture that statistical properties and universal
cascades found in some subfamilies of unimodal maps, such as the quadratic
family, persist for the family of maps studied in this paper. The geometric theory
of rank-one maps pioneered by Wang and Young[88] is a possible starting point
to prove theorems in this direction. This theory has been used successfully to
identify chaotic attractors in families of slow-fast vector fields with one fast and
two slow variables.[51] Their technique is based upon approximating returns
by one-dimensional maps.
This work was supported by the National Science Foundation (Grant No.
1006272). The author thanks John Guckenheimer for useful discussions.
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CHAPTER 4
PHASE DIAGRAM FOR THE KURAMOTO MODEL WITH VAN
HEMMEN INTERACTIONS
4.1 Abstract
We consider a Kuramoto model of coupled oscillators that includes quenched
random interactions of the type used by van Hemmen in his model of spin
glasses. The phase diagram is obtained analytically for the case of zero noise
and a Lorentzian distribution of the oscillators’ natural frequencies. Depending
on the size of the attractive and random coupling terms, the system displays
four states: complete incoherence, partial synchronization, partial antiphase
synchronization, and a mix of antiphase and ordinary synchronization.
4.2 Introduction
The study of collective synchronization has been greatly enriched by ideas from
statistical physics. In 1967 Winfree discovered the first and still most influen-
tial link between these fields [91]. While exploring a toy model for interact-
ing fireflies, pacemaker cells, or other large populations of biological oscillators,
he found that synchronization behaved like a critical phenomenon: it occurred
only when the attractive coupling between the oscillators exceeded a certain
threshold. The onset of synchronization was strikingly analogous to a second-
order phase transition, with the important conceptual difference that Winfree’s
system ordered itself in time, not space. In this analogy, the temporal alignment
89
of oscillator phases played the same role as the spatial alignment of spins in a
ferromagnetic phase transition.
Since then, many other theorists have deepened and extended this analogy
between synchronization in time and phase transitions in space [1, 84, 76, 85].
The field took off after Kuramoto [64] elegantly reformulated Winfree’s model
and derived its collective behavior analytically, using a dynamical version of
mean-field theory.
Yet one question has long remained murky. Can a population of oscillators
with a random mix of attractive and repulsive couplings undergo a transition to
an “oscillator glass” [22], the temporal analog of a spin glass [10]? The main dif-
ficulty here (as well as in the work of Winfree and Kuramoto) is that these types
of systems are composed of self-sustained limit-cycle oscillators, and hence are
inherently far from equilibrium. As such, the methods of equilibrium statisti-
cal mechanics do not apply. Nor have simulations settled the issue. Daido [23]
simulated an oscillator analog of the Sherrington-Kirkpatrick spin-glass model
[79] and reported evidence for algebraic relaxation to a glassy form of synchro-
nization, but those results have been challenged [82, 24, 83]. Other authors have
looked for oscillator glass in simpler models with site disorder (that is, where
the randomness is intrinsic to the oscillators themselves, not to the couplings
between them) [22, 13, 73, 50, 48]. Even in this setting the existence or non-
existence of an oscillator glass state remains an open problem.
In this chapter we revisit one of the earliest models proposed for oscilla-
tor glass [13]: a Kuramoto model whose attractive coupling is modified to in-
clude quenched random interactions of the form used by van Hemmen in his
model of spin glasses [87]. The model can now be solved exactly, thanks to a
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remarkable ansatz recently discovered by Ott and Antonsen [72]. Their break-
through has already cleared up many other longstanding problems about the
Kuramoto model and its offshoots [18, 75, 71, 68, 66, 48, 57, 69, 49, 50]. For
the Kuramoto-van Hemmen model examined here, the Ott-Antonsen ansatz
reveals that the model’s long-term macroscopic dynamics are reducible to an
eight-dimensional system of ordinary differential equations. Two physically im-
portant consequences are that the model does not exhibit algebraic relaxation to
any of its attractors, nor does it have the vast number of metastable states one
would expect of a glass. On the other hand, the frustration in the system does
give rise to two states whose glass order parameter is non-zero above a critical
value of the van Hemmen coupling strength.
4.3 Equations of motion and numerical simulations
The governing equations of the model are
θ˙i = ωi +
∑N
j=1 Ki j sin(θ j − θi) (4.1)
for i = 1, . . . ,N  1, where
Ki j =
K0
N
+
K1
N
(ξiη j + ξ jηi). (4.2)
Here θi is the phase of oscillator i and ωi is its natural frequency, randomly cho-
sen from a prescribed distribution g(ω) which we take to be a Lorentzian of
width γ and zero mean: g(ω) = γ/[pi(ω2 + γ2)]. By rescaling time, we may set
γ = 1 without loss of generality. The parameters K0, K1 ≥ 0 are the Kuramoto
and van Hemmen coupling strengths, respectively. The random variables ξi and
ηi are independent and take the values ±1 with equal probability.
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Simulations of the model (Fig. 4.1) show four types of long-term behavior.
(1) Incoherence (Fig. 4.1(a)): When K0 and K1 are small, the oscillators run at their
natural frequencies and their phases scatter. (2) Partial locking (Fig. 4.1(b)): If we
increase K0 while keeping K1 small, oscillators in the middle of the frequency
distribution lock their phases while those in the tails remain desynchronized.
(3) Partial antiphase locking (Fig. 4.1(c)): If instead we increase K1 while keep-
ing K0 small, the system settles into a state of partial antiphase synchronization,
where half of the central oscillators lock their phases 180 degrees apart while the
other half behaves incoherently. (4) Mixed state (Fig. 4.1(d)): If both K0 and K1
are sufficiently large and in the right proportion, we find a mixed state that com-
bines aspects of the partially locked and antiphase locked states. But note two
changes—the central oscillators that behaved incoherently in Fig. 4.1(c) now
lock as in Fig. 4.1(b), and the antiphase locked oscillators of Fig. 4.1(c) are now
less than 180 degrees apart.
These four states are not new. They were found and analyzed by Bonilla et
al. [13] for a variant of Eq. (4.1) with a white noise term and a uniform (not
Lorentzian) distribution of natural frequencies. The advantage of the present
system is that the stability properties and phase boundaries of the four states
can be obtained analytically. Figure 4.2 shows the resulting phase diagram.
4.4 Analysis via the Ott-Antonsen Ansatz
We turn now to the analysis. As mentioned above, the Ott-Antonsen ansatz [72]
has become standard, so we suppress the intermediate steps in the following
derivation (but see [72] for details). The ansatz applies to (4.1) in the continuum
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Figure 4.1: Statistical steady states for the Kuramoto-van Hemmen model.
Equation (4.1) was integrated numerically for N = 1000 os-
cillators with Lorentzian distributed frequencies and random
initial phases, using a fourth-order Runge-Kutta method with
a fixed step size of 0.05. Parameter values: (a) Incoherence:
K0 = 1,K1 = 1; (b) Partial locking: K0 = 2.5,K1 = 1; (c) Par-
tial antiphase locking: K0 = 1,K1 = 2.75; (d) Mixed state:
K0 = 2.5,K1 = 2.75. Only oscillators with −3 ≤ ω ≤ 3 are shown.
limit and restricts attention to an invariant manifold that determines the sys-
tem’s long-term dynamics [71]. On this manifold the time-dependent density
ρ(θ, t, ω, ξ, η) of oscillators at phase θ with natural frequency ω and van Hemmen
parameters ξ, η is given by
ρ =
1
2pi
1 +
 ∞∑
n=1
(α∗eiθ)n + c.c.

 (4.3)
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Figure 4.2: Phase diagram for (4.1), (4.2) with g(ω) = 1/[pi(1 + ω2)].
where α = α(t, ω, ξ, η) and the asterisk and c.c. denote complex conjugation. This
density evolves according to the continuity equation
∂ρ
∂t
+
∂
∂θ
(ρv) = 0 (4.4)
where v = v(t, ω, ξ, η) denotes the velocity field in the continuum limit,
v = ω + Im[e−iθ(K0Z + K1ξWη + K1ηWξ) + c.c.] (4.5)
and the complex order parameters Z, Wξ, and Wη are given by
Z = 〈eiθ〉,
Wξ = 〈ξeiθ〉,
Wη = 〈ηeiθ〉. (4.6)
The angle brackets 〈·〉 denote integration with respect to the probability measure
ρ(θ)dθ g(ω)dω p(ξ)dξ p(η)dη. The distribution p is the normalized distribution on
ξ (resp. η) such that ξ (resp. η) equals +1 or −1 with equal probability 12 .
When (4.3) and (4.5) are inserted into (4.4), one finds that the dependence on
θ is satisfied identically if α(t, ω, ξ, η) evolves according to the following system
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of integro-differential equations:
α˙ = −α
2
2
[
K0Z∗ + K1
(
ξW∗η + ηW
∗
ξ
)]
+ iωα
+
1
2
[K0Z + K1(ξWη + ηWξ)]. (4.7)
This system is infinite-dimensional, since there is one equation for each real
ω. But its macroscopic dynamics are governed by a much smaller, finite-
dimensional set of ODEs. The reduction occurs because the different α(t, ω, ξ, η)
in (4.7) are coupled only through the order parameters Z, Wξ, and Wη. Those
order parameters in turn are expressible, via (4.6), as integrals involving ρ and
therefore α itself. Under the usual analyticity assumptions [72] on α, the vari-
ous integrals can be expressed in terms of a finite set of α’s, and these obey the
promised ODEs, as follows.
Consider Z =
∫
eiθρ(θ)dθ g(ω)dω p(ξ)dξ p(η)dη. To calculate this multiple in-
tegral, first substitute (4.3) for ρ and perform the integration over θ to get
Z =
∫
α g(ω)dω p(ξ)dξ p(η)dη. Second, evaluate the integral
∫ ∞
−∞ α g(ω)dω by con-
sidering ω as a complex number and computing the resulting contour integral,
choosing the contour to be an infinitely large semicircle closed in the upper half
plane. The Lorentzian g(ω) = 1/[pi(1 + ω2)] has a simple pole at ω = i, so the
residue theorem yields ∫ ∞
−∞
α g(ω)dω = α(t, i, ξ, η). (4.8)
Third, integrate over ξ and η. Since these variables take the values ±1 with equal
probability, Z receives contributions from four subpopulations, corresponding
to (ξ, η) = (+1,+1), (+1,−1), (−1,+1), and (−1,−1). If we define the sub-order
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parameters for these subpopulations as
A(t) = α(t, i,+1,+1)
B(t) = α(t, i,−1,−1)
C(t) = α(t, i,+1,−1)
D(t) = α(t, i,−1,+1), (4.9)
we find that Z is given by
Z =
1
4
(A + B +C + D). (4.10)
Similar calculations show that the glass order parameters can also be expressed
in terms of A, B,C,D:
Wξ =
1
4
(A − B +C − D),
Wη =
1
4
(A − B −C + D). (4.11)
The sub-order parameters A, B,C,D have physical meanings. For example, A
can be thought of as a giant oscillator, a proxy for all the microscopic oscillators
with (ξ, η) = (+1,+1). Likewise, B,C and D represent giant oscillators for the
other subpopulations.
The equations of motion for these giant oscillators are obtained by inserting
(4.10), (4.11) into (4.7) and analytically continuing to ω = i. The result is the
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following closed system:
A˙ = −1
2
A2[K0Z∗ +
K1
2
(A∗ − B∗)] − A
+
1
2
[K0Z +
K1
2
(A − B)]
B˙ = −1
2
B2[K0Z∗ +
K1
2
(B∗ − A∗)] − B
+
1
2
[K0Z +
K1
2
(B − A)]
C˙ = −1
2
C2[K0Z∗ +
K1
2
(D∗ −C∗)] −C
+
1
2
[K0Z +
K1
2
(D −C)]
D˙ = −1
2
D2[K0Z∗ +
K1
2
(C∗ − D∗)] − D
+
1
2
[K0Z +
K1
2
(C − D)]. (4.12)
Since A, B,C, and D are complex numbers, the system (4.12) is eight-
dimensional.
The four steady states shown in Fig. 4.1 correspond to four families of fixed
points of (4.12), each of which is characterized by a simple configuration of
A, B,C,D in the complex plane. Figure 4.3 plots those four families schemati-
cally on the phase diagram, showing where each exists and is linearly stable.
We discuss them in turn.
The incoherent state of Fig. 4.1(a) corresponds to the fixed point at the origin,
A = B = C = D = 0, with order parameters Z = Wξ = Wη = 0. It exists for all
K0, K1 ≥ 0 but is linearly stable iff (if and only if) K0 < 2 and K1 < 2. This
stability region is shown as the square in the lower left of Fig. 4.3.
The partially locked state (Fig. 4.1(b)) corresponds to a configuration where
A, B,C and D all equal the same nonzero complex number, as shown in the lower
right panel of Fig. 4.3. By the rotational symmetry of the system, we can assume
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Figure 4.3: Stable fixed points A, B,C,D for the four states. In each panel,
the axes show the region of the complex plane with −1 ≤
Re(z) ≤ 1 and −1 ≤ Im(z) ≤ 1. Rotationally equivalent fixed
points lie on the dashed circles.
that A = B = C = D = RPL > 0. Such a state is a fixed point of (4.12) iff K0 > 2
and RPL =
√
1 − 2/K0, in which case it is linearly stable iff K1 < K0. (There is
a trivial zero eigenvalue associated with the rotational symmetry, so what we
really mean is that the state is linearly stable to all perturbations other than
rotational ones. Likewise, there is a whole circle of partially locked states, all
equivalent up to rotation, as indicated by the dashed circle in the lower right
panel of Fig. 4.3.) The order parameters are Z =
√
1 − 2/K0 and Wξ = Wη = 0.
The antiphase state (Fig. 4.1(c)) corresponds to a fixed point where A = −B =
RA > 0 and C = D = 0. It exists iff K1 > 2 and RA =
√
1 − 2/K1. When it exists it is
linearly stable iff
K0 < 4K1/(2 + K1). (4.13)
Finally, the mixed state (Fig. 4.1(d)) corresponds to a configuration where
A = B∗ and C = D = RM > 0. It exists iff K1 > 2 and 4K1/(2 + K1) < K0 < K1 (the
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wedge in the upper right of Fig. 4.3) and satisfies
Re(A) =
K0
2K1 − K0
√
1 +
2
K1
− 4
K0
Im(A) = 2
√
(K1 − K0)(K1(K1 − 2) + K0)
K1(2K1 − K0)2
RM =
√
1 +
2
K1
− 4
K0
. (4.14)
We were unable to find the eigenvalues analytically in this final case, but we
verified linear stability numerically for a sample of mixed states up to K1 = 105.
All the transitions on the stability boundaries of Fig. 4.3 are continuous and
non-hysteretic. In particular, the mixed state morphs continuously into the an-
tiphase state on the left side of its stability region, and into the partially locked
state on the right side. To verify this, observe that the configuration of A, B,C,D
in the mixed state, as parametrized by Eq. (4.14), continuously deforms into the
states on either side of it as (K1,K2) approaches the relevant stability boundary.
4.5 Conclusion
The glass order parameters Wξ and Wη are nonzero for the antiphase and mixed
states, so in that specific sense the model can be said to exhibit a glassy form
of synchronization [13]. Moreover, Wξ = Wη for all four states, which con-
firms a conjecture of Bonilla et al. [13]. On the other hand, the oscillator model
(4.1), (4.2) lacks other defining features of a glass, such as a large multiplicity of
metastable states and non-exponential relaxation dynamics; the same is true of
the original van Hemmen spin-glass model [19].
Experimental tests of the phase diagram predicted here may be possible in
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a variety of oscillator systems with programmable coupling. Prime candidates
are optical arrays [47] or populations of photosensitive chemical oscillators [86]
in which the interactions are mediated by a computer-controlled spatial light
modulator.
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