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1 INTRODUCTION 
The integrity of systems and structures and the assurance that defects in them are 
not criticjil is of great concern, both at the mzmufacturing stage as well as during their 
use. As the complexity of a structure increases, the eveJuation process becomes more 
dijBBcult. Ensuring that the flaws are noncritical requires us not only to detect the 
presence of flaws, but cilso to determine the size aind shape of these flaws. 
The cost of inspection is an important factor. Taking a nuclear reactor out of service 
during inspection for example is quite costly. Inexpensive, reliable and fast inspection 
procedures cire therefore highly desirable. The inspection of these structures to assure 
their service worthiness without compromising their integrity has been the aim of re­
searchers in nondestructive evaluation (NDE). 
NDE has a wide variety of applications. In some applications, the detection and 
chziracterization of flaws in materials is crucial to public safety such as in the aerospace 
and nuclear industries. In other applications, NDE plays a key role in ensuring the 
quality of manufactured components. Components ranging from jet engine parts to 
semiconductor devices are routinely inspected as part of the manufacturing process. 
Common techniques employed in nondestructive testing include X-ray and radio­
graphic methods, eddy current methods, dye penetrant, and acoustic methods. Radio­
graphic methods have the advantage of producing data that can be easily interpreted, 
minimizing the dependence on the skill of the operating technicians. On the other hand, 
these methods require bulky instnmaents and special protective gear to avoid the safety 
heizards associated with such techniques. 
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Eddy current methods axe well suited for near-surface flaw detection. Rapid atten­
uation of the field with depth limits their application to the detection of shallow and 
surface defects. Fluorescent dye penetrants are also simple and easy to use for surface 
flaw detection. 
Acoustic methods do not suffer from most of the aforementioned disadvantages. They 
have the major advantage of measuring the elastic properties of the material. Soimd 
waves have the ability to penetrate almost any medium, theoretically to arbitrary depths. 
This makes these techniques highly suitable for testing optically opaque materials. Com-
peired to other techniques, they provide by far the most complete information relating 
to the nature of flaws. 
The quahty of ultrasonic images, as well as images employing other nondestructive 
means, can be enhzmced through the use of signal processing techniques. This has 
become more feasible in the last few decades due to the technological leaps witnessed in 
the semiconductor and computer industries. Advances in these fields allow NDE systems 
to go beyond the role of defect detection and actually pursue the characterization of 
defects in materials. Manual inspection procedures can be enhanced or even replaced 
by automated methods thereby minimizing the himian error factor. 
Signal processing procedures generally comprise three specific tasks; signal acquisi­
tion, enhancement and information retrieval [1]. Image enhancement is necessary be­
cause ultrasonic images are often corrupted with noise zmd other artifacts. The trans­
ducer, instrumentation and other elements of the measurement set-up all serve to inject 
noise into the signzd. Simple image enhancement and noise reduction methods such 
as filtering and averaging [2] are sometimes adequate and are actually standard tools 
in contemporary ultrasonic systems. The need for the use of more sophisticated tech­
niques is not uncommon though. Examples of such techniques include random signal 
correlation [3, 4] and deconvolution techniques [5]. 
.Another purpose underlying the use of signed processing techniques is to improve 
3 
the resolution of the imaging system. The mecisurement resolution is a function of the 
frequency of the excitation as well as the geometrj' of the acoustic radiator itself. In 
an ultrasonic imaging system, whether a plsme or a focused transducer is used, higher 
frequencies lead to better resolution while the finiteness of the aperture of the trans­
ducer limits the ability to resolve defects that are dose to each other. Deconvolution 
techniques improve the resolution by eliminating the effect of the aperture when the 
spectral characteristics of the transducer are known. 
This dissertation presents a method that improves the signal-to-noise ratio and the 
resolution of ultrasonic signals. The method is based on and modifies the synthetic aper­
ture focusing techniques- The work addresses ultraisonic systems that employ focused 
transducers exclusively. 
Synthetic apertiure focusing techniques (SAFT) represent a special class of bezim-
steering algorithms [6]. Inspired by the earlier concept of synthetic aperture rad«ir, these 
methods have been implemented successfully in order to improve both the signal-to-noise 
ratio (SNR) and the resolution of ultrasonic images. These techniques reduce noise by 
realizing an averaging filter, while improving resolution by simulating (synthesizing) a 
trajasducer with a laxger aperture. 
SAFT is usually implemented, being a time-of-flight method, assuming a geometrical 
model, which ignores the effects of diftaction. Such approximation is justified when the 
region being imaged falls in the far-field of the transducer. In the near-field however, 
the complexity of the acoustic fields requires a more accurate model. 
The basis of this work grew during the design, construction and testing of a 200 MHz 
scajining acoustic microscope system. Spherical transducers were used in this system 
because of their ability to focus energy in a small area and thus achieve a high signal-
to-noise ratio. 
Ultrasonic images were obtained from aluminimi samples with subsurface flaws and 
SAFT was used to analyze the data for improving the SNR of the images. The data 
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was initially ajialyzed using conventional SAFT by focusing the ultrasonic beam on the 
surface of the specimen. The specimen in this case lay in the far-field of the trsmsducer. 
In some cases however, it was found necessary to defocus the transducer in order to 
minimize the path that the signal travels in water thereby minimizing the attenuation. 
This led to some of the modifications reported in this dissertation. 
In maxiy idtraisonic imaging applications, the envelope of the signal is used in lieu of 
the signal itself. The envelope, being a baseband signal, imposes a smaller burden relative 
to the use of its corresponding RP signal in terms of signed processing requirements. 
The use of the envelope entails a lower ssunpling rate and consequently calls for reduced 
storage space and processing time. However the associated expense of losing the phase 
information in the signail may contribute to error. This dissertation shows that the error 
is typically small. 
.\mong the different schemes for generating the envelope [7] from the original RF 
signal, an asynchronous envelope detector was chosen. This scheme can be easily imple­
mented in real time, unlike synchronous methods, in hardware very inexpensively. The 
dissertation discusses the validity of implementing SAFT using the envelope signal. 
Conventional SAFT assimies that the specimen is in the far-field of the transducer. 
This assumption is violated when the transducer is negatively defocused. This disser­
tation studies the impact of the use of a negatively defocused transducer. The charac­
teristics of the near-field are studied and the resiilts obtained are compared with those 
obtained using "conventional" SAFT. Conventional SAFT assumes a geometrical model 
of the transducer in contrast to the diffiraction-corrected SAFT, which takes into con­
sideration the complex vziriation of the acoustic fields arising from diffraction effects. 
The dissertation also uses the diffraction model to obtain em accurate measure of the 
resolution of a focused treinsducer. The Scime model is also used to accurately evaluate 
the improvement in resolution achieved by the use of SAFT. 
0 
Scope of the Dissertation 
The purpose of chapter 2 is to provide a background for understanding the funda­
mentals of ultrasonic imaging. It provides simple theoretical concepts associated with 
the propagation of soimd waves in elastic materials. The governing equations underlying 
wave propagation in isotropic media are derived. The interaction of acoustic waves with 
boundaries is studied in order to understand acoustic fields as they propagate from one 
material to another. The treatment of the topic is far from exhaustive and is merely 
provided for the sake of completeness. 
Chapter 3 provides an overview of the fimdamental principles of ultrasonic imaging 
with «in emphasis on scanning acoustic microscopy. A variety of methods used for 
representing and displaying ultrasonic NDE data axe discussed. Parameters that affect 
the performance of ultrasonic imaging systems, especially in terms of the SNR zmd the 
resolution of such systems, are discussed. 
Synthetic aperture focusing techniques are discussed in Chapter 4. The chapter de­
scribes the evolution of these techniques from their early application in radar systems 
up to the present where they are used extensively in many disciplines. The principles 
underlying these techniques are illustrated and their effectiveness in improving the SNR 
and the resolution of ultrasonic images is discussed. The assumptions associated with 
the geometrical model underlying conventional SAFT are reviewed to provide a basis 
for comparing results obtained with the proposed approach. A modification to the geo­
metrical model is then proposed for ansdyzing data obtained using negative defocusing. 
The validity of using conventional SAFT on the envelope of the signal is also studied. 
Chapter 5 presents an analytical model for the field of a spherical focused transducer 
using difli-action theory. This model is then used to evaluate the paxcimeters necessary 
to perform the SAFT algorithm. These parameters are compared to those obtained 
using the geometriccJ model. The discussion is extended to take into consideration the 
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limitations of the system itself. The analyticeJ model is aiso used to determine the 
resolution of a system employing a spherical tninsducer. The improvement in resolution 
due to SAFT is evaluated using this model. The results obtciined are used to calculate 
the maximum achievable resolution. 
Chapter 6 presents experimental results and provides a compzurison of the analysis 
obtained using the geometrical and difeaction models. A brief summary and a few 
concluding remarks are presented in chapter 7. 
I 
2 ACOUSTIC WAVES IN ELASTIC MEDIA 
This chapter presents the theoretical background necessary for nnderstzmding ultra­
sonic wave phenomena in elastic materials. Although the treatment is cursory, it offers 
an overview of the main concepts needed in this study. A more comprehensive treatment 
of the topic can be found in references [8, 9]. The treatment of the topic in this chapter 
closely follows that of Auld [10]. 
When stress is applied to a materiail, the material is deformed to a certzdn extent, 
depending on the type of material. As the stress increases beyond a certain limit, the 
deformation becomes permanent (plastic deformation). Our interest is focused on cases 
where the body returns to its initial condition once the applied stress is removed, i.e. 
elastic deformation (more specifically we are interested in linear elastic deformation). 
As a material is deformed and its particles are displaced, intemzd forces arise in order 
to restore the material to its original shape. The result is that the material particles 
vibrate in such a way that generate either traveling waves or localized oscillations. The 
subject of ultrasonics involves the study of time-varying deformations in materials. 
As a backdrop to the study of ultrasonics, a discussion relating to some of the assump­
tions is appropriate. Ultrzisonics is not concerned with particle motion at the atomic 
level. The wavelength is assumed to be sufficiently large as to consider the material 
as a continuimi and study the deformation at the macroscopic level. In addition, the 
materieil imder consideration is assumed to be nonpiezoelectric. 
The goal of this chapter is to arrive at the equations that govern the ultreisonic 
phenomena. Before these relations axe derived, it is importajit to introduce quantitative 
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measures for such phenomena as particle displacement, material deformation (strain) 
and internal restoring forces (stress). 
Particle Displacement 
The displacement of a material particle is depicted in Figure 2.1. Paurticle positions 
are measured as vectors from the origin O. When a particle at location L is displaced, 
its new location 1(L, t) is considered to be a function of the originzil position and time. 
The displacement of the particle is therefore defined as 
Eq. 2.1 will give a nonzero value even if the displacement is a result of a rigid motion 
of the body. Since material deformation is a measure of relative particle displacement, 
a better measure of material deformation would be the differential displacement: 
O 
Figure 2.1 Displacement 
u(L,i) =l(L,i)-L (2.1) 
rfu(L, t) = <fl(L, t) — dL (2.2) 
which produces zero result for rigid translation. 
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To calculate the differentiad displacement <fu. u is differentiated with respect to some 
orthogonal system dLi.dL2, dLz. The partizd derivative with respect to time is dropped 
on the assumption that differential displacement is defined at constant time. d\i can be 
expressed as xrfur + yduy + zdu^, where 
duridL, t) 
duy{dL, t) 
du~{dL, t) 
The matrix in Eq. 2.3, 
dUr dxtr dit-r 
dLx dLs dLz 
d U y  dUy §2iS, dLx d L y  dLx 
duT 3ur dur 
d L x  d L y  dLz 
dLr 
dLy 
dL. 
(2.3) 
WL,01 = 
d-Ux(L,t) ditx dux(Ij,t) 
d L x  d L t  
dvv(Jj,t) 3tta(L.t) 
d £ f x  d L g  
dux(L,t) &tti(L,f) 
dLx dLy dLz 
(2.4) 
is cziUed the displacement gradient matrix. The dimensionless tensor is a measure of 
the differential particle displacement in a deformed medium. 
Strain 
The displacement gradient matrix in Eq. 2.4 is still flawed as a mezisure of material 
deformation: it does not reduce to zero for zero rigid rotation. more accurate measure 
of materieJ deformation therefore is the scal«ir quantity 
A = d/2(L,t)-(<fL)2 (2.5) 
which is always zero for both rigid motion and rigid rotation- In Cartesian coordinates, 
the deformation A is calculated using Eq. 2.2. In the x coordinate, 
dlx = dL:r + dux 
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= dL, + ^ dL 
oLx 
du:^, du^ 
' • dL„ " ai' (2.6) 
Assuming Ug = 0, the two dimensional deformation perpendicular to the z-axis can 
be expressed (eifter some mathematical manipulation) in matrix notation as: 
s s ^xx ^xy 
f 
M 
*
 
*^yx ^yy dLy 
where. 
Jxy 
A  =  2  [  d L y \  
- 4- i ^ 4-- ( 
dLr 2 \dLrJ 2 [ d L ^ J  
- d L , ^ 2 [ d L j  ^ 2 [ d L y )  
= 5„ = |( 
(2.7) 
Jyy 
' dux , duy _ dux dux . duy du 
m ^ d l Z ' ^ d L x d L y  + d L x d L ,  :) 
Extending this argument to represent three-dimensional deformation and using index 
notation Eq. 2.7 Ccin be expressed as 
A(L,f) = 2Sij{l.,t)dLidLj 
where the strain matrix elements are defined by 
= Kft 
i,j,k = x,y,z 
(2.8) 
dukduk 
dLi ^  d L i  d L j ^  
(2.9) 
Sij is referred to as the strain tensor. In elastic materials, the displacement gradient 
is below the range 10"'* to I0~^. This allows us to neglect the quadratic term in Eq. 2.9 
and linearize the strain-displacement relationship 
e-g-
^In index notation repeated indices indicate sununation while a comma stands for differentiation; 
OibiJ — flr^rj + 
' dUT- dxtr 8Ur dc dy dz 
atlg 9u, dUy 
dr dy dz du. du- dur 3r dy dz 
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i,j = x,y,z (2-10) 
Linearizing the strain-displacement relationship also entails neglecting the difference 
between the deformed position vector I and the equilibrium position vector L. such that 
L  =  /  = x z + y y +  Z - 5  =  r  ( 2 . 1 1 )  
Equation 2-10 can be expressed as 
c ( .X _ I (dui duj\ 
~ 2 ( . a r , +  a r J  
i,j = x,y,z (2.12) 
Accordingly, the displacement gradient matrix (2.3) becomes 
-«('.«) = 1^ (2-13) 
and the strain-displacement relationship is 
S  =  i ( V u  +  V u ^ )  
= V5U (2.14) 
For the sake of simplicity, a system of abbreviated subscripts is introduced for the 
strain components. The symmetric nature (5,j = Sji) of the strain tensor reduces 
the number of independent components to six. Each component is specified with one 
subscript, rather than two, according to the following scheme 
12 
5zi Sxy Sx 155 
s = Sxy Syy Syz = kSe S2 5^4 (2.15) 
Syz Szz ks^ 53 
Alternatively, S can be expressed as a vector, and from Eq. 2.12 the strain-displacement 
relationship becomes 
S = 
5i dUr dx 
52 duy dy 
53 dus dz 
54 . du-dz dy 
55 dUx 1 dur dz ' dx 
—
I C
o 
.
.
1 dux t duy dy dx _ 
A 0 
0 
0 
0 
d: 
dy 
dy 
0 & 
J. dz 
0 a- V 
dx 
0 
0 r 
d Ur 
dz 
U2 
dy 
Uz 
dx 
0 
(2.16) 
Having established the relationship between the strain (deformation of the material) 
and the displacement of each particle of the material, the next step is to introduce the 
internal restoring forces and derive their relation to the strain and therefore their relation 
to the displacement. 
Inaction Forces and Stress 
A vibrating body is generally under the influence of two kinds of forces, body forces 
and traction forces. Body forces are external forces acting directly upon particles in the 
interior of the body. These forces axe meztsxired on a unit volume basis, so that a force 
F acting on a volume element dV results in a body force TdV. 
The other source of vibration in a body is traction or surface forces. These aire the 
only forces acting on a freely vibrating body. As the body vibrates, these elastic restoring 
forces arise between neighboring particles and axe transmitted through the body in the 
form of surface forces between adjacent particles. These forces act on a surface rather 
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than a volume and axe measured by unit area, so that a force T acting on a surface 
element dS results in a traction force TdS. 
Figure 2.2 shows an arbitrary volimie element. Only one of its four faces is arbitrarily 
oriented in the direction of its normzJ n. The other faces are normal to the rectangular 
coordinate axes. In addition to the body force Fdv acting on the volume element, 
traction forces act on surfaces SSx,SSy,SSz and SSn-
-T„5S 
F5V 
Figure 2.2 Stress 
Considering the traction forces acting on the area element facing the —z direction, 
the traction force -Tx can be factorized into three components: 
-Tr - -SiTxx - yTyx - ^zx (2.17) 
where the first subscript refers to the projection axis of the traction and the second 
component refers to the surface of the element it is acting on. Similar expressions 
can be written for the traction forces acting on the surfaces facing the —y, —z auid +h 
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directions: 
-Ty 'XTxy yTyy ZTzy 
-Tj = -iT^. - yTys - zTzz 
Tn = 3^in + yTyn + zT^ 
(2.18) 
(2.19) 
(2.20) 
All forces acting on the volume element must be in bzdance. Considering the x 
component of these forces: 
TxnSSn — TrxSSr — T^ySSy — TxzSSz + F^SV = 0 (2.21) 
.A.S the volume element shrinks to zero, the body force term is neglected as 5V goes to 
zero ftister thein the SS^s. Since 5Sx is the projection of SSn on the j/z plane 
SSx = TlxSSn 
Similar expressions for 5Sy and 5S~ allows Equation 2.21 to be written as 
Tm = Txarnr + TxyUy + TrzUz (2.22) 
Using the same argument for Tyn and Tzn, we can obtain expressions for the y and s 
components of the traction forces: 
Tyn == Ty^rix + TyyUy + TyzUz 
Tzn = Tz^rix + Tjynj, + Tzznz 
The traction force vector Tn. therefore can be expressed as 
(2.23) 
(2.24) 
T 
*X7l Txx Txy Txz rix 
Tyn 
= 
TyX Tyy Tyz Tty 
Tzn Tzr Tzy Tzz ris 
(2.25) 
or 
Tn = T.n (2.26) 
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where T is cailled the stress tensor. T can be simplified in a manner similar to the strain 
tensor. Thus we can express 
Ts Ts 
T = Ts T-z 
Ts Tz 
Dynamic Equation of Motion 
By applying the d5aianucal laws of mecheinics, a relation between the particle dis­
placement u, the applied forces F and the elastic restoring forces T is sought. 
Considering an arbitrary vibrating particle, with volimie SV and surface area 5S, two 
types of forces can be associated with such a particle. The body forces, as mentioned 
earlier, are "FSV and the traction forces from neighboring particles can be calculated from 
Equation 2.26. Integrating over the surface of the particle, the traction force becomes 
J T.ndS 
as 
Applying Newton's second law. 
J T.ndS + J FdV= J P^dV (2.28) f 
as av aV 
For an infinitismally small particle, the integrands of the volume integrsJs in Equa­
tion 2.28 are constants. Taking the limit as —)• 0, 
V.T = lim (2.29) 
sv~to SV 
Equation 2.28 becomes 
V.T = - F (2.30) 
Equation 2.30 is the trtinslational equation of motion for a vibrating mediimi. 
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Stess-Strain Relationship 
So far. the deformation, of an acoustically vibrating body has been characterized by 
the strain field S(r,i). The elastic restoring forces have been also characterized by the 
stress field T(r,i). Now we can establish a connection between material deformation 
and the elastic restoring forces. 
In elastic deformations, where the deformation is small, the relationship between 
the deformation and the applied stress is linear. This is stated in Hooke's Law for a 
one-dimensional isotropic ^ mediimi: 
where E is Young's modulus. The same concept applies to the general three-dimensional 
case where the relationship is instead between the stress and strain tensors: 
where Ciju is the eleistic stifEciess constant. Again the index notation is used here and 
summation is performed over the repeated subscripts k and I. 
Equation 2.32 represents nine equations (nine different combinations of i . j ) .  Each 
equation contzuns nine strain vjiriables (by summing over fc, /), corresponding to 81 elastic 
stiffiaess constants. Because of symmetry however, the number of independent stiffiiess 
constants is reduced to 36 since 
T = ES (2.31) 
Tij = CijkiSki 
i j , k j  ^ x , y , z  (2.32) 
^jkl — Cjikl — Cijik — Cjilk 
~In an isotropic medium the three coordinate axes, x, y, z and the three coordinate planes yz, xz, xy 
are equivalent, i.e. 
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This nxunber is reduced further to 21 due to the fact that 
^jkl — ^klij 
Thus we can write 
Ti 
T2 
Tz 
Ts 
Te 
or 
Cll Ci2 Ci3 Ci4 Ci5 Ci6 
C21 C22 C23 C24 C25 C26 
C31 C32 C33 C34 C35 C36 
C41 C42 C43 C44 C45 C46 
Col C52 <^3 C54 C55 <^6 
Csi C62 C63 C64 Cfee 
T  =  c : S  
.
.
J 
52 
53 
54 
55 
1 O
i 
•
 
(2.33) 
(2.34) 
where the general term is cij. The capital subscripts denote the reduced notation such 
that cij = cji. 
Further restrictions on the medium caxi further reduce the number of elastic stiffiiess 
constants. In the case of isotropic materials, an assumption made throughout this work, 
the stiffness constants axe independent of the axis and there are only two independent 
elastic constants A ajid p.. So 
Cxjkl -f" SiiSjk^ 
A and fi are called the Lame constants. Equation 2.33 therefore becomes: 
(2.35) 
Ti A + 2^ A A 0 0 0 
T2 A A + 2/i A 0 0 0 
Tz A A A+ 2^ 0 0 0 
T4 0 0 0 0 0 
Ts 0 0 0 0 0 
Te 0 0 0 0 0 
5i 
52 
53 
54 
55 
56 
(2.36) 
IS 
Wave Equation in Isotropic Media 
Since the relations between the displacement, strain, and stress are established, we 
can substitute Eq. 2.35 or Eq. 2.36 in Eq. 2.30 to obtain a relationship between the 
displacement and the strain. For an isotropic medium: 
(A + n)uj,ji + = pwt (2.37) 
which in vector form is 
(A+/i)V(V.u) + /iV2u + f =/>u (2.38) 
Using the vector identity 
V X V X u = V(V.u) — V^u, 
Eq. 2.38 becomes 
(A + 2^i) V( V.u) -^iVxVxu + f = /3U (2.39) 
Eqs. (2.37-2.39) are the common forms of the governing equations for waves in isotropic 
media. 
Wave Tjrpes in Isotropic Media 
In an unbounded medium, two types of waves can exist: longitudinal (compressional) 
waves and transverse (sheax) waves. The displacement in the medium can be expressed 
as the simi of displacements due to these two components: 
u = u/ + U( (2.40) 
It is convenient to use the fact that a vector can be represented by a scalar potential 
and a vector potential. The displacement vector u can therefore be expressed in the 
form 
u  =  V p  +  V x t i ;  ( 2 . 4 1 )  
19 
where o is a scalar potential and ^ is a vector potential. It can be shown that the 
longitudinal wave solution can be stated entirely in terms of o and that the transverse 
wave solution can be stated entirely in terms of Therefore, 
u; = V<d, Ut = V X = 0 (2.42) 
Substituting Eqs. 2.41 and 2.42 into Eq. 2.39 and noting that 
V X Vo = 0, V.V X ^ = 0, 
we get, ignoring body forces, 
V((A + — p4>) + V X — pr^) = 0 (2-43) 
TaJdng the curl and divergence of the above equations, respectively, we obtain 
(2.44) 
where 
_2 _ A + 2/z 2 _ a 
cf = -^,ci = ^ (2.45) 
P  P  
The longitudinal and shear waves satisfy the wave equation and propagate with 
velocities c; and c,, respectively. Longitudinal waves propagate at a higher velocity and 
in the direction of particle oscillation. Shear waves have lower velocities cmd propagate 
in the direction perpendicular to the the direction of particle oscillation. 
Other types of waves can exist in bounded or semi-bounded media. This category of 
waves, referred to generally eis surface «ind plate waves, axe important acoustic phenom­
ena but are not relevant to this study. Most of the following treatment revolves around 
longitudinal waves, although it can be e««ily extended to shear waves. 
Plane Wave Reflection and Refraction 
Propagating waves are subject to the laws of reflection, refraction and diffraction at 
discontinuities. .A. general case of a longitudinail wave incident on a boundary between 
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Figure 2.3 Refraction and reflection at the interface between two media 
two materials is shown in Figure 2.3. The resulting reflected and refracted waves are 
such that the boundaxy conditions are satisfied. This may result in mode conversion 
where not only longitudinal waves but sheax waves are also generated. 
For waves that vary as , the incident wave can be expressed as: 
4>ii = (2.46) 
where the term is dropped. Similarly, the reflected longitudinal wave can be ex­
pressed elS 
4>ir. = (2.47) 
and the reflected shear wave as 
_ j^^g-jks(,xnnS,r-ycos6,r) (2.48) 
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In the second medium, the trainsmitted longitudinal wave ou and the treinsmitted 
shear wave rpu caji be expressed as 
Otr = (2-49) 
and 
rkts = (2.50) 
where fcl/ cind Arl, are the wave mmibers in the second medium for longitudinal and 
shear waves, respectively. 
The boimdary conditions require that several field components be continuous across 
the boimdary. The continuous components are the normzil component of the stress, the 
transverse component of the stress and both the normcil and transverse components of 
displacement. The equations resulting from satisfying the boundary conditions result 
in a solution for the unknown amplitudes of the two transmitted and the two reflected 
waves. 
If one of the two media in Figure 2.3 is liquid, only the normal displacement is 
continuous in addition to the stress components. Subsequently, liquids do not support 
shear waves and the number of unknown wave amplitudes is three. The number of 
refracted and reflected wave modes is always equivalent to the number of boimdary 
conditions. 
The concept of mode conversion is very usef^ for detecting flaws in nondestructive 
testing applications. By controlling the angle of incidence in Figure 2.3, it is possible 
to have longitudinal waves or shear waves propagating into the second medium. Shear 
waves for instance have shorter wavelengths and thus can detect smeJler flaws. In general, 
different types of flaws show up better using either longitudinal waves or shear waves. 
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3 ULTRASONIC IMAGING IN NONDESTRUCTIVE 
EVALUATION 
Ultrasonic techniques axe some of the most widely used NDE methods because of 
the fact that the signcds can be inexpensively generated and detected, that ultrasonic 
waves czin propagate deep into the interior of many structures without excessive atten­
uation and that the return signals have sufficient information to determine important 
chaxacteristics of the test material [11]. 
The benefits of ultrasonic imaging extend beyond the role of detecting flaws and 
discontinuities in materials. Because of material/sound wave interaction, properties 
such as thickness, stiffiiess, density, shape, roughness and attenuation can be eveJu-
ated [12]. With proper interpretation, ultKisonic imaging techniqes can provide an 
extensive amount of information about the material. 
Ultrasonic inspection can be performed at a wide reinge of excitation frequencies. 
The higher the frequency, the smaJler the wavelength. This usually implies that it may 
be possible to detect smaller features. The resolution of the system therefore improves 
with frequency. Traditional ultrasonic imaging is performed with transducer frequencies 
centered around the range 1 to 10 MHz. 
Ultrasonic imaging is performed by launching an ultrasonic signal into a material. 
The interaction of the ultrasonic signal with the material is monitored and used to form 
an image of the specimen or a section of it. Figure 3.1 depicts a typicad ultreisonic 
testing system [13]. In this system the test sample is immersed in a liquid that acts as 
Piezoelectric 
element 
Sapphire/ 
fused quartz 
Lens 
Test specimen 
Front wall 
Back wall 
Coupling medium 
(water) 
Crack 
Figure 3.1 Ultrasonic imaging system 
a coupling medium. An alternative technique is to place the transducer directly against 
the material and use grease or a thin layer of elastomer as a couplant. 
Severzd different variations of the basic ultrasonic imaging technique have been pro­
posed [14]. Figure 3.2 shows some of the more commonly employed methods. In the 
through-transmission technique(Figure 3.2(a)), a transducer is used for transmitting the 
ultrasonic pulse, while another transducer is positioned on the other side of the specimen 
to monitor the interaction of the ultrasonic wave with the material. Any discontinuities 
in the path of the ultrasonic beam reduce the amount of energy detected by the receiving 
transducer. 
In the pulse-echo technique (Figure 3.2(b)), a single transducer acts both as trans­
mitter and receiver. Transmitted ultrasonic signals therefore have to be in the shape of 
relatively short pulses or bursts of CW excitation. This allows time for the sound waves 
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Figure 3.2 Imaging techniques: (a) Through-transmission (b) Pulse-echo 
(c) Angle beam 
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to travel through the specimen and then back to be detected by the same transducer, 
before the next burst of energ>' is launched. 
Not all structures lend themselves to the straight forward pulse-echo technique. 
The angle beam technique, shown in Figure 3.2(c) for example, is suitable for test­
ing irregularly-shaped structures where strziight transducers are unable to contact all of 
the surface. This is the case with welds, tubing, and sheet smd plate materials. The 
ultrasonic waves propagate in a zig-zag path imtil they encounter a discontinmty where 
it is reflected. 
Angle beam techniques eJso make it possible to select the type of waves launched into 
the material. By increasing the incident angle beyond the critical angle of longitudinal 
waves, only shear waves will travel through the material. This may be desirable since 
shear waves have lower wavelengths and thus achieve better resolution. Furthermore, 
some types of flaws show up better with shear wave excitation. Incre<ising the incident 
angle beyond the critical angle of sheair waves creates surface waves, which are suitable 
for detecting surface flaws. 
Representation of Ultrasonic Signals 
Most materials are at least partially transparent to acoustic waves. Acoustic images 
<ire therefore more complicated than optical images which t3T)ically represent only the 
surface of an object. Ultrasonic data is represented in one of several forms. The most 
popular forms are the A-scan, B-scan zind C-scan representations. 
The A-scan 
-A.n A-scan represents the reflected ultrasonic signal as a fimction of time. The 
temporal information in turn provides information about the location of structures or 
flaws as a fimction of distance and time. The location of the scatterer can be estimated 
using 
(3-1) 
where d is the distance seperating the flaw from the acoustic soiirce, t is the time between 
laimching the signal and receiving the reflection from the flaw (time of flight) and v is 
the velocity of sound waves in the medium. 
Figure 3.3 shows a segment of an A-scaji obtained from a setup similar to that 
depicted in Figure 3.1. The first pulse in the window represents the signzd reflected 
from the front wall of the test specimen. The figure also shows a reflection from the 
discontinuity in the material (< = 50ns). In this case, the amplitude of the reflected 
signal is comparable to the noise level and consequently signal processing techniques 
may have to be employed for enhancing the signal-to-noise ratio. A reflection from the 
back wall is zilso apparent {t = 200ns). 
The disadvantage of the A-scan is that it is slow and tedious to interpret aind obtain 
information from. 
so 
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-150, 
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Figure 3.3 A-scan 
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The B-scan 
Another way to represent ultrasonic images is by using a collection of A-scans to form 
a two-dimensional image. The amplitude of the reflected signal is used to modulate 
the intensity of pixels in a gray-level image. An example of such an image is shown 
in Figure 3.4 for the same setup. This image represents a section of the test specimen, 
where the horizontal axis is in the lateral direction of the surface. The vertical dimension 
contains the temporal information, from which the depth of the flaw can be cejculated. 
A phenomenon associated with acoustic waves is that both longitudinal and shezir 
waves propagate in the same medium. In addition to the clear reflection from the flaw 
shown in Figure 3.4, a feiint reflection can beirely be discerned at approximately twice 
the distance (time) from the front wall. This reflection is due to a shear wave since 
shear waves propagate at approximately half the speed of longitudinal waves in a given 
medium. In this case, the material is aluminimi where ci = 6Z00m/s and c, = 3100m/s. 
The C-scan 
In this representation, an image is formed, on a plane perpendicular to the propagation 
of the acoustic waves. This is done by windowing a two- dimensionail set of A-scans at 
the desired depth and representing the peak value of the signaJ within the window as a 
gray level in the image. An example of the windowing process is shown in Figure 3.5. 
Figure 3.6 show the C-scan of a coin. A temporal gate is used to window the returned 
signal in order to obtain an image of the front wall. In Figure 3.7, the reflection from the 
back wall is windowed and a clear image of the back of the coin is obtained. A certain 
degree of image corruption is inevitable due to leakage of the front wall signal into the 
window. 
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Figure 3.5 Window to perfonn a C-scan 
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Figure 3.6 C-scan of the front side of a coin 
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Figure 3.7 C-scan of the back side of a coin 
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Scanning Acoustic Microscopy 
The concept of a scanning acoustic microscope (SAM) wjis first demonstrated by 
Quate and Lemons in 1973 [15], The goal W2is to achieve resolution comparable to that 
of an optical microscope- Since the speed of soxmd is orders of magnitude slower than the 
speed of light, such resolution is achieved at frequencies of the order of 3GHz [16, 17]. 
Conventionally, the term Acoustic Microscopy has been used for frequencies in the range 
100—SOOOMffz, the same principles have been adapted though for lower frequencies [18]. 
Although the methods in this study employ traveling waves only (longitudinal and 
shear waves), it is very common in SAM systems to maJce use of surface waves as well 
(Rayleigh waves at the surface of materials and Lamb waves in thin samples) to detect 
near-surface discontinuities [19, 20]. 
Figure 3.8 shows the block diagram of an acoustic microscope. An ultrasonic probe is 
controlled by an X-Y scanner which moves it in a raster pattern over the test specimen. 
In the reflection mode, which is one of the more popular configurations, the transducer 
acts as a transmitter and receiver. The high voltage pulse (100 — 3001^) that excites 
the transducer is generated by the pulser/receiver instrument. The pulser/receiver also 
amplifies and shapes the reflected signals. The whole system is controlled by a computer 
which with the help of a data acquisition system, collects, processes, stores and displays 
the data. 
The probe is composed mainly of a transducer zmd a focusing lens. The lens consists 
of a disc of sapphire on which a thin film of gold is deposited to form a ground electrode. 
The transducer is placed over the electrode by sputtering zinc oxide (ZnO). Zinc oxide 
is a piezoelectric material that converts electric energy into mechanical energy and vice 
versa. The other side of the sapphire disc is groimd into a spherical concave surface 
to perform focusing. It is coated with a quarter-wavelength thick matching layer. A. 
detailed description of ultrasonic transducers czm be found in [21]. 
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Figure 3.8 The scaiming acoustic microscope 
An ultrasonic wave is generated by the piezoelectric transducer. The ultrasonic wave 
propagates through the sapphire and is focused by the lens on the testing specimen 
through a coupling medium. 
A fluid is usually required to couple the transducer lens to the testing specimen. An 
important criterion in choosing the fluid is its attenuation properties. In most fluids, 
the attenuation is proportional to the square of the frequency, care is not taken to 
minimize the attenuation, either the level of the signal will be reduced or imaging has 
to be performed at a lower frequency. Water is often preferred due to its low cost and 
reasonably low losses. Although there are several other fluids that offer less attenuation 
the convenience of using water outweighs the advantage. Liquid helium for example, has 
the least attenuation among known couplants at temperature .\K. 
Another criterion for choosing the coupling fluid is its efllciency in matching the 
acoustic impedance of the solid being tested. A good matching fluid minimizes the 
ultrasonic reflection at boimdaries and therefore improves the signal level. Water emerges 
once again as a couplant of choice. Although air hcis been traditionally viewed 3is a poor 
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choice for a couplant, Gudra et al. [22] succeeded in developing a scanning acoustic 
air microscope. To diminish the insertion loss, a matching layer is incorporated in the 
transducer. 
Imaging Limitations: Resolution and Noise 
The fidelity of images, be it acoustical or otherwise, is restricted by several factors. 
Two key parameters that govern the quality of ultrasonic images are resolution and 
signal-to-noise ratio (SNR). 
Resolution 
Resolution, in ultrasonic imaging systems, is defined as the minimum distance by 
which two objects can be separated, but still be discerned successfully. Resolution is 
generally a function of the wavelength (frequency) of the incident acoustic wave. Acous­
tic waves do not reflect well from structures with dimensions smaller than its wavelength. 
In general, smaller wavelength (higher frequency) systems offer better resolution. The 
resolution of an acoustical system is considered to be of the order of the wavelength A. 
There are two types of resolution: lateral resolution and range resolution. Lateral 
resolution is the ability to discern adjacent structures in a direction perpendicular to the 
direction of propagation of the acoustical wave, while range resolution is defined by the 
direction of propagation. The two types are affected in different ways by the parameters 
of the system. 
Range resolution is determined by the length of the incident acoustic pulse. Long 
pulses may result in the reflections from two separate reflectors overlapping. A shorter 
pulse therefore results in better range resolution. Transducers are usually designed to 
emit an acoustic pulse of length TJ, determined by its bandwidth (rp « 1/A/ where A/ is 
the bemdwidth of the transducer). The range resolution is therefore of the order ciTpf2. 
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Figure 3.9 Resolution of a plain transducer 
Lateral resolution, on the other hand, is affected by the geometry of the trzmsducer. 
More specifically, it is a function of the width of the insoniiying beam. This is true 
for plain transducers as well as focused transducers. In general, the wider the zu:oustic 
beam is, the lower the resolution. This concept is illxistrated in Figure 3.9 for a plctin 
transducer. The point reflector is relatively small compared to the diameter of the beam. 
It remains insonified as the transducer scans the object and its reflection will be detected 
in many .\-scans. The result is an image that is blurred in the horizontal direction. The 
resolution worsens if the reflector falls in the region where the acoustic beam diverges 
(the far-field of the transducer). 
Better laterad resolution can be achieved using a focused transducer. The acoustic 
energy in this case is focused onto a small area and the beam is very narrow at or near 
the focal spot. The disadvantage of a focused transducer however, is that beyond the 
focal depth, the beam diverges. Good resolution is therefore limited in this case to 
a certain depth. The best resolution is achieved in the focal pleine of the transducer. 
Figure 3.10 illustrates that concept. Reflections from points a and 6 may coincide because 
35 
Focused 
transducer 
• » 
\ a • • a" / 
» • 
* • 
• • 
• • 
» » 
• • 
• » 
» » 
•• 
• • 
• » 
» • 
» • 
• • 
* • 
• • 
Figure 3.10 Resolution of a focused transducer 
of the symmetry of their position with respect to the transducer. That makes them less 
resolvable than points a' and b' which lie in a region where the field of the transducer is 
narrower. 
Ideally, the ultrzisonic beam converges to a point at the geometriccd focus of the spher­
ical transducer, resulting in infinite resolution. In reality however, diffiraction from the 
edges of the transducer result in a focal depth that is actually smaller them the geometri­
cal focal depth. More importantly, the ultrasonic beam converges to a diffiraction-limited 
spot, thereby limiting the achievable resolution. 
The area of the di&action limited spot and therefore the resolution of a system using 
a focused lens is usually a function of the frequency and the geometry of the transducer. 
Expressions for intensity of the field have been derived using the paraxial approximation, 
or Fresnel approximation. Accordingly, the beam intensity is proportional to 
where Ji is the Bessel frmction of the first kind and of first order. Figure 3.11 shows a 
plot of the displacement and intensity as a function of the distance r from the axis of 
the transducer. 
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Figure 3.11 OfF-axis displacement 
The radius at which the intensity of the focused beam falls to zero is 
, O.eizoA 0.61A 
ro{zero) = = 
a N.A. 
where N.A., the numerical aperture of the lens is defined as 
N.A. — sin^o = — 
(3.2) 
(3.3) 
The above is called the Rayleigh criterion. The approach is similar to the concept 
of resolution in optical systems [23]. It should be noted though that acoustic waves 
axe seldom monochromatic. The field displacement in Figure 3.11 therefore does not 
accurately describe the displacement due to a broadband transducer. 
The resolution is therefore a fimction of the frequency and the geometry of the lens. 
Figure 3.12 shows how the beam of a focused transducer initially converges, as expected 
from geometrical optics, but diverges from the geometrical path as it appro<iches the 
focus. As a result, the beam converges to a cylindrical region. The intersection of this 
cylinder with the cone formed by the outside of the geometrical beam defines the depth 
of focus. 
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Other useful criteria are the width suid length of the focal zone. Using simplified 
formulae [24], the approximate width d is evaluated as 
In scanning acoustic microscopy, it is desired that the flaw be located near the focal 
region [25]. This results in the best resolution, as explained, in addition to offering the 
highest SNR, since the acoustic energy is focused in that region. This is not always 
possible however, especially when there is no a priori knowledge about the location of 
the flaw. If the flaw does not fall in that region, appropriate signal processing techniques 
need to be implemented in order to enhance the resolution. 
d = A(F/Z)), (3.4) 
while the approximate length I is 
/ = 4A(FVZ)2). (3.5) 
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Signal>to-noise ratio 
The quality of ultrasonic images depends on the magnitude of the reflected signal 
compared to the background noise (SNR). The level of the signal is a function of the 
size and orientation of the flaw. It zilso factors in the effect of the acoustic impedance of 
the reflectors compared to the acoustic impedance of the mediimi in which the flaw is 
located. Attenuation of the medium and scattering from the grains of the meditmi also 
contribute to reduction in the SNR. 
The above limitations are usually compensated for by carefully designing the instru­
ments of the system. The exciting pulse is usually large in magnitude (up to himdreds 
of volts), generating enough ultrasonic energy to propagate through the material cind 
back. The pulser/receiver ciroiits are designed with low-noise components in order to 
limit the noise contributed by the instrumentation [26]. 
The resolution and SNR are not totzdly independent of each other. The theoretical 
resolution of a system can not be practically realized if the noise level is too high. On 
the other hand, Marianeschi [27] shows that the wavelength is not a limiting constraint 
provided the signal level is high enough. It is important to remember that the Rayleigh 
criterion is only a guideline to evaluate the resolution of the system. 
Signal Processing of Ultrasonic Signals 
Signals reflected from test materials are rarely suitable for display without further 
processing. The major goal of processing is to improve the signal- to-noise ratio (SNR) 
and/or the resolution of the system [28, 29]. 
Eeirly SAM systems used analog signal processing. The signal was used to modulate 
the beam on a CRT to obtain A-scan, B-scan or C-sccin displays. In the last two 
decades however, advancements in digital signal processing have made this approach 
unattractive. Digital systems axe now used to process, display emd store the signals [30]. 
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Furthermore, earlier mechamical scaimers have been replaced by electronic systems. 
The processing of ultrasonic images can be done at more than one level. Preliminary 
processing is usually done in real-time to minimize noise or for beamforming. Advanced 
signal processing techniques, on the other hand, can be performed on stored images or 
realized through hardweire implementation. 
Data acquisition 
The data is collected «is the transducer scans the material on a point-by-point basis. 
The accuracy of the transducer position becomes more important as the resolution sought 
becomes smaller. It is preferrable to read data in one direction of scanning only to 
minimize the effect of mechanical backlzish. The step size should be small enough to 
satisfy the Nyquist criterion of sampling theory [31] in the spatial domain. A step size 
of A/2 assures that the criterion is satisfied. For a loMHz transducer in water {ci % 
loOOm/s), sampling should be no greater than oOfim. In Ahimimim (q = 6300m/5) it 
should be no greater than 215fim. 
Noise components at higher frequencies than that of the image itself can be minimized 
through the use of analog filters before the signal is digitized. This technique is important 
since it reduces noise without significantly affecting the useful information in the image. 
It can be implemented in conjunction with amplification to boost the level of the signed. 
The Nyquist criterion should also be satisfied when the signal is being digitized. 
However, the adoption of a hadf wavelength as the sample spacing might resvilt in signed 
degradation. The truncation of the signal due to the finiteness of the aperture results in 
spectral spreading. A minimum sampling frequency of four or five times the frequency 
of the signal is usually employed. 
Another source of signal degradation in the digitization process is quantization. Each 
signed is quzmtized into a finite number of quantization levels. A low bit coding rate may 
cause serious degradation of the signal. In many S.WI systems, it is found sufficient to use 
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8-bit words (256 quantization levels) to represent the signal- This provides a theoretical 
SNRof48</B. 
Noise reduction 
Once the image is stored, different signal processing techniques can be implemented 
to improve the signal-to-noise ratio [32]. Image averaging can be used and does not need 
any a priori knowledge of the signal. In its simplest form multiple sets of images are 
obtained of a stationary scene. In the averaging process, the stationary components are 
added coherently while the noise builds up more slowly in the sum to increase the SNR. 
The general principle is applied in many approaches including tomography, holography 
and speckle reduction. 
Other image processing techniques based on gray scale transformations in two-
dimensioneil images can help improve the SNR. Histogram modification is used when 
the dynanaic range of the gray levels is narrow. Edge detection techniques are useftil 
when there is a need to emphasize the shape or outline of a feature eind when fine de-
tatils need to be highlighted. Two-dimensional spatizJ filtering in general allows the 
implementation of more complex filtering functions that caimot be implemented using 
one-dimensional analog filtering techniques. 
Resolution enhancement 
The limitation on resolution comes partially from finiteness of the aperture of the 
transducer. The observed image is the result of the convolution of the actual image with 
the transfer function of the transducer. The actual image can be recovered by using 
deconvolution techniques [33]- This requires knowledge of the spectral characteristics of 
the transducer itself. 
.Another remedy to the finiteness of the aperture is to simulate a larger aperture 
using an array of transducers or using data collected from scanning the material. Such 
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techniques fall under the category of focusing techniques or beamforming techniques and 
are discussed in greater detail in the following chapter. 
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4 SYNTHETIC APERTURE FOCUSING TECHNIQUES 
As discussed in the previous chapter, the resolution of an acoustic system is limited 
by the wavelength (A) as well as the geometry of the transducer. It has been shown 
earlier that the resolution can be improved with the use of a focused transducer. In 
general, the resolution of the system can be improved by different focusing techniques. 
After giving a brief overview of different focusing techniques, this chapter presents 
a more detmled discussion of synthetic aperture focusing techniques. This includes the 
improvement in SNR cuad resolution achieved by these techniques. 
Most of the research associated with SAFT asstmies a geometrical model. Work done 
by the author as well as others in geometric SAFT is discussed here. The assumptions 
associated with geometrical SAFT are also presented. This sets the stage for examining 
these asstimptions in the next chapter. 
Focusing Techniques 
Focusing is either performed using a focusing lens or simulated using delay systems. 
Synthetic aperture techniques fall in the latter category. Before presenting a detculed 
discussion of SAFT, a brief overview of the different focusing techniques is presented. 
Physical lens 
In order to understand the concept of focusing, the action of a physical lens can 
be viewed as delaying the rays passing through it such that eill signeJs reaching the 
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transducer from the focad point are synchronized, as depicted in Figure 4.1(a). The 
transducer thus focuses the signal received from one point on an object onto the plane 
of a single transducer. 
To achieve high resolution using a physical lens however, a large aperture is required, 
as evident from Eqs. 3.2 and 3.3. The difficulty in manufacturing transducers with lairge 
apertures capable of offering the desired resolution has motivated the search for methods 
that allow simulation of such large apertures. 
Time-delay focusing 
Focusing can be simulated by introducing time delays into the different paths that 
a signal can take. This is the fundamentzJ concept in synthetic aperture focusing. It 
can be performed using an eirray of transducers, with the output of each transducer 
connected to an electrical delay line. A pulsed RP signal emitted from the point of focus 
will arrive at the receiver thus, with all the pulses delayed properly such as to arrive at 
the same time, as shown in Figure 4.1(b). Consequently, there will be a strong response 
from point P, but the signals from other points will arrive at different times and be 
out of phase. Focusing on a different point requires only the changing of the delays 
Z 1, 2, ..., Tl. 
The same concept is ailso used in scanning acoustic microscopy using one transducer. 
The A-scans collected as the transducer scans the material are processed after the scan 
is completed. Images are formed by introducing different time-delays into the A-scans, 
depending on the depth of focus. This procedure is discussed further later in the chapter. 
Choice between an girray of transducers or one scanning transducer involves many 
practiced considerations and trade-offs. Arrays lend themselves to real-time processing 
at the expense of additional hardware, while using a single transducer usually involves 
more processing time. The use of arrays can accelerate the scanning process. If a linear 
array is used for example, mechanical scanning is needed in one lateral direction only. 
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Figure 4.1 Focusing Techniques: (a) Physical lens; (b) time-delay focusing; 
(c) phase-delay focusing (courtesy of G.S. Kino) 
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Moreover, arrays offer the advantage of using several elements as receivers for the same 
reflected signal. 
Phase-delay focusing 
In phase-delay focusing systems, the phase rather than the time of the RF pulse is 
synchronized for signals arriving from the point of focus P, as shown in Figure 4.1(c). 
This requires the RP pulse to be several cycles long so that the nth cycle from one 
transducer array element can be added to the (n-l-l)th cycle from another array element. 
This concept is used extensively in holographic systems [34]. 
Historical Review of SAFT 
The concept of synthetic aperture focusing was first used in the early 1950s [35] for 
high-resolution all-weather terreiin imaging by radar. The technique was developed for 
radar in order to improve the SNR and the resolution in azimuthal zingle [36, 37]. Since 
the principles of wave physics of the microw^ave radar antenna are similair to those of the 
ultrasonic transducer, the concept was extended to ultrasonic imaging. It was not imtil 
1967 though that Flziherty patented a synthetic aperture imaging system for ultrasonic 
imaging [38]. 
The popxilarity of SAFT increased in subsequent years for ultrasonic NDE as well as 
other fields. It has been used in sonar systems [39] and medical imaging [40, 41]. Much 
of the credit for developing the technique though goes to Frederick and his colleagues 
at the University of Michigan. Over the period from 1976 to 1979 they presented many 
reports to the Nuclear Group for testing vessels [42]. Their work was simmiarized in 
1982 by Seydel [43]. 
The concepts of synthetic aperture focusing were also implemented using arrays [44]. 
In 1979 Macovski [45] presented an analysis of the different types of arrays over different 
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levels of approximation. Since then, better technologies have contributed to optimizing 
the structure and performance of acoustic arrays [46, 47]. 
The effect of irregular surfaces on the accuracy of SAFT was discussed by Johnson 
et al. in 1983 [48]. They suggested surface mapping as a solution and illustrated its 
merits for concave surfaces. A more general surface mapping method for rough surfaces 
was performed by Kraus [49] using finite elements to define the front surface goemetry. 
The method was called VSAFT-FERL (variable synthetic apertxire focusing technique-
finite element rough line). 
A weighting algorithm to reduce the effect of side-lobes was introduced by Burch et 
al. in 1984 [50]. Burch later compared SAFT with convolution methods vis-a-vis their 
effectiveness in improving the resolution [51]. In 1987, Ozaki et al. [52] developed a 
system to perform SAFT in re«d time and display the processed image as the trzmsducer 
scans the material. The algorithm they proposed also corrects for the attenuation in the 
material. 
An alternative to the conmion time-domain processing scheme of SAFT was intro­
duced in 1985 by Nagai [53]. The method involved the two-dimensional Foxirier trans­
form of ultrasonic B-scans and was named Fourier domain reconstruction (FDR). The 
reconstruction of the image is carried out in the frequency domain before the image 
is restored by perfonning an inverse Fourier transform. The advantage of the method 
was its reduced complexity compared to the traditional time-domain method. Busse 
extended the method to perform three-dimensional imaging [54]. 
The evolution of SAFT was reviewed by Doctor et al. [55] in 1986. They discussed 
different methods for implementing SAFT, as well as the issue of processing-time for 
different versions of SAFT. In the same year, Langenberg et al. [56] formulated the 
far-field SAFT technique in the form of filtered back-propagation imaging scheme. The 
resulting imaging scheme has been termed POFFIS (physical optics far-field inverse 
scattering). 
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Principles of SAFT 
Synthetic aperture focusing techniques axe based on the concept of collecting data 
from, a trzmsducer that scans the specimen. The data are processed so as to simtdate a 
laxger transducer to obtain better resolution and signal-to-noise ratio (SNR). 
Figure 4.2 shows a focused transducer scanning a material with a flaw. The figure 
also shows the echos reflected from the discontinuity for the diJFerent positions of the 
transducer. 
The first synthetic aperture processing step is to choose a collection of A-scans to 
be processed as a unit. This is referred to as the aperture of the transducer. The 
essence of synthetic aperture techniques is to introduce a time shift into each individued 
A-scan in order to edign the reflections from the discontinuity in a constructive way. 
When the point of focus concurs with a flaw the signeds add coherently, as shown in 
A-SCANS 
ECHO FROM 
DISCONTINUITY 
o •• 
DISCONTINUITY 
Figure 4.2 Data collection for SAFT 
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X = 7.6 mm 
a. Raw A-scans b. Time>sh!fled A-scans 
X = 0.0 mm I JX/-
c. Correlated A-scan 
Figure 4.3 Coherent addition of signal reflected from a flaw 
Figure 4.3. Otherwise, the signeds add destructively as shown in Figure 4.4. The result 
is £in improvement in both resolution and signal-to-noise ratio. 
Although this study is limited to signals due to longitudinal waves, the same concepts 
developed can be extended to shear waves. Since longitudinal waves and shear waves 
propagate at different speeds, they are separable in time and either of the two types can 
be used for imaging depending on the type of the transducer and the nature of the flaw. 
The formulation of SAFT involves the summation of the RF amplitudes in neigh­
boring A-scans, with appropriate time delays: 
S{hj)= A[i  + i i , j+ At{iuj) /T]  (4.1) 
where S(i , j )  is the SAFT processed image and (2N+1) is the number of A-scans included 
in the synthetic aprettire. The fimction A<(ix,i) represents the time-of-flight to the 
transducer at position (z +ii,y) minus that of the transducer at the center of the aperture 
(z, j), as shown in Figure 4.5. 
For the geometry shown in Figure 4.5, the transducer is focused on the surface of 
the test specimen and that point of focus can be viewed as the source of insonification 
inside the material. This is equivalent to having a point pulse-echo transducer. In such 
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X = 3.8 mm -
c. Correlated A-scan 
Figure 4.4 Destructive addition of the reflected signal when the point of 
focus does not coinicde with the flaw 
l ^ >1 
ao) (i+ii,0) 
(ij) 
Figure 4.5 Time delay calculation for S-A.FT 
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a case the time delay is given by: 
=  j T  [ ( 1 - 1 ]  (4.2) 
where X is the latersd scanning interval and T is the sampling intervzJ. 
One approach to performing SAFT is to consider a set of A-sccins x„ z = 1,2,M. 
The signal Xi{t) received at the ith position can be expressed as 
where u(t) is the signal received at the reference position, is the time difference in 
the signal path between the reference position and the i'* position. Tciking the Fourier 
transform 
where X { f )  and £/'(/) are the Fourier transforms of x(t) and u(t), respectively. 
Considering the collection of A-scans from positions i = 1,2,..., Af to form an array of 
signals[57] that contain reflections from the flaw, signal components can be coherently 
combined if the auxay outputs axe phase shifted by i = 1,2, eind the 
resulting signals are summed up. 
Xt(t)  = u(i -  n) (4-3) 
X ( f )  =  (4.4) 
Af 
(4.5) 
This can be written as 
Y [ f )  = W'"X(/) (4.6) 
where, 
W=[Wi,W2, . . , ,WMf 
stands for the weight vector with Wi = 
X(/) = [X^{S)Mf) XMf 
is the observed data vector. 
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The above discussion describes the one dimensional SAFT. The discussion can be 
easily extended to the two dimensional case. 
Negative Defocusing 
In order to permit scanning, the coupling medium between the lens juid the specimen 
must be a fluid. At the frequencies of interest almost all fluids cause attenuation that 
is proportional to the square of the fi-equency [58]. At high frequencies, where the 
attenuation can be excessive, it becomes necessary to decrease the signal path in water by 
bringing the trsmsducer closer to the specimen and thus focusing below its surface [59, 60] 
as shown in Figure 4.6. 
A-SCANS 
ECHO FROM 
DISCONTINUrrY 
SCANNED ^ 
TRANSDUCm 
•QISCONTINUrrY 
Figure 4.6 Negative Focusing 
With the focal point of the transducer below the surface of the material, the paths 
traveled by the signal become more complicated. Referring to Figure 4.7 the time of 
flight (TOF) between the transducer and the discontinuity can be calcvilated using 
TOF =  ^  + — (4-7)  
Ci c  
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Figure 4.7 Path of UT waves 
where ci and c are the velocities of longitudinal sound waves in the specimen and water, 
respectively. The variables p, and p^u represent the corresponding path lengths travelled 
in the specimen and water, p, eind can be determined using the geometry shown in 
Figure 4.8. 
P'  Q COS^i 
p. = 
COS U 
where F is the geometrical focal depth of the tr£insducer, and L is the maximum ver­
tical distzaice between the transducer and the specimen. For an axbitreiry discontinuity 
location P, the values of 6 <ind di are not known initially amd thus have to be evaluated 
by solving the system of linear equations; 
sind sin^i x 
= (Snell s law) (4.9b) 
C Cf 
D = d  +  h  tan 9i  (4.9c) 
Solving for dy, the above equations reduce to 
(d + 1 ,A\ 
F - L  J  ~  l - ^ s i n 2  0 i  ^  ^  
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SAMPLE h 
Figure 4.8 Transducer lens geometry 
Alternatively, we can use the paraxial approximation (for 9  < 5®), in which case 9 x  
can be evaluated by solving 
^ n 1 - . d 
— —tandi sm^i + -r-= — 
c{F — L) ci  c{F — L) = 0 (4.11) 
Either of the above equations can be solved ntmierically for The TOF c<m. be 
consequently evaluated in order to implement the zilgorithm. If the point P lies beyond 
the focal depth of the transducer as shown in Figure 5.1, Eq. 4.9c becomes: 
D  =  h  tan d i — d  (4.12) 
and Eq. 4.11 becomes: 
. tan^i -  —sin^i -
c{F — L) ci  c{F — L) 
= 0 (4.13) 
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Figtire 4.9 Transducer lens geometry with the flaw in the far-field 
Signal-to-Noise Ratio 
Noise is added randonaly to the signal by different sources. A simple method to 
minimize the noise is averaging. Many signals are taJcen at the same location and 
then averaged. By doing so, relevant signeds of the structure of the materieJ are added 
coherently. Noise on the other hand, is added incoherently. The result is an improvement 
in SNR. 
The disadvantage of such a method is the computational overhead associated with it. 
Collecting N signals at the saxne location increases the amount of memory required to 
store the data. SAFT, ziltematively, implements the same concept using A-scans taken 
at different locations. The A-sc«ins are of course shifted in time so that the relevant 
signals add up coherently. Noise agjun adds up incoherently. 
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Rewriting Equ. 4.3 to represent a noisy signal Xi{ t )  received at the position. 
= u(t — Ti) + ni(t) (4.14) 
or 
Xii f i=+mn (4.15) 
where n,-(0 represents the noise components at the position. The noise is assximed 
uncorrelated (independent in case of Gaussian) zmd identical processes,  i .e. ,  if  ni{ t ) ,  n j { t )  
represent the and sensor noise, then 
E[ni{ t )n j ' { t ) ]  = (T^Si j  (4.16) 
The input signal-to-noise ratio (SNR) is therefore 
iSNRY-MUH-L um ( )' £:[liV£(/)|2] ~ <t2 ^ 
where P = E\\U{f)^\ represents the power of the signzil. 
From the SAFT algorithm(Eq. 4.5), the signal components can be coherently added 
M 
nf)  = Ewy"'"  j=i 
i=l 
= MUU) + NU) (4.18) 
The SNR of the output signal is hence 
iSNR) -[^bisR)o  Emm 
APP 
\EiZj  E[ni{ t )nr i t ) ] \  
NPP 
^ (4.19) 
In essence, the desired signal is coherently added (in voltage), while noise adds up 
incoherently (in power). The result is an improvement in SNR by a factor of equzJ to 
the number of signals added in the S.A.FT algorithm. 
Resolution 
The evaluation of the resolution obtained using SAFT have always been approximate 
and based on many eissumptions. The most commonly used assumption is the far-field 
assumption. By investigating the point-spread function of SAFT due to an array of 
transducers, Thomson [61] showed that the lateral resolution is a/4 where a is the width 
of the ultraisonic probe crystzd, while Duck [62] showed that near difeaction-limited 
resolution can be achieved throughout the field of view. For SAFT performed using 
a focused transducer, the resolution approaches the diffraction limit regardless of the 
depth. This is investigated more thoroughly in the next chapter, in light of the accurate 
analysis using the diffraction theory. 
SAFT Using the Envelope of the Signal 
High frequency RF ultrasonic signals reqiiire very fast A/D converters in addition 
to large storage space and high computational effort. In attempting to decrezise these 
requirements, attention has been focused on using the envelope of the RF signal. 
Many methods have been used to obtain the envelope of a bjindpass signal. These 
methods are referred to as bandwidth sampling techniques. In quadrature sampling the 
signal is demodulated and the envelope is evaluated using the inphase and quadrature 
components, while in analytic-signal sampling [63] the HUbert transform is used. Second-
order sampling techniques give a good approximation of the envelope only when the 
quality factor Q is high. Performing synthetic aperture techniques on the envelope 
using synchronous envelope detection techniques introduces error when time delays are 
introduced into each channel. Chang [64] proposed a system that compensates for the 
error when using quadrature sampling. 
The above methods usually involve additional processing which increases the com­
plexity of the system. A method used in communication circuits [65] however requires 
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Figure 4.10 Asynchronous envelope detection circuit 
Input .signal. ^ Output signal. 
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Figure 4.11 Output of envelope detection circuit 
minimirm circuitry and no additional processing. The asynchronous envelope detection 
circuit is shown in Figure 4.10. The output follows the envelope of the input signal as 
shown in Figure 4.11. The difference between output and the desired signal is exagger­
ated to illustrate the decay due to the discharge of the capacitor. This difference csm 
be minimized by properly designing the time constant of the circuit. In general, the 
RC time constant is chosen such that the cutoff frequency of the low-paiss filter is much 
smaller than the carrier frequency fc and much larger than the bandwidth of the RP 
signzd, BW: 
A similar concept shown in Figure 4.10 has been implemented with the difference 
that the signal is full-wave rectified [66]. The circuit is shown in Figure 4.12. Due to the 
high bandwidth of the system {200MHz), RF surface-mount components are used. The 
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RF DIODE 
Figiire 4.12 Asjaichronous envelope detection circuit using full-wave recti­
fication 
actual bandwidth of the components is chosen to be greater than oQOMHz,  to account 
for the harmonics of the RF signal when rectified. The above circuit was incorporated 
into the receiver of the SAM system. The scheme has the distinct advantage of detecting 
the envelope of the signal in real time. 
The advEuitages of using the envelope of the signal come at a cost. The phase 
information contained in the signal is lost. This does not have a significant eiFect on the 
B-scan imz^e. Its effect on the processed image using SAFT is however to be evaluated. 
Assuming the excitation signal and the transducer to be narrowband, the received sign<d 
can be expressed, to a first approximation, as 
x{t) = m{t) cosut (4.10) 
where m{t) is the envelope of the signal and u; is the center frequency of the spectrum of 
the RF signzil. The circuit in Figure 4.12 can be viewed as a full-wave rectifier followed 
by a low pass filter. The rectified signal is therefore 
I x{t) 1=1 m{t) II cosb;t | (4.11) 
Using the series expansion, | x(i) | can be expressed as 
I x{t) 1= [-4o + -I- A2m*{t) +...] * [Bq -f- B\ cos 2u}t -I- cos 4a;< + ...] (4.12) 
where | m{t) |< 1 and, 
= Taylor series expansion coefficients of [ m[t)  |  
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= Fourier series expansion coefficients of j cosut | 
The envelope of the RF signal is obtained by low pass filtering the rectified signed j x(f) j, 
y(^) = AOBQCQ + AxBoCQTn^{t^ 4* A2BQCoTn.*[t) +... (4.13) 
+A0B1C2 cos 2ju}t + AiBiCim^{t) cos 2urt + A2BiC2m*{t) cos Tut +... 
+A0B2C4 cos4u;< + AiB2C4m^{t) cos4ujt + A2B2C4rn*{t) cos4a;< + ... 
where Cn = fl^(na7o), is the firequency response of the filter. Since Hinuo) is 
negligibly small for large values of n, the envelope function can be expressed as: 
y(t) — AQBQCQ + AiBoConi^(t) + A2BoCQTn^{t) + ... (4.14) 
From Eq. 4.14, it follows that if a signal X i ( f )  = x{t — r,) is input to the envelope 
detection circuit in Figure 4.12, the output 
ft(^) — AqBQCO + AiBoCoTTl^^T — Tf) + A2BoCoTTl^(T — T{) + ... (4.15) 
is equal to y{t — r,-), i.e. the envelope detection circuit is time invariant[67]. This means 
that despite the loss of phcise information, the synchronization information necessary to 
perform SAFT is not lost. 
Assumptions Associated with the Geometrical Model 
The geometrical approach to SAFT assumes a ray model. As the transducer is 
focused on the surface of the material, it is seen as a point source and the signals 
emanating from it and reflected from the flaw are assumed to follow straight ray paths. 
This assiunption is acceptable when the wavelength is small compared to the dimensions 
of the transducer as well as the material and flaw structure. Such is not always the case 
though and diffraction becomes a factor in shaping the ultrasonic fields. 
Even when the ray model is not aisstmied, the axea of investigation is tissumed to be 
the far-field of the transducer and the Fraunhofer approximation is used. The effect of 
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all these assumptions on the calculation of the parameters necessary to perform SAFT 
is investigated in the next chapter when a diffiraction model is used to implement SAFT. 
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5 DIFFRACTION-CORRECTED SAFT 
The geometrical model discussed in chapter 4 ignores the diffiraction effects due to 
the finite aperture of the transducer. This assxmiption is more tolerable in the far-field 
region, or the Fraunhofer zone. The complex Veiriations in the propagating waves should 
be taken into consideration however when operating in the nezir-field region [68, 69], or 
the Fresnel zone. 
In this chapter, Green's theorem [70, 71] is used. Greens's function is the solution 
to the wave equation for a wave emanating from a point source. This solution can be 
integrated over the sxurface of a focused transducer to derive an analytical expression for 
the field components of the transducer 
The parameters necessary to perform SAFT, such as the time-of-flight and the boimd-
axies of the insonified field of the transducer, are evaluated based on the derived model. 
These parameters are compared to those obtained from the geometrical model and bzised 
on this comparison, a modified SAFT algorithm is proposed. In addition, the analytical 
model is used to evaluate the resolution in an immersed solid due to a focused transducer. 
The same approach is followed in evaluating the improvement in resolution achieved by 
the use of SAFT. 
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Green's Function 
As discussed in chapter 2, the displacement u associated with longitudinal waves in 
«in isotropic mediimi can be derived from a potential 4>, where 
u — V<b (5.1) 
and 6 obeys the wave equation 
where c = y is the longitudin<d wave velocity, A and are Lame constants for an 
isotropic medium. 
Eq. 5.2 reduces for CW excitation by a small vibrating sphere, assuming no potential 
variation with the angle, to: 
= 0 (5.3) 
pap op 
where Ar = ^ is the wave number. Solutions for this equation are: 
6 = — (5-4) 
P 
The above solution represents spherical waves propagating outward from the origin 
and toward it corresponding to the — and + signs, respectively. From this solution, an 
expression can be derived for the potential of a longitudin2d wave generated by a point 
source. Considering a source at point x, y, z, the potential at a point x', y\ z' can be 
written in the form: 
G = ^ (5.5) 
P 
where 
P = ^(x - x'Y + (y - y'Y + (2 - z'Y (5.6) 
This solution obeys the wave equation + k^<j> = 0(G = <?i), except where p = 0 
when —> oo. More generally, the solution is of the wave equation for a source point 
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at X. y .  z ,  with 
V G  +  =  5 { x  - x ' , y -  y ' ,  z  -  z ' )  (5.7) 
where x',y',z' are now the independent \'ariables. The function 8{x — x',y — ,z — z') 
is the three-dimensional Dirac delta function, which satisfies the equation 
f f f 6{x — x',y ^ y',z — z')dx'dy'dz' = 1 (5.8) 
J —OO J—OO J—oo 
with 5{x ~ x',y — x/,z — z') -¥ oo as p 0. 
Eq. 5.0 satisfies the botmdary conditions at infinity ajid corresponds to a wave prop­
agating outward from the point x,y,2. The function G is called the free-space Green's 
function. The constant A can be shown to be ^ [72]. Thus the free-space Green's 
ftmction is 
(5.9) 47rp 
Green's Theorem 
The above results apply to a point source. In order to extend these results to evaluate 
the potential due to a transducer, we assimie ein evaluation of the potential <i> at any 
point x, y, z given o and V© on a surface surrounding that point. Stjirting with the wave 
equation 
VV + k^4> = 0 (5.10) 
Green's theorem is employed. Eq. 5.10 is multiplied by G and the result is subtracted 
from the product of Eq. 5.7 with 4>- The resulting expression is integrated over an 
arbitrary volume V. Using the relation 
j y\ z')8{x' - X, y' - y, z' - z)dV' = (^(x, y, z) (5.11) 
we obtain the formula 
o { x , y . z )  =  j ^ { 6 V ' ^ G - G V ' ^ 6 ) d V '  
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= V'.(©V'G - GS/%)dV' (5.12) 
.Applying Gauss's theorem to the integral of Eq. 5.12, we see that 
o(x.y, z)= [ {oV'G - GS7'0).ndS' (5.1.3) 
Js' 
where S' is any surface enclosing the point x,y,z and n is the outward normzJ from the 
volume v. Substituting the solution of G from Eq. 5.9 in Eq. 5.13, we see that o can be 
determined at any point if we know o and V<2> on the sxirrounding surface. 
It follows from the Sommerfeld radiation condition [72] that o and Vd> need to be 
determined only on the surface of the transducer and the surface of the baffle siirrounding 
it. It is also more convenient to choose a different Green's function in Eq. 5.13, such that 
G = 0 or VC?.n = 0 on the transducer and its baffle. Then we need specify only o and 
V6.n at the transducer and the baffle surroimding it. Such possible Green's functions 
are those due to a source S(x' — x.y' — y.z' — z) eind its image S{x' -x.y' — y.z'-'rz) in 
the plane s = 0. These Green's functions must have one of the following forms: 
where 
Pi = yj{^- + (y - + 
and 
P2 — v^(ar — x ' )^  + (y -  r/y  + (z  + 
Green's frinction with the positive sign in Eq. 5.14 obeys the boundary condition dGfdz' = 
0 at z' = 0, while that vrith the negative sign obeys the boundary condition G = 0 at 
2' = 0. 
The first choice of Green's frmction, with a positive sign, in Eq. 5.14 yields a solution 
for the potential at any point 
u r 
o { x . y . z )  =  —  /  d S  (5.15) 
2- J s  p  
I 
where the integrai is taken over the axea of the transducer and it is aissumed that u~ is 
constant {ux = Uo) and is proportional to on the surface of the transducer. It is 
assumed to be zero on the baffle. 
Field of a Focused Transducer 
The choice of Green's function in the previous section is rigorously correct for a flat 
piston transducer surrounded by a rigid baffle. Eq. 5.15 however can be used as an 
approximation for a slightly curved transducer [73]. 
Considering the transducer shown in Figure 5.1, the radiator has a radius a and a 
radius of curvature F. The geometrical focal point of the tKmsducer is assumed to be 
the origin 0 of the Cartesian coordinate system. 
A 
z 
transducer 
Figure 5.1 Problem geometry for a focused transducer 
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The potential of an incident wave generated by the transducer at an arbitrary point 
P(xp,yp, Zp) in the liquid or on the liqtiid-solid interface can be expressed as[74] 
"J Jell 
4>(xp, yp, Zp) = j (-5-16) 
where Uo, the particle displacement, is assumed to be uniform over the surface of the 
transducer and zero outside it. 5/ is the transducer radiating stirface. 
R =1 NP 1= V(x/ - + (y, - !,,)2 + (z, -
is the distance between point P and point N{xj,yf,Zf) located on the surface of the 
transducer, and k is the wave number in the coupling liquid. The factor is omitted 
for simplicity. 
To find the transmitted acoustic fields at the pliine solid-liquid interface, the incident 
field is represented as a set of plane waves. The spherical wave R can be expressed 
in terms of plane waves as 
_ / dd) gi{-M2/-2p)cos«+isinfl[(r/-rp)cos.^(y/-yp)sin«»]}gjjj^^^ (5.17) 
R 2ir Jo Jo 
Substituting Eq. 5.17 in Eq. 5.16, we obtain the incident field of the spherical focused 
transducer 
<p{xp, Vp'. 2p) = I Is/^^Io - Zp) cos 6 + 
A:sin^[(x/ —ip)cosp-h(y/ —yp)sin<^]}^ sinddd (5.18) 
In spherical coordinates, dS/ = sind/dO/dOf, Xf = Fsin0fcos<pf, yj = Fs'm6f 
sin©/, Zf — F cos Of. Here 0/ and 4>f are the polar and aizimuthal angles of vector 
f{F,9f,(f>/), 0 <6f <a, and 0 < <p/ < 2t. 
Changing the order of integration eind calculating the integral over <t>f, the following 
expression is obtained for the incident field: 
0(Xp,yp,Zp) = p- r do p(^)ej{*-pcos«-fcsmfi[xpcoso+yp«no]} 
—TT Jo JO 
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where ipo = UoF, and 
F { e )  =  j k F  r  s i n e  s i n e  f )  sin^/rf^/, (5.20) 
^0 
where Jo is the 0th order cylindriczd Bessel function of the first kind. 
This represents the expansion of the incident field of a spherical focused trcinsducer 
in the form of plane waves. Each plane wave has the direction of oscillation along a 
vector e = Ci sin 0 cos 0 + Cy sin ^  sin <p + ez cos 0, where (Cx, Cy, e-) are the unit vectors in 
the Cartesian coordinates. 
Field Variations in an Inunersed Solid 
To discuss the propagation of the longitudinal wave in a solid immersed in water, the 
refraction of a plane sound wave at the boundciry of an elastic half-space (Figure 5.2) is 
considered. Here pi is the density of the solid, q and Ct are the velocities of longitudinal 
and transverse waves in the solid, respectively. ki = u/ci and Ki = ufct are the 
corresponding wave numbers for the longitudinal and transverse waves in the elastic 
half-space. 
The complete set of waves in both haJf-spaces is 
z>Q, <p =  -I- a = (fc2 -
z < 0, <^ = cti = (ki — f^)2 
V-x = -I- = (k^ - C')? (5.21) 
where o is the potential in liquid, <i>\ and are the potentials in solid due to longitudinad 
waves and transverse waves, respectively. 6 is the incident angle, 9i and 71 are the 
respective longitudinal and transverse refraction angles. 
The boimdary conditions can be shown to be: 
{K\l2m^){<t> -I- o") -h Pi(pi -h o") — — rb") = 0, m = pilp. 
\ 
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Figure 5.2 Refraction of a plane wave at an elastic half-space 
Q!i(<?i'i - <Pi) + = 0, 
a(<^'-0")-( 'c?/2OK+O = 0 (5-22) 
where pi = —/ci cos 271/2 sin 7i and ^ = fcsin^ = fci sin^i = tti sin 71. 
The transmission and reflection coefficients are therefore fonctions of the incident 
angle 6. It can be shown that L{6), the transmission coefficient of a plane longitudinal 
wave traveling from the liquid to the solid, is given by[75]: 
m = f .  
= —Zi cos(27I)(Z{ COS^(27I) + Zt sin^(27i) + Z)~^ (5.23) 
Pi 
where Z = pcf cos 9 is the acoustic impedance of water, Zi = piCi/cosOi and Zt = 
PiCt I cos "Yi are the acoustic impedances of the solid for longitudinal zuid transverse 
waves, respectively. 
As the longitudinal wave propagates from point P(xp, yp, Zp) on the liquid-solid inter­
face to an arbitrary point M[x'. y', z') (Figure 5.1) in the solid it undergoes an additional 
i 
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phase component equal to ~ki{zp — z') cos 8i + ki sin9i[(xp — x') cos y') sin d>]. 
Hence, the potential of the incident longitudinal wave at an arbitrary point M with 
coordinates (x', y', z') in the solid is represented in the form of a set of plane waves as 
<pi(x',y',z')~^f d<i> F{0)L{6)exp(j{kzpcos6 
J.Ti' Jo Jo \ 
—ki {zp — z') COS 9i — k sin d[x' cos ^  + y' sin <!>] sin Odd (5.24) 
Field Variations Due to Wideband Excitation 
The analysis so far has assumed an excitation of the form Most transducers 
however are excited by a wideband pulse. Hence the previous approach needs to be 
extended to evaluate the field components due to a wideb<md excitation. 
The expressions derived for the potential in the coupling liquid (Eq. 5.19) and for 
the potential in the immersed solid (Eq. 5.24) are functions of frequency Uo<i>{x,y,z,f). 
An exciting pulse Uo(t) can also be expanded in terms of its frequency components as a 
Fourier series[76]: 
wo(0= E (5.25) 
Tl=—OO 
where 
a„ = U{nu}o) (5.26) 
and U{u; )  is the Fourier transform of Uo(<). Combining Eq. 5.25 and Eq. 5.26, 
«o(<)= E (5.27) 
n=—OO 
Substituting for Uo in either Eq. 5.19 or Eq. 5.24, we obtain 
4>{x, y, 2) = E U{nu;o)eP'^''^4>{x, y, z, f) (5.28) 
n 
where the range of n is chosen in practice to closely approximate the bandwidth of the 
exciting pulse. 
) 
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Validation of the Analytic Model Using the Finite Element Method 
To verify its accuracy, results from the analytic2d model are compared to results 
obtained using the finite element method [77]. The field displacement at a point (xp. 0, Zp) 
can be derived from Eq. 5.19: 
d<f> 
= (5.29) 
2 Jo 
Because of axisymmetry, r/p is assumed to be zero and we need only to evaluate the dis­
placement in one dimension in the direction perpendlcidar to the axis of the transducer. 
For wideband excitation and using Eq, 5.28, Eq. 5.29 becomes: 
U,{Xp, 0, Zp) = ^ ^^ kUiiuo) ^(^)e^*{ct+zpCos5-rpsm« cosfl} 29(16 (5.30) 
Eq. 5.30 is used to evaluate the displacement in the field of a spherical transducer 
with foczJ depth / = 6mm and radius r = 1.8mm. The normalized peak displacement 
is plotted eind compared to results obtained from the finite element method. Figure 5.3 
compares results derived for a depth of 3mm while Figure 5.4 is at a depth of 5mm. 
In both cases the excitation signal u{t) is assumed to be cosa;o<(l + coswit), where 
fo = 5MHz and fi = fo/5. The analytical model generates results that axe similar to 
those obtained using the finite element method. 
Diffi:action-Corrected SAFT 
The accurate evaluation of the ultrasonic fields using the diffraction model allows us 
to calculate the parameters of SAFT more accturately. These parameters are discussed 
in this section. A comparison is conducted between the geometrical model and the 
diffraction model based on these pzirameters [78]. 
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Figure 5.3 Displacement off the axis of the transducer (depth = 3mm), — 
analytical model,... finite element model 
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Figure 5.4 Displacement off the 2uds of the traasducer (depth = bmm), — 
analytical model,... finite element model 
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Focal depth 
Diffraction causes the actual focus of the spherical transducer to differ from the 
center of its curvature. The lower the frequency, the more prominent the diftaction 
because the wavelength becomes more comparable to the dimensions of the aperture. 
This results in the focal depth being smaller than the geometrical focal depth. 
The effect of diffiraction on the depth of focus is shown by evaluating the displacement 
in water. For evaluating Uz on the axis of the transducer, Eq. 5.29 becomes: 
Eqs. 5.31 and 5.32 are used to evaluate the displacement of a loMHz focused traxis-
ducer in water. The radius of the tr2msducer is 2.5mm and its focal depth is 35mm. 
The excitation pulse is etssimied to be cosa;of(l + cosa;ii) as shown in Figure 5.5, where 
fo = IhMHz and /i = /o/3. Figure 5.6 shows the normalized peak displacement along 
the axis of the transducer for monochromatic excitation as well as wideband excitation. 
/' sin 29dd JQ (5.31) 
For wideband excitation, Eq. 5.31 becomes: 
UO, 0, Zp) = ^ ^  kl7(t'u;c>) jT' ^Odd (5..32) 
2 
2 2S 3 as 
*10** 
Figure 5.5 Exciting signal 
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Figure 5.6 Axial displacement (... monochromatic excitation, — wideband 
excitation) 
From Figmre 5.6, it is evident that the focal depth (» 27mm) is smaller than the 
geometrical focus. At this depth, meocimum signal-to-noise ratio and resolution are 
achieved. The figure also shows that if SAFT is performed in the near-field, the ampli­
tude of the field displacement chsmges more rapidly than it does in the far-field. Since 
it is uncommon to have a monochromatic excitation in ultrasonic transducers, there are 
no nulls in the field displacement making it possible to perform SAFT in the near-field 
as well as in the far-field. It is desirable however to compensate for the field vsu-iations. 
This can be done by weighting the sign<ds reflected from different depths. 
The effect of diffraction as a function of frequency is shown in Figure 5.7. The actual 
focus in water is changed considerably as the frequency is decreased from IbMHz to 
o M H z .  
When the ultrasonic beam propagates from one medium to another, the depth of 
focus changes as a result of refraction. This is the case when a test specimen is immersed 
in a coupling liquid. To evaluate the cixial displacement Uj inside a sample of aitrminum 
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Figure 5.7 Normalized axial displacement in water (— 15 MHz transducer, 
... 5 MHz transducer) 
immersed, in water, an expression similar to Eq. 5.32 is derived, from Eq. 5.24; 
A — 
O'(iu;o) sine cos didO 
(5.33) 
The front surface of the scimple in this czise is 5.5875mm from the transducer. Conse­
quently the front surface is situated in the near-field. Figure 5.8 shows the normalized 
peak axial displacement inside the material, using the same transducer as in the previous 
example. Using Eq. 4.9c from the geometrical model discussed in Chapter 4, the depth 
of focus inside the solid is 6.65mm. The actual depth of focus shown in Figure 5.8 is 
2.9125mm. 
Synchronization information 
Since the path of the ultrasonic waves is different from that anticipated by the geo­
metrical model, the result is that the geometrical model prediction of the timing infor­
mation is not accurate. The discrepancy is more discernible at lower frequencies, where 
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Figure 5.8 Axial displacement in solid 
diffraction is more prominent. 
To compare the two methods, the displacement is evaluated as a fimction of time at 
certeiin depth using Eq. 5.28 emd 5.24. The timing information critical for SAFT recon­
struction is the difference in time-of-flight between adjacent points at the same depth. 
Figure 5.9 shows the time waveforms of the displacement for different points at depth 
L5875mm inside the material for the previous example. The center plot represents the 
displacement on the axis. Displacement plots for distances of 480,960 and 1440fim from 
the axis, in both directions are presented. Similarly, Figure 5.10 shows the displacement 
plot obtained for a oMHz transducer retaining the same geometry. 
The difference in time-of-flight (At) between each waveform and the reference axial 
waveform is evaluated. Since the data is usually digitized before it is processed, the 
signal is sampled at a rate of iGHz. The results are shown in Figure 5.11 along with 
those obtained using the geometrical method. 
As expected, the error in time-of-flight difference is larger at lower frequecies. It is 
not lairge however when we consider the accuracy of the imaging system itself. Other 
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Figiire 5-9 Displacement waveforms at depth of 1/16 inch for a transducer 
with center frequency of 15 MHz 
Figure 5.10 Displacement waveforms at depth of 1/16 inch for a transducer 
with center frequency of 5 MHz 
0.1 0.4 0.6 0.7 0.8 0.9 
*10" 
Fig\ire 5.11 Differences in time-of-flight (A<), (—) geometrical model, (.-) 
15 MHz, (...) 5 MHz 
sources of error are often more dominant. Errors contributed by the vibration of the 
transducer during scanning, for example, are often larger than errors in time-of-flight 
for most commercial sc2inners av2ulable today. This results in improper alignment of the 
acquired A-scans. The error due to the inaccuracy of estimating the time-of-flight is 
often negligible in comparison. 
Field of view 
The field of view is the area, at a certain depth, that is insonifled by the transducer. 
It is an indication of how many signals cjin be included in the SAFT reconstruction 
process. A larger field of view means that more signals (A-scans) can be employed. 
In the geometrical model, the field of view is assumed to be constant over the cross 
section of the geometric cone described in Chapter 4. To evaluate the field of view more 
acciirately, Eqs. 5.29 and 5.30 are used to evaluate the diplacement of ultrasonic waves 
in water. The depth at which the displacement is evaluated is 3mm causing it to be in 
1 
I 
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Figure 5.12 Off-axis displacement (... monochromatic excitation, _ wide-
bamd excitation) 
the near-field region. Figure 5.12 shows the normalized peak displacement for both the 
caises of monochromatic and wideband signals. 
To displacement is also evcJuated. in solid, for the same trjinsducer discussed above. 
The displacement in the solid is derived from Eq. 5.24 and 5.28: 
Uz{x\0,z') = jF^2kiU{iu}o) F{6)L{B)exp(^{kct-'rkzp cos9 
—ki{zp — z') cos di — kx' sin 0 cos sin 6 cos d\d6 (5.34) 
Figure 5.13 shows the normalized peaJc displacement off the axis of the transducer. 
The figure also shows the field, predicted by the geometric model. It is evident that 
assuming the geometric field for the purposes of SAFT reconstruction will result in low 
amplitude signals to be included in the process. Instead, a limited field of view is chosen 
such that only signals with high amplitude are used to perform SAFT. 
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Figure 5.13 OfF-axis displacement in solid 
3-dB definition 
The beam intensity at a certain plane z — Zo inside the solid is proportional to the 
square of the displacement, where the displacement is given by Eq. 5.34. The beam 
intensity is plotted in Figxire 5.14 for depth 1.5875mm(l/16tn) inside the solid and in 
Figxire 5.15 at the focal plane inside the solid. 
-A.s expected, the beam intensity is at a minumum at the focal plane. The diameter 
of the beam at the 3-dB points can be defined as the resolution of the beam. At the 
focal plane the width of the beam is 440/zm, which is comparable to the wavelength A 
in aluminum. 
Due to the linaited aperture of the transducer, a perfect image can never be obtained 
even if the lens is aberration free. The resolution is limited due to the diffraction from 
the aperture. A system employing such a lens is said to be diffraction limited if the 
diffraction effect is the sole cause for the limited resolution. This concept is similar to 
the concept of an optical diffraction limited system discussed extensively in [79]. 
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Figure 5.14 Beam intensity at depth = 1.5875mm 
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Figure 5.15 Bezun intensity at foc<d depth 
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Figxire 5.16 Beam width intensity as a result of S-A.FT for depth 
= 1.5875mm 
The width of the beam at depth 1.5875mm is 2.2mm- When SAFT is performed 
at that depth, the intensity of the resulting field, shown in Figure 5.16 is compeirable 
to the that at the focal depth. The conclusion is that diffiraction-limited beam-width is 
achievable for ajiy depth through the use of SAFT. 
Two-point definition 
-A. more accurate definition for the resolution is the two-point definition [80]. It is 
based on the concept of evaluating the field for two adjacent points and establishing a 
criterion for their minimum discernible seperation. 
Rayleigh suggested that two points can be discerned if the maximum response to one 
point is located at the first zero response to the other point. This results in a dip of 25.6% 
of the maximum displacement halfway between the two points for a monochromatic 
excitation. Such definition is not applicable however for wideband sources where a 
distinct zero does not usually occur. 
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More smtable definitions such as the Sparrow criterion determine whether two points 
can be distinguished from each other by the intensity level half way between the two-
points. The Rayleigh criterion that this level should be just 25.6% less than the maixi-
mum is therefore arbitrary. Such definition takes also into consideration the noise level 
and other limitations in the system. 
The analytical model is used to evaluate the field due to two point sources. Assuming 
that the pulses are very short, we can assimie that there is no correlation between the 
two sources and that the intensity is just the sum of the their individual intensities [72]. 
Figure 5.17 shows the image intensity due to two points seperated by 2A at a depth 
= 1.5875mm in the solid. The two points are not discernible at this depth because of 
the width of the beam. As a result of SAFT reconstruction however, the two points 
are imaged with a dip of 25% halfway between them as shown in Figure 5.18. This 
illustrates the ability of SAFT to improve the resolution. 
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Figure 5.17 Image intensity for two point sources separated by 2A at depth 
= 1.5875mm 
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Figure 5.18 Image intensity after SAFT reconstruction 
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6 EXPERIMENTAL WORK 
Comparison Between the Geometrical Model and the Diffiractlon 
Model 
Figure 6.1 shows a loMHz transducer negatively defocused to detect a hole in an 
aluminum block. The scan is performed twice: once recording the RF signal, and once 
obtaining the envelope of the RF data. Figure 6.2 shows the image obtained using the 
RF data, while the image that employs the envelope data is shown in Figure 6.3. 
The result of SAFT reconstruction using the RF data is shown in Figure 6.4 for 
the geometrical model. Figure 6.5 shows similar restilts with the field of view being 
modified according to the difeaction model. Profiles of the image of the flaw are shown 
in Figure 6.6. The modified algorithm clearly enhances the performance of SAFT. 
Similar results are shown in Figures 6.7,6.8 and 6.9 for the envelope data. 
Tmudncerlens 
focal depth ^  35tnm 
diameter sSnun 
Aluniiaum block Cylindrical flaw 
(1/16" diameter) 
Figure 6.1 Experimental setup 
Figure 6.2 B-scan using the RF data 
Figure 6.3 B-scan using the envelope function 
S6 
Figure 6.4 SAFT reconstruction using the RF data with the geometrical 
model 
Figure 6.5 SAFT reconstruction using the RF data with the dif&action 
model 
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Figure 6.6 Profile of the flaw using RF data, — diffraction model, ... geo­
metrical model 
Figure 6.7 SAFT reconstruction using the envelope data with the geomet­
rical model 
Figure 6.8 SAFT reconstruction using the envelope data with the difeac-
tion model 
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Figure 6.9 Profile of the flaw using the envelope data, — diffraction model, 
... geometrical model 
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Resolution 
To evaluate the resolution that can be achieved using SAFT, utltrasonic images are 
obtained of an aluminum sample with two flat-bottomed holes. The holes are 1.3mm 
apart and are .8mm in diameter. Figure 6.10 shows a B-scan with the bottom of the 
holes at the focal depth of the transducer. The resolution is clearly high in this case. 
The scan is repeated with the bottom of the holes in the near-field region of the 
transducer. B-scans of the specimen are shown in Figxires 6.12 and 6.16, for different 
positions of the transducer. To improve the resolution, SAFT is performed and the 
results are shown in Figures 6.13 and 6.17, respectively. 
Figures 6.11,6.14, 6.15, 6.18 and 6.19 show^ the amplitudes of the reflections from 
the holes. The best resolution is clearly achieved at the focal depth of the transducer 
where the signal-to-noise ratio (SXR) is 20AdB. .A.s a result of SAFT reconstruction 
of the data in the near-field, the resolution is significantly improved. Due to S.A.FT, 
the SNR is increased from T.odB to ll.odB (Figures 6.14 and 6.15) and from 8dB to 
16dB (Figxires 6.18 and 6.19). The difference in the degree of improvement is due to the 
quality of the data obtained and the effect of other sources of error in the system. 
S9 
Figtire 6.10 B-scan with the discontinxiities at the foccil depth of the trans­
ducer 
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Figure 6.11 Resolution at the focal depth 
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Figure 6.12 B-scan with the discontinuities in the near-field region 
Figure 6.13 Result of S.A.FT reconstruction 
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Figiire 6.14 Resolution in the neax-field region 
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Figiire 6.15 Resolution as a resiilt of SAFT reconstruction 
Figure 6.16 B-scan with the discontinuities in the neax-field region 
Figure 6.17 Result of SAFT reconstruction 
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Figure 6.18 Resolution in the near-field region 
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Figure 6.19 Resolution as a result of S.A.FT reconstruction 
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7 CONCLUSION 
Synthetic aperture focusing techniques have been traditionaJly performed based on 
a geometric2il model that does not tzJce into consideration the effects of dif&action. In 
this study, SAFT is performed using parameters obtained through an analytical model 
derived from diffraction theory. 
To evaluate the merits of the diffraction model relative to the geometrical model, 
pzirameters of the field that are relevant to SAFT implementation were derived. These 
parameters include the synchronization information, the field of view of the trzinsducer 
and the axial displacement. 
Comparison of the synchronization information obtained through SAFT to that ob­
tained through the geometrical model showed error resulting from the latter. This error 
is larger at lower frequencies where the role of diffiraction is more prominent. In any case 
however, the error is overshadowed by other error sources existing in the system and this 
factor did not prove to be significant. The diffraction model will provide improvement 
in this aspect however, if future instrumentation designs can minimize or eliminate the 
timing error due the movement of the scanner. 
While the geometrical model assumes the field to be constant within the geometric 
cone, the diffraction model showed the near-field variations of the field components to 
be significant. In the axial direction, sharp changes in the displacement in the near-field 
require a procedure for weighting the reflected signals. This modification to the SAFT 
algorithm results in a better interpretation of the acoustic image. 
The evzduation of the field displacement off the axis of the transducer provided a 
95-96 
more acciorate evaluation of the field of view of the transducer. WTiile the geometrical 
model assumes consteint diplacement from different locations in the field of view, the 
diffraction model shows that the displacement falls gradually away from the axis. .A.s a 
result, the region where SAFT is performed is limited by the area where reflected signals 
are sufficiently high in amplitude to be included in the S-A-FT reconstruction process. 
The developed analytical model was used to evaluate the resolution of a wideband 
transducer in an irmnersed solid. The model was also used to illustrate the improvement 
in resolution achieved by SAFT reconstruction. The model suggests that diffraction-
limited resolution can be achieved at any depth by implementing the modified S-A.FT 
algorithm. Experimental results agree with the theor\' although the achieved resolution 
was degraded due to the system limitations. 
In addition to the diffiraction model, this dissertation introduced a new technique to 
perform SAFT based on using the envelope fimction. The envelope is generated eisyn-
chronously and promises savings in both processing time and hardware requirements. 
Experimental results showed the validity of using the suggested scheme. 
.Additional work in the future cein address the issue of resolution more comprehen­
sively. Based on work in this dissertation, criteria for resolution cam be defined to take 
into consideration the noise and other system limitations. 
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