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Abstract. The point placement problem is to determine the positions
of a set of n distinct points, P = {p1, p2, p3, . . . , pn}, on a line uniquely,
up to translation and reflection, from the fewest possible distance queries
between pairs of points. Each distance query corresponds to an edge in
a graph, called point placement graph (ppg), whose vertex set is P . The
uniqueness requirement of the placement translates to line rigidity of the
ppg. In this paper we show how to construct in 2 rounds a line rigid point
placement graph of size 9n/7+O(1). This improves the result reported in
[2] for 5-cycles. We also improve the lower bound on 2-round algorithms
from 17n/16 [2] to 9n/8.
1 Introduction
Let P = {p1, p2, ..., pn} be a set of n distinct points on a line L. In this paper,
we address the problem of determining a unique placement (up to translation
and reflection) of the pi’s on L, by querying distances between some pairs of
points pi and pj , 1 ≤ i, j ≤ n. The resulting queries can be represented by a
point placement graph (ppg, for short), G = (P,E), where each edge e in E joins
a pair of points pi and pj in P if the distance between these two points on L is
known and the length of e, |e|, is the distance between the corresponding pair of
points. (Note the dual use of pi to denote a point on L as well as a vertex of G.)
We will say that G is line rigid or just rigid when there is a unique placement
for P . Thus, the original problem reduces to the construction of a line rigid ppg,
G.
Early research on this problem was reported in [6,5]. In this paper, our first
principal reference is [3], where it was shown that jewel and K2,3 are both line
rigid, as also how to build large rigid graphs of density 8/5 (this is an asymptotic
measure of the number of edges per point as the number of points go to infinity)
out of the jewel. In a subsequent paper, Damaschke [4] proposed a randomized
2-round strategy that needs (1 + o(1))n distance queries with high probability
and also showed that this is not possible with 2-round deterministic strategies.
He also reported the following result:
Observation 1 At most two equal length edges that are collinear with a line L
can be incident to a point p on L.
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Our second principal reference is the work of [2] who improved many of the
results of [3]. Their principal contributions are the 3-round construction of rigid
graphs of density 5/4 from 6-cycles and a lower bound on the number of queries
necessary in any 2-round algorithm. They also introduced the idea of a layer
graph which is useful in finding the conditions for rigidity of a ppg and proved
the following result about it:
Theorem 1. A ppg G is line rigid iff it cannot be drawn as a layer graph.
In [1] we proposed a 2-round algorithm that query 4n/3 + O(1) edges to
construct line rigid ppg on n points using 6:6 jewels as the basic components.
In this paper, we propose a 2-round algorithm that queries 9n/7 + O(1) edges
to construct a line rigid ppg on n points, using 3 paths of degree two nodes of
length 2 each with a common vertex as the basic component, bettering a result
of [2] that uses 5-cycles. More significantly, we improve their lower bound on any
2-round algorithm from 17n/16 to 9n/8.
2 A Two Round Algorithm
We shall use 3 paths p1q1r1s, p2q2r2s and p3q3r3s of degree 2 nodes of length 2
attached to a node s of degree 3 as the basic component for the point placement
(Fig. 1). Other ends p1, p2 and p3 of the 3 paths are made line rigid in the first
round. We shall make the remaining 7 points line rigid in the second round.
We find a set of sufficient conditions that make the component line rigid by
preventing its drawing as a layer graph (Theorem 1). We shall call the component
as 3-path and the corresponding ppg as 3-path ppg. To find the rigidity conditions
we consider (p1, q1, r1, s, r2, q2, p2) as a 7-cycle. We shall find conditions that will
make the 7-cycle line rigid. Then s will be unambiguous. Also p1, p2 and p3 are
fixed in the first round. Consequently, the distance between p3 and s will be
fixed. So, we can consider (p3, q3, r3, s) as a 4-cycle. We shall find the condition
for rigidity of this 4-cycle. Then the union of these two sets of conditions will
comprise the set of rigidity conditions for the whole 3-path ppg.
p1 p2 p3
q1 q2 q3
r1 r2 r3
s
Fig. 1. The 3-path basic component.
We shall attach all the basic components to triplets of points among some
constant number of line rigid (in the first round) points pi. Then for each compo-
nent there will be extra 7 points and 9 edges. Thus, the density will be O(9/7).
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We shall not query the lengths of the edges q1r1, q2r2 and q3r3 in the first
round. We shall query them in the second round. So, we shall find a set of
sufficient conditions for rigidity for the basic component that does not involve
these edges. Then we can satisfy all the rigidity conditions irrespective of the
lengths of these edges which will be reported in the second round.
The layer graphs of the 7-cycle (p1, q1, r1, s, r2, q2, p2) can be grouped into
6 groups based on the number of edges on each side (Fig. 2). When different
configurations of the chain p3q3r3s are attached to them, the total number of
layer graphs for the 3-path component becomes 42. From them, by Theorem 1,
we get the following 42 conditions for rigidity of the 3-path component:
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Fig. 2. Groups of layer graphs for 7-cycle.
1. |p1p2| 6= |q2r2|, |p1p2| 6= |q1r1|, |p2q2| 6= |r2s|, |p1q1| 6= |r1s|, |q2r2| 6= |r1s|,
|q1r1| 6= |r2s|, |p1q1| 6= |p2q2|.
2. ||p1p2|±|p2q2|| 6= |r2s|, ||p2q2|±|q2r2|| 6= |r1s|, ||p1p2|±|p1q1|±|p2q2|| 6= |r1s|,
|p1q1| 6= ||r1s| ± |r2s||, |p1p2| 6= ||q1r1| ± |r1s||, ||p1q1| ± |q1r1|| 6= |p2q2|,
||p1q1| ± |p1p2|| 6= |q2r2|.
3. ||p1p2|±|p1q1|| 6= |r1s|, ||p1q1|±|q1r1|| 6= |r2s|, ||p1p2|±|p1q1|±|p2q2|| 6= |r2s|,
|p2q2| 6= ||r1s| ± |r2s||, |p1p2| 6= ||q2r2| ± |r2s||, ||p2q2| ± |q2r2|| 6= |p2q2|,
||p2q2| ± |p1p2|| 6= |q1r1|.
4. |p1p2| 6= |r2s|, |p1p2| 6= |r1s|, |p2q2| 6= |r1s|, |p1q1| 6= |r2s|, ||p1q1| ± |p2q2| ±
|p1p2|| 6= ||r1s| ± |r2s||, |p2q2| 6= |q1r1|, |p1q1| 6= |q2r2|.
5. |p2q2| 6= ||p1p2|±|r1s||, |p1q1| 6= ||p1p2|±|r2s||, |p1q1| 6= ||p1p2|±|r1s|±|r2s||,
|p2q2| 6= ||p1p2|±|r1s|±|r2s||, |p1q1| 6= ||q2r2|±|r2s||, |p2q2| 6= ||q1r1|±|r1s||,
|p1p2| 6= ||r1s| ± |r2s||.
6. ||p1q1| ± |q1r1|| 6= ||p2q2| ± |r2s||, ||p2q2| ± |q2r2|| 6= ||p1q1| ± |r1s||, |q1r1| 6=
||p2q2| ± |r2s||, |q2r2| 6= ||p1q1| ± |r1s||, |p2q2| 6= ||p1q1| ± |r1s||, |p1q1| 6=
||p2q2| ± |r2s||, |p2q2| 6= ||p1q1| ± |r1s| ± |r2s||.
Among them 20 conditions involve the edges q1r1 and q2r2 of the 7-cycle that
we want to avoid in the conditions. We shall replace each of these conditions by
a set of conditions that prevents the 7-cycle from being drawn as the layer
graph representation that corresponds to that condition. Collection of all these
new conditions and the ones that are not replaced will constitute the rigidity
conditions for the 7-cycle. As stated before if the 7-cycle is line rigid then the
(p3, q3, r3, s) will be a 4-cycle which can be made line rigid by imposing the
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condition |p3q3| 6= |r3s| [2]. This condition together with the rigidity conditions
for the 7-cycle will constitute the rigidity conditions for the whole component.
As an example of replacing conditions we shall replace the first condition,
viz., |p1p2| 6= |q2r2|, which corresponds to the layer graph representation of
the 7-cycle in Fig. 3. To replace the condition we find a set of conditions that
prevent the drawing of layer graph of the 7-cycle (p1, q1, r1, s, r2, q2, p2) in the
configuration of Fig. 3. For this we draw all the possible configurations of the
layer graph of the whole component with the layer graph of the 7-cycle being in
the configuration of Fig. 3. This new set of conditions acts as a replacement for
the condition |p1p2| 6= |q2r2| since that set will prevent the drawing of the layer
graph of the 7-cycle (p1, q1, r1, s, r2, q2, p2) in the corresponding configuration in
Fig. 3.
p1 p2
q1
r1
s
q2r2
Fig. 3. The layer graph representation of the 7-cycle (p1, q1, r1, s, r2, q2, p2) correspond-
ing to the condition |p1p2| 6= |q2r2|.
Since p1, p2 and p3 are made line rigid in the first round they must lie on
a line and their positions must be unique (upto translation and reflection) after
first round. Since in the present configuration of the 7-cycle (Fig. 3) p1 and s
are on the same side of the layer graph the edges p3q3, q3r3 and r3s can have
4 distinct configurations giving rise to 4 distinct layer graph representations
(Fig. 4) of the whole component with the layer graph of the 7-cycle being in the
configuration of Fig. 3. Thus, in order to be able to draw the layer graph of the
7-cycle (p1, q1, r1, s, r2, q2, p2) in the configuration of Fig. 3 the layer graph of
the whole component must have one of the four distinct configurations as shown
in Fig. 4.
First, we consider the configuration where p3q3 and r3s are horizontal, and
q3r3 is vertical (Fig. 4a). The condition |p1p2| 6= |q2r2| prevents the 7-cycle from
being drawn as a layer graph of present configuration. However, it involves the
edge q2r2 which we need to avoid. In the present configuration of the layer graph
of the component p1, q1, r1, s and r2 are on a line which is parallel to p2q2 and
q3r3. So, we must have |q2r2| = ||p2p3| ± |p3q3| ± |r3s||. Using this the condition
becomes |p1p2| 6= ||p2p3| ± |p3q3| ± |r3s||. Since ||p1p2| ± |p2p3|| = |p1p3| the
condition reduces to |p1p3| 6= ||p3q3| ± |r3s||. If we ensure this condition then we
must have |p1p2| 6= |q2r2| in the present configuration of the component. Thus,
the component in general and the 7-cycle in particular cannot be drawn as a
layer graph in the present configurations of the 7-cycle and the component.
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p1 p2 p3 p3
p3p1 p1
p1 p2
p2 p2 p3
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q3
q3
q1 q1
q1 q1
r1 r1
r1
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q2 q2
q2 q2
r2
r2 r2
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(a) p3q3 and r3s are horizontal and q3r3
is vertical.
(b) p3q3 and q3r3 are vertical and r3s
is horizontal.
(c) p3q3 is vertical, and q3r3 and r3s are
horizontal.
(d) p3q3 and r3s are vertical, and q3r3
is horizontal.
r1
r2
Fig. 4. Layer graphs of the basic component when the layer graph of the 7-cycle
(p1, q1, r1, s, r2, q2, p2) has 4 edges p1q1, q1r1, r1s and sr2 on one side.
Now we consider the case when p3q3 and q3r3 are vertical, and r3s is hori-
zontal (Fig. 4b). In the present configuration of the layer graph of the compo-
nent p1, q1, r1, s and r2 are on a line, and p3q3 and q3r3 are on a line. Those
lines are parallel and they are parallel to p2q2. So, we must have |q2r2| =
||p2p3| ± |r3s||. Using this the condition becomes |p1p2| 6= ||p2p3| ± |r3s||. We
have ||p1p2| ± |p2p3|| = |p1p3|. Using this the rigidity condition |p1p2| 6= |q2r2|
becomes |p1p3| 6= |r3s|.
Next, we consider the case when p3q3 is vertical, and q3r3 and r3s are hori-
zontal (Fig. 4c). The condition ||p1q1| ± |q1r1| ± |r1s| ± |sr2|| 6= |p2q2| prevents
the 7-cycle from being drawn as a layer graph of present configuration. However,
it involves the edge q1r1 which we need to avoid. In the present configuration of
the layer graph of the component p1, p2 and p3 are on a line, and q3, r3 and s are
on a line. The lines are parallel. So, we must have ||p1q1|±|q1r1|±|r1s|| = |p3q3|.
Using this the condition becomes ||p3q3| ± |sr2|| 6= |p2q2|.
Finally, we consider the case when p3q3 is vertical, q3r3 is horizontal and
r3s is vertical (Fig. 4d). In the present configuration of the layer graph of the
component p1, p2 and p3 are on a line. The line is parallel to q3r3. So, we must
have ||p1q1| ± |q1r1| ± |r1s| ± |sr3|| = |p3q3|. Using this the rigidity condition
||p1q1| ± |q1r1| ± |r1s| ± |sr2|| 6= |p2q2| becomes ||p3q3| ± |sr3| ± |sr2|| 6= |p2q2|.
The following lemma justifies the replacement (the proof is omitted).
Lemma 1. The 7-cycle (p1, q1, r1, s, r2, q2, p2) of the 3-path basic component of
Fig. 1 cannot be drawn as the layer graph of Fig. 3 if the edges of the component
satisfy the following conditions:
6 Md. Shafiul Alam and Asish Mukhopadhyay
|p1p3| 6= ||p3q3| ± |r3s||, |p1p3| 6= |r3s||, ||p3q3| ± |sr2|| 6= |p2q2|,
||p3q3| ± |sr2| ± |sr3|| 6= |p2q2|
Similarly, we can replace the other conditions for rigidity that involve the
edges q1r1 and q2r2. Collecting all the conditions we have the following lemma:
Lemma 2. The structure consisting of 3 paths of degree 2 nodes p1q1r1s, p2q2r2s
and p3q3r3s of length 2 attached to the common node s of degree 3 and having
the nodes p1, p2 and p3 fixed in the first round is line rigid if its edges satisfy
the following conditions:
1. |p1p2| /∈ {|r1s|, |r2s|, ||r1s| ± |r2s||},
2. |p2p3| /∈ {|r2s|, |r3s|, ||r2s| ± |r3s||},
3. |p3p1| /∈ {|r3s|, |r1s|, ||r3s| ± |r1s||},
4. |p1q1| /∈ {|r1s|, |r2s|, ||r1s| ± |r2s||, ||p1p2| ± |r1s||, ||p1p2| ± |r2s||, ||p1p3| ±
|r1s||, ||p1p3| ± |r3s||, ||p1p2| ± |r1s| ± |r2s||, ||p1p3| ± |r1s| ± |r3s||},
5. |p2q2| /∈ {|r1s|, |r2s|, |p1q1|, ||r1s| ± |r2s||, ||p1p2| ± |r1s||, ||p1p2| ± |r2s||,
||p2p3|± |r2s||, ||p2p3|± |r3s||, ||p1q1|± |r1s||, ||p1q1|± |r2s||, ||p1p2|± |r1s|±
|r2s||, ||p2p3| ± |r2s| ± |r3s||, ||p1q1| ± |r1s| ± |r2s||, ||p1q1| ± |p1p2| ± |r1s||,
||p1q1| ± |p1p2| ± |r2s||, ||p1q1| ± |p1p2| ± |r1s| ± |r2s||},
6. |p3q3| /∈ {|r1s|, |r2s|, |r3s|, |p1q1|, |p2q2|, ||r2s|±|r3s||, ||r3s|±|r1s||, ||p1p3|±
|r3s||, ||p2p3| ± |r3s||, ||p1q1| ± |r1s||, ||p1q1| ± |r3s||, ||p2q2| ± |r2s||, ||p2q2| ±
|r3s||, ||p1p3| ± |r1s| ± |r3s||, ||p2p3| ± |r2s| ± |r3s||, ||p1q1| ± |r1s| ± |r3s||,
||p2q2|±|r2s|±|r3s||, ||p1q1|±|p1p3|±|r3s||, ||p2q2|±|p2p3|±|r3s||, ||p1q1|±
|p1p3| ± |r1s| ± |r2s||, ||p2q2| ± |p2p3| ± |r2s| ± |r3s||}.
As mentioned before, we make triplet of points (p1, p2, p3) of each 3-path
component line rigid in the first round. Let S be the set of points for such
triplets. We make the points in S line rigid in the first round. We make the
remaining 7 points of each 3-path component line rigid in the second round. To
select triplet of points in S as (p1, p2, p3) of a component, let us select any point
of S as p1. Then let us find another point of S, we denote it as p2, satisfying the
conditions on the length |p1p2| mentioned in serial number 1 of Lemma 2. By
Observation 1, at most 8 edges will not satisfy the conditions on |p1p2|. We need
at least 8 extra points, i.e., we need to have a total of at least 9 more points,
other than p1, in S as candidate for p2.
After p2 is selected, let us find another point of S, we denote it as p3, from
the remaining pints of S such that the conditions on |p2p3| in serial numbers 2
of Lemma 2 are satisfied. By Observation 1, at most 8 edges will not satisfy the
conditions on |p2p3|. This warrants the set S to have at least 8 extra points other
than p1, p2 and p3. The point p3 selected this way by satisfying the conditions on
p2p3 must also have to satisfy the conditions on p3p1 mentioned in serial number
3 of Lemma 2. By Observation 1, at most 8 edges will not satisfy the conditions
on |p3p1|. This warrants the set S to have at least 8 more extra points, i.e., 16
extra points, other than p1, p2 and p3.
But if S has only 19 points for the selection of pis it may happen that all
the basic components are attached to the same triplets. This hinders our goal
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of obtaining a better value for α than previously known. We need to attach
the basic components evenly to all the points of S so that the same number of
edges can be attached to each of them in the first round and all of those edges,
except for a constant number, are used to attach the basic components. In other
words, we need to attach the 3-path components to the points in S in such a way
that the numbers of components attached to any two points differ by at most a
constant number.
Now we describe our algorithm to select triplets of points in S to attach
components. To attach a basic component we always select a point in S with
the lowest valence as the first point (say p1). Of the remaining points of S, at
most 8 points may not be acceptable for the second point (say p2), because
of the conditions on p1p2. From among the rest |S| − 1 points that satisfy the
conditions on p1p2 we select the one that has the lowest valence, as p2. Of the
rest |S| − 2 points of S, at most 16 may not be acceptable for the last point, say
p3, because of the conditions on p2p3 and p3p1. From among the rest points that
satisfy the conditions on p2p3 and p3p1 we choose the one that has the lowest
valence, as p3. This method will be follwed to attach each basic component to
the points in S. While, we shall attach the basic components sequentially.
To specify the number of basic components attached to a point in S we shall
use the term valence. We denote the set of points with valence d as Sd. The
following lemma tells us how big S must be (the proof is omitted):
Lemma 3. A set S of 35 points is sufficient to ensure that the valences of any
two points in S differ by at most 2.
We make the above set S of 35 points line rigid in the first round by using
jewel of Damaschke [3] as the ppg. We create 6 jewels hanging from a common
strut that is incident on 2 points of S. This will make 32 points line rigid. For
this we need to query the lengths of 49 edge. We make the remaining 3 points
line rigid by using triangle as the ppg. For each of these 3 points we query its
distance from each of the pair of points that are incident on the strut. There
will be 6 more queries for edge lengths. Thus, we shall query a total of 55 edges
in the first round to make the 35 points of S line rigid in that round.
The conditions on p1q1, p2q2 and p3q3 in serial numbers respectively 3, 4 and
5 of Lemma 2 will not be satisfied by at most 40, 90 and 122 edges respectively
(by Observation 1). In addition to the 122 extra edges needed at each of pi’s
to satisfy the conditions on |p1q1|, |p2q2| and |p3q3| we need 2 more extra edges
incident on each of pi to accommodate the difference of 2 between the number of
basic components that can be attached to the pi’s. Thus, we need a total of 124
extra edges incident on each of the points pi, i = 1, ..., 35 of S. We shall attach
3b, 3b+ 1 or 3b+ 2 (where b is a positive integer) number of 3-path components
to each point in S. This requires us to have 3b + 124 edges incident on each of
pi’s in S. In the worst case there will be at most 18 points in S with valence 3b,
no points in S with valence b+ 1 and the remaining points with valence 3b+ 2.
Thus, we shall be able to construct a total of at least 3b+ 11 number of 3-path
components from the edges provided for piqi at all the pi’s in S. Now we describe
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the algorithm to construct a composite ppg made up of 3-path components such
that all the rigidity conditions listed in Lemma 2 are satisfied for each of them.
Algorithm 1. Let the total number of points be n = 245b+ 4, 419, where b
is a positive integer. We attach at least 3b and at most 3b+ 2 numbers of 3-path
components (Fig. 1) to each of 35 rigid points in S subject to the condition that
the total number of such components being 35b+ 11.
In the first round, we make distance queries represented by the edges of
the graph in Fig. 5. All the nodes pi (i = 1, ..., 35) in the subgraph enclosed
by the rectangle are elements of S and are made line rigid in the first round
by using the jewel of [3] as the ppg. There are 6 jewels attached to a common
strut in the subgraph. Residual 3 points are made line rigid by using triangle as
the ppg. They are attached to the common strut. There are a total of 55 edges
in the subgraph. Each of the vertices pi, pj , or pk (i, j, k = 1, ..., 35) of S has
b + 124 leaves to attach 3b, 3b + 1 or 3b + 2 3-path components (Fig. 1). Since
there will be 35b + 11 3-path components we make 35b + 11 groups of 4 nodes
(ril, rjl, rkl, sl), (l = 1, ..., 35b + 11). We query the distances |rilsl|, |rjlsl| and
|rkjsl|, (l = 1, ..., 35b+11) in the first round. We will make a total of 210b+4, 428
pairwise distance queries in the first round for the placement of n = 245b+4, 419
points.
Line rigid subgraph of 35 points of S
...
...
... ...
sl
qil
ril rjl rkl
pi
35b+ 11 3-links
3b+ 124 leaves
pj pk
qjl qkl
3b+ 124 leaves 3b+ 124 leaves
... ...
Fig. 5. Queries in the first round.
In the second round, for each 3-link (ril, rjl, rkl, sl), l = 1, ..., 35b + 11, we
construct a 3-path component (Fig. 1), satisfying all its rigidity conditions as
in Lemma 2. For each such 3-link we select a point pi, from the subgraph of 35
points of S that has the lowest valency of 3-path component of Fig. 1. Since all
the 35 points pi, i = 1, ..., 35, are rigid in the first round, for any pair of such
fixed points (pi, pj)(i, j = 1, ...35; i 6= j) we can find the distance |pipj |. So, for
each pair of points (pi, pj)(i, j = 1, ..., 35; i 6= j), we shall use (pi, pj) as an edge
in the construction of the 3-path component of Fig. 1.
Now from the subgraph of 35 points of S we select another point pj(j 6= i)
such that the length |pipj | satisfies all the 4 conditions of rigidity on it as stated
in serial number 1 of Lemma 2 and that it has the lowest valency of 3-path
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component of Fig. 1 among all such qualifying points. We note that we can
always find such point pj , because there will be at most 8 edges (pipj) whose
lengths do not satisfy the rigidity conditions on it (Lemma 2) whereas we have 34
more points for choosing the point pj . Similarly, from the subgraph of 35 points
of S we select another point pk(k 6= i, k 6= j) such that the length |pjpk| satisfies
all the 4 conditions of rigidity on it as stated in serial number 2 of Lemma 2 and
the length |pkpi| satisfies all the 4 conditions of rigidity on it as stated in serial
number 3 of Lemma 2, and that it has the lowest valency of 3-path component
of Fig. 1 among all such qualifying points. We note that we can always find such
point pk, because there will be at most 16 nodes pk such that the lengths of the
edges pjpk and pkpi do not satisfy the rigidity conditions on them (Lemma 2)
whereas we have 33 more points for choosing the point pk.
Then we find an edge piqil rooted at pi satisfying the 20 conditions of rigidity
on it as stated in serial no. 4 of Lemma 2, then we find another edge pjqjl rooted
at pj satisfying the 45 conditions on it as stated in serial no. 5 of Lemma 2 and
finally, we find another edge pkqkl rooted at pk satisfying the 61 conditions on
it as stated in serial no. 6 of Lemma 2.
Then for each l, (l = 1, ..., 35b + 11), we query the distances |qilril|, |qjlrjl|
and |qklrkl| to form a 3-path component pipjpkqilqjlqklrilrjlrklsl. Its edges will
satisfy all the rigidity conditions of Lemma 2. Thus, all the 35b+ 11 3-links will
be consumed to construct 35b+ 11 3-path components. For this 105b+ 33 edges
will be queried in the second round.
There will be unused leaves qil/qjl/qkl) numbering 4,307 in total for the 35
points of S. We use a 4-cycle ppg [3] to fix 4,306 of them and a triangle ppg
to fix the rest 1 point in the second round. As before, for each pair of points
(pi, pj)(i, j = 1, ..., 35; i 6= j), we shall use (pi, pj) as an edge in the construction
of the 4-cycle. For each unused point qil rooted at pi we find another point qjl
rooted at pj such that |pipil| 6= |pjpjl|. Then the 4-cycle piqilqjlpj will be line
rigid (Observation 2). Then we query the distance |qilqjl| in the second round
to complete the 4-cycle. Note that we can always find a point like qjl. For, after
repeated selection of such matching pairs of edges there may remain at most
2 edges piqil rooted at pi of length equal to that of the same number of edges
rooted at pj (Observation 1). In such a situation we switch the matching to
match such edges rooted at pi with edges other than those same length edge/s
rooted at pj - this is always possible because there are at most 2 edges rooted
at pj that have the same length (Observation 1). To make the remaining 1 leave
node line rigid we query in the second round its distance from any point of S
other than its parent node.
For 4,307 unused points (after the construction of the 3-path components)
2,153 4-cycles and 1 triangle will be constructed. 2,153 edges will be queried to
complete the 4-cycles and 1 edge will be queried to construct the triangle. The
total number of queries in the second round will be (105b+ 33) + 2, 153 + 1, i.e.,
105b+ 2, 187. uunionsq
Theorem 2. The ppg constructed by Algorithm 1 is line rigid.
Proof. Omitted.
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The number of queries in the first and second rounds are 210b + 4, 428 and
105b + 2, 187 respectively. Thus, in 2 rounds a total of 315b + 6, 615 pairwise
distances are to be queried for the placement of 245b+4, 419 points. Now, 315b+
6, 615 = (315/245) ∗ (245b + 4419) − (9/7) ∗ 4419 + 6615 = 9n/7 + (46305 −
39771)/7 = 9n/7 + 6534/7. Thus, we have the following theorem:
Theorem 3. 9n/7 + 6534/7 queries are sufficient to place n distinct points on
a line in two rounds.
3 Lower Bound for Two Rounds
The argument here closely follows the adversarial argument given in the lower
bound proof of [2]. Let the set of edges queried in the first and second round
be E1 and E2 respectively; G1 = (V,E1) is the query graph for the first round,
while G2 = (V,E1 ∪ E2) is the final query graph after the second round. The
length of a maximal path of degree 2 nodes in a graph is the number of degree
2 nodes in the path. We shall call nodes of degree at least 3 as heavy nodes.
In the first round, the adversary returns edge-lengths according to the follow-
ing strategy, with the intention of keeping the linear layout of the ppg ambiguous:
S1: The adversary fixes the layout of all nodes of degree 3 or more and returns
the lengths of the edges incident on these nodes.
S2: For all degree 2 nodes, if one of the incident edges is also incident on a
degree 1 node, the adversary sets the length of one of the incident edges to
be the same, say c, over all these degree 2 nodes.
S3: For maximal paths formed by 2 or more degree 2 nodes, say p1, p2, ..., pk(k ≥
2), let p0 and pk+1 be non-degree 2 nodes adjacent to p1 and pk respectively.
The adversary sets |pi−1pi| = |pi+1pi+2| for i = 1 (mod 3). In addition,
if both p0 and pk+1 are of degree 3 or more the adversary sets |pipi+1| =
|pi−1pi+2| for i = 1 (mod 3), and if at least one of them, say pk+1, is of
degree one the adversary sets the lengths of alternate edges equal.
S4: If a node, say p0, of degree 3 has 2 maximal paths of degree 2 or 1 nodes the
other ends of which are not attached to any heavy node, and if the node p0
is incident on only one maximal path of degree 2 node of length 1 of which
the other end is incident on a heavy node, then set the length of one of the
edges of this third path as c.
For a maximal path of degree 2 nodes in G2, as a consequence of S3 there are
limits on the maximum number of edges from E1 if the path consists of edges
from E1 only (Fig. 6 shows a degree 2 maximal path p1p2p3p4p5p6 in G1 with
both the end nodes p0 and p7 being heavy), and on the maximum number of
consecutive edges from E1 if it contains at least one edge from E2 (Fig. 7 shows
some degree 2 maximal paths in G1 with none of the end nodes being heavy). If
both of p0 and pk+1 are of degree at least three in the first round the adversary
sets the above layout in such a way that if, for any i with i = 1 (mod 3) and
i < k, no edge is attached to either pi or pi+1 in the second round their positions
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will be ambiguous. Thus, for this case the length of a maximal path of degree
2 nodes in G2 containing only the edges in E1 can be at most 3. If at least one
of p0 and pk+1, say pk+1, is of degree one in the first round the adversary sets
the above layout in such a way that if, for any i with i = 1 (mod 2) and i < k,
no edge is attached to either pi or pi+1 in the second round, they can be made
ambiguous by setting |pipi+1| = |pi−1pi+2| in the second round. Thus, for this
case the length of a maximal path of degree 2 nodes in G2 containing only the
edges in E1 can be at most 2. If pk+1 is of degree 1 and no edge is attached
to either pk−1 or pk in the second round the positions of pk−1 and pk can be
made ambiguous by setting |pk−1pk| = |pk−2pk+1| in that round. The algorithm
must attach an edge in G2 to pk−1 or pk. Still then there will be at most 2 free
nodes at an end of a path of degree 2 nodes if the end node is of degree 1. The
algorithm will fix them in the second round. Thus, in a maximal path of degree
2 nodes in G2 that contains at least one edge from E2 there can be at most 2
consecutive edges from E1.
p7p0
p2
p4 p5
p6
p1
p3
Fig. 6. p1p2p3p4p5p6 is a maximal path of degree 2 nodes in G1 with both the end
nodes being heavy. In the second round, the algorithm has to introduce edges at p1 or
p2 to make them unambiguous, and at p4 or p5 to make them unambiguous. This will
reduce the length of the degree 2 maximal path in G2.
The above results together with S2 and S3 imply that the following property
holds for the ppg [1].
Lemma 4. The number of nodes in any maximal path of degree 2 nodes in G2
is at most 3.
Theorem 4. The minimum density of any line rigid ppg for any two round
algorithm is at least 98 .
Proof. We determine the minimum of the average numbers of edges for all types
of nodes. For this the nodes are categorized into two broad types:
A. Nodes in the maximal paths of length at least 2 formed by degree
2 nodes in the first round where both the end nodes are attached
by edges from E1 to nodes of degree at least 3 in the first round:
For edges whose one end is incident on a node of this type and the other end
is incident on a node of the other type the edge is split into 2 equal halves.
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p0
p1 p2
p3 p0
p1 p2
p3
p4
p0
p1 p2
p3
p4 p5
p0
p1 p2
p3
p4 p5
p6
(a) Length 2. (b) Length 3. (c) Length 4.
(d) Length 5. (e) Length 6. (f) Length 7.
p0
p1 p2
p3
p4 p5
p6
p7
p0
p1 p2
p3
p4 p5
p6
p7 p8
c c c
c c c
c c
c
c
c
Fig. 7. Some maximal paths of degree 2 nodes in G1 with none of the end nodes being
heavy. In the second round, the algorithm has to introduce an edge at p1 or p2 in all
the figures (a)-(f) to make them unambiguous, and at p4 or p5 in figures (d)-(f) to
make them unambiguous.This will reduce the lengths of the degree 2 maximal paths
in G2.
One half is counted towards the density of the nodes of this path and the
other half is counted towards the other type of nodes.
For maximal path of length k = 2 the average density is 12 (2× 12 + 1 + 12 ) =
5
4 >
9
8 . For k = 3 the average is
1
3 (2 × 12 + 2 + 12 ) = 76 > 98 . For k = 4
the average is 14 (2 × 12 + 3 + 12 ) = 98 . For higher values of k the average is
1
k [2× 12 + k − 1 + bk+13 c × 12 ] > 98 . Their minimum is 98 .
B. All the remaining Nodes: To compute the minimum density of this type
of nodes we group these nodes and their adjacent edges into neighbourhoods
of heavy nodes in G2 of this type and evaluate the average densities of these
groups. Their minimum will be the minimum density for this type of nodes.
There are 2 types of groups around the heavy nodes based on whether the
heavy node is connected to a node of type A or a heavy node of type B by a
maximal path of degree 2 nodes in G2. Here, the path may have 0 number of
degree 2 nodes for which the path will contain only one edge and no degree 2
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nodes. If a path of degree 2 nodes or an edge is attached to two heavy nodes
of type B the path or the edge is divided equally and each half is counted
towards the density of one group. If the two ends of a path are attached to
two types of nodes then by the accounting described for type A nodes all
the nodes and edges of the path except for the half of the end edge attached
to the node of type A are counted towards the density of the group of nodes
of type B. We consider the two kinds of nodes of type B separately.
(a) Heavy nodes in G2 that are connected to heavy nodes of type
B only, by paths of degree 2 nodes in G2:
Clearly, for a group of nodes around a heavy node the contribution of
average density for the group from an attached path of degree 2 nodes
decreases as the length of the path increases. By Lemma 7 the maximum
length of a path of degree two nodes is 3. The minimum contribution
from a path is ( 3+12 )/
3
2 =
4
3 >
9
8 . Thus, the path will not contribute to
reduce the average density of a group around a heavy node to lower than
9
8 . So, we only consider the heavy nodes of this group each of which has
the least number of degree two paths attached to the heavy node, i.e.,
which has exactly 3 paths of degree 2 nodes attached.
Let the total number of nodes in the 3 paths is m. Then average density
for the group around the heavy node is d =
1
2m+
3
2
1
2m+1
= 1 + 1m+2 ≥ 98 for
m ≤ 6. Thus, for the groups with paths having total number of degree
2 nodes at most 6 the minumum average density will be 98 . It remains
to consider the groups with total number of degree 2 nodes 7, 8 and 9,
since there can be at most 3 degree 2 nodes in a path by Lemma 7.
For the group with 2 paths of length 3 and 1 path of length 1 placement
will not be unique due to S2 and S4 (Fig. 8). For path p0p1p2 either
|p0p1| = c or |p1p2| = c by S4. For path p0p′1p′2p′3p′4, among the edges
p′1p
′
2 and p
′
2p
′
3 the one in E1 will have length c by S2. Similarly, for the
path p0p
′′
1p
′′
2p
′′
3p
′′
4 either |p′′1p′′2 | = c or |p′′2p′′3 | = c. One more edge must be
attached to make the points unique. Then total number of nodes for the
paths at the heavy node p0 will be at most 5 and the average density for
the group will be at least 98 .
p0
p1 p2
p′1 p′2
p′3 p
′
4
p′′1p
′′
2
p′′3p′′4
c c c
Fig. 8. Heavy node of group B(a) with 2 paths of degree 2 nodes of length 3 and 1
path of degree 2 node of length 1.
Now we consider the group with all the 3 paths of length 3. For this case
the placement will not be unique (Fig. 9). For Fig. 9a there must be an
edge at p1 or p2 of the path p0p1p2p3p4 to make p1 and p2 unambiguous.
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For Fig. 9b there must be an edge at p2 or p3 to make p2 and p3 unam-
biguous. Similarly, there must be an extra edge for each of the other 2
paths p0p
′
1p
′
2p
′
3p
′
4 and p0p
′′
1p
′′
2p
′′
3p
′′
4 . Thus, the reduced group consists of
3 degree 2 paths of maximum length 2. There will be at most 6 degree
2 nodes in the degree 2 maximal paths at the heavy node p0 and the
average density for the group will be at least 98 . Similarly, for the group
with 2 paths of length 3 and 1 path of length 2 we can show that there
must be edges at the nodes of the paths that will make the total number
of nodes in the degree 2 paths around the heavy node at most 6. So, the
minimum average density for it will be 98 .
p0
p1 p2
p3 p4p′1p′2p
′
3p
′
4 p
′′
1p
′′
2p
′′
4
p′′3
p′4 p4p
′′
3 p
′′
2 p
′
3
p3p2
p0p′1p′2 p
′′
1
(a) A path p0p1p2p3p4 of degree 2 nodes attached to a heavy node p0 of group a has two
consecutive edges p0p1 and p1p2 from E1 at p0.
(b) A path p0p1p2p3p4 of degree 2 nodes attached to a heavy node p0 of group a does not have
two consecutive edges from E1 at p0.
p1p′′4
Fig. 9. Heavy node of group B(a) with 3 paths of degree 2 nodes of length 3.
It can be easily seen that for groups with other degree 2 paths attached
the minimum average density will be 98 . Thus, the minimum of the av-
erages for this type of groups is 98 .
(b) Heavy nodes in G2 that are connected to at least one node of
type A by at least one path of degree 2 nodes in G2: It is shown
above that a maximal path of degree 2 nodes attached to 2 heavy nodes
of type B does not contribute to reduce the average density of a group to
lower than 98 . A heavy node of type B in G2 can be connected to a node
of type A by a maximal path of degree 2 nodes in G2 in two ways based
on whether the edge of the path incident on the type A node is in E1 or
E2. If the edge is in E1 the length of the degree 2 path is 0, because type
A nodes are found only in the maximal paths of degree 2 nodes in G1
where each end of a path is connected to a heavy node of type B in G1
by an edge from E1. For this case one half of each end edge is counted
towards the density of its adjacent node of type B. This path will not
contribute to reduce the density of the corresponding neighbourhood of
type B nodes.
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For the second case the maximum length of the maximal path of degree
2 nodes in G2 is 2 since one end of the maximal path is connected to a
heavy node in G2 by an edge from E2 and since there can be at most 1
edge from E2 and at most 2 consecutive edges from E1 in a maximal path
of degree 2 nodes in G2 containing edges from E1 and E2. The minimum
average density of the nodes of this path is 12 (2 +
1
2 ) =
5
4 >
9
8 . Also
this path will not contribute to reduce the density of its corresponding
neighbourhood of type B nodes to lower than 98 .
So, we consider the heavy nodes of this group each of which has exactly
3 paths of degree 2 nodes in G2. If the group of nodes around a heavy
node of type b has 2 degree 2 paths of length 3 attached to heavy nodes
of type B and 1 path of degree 2 nodes attached to a heavy node of type
A by an edge from E2 then each of the 3 paths will have an edge from
E2. In a way similar to the case of group a nodes consisting of 3 paths
of degree 2 nodes (Fig. 9) it can be shown that the reduced group will
have density of at least 98 . For the group with 2 paths of length 3 being
attached to heavy node of type B and the third path of length 0 being
attached to node of type A by an edge from E1 the average density is
1
4 (4 +
1
2 ) =
9
8 . It can be easily checked that for all other combinations of
the maximal paths the minimum average density for the groups of nodes
will be at least 98 .
Thus, the minimum average density for all nodes in G2 will be
9
8 . uunionsq
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A
Lemma 5. The 7-cycle (p1, q1, r1, s, r2, q2, p2) of the 3-path basic component of
Fig. 1 cannot be drawn as the layer graph of Fig. 3 if the edges of the component
satisfy the following conditions:
{|p1p3| 6= ||p3q3| ± |r3s||, |p1p3| 6= |r3s||, ||p3q3| ± |sr2|| 6= |p2q2|,
||p3q3| ± |sr2| ± |sr3|| 6= |p2q2|} (1)
Proof. We prove by contradiction. Assume that the edges of the component
(Fig. 1) satisfy (1) but the 7-cycle (p1, q1, r1, s, r2, q2, p2) can be drawn as a layer
graph as in Fig. 3. Then by Theorem 1 it is not line rigid. Clearly, a set of
points cannot be line rigid if any non-empty subset is not line rigid and again by
Theorem 1 must have a layer graph representation. Thus, the whole component
must have a layer graph drawing.
All possible layer graph drawings of the component in which the layer graph of
Fig. 3 is embedded are as in Fig. 4. This implies that if the 7-cycle (p1, q1, r1, s, r2, q2, p2)
of the component of Fig. 1 has a layer graph representation as in Fig. 3 then the
whole component must have at least one of the 4 layer graph representations as
shown in Fig. 4.
Without loss of generality we assume that the component has a layer graph
representation of Fig. 4(a). In the present configuration of the layer graph of the
component p1, q1, r1 and s are on a line which is parallel to p2q2 and q3r3. So,
we must have |p1p3| = ||p3q3| ± |r3s||.
This contradicts the first inequality of (1) which corresponds to the layer
graph of the component in the present configuration. Hence, the whole compo-
nent cannot be drawn as a layer graph when its 7-cycle (p1, q1, r1, s, r2, q2, p2)
has a layer graph representation in the configuration of Fig. 3. In other words, in
any layer graph representation (if any one is possible) of the whole component
its 7-cycle (p1, q1, r1, s, r2, q2, p2) cannot have a layer graph representation in the
configuration of Fig. 3. Consequently, the 7-cycle (p1, q1, r1, s, r2, q2, p2) of the
component cannot be drawn as a layer graph in the configuration of Fig. 3. uunionsq
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B
Lemma 6. A set S of 35 points is sufficient to ensure that the valences of any
two points in S differ by at most 2.
Proof. Initially, we have |S0| = 35 and all other Si’s are of size 0. After attaching
the first 6 basic components we have |S0| = 17 and |S1| = 18. Now we attach
components until |S0| ≤ 9. This will attach at most 4 components. We have
|S0| ≤ 9 and |S2| ≤ 4. The rest points are of valence 1, i.e., |S1| ≥ 22.
Next we attach components until |S0| ≤ 2. This will attach at most 7 compo-
nents. Then we have |S0| ≤ 2 and |S2| ≤ 18, and consequently, |S1| ≥ 15. Again,
we attach components until |S0| = 0. This will attach at most 2 components.
Then we have |S0| = 0 and |S3| ≤ 2, and consequently, |S1 ∪ S2| ≥ 33. Thus,
all the points in S have at most 3 consecutive valences, viz., 1, 2 and 3. At any
point of time they may have at most 4 consecutive valences, viz., 0-3.
We shall show that at any point of time the points in S will have at most
4 consecutive valences, and that at some point of time they will have at most
3 consecutive valences only. For this we use induction to show that if we start
with points in S in 3 consecutiv valences d, d+ 1 and d+ 2, and attach the basic
components according to our algorithm, then at some point of time they will have
the next 3 valences d+ 1, d+ 2 and d+ 3 only. We assume that |Sd∪Sd+1| ≤ 18.
Otherwise, we attach components until |Sd ∪ Sd+1| ≤ 18.
First, we consider the cases for which |Sd| ≤ 9. Then |Sd+1∪Sd+2| ≥ 26 with
|Sd ∪ Sd+1 ∪ Sd+2| = 35. We attach components until |Sd| = 0. For each new
component, at least 1 point of Sd will be moved to Sd+1, and at most 2 points
of Sd+2 will be moved to Sd+3. It is clear that at most 9 components will be
attached, and that there will always be at least 19 points in Sd∪Sd+1∪Sd+2 until
there is no point in Sd. We have |Sd| = 0, |Sd+1 ∪ Sd+2| ≥ 17 and |Sd+3| ≤ 18.
Thus, the valences of all the points will become d+ 1, d+ 2 and d+ 3.
Now we consider the worst case for which |Sd| = 18 and |Sd+1| = 0. They
imply that |Sd+2| = 17. We attach components until |Sd| ≤ 10. At most 4
components will be attached. We group all the possible situations into 2 subcases.
First, we consider the subcase when 2 points are used from Sd for each new
component. Exactly 4 components will be attached using 8 points from Sd.
We have |Sd| = 10 and |Sd+1| ≥ 5 with |Sd ∪ Sd+1| ≥ 15, and |Sd+3| ≤ 4.
After attachment of 1 more component we have |Sd| ≤ 8 and |Sd+1| ≥ 6 with
|Sd ∪ Sd+1| ≥ 14, and |Sd+3| ≤ 5. Now we attach components until |Sd| ≤ 5.
Clearly, at most 3 components will be attached, and we have |Sd| ≤ 5 and
|Sd+1| ≥ 3 with |Sd ∪ Sd+1| ≥ 8 (because at most 6 valence d+ 1 points will be
raised to valence d+ 2 points), and |Sd+3| ≤ 8 (because at most 3 valence d+ 2
points will be raised to valence d + 3 points). As long as there are at least 19
points in Sd ∪ Sd+1 ∪ Sd+2, all the 3 points of a new component will be chosen
from that union. No points will be used from Sd+3, and hence no point’s valence
will be raised to d+4. We attach components until |Sd| = 0. It is evident that at
most 5 components will be attached, and we have |Sd| = 0, |Sd+1 ∪ Sd+2| ≥ 17
and |Sd+3| ≤ 18.
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Now we consider the other subcase which consists of the remaining possible
situations. For this case, 3 or 4 components will be attached. It can be easily seen
that |Sd| ≤ 9 and |Sd+1| ≥ 6 with |Sd ∪ Sd+1| ≥ 15, and |Sd+3| ≤ 3. We attach
compnents until |Sd| ≤ 6. It can be easily checked that at most 3 components
will be attached, and we have |Sd| ≤ 6 and |Sd+1| ≥ 3 with |Sd ∪ Sd+1| ≥ 9,
and |Sd+3| ≤ 6. We attach components until |Sd| = 0.It is evident that at most
6 components will be attached, and we have |Sd| = 0, |Sd+1 ∪ Sd+2| ≥ 17 and
|Sd+3| ≤ 18.
It can be easily shown that for all the other combinations of number of points
in valences d and d+1 subject to a maximum of 18, all the points will be elevated
to at most 3 consecutive valences d + 1, d + 2 and d + 3. The calculations will
be similar to the above. uunionsq
Point placement problem 19
C
Lemma 7. The number of nodes in any maximal path of degree 2 nodes in G2
is at most 3.
Proof. If a maximal path of degree 2 nodes of G2 consists of edges from E1 only
then by Step 3 of adversary its lenght is at most 3.
Now we consider maximal path of degree 2 nodes of G2 that contains at least
one edge from E2. In such a path there cananot be three consecutive edges from
E1 because of S3. Suppose the number of degree 2 nodes in a maximal path is
4. Let the nodes be p1, p2, p3 and p4. Let p0 and p5 be heavy nodes adjacent to
p1 and p4 respectively. Since any maximal path of degree 2 in G2 can have at
most 2 consecutive edges from E1 we can have the following 5 combinations of
the E1 and E2 type edges for the edges p0p1, p1p2, p2p3, p3p4 and p4p5:
1. E2, E1, E2, E1, E1
2. E2, E1, E1, E2, E1
3. E1, E2, E1, E2, E1
4. E1, E1, E2, E2, E1
5. E1, E1, E2, E1, E1
For combination 1, since there are two edges in E2 lengths of those edges can
be set in such a way that |p0p5| = |p1p2| + |p2p3| and |p0p1| = |p4p5| − |p3p4|,
and the graph G2 becomes non-rigid (Fig. 10).
p5
p0 p1
p2
p3 p4
E2
E1
E1 E1
E2
Fig. 10. Maximal path of degree 2
in G2 for the combination of edges
E2, E1, E2, E1, E1.
p5
p0
p1 p2
p3p4
E1
E1
E1
E1
E2
Fig. 11. Maximal path of degree 2
in G2 for the combination of edges
E1, E1, E2, E1, E1.
Similarly, for combinations 2-4 the adversary can make the graph ambiguous.
As for combination 5, the adversary can set |p1p2| = |p3p4| = c in the first
round by S2 and can set the length of p2p3 in round 2 in such a way that
|p2p3| = |p4p5| + |p5p0| + |p0p1| (Fig. 11). Then the cycle (p0, p1, p2, p3, p4, p5)
will not be line rigid . uunionsq
