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University, Bethlehem, PennsylvaniaABSTRACT Formation of a-helices is a fundamental process in protein folding and assembly. By studying helix formation in
molecular simulations of a series of alanine-based peptides, we obtain the temperature-dependent a-helix propensities of all
20 naturally occurring residues with two recent additive force fields, Amber ff03w and Amber ff99SB*. Encouragingly, we find
that the overall helix propensity of many residues is captured well by both energy functions, with Amber ff99SB* being more
accurate. Nonetheless, there are some residues that deviate considerably from experiment, which can be attributed to two
aspects of the energy function: i), variations of the charge model used to determine the atomic partial charges, with residues
whose backbone charges differ most from alanine tending to have the largest error; ii), side-chain torsion potentials, as illus-
trated by the effect of modifications to the torsion angles of I, L, D, N. We find that constrained refitting of residue charges for
charged residues in Amber ff99SB* significantly improves their helix propensity. The resulting parameters should more
faithfully reproduce helix propensities in simulations of protein folding and disordered proteins.INTRODUCTIONThe helix-coil transition of polypeptides has long served as
a paradigm of a biomolecular ordering process. Theoretical
frameworks for understanding the equilibrium were first
established by Zimm and Bragg (1) and by Lifson and
Roig (2), and shown to be remarkably successful for
modeling helical content in early work by Scheraga and
co-workers (3,4). Later, experimental measurements on
model peptides allowed specific contributions to helix
stability to be further dissected (5). Based on these data,
empirical parameters have been determined for Ising-like
partition functions, similar to those of the Zimm-Bragg
and Lifson-Roig models, providing accurate tools for
predicting helix propensity (6). Temperature-dependent,
residue-specific Lifson-Roig (LR) parameters have been
determined for all the naturally occurring amino acids
(7,8). Thus, it can be said that the thermodynamics of the
helix-coil transition are empirically quite well understood
(there is less consensus on helix-coil kinetics (9–15).
Despite this, the helix propensities predicted by simulations
with atomistic force fields have often been less accurate.
The first issue is that many force fields have a net bias (aver-
aged over all residues) toward either helical or extended
structures; for example, some older force fields (e.g., Amber
ff94) are well known to have a strong helical bias (16–18).
Even though this bias is much weaker in more recent force
fields, it has been found that even small variations in the
relative stability of helical and extended conformations
can have a large effect on helix propensity, and hence the
backbone potential needs to be extremely accurately cali-
brated (to a fraction of kBT) (19–21). Such fine-tuning ofSubmitted December 18, 2011, and accepted for publication February 14,
2012.
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folding thermodynamics significantly in the context of
these force fields (20–24), because of the cumulative effect
of these energy differences over a full protein sequence.
Nonetheless, it is clear that there must be variations in
residue-specific helix propensity due to the chemical iden-
tity of the side chains. Until now this effect has not system-
atically been considered in simulations. Although the gross
correction to the overall backbone potential may be suffi-
cient in some cases, there is some evidence of residue-
specific inaccuracies; for example, Arg has been found to
have too low a propensity in Amber ff03 despite this force
field in general favoring a-helices (25). Analysis of any
discrepancies with experiment may yield useful physical
insights, allowing the force fields to be further improved.
In this work, we study helix formation in a series of
alanine-based peptides. For the purpose of isolating
residue-specific effects, independent of energetic coupling
between side chains, we limit the scope of our investigation
to short alanine-based peptides with only a single type of
nonalanine guest residue, spaced far apart in sequence. We
determine temperature-dependent LR helix-coil parameters
for all 20 naturally occurring amino acids for two different
force fields: Amber ff99SB* (19), a version of the Amber
ff99SB force field (26) inwhich the backbonej torsion angle
potential has been adjusted to match experimental data for
the helix-coil transition and Amber ff03w (20), a version of
Amber ff03 (27) modified for use with the TIP4P/2005 water
model (28) and similarly tuned to helix-coil data; we also
study the ILDN variants (29) of ff99SB*. Because all of
these force fields have been tuned to remove any global
bias toward helix or extended structure, we can more easily
identify residual residue-specific differences. We find that
the two force fields studied reproduce the helix propensities
of most residues with reasonable accuracy, but there aredoi: 10.1016/j.bpj.2012.02.024
Residue-Specific Helix Propensities 1463some notable outliers, particularly among the charged resi-
dues. Motivated by the correlation between backbone
charges and deviations from experimental helix propensity,
we propose a charge model in which common backbone
charges are used for all residues. In combination with
ILDN side-chain torsion corrections, the new model results
in much improved helix propensity. We have also confirmed
using two test cases that the changes do not adversely affect
the quality of folded protein simulations.METHODS
Simulations
All peptides studied were of the form Ac-(AAXAA)3-NH2, where X is one
of the 20 naturally occurring L-amino acid residues and the molecules are
N-terminally acetylated and C-terminally amidated The systems were
sampled using replica-exchange molecular dynamics simulation (30), using
28 replicas spanning a range in temperature of 298–492 K for 75–100 ns.
The simulations were run using Gromacs 4.5.3 (31), with exchange
attempts every 1 ps. Long-range electrostatic interactions were treated
with the particle-mesh Ewald method (32) with a grid spacing of 1 A˚ and
real-space cutoff of 9 A˚, with the addition of a neutralizing background
charge for peptides with charged residues. Other details were as described
in our earlier work (20). The TIP3P water model (33) was used for ff99SB*
and the TIP4P/2005 model (28) for ff03w.Fitting of LR model
For each frame in the resulting trajectories, we assign the residues as being
in a helix (h) if they are within a sequence of three contiguous residues in
the helical region of the Ramachandran map, defined as those whose
backbone torsion angles f; j satisfy the conditions j65+  fj<35+ and
j37+  jj<30+ (19); other residues are defined as coil (c). This results
in a binary string of form ccchhhhhcc. describing each configuration in
the simulation, corresponding to a state in the LR (2) model of the peptide.
We then determine the posterior LR parameters consistent with our simula-
tion data by performing Bayesian sampling of the likelihood function,
L ¼ PiPLRðxi; vA;wA; vX;wXÞ, with a uniform prior. Here, PLR gives the
equilibrium weight of the ith observed configuration xi, defined by the
LR partition function with parameters vA;wA for alanine and vX;wX for
the guest residue X. The parameters vX and wX describe respectively the
nucleation and elongation of helices at residue X (2). To reduce the noise
in the fit, we fitted the parameters for alanine from the peptide Ac-A15-
NH2 and then fixed these parameters for the remaining fits (i.e., only fitting
parameters for X). Further details of the fitting algorithm have been
reported earlier (19).Fitting of atomic partial charges
A fairly standard restrained electrostatic potential (RESP) fitting method-
ology (34,35) was followed, within the Antechamber suite of the Amber-
Tools package (www.ambermd.org). As far as possible, an approach
similar to that adopted by Kollman and co-workers in deriving the original
Amber ff94 charge set (35) was used, except that we fix the charges on the
amide N, H, C, O to have the same (fixed) values as all the other residues,
i.e., 0.4157 e, 0.2719 e, 0.5973 e, and 0.5679 e, respectively. The RESP
method was used to fit the charges to electrostatic potentials derived from
amino acid dipeptides, with several conformations being used in the fit,
selected to represent both a-and b-regions of the Ramachandran map.
The backbone torsion angles were set to f ¼ 165+, j ¼ 165+ for
b-conformations and f ¼ 60+, j ¼ 40+ for a-conformations. Foreach backbone conformation, three sets of side-chain torsion angles were
chosen, using the three most populated conformers from the database of
Lovell et al. (36), and energy minimized within the Amber ff99SB force
field, with stiff restraints keeping the side chain and backbone torsion
angles close to the starting values (Table S1 in the Supporting Material).
Conformations in which the side chain was hydrogen-bonded to the
backbone were eliminated. An electrostatic potential was obtained at the
HF/6-31G* level of theory for each of the previous optimized geometries
using the Gaussian 03 program suite (Gaussian, Wallingford, CT). A
multiple conformation RESP fit was done to six conformations (three
a and three b) for each residue with the previous charge constraints.Fitting of torsion angles
The side-chain torsions of the Asp residue were refitted in conjunction with
the new charges, using the ab initio surface reported by Lindorff-Larsen
et al. (29). We have used the relative entropy measure proposed by Shell
as the target for optimization (37,38). In this context, the relative entropy
of a given parameter set flkg is given by,
Srel ¼
X
i
PQMðxiÞ ln

PQMðxiÞ
PMM;lk ðxiÞ

: (1)
In this expression, the sum runs over the i side-chain conformations xi
chosen for the QM data set, PQMðxiÞ is the canonical weight of xi calculated
from the QM energy, and PMM;lk ðxiÞ is the canonical weight of xi calculated
with the force field and the current set of side-chain parameters lk . The rela-
tive entropy was minimized via lk using the downhill simplex algorithm,
starting from the parameter values optimized by Lindorff-Larsen et al.
(29) for the old charge set.RESULTS AND DISCUSSION
We have studied 15-residue peptides of the form Ac-
(AAXAA)3-NH2, where X is one of the 20 naturally occur-
ring L-amino acid residues. We chose this model, because it
represents a good compromise between a system size, which
can be readily sampled in all-atom simulations and a length
for which a-helical structure will have an appreciable (typi-
cally >10%) population near 300 K. The temperature-
dependent equilibrium distribution of the peptides was
sampled using replica exchange molecular dynamics
simulations.
In Fig. 1, we show the set of LR w parameters determined
for all 20 amino acids with Amber ff99SB* and ff03w, as
a function of temperature (the corresponding nucleation
parameters v are listed in Table S2). The parameter w is
effectively a microscopic equilibrium constant for extending
a helix by one residue, by converting a single coil residue at
its terminus to a helical one; therefore large w values favor
helix formation. For comparison we have also plotted the
temperature-dependent experimental data of Moreau et al.
(8) and the low temperature data from Chakrabartty et al.
(39). We find that in general there is reasonable agreement
with experiment, with the molecular simulations in many
cases reproducing not only the absolute helix propensity,
but also its temperature dependence. Against this backdrop,Biophysical Journal 102(6) 1462–1467
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FIGURE 1 Temperature-dependent LR parameters w(T) for all 20 natu-
rally occurring amino acids. Curves are described as in the legend, with
temperature-dependent experimental data coming from Moreau et al. (8)
(thick black lines), with additional data at 274 K from Chakrabartty et al.
(39) (solid circles). For His, data for protonated Hisþ are given by stars
with the same color code for force fields as the other data. Magenta arrows
indicate the improvements upon refitting charges or side-chain torsion
angles. Solid lines through the simulation data are fits to a thermodynamic
model (parameters given in Table S3). Note that the w(T) for Asp with
ff03w are too large to be shown on this scale.
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FIGURE 2 Correlation between w from simulation (this work) and
experiment (Moreau et al. (8)) for (A) ff03w and (B) ff99SB* (solid circles).
In addition, in B we show the results for ff99SB*-ILDN with open squares,
the results with refitted charges for E, K, R with open triangles and the
results for D with both refitted charges and refitted torsion parameters
with an inverted triangle. The locus of equal experimental and simulated
parameters is shown by a solid line, whereas dashed lines indicate bounds
of 0.69 kBT on either side of this. Insets show the outlier residues using
a different vertical scale.
TABLE 1 Global comparison of different force fields with
experiment
Force field rp RMSD
ff03w 0.10 1.59
ff99SB* 0.47 0.71
ff99SB*-ILDN 0.62 0.38
ff99SB*-ILDN-Q 0.69 0.26
Pearson linear correlation coefficients rp and pairwise RMSD between LR
w parameter from experiment and simulation are given.
1464 Best et al.however, there are some very large discrepancies, notably
Asp in both force fields and Ser in ff03w.
It is easier to identify the outliers by focusing on the data
for a single temperature. In Fig. 2, we present the results at
298 K, which is usually the temperature of most interest for
biophysical applications. The discrepancy for Asp and Ser
in ff03w and for Asp in ff99SB* is so large that it has to
be plotted on a different scale (inset): both of these residues
are much too helical as compared with experiment. Note,
however, that these apparently large differences can arise
through rather small differences in free energy of helix
nucleation. Even the w value for Asp in ff03w, about six
times the experimental estimate, would correspond to an
error of 1.8 kBT; a residue whose w was 2 times that fromBiophysical Journal 102(6) 1462–1467experiment would imply only a 0.69 kBT error. Furthermore,
one has to bear in mind that there may be system-dependent
effects on the estimated w, for example w has been found to
exhibit some dependence on position in the sequence for
charged residues (8); our results are effectively averaged
over three positions. In this light, the overall agreement
with experiment for both force fields is rather good; we
have indicated by dashed lines in Fig. 2 the bounds corre-
sponding to a 0.69 kBT error in simulation. Apart from
Asp and Ser, the major outliers (absolute difference in w
from experiment of >0.4) in ff03w are Arg, Leu, Tyr, and
His, whereas for ff99SB*, they are Glu, Leu, His, Ile. In
Fig. S1, we compare the estimated w at 298 K with a
different experimental scale, obtaining a qualitatively
similar picture. We summarize the overall correlation
with, and root mean-square deviation (RMSD) from, ex-
periment in Table 1 for each force field. Note that the corre-
lations of the force fields with experiment are much better if
Residue-Specific Helix Propensities 1465the abovementioned outliers are excluded, improving the
correlation coefficient from 0.10 to 0.54 for ff03w and
from 0.47 to 0.77 for ff99SB*.
Assuming that it is possible to find a set of additive force
field parameters that better capture the experimental results,
we next consider which parameters could be the source of
error. We can exclude simple terms such as bonds and angles
that mainly enforce local covalent geometry. The remaining
terms are then the atomic partial charges, the Lennard-Jones
parameters, and the torsion angle terms. Because the
Lennard-Jones parameters are shared between many side
chains, some of which are in excellent agreement with
experiment (Fig. 1 and Fig. 2), they would seem unlikely
to be the source of the problem. This conclusion would be
invalid if it turned out to be necessary to introduce more
atom types, but we do not consider this here.
Side-chain torsion angle parameters are the next possible
parameter that could be adjusted. In fact, a recent analysis
of side-chain conformation distributions with the Amber
ff99SB force field found that corrections were necessary to
the residues Ile, Leu, Asp, Asn (ILDN) (29). We have tested
the ILDN modifications in conjunction with the backbone-
corrected ff99SB* (this combination we refer to as Amber
ff99SB*-ILDN). The results in both Fig. 1 and Fig. 2, show
that the w parameters are generally in better agreement
with experiment, with Leu and Asp having lower helix
propensity, and Ile and Asn higher helix propensity, with
Arg and protonated histidine essentially unchanged. We
can rationalize the results with a simple mass-action argu-
ment. Certain rotamers will be favored more in a helical
conformation than in nonhelical ones, for various micro-
scopic reasons specific to each type of side chain. If a torsion
angle correction favors side-chain rotamers, which are more
favorable in helical conformations, it will shift the equilib-
rium toward more helical conformations, and vice versa.
This is exactly what we observe. In Figs. S2 and S3, we
show the distributions of side-chain c1 torsion angles in
helical and nonhelical conformations. For Asp we see, for
example, that a trans c1 is more favored in helices, and
indeed the ILDN correction reduces the trans population
and hence the overall helix fraction. Although the most
favored c1 angles in simulations of simple sequences are
broadly consistent with the distributions obtained in the
Protein Data Bank (PDB) (36), there are significant differ-
ences, particularly for charged residues (Table S4) (29).
Because the torsion angle distributions in simulations with
ff99SB-ILDN have been directly validated against NMR
scalar and residual dipolar coupling data (29), it seems that
origin of the effect is a real difference between the torsion
angles sampled in the model peptides and in the PDB, rather
than inaccuracy of the force field. The most likely reason for
this difference in side-chain conformation distributions is the
existence of specific interactions (e.g., salt bridges) in the
PDB structures. This points to the difficulties of deriving
torsion (or other) parameters from distributions in the PDB.Although the ILDN corrections improve all four of the
residues concerned in ff99SB*, Asp still has too high
a helical propensity, and there are other outliers. A close
inspection of the force field parameters for both ff03w and
ff99SB* force fields revealed a correlation between the
backbone charges and helix propensity (Fig. S4). We find
that residues with the largest deviation from experiment in
both force fields tend to be those where the amide charges
vary the most from alanine. Specifically, more polar amide
groups lead to higher helix propensity, and less polar to
lower helix propensity, most likely related to the strength
of helical hydrogen bonding. This observation also provides
an explanation of why ff99SB* is overall slightly better than
ff03w: in Amber ff94 (from which the ff99SB* charges
were taken), the charges of all neutral residues were con-
strained during fitting to have the same charge as Ala
(35), whereas those in ff03 (on which ff03w is based)
were not (27). The reason for applying these constraints in
the original parameterization was that the methodology
used for fitting charges to an electrostatic potential leads
to underdetermined solutions, particularly for atoms that
are more buried (35). Therefore, reasonable assumptions
were made to restrict the range of charges that could be
adopted. The charged residues in ff94 were, however, sepa-
rately constrained from the remainder. Although a charged
side chain would be expected to alter the charge distribution
on the backbone, it may be that adopting a common charge
model for the protein backbone to avoid overfitting is a more
important consideration.
We have therefore refitted the charged residues in Amber
ff99SB*-ILDN: protonated histidine (HIP), protonated
lysine (LYS), arginine (ARG), free aspartate (ASP), and
free glutamate (GLU). A fairly standard RESP fitting proce-
dure was used, but with the backbone partial charges on N,
H, C, O fixed to the values for alanine. The revised charge
parameters are listed in Table S5. Because there will be
some correlation between the charges and side-chain torsion
angle parameters, the side-chain torsions of the Asp residue
were also refitted in conjunction with the new charges, using
the ab initio surface reported by Lindorff-Larsen et al.
We have used the relative entropy measure proposed by
Shell as the target for optimization (37,38). The new and
old parameters are listed in Table S6; we refer to the combi-
nation of refitted charges for D,E,K,R and refitted torsion
angles for I,L,D,N as ff99SB*-ILDN-Q.
We have tested that the new charges do indeed have the
expected effect of moving the force field closer to experi-
ment. Although the change for Arg is small, this residue
was already in good agreement with experiment; similarly
for protonated histidine. However, we find that the helix
propensity of Lys is increased and that of Glu and Asp
decreased, to be in much better overall agreement with
experiment (Fig. 1 and Fig. 2). The combination of the
new charges and the new torsion angles for Asp results in
near overlap with the experimental results from MoreauBiophysical Journal 102(6) 1462–1467
1466 Best et al.et al. (8). We can quantify the overall agreement of ex-
periment with the different force fields using the linear
correlation coefficient and RMSD between experiment
and simulation given in Table 1. These measures show
that the combination of the Amber ff99SB force field (26)
with the backbone corrections (19), the ILDN side-chain
corrections (29), and the refitted charges, results in an
energy function (ff99SB*-ILDN-Q) in best agreement
with experimental helix propensity data.
It is also important to test that the altered charges do not
have detrimental effects on other properties of the force
field. We have used equilibrium simulations of the native
state of ubiquitin and hen lysozyme at 300 K to validate
the new force field. We find that both proteins remain within
~1 A˚ RMSD of the native structure, comparable to the orig-
inal ff99SB force field (Fig. S5). In addition, we have used
NMR residual dipolar coupling (RDC) data to validate the
results directly. We have calculated RDCs from the simula-
tions as previously described (19), and we use the standard
Q-parameter to assess the match with experiment. Q is
defined as
Q ¼
"P
iðDi;calc  Di;measÞ2P
iðDi;measÞ2
#1=2
;
where the sums run over the calculated ðDi;calcÞ and
measured ðDi;measÞ RDCs. In Table 2, we show the Q calcu-
lated for two sets of backbone amide RDCs from ubiquitin
(40) and two from lysozyme (41). In all cases, we obtain
reasonable agreement with experiment, suggesting that the
new charge and torsion parameters have not adversely
affected the force field. Although testing against mini
protein folding would also be useful (20,42,43), we defer
such computationally demanding cases to future work.CONCLUDING REMARKS
We have performed the first, to our knowledge, comprehen-
sive assessment of the helix propensities of individual
residues in molecular simulations. Both of the force fields
that we have considered generally reproduce experimental
trends faithfully, particularly when the free energy differ-
ences that would account for the residual deviations are
considered. This suggests that a global correction to theTABLE 2 Comparison with backbone residual dipolar
couplings for folded ubiquitin and hen lysozyme
Data set Amber ff99SB Amber ff99SB*-ILDN-Q
Ubiquitin bb RDC set 1 0.29 0.29
Ubiquitin bb RDC set 2 0.32 0.35
Lysozyme bb RDC set 1 0.30 0.26
Lysozyme bb RDC set 2 0.31 0.26
A separate Q-factor is given for each data set and force field (data are
plotted in Fig. S6). Data for ubiquitin are taken from (40) and for lysozyme
from (41).
Biophysical Journal 102(6) 1462–1467backbone is sufficient for most residues, but there are
some large discrepancies, which we have used to identify
deficiencies in the force field. We have shown that refitting
side-chain torsion angles and charges for selected residues
result in a clear improvement in reproduction of experi-
mental trends. It is expected that these improvements will
be important when considering structure formation in
unfolded or disordered proteins, protein folding mecha-
nisms, and many other problems in which helix formation
is a key element.SUPPORTING MATERIAL
Six tables reporting conformations used in charge fitting, Lifson-Roig v
parameters, thermodynamic fits, rotamer distributions, new atomic charges,
refitted torsion terms for Asp; six figures showing w from simulation versus
experiment using a different experimental scale, torsion angle distributions
for refitted residues, correlation between amide charge and error in w, back-
bone RMSD, and RDCs for folded proteins are available at http://www.
biophysj.org/biophysj/supplemental/S0006-3495(12)00227-5.
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