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SUMMARY
Data science is playing an increasingly important role in improving public health. Data
used for public health studies are in various types, including electronic health records,
image data, administrative data, claims data, and patient disease registries. The data vari-
ety provides opportunities and challenges for statisticians to impact public health in many
ways. The value of statisticians lies in finding patterns in collected data, summarizing
and presenting these in an effort to best describe the target population, and developing the
necessary mathematical tools to ascertain associations of risk factors with the disease.
This dissertation aims to develop data-driven, efficient statistical and machine learning
techniques in some modern real-world applications. We consider four different contexts: (i)
Visual impairment classification based on noisy high-frequency pupillary response behav-
ior data collected from human-computer interaction, (ii) breast cancer diagnosis using im-
age data from plain Xray, (iii) personalized screening for sepsis disease based on regularly
measured longitudinal biomarkers, (iv) prediction on the overall burden of postoperative
complications using laboratory measurements.
In Chapter 1, we study the robust estimation of Hurst exponent from one dimensional
high-frequency, time series data. High-frequency data from various sources often possess
hidden patterns that reveal the effects of underlying functional differences, but such patterns
cannot be explained by basic descriptive statistics, traditional statistical models, or global
trends. For those complex high-frequency data, Hurst exponent becomes a powerful tool
to detect muted or irregular change patterns. Hurst exponent quantifies the long memory,
regularity, self-similarity, and scaling in a time series, and the robust estimation of Hurst
exponent has recently become a topic of interest. In this chapter, we propose robust estima-
tors of Hurst exponent based on non-decimated wavelet transforms and apply our methods
to Pupillary response behavior (PRB) data to extract the Hurst exponent and then use it as
a predictor to classify individuals with different degrees of visual impairment. At a high
xv
level, the basic idea of all wavelet-based methods to estimate Hurst exponent is to explore
the fact that Hurst exponent is linearly correlated to wavelet coefficients on the log-scale.
In this study, we propose a general trimean estimator that balances the tradeoff between the
median and extreme values and applied it on wavelet coefficients before correlating with
Hurst exponent. By doing this, we are able to lessen the effects of outliers, thus achieving
the robust estimation of Hurst exponent.
In Chapter 2, we extend the robust estimation of Hurst exponent to two-dimensional
images and then apply the proposed method to mammograms to diagnose breast cancer. In
the literature, researchers have developed many statistical and machine learning methods to
do image classification, but most of them are black-box methods, and hard to interpret. In
this chapter, we propose to use fractional Brownian motion (fBm) to model mammogram
image, develop a robust estimator of Hurst exponent from two-dimensional fBm models
based on non-decimated wavelet transforms, and then predict breast cancer using the ex-
tracted Hurst exponent. This allows us to use the underlying degree of self-similarity as a
discriminatory descriptor to classify mammograms to benign and malignant. In addition,
as compared to the one-dimensional case, it is more complicated for the two-dimensional
images because the within-level correlation of non-decimated wavelet coefficients is de-
fined in two-dimensional space and violates the independence assumption. Our main idea
is to consider a symmetric random sampling technique to solve for such a correlation issue.
Unlike the hard-to-interpret machine learning methods, our method helps to summarize the
common features from the cancerous images and mimics the way how physicians make
decisions in practice. It has been shown to be efficient and accurate in the early detection
of breast cancer through simulation and case study.
Chapter 3 studies the personalized screening for Sepsis disease. Sepsis is a life-threatening
complication of the infection. In 2016, a scoring criterion called quick Sequential (sepsis-
related) Organ Failure Assessment (qSOFA) was proposed by a group of experts as a
screening criterion for sepsis. To be more concrete, if at least two of the following three
xvi
conditions are satisfied, then an alarm will be set for a patient and physicians will con-
duct laboratory tests to further assess sepsis: 1) systolic blood pressure is ≤ 100 mm Hg;
2) respiratory rate is ≥ 22 breaths/min; 3) alteration in mental status ( GCS score is less
than 15). However, qSOFA does not perform well in practice, with very low sensitivity.
Part of the reasons is that qSOFA uses constant thresholds for the biomarkers in regard-
less of patients’ baseline information. Hence, we aim to improve qSOFA by developing
a knowledge-based machine-learning method to self-learn the personalized thresholds that
depend on patients’ baseline information. The main idea to model the personalized thresh-
old as functions of those demographic variables, and then use a boosting-based weighted
exponential loss function to learn the personalized thresholds for efficient screening of
sepsis. Our method yields efficient personalized monitoring, appropriate subject-specific
intervention in early stages of sepsis, and thus a significant reduction of the mortality rate.
In Chapter 4 of the dissertation, our motivating example is to predict the overall burden
of postoperative complications based on a real data set consisting of 206 adult patients who
stayed in the Clinic for Digestive Surgery, Clinical Center of Serbia in Belgrade between
November 2016 and October 2017. Recently, a novel critical scale called Comprehensive
Complication Index (CCI) has been developed to capture the overall burden of complica-
tions in the postoperative period. CCI is widely used in reality, but it has several disad-
vantages: 1) It is calculated from a complicated procedure that requires the physicians and
nurses to make records of every detail during patients’ hospitalization, and is not practical
for everyday use; 2) it can be calculated only retrospectively, when the hospitalization is
finished, it can only reflect the results of perioperative treatment but cannot be used as a
measure of patients’ current status. In this chapter, we develop a zero-and-one inflated beta
regression model to predict the CCI values based on patients’ clinical covariates and also
propose to estimate the unknown sparse coefficient vectors by maximizing the penalized
log-likelihood function. Our proposed method not only can achieve a good prediction on
CCI but also can select important clinical covariates leading to postoperative complications.
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CHAPTER 1
WAVELET-BASED ROBUST ESTIMATION OF HURST EXPONENT WITH
APPLICATION IN VISUAL IMPAIRMENT CLASSIFICATION
1.1 Introduction
Visual impairment is defined as a functional limitation of the eyes or visual system. It can
cause disabilities by significantly interfering with one’s ability to function independently,
to perform activities of daily living, and to travel safely through the environment, see [1, 2].
Many causes of severe visual impairment are hard to cure, however, there are conditions
for which medical or surgical treatment will lessen the severity or progression of the vision
loss, for example, recent advances in the treatment of age-related macular degeneration
(AMD), see [3, 4, 5]. Precise classification of different degrees of visual impairment for
AMD patients becomes increasingly important for the sake of early intervention. It has
been suggested by [6] that the high-frequency pupillary response behavior (PRB) data can
be useful in visual impairment classification. PRB refers to changes in pupil diameter in
response to simple or complex stimuli, and in this study it was measured from older adults,
including two groups diagnosed with AMD maintaining different ranges of visual acuities,
and one visually healthy control group. Examples of PRB data from those three groups
are shown in Figure 1.1. [6] indicated that there may be underlying unique patterns hidden
within complex PRB data, and these patterns reveal the intrinsic individual differences in
cognitive, sensory and motor functions. However, the proper description and interpretation
of PRB is not straightforward, since it is affected by a variety of factors, including the
ambient light, fatigue, and medication use. In fact, high-frequency, time series data from
various sources often possess hidden patterns that reveal the effects of underlying functional
differences, but such patterns cannot be explained by basic descriptive statistics, traditional
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statistical models, or global trends. Thus powerful analytical tools are needed to detect
these muted or irregular change patterns for those complex high-frequency data, like PRB.
Figure 1.1: Examples of PRB data from three groups: Left (healthy, control), middle (AMD
group I, mild case), right (AMD group II, severe case)
One powerful tool is the Hurst exponent, denoted by H in the sequel. It quantifies
the long memory, regularity, self-similarity, and scaling in a time series, and has been
used as an important feature in many applications, see [7, 8, 9, 10, 11, 12]. To be more
concrete, a stochastic process, {X (t) , t ∈ R} is self-similar with Hurst exponent H if
X (t)
d
= λ−HX (λt), for any λ ∈ R+. Here the notation d= means the equality in all
finite-dimensional distributions. Hurst exponent describes the rate at which autocorrela-
tions decrease as the lag between two realizations in a time series increases. A value H in
the range 0-0.5 indicates a zig-zagging intermittent time series with long-term switching
between high and low values in adjacent pairs. A value H in the range 0.5 to 1 indicates
a time series with long-term positive autocorrelations, which preserves trends on a longer
time horizon and gives a time series more regular appearance.
One widely used example of self-similar Gaussian process is the fractional Brownian
motion (fBm), which was first described by [13] and formalized by [14], also see [15, 16].
The fBm is a continuous-time Gaussian process X(t), which starts at zero, has expectation




(|t|2H + |s|2H − |t− s|2H).
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One popular method to estimate Hurst exponent from fBm is the multiresolution analysis
through wavelet transformations, see [17, 18, 19]. The idea is to explore the fact that H is
linearly correlated to wavelet coefficients dj’s at level j on the log-scale, and the follow-
ing two estimation methods of H have been proposed: 1) Veitch & Abry (VA) method in




; 2) Soltani, Simard, &







then taking the mean of the logarithm of mid-energies, and last applying weighted least
square regression. Later [21] demonstrated that the SSB method yields more accurate
estimators than the VA method since it takes the logarithm first and then averages. Un-
fortunately, both methods are sensitive to outlier coefficients and outlier multiresolution
levels, inter and within level dependences, and distributional contaminations, and thus, it is
important to robustify them.
The robust estimation of Hurst exponent H has recently become a topic of interest,
see [22, 23, 21, 24]. Three robust estimation methods have been developed. The first
one is the Theil-type regression (TT) method in [25], which modified the VA method by
replacing the weighted least square regression with the Theil-type weighted regression in
[26] to make it less sensitive to outlier levels. The second and third methods are MEDL and
MEDLA proposed in [27], where the median, not mean, was used for level-wise wavelet
coefficients. The difference between these two methods is that MEDL takes logarithm
on squared wavelet coefficients, while MEDLA is similar to concept in SSB method that
paired and averaged wavelet coefficients prior to taking logarithm. Although median is
outlier-resistant, it can behave unexpectedly as a result of its non-smooth character. The fact
that the median is not “universally the best outlier-resistant estimator” provides a practical
motivation for examining alternatives that are intermediate in behavior between the very
smooth but outlier-sensitive mean and the very outlier-insensitive but non-smooth median.
In this chapter, we propose to robustly estimate the Hurst exponent from the fBm model,
where the mean or median of the wavelet coefficients are replaced by a general trimean
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estimator that is inspired by [28] and [29]. Here the general trimean estimator is defined
as a weighted average of the median and two quantiles symmetric about the median, which
balances the tradeoff between median value and extreme values. It turns out that this will
yield a robust estimator of the Hurst exponent from PRB data, which in turn allows us to
efficiently classify PRB into groups with different degrees of visual impairment.
The remaining structure is as follows. Section 1.2 introduces the general trimean es-
timators; Section 1.3 describes estimation of Hurst exponent using the general trimean
estimators and derives the asymptotic distributions of the proposed estimators. Section 1.4
provides the simulation results and compares the performance of the proposed methods to
other standardly used, wavelet-based methods. The proposed methods are illustrated using
the real PRB data for visual impairment classification in Section 1.5. The proofs of Theo-
rems are provided in Section 1.6. The chapter is concluded with a summary and discussion
in Section 1.7.
1.2 General Trimean Estimators
In this section, we propose a general trimean estimator under the point estimation context,
which will be used later for robust estimation of Hurst exponent.
Let X1, ..., Xn be i.i.d. continuous random variables with pdf f(x) and cdf F (x) with
mean µ. For 0 < p < 1, let Yp = Xbnpc:n denote a sample pth quantile, where bnpc
denotes the greatest integer that is less than or equal to np. In the context of outliers, a












Another robust estimator is the Gastwirth’s estimator in [29],
µ̂G = 0.3 Y1/3 + 0.4 Y1/2 + 0.3 Y2/3. (1.2)
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Here we propose a general trimean estimator, which is defined as a weighted average of the








The weights for the two quantiles are the same for Yp and Y1−p, and α ∈ [0, 1]. This is
equivalent to the weighted sum of the median and the average of Yp and Y1−p with weights
1− α and α:






This general trimean estimator is more robust then mean but smoother than the median. It
turns out that Tuckey’s trimean estimator and Gastwirth’s estimator are two special cases.
To be specific, α = 1/2, p = 1/4 in Tuckey’s trimean estimator, and α = 0.6, p = 1/3 in
Gastwirth’s estimator.
To derive its asymptotic distribution, we need to first define some notations for the
population distribution. Let 0 < p < 1 and ξp denotes the pth quantile of F , so that























) , i ≤ j, (1.6)
see [30].
Now we are ready to present the asymptotic properties of our proposed general trimean
estimator µ̂ in (1.3).
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Lemma 1.2.1. As n→∞, for µ̂ in (1.3),
√





The proof of Lemma 1.2.1 follows directly from the asymptotic joint distribution of the
order statistics, and thus are omitted.
1.3 Robust Estimations of Hurst Exponent
In this section, we propose two different robust methods for estimating Hurst exponent H
under the fBm model through wavelet transformations.
For that purpose, let us first provide a brief background on non-decimated wavelet trans-
forms (NDWT), also see [31] for more information. In a J-depth decomposition of a fBm
of size N , a NDWT generates J detail levels and one smooth level, therefore containing
N × (J + 1) wavelet coefficients, N in each level. In the Hurst exponent estimation lit-
erature, most research was based on the standard orthogonal discrete wavelet transforms
(DWT), but NDWT turns out to have several advantages when employed for Hurst expo-
nent estimation: 1) Input signals and images of arbitrary size can be processed due to the
absence of decimation; 2) as a redundant transform, the NDWT increases the accuracy of
the scaling estimation; 3) least square regression can be fitted to estimate H instead of
weighted least square regression since the variances of the level-wise derived distributions
based on logged NDWT coefficients do not depend on level; 4) local scaling can be as-
sessed due to the time-invariance property. As we will discuss later, the price we pay is that
the dependence of coefficients in NDWT is more profound than in DWT.
At high level, we propose to estimate Hurst exponent from NDWT as follows. At each






/2, for k =
1, 2, ..., N/2. Then we have two different approaches to robustly estimate Hurst exponent:
One is based on mid-energies Dj,k themselves, and the other is based on the logarithm of
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mid-energies logDj,k. In each approach, we first calculate the general trimean estimator
on Dj,k or (logDj,k), and then derive its asymptotic distribution, which depends on Hurst
exponent H and allows us to provide a robust estimation of H .
Note that the asymptotic distribution is conducted under the independent assumption
between mid-energies. Unfortunately, for a fixed detail level j, these mid-energies or the
logarithm versions are generally dependent. The good news is that their autocorrelations
decay exponentially as their distance increases. Thus for the practice purpose, we will be
able to reduce such dependency by increasing the distance between two consecutive points.
To be specific, we sample every M points from the original N/2 mid-energies or
their logarithm versions, resulting in M groups in each level j. Note that at each level
j, the M groups are generated by switching the starting point from Dj,1 (logDj,1) to Dj,M
(logDj,M). Since the distances are large, the (N/2) /M sampled values within each group
can be thought of as independent for the practice purpose. The general trimean estimators
are then calculated from each of the M groups. Note that M must be divisible by N/2.
Group 1:
{
Dj,1, Dj,1+M , Dj,1+2M , ..., Dj,(N/2−M+1)
}
({






Dj,2, Dj,2+M , Dj,2+2M , ..., Dj,(N/2−M+2)
}
({







Dj,M , Dj,2M , Dj,3M , ..., Dj,N/2
}
({




Below we will present our proposed two methods in two subsections. Section 1.3.1
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introduces the general trimean of the mid-energy (GTME) method, and Section 1.3.2 dis-
cusses the general trimean of the logarithm of mid-energy (GTLME) method. These two
methods are closely related, except switching the order of logarithm and general trimean
estimator.
1.3.1 General Trimean of the Mid-energy (GTME) Method
Our proposed GTME method involves the following three steps:
1) Compute the general trimean estimators µ̂j,i on
{
Dj,i, Dj,i+M , Dj,i+2M , ..., Dj,(N/2−M+i)
}
:= D(j, i),
where D(j, i), for 1 ≤ j ≤ J and 1 ≤ i ≤M , is the ith group of mid-energies at level j in
a J-level NDWT of a fBm of size N with Hurst exponent H .
2) For each i = 1, 2, ...M , calculate the regression slope β̂i in the least square linear
regression on pairs (j, log2 (µ̂j,i)), for J1 ≤ j ≤ J2.

















where β̄ = 1
M
∑M
i=1 β̂i is the average of regression slopes over the M groups for i =
1, 2, ...M .
The motivation of GTME method is based on the asymptotic distribution of µ̂j,i from
Lemma 1.2.1:
√
N (µ̂j,i − c (α, p)λj)
approx∼ N
(













+ (1− α) log 2,
f (α, p) =
α(1− 2p)(α− 4p)
4p(1− p)
+ 1, and (1.10)
λj = σ
2 · 2−(2H+1)j.
Here σ is the standard deviation of wavelet coefficients from level 0. Hence, log2 (µ̂j,i) is
linearly related to (2H + 1)j, which allows us to use the slopes β̂i to estimate 2H + 1 and
leads to the proposed estimator in (1.8).
For our proposed GTME method in (1.8), its asymptotic properties are established in
the following theorem, whose proof is postponed in Section 1.6:
Theorem 1.3.1. The estimator Ĥ1 follows the asymptotic normal distribution
√
N(Ĥ1 −H)
approx∼ N (0, V1) . (1.11)
The asymptotic variance V1 is a constant number,
V1 =
6f(α, p)
(log 2)2(c (α, p))2q(J1, J2)
, (1.12)
q(J1, J2) = (J2 − J1)(J2 − J1 + 1)(J2 − J1 + 2),
where c(α, p) and f(α, p) are given in (1.10).
There are different ways to determine the tuning parameters α and p in general trimean
estimator. One could use the settings in Tukey’s trimean estimator (α = 1/2, p = 1/4) or
in Gastwirth’s estimator (α = 0.6, p = 1/3). Alternatively, we could find the optimal α
and p in the sense of minimizing the asymptotic variance of general trimean estimators µ̂j,i
in (1.9). To see this, we take partial derivatives of f (α, p) with respect to α and p and set
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them to 0. The optimal α and p can be obtained by solving
∂f (α, p)
∂α


















Since p ∈ (0, 1/2), and α ∈ [0, 1], we get the unique solution p = 1 −
√
2/2 ≈ 0.3 and














2p(1−p) > 0 and the determinant is 5.66 > 0 when p = 1 −
√
2/2 ≈ 0.3 and
α = 2p ≈ 0.6, the above Hessian matrix is positive definite. Therefore, p = 1−
√
2/2 and
α = 2 −
√
2 provide the global minima of f (α, p), minimizing the asymptotic variance
of µ̂j,i. In comparing these optimal α ≈ 0.6 and p ≈ 0.3 with α = 0.6 and p = 1/3
from the Gastwirth estimator, curiously, we find that the calculated optimal general trimean
estimator is very close to the Gastwirth estimator.
1.3.2 General Trimean of the Logarithm of Mid-energy (GTLME) Method
In this section, we propose our second method, the general trimean of the logarithm of
mid-energy (GTLME) method, which takes logarithm first and then calculate the general
trimean estimators. The GTLME method involves the following three steps:
1) Calculate the general trimean estimators µ̂′j,i on
{





where L(j, i) is the ith group of logarithm of mid-energies at level j in a J-level NDWT of
a fBm of size N with Hurst exponent H , 1 ≤ i ≤M and 1 ≤ j ≤ J .
10




for J1 ≤ j ≤ J2.
























i is the average of regression slopes over theM groups, i = 1, 2, ...M .
The motivation of GTLME method is from the asymptotic distribution of general trimean
estimator µ̂′j,i that is derived from Lemma 1.2.1:
√
N(µ̂′j,i − (g (α, p) + log (λj)))
approx∼ N (0, 2Mh (α, p)) , (1.15)
where











+ (1− α) log (log 2) ,










The h1 (p) and h2 (p) are two functions of p that are provided in Section 1.6, λj = σ2 ·
2−(2H+1)j, and σ2 is the variance of wavelet coefficients from level 0.
It is interesting to compare our two proposed methods, GTME and GTLME. The main
difference is whether to calculate general trimean estimators before or after taking the loga-
rithm. In GTLME method, the general trimean estimator µ̂′j,i, not the log2(µ̂
′
j,i), is linearly
related to (2H + 1)j, and we use the slopes β̄′i to estimate 2H + 1, therefore leading to
the proposed estimator in (1.14). Based on our extensive experience, the GTME seems
more efficient in terms of smaller variance, whereas the GTLME method is more robust to
outliers.
The asymptotic distribution of Hurst exponent estimator Ĥ2 in GTLME method is pro-
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vided in the following theorem, whose proof is postponed in Section 1.6.
Theorem 1.3.2. The estimator Ĥ2 follows the asymptotic normal distribution
√
N(Ĥ2 −H)
approx∼ N (0, V2) . (1.17)





where q(J1, J2) is given in (1.12) and h(α, p) is in (1.16).
Now we want to determine the optimal tuning parameters α and p. Again, we can
set α = 1/2 and p = 1/4 from Tukey’s trimean estimator or α = 0.6 and p = 1/3 from
Gastwirth’s estimator. Here, we will find the optimal α and p by minimizing the asymptotic
variance of general trimean estimator µ̂′j,i in (1.15), and the corresponding results also lead
















h1 (p)− h2 (p) + 2(log 2)2
. (1.20)
The second equation in (1.19) cannot be simplified to a finite form. As an illustration, we
plot h (α, p) with p ranging from 0 to 0.5, and α is a function of p in (1.20). The plot
of α against p is also shown in Figure 2.2. Numerical calculation gives α = 0.5965 and
p = 0.24. These optimal parameters are close to α = 0.5 and p = 0.25 in the Tukey’s
trimean estimator, but put some more weight on the median.
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Figure 1.2: Plot of h (α, p) against p on the left; Plot of α against p on the right
1.4 Simulation
In this section, we will illustrate our proposed methods via simulation. We simulate one
dimensional fBm signals of sizes N = 210, N = 211, and N = 212 with Hurst exponent
H = 0.3, 0.5, 0.7, 0.8, 0.9, respectively. NDWT of depth J = 10 using Pollen wavelets
with angles π/6 (Daubechies 2), π/4, π/3, and π/2 (Haar) are performed on each simulated
signal to obtain wavelet coefficients. Pollen wavelets with different angles generates a
family possessing continuum many wavelet bases of various degrees of regularity, see [32].
Special cases of Pollen’s representation for π/6 and π/2 give Daubechies 2 filter and Haar
filter, respectively.
Our proposed methods, GTME and GTLME, are then applied on the NDWT coeffi-
cients to estimate Hurst exponent H . We select different combinations of parameters α and
p in each method, leading to the following 6 variations:






















V: GTME with α = 2−
√





VI: GTLME with α = 0.5965, p = 0.24. (1.26)
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Table 1.1: Simulation Results for N = 210 fBm using Haar wavelet
Existing Methods Proposed Methods
H VA SSB MEDL MEDLA TT I II III IV V VI
Ĥ
0.3 0.2488 0.2490 0.2424 0.2421 0.2130 0.2461 0.2457 0.2456 0.2453 0.2460 0.2460
0.5 0.4947 0.5007 0.4860 0.4860 0.4971 0.4926 0.4914 0.4908 0.4905 0.4916 0.4920
0.7 0.7018 0.7251 0.6994 0.6974 0.7815 0.7078 0.7057 0.7051 0.7043 0.7065 0.7066
0.8 0.8007 0.8341 0.8036 0.8020 0.9299 0.8096 0.8082 0.8069 0.8064 0.8083 0.8091
0.9 0.9139 0.9502 0.9072 0.9002 1.0000 0.9075 0.9071 0.9058 0.9054 0.9069 0.9083
Variances
0.3 0.0024 0.0021 0.0027 0.0021 0.0016 0.0020 0.0021 0.0020 0.0021 0.0020 0.0020
0.5 0.0044 0.0034 0.0034 0.0028 0.0061 0.0028 0.0029 0.0028 0.0029 0.0028 0.0029
0.7 0.0063 0.0054 0.0049 0.0038 0.0160 0.0037 0.0039 0.0037 0.0039 0.0037 0.0039
0.8 0.0091 0.0077 0.0064 0.0050 0.0255 0.0048 0.0053 0.0051 0.0054 0.0049 0.0053
0.9 0.0106 0.0081 0.0068 0.0046 0.0304 0.0040 0.0048 0.0044 0.0048 0.0042 0.0048
MSEs
0.3 0.0050 0.0047 0.0060 0.0054 0.0092 0.0049 0.0050 0.0050 0.0051 0.0049 0.0050
0.5 0.0044 0.0034 0.0036 0.0030 0.0061 0.0028 0.0029 0.0029 0.0030 0.0028 0.0029
0.7 0.0063 0.0060 0.0049 0.0038 0.0226 0.0037 0.0039 0.0038 0.0039 0.0037 0.0039
0.8 0.0091 0.0089 0.0063 0.0050 0.0423 0.0048 0.0054 0.0051 0.0054 0.0050 0.0054
0.9 0.0108 0.0106 0.0068 0.0046 0.0760 0.0041 0.0048 0.0044 0.0048 0.0042 0.0049
Note. Different variations of our proposed methods can be found in (1.21)-(1.26).
Variations I and II are based on Tuckey’s trimean estimator in (1.1), and variations III and
III use Gastwirth’s estimator in (1.2). The α and p in variations V and VI are the optimal
values obtained in Section 3 to minimize the corresponding asymptotic variance of general
trimean estimator.
Wavelet coefficients on each level are divided into eight groups (M = 8), and we
use wavelet coefficients from levels 4 (J1 = 4) to 10 (J2 = 10) for the least square linear
regression. The estimation performance of the proposed methods are compared to five other
existing methods: VA method, SSB method, MEDL method, MEDLA method, and TT
method. Those methods have been discussed in Introduction. Estimation performance is
reported in terms of mean, variance, and mean square error (MSE) based on 300 repetitions
for each case.
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Table 1.2: Simulation Results for N = 211 fBm using Haar wavelet
Existing Methods Proposed Methods
H VA SSB MEDL MEDLA TT I II III IV V VI
Ĥ
0.3 0.2504 0.2438 0.2393 0.2392 0.2128 0.2412 0.2412 0.2407 0.2407 0.2408 0.2415
0.5 0.4846 0.4784 0.4688 0.4686 0.4812 0.4717 0.4712 0.4707 0.4705 0.4712 0.4715
0.7 0.7260 0.7124 0.6898 0.6909 0.8080 0.6968 0.6953 0.6956 0.6949 0.6962 0.6957
0.8 0.8262 0.8147 0.7893 0.7895 0.9576 0.7941 0.7932 0.7930 0.7926 0.7934 0.7936
0.9 0.9610 0.9345 0.9028 0.8960 1.0000 0.8984 0.9003 0.8980 0.8989 0.8981 0.9010
Variances
0.3 0.0014 0.0009 0.0011 0.0009 0.0010 0.0008 0.0009 0.0009 0.0009 0.0009 0.0009
0.5 0.0025 0.0013 0.0014 0.0011 0.0037 0.0011 0.0012 0.0012 0.0012 0.0012 0.0012
0.7 0.0071 0.0027 0.0025 0.0019 0.0200 0.0019 0.0021 0.0020 0.0021 0.0019 0.0020
0.8 0.0099 0.0036 0.0031 0.0024 0.0307 0.0022 0.0024 0.0023 0.0024 0.0022 0.0024
0.9 0.0125 0.0049 0.0041 0.0028 0.0365 0.0026 0.0030 0.0027 0.0029 0.0026 0.0030
MSEs
0.3 0.0038 0.0041 0.0048 0.0046 0.0086 0.0043 0.0043 0.0044 0.0044 0.0044 0.0043
0.5 0.0027 0.0018 0.0024 0.0021 0.0041 0.0019 0.0020 0.0020 0.0021 0.0020 0.0020
0.7 0.0078 0.0028 0.0026 0.0020 0.0316 0.0019 0.0021 0.0020 0.0021 0.0019 0.0020
0.8 0.0106 0.0038 0.0032 0.0025 0.0554 0.0022 0.0024 0.0023 0.0024 0.0022 0.0024
0.9 0.0162 0.0060 0.0041 0.0028 0.1134 0.0026 0.0030 0.0027 0.0029 0.0026 0.0030
Note. Different variations of our proposed methods can be found in (1.21)-(1.26).
The proposed methods preform the best using Haar wavelet (Pollen wavelets with angle
π/2), and the simulation results are shown in Table 1.1 to Table 1.3 for fBm of sizes N =
210, N = 211, and N = 212, respectively. Similar results are obtained for other wavelets.
For each H (corresponding to each row in the table), the smallest variances and MSEs are
highlighted in bold. From simulations results, at least one of our 6 variations outperforms
MEDL and MEDLA for all H and fBm of all three sizes. Compared with VA, SSB, and
TT methods, our methods yield significantly smaller variances and MSEs when H > 0.5
for fBm of all three sizes. When H = 0.3 and 0.5, our methods are still comparable to VA,
SSB, and TT. The performances of our 6 variations are very similar regarding to variances
and MSEs, in particular, variation I based on Tukey’s trimean estimator of the mid-energy
has the best performance among all of them.
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Table 1.3: Simulation Results for N = 212 fBm using Haar wavelet
Existing Methods Proposed Methods
H VA SSB MEDL MEDLA TT I II III IV V VI
Ĥ
0.3 0.2446 0.2356 0.2324 0.2328 0.2066 0.2341 0.2333 0.2334 0.2331 0.2337 0.2335
0.5 0.4969 0.4746 0.4662 0.4662 0.4936 0.4688 0.4678 0.4680 0.4675 0.4684 0.4680
0.7 0.7375 0.6992 0.6840 0.6843 0.8214 0.6876 0.6865 0.6869 0.6862 0.6874 0.6867
0.8 0.8696 0.8113 0.7944 0.7919 1.0238 0.7948 0.7949 0.7944 0.7946 0.7945 0.7950
0.9 0.9931 0.9156 0.8928 0.8887 1.0000 0.8913 0.8928 0.8915 0.8923 0.8912 0.8932
Variances
0.3 0.0007 0.0005 0.0007 0.0006 0.0005 0.0005 0.0006 0.0005 0.0006 0.0005 0.0006
0.5 0.0025 0.0007 0.0008 0.0006 0.0045 0.0006 0.0006 0.0006 0.0006 0.0006 0.0006
0.7 0.0077 0.0013 0.0014 0.0011 0.0224 0.0010 0.0011 0.0011 0.0011 0.0010 0.0011
0.8 0.0124 0.0019 0.0017 0.0013 0.0375 0.0013 0.0014 0.0014 0.0014 0.0013 0.0014
0.9 0.0169 0.0030 0.0029 0.0020 0.0507 0.0018 0.0021 0.0019 0.0021 0.0018 0.0021
MSEs
0.3 0.0038 0.0047 0.0053 0.0051 0.0093 0.0049 0.0050 0.0050 0.0050 0.0049 0.0050
0.5 0.0025 0.0013 0.0019 0.0018 0.0046 0.0015 0.0016 0.0016 0.0017 0.0016 0.0016
0.7 0.0091 0.0013 0.0017 0.0013 0.0370 0.0011 0.0013 0.0012 0.0013 0.0012 0.0013
0.8 0.0172 0.0020 0.0018 0.0014 0.0875 0.0013 0.0014 0.0014 0.0014 0.0013 0.0014
0.9 0.0255 0.0033 0.0030 0.0021 0.1514 0.0018 0.0021 0.0020 0.0021 0.0019 0.0021
Note. Different variations of our proposed methods can be found in (1.21)-(1.26).
1.5 Application
In this section, we apply the proposed methods to PRB data in order to classify individuals
according to their visual impairment. Participants in this study consists of 24 older adults,
solicited from the patient pool of the Bascom Palmer Eye Institute of the University of
Miami School of Medicine. Participants were selected on the basis of having either no
ocular disease or only Age-related Macular Degeneration (AMD), as assessed by patient
history and clinical testing.
Participants were assigned to three groups: one control group, and two experimental
groups I and II. The control group is a set of individuals with healthy, unaffected vision and
no evidence of any ocular disease or trauma. Individuals in two experimental groups had
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varying visual acuity and were diagnosed with AMD. Patients in group II had more severe
visual impairment than those in group I. The number of participants is 6 in control group,
8 in group I, and 10 in group II. In Introduction part, we have already shown in Figure 1.1
the examples of raw PRB data of three different individuals from control group, group I,
and group II, respectively.
Researchers have utilized simple statistical methods for analyzing PRB, for example,
comparing the relative mean or variance of pupil size deviation in response to stimuli;
some sophisticated techniques have also been utilized, like power, frequency and spectral
analysis using mathematical tools. However, they failed to characterize the underlying
patterns within time series PRB data. Wavelet analysis to estimate the Hurst exponent of
the high-frequency, time series physiological data is a useful tool for detecting these hidden
patterns and differentiating individuals based on these unique patterns in their physiological
behavior.
Like in many human-subject studies, the limited number of participants is a major dis-
advantage, but in PRB data set, each subject has enough measurements to segment into
multiple pieces with a length of 2048 observations. Although this induces dependence be-
tween the data, we will use hierarchical models to accommodate for the subject induced
dependence later. In order to illustrate the robustness of our methods, the proposed methods
and other existing methods will be applied to both the original, noisy data and the cleaned
data with blink and equipment artifacts removed. Here we use the same 6 variations of our
proposed methods in Simulation section, and the parameter settings of those variations can
be found in (1.21)-(1.26). The number of 2048 length original data and cleaned data within
each group are shown in Table 1.4.
Table 1.5 and Table 1.6 provide descriptive statistics of the estimated Hurst exponent
Ĥ from original data and cleaned data, respectively. As can be seen from Table 1.6, for
the cleaned data, the control group exhibited the smallest value for Ĥ in both the mean
and median. In fact, signals with smaller Hurst exponent H tend to be more disordered and
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Table 1.4: Group characterization summary
Group N Visual Acuity AMD Number of original data Number of cleaned data
Control 6 20/20-20/40 No 60 49
I 8 20/20-20/50 Yes 100 92
II 10 20/60-20/100 Yes 96 262
Note. N represents the number of individuals in the group; Visual Acuity signifies the range of Snellen
acuity scores for the individuals in the given group; AMD indicates whether the individuals were diagnosed
with age-related macular degeneration or not; Number of original data and Number of cleaned data show the
number of 2048 length original data and cleaned data, respectively.
unsystematic, therefore individuals without visual impairment tend to have more disordered
pupil diameter signals. However, for the original data, control group did not exhibit the
smallest Ĥ due to the noise caused by blinks and equipment artifacts, which can be seen
from Table 1.5.
The objective is to classify the visual impairment groups based on the estimated Hurst
exponent for a given 2048 length pupil diameter data. Before doing the classification,
we need to first deal with subject induced dependence through the following hierarchical
model. If we denote i to be the group index where the piece of observations is from, with
i = 0 for control group, i = 1 for group I, i = 2 for group II, and nj as the number of
pieces generated from subject j (j=1,2,..,24), the estimated Hurst exponent Ĥijk for the kth
piece of subject j nested in group i can be expressed in the following model:
Ĥijk = µ+ αi + βj(i) + εijk, (1.27)
where µ is the overall mean, αi is the effect for ith group, βj(i) is the effect for jth partici-
pant within ith group, and εijk is the random error. In avoid of dependency between data due
to subject effects, the estimated β̂j(i) is first subtracted from Ĥijk, and then multinomial lo-
gistic regression model is fitted on the data
{(
Ĥijk − β̂j(i), i
)
, i = 0, 1, 2, j = 1, ..., 24, k = 1, ..., nj
}
.
To test the model performance, we randomly choose 80% of the data points to form a train-
ing set, and the remaining 20% forms the testing set. Model is developed on the training
set and applied on the testing set.
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Table 1.5: Descriptive Statistics Group Summary (original noisy data)
Existing Methods Proposed Methods
H VA SSB MEDL MEDLA TT I II III IV V VI
Mean of Ĥ
Control 0.2206 0.4242 0.3583 0.3660 0.2740 0.3524 0.3602 0.3602 0.3615 0.3567 0.3590
I 0.2781 0.5698 0.4195 0.4201 0.3346 0.4229 0.4255 0.4261 0.4262 0.4254 0.4246
II 0.1949 0.4391 0.3522 0.3297 0.2306 0.3099 0.3273 0.3214 0.3292 0.3163 0.3260
Median of Ĥ
Control 0.2336 0.4511 0.3416 0.3597 0.2795 0.3734 0.3681 0.3443 0.3540 0.3479 0.3719
I 0.2537 0.5696 0.4036 0.4227 0.3301 0.4219 0.4255 0.4197 0.4283 0.4174 0.4262
II 0.2107 0.4322 0.3686 0.3396 0.2544 0.3248 0.3370 0.3369 0.3406 0.3319 0.3377
Variance of Ĥ
Control 0.0197 0.0358 0.0349 0.0414 0.0191 0.0327 0.0333 0.0356 0.0353 0.0340 0.0317
I 0.0190 0.0344 0.0153 0.0158 0.0177 0.0186 0.0166 0.0174 0.0168 0.0181 0.0167
II 0.0225 0.0381 0.0190 0.0164 0.0293 0.0185 0.0167 0.0173 0.0167 0.0178 0.0167
Note. Different variations of our proposed methods can be found in (1.21)-(1.26).
Misclassification rates are reported in Table 1.7. When doing the classification on the
original noised data, our robust methods performed the best, with the minimal misclas-
sification error 37.21%. On the blinks-removed data, our methods outperformed or were
comparable to other methods. In general, our methods provide a robust tool to classify
different degrees of visual impairment for AMD patients.
1.6 Proof of Theorems 1.3.1 and 1.3.2
In this section, we provide the detailed proofs of Theorem 1.3.1 and Theorem 1.3.2.
Proof of Theorem 1.3.1. A single wavelet coefficient in a non-decimated wavelet
transform of a fBm of size N with Hurst exponent H is normally distributed, with vari-
ance depending on its level j, therefore, each pair dj,k and dj,k+N/2 in mid-energy Dj,k are
assumed to be independent and follow the same normal distribution.






Table 1.6: Descriptive Statistics Group Summary (cleaned data)
Existing Methods Proposed Methods
H VA SSB MEDL MEDLA TT I II III IV V VI
Mean of Ĥ
Control 0.1811 0.3650 0.3025 0.2804 0.2466 0.2722 0.2826 0.2806 0.2851 0.2772 0.2821
I 0.2751 0.5601 0.4048 0.4092 0.3311 0.3926 0.4040 0.4013 0.4076 0.3975 0.4031
II 0.2088 0.4356 0.3494 0.3246 0.2489 0.3028 0.3198 0.3140 0.3219 0.3085 0.3186
Median of Ĥ
Control 0.1775 0.3801 0.3311 0.3010 0.2387 0.3012 0.3065 0.3043 0.3070 0.3004 0.3040
I 0.2729 0.5210 0.4168 0.4117 0.3354 0.3959 0.4122 0.4033 0.4113 0.4011 0.4105
II 0.2301 0.4227 0.3580 0.3380 0.2865 0.3121 0.3329 0.3237 0.3345 0.3171 0.3312
Variance of Ĥ
Control 0.0094 0.0238 0.0126 0.0116 0.0091 0.0122 0.0122 0.0123 0.0122 0.0124 0.0121
I 0.0077 0.0310 0.0097 0.0131 0.0057 0.0121 0.0124 0.0124 0.0126 0.0122 0.0123
II 0.0149 0.0390 0.0182 0.0153 0.0195 0.0148 0.0152 0.0149 0.0152 0.0147 0.0152
Note. Different variations of our proposed methods can be found in (1.21)-(1.26).
Table 1.7: Classification error
Existing Methods Proposed Methods
VA SSB MEDL MEDLA TT I II III IV V VI
Blinks removed 0.4568 0.4074 0.4691 0.3704 0.4444 0.3951 0.3827 0.3827 0.3827 0.3951 0.3827
Original data 0.4651 0.3953 0.4535 0.3837 0.4419 0.3721 0.3837 0.3721 0.3721 0.3837 0.3721
Note. Different variations of our proposed methods can be found in (1.21)-(1.26).








, j = 1, .., J, and k = 1, ..., N/2,
and it can be readily shown that Dj,k has exponential distribution with scale parameter
λj = σ
2 · 2−(2H+1)j , i.e.,
f (Dj,k) = λ
−1
j e
−λ−1j Dj,k , for any k = 1, .., N/2.
Therefore the ith subgroup
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therefore, the asymptotic distribution of µ̂j,i is normal with mean










+ (1− α) log 2
)
λj


















f (α, p)λ2j .







where β̄ = 1/M
∑M
i=1 β̂i is the average regression slope in the least square linear regression
on pairs (j, log2 (µ̂j,i)) from level J1 to J2, J1 ≤ j ≤ J2. It can be easily derived that each




aj log2 (µ̂j,i) , aj =
j − (J1 + J2)/2∑J2
j=J1
(j − (J1 + J2)/2)2
.
We can check that
∑J2
j=J1
aj = 0 and
∑J2
j=J1
ajj = 1. Also, if X ∼ N (µ, σ2), the approxi-
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mate expectation and variance of g(X) are
E (g(X)) = g(µ) +
g′′(µ)σ2
2
, and Var (g(X)) = (g′(µ))2 σ2,
based on which we calculate
E (log2 (µ̂j,i)) = −(2H + 1)j + Constant, and








































(log 2)2(c (α, p))2q(J1, J2)
,
and
q(J1, J2) = (J2 − J1)(J2 − J1 + 1)(J2 − J1 + 2).







2 · 2−(2H+1)j , so that
f (Dj,k) = λ
−1
j e
−λ−1j Dj,k , for any k = 1, .., N/2.
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Let yj,k = log (Dj,k) for any j = 1, ..., J and k = 1, ..., N/2. The pdf and cdf of yj,k are
















= p, and yp = log (−λj log (1− p)).
Then it can be shown that f (yp) = − (1− p) log (1− p). When applying the general
trimean estimator µ̂′j,i on
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+ (1− α) log (log 2) + log (λj)


































































from level J1 to J2, J1 ≤ j ≤ J2. It can be easily derived that β̂′i is







j − (J1 + J2)/2∑J2
j=J1
(j − (J1 + J2)/2)2
.
Again, we can check that
∑J2
j=J1
aj = 0 and
∑J2
j=J1














































q(J1, J2) = (J2 − J1)(J2 − J1 + 1)(J2 − J1 + 2).

1.7 Conclusions
In this chapter, we proposed two methods, GTME and GTLME, to improve the robust es-
timation of Hurst exponent from the fractional Brownian motion through wavelet transfor-
mations. The three key ideas in our proposed methods are: 1) We define a general trimean
estimator that is a weighted average of median and two quantiles, and it turns out that the
well known Tukey’s trimean estimator and Gastwirth estimator are two special cases un-
der this framework; 2) When utilizing non-decimated wavelet transforms (NDWT) wavelet
coefficients to obtain Hurst exponent estimators, we reduce the dependency of NDWT
wavelet coefficients by rearranging each level coefficients into groups, so that the distance
between any two points within the same group are large enough; 3) Instead of using mean
or median, we apply the general trimean estimator to wavelet coefficients (GTME) or the
logarithm of wavelet coefficients (GTLME), and then derive its asymptotic distribution,
which depends on Hurst exponent H and leads to the robust estimation of H .
The estimation performance of the proposed methods were compared to five other ex-
isting methods: Veitch & Abry (VA) method, Soltani, Simard, & Boichu (SSB) method,
MEDL method, MEDLA method, and Theil-type regression (TT) method. Simulation re-
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sults indicated our proposed methods yielded smaller variance and MSEs when estimating
Hurst exponent H , in particular for large H’s. For fBm with small to moderate Hurst ex-
ponent, for example H = 0.3 or 0.5, our methods still outperformed MEDL and MEDLA,
and were comparable to VA, SSB, and TT.
Our proposed two methods have been applied to a real pupillary response behavior
(PRB) data set for visual impairment classification. The unique pattern of PRB data cannot
be efficiently represented by the trends or traditional statistical summaries of the signal,
and our proposed methods helped to detect those unique patterns by estimating the Hurst
exponent from the data. The estimated Hurst exponent was then used as a predictor in
the multinomial logistic regression model to classify individuals with different degrees of
visual impairment. It turns out that our robust methods yielded the smallest three-class
misclassification rate 37.21% on the noisy PRB data. Besides, we noticed that the healthy
group exhibited the smallest value for estimated Hurst exponent H , which indicated indi-
viduals without visual impairment had more disordered signals. This is common for many
other biometric signals: EEG, EKG, high frequency protein mass-spectra, high resolution
medical images of tissue, to list a few.
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CHAPTER 2
MAMMOGRAM DIAGNOSTICS USING ROBUST WAVELET-BASED
ESTIMATOR OF HURST EXPONENT
The materials in this chapter were published in New Frontiers of Biostatistics and Bioin-
formatics, 2018
2.1 Introduction
Breast cancer is one of the major health concerns among women. It has been estimated by
the National Cancer Institute that 1 in 8 women will be diagnosed with breast cancer dur-
ing their lifetime. Early detection is proven to be the best strategy for improving prognosis.
Most of the references dealing with automated breast cancer detection are based on micro-
calcifications [33, 34, 35, 36, 37]. Recently, predicting disease using image data becomes
an active research area in statistics and machine learning [38, 39, 40, 41]. For example,
Reiss and Ogden (2010) proposed a functional generalized linear regression model with
images as predictors [38]. However, predicting breast cancer based on the tissue images
directly is like a black-box. Physicians will have a hard time to summarize the common
features from the cancerous images, and the prediction results are not easily interpreted. In
this chapter, we study the scaling information from the tissue image and then predict breast
cancer based on the estimated scaling parameter. It has been found in literatures that the
scaling information is efficient and accurate in early detection of breast cancer [25, 42, 43,
44]. In fact, regular scaling is a common phenomenon in high-frequency signals and high-
resolution digital images collected in real life. Examples can be found in a variety of fields
including economics, telecommunications, physics, geosciences, as well as in biology and
medicine [45, 46, 47, 48, 49, 50, 51].
The standard measure of regular scaling is the Hurst exponent, denoted by H in the
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sequel. Recall that a stochastic process
{
X (t) , t ∈ Rd
}
is self-similar with Hurst exponent
H if, for any λ ∈ R+, X (t) d= λ−HX (λt). Here the notation d= means the equality in
all finite-dimensional distributions. The Hurst exponent quantifies the self-similarity and
describes the rate at which autocorrelations decrease as the lag between two realizations in a
time series increases. A valueH in the range 0-0.5 indicates a zig-zagging intermittent time
series with long-term switching between high and low values in adjacent pairs. A value H
in the range 0.5 to 1 indicates a time series with long-term positive autocorrelations, which
preserves trends on a longer time horizon and gives a time series more regular appearance.
Multiresolution analysis is one of the many methods to estimate the Hurst exponent. An
overview can be found in [17, 18, 19]. In particular, the non-decimated wavelet transforms
(NDWT) [31, 52, 53] has several potential advantages when employed for Hurst exponent
estimation. Input signals and images of arbitrary size can be transformed in a straight-
forward manner due to the absence of decimation. As a redundant transform, the NDWT
can decrease variance in the scaling estimation [27]. Least square regression can be fitted
to estimate H instead of weighted least square regression since the variances of the level-
wise derived distributions based on log NDWT coefficients do not depend on level. Local
scaling can be assessed due to the time-invariance property. Of course, the dependence
of coefficients in NDWT is much more pronounced. Similar to Soltani et al [20], we will
control this dependence by systematic sampling of coefficients on which the estimator is
based.
Different wavelet-based methods for estimation of H have been proposed in the liter-
ature for the one-dimensional case. Veitch and Abry [17] suggested the estimation of H




, In addition, the au-





, where dj indicates any detail coefficient at level j. We use dj,k to denote







2, and showed that the level-wise averages of log2Dj,k are
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asymptotically normal and more stable, which is used to estimate H by regression. The
estimators in Soltani et al [20] consistently outperform the estimators in Veitch and Abry
[17]. Shen et al [21] showed that the method of Soltani et al [20] yields more accurate
estimators since it takes the logarithm of the mid-energy first and then averages.
The robust estimation ofH has recently become a topic of interest due to the presence of
outlier coefficients and outlier multiresolution levels, inter and within level dependences,
and distributional contaminations [22, 23, 21, 24]. Hamilton et al (2011) [25] came up
with a robust approach based on Theil-type weighted regression [26], a method for robust
linear regression that selects the weighted average of all slopes defined by different pairs





the level indices, but instead of weighted least square regression, they use the Theil-type
weighted regression to make it less sensitive to outlier levels. Kang and Vidakovic [27]
proposed MEDL and MEDLA methods based on non-decimated wavelets to estimate H .
MEDL estimates H by regressing the medians of log d2j on level j, while MEDLA uses the








to estimate H , where k1 and k2 are properly
selected locations at level j to approximate the independence.
Both MEDL and MEDLA use the median of the derived distribution instead of the
mean, because the medians are more robust to potential outliers that can occur when loga-
rithmic transform of a squared wavelet coefficient is taken and the magnitude of coefficient
is close to zero. Although median is outlier-resistant, it can behave unexpectedly as a result
of its non-smooth character. The fact that the median is not “universally the best outlier-
resistant estimator” motivates us to develop the general trimean estimators of the level-wise
derived distributions to estimate H , where the general trimean estimator was derived as a
weighted average of the distribution’s median and two quantiles symmetric about the me-
dian, combining the median’s emphasis on center values with the quantiles’ attention to
the tails. Tukey’s trimean estimator [28, 54] and Gastwirth estimator [55, 29, 56] are two
special cases under such general framework.
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In this chapter, we are concerned with the robust estimation of Hurst exponent in self-
similar signals. Here, the focus is on images, but the methodology applies to multiscale
context of arbitrary dimension. The properties of the proposed Hurst exponent estimators
are studied both theoretically and numerically. The performance of the robust approach
is compared with other standard wavelet-based methods (Veitch & Abry (VA) method,
Soltani, Simard, & Boichu (SSB) method, median based estimators MEDL and MEDLA,
and Theil-type (TT) weighted regression method).
The rest of the chapter consists of the following additional sections. Section 2.2 dis-
cusses background of non-decimated wavelet transforms and wavelet-based spectrum in
the context of estimating the Hurst exponent for fractional Brownian motion (fBm). Sec-
tion 2.3 introduces the general trimean estimators and discusses two special estimators
following that general framework; Section 2.4 describes estimation of Hurst exponent us-
ing the general trimean estimators, presents distributional results on which the proposed
methods are based, and derives optimal weights that minimize the variances of the esti-
mators. Section 2.5 provides the simulation results and compares the performance of the
proposed methods to other standardly used, wavelet-based methods. The proposed methods
are applied to classify the digitized mammogram images as cancerous or non-cancerous in
Section 2.6. The proofs of Theorems and Lemmas are included in Section 2.7 and Section
2.8, respectively. The chapter is concluded with a summary and discussion in Section 2.9.
2.2 Background
2.2.1 Non-decimated wavelet transforms
The non-decimated wavelet transforms (NDWT) [31, 52, 53] are redundant transforms be-
cause they are performed by repeated filtering with a minimal shift, or a maximal sampling
rate, at all dyadic scales. Subsequently, the transformed signal contains the same number
of coefficients as the original signal at each multiresolution level. We start by describ-
ing algorithmic procedure of 1-D NDWT and then expand to 2-D NDWT. Traditionally,
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we perform a wavelet transformation as a convolution of an input data with wavelet and
scaling filters. A principal difference between NDWT and DWT is the sampling rate.











where cJ0,k denote coarse coefficients, dj,k indicate detail coefficients, φJ0,k(x) represent
scaling functions, and ψj,k(x) signify wavelet functions. For specific choices of scaling













where x ∈ R, j is a resolution level, J0 is the coarsest level, and k is the location of an
atom. Notice that atoms for NDWT have the constant location shift k at all levels, yielding
the finest sampling rate on any level. The coarse coefficients cJ0,k and detail coefficients
dj,k can be obtained via
cJ0,k =
∫
f(x) φJ0,k(x)dx and dj,k =
∫
f(x) ψj,k(x)dx. (2.1)
In a J-level decomposition of an 1-D input signal of sizeN , a NDWT will yieldN×(J+1)
wavelet coefficients, including N × 1 coarse coefficients and N × J detail coefficients.
Expanding on the 1-D definitions, we could easily describe 2-D NDWT of f(x, y) with
(x, y) ∈ R2. Several versions of 2-D NDWT exist, but we only focus on the scale-mixing
version based on which our methods are proposed. For the scale-mixing 2-D NDWT, the
wavelet atoms are
φJ01,J02;k(x, y) = 2
(J01+J02)/2φ(2J01(x− k1))φ(2J02(y − k2)),
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ψJ01,j2;k(x, y) = 2
(J01+j2)/2φ(2J01(x− k1))ψ(2j2(y − k2)),
ψj1,J02;k(x, y) = 2
(j1+J02)/2ψ(2j1(x− k1))φ(2J02(y − k2)),
ψj1,j2;k(x, y) = 2
(j1+j2)/2ψ(2j1(x− k1))ψ(2j2(y − k2)),
where k = (k1, k2) is the location index, J01 and J02 are coarsest levels, j1 > J01, and j2 >
J02. The wavelet coefficients for f(x, y) after the scale-mixing NDWT can be obtained as
cJ01,J02;k =
∫∫
f(x, y) φJ01,J02;k(x, y)dxdy,
hJ01,j2;k =
∫∫
f(x, y) ψJ01,j2;k(x, y)dxdy,
vj1,J02;k =
∫∫
f(x, y) ψj1,J02;k(x, y)dxdy,
dj1,j2;k =
∫∫
f(x, y) ψj1,j2;k(x, y)dxdy.
(2.2)
Note that cJ01,J02;k are coarse coefficients and represent the coarsest approximation, hJ01,j2;k
and vj1,J02 represent the mix of coarse and detail information, and dj1,j2;k carry information
about details only. In our methods, only detail coefficients dj1,j2;k are used to estimate H .
2.2.2 The fBm: Wavelet coefficients and Spectra
Among models having been proposed for analyzing the self-similar phenomena, arguably
the most popular is the fractional Brownian motion (fBm) first described by Kolmogorov
[13] and formalized by Mandelbrot and Van Ness [14].
In this section, an overview of 1-D fBm and its extension to 2-D fBm is provided.
Consider a stochastic process {X(t), t ∈ R} is self-similar with Hurst exponent H , then




for a fixed level j [15]. If the process has stationary increments, i.e., X(t + h) − X(t) is
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The Hurst exponent can be estimated by taking logarithms on both sides of equation (2.3).






, j ∈ Z
}
. Fractional
Brownian motion (fBm), denoted as BH(t) is the unique Gaussian process with stationary
increments that is self-similar [15, 16]. The definition of the one-dimensional fBm can be
extended to the multivariate case. In particular, a two-dimentional fBm, BH(t), for t ∈










= −(2H + 2)j + C,
which defines the two-dimensional wavelet spectrum, from which the Hurst exponent can
be estimated. Our proposed methods in next sections are based on but improve from this
spectrum.
2.3 General Trimean Estimators
Let X1, X2, ..., Xn be i.i.d. continuous random variables with pdf f(x) and cdf F (x). Let
0 < p < 1, and let ξp denote the pth quantile of F , so that ξp = inf{x|F (x) ≥ p}. If F is
monotone, the pth quantile is simply defined as F (ξp) = p.
Let Yp = Xbnpc:n denote a sample pth quantile. Here bnpc denotes the greatest integer
that is less than or equal to np. The general trimean estimator is defined as a weighted
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The weights for the two quantiles are the same for Yp and Y1−p, and α ∈ [0, 1]. This is
equivalent to the weighted sum of the median and the average of Yp and Y1−p with weights
1− α and α:






This general trimean estimator turns out to be more robust then mean but smoother than the
median. To derive its asymptotic distribution, the asymptotic joint distribution of sample
quantiles is needed, as shown in Lemma 1; detailed proof can be found in [30].
Lemma 2.3.1. Consider r sample quantiles, Yp1 , Yp2 , ...., Ypr , where 1 ≤ p1 < p2 < ... <
pr ≤ n. If for any 1 ≤ i ≤ r,
√
n (bnpic/n− pi)→ 0 is satisfied, then the asymptotic joint
distribution of Yp1 , Yp2 , ...., Ypr is:
√
n ((Yp1 , Yp2 , ...., Ypr)− (ξp1 , ξp2 , ...., ξpr))
approx∼ MVN (0,Σ) ,
where







) , i ≤ j. (2.5)
From Lemma 2.3.1, the asymptotic distribution of general trimean estimator will be
normal as a linear combination of the components each with an asymptotic normal dis-
tribution. The general trimean estimator itself may be defined in terms of order statistics
as














It can be easily verified that
√
n (bpnc/n− p) → 0 for p ∈ (0, 1/2]. If we denote ξ =[
ξp ξ1/2 ξ1−p
]T the population quantiles, the asymptotic distribution of y is
√
n (y − ξ) approx∼ MVN (0,Σ) ,
where Σ = (σij)3×3 , and σij follows equation (2.5) for p1 = p, p2 = 1/2, and p3 = 1− p.
Therefore
µ̂
approx∼ N (E (µ̂) ,Var (µ̂)) ,
with the theoretical expectation and variance being
E (µ̂) = E (A · y) = A · E (y) = A · ξ, (2.6)
and
Var (µ̂) = Var (A · y) = AVar (y)AT = 1
n
AΣAT . (2.7)
2.3.1 Tukey’s Trimean Estimator
Tukey’s trimean estimator is a special case of the general trimean estimators, with α = 1/2
and p = 1/4 in equation (2.4). To compute this estimator, we first sort the data in ascending
order. Next, we take the values that are one-forth of the way up this sequence (the first
quartile), half way up the sequence (i.e., the median), and three-fourths of the way up the
sequence (the third quartile). Given these three values, we then form the weighted average,
giving the central (median) value a weight of 1/2 and the two quartiles a weight of 1/4
each.
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]T , ΣT = (σij)3×3 is the covariance matrix
of the asymptotic multivariate normal distribution, and σij follows equation (2.5) with p1 =
1/4, p2 = 1/2, and p3 = 3/4.
2.3.2 Gastwirth Estimator
As Tukey’s estimator, the Gastwirth estimator is another special case of the general trimean
estimators, with α = 0.6 and p = 1/3 in equation (2.4).
If we denote this estimator as µ̂G, then
µ̂G = 0.3 Y1/3 + 0.4 Y1/2 + 0.3 Y2/3.












where AG = [0.3 0.4 0.3], ξG =
[
ξ1/3 ξ1/2 ξ2/3
]T , ΣG = (σij)3×3, and σij follows
equation (2.5) with p1 = 1/3, p2 = 1/2, and p3 = 2/3.
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2.4 Methods
Our proposal for robust estimation of Hurst exponentH is based on non-decimated wavelet
transforms (NDWT). In a J-depth decomposition of a 2-D fBm of size N × N , a scale-
mixing 2-D NDWT generates (J + 1)× (J + 1) blocks of coefficients, with each block the
same size as original image, i.e., N × N . The tessellation of coefficients of scale-mixing
2-D NDWT is shown in Figure 2.1(a). From the 2-D NDWT wavelets coefficients, our
methods use the diagonal blocks (j1 = j2 = j) of the detail coefficients dj1,j2;k to predict
H , as is shown in Figure 2.1(b).
At each detail level j, the corresponding level-j diagonal block is of size N × N , the
same size as original image. Note that those coefficients dj,j;k in level-j diagonal block are
not independent, however, their autocorrelations decay exponentially, that is, they posses
only the short memory. We reduce such within block dependency by dividing the block into
M ×M equal grids and then random sampling one coefficient from each grid, therefore
increasing the distance between two consecutive coefficients. To improve the efficiency,
here we apply symmetric sampling. To be specific, we partition the level-j diagonal block
into four equal parts (top left, top right, bottom left, and bottom right), only sample from
the M2/4 grids at the top left, and then get the corresponding coefficients that have the
same location in other parts, which is shown in Figure 2.1(c).




at the top left part of level-j diagonal block, and ki1, ki2 ∈ {1, 2, ..., N2 } being the corre-
sponding location indexes, then we can extract corresponding coefficients dj,j;(ki1,ki2+N2 ),
dj,j;(ki1+N2 ,ki2)
, and dj,j;(ki1+N2 ,ki2+N2 ) from the top right, bottom left, and bottom right parts,
respectively. From the set
{dj,j;(ki1,ki2), dj,j;(ki1,ki2+N2 ), dj,j;(ki1+N2 ,ki2), dj,j;(ki1+N2 ,ki2+N2 )},
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where Di,j and D′i,j denote the two mid-energies corresponding to grid i at level j. If we
denote Dj as the set of all mid-energies at level j, then







The M2/2 mid-energies at each level j are treated as if they are independent. Note that M
must be divisible by 2.
Our methods have two different versions, one is based on mid-energies Dj , while the
other is using logged mid-energies logDj (in bracket). First, the distribution ofDj (logDj)
is derived under the independence approximation between dj,j;(ki1,ki2), dj,j;(ki1,ki2+N2 ), dj,j;(ki1+N2 ,ki2),
and dj,j;(ki1+N2 ,ki2+N2 ). Next, we calculate the general trimean estimators from the level-wise
derived distributions to estimate H .
Figure 2.1: (a) Four types of wavelet coefficients with their locations in the tessellation
of a 2-D scale mixing NDWT of depth of 3 (J = 3), with each block the size of N × N .
Coefficients c represent the coarsest approximation, h and v are the mix of coarse and detail
information, and d carry detail information only. (b) Detail coefficients d and its diagonal
blocks corresponding to 3 (J = 3) levels. (c) Symmetric random sampling from level-1
(j = 1) diagonal block divided into 6× 6 (M = 6) grids.
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2.4.1 General Trimean of the Mid-energy (GTME) Method
At each decomposition level j, the asymptotic distribution of the general trimean estimator
on M2/2 mid-energies in Dj is derived, from which we find the relationship between the
general trimean estimators and H . The general trimean of the mid-energy (GTME) method
is described in the following theorem:
Theorem 2.4.1. Let µ̂j be the general trimean estimator based on the M2/2 mid-energies
in Dj defined by (2.9) at level j in a J-level NDWT of a 2-D fBm of size N ×N with Hurst



















+ (1− α) log 2,






and σ2 is the variance of wavelet coefficients from level 0, the Hurst exponent can be
estimated as
Ĥ = − β̂
2
− 1, (2.11)
where β̂ is the regression slope in the least square linear regression on pairs (j, log2 (µ̂j))
from level J1 to J2, J1 ≤ j ≤ J2. The estimator Ĥ follows the asymptotic normal distribu-
tion
Ĥ
approx∼ N (H,V1) , (2.12)





(log 2)2M2c2 (α, p) q(J1, J2)
,
and
q(J1, J2) = (J2 − J1)(J2 − J1 + 1)(J2 − J1 + 2). (2.13)
The proof of Theorem 2.4.1 is deferred to section 2.7.
To find the optimal α and p by minimizing the asymptotic variance of µ̂j , we take partial
derivatives of f (α, p) with respect to α and p and set them to 0. The optimal α̂ and p̂ can
be obtained by solving
∂f (α, p)
∂α


















Since α ∈ [0, 1] and p ∈ (0, 1/2), we get the unique solution α = 2p ≈ 0.6 and p =
1−
√














2p(1−p) > 0 and the determinant is 5.66 > 0 when α = 2p ≈ 0.6 and p =
1 −
√
2/2 ≈ 0.3, the above Hessian matrix is positive definite. Therefore, α̂ = 2 −
√
2
and p̂ = 1 −
√
2/2 provide the global minima of f (α, p), minimizing also the asymptotic
variance of µ̂j,i. In comparing these optimal α̂ ≈ 0.6 and p̂ ≈ 0.3 with α = 0.6 and
p = 1/3 from the Gastwirth estimator, curiously, we find that the optimal general trimean
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estimator is very close to the Gastwirth estimator.
2.4.2 General Trimean of the Logarithm of Mid-energy (GTLME) Method
Previously discussed the GTME method calculates the general trimean estimator of the
mid-energy first and then takes the logarithm. In this section, we will calculate the gen-
eral trimean estimator of the logged mid-energies at each level j. The following theorem
describes the general trimean of the logarithm of mid-energy, the GTLME method.
Theorem 2.4.2. Let µ̂j be the general trimean estimator based on log(Dj), which is the
set of M2/2 logged mid-energies at level j in a J-level NDWT of a 2-D fBm of size N ×N






















+ (1− α) log (log 2) ,










g1 (p) and g2 (p) are two functions of p given in the Appendix,
λj = σ
2 · 2−(2H+2)j,
and σ2 is the variance of wavelet coefficients from level 0. The Hurst exponent can be
estimated as
Ĥ = − 1
2 log 2
β̂ − 1, (2.16)
where β̂ is the regression slope in the least square linear regressions on pairs (j, µ̂j) from
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level J1 to J2, J1 ≤ j ≤ J2. The estimator Ĥ follows the asymptotic normal distribution
Ĥ
approx∼ N (H,V2) , (2.17)






and q(J1, J2) is given in equation (2.13).
The proof of Theorem 2.4.2 is provided in section 2.7. Similarly, as for the GTME, the
















g1 (p)− g2 (p) + 2(log 2)2
.
The second equation in (2.18) cannot be simplified to a finite form. As an illustration, we
plot the f (α, p) with p ranging from 0 to 0.5 and α being a function of p. The plot of
α against p is also shown in Figure 2.2. Numerical computation gives α̂ = 0.5965 and
p̂ = 0.24. These optimal parameters are close to α = 0.5 and p = 0.25 in the Tukey’s
trimean estimator, but put some more weight on the median.
2.4.3 Special Cases: Tukey’s Trimean and Gastwirth Estimators
The Tukey’s trimean of the mid-energy (TTME) method and Gastwirth of the mid-energy
(GME) method are described in the following Lemma.
Lemma 2.4.1. Let µ̂Tj and µ̂Gj be the Tukey’s trimean and Gastwirth estimators based on
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Figure 2.2: Plot of f (α, p) against p on the left; Plot of α against p on the right





















where c1 and c2 are constant numbers and can be found in the appendix, λj = σ2·2−(2H+2)j ,
and σ2 is the variance of wavelet coefficients from level 0. The Hurst exponent can be
estimated as
ĤT = − β̂
T
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from level J1 to J2, J1 ≤ j ≤ J2. The estimators












where the asymptotic variances V T1 and V
G










The function q(J1, J2) is the same as equation (2.13) in Theorem 2.4.1.
The following Lemma describes the Tukey’s trimean (TTLME) and Gastwirth (GLME)
of the logarithm of mid-energy method.
Lemma 2.4.2. Let µ̂Tj and µ̂Gj be the Tukey’s trimean estimator and Gastwirth estimator





approx∼ N (− (2H + 2) log 2j + c3, VT ) , (2.23)
µ̂Gj
approx∼ N (− (2H + 2) log 2j + c4, VG) , (2.24)
where c3 ,VT , c4 and VG are constant numbers and can be found in the appendix. The Hurst
exponent can be estimated as
ĤT = − β̂
T
2 log 2











from level J1 to J2, J1 ≤ j ≤ J2. The estimators ĤT and ĤG












where the asymptotic variances V T2 and V
G










The function q(J1, J2) is provided in equation (2.13).
The proofs of Lemma 2.4.1 and Lemma 2.4.2 are shown in section 2.8. To verify
the asymptotic normal distributions of predictors in Lemma 2.4.1 and Lemma 2.4.2, we
perform an NDWT of depth 10 on 300 simulated fBm’s with H = 0.3. We use result-
ing wavelet coefficients from levels 4 to 10 inclusive to estimate H. Figure 2.3 shows the
histograms and theoretical distributions of Ĥ using TTME, TTLME, GME, and GLME
methods, respectively.
Figure 2.3: Histograms and Theoretical Distributions of Ĥ
2.5 Simulation
We simulate 2-D fBm of sizes 210×210 (N = 210) with Hurst exponentH = 0.3, 0.5, 0.7, 0.8, 0.9,
respectively. NDWT of depth J = 10 using Haar wavelet is performed on the simulated
signal to obtain wavelet coefficients. The two-dimensional fBm signals were simulated
based on the method of Wood and Chan [57].
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The proposed methods (with 6 variations) are applied on the NDWT detail coefficients
to estimate Hurst exponent H . Each level diagonal block is divided into 16 × 16 grids
(M = 16) for all proposed methods, and we use wavelet coefficients from levels 4 to 10 for
the least square linear regression. The estimation performance of the proposed methods are
compared to five other existing methods: Veitch & Abry (VA) method, Soltani, Simard, &
Boichu (SSB) method, MEDL method, MEDLA method, and Theil-type regression (TT)
method. The GTME and GTLME methods are based on the optimal parameters which
minimize the variances. Estimation performance is reported in terms of mean, variance,
and mean square error (MSE) based on 300 repetitions for each case.
The simulation results are shown in Table 2.1. For each H (corresponding to each row
in the table), the smallest variances and MSEs are highlighted in bold. From simulations
results, all our 6 variations outperform SSB, MEDL , MEDLA, and TT methods for all
H’s regarding to variances and MSEs. Compared with VA method, our methods yield
significantly smaller variances and MSEs when H > 0.5. When H = 0.3, our methods
are still comparable to VA. Although the performances of our 6 variations are very similar
regarding to variances and MSEs, the TTME method based on Tukey’s trimean estimator of
the mid-energy has the best performance among all of them. The variances of GTME based
on the optimal parameters are very close or equal to those of GME and TTME methods in
most cases. Besides, in most cases the optimized GTLME method is superior to other
logged mid-energy methods TTLME and GLME with respect to variances; however, such
superiority is not significant, since the variances are close to each other.
2.6 Application
In this section, we apply the proposed methodology to classification of digitized mammo-
gram images. The digitized mammograms were obtained from the University of South
Florida’s Digital Database for Screening Mammography (DDSM) [58]. All cases exam-
ined had biopsy results which served as ground truth. Researchers used the HOWTEK
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Table 2.1: Simulation Results for 210 × 210 fBm using Haar wavelet (300 Replications)
Existing Methods Proposed Methods
H VA SSB MEDL MEDLA TT TTME TTLME GME GLME GTME GTLME
Ĥ
0.3 0.3103 0.3055 0.3018 0.3031 0.3054 0.3032 0.3028 0.3032 0.3034 0.3028 0.3030
0.5 0.5220 0.5132 0.5095 0.5102 0.5151 0.5126 0.5111 0.5108 0.5100 0.5118 0.5116
0.7 0.7382 0.7235 0.7175 0.7165 0.7326 0.7193 0.7179 0.7193 0.7184 0.7199 0.7181
0.8 0.8458 0.8261 0.8200 0.8204 0.8398 0.8222 0.8214 0.8208 0.8206 0.8212 0.8221
0.9 0.9593 0.9328 0.9241 0.9274 0.9641 0.9303 0.9282 0.9287 0.9278 0.9295 0.9287
Variances
0.3 0.0014 0.0016 0.0026 0.0020 0.0017 0.0015 0.0016 0.0016 0.0016 0.0015 0.0016
0.5 0.0020 0.0017 0.0027 0.0018 0.0034 0.0013 0.0016 0.0014 0.0016 0.0014 0.0016
0.7 0.0037 0.0019 0.0030 0.0026 0.0086 0.0018 0.0021 0.0020 0.0021 0.0019 0.0020
0.8 0.0050 0.0021 0.0027 0.0023 0.0095 0.0018 0.0020 0.0020 0.0021 0.0019 0.0020
0.9 0.0073 0.0021 0.0028 0.0022 0.0168 0.0018 0.0019 0.0019 0.0020 0.0018 0.0019
MSEs
0.3 0.0015 0.0016 0.0026 0.0020 0.0017 0.0015 0.0016 0.0016 0.0016 0.0015 0.0016
0.5 0.0025 0.0019 0.0027 0.0019 0.0037 0.0015 0.0017 0.0016 0.0017 0.0015 0.0017
0.7 0.0052 0.0025 0.0033 0.0028 0.0097 0.0022 0.0024 0.0024 0.0025 0.0023 0.0024
0.8 0.0070 0.0027 0.0031 0.0028 0.0110 0.0023 0.0024 0.0024 0.0025 0.0023 0.0025
0.9 0.0108 0.0032 0.0033 0.0030 0.0208 0.0027 0.0027 0.0027 0.0028 0.0027 0.0027
scanner at the full 43.5-micron per pixel spatial resolution to scan 45 mammograms from
patients with normal studies (control group) and 79 from patients with confirmed breast
cancer (study group). Figure 2.4 shows an example of mammograms from study group,
and it is almost impossible for physicians to distinguish a cancerous mammogram with a
non-cancerous mammogram just by eyes. Each subject contains two mammograms from a
screening exam, one craniocaudal projection for each side breast. We only keep one pro-
jection for each subject, either right side or left side breast image. A sub-image of size
1024× 1024 was taken manually from each mammogram.
Our methods were then applied on each sub-image to estimate the Hurst exponent pa-
rameter for each subject. To be specific, the NDWT of depth J = 10 using Haar wavelet
was performed on each sub-image to obtain wavelet coefficients. The proposed methods
(with 6 variations) are applied on the NDWT detail coefficients to estimate Hurst exponent
H . Each level diagonal block is divided into 16×16 grids (M = 16) for all proposed meth-
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Figure 2.4: An example of mammograms with breast cancer
ods, and we use levels 4 to 10 for the least square linear regression. Veitch & Abry (VA)
method, Soltani, Simard, & Boichu (SSB) method, MEDL method, MEDLA method, and
Theil-type regression (TT) method were applied, as well, to compare with our methods.
Figure 2.5: Using GME method to estimate Hurst exponent, boxplots in cancer and non-
cancer groups on the left; normal density curves fitted in cancer and non-cancer groups on
the right
Table 2.2 provides descriptive statistics of the estimated Hurst exponent Ĥ in each
group using our proposed methods and other standard methods to compare with. To visu-
alize the difference in Ĥ across cancer and non-cancer groups, we present in Figure 2.5 the
boxplots of estimated H and fitted normal density curves in two groups based on proposed
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GME method. As can be seen, the non-cancer group exhibited a smaller value for Ĥ in both
the mean and median, and the variance of Ĥ is slightly larger. In fact, images with smaller
Hurst exponent tend to be more disordered and unsystematic, therefore healthy individuals
tend to have more rough breast tissue images.
Table 2.2: Descriptive Statistics Group Summary
Existing Methods Proposed Methods
Group VA SSB MEDL MEDLA TT TTME TTLME GME GLME GTME GTLME
Mean of Ĥ
Control 0.3570 0.3457 0.3323 0.3403 0.3716 0.3454 0.3422 0.3444 0.3420 0.3450 0.3430
Study 0.4310 0.4038 0.3935 0.4023 0.4203 0.4061 0.4026 0.4031 0.4019 0.4053 0.4027
Median of Ĥ
Control 0.3368 0.3339 0.3326 0.3140 0.3871 0.3248 0.3188 0.3198 0.3240 0.3263 0.3278
Study 0.4286 0.4147 0.3865 0.4165 0.4204 0.4194 0.4211 0.4178 0.4150 0.4168 0.4209
Variance of Ĥ
Control 0.0267 0.0270 0.0268 0.0298 0.0305 0.0284 0.0279 0.0285 0.0279 0.0281 0.0277
Study 0.0159 0.0172 0.0198 0.0175 0.0128 0.0169 0.0173 0.0174 0.0175 0.0175 0.0174
For subject i, we generated the data {Yi, Hi}, where Hi represents the estimated Hurst
exponent, and Yi is the indicator of the disease status with 1 and 0 signifying cancer and
non-cancer, respectively. The subjects were classified using a logistic regression model by
treating Hi as the predictor and Yi as the response. The overall classification accuracy,
true positive rate (sensitivity), and true negative rate (specificity) were obtained by using a
four fold cross validation. Instead of the constant 0.5 threshold, we used a training-data-
determined adaptive threshold, i.e., each time the threshold of the logistic regression was
first chosen to maximize Youden index on the training set and then applied to the testing
set to classify.
Table 2.3 summarizes the results of the classification for each estimation method. The
best classification rate (0.6538) and sensitivity (0.7217) were both achieved using GME
estimator, and the best specificity (0.5530) was achieved using TT or TTME estimator
(highlighted in bold). In general, the six variations of our robust method performed better
as compared to other methods in classification of breast cancers using mammograms.
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Real-world images like mammograms may be characterized by non-stationary condi-
tions such as extreme values, causing outlier coefficients in multiresolution levels after





, and SSB method uses log2Dj , with Dj defined in (2.9), they are easily af-
fected by those within level outliers, in that they both use mean of derived distributions on
level-wise detail coefficients to estimate H . Besides, potential outliers can also occur when
logarithmic transform is taken and the magnitude of coefficient is close to zero. Like the




against the level indices, but in-
stead of weighted least square regression, they use the Theil-type weighted regression, the
weighted average of all slops between different pairs of regression points, to make it less
sensitive to outlier levels. However, it is still not robust to within level outlier coefficients.
MEDL and MEDLA use the median of the derived distribution instead of the mean. Al-
though median is outlier-resistant, it can behave unexpectedly as a result of its non-smooth
character. To improve, our methods (6 derivations) use the general trimean estimator on
non-decimated wavelet detail coefficients of the transformed data, combining the median’s
emphasis on central values with the quantiles’ attention to the extremes. Besides, in the
context of our scenario, Theil-type regression is equivalent to least square regression, since
the variance of our pair-wise slop is independent of levels and sample size. Those explain
why our robust methods performed the best in classification of mammograms.
Table 2.3: Results of classification by logistic regression
Existing Methods Proposed Methods
VA SSB MEDL MEDLA TT TTME TTLME GME GLME GTME GTLME
Overall accuracy 0.629 0.597 0.645 0.589 0.547 0.622 0.613 0.654 0.605 0.628 0.645
Sensitivity 0.695 0.659 0.709 0.623 0.543 0.659 0.659 0.722 0.647 0.684 0.708
Specificity 0.511 0.491 0.532 0.534 0.553 0.553 0.534 0.536 0.532 0.528 0.534
2.7 Proof of Theorems 2.4.1 and 2.4.2
In this section, we will provide the technical proofs of Theorem 2.4.1 and Theorem 2.4.2.
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Proof of Theorem 2.4.1. A single wavelet coefficient in a non-decimated wavelet
transform of a 2-D fBm of size N×N with Hurst exponent H is normally distributed, with
variance depending on its level j. The four coefficients in each set
{dj,j;(ki1,ki2), dj,j;(ki1,ki2+N2 ), dj,j;(ki1+N2 ,ki2), dj,j;(ki1+N2 ,ki2+N2 )}











Then the mid-energies in Dj defined in (2.9) and (2.8) can be readily shown to have ex-
ponential distribution with scale parameter λj = σ2 · 2−(2H+2)j . Therefore at each detail




, and when applying general trimean



















































therefore, the asymptotic distribution of µ̂j,i is normal with mean










+ (1− α) log 2
)
λj



















f (α, p)λ2j .
Since the Hurst exponent can be estimated as
Ĥ = − β̂
2
− 1, (2.27)
where β̂ is the regression slope in the least square linear regression on pairs (j, log2 (µ̂j))





aj log2 (µ̂j) , aj =
j − (J1 + J2)/2∑J2
j=J1
(j − (J1 + J2)/2)2
.
We can check that
∑J2
j=J1
aj = 0 and
∑J2
j=J1
ajj = 1. Also, if X ∼ N (µ, σ2), the approxi-
mate expectation and variance of g(X) are
E (g(X)) = g(µ) +
g′′(µ)σ2
2
, and Var (g(X)) = (g′(µ))2 σ2,
based on which we calculate































= V 1, (2.28)
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(log 2)2M2c2 (α, p) q(J1, J2)
,
and
q(J1, J2) = (J2 − J1)(J2 − J1 + 1)(J2 − J1 + 2).





with scale parameter λj = σ2 · 2−(2H+2)j . If we denote the kth element in log (Dj) as yj,k
for k = 1, ..., M
2
2
and j = 1, ..., J , the pdf and cdf of yj,k are
















= p, and yp = log (−λj log (1− p)).
Then it can be shown that f (yp) = − (1− p) log (1− p). When applying the general




























































thus, the asymptotic distribution of µ̂j,i is normal with mean












+ (1− α) log (log 2) + log (λj)













































Since the Hurst exponent can be estimated as
Ĥ = − 1
2 log 2
β̂ − 1, (2.29)
where β̂ is the regression slope in the least square linear regressions on pairs (j, µ̂j) from





j − (J1 + J2)/2∑J2
j=J1
(j − (J1 + J2)/2)2
.
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Again, we can check that
∑J2
j=J1
aj = 0 and
∑J2
j=J1

































and q(J1, J2) is given in equation (2.13). 
2.8 Proof of Lemmas 2.4.1 and 2.4.2
The proofs of Lemma 2.4.1 and Lemma 2.4.2 will be discussed in this section.
Proof of Lemma 2.4.1. When applying Tukey’s trimean estimator µ̂Tj onDj , following




























































































































































where the asymptotic variances V T1 and V
G









The function q(J1, J2) is the same as equation (2.13) in Theorem 2.4.1. 
Proof of Lemma 2.4.2. When applying Tukey’s trimean estimator µ̂Tj on log (Dj),











log (log 2) + log (λj)










































= AT · ξT

































































When applying Gastwirth estimator µ̂Gj on log (Dj,i), following the derivation in Sec-
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where the asymptotic variances V T2 and V
G









The function q(J1, J2) is provided in equation (2.13). 
2.9 Conclusions
The work in this chapter has been published in the book New Frontiers of Biostatistics
and Bioinformatics, see [59]. In this study, we proposed methodologies and derived 6
variations to improve the robustness of estimation of Hurst exponentH in two-dimensional
setting. Non-decimated wavelet transforms (NDWT) are utilized for its redundancy and
time-invariance. Instead of using mean or median of the derived distribution on level-wise
wavelet coefficients, we defined the general trimean estimators that combine the median’s
emphasis on center values with the quantiles’ attention to the extremes and used them on
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the level-wise derived distributions to estimate H .
The proposed variations were: 1) Tukey’s trimean of the mid-energy (TTME) method;
2) Tukey’s trimean of the logged mid-energy (TTLME) method; 3) Gastwirth of the mid-
energy (GME) method; 4) Gastwirth of the logged mid-energy (GLME) method; 4) gen-
eral trimean of the mid-energy (GTME) method; 6) general trimean of the logarithm of
mid-energy (GTLME) method. The GTME and GTLME methods are based on the de-
rived optimal parameters in general trimean estimators to minimize the asymptotic vari-
ances. Tukey’s trimean and Gastwirth estimators are two special cases following the gen-
eral trimean estimators’ framework. These estimators are applied on both mid-energy (as
defined by Soltani et al.,[20]) and logarithm of the mid-energy at each NDWT level de-
tail coefficient diagonal block. The estimation performance of the proposed methods are
compared to five other existing methods: Veitch & Abry (VA) method, Soltani, Simard, &
Boichu (SSB) method, MEDL method, MEDLA method, and Theil-type regression (TT)
method.
Simulation results indicate all our 6 variations outperform SSB, MEDL , MEDLA, and
TT methods for all H’s regarding to variances and MSEs. Compared with VA method, our
methods yield significantly smaller variances and MSEs when H > 0.5. When H = 0.3,
our methods are still comparable to VA. Although the performances of our 6 variations are
very similar regarding to variances and MSEs, the TTME method based on Tukey’s trimean
estimator of the mid-energy has the best performance among all of them.
The proposed methods have been applied to digitized mammograms to classify patients
with and without breast cancer. Our methods helped to differentiate individuals based on
the estimated Hurst parameters Ĥ . Higher values for Ĥ have been found in cancer group,
and individuals with breast cancer have smoother breast tissue images. This increase of
regularity with increase of the degree of pathology is common for many other biometric
signals: EEG, EKG, high frequency protein mass-spectra, high resolution medical images
of tissue, to list a few.
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CHAPTER 3
A PERSONALIZED THRESHOLD METHOD VIA BOOSTING FOR SEPSIS
SCREENING
3.1 Introduction
Sepsis is life-threatening organ dysfunction caused by a dysregulated host response to in-
fection, and it is one of the biggest patient safety risks in healthcare settings [60, 61, 62,
63]. Nearly half of patients who die in hospitals are septic, and the natural mortality rate for
sepsis is between 25% and 50% [60]. Recently, screening as a decision support mechanism
for early detection of sepsis has been widely advocated, since early identification of sepsis
and the timely medical intervention could significantly decrease sepsis-related mortality
and are cost-effective [64, 65, 66, 67, 68, 69, 70, 71]. In 2016, a task force committee [72]
recommended patient screening for sepsis by a the scoring criterion termed quick Sequen-
tial (sepsis related) Organ Failure Assessment (qSOFA), and conducting laboratory tests
to further assess sepsis if needed. The qSOFA score is essentially a constant thresholding
technique regardless of patients’ baseline information, and it uses three easy-to-measure
biomarkers: systolic blood pressure, respiratory rate, and Glasgow Coma Scale score (a
score for mental status).
The main statistical approach in qSOFA criteria is to dichotomize each biomarker X ,
and raise a screening warning if X ≥ c (or X < c) for some constant threshold c. The
constant thresholds in qSOFA are determined based on physiology, clinical experience, and
statistical analysis such as Receiver Operating Characteristic (ROC) curve [73, 74]. Indeed,
there has been extensive research in the statistical literature to find the optimal threshold.
The five most popular methods are: 1) the minP approach [75], 2) the Youden index [76],
3) the closest-to-(0, 1) criteria [77], 4) the concordance probability method [78], and 5) the
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index of union [79].
Unfortunately, there are some drawbacks to the qSOFA score. It demonstrates very
low specificity in ICU populations [80, 81]. At emergency department (ED) triage, qSOFA
scores poorly in identifying sepsis, and is likewise poor in both pre-hospital and ED triage
for predicting intensive care unit (ICU) stays of three or more days [82, 83, 84, 85]. One
possible explanation is that the current qSOFA uses thresholds that are constant for all
patients, regardless of patients’ demographic differences, leading to the low prediction ac-
curacy.
In this chapter, we propose to improve qSOFA by self-learning suitable personalized
thresholds for different sepsis patients. Our key idea is to use boosting [86, 87, 88], a pop-
ular machine learning technique, to obtain the personalized thresholds based on patient-
related information. As a result, our method can better identify sepsis patients who could
benefit from time critical interventions. In addition, our method is similar to original
qSOFA, and it is easy to interpret and can be used for real-time monitoring.
Besides screening, another concept in sepsis is assessing. Machine learning methods
have been developed for sepsis assessing, see [89, 90, 91, 92, 93, 94, 95, 96, 97]. For
instance, Giannini et al. [98] applied the Random Forest classifier to predict patients at
elevated risk of developing severe sepsis and/or septic shock by using Electronic Health
Record (EHR) data; Shimabukuro et al. [99] studied a machine learning-based severe sep-
sis prediction system for reductions in average length of stay and in-hospital mortality rate;
Nemati et al. [100] developed and validated an Artificial Intelligence Sepsis Expert algo-
rithm for early prediction of sepsis. However, these black-box machine learning methods
are not as appropriate a method for screening due to lack of interpretation and implementa-
tion difficulties for real-time monitoring. Here, we essentially develop a knowledge based
machine learning method that is suitable for sepsis screening.
The organization of the remaining sections are as follows. Section 3.2 introduces the
necessary background knowledge, including the details of sepsis and qSOFA score, existing
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methods to obtain the optimal constant threshold and boosting machine learning method.
Section 3.3 describes the proposed boosting based method to estimate the personalized
threshold, in which the exponential loss and gradient descent algorithm were applied. Sec-
tion 3.4 explores the data we use to demonstrate the method. Section 3.5 presents the
application sepsis screening and compares the performance of the proposed method to the
original qSOFA criteria, other standards used, constant threshold approaches, and machine
learning methods. The proof of the proposition is provided in Section 3.6. We provide
conclusions in Section 3.7.
3.2 Background
In this section, we introduce the background information of sepsis and qSOFA score, the
existing approaches to obtain constant thresholds, and the boosting method in three sub-
sections, respectively.
3.2.1 Sepsis and qSOFA
Sepsis is not a specific illness but rather a syndrome producing a similar innate immune
response as infection. It is differentiated from infection in a dysregulated host response
and the presence of organ dysfunction [72]. Considerable changes have been made on how
it is defined based on a better understanding of the underlying pathobiology.
The initial definition of sepsis was developed in 1991, and it was assessed by the Sys-
temic Inflammatory Response Syndromic (SIRS) to infection, which includes a patient’s
temperature, heart rate, respiratory rate, and white blood cell count [101, 102]. In this defi-
nition, sepsis is defined as infection with at least 2 of the 4 SIRS criteria satisfied. However,
SIRS criteria do not necessarily indicate organ dysfunction or failure. In 2016, therefore, a
task force developed the current definition of sepsis, and recommended two stages of mon-
itoring sepsis: screening and assessing [72]. Instead of the widely used SIRS criteria, the
2016 definitions recommended clinically characterizing a sepsis patient by the Sequential
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Organ Failure Assessment (SOFA) score, which is used to identify organ dysfuntion. More-
over, the 2016 task force committee recommended a new score criterion termed quickSOFA
(qSOFA), a bedside screening measurement identifying patients with suspected infection.
The qSOFA score relies on three important variables for sepsis: respiratory rate, systolic
blood pressure, and Glasgow Coma Scale (GCS) score, and the current qSOFA guideline
is to check whether these three observed variables are normal or abnormal as compared to
their respective constant critical threshold values. A screening alarm is raised if two out
of three variables are abnormal. To be specific, in the qSOFA criterion, one is monitoring
1) whether the alteration in mental status ( GCS score is less than 15), 2) whether systolic
blood pressure is ≤100 mm Hg, or 3) whether respiratory rate is ≥ 22 breaths/min. These
constant critical thresholds are derived from the two group comparisons of sepsis versus
non-sepsis patients, and do not take into account the patient’s baseline demographic char-
acteristics such as age, sex, admission location, admission type, ethnicity, insurance, and
marital status.
3.2.2 Existing Methods to Obtain the Constant Threshold
The most common approaches to determine the threshold for a biomarker are via Receiver
Operating Characteristic (ROC) curve analysis. The ROC curve is a mapping of the sensi-
tivity versus 1-specificity for all possible thresholds. Thresholds dichotomize the test val-
ues, and therefore provide the diagnosis whether the subject is diseased or not. A threshold
is referred to as optimal when it classifies most of the individuals correctly. Let X be a
continuous biomarker that is assumed to be predictive of disease Y (Y = 1 for diseased
and Y = −1 for not diseased). For any possible cut-point c of X , the data can be formed
into a 2× 2 table,
Y = 1 Y = −1
X ≥ c s = s(c) r = r(c)
X < c u = u(c) v = v(c)
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Sensitivity(Se) and specificity(Sp) are defined as follows,
Se(c) = P (X ≥ c|Y = 1) = s
s+ u
, Sp(c) = P (X < c|Y = −1) = v
r + v
.
Various criteria for the optimal threshold value c have been proposed [75, 76, 77, 78,
79] based on above 2-by-2 table. We briefly describe them here.
minP Approach [75]: The optimal threshold c is selected so as to maximize the standard
chi square statistic
χ21(c) =
(s+ r + u+ v)(sv − ur)2
(s+ r)(u+ v)(s+ u)(r + v)
.
Youden Index [76]: Youden index, Se(c)+Sp(c)−1, combines sensitivity and specificity
into a single measure. Maximizing the Youden index, one is able to find the cut point
that has the largest value in the sum of sensitivity and specificity or in the difference
between sensitivity and the false positive rate.
Closest-to-(0,1) Criterion [77]: Ideal point (0, 1) on ROC curve represents zero false pos-
itives and perfect sensitivity. The “optimal” threshold is defined as the point on the
ROC curve closest to (0,1), i.e., find c to minimize
√
(1− Se(c))2 + (1− Sp(c))2.
Concordance Probability [78]: The concordance probability method defines the opti-
mal threshold as the point c maximizing the product of sensitivity and specificity
Se(c)Sp(c). The concordance probability of dichotomized measure at threshold c,
can be expressed as the area of a rectangle associated with the ROC curve. The
threshold c maximizing Se(c)Sp(c) actually maximizes the area of the rectangle.
Index of Union [79]. The method defines the optimal cut-point value c as the point mini-
mizing the summation of absolute values of the differences between AUC and sensi-
tivity and AUC and specificity, |Se(c)− AUC|+ |Sp(c)− AUC|.
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All these methods are based on the biomarker itself and the outcome variable alone, and do
not take into account any individual-specific information. In real clinical practice, patient-
related variables are usually available besides the biomarker, such as the easily accessible
demographics. How to utilize the extra information to determine a personalized threshold
for diagnostic or screening purposes has rarely been considered.
3.2.3 Boosting Method
Boosting is one of the new machine learning techniques for classification. One well-known
boosting algorithm is called ”AdaBoost.M1.” proposed by Freund and Schapire (1997)
[103]. The three key ideas in boosting method include: 1) Using a sign function as the
classification rule for binary outcome; 2) Optimizing a novel exponential loss function that
approximates the error rate; 3) Assigning different weights on observations based on their
influences.
Given a binary outcome Y ∈ {−1, 1} and a vector of predictor variablesX , a classifier
f(X) is a sign function of some statistics, producing a prediction taking one of the two
values {−1, 1},




and fm(x), m = 1, 2, ...,M , are weak leaners and g(X) combines them together to make
a better classification. One of the key ideas in boosting method is to replace the discrete
0-1 classification error by the exponential loss. To be more concrete, in classification with











I(yi · sign (g(X) < 0)). (3.2)
Observations with positive yi · sign (g(X)) > 0 are correctly classified, while those with
negative yi · sign (g(X)) < 0 are misclassified. The error rate is not a smoothing function,
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and therefore it is not a favorable loss function for classification. Boosting method replaces
the term I(yi · sign (g(X) < 0)) by a novel exponential loss function
L(y, g(X)) = exp(−y · g(X)). (3.3)
It has been proven that the exponential loss is a monotone continuous approximations to
misclassification loss. In the training process, the exponential criterion concentrates much
more influence on observations with negative y · g(X).
Boosting method essentially is a gradient descent algorithm that finds the parameters
α′ms to minimize the exponential loss function on the training data. It turns out that it
can also be thought of as applying different weights to training observations (Xi, yi), i =
1, 2, ..., N . Those observations that were difficult to predict (misclassified by weak leaners)
will have larger weights, whereas less weights will be assigned to those easy-to-predict
observations that were classified correctly by weak learners.
3.3 Our Proposed Personalized Threshold Method
In this section, we propose a boosting alike method to obtain the personalized threshold.
Suppose we have a training data of the form (Yi, Xi, ui1, ui2, ..., uiq), for i = 1, · · · , N ,
where Yi ∈ {−1, 1} is the binary outcome,Xi is the biomarker whose threshold needs to be
determined, ui1, ui2, ..., uiq are q baseline characteristics, and we defineui = (1, ui1, ui2, ..., uiq)T ∈
Rq+1, where 1 corresponds to the intercept in proposed model. The biomarker Xi could be
respiratory rate, systolic blood pressure, etc., and the binary Yi is predicted by comparing
Xi with threshold c(ui). Here the threshold c(ui) is a function of baseline characteristics
ui, while the existing methods estimate the optimal constant threshold without using the





1, if Xi ≥ c(ui)
−1, otherwise
= sign(Xi − c(ui)), (3.4)
and we assume
c(ui) = β0 + ui1β1 + · · ·+ uiqβq = uTi β, (3.5)
where β = (β0, β1, β2..., βq)T ∈ Rq+1. Note that for the case where Ŷi = 1 if Xi ≤ c(ui),
we could let X ′i = −Xi, and then fit X ′i in model (3.4).
Below we will present our proposed method to obtain the threshold c(ui) in two sub-
sections. Section 3.1 formulates an optimization problem, and section 3.2 introduces the
algorithm to solve the problem.
3.3.1 Optimization Problem
The personalized threshold can be obtained by solving an optimization problem. To be
more concrete, the (q + 1)-dimensional unknown parameters β in (3.5) can be estimated
by minimizing the misclassification rate. The remaining multiple challenges include: First,
the function sign(Xi − c(ui)) in (3.4) is not continuous; second, the 0-1 loss function
I{Ŷi 6= sign(Xi − c(ui))} is non-smoothing; third, the consequences of misclassifying
sepsis and non-sepsis patients are different, due to the high mortality rate of the sepsis.
In order to address those challenges, we modify the boosting method by minimizing a











where the weight wYi depends on outcome Yi. We define wYi = w+ when Yi = +1, and





The values of w+ and w− are user specified.
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This provides a personalized threshold ĉi = uTi β̂ in (3.5) for the i-th subject for i =
1, · · · , N.
The motivation of the proposed weighted exponential loss function (3.6) is based on the
fact that our classification rule in (3.4) is very similar to that in boosting method (3.1). To
see this, we define fi , Xi − c(ui), then the prediction on the outcome Yi is
Ŷi = sign(fi). (3.8)
Therefore we borrow the idea from boosting and replace the 0 − 1 loss function I(Yi 6=
sign(fi)) by the exponential loss exp(−Yifi). Besides, boosting method assigns different
weights to observations, and inspired by this, we introduce two different weights, w+ and
w−, depending on whether Yi = +1 or −1, in order to take into account the different
consequences of misclassification. These lead us to consider the loss function
L(Yi, fi) = w+ · e−Yifi · I(Yi = 1) + w− · e−Yifi · I(Yi = −1).




3.3.2 Gradient Descent Algorithm
We apply the gradient descent algorithm to solve the parameter β̂ in (3.7). The proce-
dure can be divided into forward propagation and backward propagation steps. The for-
ward propagation step constructs the cost function vector J in (3.6). If the observed data
is {Yi, Xi, ui1, ui2, ..., uiq}, we denote X = (X1, X2, ..., XN)T , Y = (Y1, Y2, ..., YN)T ,
U = (u1,u2, ...,uN), and ui = (1, ui1, ui2, ..., uiq)T . The unknown parameter is β =
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(β0, β1, β2, ..., βq)




w+ · (Yi + 1) + w− · (1− Yi)
)
/2, with wYi being w+ if Yi = 1 and w− if Yi = −1.
In order to minimize the average cost, we use backwards propagation by finding the
derivative of J with respect to β using the chain rule, and then moving in the direction to
reduce total cost. This is repeated until convergence. If we denote dβ as the derivatives of J
with respect to β in current iteration, then the value of β will be updated by β ← β−αdβ.
The learning rate α is a given small number. After T iterations, we obtain β̂ as the final
estimation of unknown (q + 1)-dim parameter β, then the estimated thresholds can be
calculated as ĉ = UT β̂ in (3.5).
In summary, our proposed algorithm for personalized threshold c(ui) in (3.5) through
solving the optimization problem in (3.7) can be presented as follows.
Algorithm 1 Our Proposed Algorithm for Personalized Threshold
Require: Y ,X , U , N , w− > 0, w+ > 0, α, T
1: Initialization: βi ← 0 ∀i ∈ {0, 1, 2, ..., q},W =
(
w+(Y + 1) + w−(1− Y )
)
/2
2: for all t = 1, 2, . . . , T do
3: f = X −UTβ
4: L = exp(−Y ∗ f) {∗: Element-wise product}
 Forward Propagation
5: J = 1
N
LTW
6: df = − 1
N
W ∗ Y ∗ exp(−Y ∗ f)
7: dβ = −Udf
 Backward Propagation
8: β ← β − αdβ
9: end for
10: ĉ = UTβ
The following proposition shows that ĉ = UT β̂ always exists and is well-defined as a
point estimate of the optimal threshold.
Proposition 3.3.1. The weighted exponential loss function J(β) in (3.6) is a convex func-
tion with respect to β, and thus the gradient descent algorithm converges if we choose a
small enough learning rate and long enough optimization steps.
The proof of Proposition 3.3.1 is postponed to Section 3.6. By formulating the param-
eter estimation as a convex optimization problem that has a unique solution, we simplify
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both the numerical computation and the tuning process for the algorithm parameters. It is
now straight forward to evaluate the prediction errors of the classifier in (3.4) through the
testing data and cross-validation.
Remark 1. We propose a knowledgable-based machine learning method that keeps the sim-
ple thresholding idea, but at the same time, mimics the idea of boosting. Besides, it is easy
to notice that our method is close to the logistic regression model with the coefficient of
biomarker fixed at 1. Although classical machine learning methods are becoming increas-
ingly popular in improving health care, they are usually a black box for physicians and
nurses and are not suitable for screening due to interpretation and implementation diffi-
culties, which is the reason why constant thresholding method is still commonly adopted
in real life. As a special case of logistic regression model, our personalized threshold-
ing method is a surrogate that combines the easily implemented thresholding method with
machine learning technique, improving the predictive accuracy without adding too much
computational burden or complexity. Later, we will compare our proposed method with
logistic regression and AdaBoosting in the context of sepsis screening.
Remark 2. Our proposed method can be extended to multiple biomarkers. When applying
our proposed method to sepsis screening, we need to estimate the personalized thresholds
for both respiratory rate and systolic blood pressure in qSOFA criteria, but for GCS score,
the constant threshold of 15 is kept in that obtaining the personalized threshold for discrete
biomarker is out of scope of this chapter. We define ci1 and ci2 to be the personalized thresh-
olds of respiratory rate and systolic blood pressure, respectively, depending on variables
u′ijs that are subject’s baseline characteristics. We assume cik = β0k+ui1β1k+ · · ·+uiqβqk,
for some unknown parameters βjk’s, with k = 1, 2. Ideally, we want to find suitable choices
of the 2(q + 1) parameters βjk’s from the training data, so that the qSOFA criteria could
has good predictive performance for the testing data. However, it is non-trivial to jointly
estimate them simultaneously from the training data. We therefore decompose the 2(q+1)-
dimensional estimation problem into 2 different (q + 1)-dimensional estimation problems,
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and estimate the (q + 1)-dimensional vector (β0k, · · · , βqk) in the personalized thresholds
cik recursively one at a time for each k = 1, 2. In general this might lose statistical effi-
ciency since we ignore the intercorrelation between the biomarkers, but it will gain com-
putational efficient. Moreover, it is a reasonable approach for the sepsis screening context,
as the three biomarkers (respiratory rate, systolic blood pressure, and Glasgow Coma Scale
(GCS) score) characterize different physical and mental aspects of sepsis patients. In par-
ticular, the classifier is considered to have good properties only if each biomarker yields
a good prediction of binary outcome, and the constant thresholds of the current qSOFA
guideline are also based on the component-to-component optimization.
3.4 The Data Set
We use the Medical Information Mart for Intensive Care III (MIMIC-III) database (version
1.4) [104, 105], a large and freely-available database comprised of de-identified health-
related data associated with over forty thousand patients who stayed in critical care units of
the Beth Israel Deaconess Medical Center between 2001 and 2012. There were a total of
46,520 patients in the data set. The International Classification of Diseases, Ninth Revision
(ICD-9) coding was used to identify sepsis and non-septic patients. ICD-9 is a list of codes
intended for the classification of diseases and a wide variety of signs, symptoms, abnormal
findings, complaints, social circumstances, and external causes of injury or disease.
Below we will present the details in four subsections. In section 3.4.1, we introduce
how the study group and control group are selected. Section 3.4.2 shows the interested
variables. We discuss the summary statistics of those variables in Section 3.4.3 and conduct
exploratory analysis on qSOFA biomarkers in Section 3.4.4.
3.4.1 Study Population
The details of cohort selection from the Mimic III data is provided in Figure 3.1. There
are 36,543 adult patients (aged 18 years or older), 4,233 of which have sepsis-related ICD-
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9 codes (995.91 for sepsis, 995.92 for severe sepsis, and 785.52 for septic shock). In
some cases, a patient is assigned more than one ICD-9 code, and if any of the ICD-9
codes is sepsis related, we consider them as being diagnosed with sepsis. We retrieve
comprehensive clinical data, including patient demographic and clinical measurements for
qSOFA biomarkers. After excluding those sepsis patients who have no observations in the
qSOFA variables within the first 24 hours after admission, we generate a study group of
3, 771 adult patients with sepsis.
We form a control group by randomly sampling 4, 000 adult non-sepsis patients from
the MIMIC III database after excluding those patients with sepsis related ICD-9 codes,
having infection plus meeting SIRS criteria, and with missing observations in the qSOFA
variables.
Figure 3.1: Flowchart of cohort selection
3.4.2 Observed Data
The observed data can be written in the form {Yi, Xi1, Xi2, Xi3, ui1, ui2, ..., ui7} for i =
1, 2, ..., N , where Yi = −1 or 1 indicates whether the i-th subject is diagnosed without or
with sepsis. The triplet (Xi1, Xi2, Xi3) denotes the qSOFA variables of respiratory rate,
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Table 3.1: Variables and corresponding definitions.
Variables Definitions
Yi Sepsis indicator for patient i
Xi1 Maximum respiratory rate within first 24 hours for patient i
Xi2 Minimum systolic blood pressure within first 24 hours for patient i
Xi3 Minimum Glasgow Coma Scale (GCS) score within first 24 hours for patient i
ui1 Age for patient i
ui2 Sex for patient i
ui3 Admission location for patient i (1=Emergency room admit; 0=Others)
ui4 Admission type for patient i (1=Emergency and Urgent; 0=Others)
ui5 Ethnicity for patient i (1=White; 2=Black; 3=Hispanic; 4=Others)
ui6 Insurance type for patient i (1=Medicaid; 0= Self pay)
ui7 Marital status for patient i (1=Married; 0=Others)
systolic blood pressure, and GCS scores observed for the i-th subject within the first 24
hours after ICU admission. The (ui1, ui2, ..., ui7) variables represent the demographic vari-
ables of age, gender, admission location, admission type, ethnicity, insurance, and marital
status. The total number of patients N is 7, 771, including 3, 771 with sepsis and 4, 000
without sepsis. Variable definitions are provided in Table 3.1.
3.4.3 General Characteristics
Descriptive statistics are calculated for all variables of interest, and shown in Table 3.2.
The mean and standard deviation (SD) are compared across sepsis and non-sepsis groups
using two-sample t-tests for continuous data. Categorical data are presented as counts
and percentages, and they are compared between two groups by Fisher’s exact test or Chi-
square test. All of the selected variables are significantly correlated with the sepsis outcome
(p < 0.05).
3.4.4 Exploratory Analysis on qSOFA Variables
Histograms for the qSOFA variables are shown in Figure 3.2. Sepsis patients tend to have
lower GCS score, higher respiratory rate, and lower systolic blood pressure as compared
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Table 3.2: Descriptive statistics of interested variables.
Variables Sepsis Non-Sepsis p-Values
(N = 3771) (N = 4000)
Max Respiratory Rate, mean (SD) 30.6 (8.9) 26.5 (7.4) 7.6× 10−106
Min Systolic Blood Pressure, mean (SD) 82.3 (17.4) 93.5 (18.1) 7.2× 10−163
Altered mental status, count (%) 1580 (41.9) 1407 (35.2) 1.2× 10−9
(Min GCS < 15)
Age, mean (SD) 65.3 (15.6) 61.6 (16.6) 9.9× 10−25
Sex, count (%) Male 2148 (57.0) 2397 (59.9) 8.1× 10−3
Female 1623 (43.0) 1603 (40.1)
Admission location, count (%) Emergency Room 1767 (46.9) 1528 (38.2) 1.3× 10−14
Others 2004 (53.1) 2472 (61.8)
Admission type, count (%) Emergency and Urgent 3635 (96.4) 3110 (77.8) 0
Others 136 (3.6) 890 (22.3)
Ethnicity, count (%) White 2728 (72.3) 2830 (70.8) 3.6× 10−6
Black 349 (9.3) 280 (7)
Hispanic 125 (3.3) 143 (3.6)
Others 569 (15.1) 747 (18.7)
Insurance, count (%) Medicaid 2703 (71.7) 2302 (57.6) 0
Self pay 1068 (28.3) 1698 (42.5)
Marital status, count (%) Married 1719 (45.6) 2075 (51.9) 3.0× 10−8
Others 2052 (54.4) 1925 (48.1)
to non-sepsis patients. However, the difference of GSC scores among the two cohorts is
not strong, and most of the patients have GCS score 14 or 15 (conscious mental status).
In our study, we focus on obtaining the personalized thresholds for respiratory rate and
systolic blood pressure, and keep the constant cutoff 15 for GCS score, since GCS score is
a discrete variable. The scatter plot of systolic blood pressure against respiratory rate for
the two groups is presented in Figure 3.3. Most of the sepsis cohort lie on the lower right
(high respiratory rate and low systolic blood pressure), while most of the non-sepsis cohort
lie on the upper left (low respiratory rate and high systolic blood pressure). qSOFA criteria
with constant thresholds may classify those patients well, however, the two cohorts overlap
in the middle of the plot, and hence constant thresholds may lose power in identifying
sepsis patients among them.
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Figure 3.2: Histograms of qSOFA variables.
Figure 3.3: Scatter plot of systolic blood pressure against respiratory rate
3.5 Application to Sepsis Screening
In this section, we apply our proposed personalized threshold method to MIMIC III data set
for sepsis screening. For the purpose of comparison, we consider 6 baseline methods, in-
cluding the original qSOFA criteria and five other standard methods, minP, Youden Index,
Closest-to-(0,1), Concordance Probability, and Index of Union. Since our focus is on the
prediction and classification, we use the random cross-validation to evaluate performances
of all methods. Specifically, for each iteration, we randomly divide the real data into train-
ing (80%) and testing (20%) sets, and apply our method and the six baseline methods on
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the training set to obtain the thresholds for respiratory rate and systolic blood pressure,
respectively, and then the obtained thresholds are used to classify subjects as septic or non-
septic in the testing set to calculate the classification accuracy, sensitivity, and specificity.
We then repeat this process 100 times, and report the averaged testing error statistics.
In our proposed personalized threshold method, we replace the constant thresholds for
respiratory rate and systolic blood pressure by the personalized thresholds in the qSOFA
criteria and keep the constant threshold of 15 for GCS score, i.e., the altered mental status
occurs when GCS score is less than 15. The parameters T = 30000, α = 0.001, w+ = 1,
and w− = 1 are selected based on a grid search to maximize the prediction accuracy.
For better presentations, we split this section into four subsection. Section 3.5.1 dis-
cusses the tuning parameters in our proposed method. Section 3.5.2 and Section 3.5.3
compare our method with other existing constant threshold methods and machine learning
techniques, respectively. In Section 3.5.4, we provide the interpretation of our personalized
threshold method and illustrate how to implement it in practice.
3.5.1 Tuning parameters
In this subsection, we illustrate how the learning rate α and the total number of iterations
T influence the speed of convergence in our gradient descent algorithm 1. In addition, we
discuss the tradeoff between sensitivity and specificity from tuning the weights w+ and w−
in the proposed cost function (3.6).
Figure 3.4 shows how the learning rate influenced the loss function (w+ and w− were
set to be 1) over all of the data. The learning rates of 0.05, 0.1, 0.15, and 0.2 were chosen
to ensure the algorithm reached the global optimal. Indeed, larger learning rates tend to
converge faster.
In our application, the parameters T = 30000 and α = 0.001 are selected by grid search
to maximize the averaged testing accuracy in a five-fold cross validation. Notice that the
algorithm with T = 30000 and α = 0.001 might not converge on the training data, but it
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Figure 3.4: The weighted exponential loss versus the number of iterations with different
learning rate α
Figure 3.5: The accuracy (left), sensitivity and specificity (right) with different w+’s and
fixed w− = 1.
led to the highest classification accuracy. This observation is in line with “early stopping”
concept in machine learning, which is to avoid overfitting when training a learner with an
iterative method, such as gradient descent [106, 107, 108, 109, 110].
Figure 3.5 shows the averaged accuracy, sensitivity, and specificity on the testing data
in a five-fold cross validation for fixed w− = 1 and different values for w+. The learning
rate and number of iterations are set as α = 0.001 and T = 30000. The overall accuracy
is essentially constant when we change the values of w+. There is an obvious increasing
trend of sensitivity as we increase w+, since it penalizes more for the misclassification of
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Table 3.3: Overall accuracy
Individual Biomarker
Methods Respiratory Rate Systolic Blood Pressure Combined in qSOFA
Personalized threshold 0.6781 0.6889 0.6850
qSOFA threshold 0.5464 0.5899 0.5853
minP 0.6456 0.6359 0.6497
Youden 0.6466 0.6371 0.6524
Closest-to-(0,1) 0.6467 0.6379 0.6536
Concordance Probability 0.6466 0.6380 0.6534
Index of Union 0.6468 0.6377 0.6528
patients with sepsis. This demonstrates the flexibility of Algorithm 1
3.5.2 Comparison to qSOFA criteria with constant thresholds
We compare the personalized threshold method with the original qSOFA criteria and five
other standard methods, minP, Youden Index, Closest-to-(0,1), Concordance Probability,
and Index of Union. The averaged classification accuracy, sensitivity, and specificity of
different methods based on each individual biomarker and their combination in qSOFA
criteria are compared as shown in Tables 3.3, 3.4, and 3.5, respectively. When using res-
piratory rate alone to classify, we identify a patient as having sepsis if the measurement
is greater than the obtained threshold, while for systolic blood pressure, a sepsis patient
is identified if it is less than the optimal threshold. When combining them in the qSOFA
criteria, a patient is identified to be of high risk of developing sepsis if two of the following
three criteria are satisfied: respiratory rate is greater than the obtained threshold, systolic
blood pressure is less then its corresponding threshold, and GCS score is less than 15.
The personalized threshold method yields the largest overall accuracies. The accuracies
for constant thresholds in the qSOFA criteria are the lowest. The five standard methods,
minP, Youden Index, Closest-to-(0,1), Concordance Probability, and Index of Union, have
similar classification accuracies, which are higher than those for qSOFA with constant




Methods Respiratory Rate Systolic Blood Pressure Combined in qSOFA
Personalized threshold 0.6509 0.6924 0.6354
qSOFA threshold 0.9294 0.8841 0.8966
minP 0.6179 0.5816 0.5647
Youden 0.6240 0.6156 0.5858
Closest-to-(0,1) 0.6238 0.6328 0.5947
Concordance Probability 0.6241 0.6296 0.5931
Index of Union 0.6240 0.6210 0.5886
Table 3.5: Specificity
Individual Biomarker
Methods Respiratory Rate Systolic Blood Pressure Combined in qSOFA
Personalized threshold 0.7038 0.6857 0.7318
qSOFA threshold 0.1851 0.3125 0.2917
minP 0.6718 0.6871 0.7301
Youden 0.6680 0.6574 0.7152
Closest-to-(0,1) 0.6680 0.6426 0.7092
Concordance Probability 0.6681 0.6458 0.7103
Index of Union 0.6679 0.6534 0.7135
In table 3.4, qSOFA with constant thresholds corresponds to the highest sensitivities:
92.94% for respiratory rate, 88.41% for systolic blood pressure, and 89.66% for their
combination, while using our personalized threshold method, the sensitivities are 65.09%,
69.24%, and 63.54%, respectively. Other standard methods have the sensitivities ranging
from 61.79% to 62.41% for respiratory rate, from 58.16% to 63.28% for systolic blood
pressure, and from 56.47% to 59.47% for them combined.
The classification specificities are detailed in Table 3.5. qSOFA with constant thresh-
olds has the lowest specificities (18.51% for respiratory rate, 31.25% for systolic blood
pressure, and 29.17% for their combination in qSOFA), while using the personalized thresh-
olds, the specificities are increased to 70.38% for respiratory rate, 68.57% for systolic blood
pressure, and 73.18% for their combination in qSOFA. The specificities of other standard
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methods range from 66.79% to 67.18% for respiratory rate, from 64.26% to 68.71% for
systolic blood pressure, and from 70.92% to 73.01% for them combined in qSOFA.
In general, the personalized threshold method yields the largest prediction accuracy and
the best balance of sensitivity and specificity. Note that in this application, we choose the
parameters w+ = w− = 1 in our cost function, however, we can adjust the balance between
sensitivity and specificity by choosing different values of w+ and w−.
3.5.3 Comparison with other machine learning techniques
We also apply logistic regression and AdaBoosting to predict sepsis using the qSOFA vari-
ables respiratory rate, systolic blood pressure, and GCS score, together with baseline de-
mographic variables age, sex, admission location, admission type, ethnicity, insurance, and
marital status. As described previously, the models are built on the training set (80%) and
then applied on the testing set (20%) to classify the subjects with 100 repetitions of ran-
domly splitting. The comparisons between personalized qSOFA with logistic regression
and AdaBoosting are presented in Table 3.6.
The averaged classification accuracy of the personalized qSOFA is close to those ob-
tained from logistic regression and AdaBoosting. The averaged sensitivity of the person-
alized qSOFA is less than those from the machine learning methods, but the specificity of
the personalized qSOFA is the largest. In general, the personalized qSOFA is comparable
to the more difficult-to-interpret machine learning methods.
Compared to machine learning methods, personalized qSOFA can be easily manipu-
lated and interpreted by physicians and nurses, and requires no statistical training. Using
the personalized qSOFA for sepsis screening is also efficient, since there is only a one time
calculation of the personalized thresholds for each patient. Machine learning methods,
on the other hand, require an update each time there is a new observation, which is not
computationally efficient.
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Table 3.6: Comparison with other machine learning techniques
Methods Overall Accuracy Sensitivity Specificity
Personalized qSOFA 0.6850 0.6354 0.7318
Logistic Regression 0.7182 0.7277 0.7094
AdaBoosting 0.7171 0.7146 0.7196
Figure 3.6: The predicted personalized threshold for respiratory rate against age.
3.5.4 Interpretation and Implementation of Personalized qSOFA
After applying the proposed model to the data, we obtain the estimated personalized thresh-
olds for each individual. Here, we are going to explore how the estimated thresholds are
related to the patients’ baseline information. Figure 3.6 plots the predicted personalized
threshold for respiratory rate against age. The personalized cutoffs show a decreasing trend
as age increases. This suggests that for older patients with lower respiratory rate, the thresh-
old should be set lower than that set for their younger counterparts. Patients with the same
age may differ in other baseline characteristics, however, which would lead to different
recommended personalized thresholds to improve overall classification accuracy.
An advantage of our approach is that we only use easily accessible demographic vari-
ables to estimate the personalized thresholds. Therefore, the threshold can be calculated
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Figure 3.7: Left: Screening for non-sepsis patient. Right: Screening for sepsis patient.
and fixed as soon as the patient is admitted. The personalized threshold can be treated and
manipulated in exactly the same way as the constant threshold in sepsis screening. Figure
3.7 illustrates this. It shows two selected examples of screening for respiratory rate us-
ing the personalized threshold and the constant threshold 22 in qSOFA criteria: one for a
non-sepsis patient, and the other for a sepsis patient. As can be seen from the plots, the
personalized threshold for each patient is a fixed line just as the constant qSOFA threshold,
but their values are different for different subjects.
3.6 Proof of Proposition 3.3.1
It suffices to show that the weighted exponential loss function J(β) in (3.6) is a convex
function with respect to β. Recall that β = [β0, . . . , βq]T and without loss of generality, we
can rewrite that ui = [ui0, . . . , uiq]T with ui0 = 1, for any i ∈ {1, . . . , N}. It is sufficient
to prove that for any z ∈ Rq+1, zT [∇2J(β)]z ≥ 0, where ∇2J(β) is the Hessian matrix
of J(β). First, we compute the first order derivative of J(β) with respect to β. For any
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Second, we compute the second order derivatives. For any j ∈ {0, . . . , q} and any k ∈
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Therefore, for any z = [z0, . . . , zq]T , we have



































Since wYi ≥ 0 for all i ∈ {1, . . . , N}, we have that zT [∇2J(β)]z ≥ 0 for all z. 
3.7 Conclusions
Sepsis is difficult to identify and diagnose, and unfortunately, there is not a validated stan-
dard diagnostic test for sepsis at present. The idea of “screening” plus “ assessing” as
recommended by the 2016 Task Force [72] is attractive, but there are some drawbacks in
using the qSOFA score. The most important limitation is that it has rather low sensitivity
in identifying patients at high risk of developing sepsis.
We developed a personalized threshold method that is able to adjust the thresholds in
the qSOFA criteria based on the subject’s baseline characteristics, age, sex, admission loca-
tion, admission type, ethnicity, insurance, and marital status. We assumed the personalized
thresholds were a linear function of those demographic variables and developed a boosting-
based method to obtain the personalized thresholds for efficient screening of sepsis. The
gradient descent algorithm was applied to obtain the unknown parameters in the linear
84
function to calculate the personalized thresholds. The method yielded efficient personal-
ized monitoring, appropriate subject-specific intervention in early stages of sepsis, and thus
a significant reduction of the mortality rate.
Our method was applied to the MIMIC III data (ICU populations) to find the optimal
personalized thresholds for the qSOFA variables of respiratory rate and systolic blood pres-
sure. The constant thresholds in qSOFA were replaced by those obtained from our method
for classifying patients as septic or non-septic. We compared personalized qSOFA with
the original qSOFA criteria and five other standard methods to obtain the optimal con-
stant threshold for a single biomarker (minP, Youden Index, Closest-to-(0,1), Concordance
Probability, and Index of Union). Our method yielded the largest overall testing accuracy
for identifying sepsis patients. The constant qSOFA had a high sensitivity but a very low
specificity in ICU populations, while our personalized qSOFA yielded a better balance. In
general, the five standard methods performed better than constant qSOFA but worse than
the personalized qSOFA.
The personalized qSOFA has comparable performance to logistic regression and Ad-
aBoosintg, but has the benefit of being easily used and interpreted by physicians and nurses.
Our personalized qSOFA method only requires a one time calculation of the personalized
threshold for each patient, whereas machine learning methods require an update each time
there is a new observation, which is not computationally efficient. In addition, the balance
of sensitivity and specificity can be easily adjusted in our method by tuning the weighting
parameters.
There are several limitations that should be mentioned. When obtaining the personal-
ized thresholds for respiratory rate and systolic blood pressure in qSOFA criteria, we did
not jointly estimate them, and therefore ignored the possible correlation between them.
Although we did preliminary analysis and found that the baseline characteristic variables
age, sex, admission location, admission type, ethnicity, insurance, and marital status were
significantly correlated with sepsis outcome, we did not consider variable selection when
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putting them in the model to estimate the thresholds. In future studies, more clinical vari-
ables may become available, and therefore performing variable selection will likely be
necessary. Finally, we only focused on the scenario where the threshold is a linear function
of those baseline characteristics, which might not always be the case.
It is worth noting that although we demonstrated the use of personalized thresholds for
sepsis screening, the general approach can be applied to other clinical screening applica-
tions. Examples include personalizing the HAVOC score, a clinical score for predicting
atrial fibrillation in patients with cyptogenic stroke or transient ischemic attack [111] and
the Fong clinical risk score for predicting colorectal cancer recurrence [112].
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CHAPTER 4
REGULARIZED ZERO-AND-ONE INFLATED BETA REGRESSION MODEL
WITH APPLICATION IN PREDICTING POSTOPERATIVE COMPLICATIONS
4.1 Introduction
Postoperative complications occur in up to 50% of patients undergoing major, elective
surgery [113, 114]. The postoperative complications are the leading cause of after-surgery
morbidity and mortality [115], and have a deeper impact on long-term survival after surgery
[116, 117]. Early and precise prediction on postoperative complications can help to modify
the postoperative course and guarantee timely intervention, thereby increasing the survival
rate and improving the quality of life. However, the lack of standardization in definitions
and quantification of complications continues to be a major obstacle. It is very common
that authors inconsistently quantify complications as ”minor” and ”major”, or report only
those personally judged to be significant [118].
In 2013, Slankamenac et al. developed the Comprehensive Complication Index (CCI),
a novel scale to measure surgical morbidity [119, 120]. The CCI was developed taking
into account the severity of multiple complications as evaluated by different stakeholders,
including patients, surgeons, perioperative physicians, and nurses. It is designed to capture
the overall burden of complications in the postoperative period. The CCI is a linear scale
ranging from 0 (no complications) to 100 (death). As such, it represents a convenient
method for quantifying postoperative morbidity that sums up the relative contribution of
each individual complication.
However, the CCI is calculated from a complicated procedure, and is not practical for
everyday use [119]. Besides, it can be calculated only retrospectively, when the hospi-
talization is finished, it can only reflect the results of perioperative treatment but cannot
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be used as a measure of patients’ current status. In order to simplify the calculation of
CCI and make it prospective, we aim to develop a machine learning method to self-learn
the CCI values based on patients’ clinical covariates, such as heart rate, diabetes status,
etc. The major challenges include that CCI is within a limited range, besides it exhibits
heteroskedasticity, and the simple linear regression that assumes the response is random
variable taking any real number is not suitable here.
Statistical modeling of limited range data has received close attention in the past decades.
Different strategies have been proposed, among which beta regression models are of par-
ticular interests [121, 122, 123, 124, 125, 126, 127, 128]. In beta regression models, the
response variable, usually in (0, 1), is assumed to be beta distributed. As is well known,
beta distribution is very flexible in the sense that its density can have quite different shapes





yµφ−1(1− y)(1−µ)φ−1, y ∈ (0, 1), (4.1)
where 0 < µ < 1 is the mean, φ > 0 is a precision (or dispersion) parameter, and Γ(·) is
the gamma function. The mean and variance are E(y) = µ and var(y) = µ(1−µ)/(φ+ 1).
The mean µ and precision parameter φ of the beta distributed response is then modeled as
a function of a set of exogenous variables. Compared to usual regression models, such as
normal linear or nonlinear regression models, beta regression models are more suitable to
model variables in open interval (0, 1), for example the rates, percentages and proportions.
However, they cannot be applied when response includes a non negligible number of zeros
and ones, a situation often found in empirical research.
The inflated beta regression models have been proposed to model the cases where zeros
or ones appear [129, 130, 131, 132]. The zero-or-one inflated beta regression model is one
of the most famous approaches proposed by Ospina in 2012 [130], and is developed for
continuous proportions when the data contains zeros or ones. It models response variable
using a mixture of two distributions: a beta distribution and a degenerate distribution in a
88
known value c, where c equals zero or one, depending on the case. Under this scheme, the
probability density function of the response variable y is given by
fc(y;α, µ, φ) =
 α, if y = c(1− α)π(y;µ, φ), if y ∈ (0, 1) , (4.2)
where π(y;µ, φ) is the beta density in (4.1), and 0 < α < 1 is the probability mass at
c and represents the probability of observing zero or one. The mean and variance are
E(y) = αc + (1 − α)µ and var(y) = α(1 − α)(c − µ)2 + (1 − α)µ(1 − µ)/(φ + 1). The
parameters of the mixture distribution are then modeled as functions of other interested
variables. Unfortunately, this zero-or-one inflated beta regression model is not suitable to
model the cases where both zeros and ones exist.
In this chapter, we propose a zero-and-one inflated beta regression model for continuous
response variables in the range of [0, 1]. We assume a mixture of a beta distribution and a
Bernoulli distribution for response variables [133], which has the density function
f(y;α, γ, µ, φ) =

α(1− γ), if y = 0
(1− α)π(y;µ, φ), if y ∈ (0, 1)
αγ, if y = 1
, (4.3)
with 0 < α, γ, µ < 1 and φ > 0. Then we will relate the density parameters to linear
predictors through link functions. In addition, we will conduct variable selection for zero-
and-one inflated beta regression model.
Similar to the linear model, variable selection is an important issue for beta regression
models, and two different variable selection approaches have been proposed: 1) Zhao et
al. proposed variable selection for beta regression model based on a penalized likelihood
method [134]; 2) Bayer and Cribari-Neto proposed a fast two step model selection scheme
to select variables using some efficient model selection criteria [135]. However, both of the
above methods are for simple beta regression models without considering the cases when
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zeros or/and ones appear.
We borrow the idea from the regularized generalized linear regression models, and de-
velop an efficient penalized likelihood-based method that uses the elastic net penalty to se-
lect important explanatory variables for the proposed zero-and-one inflated beta regression
model. We also propose a fast algorithm to solve for the penalized maximum log-likelihood
function, mimicking the ideas of proximal Newton-type methods for convex optimization.
The reminder of this chapter is organized as follows. In Section 4.2, we introduce
background information, including the beta regression model, zero-or-one inflated beta re-
gression model, and variable selection for generalized linear models. Section 4.3 describes
our proposed regularized zero-and-one inflated beta regression model. Simulation results
are reported in Section 4.4, and we will apply the proposed model to predict CCI in Section
4.5. The derivations of score function and fisher information matrix are shown in Section
4.6. We provide conclusions in Section 4.7.
4.2 Background
We will introduce the background information in three subsections, including the well
known varying dispersion beta regression model (VBRM), the zero-or-one inflated beta
regression model, and the algorithms for estimation of generalized linear models with con-
vex penalties.
4.2.1 Varying dispersion beta regression model
Beta regression model was first proposed by Ferrari [121], and was built for beta distributed
random variables. The density of the beta distribution is given in (4.1), where it is indexed
by µ and φ. the parameter µ is the mean of the response variable, and φ can be interpreted as
a precision parameter in the sense that, for fixed µ, the larger the value of φ, the smaller the
variance of the variable [121, 124, 123]. Note that the parameterization of the beta density
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is not unique, and another common expression is indexed by p = µφ and q = (1− µ)φ,
π(y; p, q) =
Γ(p+ q)
Γ(p)Γ(q)
yp−1(1− y)q−1, 0 < y < 1.






(p+ q)2(p+ q + 1).
However, here we use the beta density in (4.1), since it is typically more useful to model
the mean of the response and the precision parameter.
It is well known that the densities of beta distribution can display different shapes de-
pending on the values of the two parameters µ and φ. To be more concrete, when µ = 1/2
it tends to be symmetric, while for the cases with µ 6= 1/2, the shape is asymmetric. Ad-
ditionally, when µ = 1/2 and φ = 2, the density reduces to that of a standard uniform
distribution.
Let y1, ..., yn be independent random variables, and each yt, t = 1, ..., n, follows the
beta density in (4.1) with mean µt and precision φt. In the standard formulation of the
beta regression model [121], it is assumed that the precision parameter φt = φ is constant
across all yt’s. However, such assumptions cannot hold in many practical situations. The
varying dispersion beta regression model (VBRM) allows for the dispersion to vary across
observations [136, 137]. Therefore, in VBRM, yt is assumed to follow the beta density




yµtφt−1t (1−yt)(1−µt)φt−1, yt ∈ (0, 1), t = 1, ..., n.
(4.4)
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The model is obtained by assuming the mean µt and precision φt can be written as
h1(µt) = Z
T
t σ = η1t, (4.5)
h2(φt) = Q
T
t τ = η2t, (4.6)
where Zt = (1, Zt1, ..., Ztm)T ∈ Rm+1 and Qt = (1, Qt1, ..., Qtl)T ∈ Rl+1 are covari-
ates which can either be the same or different depending on cases, σ = (σ0, σ1, ..., σm)T
and τ = (τ0, τ1, ..., τl)T are vectors of unknown coefficients, η1 = (η1t, ..., η1n)T and
η2 = (η2t, ..., η2n)
T are called the linear predictors, and h1(·), h2(·) are strictly monotonic
and twice differentiable link functions, which often are chosen as logistic function and
logarithm function in practice, respectively. The VBRM refers to (4.4) - (4.6).
The unknown coefficients σ and τ can be estimated by maximum likelihood methods,
and the log-likelihood function and Fisher information matrix for the VBRM have been
derived by Ferrari and Cribari-Neto [121] and Cribari-Neto and Zeilis [138]. More details
of VBRM can be found in the literatures [126, 127, 139, 136, 137, 140]. We omit those
details here.
4.2.2 Zero-or-one inflated beta regression model
Oftentimes, data include zeros or ones. When this is the case, the VBRM does not provide
a satisfactory description of the data. The zero-or-one inflated beta regression model might
be a better choice.
A general class of zero-or-one inflated beta regression models can be defined as follows.
Let y1, ..., yn be independent random variables such that each yt, for t = 1, ..., n, has
probability density function in (4.2) with parameters αt, µt, and φt,
fc(yt;αt, µt, φt) =
 αt, if yt = c(1− αt)π(yt;µt, φt), if yt ∈ (0, 1) , (4.7)
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where c is either zero or one. We assume that αt, µt, and φt are defined as
h1(µt) = Z
T
t σ = η1t, (4.8)
h2(φt) = Q
T
t τ = η2t, (4.9)
h3(αt) = V
T
t ρ = η3t, (4.10)
where Zt = (1, Zt1, ..., Ztm)T ∈ Rm+1, Qt = (1, Qt1, ..., Qtl)T ∈ Rl+1, and Vt =
(1, Vt1, ..., Vtr)
T ∈ Rr+1 are observations on known covariates, σ = (σ0, σ1, ..., σm)T ,
τ = (τ0, τ1, ..., τl)
T , and ρ = (ρ0, ρ1, ..., ρr)T are vectors of unknown coefficients, η1 =
(η11, ..., η1n)
T , η2 = (η21, ..., η2n)T , and η3 = (η31, ..., η3n)T are predictor vectors, and
h1(·), h2(·), and h3(·) are twice continuously differentiable link functions.
The maximum likelihood inference for σ, τ , and ρ have been discussed by Ospina in
[130], which is omitted here.
4.2.3 Regularized generalized linear models
In recent years, there has been an enormous amount of research activity devoted to regular-
ization methods [141, 142, 143, 144, 145, 146, 147]. The Lasso [148] is a popular method
for regression that uses an `1 penalty to achieve a sparse solution. The elastic net [149]
uses a penalty that is part `1, part `2. It includes lasso as a special case, and is particularly
useful in the situation where there are many correlated predictor variables.
Fast algorithms have been developed for estimation of generalized linear models with
convex penalties [150, 151]. The basic ideas of the algorithms are: 1) Forming quadratic
approximation to the log-likelihood function using Taylor expansion about current esti-
mates; 2) reformatting the quadratic approximation into the form of weighted least squares;
3) updating the parameters by solving the penalized weighted least-squares problems.
Let us illustrate this procedure using the simple two-class logistic regression. Suppose
that the response variables g1, ..., gN are binary, taking values {0, 1}. The logistic regres-
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sion model represents the probability of response being 1 through a linear function of the
predictors:
P (gi = 1|xi) =
1
1 + exp(−xTi β)
,
where xi = (1, xi1, ..., xis)T ∈ Rs+1 is a vector of predictors, β = (β0, β1, ..., βs)T ∈ Rs+1
is a vector of unknown coefficients that is sparse, and i = 1, ..., N . It is not hard to check












We then fit this model by regularized maximum binomial likelihood, and the unknown β
coefficients are estimated by maximizing the penalized log likelihood
max
β∈Rs+1
{`(β)− λPen(β)} . (4.12)
The term Pen(β) is any convex penalty, such as lasso and elastic-net.
The approach in [150] solves (4.12) in the following three steps:
1) Forming a quadratic approximation to the log-likelihood function (4.11):
If the current estimation is β̃ ∈ Rs+1, then based on Taylor expansion, the log-likelihood
function (4.11) can be approximated by













(β − β̃) +O(||β − β̃||22). (4.13)
















where X = [x1, ...,xN ] ∈ R(s+1)×N , g = (g1, ..., gN)T , p̃ = (p̃1, ..., p̃N)T with p̃i =
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P (gi = 1|xi, β̃), and W = diag(w1, ..., wN) ∈ RN×N with wi = p̃i(1− p̃i). Therefore the
quadratic approximation (4.13) can be rewritten into:















2) Reformatting (4.14) into weighted least squares:
It is well known that the Newton algorithm for maximizing the unpenalized log-likelihood
function (4.11) amounts to iteratively reweighted least squares. To see this, let us reformat

















wi(ḡi − xTi β)2 + C(β̃), (4.16)
where wi = p̃i(1 − p̃i) is the weight and ḡi = xTi β̃ +
gi−p̃i
wi
is the working response. The
last term is constant. The Newton update is obtained by minimizing lQ.
3) Updating the parameters by solving the penalized weighted least-squares problems:
Now, let us solve problem (4.12). For each value of λ, we compute (4.16) about the current








wi(ḡi − xTi β)2 + λPen(β)
}
.
Following the above ideas, we will derive similar algorithm to solve the regularized
zero-and-one inflated beta regression in next Section.
4.3 Our proposed regularized beta regression
In previous Section, we introduced the varying dispersion beta regression model and zero-
or-one inflated beta regression model, however, they are not suitable for modeling data that
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contains both zeros and ones. For this situation, we propose a zero-and-one inflated beta
regression model in Section 4.3.1, provide its likelihood inference in Section 4.3.2, consider
variable selection for the proposed model in Section 4.3.3, and define the classification rule
in Section 4.3.4.
4.3.1 Zero-and-one inflated beta regression model
The zero-and-one inflated beta regression model is defined as fellows. Suppose we have
a training data of the form {yt,Zt,Qt,Vt,Xt}, for t = 1, ..., n, where yt ∈ [0, 1] is the
response variable, Zt = (1, Zt1, ..., Ztm)T ∈ Rm+1, Qt = (1, Qt1, ..., Qtl)T ∈ Rl+1, Vt =
(1, Vt1, ..., Vtr)
T ∈ Rr+1, and Xt = (1, Xt1, ..., Xtk)T ∈ Rk+1 are known covariates where
1 corresponds to the intercept term. The zero-and-one inflated beta regression model can
be defined as fellows. Assume that each yt, for t = 1, ..., n has the probability density
function in (4.46) with parameters 0 < µt < 1, φt > 0, 0 < αt < 1, and 0 < γt < 1,
f(yt;µt, φt, αt, γt) =

αt(1− γt), if yt = 0
(1− αt)π(yt;µt, φt), if yt ∈ (0, 1)
αtγt, if yt = 1
, (4.17)
which is a mixture between a beta distribution and a Bernoulli distribution. To be more
concrete, the cumulative distribution of yt can be written as
F (yt;µt, φt, αt, γt) = αtBer(yt; γt) + (1− αt)Π(yt;µt, φt),
where Ber(·; γ) represents the cumulative distribution of a Bernoulli random variable with
parameter γ, and Π(·;µ, φ) is the cumulative distribution of beta random variable. Such
mixture distribution is named as zero-and-one inflated beta distribution by Ospina [133],
based on which we call our proposed model the zero-and-one inflated beta regression.
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After some algebra, the mean and variance of yt, for t = 1, ..., n are
E(yt) = αtγt + (1− αt)µt,
var(yt) = αtγt(1− γt) + (1− αt)
µt(1− µt)
φt + 1
+ αt(1− αt)(γt − µt)2.
Note that E(yt) is the weighted average of the mean of Bernoulli distribution and mean
of beta distribution with weights αt and 1 − αt. Besides, E(yt|yt ∈ (0, 1)) = µt and
var(yt) = µt(1 − µt)(φt + 1). Other properties of zero-and-one inflated beta distribution
can be found in [133].
We then assume the unknown parameters can be expressed as linear combinations of
covariates through link functions,
h1(µt) = Z
T
t σ = η1t, (4.18)
h2(φt) = Q
T
t τ = η2t, (4.19)
h3(αt) = V
T
t ρ = η3t, (4.20)
h4(γt) = X
T
t β = η4t, (4.21)
whereσ = (σ0, σ1, ..., σm)T , τ = (τ0, τ1, ..., τl)T , ρ = (ρ0, ρ1, ..., ρr)T , andβ = (β0, β1, ..., βk)T
are vectors of unknown coefficients, η1 = (η11, ..., η1n)T , η2 = (η21, ..., η2n)T , η3 =
(η31, ..., η3n)
T , and η4 = (η41, ..., η4n)T are predictor vectors, h1 : (0, 1) → R, h2 :
(0,∞) → R, h3 : (0, 1) → R, and h4 : (0, 1) → R are twice continuously differen-
tiable link functions. Various different links can be used, for µt, αt, and γt, we may choose
logit link log(x/1−x), probit link Φ−1(x), complementary log-log link log(− log(1−x)),




Notice that the role of covariates Zt,Qt,Vt, and Xt and their corresponding coeffi-
cients σ, τ , ρ, and β are clear in model (4.17) - (4.21). Zt and σ control E(yt|yt ∈ (0, 1)),
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Q and τ influence the precision of the distribution of yt given that yt ∈ (0, 1), Vt and ρ
affect the probability of yt ∈ {0, 1}, and Xt and β determines the probability of yt being
1 given that yt ∈ {0, 1}. Here we assume the covariates Zt,Qt,Vt, and Xt are different,
however, they can be the same set of covariates in practice.
Throughout this chapter, we assume that the response is constrained to the standard
unit interval [0, 1]. The model, however, is still useful for situations where the response is
restricted to the interval [a, b], where a and b are known scalars, a < b. In this case, one
would model (y − a)/(b− a) instead of modeling y directly.
4.3.2 Likelihood inference
In this section, we will derive the score function and fisher information matrix for unknown
parameters σ, τ , ρ, and β. The results will then be used in the next section to develop the
variable selection algorithm.
The likelihood function for σ ∈ R(m+1), τ ∈ R(l+1), ρ ∈ R(r+1), and β ∈ R(k+1) given
y1, ..., yn is
L(σ, τ ,ρ,β) =
n∏
t=1
f(yt;µt, φt, αt, γt)











γytt (1− γt)1−yt ,




The notation 1{0,1}(yt) is an indicator function that equals to 1 if yt ∈ {0, 1} and 0 other-
wise. The function π(yt;µt, φt) is the density function of beta distribution given in (4.4).
98
The parameters µt = h−11 (η1t), φt = h
−1
2 (η2t), αt = h
−1
3 (η3t), and γt = h
−1
4 (η4t), as
defined in (4.18) - (4.21), are functions of σ, τ ,ρ,β, respectively.
The likelihood function above have three terms: The first term only depends on ρ re-
garding to the discrete components 0 and 1; the second term only contains β corresponding
to the probability of being 1 for the discrete components; the third term is based on σ and
τ only, associating with continuous component. Since the parameters are separable, the
maximum likelihood inferences can be performed separately, as well. More details of how
the likelihood function for zero-and-one beta distribution is derived can be found in [133].
The log-likelihood function can be written as
`(σ, τ ,ρ,β) =
1
n



























log Γ(φt)− log Γ(φtµt)− log Γ (φt(1− µt)) + (φtµt − 1) log yt +






The score functions are obtained by differentiating the log-likelihood function with re-
spect to each of the unknown parametersσ, τ , ρ, β, respectively. The details are postponed
in Section 4.6.
Uσ(σ, τ ) =
1
n












whereZT = (Z1, ...,Zn) ∈ R(m+1)×n,QT = (Q1, ...,Qn) ∈ R(l+1)×n,V T = (V1, ...,Vn) ∈
R(r+1)×n, and XT = (X1, ...,Xn) ∈ R(k+1)×n are known covariates, and Pσ ∈ Rn,
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Pτ ∈ Rn, Pρ ∈ Rn, and Pβ ∈ Rn are vectors depending on unknown parameters, which
are provided in (4.51) - (4.54) in Section 4.6. The maximum likelihood estimators (MLEs)
of σ, τ , ρ, β can be obtained as the solutions of Uσ(σ, τ ) = 0, Uτ (σ, τ ) = 0, Uρ(ρ) = 0,
and Uβ(β) = 0. No closed form expressions for these estimators exist, and their com-
putations can be preformed numerically using a nonlinear optimization algorithm, such as
Newton-Raphson, Fisher’s scoring. More details can be found in [130].
The Fisher-information matrix is useful for computing asymptotic standard errors of
MLEs, see more details in [133]. It is provided as fellows,

Kσσ Kστ 0 0
Kτσ Kττ 0 0
0 0 Kρρ 0
0 0 0 Kββ

,
where the elements areKσσ = 1nZ
TW1Z,Kττ = 1nQ







V TW3V , and Kββ = 1nX
TW4X . The W1, W2, W12, W3, and W4 are n × n
matrixes that depend on unknown parameters and are provided in (4.66) - (4.70) in Section
4.6.
4.3.3 Variable selection algorithm
Variable selection is important for regression models, since it can improve the prediction
accuracy and enhance model interpretability with parsimonious representations. In Sec-
tion 4.2.3, we introduced the variable selection methods for generalized linear models.
Following that idea, in this section, we develop a penalized likelihood-based method to se-
lect important explanatory variables for our proposed zero-and-one inflated beta regression
model.
We fit our proposed model in (4.17)- (4.21) by regularized maximum likelihood, and
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maximize the penalized log likelihood
max
σ,τ ,ρ,β
{`(σ, τ ,ρ,β)− λσPen(σ)− λτPen(τ )− λρPen(ρ)− λβPen(β)} , (4.24)
where `(σ, τ ,ρ,β) is the log-likelihood function in (4.22), λ = (λσ, λτ , λρ, λβ) are reg-
ularization parameters which can be chosen by a data-driven criterion such as cross val-
idation and BIC criterion [152], and Pen(·) is a convex penalty function. Note that we
assume the penalty function is the same for all parameters, however, the methodology we
propose can also be applied to the case where the penalty functions are different. To be
more concrete, we consider the following two different penalties:







||β||`1 . (elastic-net) (4.26)
The elastic-net penalty is a weighted average of the ridge-regression penalty and the lasso
penalty, and here we set the weight to be 1/2.
To solve the optimization problem in (4.24), we borrow the ideas from generalized
linear models with convex penalty in [150], and solve the problem in the following three
steps:
1) Forming partial quadratic approximations to the log-likelihood function (4.22):
Unlike the simple two-class logistic regression model that we illustrated in Section 4.2.3,
here the form of quadratic approximation to the log-likelihood can be tedious, due to the
fact that we have four different unknown parameters: σ, τ , ρ, and β. However, we can
avoid these complexities by forming a partial quadratic approximation to the log-likelihood
(4.22), allowing only one parameter to vary at a time. In fact, such idea has been applied to
solve regularized multinomial regression, see [150].
If the current estimations are σ̃ = (σ̃0, ..., σ̃m)T , τ̃ = (τ̃0, ..., τ̃l)T , ρ̃ = (ρ̃0, ..., ρ̃r)T ,
and β̃ = (β̃0, ..., β̃k)T , then we can calculate µ̃ = (µ̃1, ..., µ̃n)T , φ̃ = (φ̃1, ..., φ̃n)T , α̃ =
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(α̃1, ..., α̃n)
T , γ̃ = (γ̃1, ..., γ̃n)T in (4.18) - (4.21). Based on Taylor expansion, the four
partial quadratic approximations to the log-likelihood function (4.22) are:













(σ − σ̃) +O(||σ − σ̃||22),













(τ − τ̃ ) +O(||τ − τ̃ ||22),













(ρ− ρ̃) +O(||ρ− ρ̃||22),













(β − β̃) +O(||β − β̃||22),
The first derivatives of log-likelihood function with respect to those four parameters are
provided in (4.47) - (4.50), and the secondary derivatives are given in (4.55) - (4.55). Plug-
ging in the calculated first and secondary derivatives, we can rewrite the partial quadratic
approximations into:













ZTt (σ − σ̃)
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w̃σt +O(||σ − σ̃||22),













QTt (τ − τ̃ )
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w̃τt +O(||τ − τ̃ ||22),













V Tt (ρ− ρ̃)
)2
w̃ρt +O(||ρ− ρ̃||22),













XTt (β − β̃)
)2
w̃βt +O(||β − β̃||22),
where p̃σt = pσt(µ̃t, φ̃t), p̃τt = pτt(µ̃t, φ̃t), p̃ρt = pρt(α̃t), and p̃βt = pβt(γ̃t) can be found in
(4.51) -(4.54), and w̃σt = wσt(µ̃t, φ̃t), w̃τt = wτt(µ̃t, φ̃t), w̃ρt = wρt(α̃t), and w̃βt = wβt(γ̃t)
are given in (4.61) -(4.65).
2) Reformatting partial quadratic approximations into weighted least squares:
It is not hard to show that those partial quadratic approximations can be reformatted into
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where ȳtσ, ȳtτ , ȳtρ, and ȳtβ are the working responses, and the last terms C1 - C4 are
constants. The Newton updates are obtained by minimizing `σ, `τ , `ρ, and `β in (4.27) -
(4.30).
3) Updating the parameters by solving the penalized weighted least-squares problems:
Now, we are ready to solve problem (4.24). For given values of λσ, λτ , λρ, λβ , we compute
(4.27) - (4.30) about the current estimates σ̃, τ̃ , ρ̃, and β̃, then use any existing convex







































w̃βt(ȳtβ −XTi β)2 + λβPen(β)
}
. (4.34)
To summarize, the procedure to obtain the unknown parameters through solving (4.24)
can be presented in the following nested loops:
Outer loop: Cycle over different combinations of λσ, λτ , λρ, and λβ.
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Middle loop: Update the partial quadratic approximations `σ, `τ , `ρ, `β in (4.27) - (4.30)
using the current estimations σ̃, τ̃ , ρ̃, and β̃.
Inner loop: Run the CVX on the penalized weighted least squares problems (4.31) -
(4.34).
As a result, we could obtain the estimated parameters as a function ofλ = (λσ, λτ , λρ, λβ),










β ) = min
λ
BIC(λ), and
BIC(λ) = − 2
n





where dfλ is the number of nonzero coefficients of σ̂(λ), τ̂ (λ), ρ̂(λ), β̂(λ). In practice,
we can use grid search to find the optimal tuning λ’s.
4.3.4 Classification Rule
Assume σ̂, τ̂ , ρ̂, β̂ are the final estimated parameters that are solved through (4.24). Then
we can calculate µ̂t = h−11 (Z
T













for t = 1, ..., n. We define the classification rule as:
ŷt =

1, if α̂t ≥ c1, γ̂t ≥ c2
0, if α̂t ≥ c1, γ̂t < c2
µ̂t, if α̂t < c1
, (4.36)
where c1 and c2 are the cutoffs that can be pre-defined or can be determined through cross
validation to minimize the prediction errors.
It is now straight forward to evaluate the prediction errors of the classifier in (4.36)
through the testing data and cross-validation.
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4.4 Simulation
In this section, we exhibit numerical performances of the regularized zero-and-one inflated
beta regression model though simulation studies. The numerical performances include the
prediction performance on response variable and the estimation performance on unknown
parameters.




) = ZTt σ, Zt = (1, Zt1, ..., Ztm)




t τ , Qt = (1, Qt1, ..., Qtl)





) = V Tt ρ, Vt = (1, Vt1, ..., Vtr)





) = XTt β, Xt = (1, Xt1, ..., Xtk)
T , β = (β0, β1, ..., βk)
T ,
yt : Generated using classifier in (4.36), with c1 = c2 = 0.5.
We set m = l = r = k = 8, sample size n = 1000, and the parameters as follows:
σ = (1, 1, 1, 1, 0, 0, 0, 0, 0)T , τ = (1, 1, 1, 1, 0, 0, 0, 0, 0)T ,
ρ = (0, 0.1, 0.1, 0.1, 0, 0, 0, 0, 0)T , β = (0, 0.1, 0.1, 0.1, 0, 0, 0, 0, 0)T .
We consider lasso penalty in (4.25) and elastic-net penalty in (4.26). For each penalty,
we first generate the training data (Zt1, ..., Zt8), (Qt1, ..., Qt8), (Vt1, ..., Vt8), and (Xt1, ..., Xt8)
independently from unif(−1, 1), and obtain the response yt based on model in (4.37), for
t = 1, ..., 1000. The testing data with sample size n = 1000 are generated in the same
manner in order to validate the model prediction performance. We then apply our proposed
regularized zero-and-one beta regression method on training set {yt,Zt,Qt,Vt,Xt}, for
t = 1, ..., 1000, to calculate the estimated parameters σ̂, τ̂ , ρ̂, β̂ and use them to predict
ŷt’s from the testing set. We repeat this process 400 times.
The main purpose of our proposed method is to provide accurate predictions on re-
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Table 4.1: Simulation Prediction Performance, average over 400 repetitions
Penalty MSEpred in (4.38) ± SD MAEpred in (4.39) ± SD PCP1 in (4.40) ± SD PCP0 in (4.41) ± SD
lasso 0.0785 (0.0304) 0.1398 (0.0357) 0.8373 (0.0759) 0.8390 (0.0738)
elastic-net 0.0300 (0.0103) 0.0774 (0.0138) 0.9467 (0.0254) 0.9436 ( 0.0269)
sponses that are in the range of [0, 1]. In each repetition, the model prediction perfor-
mance on testing data is evaluated by mean square error (MSEpred), mean absolute error
(MAEpred), percentage of correct prediction on 1’s (PCP1), and percentage of correct pre-












|ŷt − yt|, (4.39)
PCP1 =
number of correct predictions on 1’s
number of 1’s in yt’s
, (4.40)
PCP0 =
number of correct predictions on 0’s
number of 0’s in yt’s
. (4.41)
Then, the mean MSEpred ± standard deviation, mean MAEpred ± standard deviation,
mean PCP1 ± standard deviation , and mean PCP0 ± standard deviation of the 400 repeti-
tions are reported in Table 4.1. The MSEpred and MAEpred represent the prediction errors
and are the smaller the better, while the PCP1 and PCP0 are the percentages of correct
predictions on 1’s and 0’s, thus the more close to 1 the better.
The model estimation performance on unknown parameters is measured by the overall
mean square error (MSEest), the percentage of zero coefficients correctly estimated to be
zero (C), and the percentage of non-zero coefficients correctly estimated to be non-zero
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Table 4.2: Simulation Estimation Performance, average over 400 repetitions
Penalty MSEest in (4.42) ± SD C in (4.43) ± SD IC in (4.44) ± SD
lasso 0.1514 (0.0254) 0.9886 (0.0290) 0.7607 (0.0581)





(||σ̂ − σ||2`2 + ||τ̂ − τ ||
2
`2





number of correctly estimated zeros
number of true zeros
, (4.43)
IC =
number of correctly estimated non-zeros
number of true non-zeros
, (4.44)
where N = m + l + r + k + 4 = 36 is the total number of parameters, and the number of
zeros and non-zeros in the true parameters are 22 and 14, respectively. The mean MSEest
± standard deviation, mean C ± standard deviation , and mean IC ± standard deviation of
the 400 repetitions are then reported in Table 4.2. The MSEest is expected to be close to 0,
while C and IC are expected to be close to 1.
From Table 4.1 - 4.2, we can make the following observations: 1) Overall, our proposed
model performs well in predicting both the continuous part within the range (0, 1) and
the discrete part {0, 1}; 2) the lasso penalty performs better regarding to estimating the
unknown parameters, and can correctly exclude almost all the insignificant predictors with
zero coefficients, however, its prediction performance is worse than elastic-net penalty; 3)
As a compromise of lasso and ridge, the elastic-net penalty can make good predictions on
the response, and at the same time can efficiently select the subset of important predictors.
4.5 Application
In this section, we will apply our proposed regularized zero-and-one inflated beta regres-
sion model to predict the Comprehensive Complication Index (CCI) for patients undergo-
ing major abdominal surgery. We consider lasso penalty in (4.25) and elastic-net penalty in
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(4.26) in our proposed model, and refer to them as ”Lasso” and ”Elastic-net” methods, re-
spectively, in the sequel. We use five-fold cross validation on the training data to choose the
regularization parameters λ = (λσ, λτ , λρ, λβ) in (4.24) and the cutoffs c1 and c2 in classi-
fication rule (4.36). It turns out that the selected parameters are the same for two penalties.
Specifically, λoptσ = 0.003, λ
opt
τ = 0.005, λ
opt
ρ = 0.005, λ
opt
β = 0.01 are obtained by
minimizing the BIC criteria in (4.35) and the cutoffs copt1 = 0.5 and c
opt
2 = 0.5 are se-
lected by minimizing the prediction mean square error. For the purpose of comparison, we
also consider the varying dispersion beta regression model as the baseline method, which
is referred to as ”Baseline method” in the sequel. Our proposed model with chosen tuning
parameters and the beta regression model are fitted on the whole training data, and then
applied on the validation set to predict CCI response. The model prediction performance is
evaluated through the mean square error (MSE), mean absolute error (MAE), percentages
of correct prediction on 1’s and 0’s (PCP1 and PCP0) that are calculated by comparing the
predicted values with true responses in validation set.
The training set in this study consists of 206 adult patients who stayed in the Clinic
for Digestive Surgery, Clinical Center of Serbia in Belgrade between November 2016 and
October 2017. Participants were selected on the basis of: 1) having an elective major or
major + abdominal surgery lasting for more than 2 hours; 2) having limited physiologic re-
serve of one or more organs as assessed by patient history and clinical testing or aging over
70 years; 3) having a planned postoperative ICU stay of at least 24 hours. The validation
set consists of 60 patients who stayed in the same clinic during 2018, and is collected for
validation purpose only, which means those patients are not used in the modeling process.
The CCI is a linear scale ranging from 0 (no complications) to 100 (death), and we need
to first divide it by 100 to rescale it in the range [0, 1]. The proposed model is then applied
to predict the rescaled CCI. Figure 4.1 shows the rescaled CCI in the training set (on left)
and validation set (on right). As can be seen, the number of 1’s (N=14) is relatively small
compared to that of 0’s (N=81) in the training data. If we train the model on the original
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Figure 4.1: Left: Histogram of rescaled CCI in training set; Right: Histogram of rescaled
CCI in validation set
Table 4.3: Variables and corresponding definitions.
Variables Definitions
yt Response in [0, 1]
Xt1 Serum concentration of albumin (g/l) on the first postoperative day
Xt2 Base excess on admission to the ICU (mEq/l).
Xt3 History of diabetes (0=absent; 1=present)
Xt4 Heart rate on admission to ICU (beats/minute)
Xt5 Heart rate 12 hours after ICU admission (beats/minute)
Xt6 Surgery involving more than one organ due to the local invasiveness of disease (0=no; 1= yes)
Xt7 Administration of at least one unit of allogenic packed red blood cells within 24 hours (0=no; 1=yes)
training set, the classifier will tend to classify death as no complications. To avoid the
prediction bias caused by such imbalance, and inspired by the upsampling idea in Machine
Learning context, we randomly sample 67 (81-14) subjects who have response 1’s with
replacement from training data and then add them back to make the numbers of 0’s and
1’s the same. The observed training data can then be written in the form {yt, Xt1, ..., Xt7}
for t = 1, ...., n, where Yt ∈ [0, 1] is the rescaled CCI, the (Xt1, ..., Xt7) variables are
Albumin2, BE, Diabetes, HR, HR.12hr, Multiorgan.resection, and Transfusion. Variable
definitions are provided in Table 4.3. The total number of patients n is 273, including 81
with response 1’s and response 0’s, respectively, and 111 patients whose response is in the
range of (0, 1).
Before applying our proposed regularized zero-and-one inflated beta regression model,
we first considered a simple linear regression model fitted by ordinary least squares, how-
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ever, the model exhibits heteroskedasticity according to the studentized Breusch and Pagan
test [155, 156]. Hence, linear regression model is not suitable here to predict CCI re-
sponse. In our proposed methods, we assume the response yt follows the zero-and-one
inflated beta distribution, and has the density function in (4.17) with parameters µt, φt,
αt, and γt. We then assume those parameters can be expressed as linear combinations of


















) = XTt β, β = (β0, β1, ..., β7)
T ,
where σ, τ , ρ, and β are the unknown coefficients, which can be sparse since the variables
Xt = (Xt1, ..., Xt7) are not necessarily all important in predicting parameters µt, φt, αt,
and γt. We will apply our proposed variable selection algorithm on the training set to
estimate those unknown coefficients, and then predict the responses yt’s in the validation
set using the classification rule in (4.36).
As a comparison, we will also consider the varying dispersion beta regression model.
Since beta regression can only model the unit interval (0, 1), hence we need to transform
the response from [0, 1] to (0, 1) before fitting the baseline beta regression model. Let’s
consider the following transformations:
y′t =
yt + ε
1 + 2 ∗ ε
, with ε = 0.1.
Then the beta regression model is fitted on y′t ∈ (0, 1) in training set, but the predicted
value will be transformed back to the scale [0, 1] through ŷt = ŷ′t × (1 + 2× ε)− ε before
comparing to the true responses in the validation set.
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Table 4.4: Prediction performance, average across 5-fold CV on training data
Method MSEpred in (4.38) ± SD MAEpred in (4.39) ± SD PCP1 in (4.40) ± SD PCP0 in (4.41) ± SD
Lasso 0.0591 (0.0168) 0.1391 (0.0213) 1 (0) 0.7279 (0.1057)
Elastic-net 0.0555 (0.0075) 0.1367 (0.0115) 1 (0) 0.7154 (0.1061)
Baseline method 0.0900 (0.0555) 0.2074 (0.0663) 0 (0) 0 (0)
Table 4.5: Prediction performance, on validation data
Method MSEpred in (4.38) MAEpred in (4.39) PCP1 in (4.40) PCP0 in (4.41)
Lasso 0.0955 0.2145 0.8000 0.7391
Elastic-net 0.0955 0.2144 0.8000 0.7391
Baseline method 0.1382 0.3122 0 0
The prediction performances of the baseline method and our proposed method with
lasso and elastic-net penalties on training data through five-fold cross-validation are shown
in Table 4.4, and the model performances on the validation set are shown in Table 4.5. We
also calculate the MSEs and MAEs for responses in different ranges. Figure 4.2 shows the
bar plots of mean MSEs of five-fold cross validation on training data (on left) and MSEs
on validation data (on right).
As can be seen, our zero-and-one inflated beta regression model with lasso penalty and
elastic-net penalty have very similar prediction performances and both are better than the
baseline varying dispersion beta regression model. The two advantages of our method in-
clude: 1) We can predict the edge values 1 (death) and 0 (no complications) well, however,
the baseline method is not able to provide exact predictions on the 1’s and 0’s; 2) Our meth-
ods can select the subset of important variables, while the baseline method is not able to
do variable selection. Besides, from Figure 4.2, we notice that our methods with lasso and
elastic-net penalties preform better than the baseline method in predicting the values close
to 0 and 1, but as a compromise, they performs worse in predicting the values in between,
although such difference is not large. In practice, accurate predictions on values close to 0
(no complications) and 1 (death) are more important, since they represent the two extreme
cases and can be more informative than the values in the middle.
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Figure 4.2: MSEs in different ranges. Left: 5-fold CV results on training data. Right:
Results on validation set
The variable selection results are shown in Figure 4.3, where x-axis represents different
variables and y-axis is the coefficient for each variable. In this application, the lasso and
elastic net penalties select the same subset of variables in all four models, which explains
why they have similar prediction performance as is shown in Tables 4.4 and 4.5. However,
they have certain differences and are suitable to different situations. To be more concrete,
lasso is known to be indifferent to very correlated predictors, and will tend to pick one
and ignore the rest. The elastic-net penalty is a compromise between ridge and lasso. It
performs much like the lasso, but removes any degeneracies and wild behavior caused by
extreme correlations. We also notice that, interestingly, the important predictors are differ-
ent in models for four different parameters, and the effects (signs) of the same predictor
can also be different in different models, for example, the BE in the model for µt and the
model for φt.
112
Figure 4.3: Variable Selection Results
4.6 Derivation of Score functions and Information matrix
In this section, we derive the score functions and fisher information matrix. Before that, we




1−yt , if y ∈ (0, 1)
0, otherwise
, y†t =
 log(1− yt), if y ∈ (0, 1)0, otherwise , (4.46)
and we have
µ∗t = E(y∗t |yt ∈ (0, 1)) = ψ(µtφt)− ψ ((1− µt)φt) ,
µ†T = E(y
†
t |yt ∈ (0, 1)) = ψ ((1− µt)φt)− ψ(φt),
υ∗t = var(y
∗
t |yt ∈ (0, 1)) = ψ′(µtφt)− ψ′ ((1− µt)φt) ,
υ†t = var(y
†





t |yt ∈ (0, 1)) = −ψ′((1− µt)φt),
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where ψ(x) = d log Γ(x)/dx is the digamma function.
Score functions. The elements of the score vector are






























, for i = 0, ...,m.





























































































, for i = 0, ..., k.
Therefore, the score functions are:




























whereZT = (Z1, ...,Zn) ∈ R(m+1)×n,QT = (Q1, ...,Qn) ∈ R(l+1)×n,V T = (V1, ...,Vn) ∈
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R(r+1)×n, andXT = (X1, ...,Xn) ∈ R(k+1)×n are known covariates, and
Pσ = (pσ1, ..., pσn)
T , pσt =
1(0,1)(yt)φt(y
∗
t − µ∗t )
h′1(µt)
, pσt(µt, φt), (4.51)
Pτ = (pτ1, ..., pτn)













Pρ = (pρ1, ..., pρn)




Pβ = (pβ1, ..., pβn)





Fisher information matrix. Let us first present the secondary derivatives of the log-
likelihood function with respect to the unknown parameters, which will be used to obtain
the fisher information matrix and the quadratic approximations to the log-likelihood func-
tion.
The elements of secondary derivatives are:

































































































































yt − 2ytγt + γ2t







Therefore the secondary derivatives can be written as:




































where Wσ = diag(wσ1, ..., wσn), Wτ = diag(wτ1, ..., wτn), Wστ = diag(wστ1, ..., wστn),
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yt − 2ytγt + γ2t







The secondary derivatives are in complex forms, and to simplify, we will use wσt(µt, φt),
wτt(µt, φt), wστt(µt, φt), wρt(αt), andwβt(γt) to represent the expressions ofwσt, wτt, wστt
wρt, and wβt in (4.61) - (4.65).






























= (1− αt)µ†t ,
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Therefore, we have







































































The entries in fisher information matrix are then obtained by












































































An accurate and reproducible method for complication reporting is essential for a valid
assessment of the outcomes of surgery. The Comprehensive Complication Index (CCI)
is a novel linear scale ranging from 0 to 100, designed to capture the overall burden of
complications after surgery. The most important limitation is that it is calculated by a
complicated formula, and is not practical in everyday use. In this study, we develop a
machine learning method to self-learn the limited-range CCI values based on patients’
clinical covariates.
We propose a regularized zero-and-one inflated beta regression model for responses that
are in the range of [0, 1]. One would model (y − a)/(b− a) instead of modeling y directly
for the cases where the response is restricted to the interval [a, b], such as CCI where a = 0
and b = 100. To be more concrete, we assume the response follows a zero-and-one inflated
beta distribution, which is a mixture of a beta distribution and a Bernoulli distribution, and
then relate the density parameters to linear combinations of predictors through unknown
coefficients and link functions. The unknown coefficients are obtained by maximizing a
penalized log likelihood function on training data, and we propose to use the lasso penalty
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and elastic net penalty to realize variable selection. The trained model can then be applied
on the testing set to predict the responses in [0, 1].
Our method has been validated through simulation study. It turns out lasso penalty per-
forms worse in predicting the responses, but it is better regarding to parameter estimation,
and can correctly select the subset of important predictors. As a compromise of lasso and
ridge, the elastic-net penalty can make good predictions on the response, and at the same
time can efficiently select the subset of important predictors.
We also apply our proposed method to a real data set to predict the CCI. The train-
ing data was collected from the Clinic for Digestive Surgery, Clinical Center of Serbia in
Belgrade between November 2016 and October 2017, and the validation set was collected
in the same clinic during 2018. Compared to the baseline varying dispersion beta regres-
sion method, our methods can predict the responses better, especially for the values that
are close to 0 (no complications) and 1 (death). In addition, we can select the subset of
important variables.
It is worth noting that although we demonstrated the use of regularized zero-and-one
inflated beta regression model for estimating complication index CCI, the general approach
can be applied to other applications. Examples include predicting the G.P.A which is in the
range of [0, 4].
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CHAPTER 5
CONCLUSIONS AND FUTURE RESEARCH
This thesis develops feature learning and personalized screening methodologies in health-
care, and it deals with the following four different contexts: (i) Visual impairment clas-
sification based on noisy high-frequency pupillary response behavior data collected from
human-computer interaction, (ii) breast cancer diagnosis using image data from plain Xray,
(iii) personalized screening for sepsis disease based on regularly measured longitudinal
biomarkers, (iv) prediction on the overall burdens of postoperative complications using
laboratory measurements.
Our research opens several further research directions in public health.
• Feature extraction. In the first two chapters of this thesis, we develop a robust esti-
mation of the Hurst exponent from 1-D and 2-D fractional Brownian motions (fBm)
based on wavelet spectra, but we only consider constant Hurst exponent. It will be
interesting to consider time changing Hurst exponent for time series data. Moreover,
it is also interesting to investigate other methods to estimate the Hurst exponent, for
instance, the method based on convex rearrangements of properly filtered versions of
the process.
• Personalized screening. Chapter 3 of this thesis opens several new directions in the
context of screening: 1) How to jointly estimate the personalized thresholds for mul-
tiple biomarkers by taking into account the possible correlation structures between
these biomarkers; 2) how to develop more complicated personalized threshold that
can be non-linear functions of the baseline characteristics; 3) how to conduct both
variable selection and personalized threshold estimation simultaneously.
• Beta regression model. In the last chapter, we study the zero and one inflated beta
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regression model and consider variable selection for it. There are a couple of future
directions: 1) It is useful to establish the consistency and asymptotic normality prop-
erties of the proposed parameter estimation method; 2) it is interesting to consider
the non-convex penalty terms, such as the capped-L1 regularization. It is crucial to
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