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Uvod
Problem cˇuvara umjetnicˇke galerije nastao je 1973. godine te ga je predstavio Victor
Klee. Problem se sastoji u odredivanju najmanjeg potrebnog broja cˇuvara koji c´e biti
dovoljni za nadgledanje unutrasˇnjosti galerije s n zidova (Honsberger 1976.). Ubrzo je
Vasek Chva´tal utvrdio ”Chva´talov teorem umjetnicˇke galerije”: bn/3c cˇuvara c´e biti po-
vremeno potrebno i uvijek dovoljno da bi nadzirali poligon s n vrhova (Chva´tal 1975.).
Kljucˇan korak Chva´talovog teorema bit c´e podjela poligona na trokute posˇto znamo da je
svaki trokut konveksan poligon. Tada c´e za svaki trokut biti dovoljan jedan cˇuvar da ga
nadgleda sˇto je i ideja dokaza. Nakon tog teorema problem se pocˇeo razvijati u mnogim
smjerovima od kojih c´emo mi neke razmotriti kao sˇto je nadzor ortogonalnih poligona, a
dotaknuti c´emo se i rjesˇavanja problema nuzˇnosti za cˇuvare koji imaju moguc´nost kreta-
nja. U posljednjem poglavlju ovog rada promotrit c´emo i neke druge varijante problema
kao sˇto je nadzor vanjskog dijela poligona poznat kao Problem nadzora utvrde ili josˇ tezˇe,
istovremeni nadzor unutrasˇnjeg i vanjskog dijela poligona poznat kao Problem zatvorskog
dvorisˇta.
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Poglavlje 1
Opis problema
1.1 Osnovni pojmovi
Tijekom obrade tematike problema nadzora umjetnicˇke galerije koristit c´emo neke poj-
move koje sada definiramo. Ti pojmovi su definirani dovoljno detaljno kako bi njihov
smisao imao odgovarajuc´u formu za konstruiranje i rjesˇavanje zadanog problema.
Definicija 1.1. Neka su v1, v2, . . . , vn razlicˇite tocˇke u euklidskoj ravnini pri cˇemu nikoje
tri uzastopne, uzevsˇi ciklicˇki poredak, nisu kolinearne. Pretpostavimo da duzˇine (seg-
menti) v1v2, v2v3,. . . , vn−1vn, vnv1 nemaju zajednicˇkih tocˇaka osim krajnjih (rubnih). Skup
v1v2 ∪ v2v3 ∪ . . .∪ vn−1vn ∪ vnv1 tako cˇini zatvorenu poligonalnu crtu (zatvorenu izlomljenu
crtu) bez samopresijecanja.
Podrucˇje ravnine omedeno tom poligonalnom crtom nazivamo poligon i oznacˇavamo s P.
Skup ∂P =
n⋃
i=1
vivi+1 nazivamo rub poligona, pri cˇemu su tocˇke v1, v2, . . . , vn vrhovi poli-
gona P, a duzˇine v1v2, v2v3, . . . , vn−1vn, vnv1 su stranice poligona P.
Rub poligona ovdje smatramo dijelom poligona kao zatvorenog podskupa ravnine, a za
neku tocˇku x ∈ P po potrebi c´emo naglasiti pripada li rubu poligona ili njegovoj unu-
trasˇnjosti IntP = P \ ∂P.
Definicija 1.2. Neka je zadan poligon P. Kut koji se nalazi u unutrasˇnjosti poligona P s
vrhom u vi, i = 1, . . . , n, omeden duzˇinama vi−1vi i vivi+1 nazivamo konveksnim (konkav-
nim) ako je njegova mjera manja (vec´a) od 180◦. Takoder, tada i vrh kuta vi nazivamo
konveksnim (konkavnim).
Napomenimo da smo ovdje primijenili sljedec´i Jordanov teorem, s obzirom da je za-
tvorena poligonalna crta bez samopresijecanja primjer jednostavne zatvorene Jordanove
krivulje u ravnini.
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Teorem 1.1 (Jordanov teorem). Jednostavno zatvorena krivulja u ravnini (Jordanova kri-
vulja) dijeli ravninu na tocˇno dva povezana podrucˇja (jedno omedeno - nutrina, a drugo
neomedeno - vanjsˇtina) kojima je ta krivulja zajednicˇki rub.
Pretpostavimo da je umjetnicˇka galerija smjesˇtena u zgradi cˇiji tlocrt ima oblik poli-
gona (rub poligona odgovara u tlocrtu zidovima galerije). Za nadzor galerije potrebno je
nadgledati svaku tocˇku unutrasˇnjosti i ruba tog prostora. Uzmimo da su cˇuvari postavljeni
u odredenim nadzornim (stacionarnim) tocˇkama, iz kojih se ne pomicˇu, a nadgledaju 360◦
okoline oko sebe.
Victor Klee postavio je 1973. problem odredivanja najmanjeg broja cˇuvara koji c´e biti do-
voljan za nadzor cjelokupnog prostora galerije poligonalnog tlocrta s n strana. Smatramo
da je tocˇka y poligona P vidljiva iz tocˇke x tog poligona ako je cijeli segment xy sadrzˇan u
P.
Definicija 1.3. Neka je P poligon s n vrhova. Funkciju G(P) definiramo kao
G(P) = min card{x ∈ P : ∀y ∈ P xy ⊆ P}.
To znacˇi da je G(P) najmanji broj nadzornih tocˇaka iz kojih se vidi cjelokupna unu-
trasˇnjost i rub poligona P. Problem je ocˇito trivijalan ako je poligon P konveksan, jer je
onda dovoljan jedan cˇuvar, postavljen u bilo kojoj tocˇki unutrasˇnjosti ili ruba tog poligona.
Stoga je problem od interesa samo za poligone u kojima je barem jedan (unutarnji) kut
konkavan.
Poznato je da za konveksni n-terokut zbroj unutarnjih kutova je jednak (n − 2)180◦ . Isti
rezultat vrijedi i za poligone koji nisu konveksni, a dobit c´emo ga nesˇto kasnije kao poslje-
dicu moguc´nosti podjele bilo kojeg poligona na n − 2 trokuta (triangulacija, Teorem 2.1).
Odatle c´e se vidjeti da poligon s n vrhova mozˇe imati najvisˇe n − 3 konkavnih kutova, a da
se ta najvec´a vrijednost doista postizˇe vidjet c´e se u primjeru ilustriranom slikom 2.8.
Rjesˇenje problema Victora Klee-a znacˇilo bi poznavanje vrijednosti funkcije g(n) kojom je
odreden broj cˇuvara potreban za nadzor bilo kojeg poligonalnog podrucˇja s n vrhova.
Ako za pojedini n promatramo sve poligone s n vrhova, onda je broj g(n) potrebnih tocˇaka
nadzora jednak najvec´oj vrijednosti G(P) koja se postizˇe za neki poligon P s n vrhova.
Naime, da bismo ”pokrili” sve slucˇajeve poligona s n vrhova, moramo uzeti G(P) dovoljno
velik za ”najzahtjevniji” slucˇaj.
Definicija 1.4. Funkcija g(n) zadana je s
g(n) = max{G(P) : P je poligon s n vrhova}.
Naglasimo josˇ jednom da se funkcija G(P) odnosi na pojedini poligon P, dok se g(n)
odnosi na sve poligone s n vrhova. Drugim rijecˇima, g(n) cˇuvara dovoljno je za bilo koji
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poligon s n vrhova (iako se za neke takve poligone nadzor mozˇe osvariti i s manje cˇuvara),
a postoji barem jedan poligon za koji je taj broj nuzˇan.
Jednu logicˇnu smjernicu za odredivanje gornje mede vrijednosti g(n) pruzˇa nam podjela
opc´eg poligona na konveksne podskupove, buduc´i da je za svaki takav podskup dostatan
nadzor jednog cˇuvara. Vec´ spomenuta moguc´nost triangulacije poligona pokazat c´e kako
je n−2 sigurno dovoljan broj cˇuvara za bilo koji poligon s n vrhova, no preciznijim razma-
tranjima dobit c´e se znatno bolji rezultat za vrijednost g(n). Glavni je cilj ovog poglavlja
dokazati da vrijedi g(n) =
⌊
n
3
⌋
.
1.2 Neki jednostavniji primjeri
Najvec´i moguc´i broj cˇuvara potrebnih za nadzor bilo koje galerije s n vrhova bit c´e odreden
funkcijom g(n). Promotrimo situacije za neke jednostavnije primjere u kojima c´e biti po-
treban manji broj cˇuvara nego li je to g(n).
Slika 1.1: Za poligone s 5 ili manje vrhova dovoljan nam je jedan cˇuvar, dok kod nekih
poligona s 6 vrhova su nam potrebna dva cˇuvara
Kod malog broja vrhova (n ≤ 6) vrlo brzo dolazimo do rjesˇenja minimalnog broja
cˇuvara. Ocˇito je g(3) = 1 cˇuvar. Takoder je g(4) = 1, naime za nekonveksni cˇetverokut
dovoljno je postaviti cˇuvara u vrh konkavnog kuta.
Nesˇto manje je ocˇito g(5) = 1 zbog toga sˇto su moguc´a tri razlicˇita slucˇaja gdje nam se
pojavljuju 0, 1 ili 2 konkavna kuta u unutrasˇnjosti poligona P.
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Za n = 6 imamo dva oblika s obzirom na raspored konkavnih vrhova (uzastopni ili ne)
za koje c´e biti potrebna 2 cˇuvara, ali nikad nisu potrebna tri, tako da je g(6) = 2. Jedan
slucˇaj je oblik slova Z dok je drugi slucˇaj takozvani ”cˇesˇalj” s k = 2 zuba. Generalizacijom
”cˇesˇlja” s k ”zuba” gdje je broj vrhova poligona n = 3k biti c´e nam potrebno k cˇuvara (slika
1.2). Primjer ”cˇesˇlja” pokazuje da opc´enito vrijedi g(n) >
⌊
n
3
⌋
. Poligon oblika ”cˇesˇlja”
Slika 1.2: Svaki zub ovog cˇesˇlja zahtijeva svog cˇuvara. U ovom slucˇaju imamo petnaeste-
rokut i potrebno nam je pet cˇuvara.
je primjer gdje c´emo lako odrediti donju medu g(n), no glavna potesˇkoc´a je odredivanje
dovoljne vrijednosti za svaki n. Sada promotrimo neke situacije kako ostvariti nadzor s
⌊
n
3
⌋
cˇuvara.
1.3 Neki pokusˇaji ostvarivanja nadzora
U pokusˇajima rjesˇavanja problema nadzora, prirodno je razmotriti neka pojednostavlje-
nja u pristupu, cˇak i ako se pokazˇu nedostatnima opc´enito, jer nam pruzˇaju bolji uvid u
slozˇenost problema i mogu nas navesti na potrebna poboljsˇanja u razlicˇitim situacijama.
Dobivena procjena oblika g(n) >
⌊
n
3
⌋
sugerira da bi se mozˇda nadzor mogao uvijek ostvariti
postavljanjem cˇuvara u svaki trec´i vrh.
Nije sasvim lako konstruirati primjer koji pokazuje pogresˇnost ove slutnje. Razmo-
trimo poligon P s n = 30 vrhova, prikazan na slici 1.3. Postavljanjem cˇuvara u svaki trec´i
vrh, bez obzira na to od kojeg vrha krenuli, jedna od istaknutih tocˇaka x0, x1 ili x2 uvijek
c´e ostati nevidljiva svim cˇuvarima. (Preciznije, ako se cˇuvare postavi u sve vrhove i takve
da je i ≡ m(mod3), onda tocˇka xm ostaje izvan podrucˇja nadzora). Ovo, naravno, ne znacˇi
samo po sebi da se nadzor poligona P ne bi mogao ostvariti s 10 cˇuvara, nego da to nije
moguc´e takvim njihovim razmjesˇtajem.
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Slika 1.3: Cˇuvari postavljeni u svakom trec´em vrhu nec´e moc´i nadgledati neku od tocˇaka
x0, x1 ili x2.
Nadalje, mozˇemo ispitati redukciju problema u kojoj bi se ostvario nadzor nad cˇitavim
rubom poligona, nadajuc´i se da bi se time osigurala i vidljivost unutrasˇnjosti. No, sˇesterokut
s tri konkavna vrha, prikazan na slici 1.4, cˇiji su konveksni vrhovi oznacˇeni s a, b i c, takvog
je oblika da cˇuvari smjesˇteni u ta tri vrha zajednicˇki vide cjelokupni rub, ali trokut Q u unu-
trasˇnjosti ostaje izvan njihova nadzora. S druge strane, dva cˇuvara smjesˇtena npr. u vrhu
a i u konkavnom vrhu koji je najblizˇi vrhu b nadziru cijeli rub i unutrasˇnjost sˇesterokuta.
Dakle, nadzor ruba opc´enito ne osigurava nadzor cijele nutrine poligona.
Slika 1.4: Cˇuvari u tocˇkama a, b i c nadziru rub, ali ne i unutrasˇnjost galerije.
Josˇ jedna redukcija, koja se dosta prirodno namec´e, jest ona u kojoj se cˇuvari pos-
tavljaju samo u vrhove poligona. Nazovimo takve cˇuvare ”vrsˇnim” cˇuvarima te neka je
gv(n) broj vrsˇnih cˇuvara koji je nuzˇan i dovoljan za nadzor bilo kojeg n-terokuta. U nekim
pojedinacˇnim primjerima vidljivo je da ogranicˇavanje samo na vrsˇne cˇuvare umanjuje dje-
lotvornost nadzora, kao na slici 1.5, gdje su nuzˇna dva vrsˇna cˇuvara, a za cjelokupni nadzor
dostatan je jedan cˇuvar, postavljen u tocˇku x u nutrini poligona. No, taj primjer ne utjecˇe
stvarno na usporedbu vrijednosti funkcija g(n) i gv(n), buduc´i da g(n) obuhvac´a sve moguc´e
slucˇajeve za poligone s n vrhova. Zapravo, pokazat c´e se da je g(n) = gv(n), a to c´e slijediti
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kao dodatni podatak iz predstojec´ih dokaza dovoljnosti broja cˇuvara pa se nec´emo zasebno
baviti tim pitanjem. Medutim, u nekim posebnim oblicima problema nadzora restrikcija
na vrsˇne cˇuvare doista daje bitno drukcˇiji rezultat pa je dobro imati to u vidu.
Slika 1.5: Ponekad cˇuvari koji se nalaze u unutrasˇnjosti poligona mogu nadgledati visˇe
nego li cˇuvari u vrhovima.
1.4 Rjesˇenja pomoc´u triangulacije i bojanje vrhova
Dosad razmotreni primjeri navode na pomisao da bi za bilo koji n moglo vrijediti g(n) =⌊
n
3
⌋
, ali josˇ nismo uocˇili strategiju biranja nadzornih tocˇaka koja bi opc´enito argumentirala
ispravnost takve tvrdnje. Primjerice, vidjeli smo da se ova formula koja ukazuje na ”otpri-
like trec´inu broja vrhova poligona” ne mozˇe uvijek opravdati biranjem svakog trec´eg vrha
poligona kao polozˇajem pojedinog cˇuvara.
Medutim, ideja s ”trec´inom broja vrhova” mozˇe se uspjesˇno provesti ako se primijeni
triangulacija poligona, to jest podjela zadanog poligona na trokute, tako da je skup svih vr-
hova tih trokuta jednak skupu vrhova poligona. Pokazat c´e se da je svaki poligon moguc´e
rastaviti na n − 2 trokuta, ucrtavanjem nekih n − 3 dijagonala. (To je ocˇito za konveksne
poligone, gdje se jednostavno povuku sve dijagonale iz jednog vrha). Nakon toga treba na
optimalan nacˇin izabrati vrhove tako da svaki trokut iz triangulacije bude zastupljen jed-
nim vrhom. Oba najranija i najpoznatija rjesˇenja problema nadzora koriste triangulaciju
(Chva´tal, 1975. i Fisk, 1978.), s tim da je Fiskov dokaz krac´i i elegantniji jer primjenjuje
bojanje pridruzˇenog grafa s 3 boje, dok je Chva´tal pomoc´u indukcije pokazao da se svaka
triangulacija mozˇe particionirati na najvisˇe
⌊
n
3
⌋
tzv. lepeza, a to su takve triangulacije u
kojima svi pripadni trokuti imaju jedan zajednicˇki vrh.
Taj pristup, izlozˇen u cˇlanku [O’Rourke, 1987: 7-9] na svega tri stranice, nije toliko sazˇet
kao Fiskov (desetak redaka u cˇlanku [O’Rourke, 1987: 5-6]), ali ima svojih prednosti koje
se otkrivaju pri nekim poopc´enjima problema nadzora.
Zasad c´emo definirati potrebne pojmove kako bismo u sljedec´em odjeljku mogli koncizno
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prikazati Fiskov i Chva´talov dokaz da je
⌊
n
3
⌋
uvijek dovoljan broj cˇuvara. U drugom po-
glavlju bavit c´emo se detaljnije postojanjem triangulacije poligona i moguc´nosˇc´u bojanja
grafa triangulacije pomoc´u tri boje.
Definicija 1.5. Triangulacija poligona P je podjela tog poligona na trokute tako da vrijedi:
1. Skup svih vrhova trokuta u triangulaciji jednak je skupu svih vrhova poligona P;
2. bilo koja dva od tih trokuta imaju zajednicˇku samo cijelu jednu stranicu ili samo
jedan vrh ili nemaju zajednicˇkih tocˇaka.
(Formalno, mogli bismo govoriti o familiji trokutova cˇija unija je jednaka poligonu P,
uz uvjete (1) i (2), no to podrazumijevamo kao ”podjelu”).
Intuitivno je dosta prihvatljivo da svaki poligon dopusˇta triangulaciju, no to c´e ipak trebati
dokazati.
Podsjetimo se pojma grafa. Ovdje c´emo promatrati samo jednostavne grafove i to neus-
mjerene, dakle bridovi grafa bit c´e (neuredeni) parovi vrhova, bez visˇekratnosti.
Definicija 1.6. Jednostavni graf je uredeni par G = (V, E), pri cˇemu je V neprazan konacˇan
skup cˇije elemente nazivamo vrhovima ili cˇvorovima grafa G, a E je skup razlicˇitih dvocˇlanih
podskupova skupa V koje nazivamo bridovima ili lukovima grafa G. (Podrazumijevamo da
je E skup nekih, ne nuzˇno svih, dvocˇlanih podskupova od V , a u posebnom slucˇaju kad se
svi dvocˇlani podskupovi vrhova nalaze u E kazˇemo da je graf potpun).
Za brid e = {v,w} kazˇemo da spaja vrhove v i w, a vrhove v i w koji su spojeni bridom
nazivamo susjednima. Josˇ se kazˇe da je vrh v incidentan s bridom e (kao sˇto je to i w). Brid
e = {v,w} krac´e se josˇ oznacˇava s e = vw.
Stupanj vrha v je broj vrhova s kojima je v spojen, to jest broj njegovih susjeda.
Ovdje c´e se skup vrhova poligona katkad podudarati sa skupom vrhova grafa, ali ne
uvijek. Po potrebi c´emo naglasiti razliku izmedu vrhova poligona i vrhova (cˇvorova)
odredenog promatranog grafa.
Ako je zadano preslikavanje sa skupa V vrhova grafa G u neki k-cˇlani skup, cˇije se ele-
mente obicˇno naziva bojama, kazˇemo da je time izvedeno jedno (vrsˇno) k-bojanje grafa.
Cˇesto se na k-bojanje postavlja dodatni uvjet, primjerice da svaka dva susjedna vrha budu
razlicˇito obojana, to jest da su im pridruzˇene razlicˇite boje.
Pretpostavimo sada da je dana triangulacija poligona P, dobivena povlacˇenjem nekih
dijagonala poligona (dakle, stranice trokuta koji cˇine triangulaciju su stranice i neke dijago-
nale poligona). Toj triangulaciji pridruzˇimo graf kojem su vrhovi upravo vrhovi poligona, a
bridovi su spojnice vrhova u triangulaciji, dakle sve stranice trokuta koji cˇine triangulaciju.
Za svaku triangulaciju poligona pripadni graf mozˇe se obojati s 3 boje tako da svaka sva
susjedna vrha budu razlicˇito obojana. Dokaz tog vazˇnog rezultata nac´i c´e se u drugom
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Slika 1.6: Trobojno bojanje grafa
poglavlju, kod detaljnog razmatranja triangulacije i svojstava grafa triangulacije. Zasad
navedimo samo jedan primjer kao ilustraciju.
Na slici 1.7. prikazan je najprije jedan poligon s 10 vrhova, oznacˇenima a, b, c, d, e, f , g, h, i, j
i njegova triangulacija s 8 trokuta, dobivenih povlacˇenjem 7 dijagonala. Zatim je prikazano
jedno 3-bojanje grafa te triangulacije (crvenom, zelenom i plavom bojom). Bojanje se
mozˇe zapocˇeti npr. od trokuta abc, a zatim se redom za pojedine vrhove vidi jednoznacˇan
izbor pripadne boje, buduc´i da boje dvaju vrhova pojedinog trokuta diktiraju boju trec´eg
vrha.
Slika 1.7: Trobojna triangulacija
POGLAVLJE 1. OPIS PROBLEMA 10
1.5 Fiskov i Chva´talov dokaz
Izvorna formulacija Chva´talovog teorema glasi:
Teorem 1.2. Svaka n-triangulacija mozˇe se particionirati u m lepeza tako da je m 6
⌊
n
3
⌋
.
Pritom je n-triangulacija definirana opc´enito kao planarni graf kojem je jedna strana
omedena n-terokutom, a sve ostale strane omedene su trokutima. Ovdje nec´emo ulaziti u
pojedinosti, smatrajuc´i kako se ovaj pojam ocˇito podudara s prethodnom definicijom grafa
pridruzˇenog triangulaciji poligona s n vrhova. Podsjetimo da je lepeza takva triangulacija
u kojoj svi pripadni trokuti imaju jedan zajednicˇki vrh. Na kraju cˇlanka autor konstatira
kako iz ovog teorema ocˇito slijedi korolar (podrazumijevajuc´i poznatu cˇinjenicu o posto-
janju triangulacije) da je
⌊
n
3
⌋
uvijek dovoljan broj nadzornih tocˇaka (u cˇlanku ih naziva
dominirajuc´im tocˇkama) buduc´i da se svaka lepeza mozˇe nadzirati iz jedne tocˇke.
Fisk u svojem cˇlanku navodi Chva´talov rezultat u sljedec´em obliku, zapravo kao pre-
formulaciju spomenutog korolara:
Teorem 1.3. Ako je S poligon s n vrhova, onda postoji skup T od najvisˇe n3 tocˇaka od S
takav da za bilo koju tocˇku p iz S postoji tocˇka q iz T sa svojstvom da je segment pq cˇitav
sadrzˇan u S .
Fiskov dokaz ovog teorema sada je sasvim kratak:
Dokaz. Zadani poligon se triangulira, tako da se ne dodaju novi vrhovi. Svaka takva tri-
angulacija mozˇe se obojati u 3 boje, recimo a, b i c, tako da su susjedni vrhovi obojani
razlicˇito. Neka su Ta, Tb i Tc skupovi vrhova obojani s a, b, c redom i uzmimo, bez sma-
njenja opc´enitosti, da broj vrhova u Ta nije vec´i od broja vrhova u svakom od skupova Tb i
Tc. Tada broj vrhova obojanih s a nije vec´i od n3 , jer u protivnom bi ova tri skupa sadrzˇavala
ukupno visˇe od n vrhova. Stavimo T = Ta. Svaka tocˇka p od S pripada nekom trokutu
triangulacije, a jedan od vrhova tog trokuta nalazi se u skupu T . Taj vrh ocˇito je trazˇena
tocˇka q. 
(Primijetimo da smo vec´ u definiciji triangulacije poligona zahtijevali da se ne dodaju
novi vrhovi, a taj uvjet dolazi do izrazˇaja i u ovom dokazu).
Prelazimo sada na Chva´talov dokaz o particiji triangulacije na lepeze.
Dokaz. Vrh lepeze koji je zajednicˇki svim trokutima lepeze naziva se sredisˇtem lepeze.
Dokaz se provodi indukcijom. Bazu indukcije cˇini trivijalni slucˇaj n = 3, gdje je svaki
trokut ujedno i lepeza. Za n = 4 ocˇito je svaka triangulacija ujedno i lepeza. Takoder, za
n = 5 izravnom provjerom u svim moguc´im slucˇajevima (slika 1.1.) vidimo da je svaka
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triangulacija ujedno lepeza.
Dalje treba razmotriti sve vrijednosti n > 6. Strategija je takva da se u koraku indukcije
najprije ”odcijepi” jedan dio triangulacije, tako da se na preostali dio mozˇe primijeniti
pretpostavka indukcije – da je tvrdnja istinita za sve vrijednosti broja vrhova triangulacije
koje su strogo manje od n. Zatim se privremeno odcijepljeni dio vrati i uracˇuna se broj
lepeza potreban za taj dio. Problem je onda u tome da zbroj potrebnog broja lepeza za dva
promatrana dijela triangulacije ne bude vec´i od
⌊
n
3
⌋
. Ovakav argument bit c´e dostatan i ako
se odcijepi samo jedan trokut, ali samo u slucˇaju kad je n djeljiv s 3 jer je tada
⌊
n−1
3
⌋
=
⌊
n
3
⌋
−1
pa c´e se pribrajanjem 1 za trokut dobiti upravo
⌊
n
3
⌋
kao najvec´i nuzˇan broj lepeza. No, ako
je n ≡ 1 ili 2(mod3), onda je
⌊
n−1
3
⌋
=
⌊
n
3
⌋
pa c´e odcjepljivanje ”samo” trokuta u zbroju dati⌊
n
3
⌋
+ 1, sˇto nam nije povoljno. Jasno je stoga da se za uspjesˇnu primjenu indukcije broj
vrhova mora odcjepljivanjem dijela triangulacije smanjiti barem za 3. (Naravno, samo po
sebi to nije dovoljno, nego je vazˇno i koliko lepeza c´e nositi odcijepljeni dio). Smanjivanje
n za tocˇno 3, medutim, nije uvijek moguc´e, kao sˇto pokazuje primjer triangulacije s n = 24
na slici 1.8. Niti jedna dijagonala ovdje nema svojstvo da se duzˇ nje mozˇe odrezati dio s
tocˇno 3 vrha. Zato kljucˇnu ulogu u Chva´talovom dokazu sad ima sljedec´a
Lema 1.4. U svakoj triangulaciji poligona s n > 6 vrhova postoji dijagonala d takva da
se rezanjem duzˇ nje mozˇe odcijepiti tocˇno 4 ili 5 ili 6 stranica poligona.
Bitno je, dakle, da se ne govori o tocˇno jednoj nego o tri moguc´e vrijednosti broja
odcijepljenih stranica poligona, a za svaku od tih moguc´nosti pokazat c´e se kako je dostatna
za svrhu dokaza teorema. Naime, u svakom od tih slucˇajeva odcijepljeni dio doprinijet c´e
samo jednu lepezu u ukupni broj lepeza na koje je podijeljena triangulacija. Uocˇimo da
odcjepljivanje k stranica poligona znacˇi odcjepljenje k − 1 vrhova poligona i obrnuto.
Dokaz. Izaberimo dijagonalu d koja odvaja najmanji broj stranica poligona, ali da je taj
broj, oznacˇimo ga s k, najmanje 4. (Takav izbor dijagonale ocˇito je moguc´ cˇim je n > 6).
Numeriramo vrhove poligona s 0, 1, . . . , n−1 tako da dijagonala d spaja vrhove 0 i k. Neki
vrh t, 1 < t < k−1, mora biti trec´i vrh trokuta kojem je d jedna stranica. Zbog minimalnosti
izbora k, dijagonale (0, t) i (t, k) mogu odvajati najvisˇe po 3 stranice poligona. Stoga iz t 6 3
i k − t 6 3 imamo k 6 6. 
Vratimo se sad na dokaz teorema, to jest na korak indukcije. Pritom je d i dalje dijago-
nala izabrana na nacˇin kao u dokazu leme. Neka je G1 dio pocˇetne triangulacije, odvojen
pomoc´u d, koji sadrzˇi k stranica poligona tako da je to triangulacija poligona s k + 1 strani-
com, a G2 preostali dio izvorne triangulacije koji je stoga triangulacija poligona s n− k + 1
vrhom. Po pretpostavci indukcije G2 se mozˇe rastaviti u najvisˇe g′ =
⌊
n−k+1
3
⌋
lepeza, a kako
je k > 4, imamo g′ 6
⌊
n−3
3
⌋
=
⌊
n
3
⌋
− 1. Za zavrsˇetak dokaza potrebno je josˇ ustanoviti
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Slika 1.8: Niti jedna dijagonala ove triangulacije ne odsijeca tocˇno 3 vrha.
da G1 ne treba doprinijeti visˇe od jedne lepeze ukupnoj particiji izvorne triangulacije poli-
gona. (Naime, za G1 samu po sebi mozˇe biti potrebno visˇe od jedne lepeze, kad je rijecˇ o
sˇesterokutu ili sedmerokutu, ali i tada c´e biti moguc´e neki dio G1 pripojiti jednoj lepezi iz
G2).
Slucˇaj 1. (k = 4)
G1 je triangulacija peterokuta, a vec´ smo uocˇili da je to sigurno lepeza. Stoga je G podije-
ljena na ne visˇe od
⌊
n
3
⌋
− 1 + 1 =
⌊
n
3
⌋
lepeza i tvrdnja je dokazana.
Slucˇaj 2. (k = 5)
G1 je triangulacija sˇesterokuta. Neka je T trokut u G1 kojem je d stranica, a vrh nasuprot d
neka je t. Zbog minimalnosti k = 5 ne mozˇe biti t = 1 ili t = 4 (jer bi postojala dijagonala
koja odvaja samo 4 stranice poligona). Slucˇajevi t = 2 i t = 3 su ravnopravni pa izaberimo
t = 2 (slika 1.9). Sada se u G1 nalazi ili brid 24 ili 35. Ako je to 24, G1 je lepeza sa
sredisˇtem u vrhu 2 pa je je slucˇaj rijesˇen. Uzmimo da se brid 35 nalazi u G1. Tada G1 nije
lepeza pa trebamo postupiti drukcˇije. Oznacˇimo s G0 graf dobiven kao unija G2 i T . G0
je onda triangulacija poligona s n − 5 + 2 = n − 3 stranica pa se na G0 mozˇe primijeniti
pretpostavka indukcije. To znacˇi da se G0 mozˇe podijeliti na ne visˇe od g′ =
⌊
n
3
⌋
−1 lepeza,
a trokut T mora biti dio jedne od tih lepeza. Oznacˇimo tu lepezu s F. Njezino sredisˇte je
neki od vrhova trokuta T . Razlikujemo dva podslucˇaja:
Ako je sredisˇte od F u vrhu 0 ili 2, pripojimo trokut 012 lepezi F, a vrhovi 2, 3, 4 i 5
odreduju vlastitu lepezu. Ukupni broj lepeza na koje je rastavljena triangulacija G opet je
najvisˇe
⌊
n
3
⌋
. Preostaje moguc´nost da je vrh 5 sredisˇte lepeze F. Sad jednostavno pripojimo
trokute 523 i 524 toj lepezi, a 012 ostaje kao zasebna lepeza i tvrdnja je opet dokazana.
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Slika 1.9: G1 je sˇesterokut
Slucˇaj 3. (k = 6)
G1 je triangulacija sedmerokuta. Iz uvjeta minimalnosti k = 6 lako zakljucˇimo da za vrh t
trokuta T kojem je d = 06 jedna stranica mora vrijediti t = 3. Kako svaki od cˇetverokuta
0123 i 3456 dopusˇta dvije moguc´e triangulacije, imamo ukupno 4 podslucˇaja. Njihovo
razmatranje pratimo na slici 1.10.
U najjednostavnijem slucˇaju, dijagonale 31 i 35 su bridovi pa je G1 lepeza. Ostale pod-
slucˇajeve treba razmotriti detaljnije i primijeniti slicˇne postupke kao u slucˇaju k = 5.
Neka su dijagonale 02 i 35 bridovi u G1. Tada pripojimo cˇetverokut 0236 triangula-
ciji G2 kako bismo dobili triangulaciju G0 poligona s n − 6 + 3 = n − 3 vrhova, koja se po
pretpostavci indukcije mozˇe rastaviti na najvisˇe g′ =
⌊
n
3
⌋
− 1 lepeza. Neka je F ona lepeza
iz tog rastava koja sadrzˇi trokut 023.
Slika 1.10: G1 je sedmerokut
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Ako je sredisˇte od F u vrhu 0 ili 2, pripojimo trokut 012 k F, a 3456 uzmimo kao
zasebnu lepezu. Obrnuto, ako je sredisˇte od F vrh 3, pripojimo 3456 k lepezi F, a 012
uzmemo kao zasebnu lepezu. Svaki od ovih slucˇajeva time je rijesˇen na vec´ poznati nacˇin.
Ako dijagonale 13 i 46 pripadaju triangulaciji G1, to je situacija simetricˇna prethodnoj pa
je ne treba posebno razmatrati.
Preostaje slucˇaj kad su 02 i 46 bridovi. Pripojimo trokut T k G2 pa dobivamo triangu-
laciju G0 poligona s n− 6 + 2 = n− 4 vrhova te na nju primijenimo pretpostavku indukcije.
Neka je F lepeza iz podjele G0 koja sadrzˇi T . Ako je sredisˇte od F u vrhu 0, pripojimo
cˇetverokut 0123 k F, a 3456 uzmimo kao zasebnu lepezu.
Slucˇaj kad je sredisˇte od F u vrhu 6 simetricˇan je prethodnom. Sredisˇte of F mozˇe biti u
vrhu 3 samo na taj nacˇin da je trokut T saˆm jedna lepeza u rastavu G0, buduc´i da vrh 3
ne mozˇe biti spojen ni s jednim vrhom koji se nalazi s druge strane dijagonale 06. Zato
mozˇemo uzeti i 0 kao sredisˇte od F, a taj je podslucˇaj vec´ rijesˇen.
Time je dovrsˇen dokaz Chva´talovog teorema. 
Poglavlje 2
Triangulacija i algoritmi
2.1 Triangulacija i 3-bojanje
U prvom poglavlju vidjeli smo kako triangulacija poligona i njezino bojanje dovodi do
rjesˇenja osnovnog problema kojim se bavimo u ovom radu, no preostalo je izlozˇiti dokaze
postojanja triangulacije i moguc´nosti 3-bojanja triangulacije tako da svaka dva susjedna
vrha budu razlicˇito obojana. Razmotrit c´emo i nesˇto drukcˇiji pristup rastava poligona na
konveksne dijelove, ne nuzˇno trokute, u ovisnosti o broju konkavnih kutova kao istaknutog
parametra. Posebno, prikazat c´emo i neke algoritme za triangulaciju. Takvi algoritmi
dodatno su vazˇni zato sˇto se metoda triangulacije cˇesto primjenjuje kao matematicˇki model
u drugim znanostima, primjerice za mjerenja u geodeziji i za odredivanje epicentra potresa
u seizmologiji, pomoc´u tri seizmolosˇke stanice.
Postojanje triangulacije za bilo koji poligon utvrdit c´emo induktivnim dokazom sljedec´eg
osnovnog teorema:
Teorem 2.1. Poligon s n vrhova se mozˇe podijeliti na n − 2 trokuta ucrtavanjem n − 3
dijagonala.
Dokaz. Dokaz se provodi matematicˇkom indukcijom po n. Trivijalan je slucˇaj za n = 3.
Neka je P poligon s n ≥ 4 vrhova. Neka je v2 konveksan vrh od P te razmotrimo tri
uzastopna vrha v1, v2 i v3. (Smatramo ocˇitim da barem jedan vrh mora biti konveksan.
To se mozˇe izvesti odatle sˇto je nutrina poligona po definiciji omeden podskup ravnine).
Trazˇimo neku unutarnju dijagonalu d, to jest dijagonalu koja je cijela sadrzˇana u nutrini
poligona. Ako se segment v1v3 u cijelosti nalazi u unutrasˇnjosti od P (ne presijeca ∂P)
neka je d = v1v3, inacˇe trokut v1v2v3 mora sadrzˇavati barem jedan vrh od P. Neka je x vrh
od P najblizˇi v2, gdje je udaljenost mjerena okomito iz v2 na v1v3 i neka je d = v2x. U
svakom slucˇaju, d dijeli P na dva manja poligona P1 i P2. Ako Pi ima ni vrhova, i = 1, 2
tada je n1 + n2 = n + 2 jer se obje krajnje tocˇke od d nalaze u P1 i P2. Jasno ni ≥ 3, i = 1, 2
15
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sˇto implicira da je ni < n, i = 1, 2. Primjenom pretpostavke indukcije na oba poligona P1 i
P2 dobivamo triangulaciju poligona P koja se sastoji od (n1 − 2) + (n2 − 2) = n − 2 trokuta
i (n1 − 3) + (n2 − 3) + 1 = n − 3 dijagonala, ukljucˇujuc´i i d. 
Slika 2.1: Duzˇina xv2 je unutarnja dijagonala
Korolar 1. Zbroj unutarnjih kutova poligona je (n − 2)pi.
Dokaz. Zbroj unutarnjih kutova u svakom od n − 2 trokuta iznosi pi. 
Za dokaz tvrdnje o moguc´nosti 3-bojanja triangulacije kljucˇnu ulogu ima teorem G. H.
Meistersa iz 1975. godine, poznat kao ”Teorem o dva uha”.
Definicija 2.1. Za tri uzastopna vrha v1v2v3 poligona P kazˇemo da cˇine uho u vrhu v2, ako
je dijagonala v1v3 cijela sadrzˇana u nutrini poligona P. Kazˇemo da se dva uha poligona ne
preklapaju ako dva pripadna trokuta nemaju zajednicˇkih unutarnjih tocˇaka.
Teorem 2.2 (Meisters). Svaki poligon s n > 4 vrhova ima barem dva uha koja se ne
preklapaju.
Prije samog dokaza, navedimo rezultat o moguc´nosti 3-bojanja svake triangulacije po-
ligona, koji nam je ovdje i glavni cilj:
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Teorem 2.3. Vrhovi grafa bilo koje triangulacije danog poligona mogu se obojati s 3 boje
tako da susjedni vrhovi budu razlicˇito obojani.
Dokaz. Uocˇimo da za bilo koje uho danog poligona pripadni trokut mora pripadati (sva-
koj) triangulaciji. Sad je jednostavno provesti dokaz indukcijom po broju vrhova poligona.
Tvrdnja je trivijalna za n = 3. Za n > 3 primijenimo Teorem 2.2. Odrezˇemo li trokut koji
je odreden bilo kojim uhom poligona (ako oznacˇimo vrhove s v1v2v3, rezˇe se duzˇ segmenta
v1v3), preostaje poligon s n − 1 vrhova i na njega primijenimo pretpostavku indukcije. Za-
tim vratimo uklonjeni vrh v2 i obojimo ga preostalom, trec´om bojom s obzirom na boje
vrhova v1 i v3.
Prelazimo sad na dokaz Teorema 2.2., a provodi se takoder indukcijom po broju n vr-
hova poligona. Za n = 4 poligon ocˇito ima dva uha koja se ne preklapaju.
Za korak indukcije, izaberimo bilo koji konveksni vrh poligona P s n > 5 vrhova, neka
je to vi. Razlikovat c´emo dva slucˇaja, s obzirom na to cˇine li vrhovi vi−1vivi+1 uho ili ne.
Slucˇaj 1. Poligon ima uho u vrhu vi. Uklanjanjem pripadnog trokuta preostaje poligon
P′ s jednim vrhom manje. Po pretpostavci indukcije, P′ ima dva uha koja se ne preklapaju.
Barem jedno od ta dva uha nema vrh vi−1 ni vi+1, jer u protivnom bi dosˇlo do preklapanja
ta dva uha (segment vi−1vi+1 bio bi zajednicˇki za pripadne trokute). Takvo uho pripada i
poligonu P, a ocˇito nema preklapanja s njegovim uhom u vrhu vi pa u tom slucˇaju tvrdnja
vrijedi.
Slika 2.2: Slucˇaj 1. Poligon P ima uho u vrhu vi.
Slucˇaj 2. Poligon nema uho u vrhu vi. Stoga se u unutrasˇnjosti trokuta vi−1vivi+1 nalazi
barem jedan vrh poligona P. Ako je takav vrh jedinstven oznacˇimo ga s q, a ako takvih vr-
hova ima visˇe povucimo kroz njih pravce paralelne sa segmentom vi−1vi+1 pa s q oznacˇimo
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onaj vrh za koji je povucˇeni pravac L najblizˇi vrhu vi. Neka su a i b sjecisˇta pravca L sa
stranicama vi−1vi odnosno vivi+1.
Izbor vrha q takav je da unutar trokuta avib nema vrhova poligona. Segment viq sada dijeli
poligon P na dva poligona P1 i P2, tako da prvi ima vrhove vi−1viq . . ., a drugi qvivi+1 . . ..
Razmotrimo poligone P1 i P2. Ako je jedan od njih trokut, uzmimo da je to P1, on ujedno
Slika 2.3: Slucˇaj 2. Poligon P nema uho u vrhu vi.
cˇini jedno uho za P, a P2 tada ima barem 4 vrha i po pretpostavci indukcije ima dva uha
koja se ne preklapaju. Barem jedno od ta dva uha nema vrh ni u tocˇki vi ni u tocˇki q pa
stoga zajedno s uhom P1 cˇini dva uha poligona P koja se ne preklapaju.
Ako ni P1 ni P2 nije trokut, svaki od njih po pretpostavci indukcije ima dva uha koja se
ne preklapaju. Iz razloga kao u prethodnom slucˇaju postoji barem po jedno uho u P1 i
P2 koje nema vrh ni u tocˇki vi ni u tocˇki q pa se takva dva uha ne preklapaju i tvrdnja je
dokazana. 
Napomena.
Umjesto induktivnog dokaza Teorema o dva uha, mozˇe se promatrati tzv. dualni graf
triangulacije poligona i pokazati da je taj graf stablo (povezani i aciklicˇki graf), a onda
iskoristiti svojstva te klase grafova kako bi se dokazala tvrdnja. Dualni graf triangulacije
formira se tako da se svakom trokutu triangulacije pridruzˇi jedan cˇvor, a susjedni su cˇvorovi
oni za koje pripadni trokuti imaju zajednicˇku stranicu. Svaki cˇvor ocˇito je stupnja najvisˇe
3. Uho odgovara cˇvoru stupnja 1 (listu stabla), a svako stablo s barem dva cˇvora ima barem
dva lista.
POGLAVLJE 2. TRIANGULACIJA I ALGORITMI 19
2.2 Algoritmi
Vidjeli smo da je triangulacija poligona bitan korak u rjesˇavanju razmatranog problema
nadzora. U racˇunalnoj geometriji, kao grani racˇunarstva koja se bavi izucˇavanjem algo-
ritama formuliranih u terminima geometrije, triangulacija poligona jedan je od tipicˇnih
i najvazˇnijih problema. Osim nacˇelne moguc´nosti izvedbe triangulacije, cˇime smo se
bavili u prethodnom odjeljku, posebni znacˇaj ima i efikasnost samog postupka, to jest
ucˇinkovitost algoritma triangulacije. Razlicˇite varijante dokaza izravno vode do algori-
tama, ali oni se mogu bitno razlikovati po svojoj slozˇenosti. U ovom poglavlju izlozˇit
c´emo detaljnije neke od primjera algoritama triangulacije.
Napomenimo ukratko kako se uobicˇajeno izrazˇava slozˇenost algoritma, u smislu vre-
mena ili nekih drugih parametara potrebnih za njegovo izvrsˇenje.
Pretpostavimo da algoritam radi na temelju n unesenih podataka. Nacˇelno mozˇemo izraziti
potrebno vrijeme T (n) (odnosno gornju medu vrijednosti potrebnog vremena) kao funk-
ciju od n, primjerice polinom. Ako znamo da se ta gornja meda mozˇe napisati kao polinom
stupnja k, tada je T (n) reda velicˇine nk, jer postoji pozitivna konstanta M takva da vrijedi
T (n) 6 Mnk za sve vrijednosti n. Pisˇe se T (n) = O(nk). Opc´enito, oznaka f (x) = O(g(x))
kad x → ∞ za neke funkcije f i g znacˇi da postoji pozitivna konstanta M takva da je
| f (x)| 6 M|g(x)| za sve dovoljno velike vrijednosti x.
Ovdje se najcˇesˇc´e spominju algoritmi slozˇenosti poput O(n2) i poboljsˇanja poput O(n log n)
i O(n log log n) te, dakako, O(n) (”linearno vrijeme”).
Algoritam Gareya, Johnsona, Preparatae i Tarjana iz 1978. smatra se prvim netrivijal-
nim algoritmom za triangulaciju polinoma, a vrijeme izvrsˇenja mu je O(n log n). Zasniva se
na ideji Preparatae i Leeja za korisˇtenje monotonih poligona, odnosno njihovom algoritmu
za podjelu poligona na monotone poligone (1977.) Glavna je prednost monotonih poligona
sˇto se mogu triangulirati u linearnom vremenu, a kako za rastav jednostavnog poligona u
monotone poligone postoji algoritam slozˇenosti O(n log n), primjenom takvih algoritama
poligon se mozˇe triangulirati u vremenu O(n log n).
Monotoni poligon mozˇe se triangulirati u linearnom vremenu i bilo kojim od algoritama
Fourniera i Montunoa ili Toussainta (oba objavljena 1984. godine).
Sljedec´e poboljsˇanje postigli su Tarjan i Van Wyk, kreiranjem algoritma za triangu-
laciju poligona u vremenu O(n log log n) (1988.) Pojednostavljenu varijantu tog algoritma,
jednake slozˇenosti, objavili su Kirkpatrick, Klawe i Tarjan 1992. godine.
U istom razdoblju objavljeni su algoritmi za triangulaciju slozˇenosti koja se oznacˇava s
O(n log ∗n), a vrijeme se prakticˇki ne razlikuje od linearnog. Napokon, 1991. godine Cha-
zelle je objavio algoritam za triangulaciju poligona u linearnom vremenu, samo sˇto je taj
bio vrlo kompliciran za primjenu. Godine 2001. Amato, Goodrich i Ramos izlozˇili su ran-
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domizirani algoritam koji je modifikacija Chazelleovog (deterministicˇkog), uz pomoc´ ne-
kih otprije poznatih neoptimalnih randomiziranih algoritama,a ocˇekivano vrijeme izvrsˇenja
je linearno. Poligon se rastavlja na trapeze.
Algoritam Avisa i Toussainta
Naravno, ne treba zanemariti ni postupak 3-bojanja triangulacije, kao bitan dio Fiskovog
dokaza. Implementacija Chvatalovog dokaza, bez nekih poboljsˇanja, zahtijevala bi O(n)
potraga za unutarnjom dijagonalom, sˇto bi rezultiralo slozˇenosˇc´u O(n2). No, algoritam
koji su 1981. godine objavili Avis i Toussaint slijedi Fiskov dokaz i slozˇenosti je O(n log n),
zato sˇto prvi korak (triangulacija) po tada najboljim poznatim rezultatima zahtijeva vrijeme
O(n log n), a i korak 3-bojanja oni su algoritamski rijesˇili s istom slozˇenosti, dok se zavrsˇni
korak trazˇenja vrhova obojanih najmanje zastupljenom bojom ionako izvodi u linearnom
vremenu.
Algoritam
1. Triangulirati P i dobiti graf G.
2. Obojati vrhove G u tri boje tako da svaka dva susjedna vrha budu razlicˇito obojana.
3. Smjestiti cˇuvare u tocˇke obojane bojom koja se pojavljuje najmanji broj puta.
Algoritam 3-bojanja kod Avisa i Toussainta temelji se na strategiji tipa ”podijeli pa vladaj”,
koja proizlazi iz njihove leme da u svakoj triangulaciji poligona s n vrhova postoji dijago-
nala koja dijeli poligon na dva dijela od kojih svaki ima barem
⌊
n
4
⌋
vrhova. Uzimajuc´i
rekurzivno da se svaki od tih dijelova mozˇe 3-obojati, spajanjem obojanih dijelova (uz
promjenu boja u jednom od njih ako je potrebno, ovisno o zajednicˇkoj stranici) dobiva se
3-bojanje cijelog poligona. Kako se svaki od koraka podjele i spajanja izvodi u linearnom
vremenu, ukupna slozˇenost odredena je rekurzivnom jednadzˇbom T (n) = 2T (n/2) + O(n),
cˇije je rjesˇenje T (n) = O(n log n).
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Monotoni poligoni i pretrazˇivanje ravnine
Monotone poligone prvi put spominju Lee i Preparata 1977. godine.
Definicija 2.2. Neka je p1, . . . , pk poligonalna crta ili lanac. Lanac se naziva monotonim s
obzirom na pravac L ako je redoslijed projekcija p1, . . . , pk na pravac L jednak redoslijedu
tih vrhova u lancu, to jest kad se prolazi cijelim lancem redom po vrhovima, istim redoslije-
dom (bez vrac´anja unatrag) prolazi se projekcijama vrhova lanca na pravac L. Monotonost
nije narusˇena ako se dva susjedna vrha projiciraju u istu tocˇku.
Slika 2.4: Vrhovi monotonog poligona projiciraju se na (odredeni) pravac u monotono
rastuc´em nizu, odnosno monotono padajuc´em nizu.
Definicija 2.3. Lanac se naziva monotonim ako je monoton s obzirom na barem jedan
pravac L.
Dogovorno c´emo uzimati da je y-os pravac s obzirom na koji je promatrani lanac mo-
noton.
Poligon nazivamo monotonim ako se mozˇe rastaviti na dva lanca koji su monotoni s obzi-
rom na isti pravac. Takva dva lanca nazivamo lijevi i desni lanac. Ocˇito, jedan od tih lanaca
bit c´e monotono rastuc´i, a drugi monotono padajuc´i. Definirajmo i unutarnji sˇiljak poli-
gona kao vrh v cˇija oba susjedna vrha ili nemaju oba vec´e ordinate ili nemaju oba manje
ordinate od v. Unutarnje sˇiljke mozˇemo slikovito zamisliti kao ”stalaktite” i ”stalagmite”.
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Lema 2.4 (Garey i ostali 1978.). Ako poligon P nema unutarnji sˇiljak tada je on monoton
prema y-osi.
Dokaz. Pretpostavimo suprotno. Neka poligon P nije monoton u odnosu na y-os. Tada
najmanje jedan od lanaca, na primjer desni, nije monoton. Neka su vrhovi desnog lanca
p1, . . . , pk gledajuc´i ih odozgo prema dolje i neka je pi prvi vrh takav da je y-koordinata
pi+1 vec´a od pi, a takav pi postoji jer lanac nije monoton. Ako se pi+1 nalazi sa desne strane
pi pi−1 tada je pi unutarnji sˇiljak cˇime dobivamo proturjecˇje i dokaz je gotov.
Pretpostavimo da je pi+1 slijeva od pi pi−1. Spojimo pi do pk s pravcem L kao na slici 2.5.
Neka je p j vrh s najvec´om vrijednosti y u lancu pi do pk prije nego sˇto taj lanac presijecˇe L.
Tada je p j unutarnji sˇiljak. Naime, taj vrh je konkavan jer je lokalni maksimum u y-smjeru
i unutrasˇnjost poligona je iznad njega, a nijedan od susjednih vrhova ne mozˇe imati vec´u
y-koordinatu. 
Slika 2.5: Ukoliko pi nije unutarnji sˇiljak, p j to jest.
Jednu vrstu algoritama prikladnih za ovakve i slicˇne geometrijske probleme cˇine tzv.
sweep algoritmi ili sweep line algoritmi u kojima se ravnina prelazi (”prebrisˇe”) zamisˇljenim
pravcem, cˇesto vertikalnim ili horizontalnim (sweep line). Svojim pomicanjem pravac na-
ilazi na tocˇke bitne za dani problem, unaprijed odredenim redoslijedom.
Neka je pravac L horizontalan te neka presijeca poligon P i zaustavlja se prilikom dolaska
na svaki pojedini vrh poligona. Na taj nacˇin su vrhovi razmjesˇteni prema vrijednostima
njihovih y-koordinata.
Algoritam Leeja i Preparatae
Algoritam Leeja i Preparatae uklanja sve unutarnje sˇiljke ucrtavanjem unutarnjih dijago-
nala. Taj proces se provodi plane sweep algoritmom koji su osmislili Nievergelt i Preparata.
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Vrhovi c´e biti oznacˇeni prema njihovim visinama u monotono padajuc´em nizu s oznakama
v0, . . . , vn tako da je v0 najvisˇi vrh. Neka je B baza podataka s podacima zapisanim kao
uredenim parovima [brid (e), vrh (w)]. Neka je L pravac koji presijeca bridove e0, . . . , ek
slijeva na desno. Tada je B
[e0,w0],[e1,w1],. . . , [ek,wk],
gdje je wi vrh s najmanjom vrijednosti y koji se nalazi izmedu ei i ei+1, to jest, unutar trape-
zoida omedenog pravcem L, bridovima ei i ei+1 i pravcem paralelnim pravcu L, koji prolazi
nizˇom od gornjih krajnjih tocˇaka bridova ei i ei+1. Svrha ovakvog pregleda strukture po-
dataka je u tome da kad se pravcem L otkrije unutarnji sˇiljak poligona P koji je usmjeren
”prema gore”, u oznaci v j, tada se taj vrh nalazi izmedu ei i ei+1 i v j tada spajamo dijago-
nalom s vrhom wi.
Algoritam
1. Poredaj vrhove u monotono padajuc´em nizu (s obzirom na y-koordinatu): v0, . . . , vn.
2. {Silazni tok}
Za i = 0 do n
Ukloni konkavni vrh poligona P koji je usmjeren ”prema gore”.
3. {Uzlazni tok}
Za i = n − 1 prema 0
Ukloni konkavni vrh poligona P koji je usmjeren ”prema dolje”.
Detaljnije c´emo opisati samo silazni tok. Analogno c´e se algoritam provesti i u uzlaznom
toku kako bi uklonio konkavne vrhove poligona P koji su usmjereni ”prema dolje”.
Opis algoritma c´emo provesti promatrajuc´i sliku 2.6. i tablicu 2.1. Najprije oznacˇimo sve
vrhove u padajuc´em nizu oznakama 0, 1, 2, . . . , 9. Vrhove oznacˇimo tako da zamisˇljamo
padajuc´i pravac L te svaki iduc´i vrh koji c´e pravac L susresti oznacˇimo iduc´im brojem.
Tako nam je najvisˇi vrh poligona P vrh 0.
Stranice poligona oznacˇimo slovima redom a, b, c, . . . , i, j u smjeru kazaljke na satu pocˇevsˇi
od one cˇija je krajnja lijeva tocˇka vrh 0.
U tablici sada promotrimo provedbu uklanjanja konkavnih vrhova, u ovom slucˇaju, okre-
nutih ”prema gore”. U prvom stupcu se nalazi vrh u odnosu na koji gledamo pravac
presijecanja L s poligonom P. U drugom stupcu zapisujemo najblizˇu stranicu slijeva koja
se nalazi u ravnini vrha iz prvog stupca. U trec´em stupcu se nalazi broj stranica koji se
spajaju odozgo u promatranom vrhu. Ukoliko je taj broj 0 tada taj vrh postaje kandidat da
se radi o unutarnjem sˇiljku. Cˇetvrti stupac prikazuje sve segmente presijecanja u parovima
ranije opisanim u radu. Peti stupac je rezultat uklanjanja unutarnjih sˇiljaka.
Pravac L najprije presijeca stranice j i a te je vrh iznad njih vrh 0, u oznaci [ j, 0][a, 0].
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Slika 2.6: Primjer podjele u monotone poligone ucrtavanjem dijagonala (5, 4) i (6, 5).
Nakon toga dolazi do vrha 1 i tada pravac L presijeca stranice poligona, gledajuc´i s lijeva
na desno [ j, 0][a, 0] i [c, 1][d, 1] gdje je vrh iznad njih 1. Kako se u trec´em stupcu nalazi
broj 0 vrh 1 postaje kandidat za uklanjanje. No, vrh 1 nije unutarnji sˇiljak vec´ konveksni
vrh pa algoritam ne poduzima nikakve dodatne radnje. Analogno provedimo postupak za
vrhove 2, 3, 4.
Promotrimo sada situaciju kod vrha 5. Iz trec´eg stupca vidimo da nije odreden stranicama
odozgo pa postaje kandidat da je unutarnji sˇiljak. Kako iz cˇetvrtog stupca mozˇemo pri-
mijetiti, vrh 5 se ne nalazi u rubnom podrucˇju jer je u sredini niza gledajuc´i podatke koje
ocˇitava pravac L slijeva na desno. Stoga je vrh 5 unutarnji sˇiljak koji je usmjeren ”prema
gore” i spajamo ga dijagonalom poligona P s vrhom koji je najblizˇi u odnosu na y-os, a to
je vrh 4 sˇto se vidi u petom stupcu. Na taj nacˇin smo dobili dva poligona P1 i P2 cˇija unija
daje poligon P.
Iduc´i vrh je 6. Takoder kao i vrh 5 nema stranica odozgo i ne nalazi se na rubu pa je i vrh
6 unutarnji sˇiljak te ga spojimo s njemu najblizˇim, a to je vrh 5. Sada smo P rastavili na tri
poligona P1, P2 i P3.
Sada c´emo promotriti vrh 7. Vrh 7 se sada nalazi u poligonu P1 te je lijeva stranica u
njegovoj okolini u stvari stranica e. Vrh ima dvije stranice odozgo i nije kandidat da bude
konkavni vrh u silaznom toku.
Analogno provodimo algoritam za vrhove 8 i 9, svaki u podrucˇju svog poligona (P2 i P3).
Provjerimo sada kompleksnost algoritma.
Pocˇetno sortiranje provodi se u O(n log n) vremenu. Kad bi baza B bila vec´ ranije imple-
mentirana, tako da ju algoritam ne mora samostalno kreirati, tada bi umetanja i izbacivanja
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trajala O(log n) vremena. Svaki od vrhova kojim prode pravac L, a takvih umetanja i izba-
civanja ima O(n) vode do O(n log n) algoritma.
i j I B Izlaz
0 [-∞, 0][ j, 0][a, 0]
1 a 0 [-∞, 0][ j, 0][a, 0][c, 1][d, 1]
2 j 1 [-∞, 0][ j, 2][b, 2][c, 1][d, 1]
3 j 2 [-∞, 0][ j, 3][d, 1]
4 -∞ 1 [-∞, 4][i, 4][d, 1]
5 i 0 [-∞, 4][i, 5][ f , 5][e, 5][d, 1] 5→4
6 i 0 [-∞, 4][i, 6][h, 6][g, 6][ f , 5][e, 5][d, 1] 6→5
7 e 2 [-∞, 4][i, 6][h, 6][g, 6][ f , 7]
8 h 2 [-∞, 4][i, 6][h, 8]
9 -∞ 2 [-∞, 9]
Tablica 2.1: Tablica uklanjanja vrhova ucrtavanjem dijagonala
Neki drugi algoritmi
Algoritam Gareyja, Johnsona, Preparatae i Tarjana
Kao i algoritam Leeja i Preparatea, ovaj algoritam u svojoj osnovi koristi plane sweep
algoritam i monotone poligone.
Pri provedbi algoritma koji se provodi u O(n log n) vremenu najprije se oznacˇe tocˇke u
padajuc´em nizu sˇto je zajednicˇko s prethodnim algoritmom. No, ti poligoni se koriste na
drukcˇiji nacˇin nego li kod Leeja i Preparatae. Algoritam odmah odsijeca trokute i na taj
nacˇin triangulira poligon P. Nakon provedene triangulacije algoritam provodi provjeru
po ucrtanim dijagonalama i provjerava jesu li krajnje tocˇke tih dijagonala konkavni vr-
hovi. Ako imamo uzastopne vrhove od kojih niti jedan nije konkavni tada njih grupiramo
i spajamo ih samo s jednim vrhom. Takav dio poligona je konveksan promatrajuc´i ga iz
nasuprotnog vrha s kojim je spojen dijagonalom. Analogni postupak provedemo i s ostalim
vrhovima cˇime je algoritam u potpunosti proveden.
Algoritam Hertela i Mehlhorna
Ovo je takoder plane sweep algoritam kao i algoritam Leeja i Preparatae. Najprije se
poligon P rastavi na monotone poligone nakon cˇega se svaki od monotonih poligona tri-
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angulira. Ovako zamisˇljeno mogli bismo rec´i da ovaj algoritam nije nisˇta drugo nego spo-
jeni algoritam Leeja i Preparatae s algoritmom Gareyja i ostalih. Ipak, tomu nije tako.
Plane sweep algoritam Hertela i Mehlhorna se provodi u vremenu O(n log n) odnosno to-
liko je vremena potrebno za sortiranje vrhova te josˇ O(n) za zapis podataka, svaki u trajanju
od O(log n). Na taj nacˇin nije postignut nikakav napredak u odnosu na prethodni algori-
tam. Ono sˇto ovaj algoritam cˇini uspjesˇnijim je modifikacija kojom se postizˇe njegovo
provodenje za O(n + r log r) vremena gdje je r broj konkavnih vrhova poligona. Buduc´i da
mozˇe biti najvisˇe n−3 takvih vrhova, ovakav algoritam nije primjeren za taj najgori slucˇaj,
ali za manji broj konkavnih vrhova ovaj algoritam mozˇe biti koristan. Pri konstrukciji i
provedbi ovog algoritma bitna je razlika sˇto se tijekom jedne njegove provedbe uspjesˇno
provodi triangulacija. U zapisu bi rekli da se pravac L mozˇe vratiti unatrag kako bi proveo
triangulaciju.
Na taj nacˇin se proces provedbe triangulacije ubrzava. Proces se provodi, kako smo spome-
nuli, plane sweep algoritmom pomoc´u pravca L. U ovom slucˇaju pravac L c´e se zaustaviti
samo na konkavnim vrhovima umjesto u svim vrhovima, sˇto ubrzava sami proces. Sada je
samo potrebno konkavne vrhove razvrstati prema njihovim y vrijednostima. Druga vazˇna
razlika je da pravac L mozˇe postati izlomljen odnosno da pojedini segmenti pravca na-
preduju brzˇe od drugih segmenata. Na taj nacˇin se po segmentima brzˇe provodi analiza
podataka s kojima pravac L raspolazˇe te je ovaj algoritam iz tog razloga brzˇi.
Algoritam Chazellea i Incerpija
Chazelle i Incerpi su pokazali kako monotono particioniranje mozˇe biti provedeno u vre-
menu O(n log s) gdje je s broj kojim se mjeri ”zavojitost” poligona (eng. sinuosity), pri
cˇemu s mozˇemo shvatiti kao broj promjena monotonosti poligona (npr. za svaki unutarnji
sˇiljak nastaje jedna promjena). Broj s nas mozˇe kosˇtati O(n) ali je ”uobicˇajeno” jako malen.
Oni nisu triangulirali zadani poligon vec´ su ga rastavljali na trapeze. Postupak se provodi
tako da kroz svaki vrh poligona P ucrtamo horizontalnu duzˇinu (paralelnu s pravcem L) cˇiji
su krajevi tocˇke ruba poligona ∂P. Zbog izgleda zadanog poligona mozˇemo ocˇekivati da
c´e se osim trapeza dobiti i nekoliko trokuta. Svaki trapez na svojim paralelnim stranicama
sadrzˇi jedan vrh poligona P. Vrhovi koji narusˇavaju monotonost u y smjeru su oni vrhovi
koji se nalaze unutar horizontalne duzˇine, a nisu njezina krajnja tocˇka. Podjela poligona u
trapeze se provodi principom podijeli pa spoji. Primijetimo kako bilo koji beskonacˇno dug
poligonalni uzorak mozˇemo dijeliti na trapeze ucrtavajuc´i paralelne duzˇine kroz vrhove.
Neka je dani poligon P odreden vrhovima p1, . . . , pn u smjeru suprotnom od kazaljke na
satu. Neka je P1 lanac p1, . . . , p[n/2] i P2 lanac p[n/2]+1, . . . , pn.
Algoritam podijeli pa vladaj (i zatim spoji rezultate) rekurzivno izvodi podjelu P1 i P2 u
trapeze te ih zatim spaja u odgovarajuc´u podjelu cijelog poligona P. Glavnu potesˇkoc´u u
postupku predstavlja korak spajanja.
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Slika 2.7: Podjela poligona na trapeze vodi prema podjeli na monotone dijelove.
Algoritam Tarjana i Van Wyka
Ovaj algoritam, kojem je vrijeme unutarnje traingulacije poboljsˇano s O(n log n) na O(n log log n)
polazi od slicˇnih ideja kao i kod Chazellea i Incerpija (podjela na trapeze metodom podijeli
pa vladaj), ali se podjela izvodi na samom poligonu, a ne na lancima.
Algoritam obuhvac´a neke inovativne, ali komplicirane korake tako da je njegov znacˇaj
mozˇda visˇe teorijskog nego prakticˇnog karaktera.
2.3 Konveksna podjela
Do sada smo razmotrili nacˇine pri kojima smo poligone rastavljali na najjednostavnije
oblike za koje smo sigurni da su konveksni. Bilo koji poligon s n vrhova i stranica rastav-
ljali smo na trokute ili cˇetverokute jer za njih ne moramo provjeravati nikakve druge uvjete
te sa sigurnosˇc´u mozˇemo rec´i da za bilo koji od dva spomenuta oblika nam je potreban
jedan cˇuvar sˇto se svodi na vec´ poznatu formulu oblika
⌊
n
3
⌋
. No, kako bilo koji konveksni
mnogokut zahtijeva nadzor samo jednog cˇuvara smisleno je pretpostaviti kako c´e broj kon-
kavnih vrhova imati vazˇnu ulogu za odredivanje broja cˇuvara kod nekonveksnih poligona.
Stoga uvodimo parametar r kao broj konkavnih vrhova poligona.
Uocˇimo da vrijedi r 6 n − 3, buduc´i da je zbroj kutova u bilo kojem poligonu jednak
(n − 2)pi. Sljedec´i primjer na slici 2.8. pokazuje da postoje poligoni za koje se vrijednost
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r = n− 3 doista postizˇe. Pritom ta vrijednost ne mora biti presudna, jer je u ovom primjeru
dovoljan nador samo jednog cˇuvara.
Slika 2.8: Poligon s n vrhova od kojih je n − 3 konkavnih.
Medutim, sljedec´i primjer sa slike 2.10. pokazuje da je ponekad nuzˇno postaviti upravo
r cˇuvara za nadzor unutrasˇnjosti poligona.
Lema 2.5 (Chazelle 1980.). Svaki poligon s r konkavnih vrhova moguc´e je podijeliti na
konveksne dijelove cˇiji broj nije vec´i od r + 1.
Dokaz. Dokaz c´emo provesti indukcijom. Ocˇito je da lema vrijedi za r = 0. Povucimo
zraku iz konkavnog vrha koja raspolavlja unutarnji kut pri tom vrhu sve do njezinog prvog
sjecisˇta s rubom poligona. Tom zrakom smo podijelili poligon na dva poligona s r1 i r2
konkavnih vrhova, pri cˇemu je r1 + r2 ≤ r − 1. Naime, dva novonastala poligona ne mogu
imati niti jedan ”novi” konkavni vrh to jest konkavni vrh koji nije postojao vec´ u pocˇetnom
poligonu. To vidimo odatle sˇto povucˇena zraka ili sijecˇe rub poligona unutar jedne stranice
(cˇime se ne dobiva konkavni vrh) ili prolazi nekim vrhom pocˇetnog poligona, a taj mozˇe
imati svojstvo konkavnog vrha za jedan ”novi” poligon samo ako je takav bio i u pocˇetnom
poligonu. S druge strane, povlacˇenjem simetrale konkavnog kuta imamo zajednicˇki vrh
”novih” poligona koji nije konkavan ni u jednom od njih. Stoga vrijedi r1 + r2 ≤ r − 1 pa
prema pretpostavci indukcije slijedi da imamo najvisˇe r1 + 1 + r2 + 1 ≤ r + 1 konveksnih
dijelova. 
Uocˇimo josˇ da broj konveksnih dijelova na koji se mozˇe podijeliti poligon nije manji
od
⌈
r
2
⌉
+ 1. Naime, buduc´i da se broj konkavnih vrhova mozˇe jednim ”rezom” (kao u
dokazu Leme 2.5.) smanjiti najvisˇe za 2, minimalni broj potrebnih rezova iznosi
⌈
r
2
⌉
. U
tom slucˇaju broj konveksnih dijelova iznosi
⌈
r
2
⌉
+ 1. Dakle, optimalni (najmanji potrebni)
broj konveksnih dijelova nije manji od
⌈
r
2
⌉
+ 1.
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Slika 2.9: Zraka simetrale kuta konkavnog vrha sijecˇe rub poligona (a) ili prolazi nekim
vrhom poligona (b).
Slika 2.10: U ovakvim oblicima nalik zatvaracˇu foto-aparata nuzˇno je postaviti r cˇuvara.
Teorem 2.6 (O’Rourke 1982.). Neka je P poligon s n stranica i r > 1 konkavnih vrhova.
Da bi nadzirali prostor poligona P ponekad je potrebno i uvijek dovoljno r cˇuvara.
Dokaz. Nuzˇnost je vec´ ustanovljena, primjerom sa slike 2.9.
Kako bismo dokazali dovoljnost, primijenimo prethodnu Lemu 2.5. Iz postupka podjele
vidimo da svaki dobiveni konveksni dio mora na svom rubu imati bar jedan konkavni vrh
pocˇetnog poligona. Stoga cˇuvari smjesˇteni u svakom konkavnom vrhu mogu nadzirati
svaki konveksni dio. 
Teorem 2.7 (Hertel i Mehlhorn 1983.). Neka je r broj konkavnih vrhova poligona. Tada
se svaka triangulacija poligona mozˇe pretvoriti u particiju poligona s ne visˇe od 2r + 1
konveksnih dijelova uklanjanjem nekih dijagonala.
Dokaz. Neka je d unutarnja dijagonala poligona cˇija je krajnja tocˇka v. Dijagonalu d c´emo
nazvati osnovnom za v ako njenim uklanjanjem vrh v postaje konkavni vrh. Tada konkavni
vrh ne mozˇe biti zajednicˇki za visˇe od dvije osnovne dijagonale, jer kut manji od 360◦ ne
mozˇe biti podijeljen na visˇe od 3 kuta tako da svaka dva susjedna dijela zajedno imaju
visˇe od 180◦. (Naime, moguc´e je kut α < 360◦ podijeliti na kutove α1, α2, α3 tako da
bude α1 + α2 > 180◦ i α2 + α3 > 180◦, ali ocˇito za α = α1 + α2 + α3 + α4 ne mozˇe biti
α1 + α2 > 180◦ i α3 + α4 > 180◦.)
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Kad bi svaki konkavni vrh lezˇao na tocˇno dvije osnovne dijagonale tako da niti jedna od
tih dijagonala ne bude zajednicˇka za dva konkavna vrha, to bi znacˇilo da se 2r dijagonala
ne mozˇe ukloniti iz triangulacije. To je najvec´i moguc´i broj dijagonala koje se ne mogu
ukloniti iz triangulacije, sˇto znacˇi da je poligon podijeljen u najvisˇe 2r + 1 konveksnih
dijelova. 
Poglavlje 3
Ortogonalni poligoni
3.1 Podjela na konveksne cˇetverokute
Uvod
Jedna od vazˇnijih klasa poligona je klasa ortogonalnih poligona. Sˇto su ortogonalni poli-
goni?
Definicija 3.1. Ortogonalni poligoni su oni poligoni cˇiji su bridovi paralelni s koordinatnim
osima, osi apscisa i osi ordinata.
Dakle, bridovi poligona su naizmjence horizontalni i vertikalni te se uvijek sijeku pod
kutovima od 90◦ ili 270◦ u nutrini poligona. Ove poligone je lako prikazati u kartezijevim
koordinatama bez smanjenja opc´enitosti u odnosu na druge ortogonalne poligone.
Teorem o ortogonalnoj umjetnicˇkoj galeriji prvi put je iskazan i dokazan 1980. U teoremu
je dokazano kako je ponekad potrebno i uvijek dovoljno n/4 cˇuvara da bi nadgledali orto-
gonalnu umjetnicˇku galeriju s n vrhova. Zbog postavljenih ogranicˇenja prema kojima smo
odredili izgled ortogonalnog poligona za njegovo nadgledanje dovoljno nam je tri cˇetvrtine
cˇuvara u odnosu na poligone koji nemaju takva ogranicˇenja. Ipak najprije c´emo obraditi
spomenuti dokaz cˇija je posljedica podjela ortogonalnog poligona jednako vazˇna kao i tri-
angulacija za opc´e poligone. Naime, dokazano je kako svaki ortogonalni poligon mozˇe biti
podijeljen na konveksne cˇetverokute ucrtavanjem dijagonala u poligon.
Podjela na konveksne cˇetverokute
Prethodno smo promatrali kako je podjelom poligona na trokute rijesˇen problem konveks-
nih dijelova na koje je bilo koji poligon podijeljen. Kod podjele na konveksne cˇetverokute
ipak treba biti mnogo oprezniji. Naime, ako samo spojimo parove trokuta po stranici koju
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dijele ne moramo nuzˇno dobiti konveksan cˇetverokut kao sˇto vidimo na slici 3.1a. U ovak-
voj podjeli kljucˇno c´e biti napraviti podjelu krajnjih dijelova poligona, koje c´emo nazvati
uho kao sˇto mozˇemo vidjeti na slici 3.1b. Na taj nacˇin bismo mogli smatrati cˇetverokute
(1, 2, 9, 10), (3, 4, 5, 6) i (6, 7, 8, 9) dobrom podjelom, no tada je preostao cˇetverokut (2, 3, 6, 9)
koji nije konveksan. Pravilna podjela ovog ortogonalnog poligona je na cˇetverokute (1, 2, 9, 10),
(2, 3, 6, 7), (2, 7, 8, 9) i (3, 4, 5, 6).
Da bismo proveli dokaz najprije c´emo definirati odnos susjednih stranica.
Slika 3.1: Niti jedna podjela na trokute (a) ili uklanjanje uha (b) ne dovodi do podjele na
konveksne cˇetverokute (c).
Definicija 3.2. Neka je P ortogonalni poligon. Horizontalni brid poligona P nazivamo
gornjim bridom ako je unutrasˇnjost od P ispod njega, a donjim bridom ako je unutrasˇnjost
poligona iznad njega. Analogno nazivamo lijevi i desni brid. Gornji brid G i donji brid D
su susjedni ako vrijedi:
1. G i D se vide odnosno ako postoje tocˇke g ∈ G i d ∈ D takve da se duzˇina gd u
potpunosti nalazi u unutrasˇnjosti poligona P.
2. Ne postoji D′ iznad D takva da se G vidi iz D′.
3. Ne postoji G′ ispod G takva da se D vidi iz G′.
Primijetimo da horizontalni brid ne mora imati susjeda, ali ako ima tada je on jedins-
tven. Par susjednih bridova c´e kreirati uho ako su povezani vertiklanim bridom. Na slici
3.2 mozˇemo vidjeti da usˇi kreiraju parovi stranica (ab, cd) i (e f , gh). Ono zbog cˇega
su ti dijelovi poligona vazˇni je jedinstvena moguc´nost podjele u konveksne cˇetverokute.
Cˇetverokuti abcd i e f gh moraju biti u cˇetverokutnoj podjeli poligona.
Sada definirajmo ortogonalni poligon u opc´em polozˇaju.
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Slika 3.2: Susjedne gornje i donje stranice: (ab, cd) i (e f , gh) cˇine usˇi.
Definicija 3.3. Neka je P ortogonalni poligon. Opc´im polozˇajem poligona P nazivamo
polozˇaj gdje bilo koja dva vrha poligona P nemaju niti jednu jednaku vrijednost horizon-
talnih i vertikalnih koordinata.
U ortogonalnim poligonima se takoder provodi podjela na konveksne dijelove kao sˇto
se to cˇini i u opc´enitim poligonima pomoc´u triangulacije. Obzirom da su ortogonalni
poligoni dosta specificˇni, njihovu podjelu na konveksne dijelove provest c´emo dijelec´i ih
na konveksne cˇetverokute.
Teorem 3.1 (Kahn, Klawe, and Kleitman 1980.). Svaki ortogonalni poligon P (sa ili bez
rupa) moguc´e je podijeliti na konveksne cˇetverokute.
Direktna posljedica ovog teorema c´e biti cˇinjenica kako je nuzˇan i dovoljan broj cˇuvara
za nadgledanje nutrine ortogonalnog poligona
⌊
n
4
⌋
.
Dokaz. Mozˇe se pokazati da je dovoljno promatrati poligone u opc´em polozˇaju.
Baza indukcije c´e biti pravokutnik koji je vec´ sam po sebi konveksan cˇetverokut. Uz pret-
postavku da se svi poligoni manji od P, odnosno poligoni s manjim brojem vrhova nego P
mogu podijeliti na cˇetverokute, P mora sadrzˇavati barem jednu od sljedec´ih struktura:
1. Par susjednih bridova ne formiraju uho.
2. Dobro uho.
3. Barem jedan par usˇiju.
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Pokazˇimo sada da tvrdnja kako je moguc´e P reducirati na manji P′, tako da se podjela na
cˇetverokute poligona P′, uz pretpostavku indukcije, mozˇe prosˇiriti na poligon P.
Ako P ima par susjednih stranica koje ne kreiraju uho, tada je P moguc´e reducirati.
Neka je gornji brid G = ab i njemu susjedni donji brid D = cd tako da je a lijevo od c.
Slika 3.3: Reduciranje za susjedne bridove ab i cd koji ne cˇine uho.
Tada cˇetverokut abcd mozˇemo dopuniti do pravokutnika i njegovim razdvajanjem dobiti
dva uha sˇto nazivamo poligonom P′. U slucˇaju da P nema rupa, P′ sadrzˇi dva dijela P1 i
P2 koji su manji od P, to jest imaju manji broj vrhova. Neka je τ tocˇka neposredno iznad
G i β tocˇka neposredno ispod D. Sada su τ i β povezane u vanjsˇtini poligona P′ koja ide
duzˇ poligona gdje se nalaze usˇi. Ali τ ne mozˇe biti povezan s β u vanjsˇtini od P; kako je
P′ povezan, mora postojati dio koji okruzˇuje τ ili β tako da se odsijecanje od P′ ne gubi.
Stoga je broj rupa od P smanjen za 1 i P′ je manji.
Ako je P dobro uho, onda je P reducibilan.
Neka je uho s gornje strane te neka su ab i cd gornji i donji bridovi, e susjedan b te s
kao krajnja tocˇka uha. Kako je uho dobro, neki bridovi sijeku unutrasˇnjost pravokutnika
odredenog vrhovima b i s ili je s gornji brid. Neka je x slijeva u odnosu na y.
Zamijenimo li xy i lanac e, b, a, c, d s dva uha, prvi s y, b ∗ y, b ∗ c, d i drugi s x, y, y ∗ b,
b, e i nazovimo to poligonom P′. Tada P′ mozˇemo razdvojiti na dva poligona, P1 i P2.
Pretpostavimo da svaki poligon manji od P mozˇemo podijeliti na konveksne cˇetverokute,
upravo kao sˇto je to slicˇaj s P1 i P2. Ako P nema rupe, tada je ocˇito da c´e P′ imati manje
rupa. Pogledamo li neke dvije tocˇke izvan prostora poligona τ i β, tako da je τ iznad xy,
a β ispod cd na jednak nacˇin se provodi provjera kao sˇto smo prethodno pokazali pa je P′
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Slika 3.4: Definicija komponenti uha; uho (ab, cd) je losˇe.
moguc´e podijeliti na konveksne cˇetverokute. Ukoliko P nema rupa pozivamo se na opc´i
slucˇaj.
Ako P sadrzˇi par usˇiju, onda je P reducibilan.
Slika 3.5: Reduciranje parova usˇiju.
Neka ab, cd tvore gornji, a f g, hi donje uho. Pomaknimo ab gore tako da formiramo uho
(a ∗ f , f ), cd i pomaknimo f g dolje da formiramo uho (b, g ∗ b), hi. Ako je P′ nepovezan,
tada su P1 i P2 manji od P. Ako je P′ povezan tada on sadrzˇi jednu rupu manje nego li P pa
je P′ manji. Pretpostavkom indukcije se dokazuje da je P moguc´e podijeliti u konveksne
cˇetverokute. 
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3.2 Sackova podjela na cˇetverokute
Dokazani teorem nam ne pruzˇa moguc´nost da iz njega odmah mozˇemo provesti neki algo-
ritam podjele za dani ortogonalni poligon. Sackovi algoritmi rasˇcˇlanjuju problem podjele
na tri manja problema: podjelu na monotone poligone, podjelu monotonih poligona na
konveksne cˇetverokute i podjelu piramide na konveksne cˇetverokute.
Podjela piramide na konveksne cˇetverokute
Da bismo podijelili piramidu na konveksne cˇetverokute nejprije je potrebno definirati pira-
midu i pojmove vezane uz nju.
Definicija 3.4. Neka ortogonalni poligon ima jedan horizontalni brid, duzˇinu, koju nazi-
vamo bazom takvu da se sve projekcije rubnih tocˇaka ostalih horizontalnih bridova proji-
ciraju na nju. Takav ortogonalni poligon nazivamo vertikalni histogram.
Definicija 3.5. Vertikalni histogram koji je monoton su vertikalnom smjeru nazivamo pi-
ramida.
Laksˇe bismo opisali piramidu kao stepenice prema gore od baze do najvisˇeg horizon-
talnog brida i prema dolje od najvisˇeg horizontalnog brida do baze. Poligon s ovakvim
svojstvima nije tesˇko podijeliti na konveksne cˇetverokute.
Neka su konkavni kutovi na lijevoj strani stepenica oznacˇeni s l1, l2, . . . , la−1 redom odozgo
prema dolje te neka posljednja tocˇka (tocˇka baze) ima oznaku la. Analogno oznacˇimo i
desnu stranu stepenica s d1, . . . , db−1 i tocˇku baze s db (slika 3.6).
Poredajmo sada obje strane prema njihovim visinama
Slika 3.6: Podjela piramide na konveksne cˇetverokute spajanjem lista.
l1l2d1l3l4d2d3d4d5l5d6l6
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Svaki vrh iz novog zapisa li spojimo s vrhom d j redom u nizu kako je zapisano. Analogno,
kada u zapisu dodemo do d j spojimo ga s li. Na taj nacˇin smo padajuc´im redoslijedom
piramidu podijelili na konveksne cˇetverokute.
Provjerimo ispravnost provedene podjele. Svaki par susjednih vrhova, koji su konkavni
na jednoj strani stepenica, je povezan s pripadajuc´im konkavnim vrhom drugih stepenica.
Na taj nacˇin znamo da smo piramidu podijelili na cˇetverokute. Svi konveksni vrhovi su
sadrzˇani u podjeli, dok su svi konkavni vrhovi krajnje tocˇke najmanje jedne dijagonale
koja ih cˇini dvama konveksnim vrhovima. Potrebno je josˇ samo provjeriti konveksnost
svih dobivenih cˇetverokuta.
Neka je li konkavni vrh lijevih stepenica, kao na slici 3.7. te neka je d j jedan od trazˇenih
Slika 3.7: li je povezan vrhom iz B.
vrhova na desnim stepenicama koji c´e biti povezani algoritmom. Kako se d j nalazi na
desnim stepenicama ne mozˇe se nalaziti u dijelu A. Kako se na listi dobivenoj spajanjem
konkavnih vrhova lijevih i desnih stepenica d j nalazi nakon li znacˇi da je d j nizˇe u odnosu
na li pa se ne nalazi niti u dijelu C. Stoga je d j u dijelu B cˇime je konkavnost ”razbijena”.
Kako je za svaki konkavni vrh konkavnost razbijena svi cˇetverokuti su konveksni cˇime je
pokazana ispravnost ovog algoritma.
3.3 Algoritam i dokaz prema Lubiw
Prikazat c´emo pristup ortogonalnim poligonima kakav je prezentirala Anna Lubiw 1985.
godine. Naime, njen dokaz moguc´nosti podjele ortogonalnog poligona vodi prema njenom
algoritmu koji to ucˇinkovito provodi.
Oba dokaza se provode na slicˇan nacˇin. Iz podjele ortogonalnog poligona na konveksne
cˇetverokute, bilo da se radi o poligonu sa ili bez rupa, uklonimo jedan cˇetverokut. Uklanja-
njem jednog cˇetverokuta smo mozˇda kreirali nekoliko novih poligona, ali sve te poligone
je moguc´e rastaviti na konveksne cˇetverokute. No, nakon uklanjanja cˇetverokuta ne mo-
raju preostali poligoni biti ortogonalni. Teorem koji c´emo dokazati se mozˇe prosˇiriti na
sˇiru klasu poligona od ortogonalnih. Lubiw je odredila klase ortogonalnih poligona sa i
bez rupa. Za obje klase, postoji cˇetverokut cˇijim uklanjanjem nastaju manji poligoni koji
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se nalaze u istoj klasi te se taj teorem dokazuje indukcijom.
Definicija 3.6. 1-ortogonalni poligon je poligon bez rupa s jednim bridom e kojeg nazi-
vamo nakrivljenim bridom, takav da poligon zadovoljava uvjete:
1. Postoji paran broj bridova.
2. Osim e, bridovi su naizmjence horizontalni i vertikalni koji obuhvac´aju poligon.
3. Svi konkavni vrhovi su manji ili jednaki 270◦.
4. Nos nakrivljenog brida ne sadrzˇi vrhove poligona.
Nos nakrivljenog brida e je pravokutni trokut unutar poligona cˇija je hipotenuza e.
Uvjet da nos ne sadrzˇi vrhove proizlazi iz cˇinjenice da su svi ostali bridovi horizontalni i
vertikalni te se ne mogu ni na koji nacˇin sjec´i s e osim u njegovim krajnjim tocˇkama.
Na slici 3.8. c´emo prikazati cˇetiri moguc´a slucˇaja u kojima nisu zadovoljeni uvjeti.
Slika 3.8: Cˇetiri poligona nedjeljiva u konveksne cˇetverokute, svaki od njih ne zadovoljava
jedan od uvjeta definicije.
Teorem 3.2 (Lubiw 1985.). Svaki 1-ortogonalni poligon P je moguc´e rastaviti na konvek-
sne cˇetverokute.
Dokaz. Dokaz c´emo provesti indukcijom. Ako P ima samo cˇetiri brida, tada ima dva ho-
rizontalna i dva vertikalna brida (nakon eventualne rotacije do 90◦) prema svojstvu (2).
Bez obzira na polozˇaj nakrivljenog brida, P mora biti konveksan. Time je odredena baza
indukcije.
Pretpostavimo da P ima visˇe od cˇetiri brida. Pokazˇimo da postoji uklonjivi cˇetverokut,
konveksan cˇetverokut cˇijim c´e uklanjanjem P biti rastavljen na manje jednoortogonalne
poligone.
Ako zajedno promatramo svojstva (1) i (2) tada dva susjedna brida od e = ab su oba ili
horizontalna ili oba vertikalna. Iz svojstva (3) proizlaze dvije moguc´e situacije prikazane
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Slika 3.9: Nakrivljeni brid ab gdje sjencˇani dio oznacˇava unutrasˇnjost poligona P.
na slici 3.9. U oba slucˇaja je sadrzˇana lijeva krajnja tocˇka gornjeg brida b. Dvije tocˇke
cˇetverokuta kojeg c´emo ukloniti su a i b. Odredimo preostale dvije tocˇke c i d. neka je
c najvisˇi lijevi vrh podrucˇja R1, no kako je R1 zatvoren slijeva i odozgo bridovima cˇija je
jedna krajnja tocˇka b, c mora postojati i tada je on ili na bridu s b ili na krajnje lijevom
bridu. Definirajmo podrucˇje R2 koje je omedeno odozgo i zdesna. Iskljucˇimo li vrhove a i
c, podrucˇje je otvoreno i neka je, ako postoji, najvisˇi desni vrh podrucˇja R2 vrh d.
Ako kroz c prolazi vertikalni brid F tada mu je durga krajnja tocˇka vrh d. Ukoliko je
F , cd tada se d nalazi na vrhu nekog drugog brida koji je pozicioniran krajnje gore desno
i time je pokazano da vrh d postoji.
Nakon sˇto smo razmotrili sve slucˇajeve za c i d, uklonimo cˇetverokut abcd.
Jedna od moguc´nosti uklanjanja cˇetverokuta abcd ostavlja tri poligonalna podrucˇja,
koja su omedena s bc, cd i ad. Svaka od tih dijagonala c´e ocˇito biti nakrivljeni brid na
svojim poligonima. Stoga c´e svaki od tih poligona zadovoljavati svojstvo (2). Prema raz-
matranim slucˇajevima lako se vidi da je svojstvo (3) zadovoljeno sˇto se mozˇe vidjeti i na
primjerima sa slike 3.10. Da podrucˇje nosa ne sadrzˇava niti jedan vrh, sˇto je svojstvo (4),
proizlazi iz cˇinjenice da je vrh c najvisˇi krajnje lijevi vrh, a slicˇno ogranicˇenje vrijedi i za
vrh d. Spomenuta ogranicˇenja nam daju oznacˇena podrucˇja sa slike 3.10 koja ne sadrzˇavaju
vrhove. U svim slucˇajevima, nos ne sadrzˇi niti jedan vrh.
Da bismo dokazali kako svaki od preostalih poligona ima paran broj bridova (svoj-
stvo (1)), koristit c´emo takozvano pametno prebrojavanje Anne Lubiw. Definiramo krajnje
tocˇke gornje, donje, lijeve i desne bridove podjele u dvije vrste kao na slici 3.11a. Krajnje
tocˇke nakrivljenog brida dobivaju svojstvo susjednih horizontalnih ili vertikalnih bridova.
Trebalo bi biti jasno da je svakom vrhu 1-ortogonalnog poligona dodjeljuje nedvosmisle-
nim tipom prema ovoj shemi, na primjer, konveksni kut koji tvore donji i lijevi brid mozˇe
biti samo vrh tipa 1. Bilo kako obuhvatili 1-ortogonalni poligon vrste vrhova alterniraju.
Primijetimo da je a vrste 1 i b vrste 2 kao na slici 3.9; u slucˇajevima prikazanim na slici
3.10 c je uvijek vrste 1, a d vrste 2. Stoga svaka od dijagonala bc, cd i ad sadrzˇe krajnje
tocˇke vrste 1 i 2 pa dijelovi poligona omedeni tim dijagonalama zadovoljavaju alternaciju
1/2. Stoga poligoni moraju imati paran broj vrhova.
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Slika 3.10: Nosovi dijagonala uklonjivih konveksnih cˇetverokuta su prazni (osjencˇano).
Slika 3.11: Vrste vrhova; sjencˇani dio u (a) oznacˇava unutrasˇnjost poligona P.
Time smo pokazali da je svaki od dobivenih poligona 1-ortogonalni poligon. Jasno je
da ti poligoni imaju manje vrhova nego P pa prema pretpostavci indukcije moguc´e ih je
podijeliti na konveksne cˇetverokute. Spajanjem njihovih podjela s abcd cˇetverokutom nam
daje podjelu na konveksne cˇetverokute poligona P cˇime je teorem dokazan. 
Poglavlje 4
Neke druge varijante problema
4.1 Cˇuvari u pokretu
U ovom poglavlju promotrit c´emo neke varijante problema nadzora umjetnicˇke galerije
koji su slicˇni dosad promatranim problemima.
Naime, postoje razne varijante interpretacije, kako problema, tako i njihovih rjesˇenja. Naj-
prije c´emo promotriti koliko cˇuvara bi bilo dovoljno ukoliko bi oni imali moguc´nost kre-
tanja. Kako je dosad razmotrena samo moguc´nost stacionarnih cˇuvara, koji su fiksirani u
jednoj tocˇki poligona, bilo da se radi o samom rubu ili njegovoj nutrini, intuitivno je jasno
kako c´e biti potreban manji broj cˇuvara ukoliko oni imaju moguc´nost kretanja.
Naravno, u takvom slucˇaju cˇuvari c´e imati odredene osobine, odnosno ogranicˇenja svojih
kretanja.
Definicija 4.1. Neka je s duzˇina koja se u cijelosti nalazi u nutrini poligona P : s ⊆ P.
Kazˇemo da je tocˇka x ∈ P nadzirana sa duzˇine s ako postoji y ∈ s takav da je duzˇina
xy ⊆ P.
Dakle, tocˇka x je nadzirana ako je vidljiva s bilo koje tocˇke linije kretanja cˇuvara.
Takoder, ovdje se uvodi i pojam slabe i dobre vidljivosti. Slaba vidljivost je definirana kao
vidljivost tocˇke x ∈ P iz neke tocˇke y ∈ s, dok je dobra vidljivost definirana kao vidljivost
tocˇke x iz svake tocˇke y ∈ s.
Nakon sˇto smo definirali vidljivost tocˇke sa neke duzˇine, provjerit c´emo koliko c´e nam
biti potrebno cˇuvara u pokretu za neke opc´enite poligone, kao i za ortogonalne poligone.
U sljedec´oj tablici c´emo prikazati konacˇan rezultat toga da nam navedene poligone nad-
zire potreban broj cˇuvara koji se nalaze u mjestu u odnosu na potreban broj cˇuvara u po-
kretu. Najprije opisˇimo i neke osobine odnosno ogranicˇenja cˇuvara u pokretu i njihove
moguc´nosti kretanja.
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Cˇuvari→ Staticˇni U pokretu
Oblik poligona
Opc´i
⌊n
3
⌋ ⌊n
4
⌋
Ortogonalni
⌊n
4
⌋ ⌊3n + 4
16
⌋
Tablica 4.1: Potreban broj cˇuvara.
Cˇuvar po bridu c´e biti cˇuvar cˇija se kretanja mogu pruzˇati samo duzˇ brida poligona P.
Njegova kretanja se mogu pruzˇati samo izmedu dva susjedna vrha poligona P izmedu kojih
se cˇuvar nalazi. Takoder, cˇuvar mozˇe nadgledati i iz samog vrha poligona P.
Cˇuvar po dijagonali c´e biti cˇuvar koji c´e se kretati samo duzˇ dijagonale koja se pruzˇa
izmedu dva vrha u nutrini poligona P.
Cˇuvar po duzˇini c´e biti cˇuvar koji se krec´e po bilo kojoj duzˇini unutar poligona P. Ta
duzˇina se u cijelosti mora nalaziti u nutrini poligona P.
Zajednicˇki naziv za cˇuvare u pokretu koji nadgledaju podrucˇje poligona je geometrijski
cˇuvari.
Triangulacijom poligona P smo ostvarili prvi cilj podjele na konveskne dijelove za koje
je bilo potrebno k =
⌊
n
3
⌋
cˇuvara. Tada smo razmatrali moguc´nost nadgledanja galerije s
cˇuvarima koji nisu imali moguc´nost kretanja, vec´ su bili smjesˇteni u nekoj tocˇki unutar
poligona P gdje je kao dio poligona smatran i svaki njegov brid. Tako su cˇuvari mogli biti
smjesˇteni bilo gdje u samoj nutrini poligona, kao i na bridovima ili u vrhovima poligona,
no nisu bili pokretni. Lako je zakljucˇiti kako c´e nam biti dovoljno i k geometrijskih cˇuvara
ako nam je bilo dovoljno k cˇuvara koji nisu imali moguc´nost kretanja. Promotrimo li poli-
gon oblika kao na slici 4.1. tada mozˇemo primijetiti kako c´e nam biti nuzˇno i dovoljno
⌊
n
4
⌋
cˇuvara. Taj primjer pokazuje nuzˇnost broja
⌊
n
4
⌋
cˇuvara u pokretu.
O’Rourke je 1983. godine dao dokaz kojim je potvrdio da je za nadgledanje prostora
poligona P s n vrhova opc´enito i dovoljno
⌊
n
4
⌋
cˇuvara po dijagonali. Dokaz se provodi
pomoc´u lema za poligone s 5 6 n 6 9 vrhova te se za n > 10 pomoc´u matematicˇke induk-
cije pokazˇe kako je za nadgledanje poligona dovoljno
⌊
n
4
⌋
cˇuvara po dijagonali, a samim
time i cˇuvara u pokretu.
S obzirom da je dokazana tvrdnja provedena za cˇuvare po dijagonalama potrebno je
promotriti vrijedi li i tvrdnja za ostale cˇuvare u pokretu. Kako su cˇuvari po dijagonali samo
specijalan slucˇaja cˇuvara po duzˇini znacˇi da je ta tvrdnja zadovoljena.
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Slika 4.1: Za nadzor ovog poligona potrebno je
⌊
n
4
⌋
cˇuvara, bez obzira na to kako izaberemo
cˇuvare po duzˇini ili po bridu.
Kako se za opc´e poligone utvrdilo da je dovoljno
⌊
n
4
⌋
cˇuvara u pokretu promotrimo ko-
liko c´e biti potrebno i dovoljno cˇuvara za neki ortogonalni poligon.
Rastavom nekih opc´ih poligona smo zakljucˇili kako je za poligone opc´eg oblika koje nad-
ziru stacionarni cˇuvari potrebno i dovoljno
⌊
n
3
⌋
cˇuvara. Ipak, za ortogonalne poligone su
dani odredeni uvjeti kao sˇto je npr. da se bridovi poligona uvijek sijeku pod 90◦ ili 270◦.
Ustanovljeno je kako takva vrsta poligona mozˇe biti podijeljena na
⌊
n
4
⌋
konveksnih dijelova
te c´e samim time za nadzor poligona biti dovoljno
⌊
n
4
⌋
stacionarnih cˇuvara.
Sada je lako zakljucˇiti kako c´e nam za nadzor ortogonalnog poligona biti potrebno ma-
nje cˇuvara u pokretu nego li je bilo potrebno
⌊
n
4
⌋
stacionarnih cˇuvara. Objasnimo sada sve
na jednom primjeru.
Za ortogonalni oblik poligona oblika svastike s n = 20 vrhova kao na slici 4.2a. bit c´e po-
trebna cˇetiri cˇuvara, svaki cˇuvar za jedan rukavac ortogonalnog poligona. Svakog cˇuvara
c´emo postaviti tako da mu se kretanje pruzˇaju od sredisˇnjeg dijela poligona prema nekoj
tocˇki iz koje c´e moc´i nadzirati jedan rukavac poligona. Jasno je da se tada za svaki ruka-
vac postizˇe slaba vidljivost zbog takozvanog ”mrtvog kuta” odnosno dijela poligona koji
se nec´e moc´i nadgledati cijelo vrijeme. Ipak, cˇuvare mozˇemo smjestiti tako da s obzirom
na njihovo kretanje cijelo vrijeme barem jedan cˇuvar nadzire sredisˇnji dio poligona cˇime
se postizˇe dobra vidljivost svake tocˇke sredisˇta poligona i krakova prema rukavcima. Tada
vrijedi da je nuzˇno imati (3 ·20 + 4)/16 = 64/16 = 4 cˇuvara za nadziranje cijelog poligona.
Spajanjem dvaju takvih poligona s n = 20 vrhova kao na slici 4.2. nestaju cˇetiri vrha pa
dobivamo poligon s n = 36 vrhova kao na slici 4.2b. Za takav poligon bit c´e potrebno 7
cˇuvara, jedan cˇuvar za svaki ruakavac te jedan cˇuvar za prolaz koji povezuje ta dva poli-
gona. Primijetimo da je (3 · 36 + 4)/16 = 112/16 = 7. Dodavanjem na ovakav nacˇin k
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Slika 4.2: Za nadzor ortogonalnog poligona potrebno je
⌊
3n+4
16
⌋
cˇuvara.
svastika dobivamo da je za n = 16k+4 vrhova poligona potrebno 3k+1 cˇuvara. Primijetimo
da je (3n + 4)/16 = 3k + 1. Pomoc´u ovog primjera je pokazano kako je za nadziranje orto-
gonalnog poligona nuzˇno
⌊
3n+4
16
⌋
cˇuvara u pokretu, no taj broj dokazano je i da je opc´enito
dovoljan za ortogonalne poligone (Aggarwal, 1984.).
4.2 Nadzor vanjskog dijela poligona
Druga varijanta problema vezana za nadziranje umjetnicˇke galerije krije se u prostoru nad-
ziranja, jer osim same nutrine poligona moguc´e je nadgledati i njegovu vanjsˇtinu.
Takav problem mozˇemo rastaviti na dva moguc´a slucˇaja: prvi slucˇaj je nadzor samo vanjsˇtine
poligona i ta vrsta problema se naziva Problem nadzora utvrde i drugi slucˇaj kada je po-
trebno nadzirati vanjsˇtinu i nutrinu poligona te se taj problem naziva Problem zatvorskog
dvorisˇta.
Promotrimo najprije Problem nadzora utvrde. Koliko cˇuvara je potrebno da bi nadzirali
vanjsˇtinu poligona P s n vrhova?
Ovaj problem podjednako je tezˇak i za konveksne i nekonveksne poligone. Ipak prvo defi-
nirajmo moguc´nost nadgledanja prostora koji se nalazi u vanjsˇtini poligona P.
Definicija 4.2. Neka je tocˇka y neka tocˇka koja se ne nalazi u nutrini poligona P. Ako pos-
toji vrh z poligona P takav da duzˇina zy ne presijeca poligon P tada je tocˇka y nadgledana
iz tocˇke z.
Za nadzor vanjsˇtine konveksnog poligona P potrebno je postaviti cˇuvara u svaki drugi
vrh (primijetimo da ovdje govorimo ponovo o cˇuvarima koji su stacionarni). Tada je potre-
ban broj cˇuvara za nadzor
⌈
n
2
⌉
. Pogledamo li sliku 4.3. mogli bismo zakljucˇiti da c´e nam
uvijek biti dovoljno postaviti cˇuvara u svakom drugom vrhu cˇak i ako se radi o nekonveks-
nom poligonu. Ipak tomu nije tako. Pogledamo li sliku 4.4. primjec´ujemo kako smjesˇtanje
cˇuvara u svakom drugom vrhu nije uspjesˇna strategija te nije dovoljno smjestiti cˇuvare u
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Slika 4.3: Za nadzor vanjsˇtine konveksnog poligona potrebno je
⌈
n
2
⌉
cˇuvara u (obojanim)
vrhovima.
samo parno ili samo neparno oznacˇene vrhove jer jedan dio vanjsˇtine poligona na taj nacˇin
nec´e moc´i biti nadgledan kao sˇto je i naznacˇeno na slici. Dakle, s
⌈
n
2
⌉
mozˇemo postaviti
Slika 4.4: Cˇuvari postavljeni u vrhovima oznacˇenim parnim brojem ne mogu nadgledati
podrucˇje E, dok cˇuvari postavljeni u neparnim vrhovima ne mogu nadgledati prostor O.
uvjet nuzˇnosti za poligone, ali potrebno je dodatno razmotriti na koji nacˇin je primjereno
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razmjestiti cˇuvare kako bi nadzirali cjelokupnu vanjsˇtinu poligona P.
Gledajuc´i sliku 4.5. mozˇemo geometrijski zamisliti kako doc´i do rjesˇenja problema
Slika 4.5: Graf u (c) nastao je triangulacijom konveksne ljuske iz (a) spajanjem svih vrhova
ljuske s v∞ (b) te razdvajanjem u jednom od tih vrhova x.
ovakvog tipa. Kao sˇto vidimo najprije je potrebno triangulirati vanjsˇtinu poligona, ali samo
onog dijela koji se nalazi unutar ljuske samog poligona. Oznacˇimo li taj graf s n tocˇaka
kao G′′ (slika 4.5a.) dodavanjem tocˇke v∞ u graf G′′ dobivamo novi graf koji oznacˇavamo
G′ kao na slici 4.5b. te tada G′ sadrzˇi n + 1 tocˇaka. Na kraju odaberemo neku tocˇku x
konveksne ljuske poligona te ju razdvojimo na dvije razlicˇite tocˇke x′ i x′′ tako da v∞ bude
susjedan za obje tocˇke. Tada graf sadrzˇi n + 2 tocˇke i provedbom triangulacije znamo da
nam je dovoljno
⌊
n+2
3
⌋
cˇuvara. Kako za svaki n ∈ N vrijedi da je
⌊
n+2
3
⌋
6
⌈
n
2
⌉
zakljucˇujemo
kako je za nadzor vanjsˇtine poligona dovoljno
⌈
n
2
⌉
cˇuvara. To je tvrdnja teorema O’Rourkea
i Wooda iz 1983. godine.
Na kraju promotrimo i rjesˇenja koja nam nudi Problem zatvorskog dvorisˇta. S koliko
cˇuvara je moguc´e nadgledati zatvorsko dvorisˇte s obzirom na to da je potrebno nadgledati
i nutrinu i vanjsˇtinu poligona?
Postavljena je sljedec´a slutnja:
Dovoljno je postaviti
⌈
n
2
⌉
cˇuvara u vrhovima poligona kako bi u potpunosti nadzirali nutrinu
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i vanjsˇtinu poligona s n vrhova. Ovdje c´emo ukratko iznijeti argument za slabiji rezultat,
da je dovoljno
⌊
2n
3
⌋
cˇuvara.
Kao sˇto je ranije pokazano, za nadziranje vanjsˇtine poligona potrebno nam je
⌈
n
2
⌉
cˇuvara.
Provodenjem triangulacije nutrine poligona P te uklanjanjem svih vrhova i bridova koji
se u tim vrhovima spajaju dobivamo jedan nepovezani graf. Tada graf ne sadrzˇi visˇe od
n−
⌈
n
2
⌉
=
⌊
n
2
⌋
vrhova. Nakon toga se uklanjaju svi vrhovi i bridovi koji ne tvore neki trokut
jer njih ocˇito nadziru cˇuvari sa svih strana.
Slika 4.6: Crtkane granice se podudaraju s vrhovima u kojima se nalaze cˇuvari (obojane
tocˇke).
Primijenimo sada argument vidljivosti nutrine, obojimo trobojno i smjestimo cˇuvare u
vrhove obojane najmanje korisˇtenom bojom. Primijetimo da iako odredeni dijelovi nisu
nuzˇno grafovi triangulacije jednostavnih poligona, oni su ipak trobojni jer je svaki podgraf
takav graf. To c´e zahtijevati najvisˇe
⌊
ni
3
⌋
dodatnih cˇuvara za svaki povezani dio s ni vrhova
gdje je ni > 3. Stoga je ukupan broj potrebnih cˇuvara
⌈
n
2
⌉
+
⌊ bn/2c
3
⌋
. Ta formula je ekviva-
lentna
⌊
2n
3
⌋
, osim kada je n ≡ 1(mod6). U tom slucaju je potrebno
⌊
2n
3
⌋
+ 1 cˇuvar.
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Slika 4.7: Crtkanim granicama se jedan kraj nalazi u vrhu u kojemu se nalazi i cˇuvar
(obojani vrhovi).
Da bi nadzirali nutrinu i vanjsˇtinu ortogonalnog poligona potrebno je
⌊
7n
16
⌋
+ 5 cˇuvara
smjesˇtenih u vrhovima poligona, sˇto je tvrdnja josˇ jednog O’Rourkeovog teorema iz 1983.
godine. Naime, kako je za vanjsˇtinu ortogonalnog poligona dovoljno
⌈
n
4
⌉
+ 1 cˇuvar, podje-
lom nutrine na konveksne dijelove dobije se broj vrhova ne vec´i od n −
(⌈
n
2
⌉
+ 1
)
. Potom
uklanjanjem vrhova i bridova, analogno postupku u opc´em poligonu, dobiva se ni konvek-
snih dijelova te je dovoljno
⌊
ni
4
⌋
cˇuvara, uocˇimo da vrijedi ni > 4. Tada je ukupan broj
cˇuvara ⌈
n
4
⌉
+ 1 +
⌊
n−dn−4e−1
4
⌋
.
Dani izraz nije vec´i od
⌊
7n
16
⌋
+ 5 s time da se konstanta 5 mozˇe mijenjati za neke vrijednosti
n mod 16.
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Sazˇetak
Razmatranjem problema nadzora umjetnicˇke galerije ustanovili smo kako je kljucˇni ko-
rak napraviti dobru podjelu poligona pritom mislec´i na podjelu u konveksne mnogokute.
Podjelom poligona s n vrhova na konveksne mnogokute ustanovljeno je kako c´e za bilo
koji poligon biti dovoljno bn/3c cˇuvara. Ipak, promatrajuc´i jednu posebnu klasu poligona
(ortogonalnih) dobili smo josˇ bolje rjesˇenje kako je za njih dovoljno bn/4c cˇuvara za nad-
gledanje njihove unutrasˇnjosti. Nakon sˇto smo razmotrili problem koji je postavljen 1973.
godine promotrili smo i neke druge varijante problema. Za nadzor galerije koja ima oblik
opc´eg poligona bit c´e dovoljno bn/4c, a za ortogonalne poligone b(3n+4)/16c cˇuvara koji se
mogu kretati po nekoj od duzˇina unutar poligona. Ukoliko je potrebno nadzirati vanjsˇtinu
poligona tada c´e nam biti dovoljno dn/2e cˇuvara i sˇto je zanimljivo, to ne ovisi o tome
je li poligon konveksan ili ne, dok c´e za istovremeni nadzor unutrasˇnjosti i vanjsˇtine biti
potrebno b2n/3c za opc´i, odnosno b7n/16c + 5 cˇuvara za bilo koji ortogonalni poligon.
Summary
Considering the art gallery problem, we have found that the key step is to make a good
division of polygons, or more accurately, a division into convex polygons. It was found
that by dividing any polygon with n vertices into convex polygons you’ll never need more
than bn/3c guards. Still, observing a specific type of polygon (orthogonal) it was proved
that bn/4c vertex guards are sufficient to supervise its inside. After considering the problem
that was set in 1973., we also looked at some other variations of the problem. To supervise
a gallery, that is shaped like a general polygon, it will be sufficient bn/4cmobile guards and
for orthogonal polygons b(3n + 4)/16c. If it is necessary to monitor the polygon outside,
dn/2e guards will be sufficient, and interestingly, it does not depend on whether the polygon
is convex or not. As for simultaneous control of the inside and outside, it will be needed
b2n/3c guards for general and b7n/16c + 5 for any orthogonal polygon.
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