A new family of integer-valued Cauchy-type distributions is introduced, the CauchyCacoullos family. The characteristic function is evaluated, showing some interesting distributional properties, similar to the ordinary (continuous) Cauchy scale family. The results are extendable to discrete Student-type distributions with odd degrees of freedom.
Introduction and summary
Some years ago, Cacoullos (Personal Communication), considering discretization of wellknown continuous distributions, introduced a (standard) discrete Cauchy random variable (r.v.) X with probability mass function (p.m.f.)
by the obvious substitution k ∈ Z for x ∈ R in the standard Cauchy density
Cacoullos immediately raised two natural questions:
(A) While it is expected to be very close to π, what is the exact value of the normalizing constant π 0 in (1)?
(B) While the characteristic function (ch.f.) of (2) is φ(t) = e −|t| , what is the corresponding one, say φ 1 , of (1)?
We provide explicit answers in section 2. It is well-known that the (continuous) Cauchy distribution appears naturally in statistics and probability. At this point it should be noted though the standard Cauchy r.v. is customarily defined as the ratio of two independent standard normal r.v.'s, or as the tangent of a randomly chosen angle in [0, 2π), it has recently been shown ( [1] , [4] , [5] ) that the ratio representation still holds if (X, Y ) follows any bivariate spherically symmetric distribution.
In [2] , Cacoullos showed that if X = (X 1 , . . . , X p ) (p ≥ 3) is spherically symmetrically distributed around zero then all polar angle tangent vectors follow a multivariate Cauchy;
note that, e.g., Feller (1966) defines the symmetric bivariate and trivariate Cauchy distributions directly through their densities -not as tangent vectors.
In contrast to (2) and its location-scale extension, for which several applications are known both in probability and statistics, for (1) we have been able to find few results related to stochastic processes -see, e.g., [6] , p. 383. However, the asymptotic distribution of the sample means for (1), Theorem 2, may serve as a starting point for applications; so appears to be the Cauchy-Cacoullos family defined by (4) . These considerations are, however, beyond the scope of the present note.
In section 3 we introduce a novel family of integer-valued distributions, the CauchyCacoullos family, sharing similar properties -see Definition 1 and Remark 3. In particular, any distribution in this family has a simple characteristic function that can be written down explicitly, Theorem 3, and the same is valid for the discrete Student-type distributions of Remark 3. We hope that the proposed simple formulae will enlarge the applicability of discrete Cauchy distribution in the future.
The characteristic function
Since φ 1 (t) = IEe itX = IE cos(tX) + iIE sin(tX) (i denotes the imaginary unit) and X is symmetrically distributed around the origin (hence, IE sin(tX) = 0), both questions, (A), (B), will be answered if we manage to calculate in a closed form the function g : R → R, defined by the Fourier series
Indeed, since cos(0) = 1 and cos(nt) = cos(−nt), we have
Therefore, the problem is to identify which function g is represented as a series of cosines with Fourier coefficients as in (3) . Clearly, g is periodic with period 2π. Thus, it suffices to restrict our attention to t-values in the interval −π ≤ t ≤ π. On the other hand, since a cosine Fourier series corresponds to an even function, we shall further restrict the t-values
The key lemma is:
Proof: First we expand the even function h(t) = cosh(π − |t|), −π ≤ t ≤ π, in a cosine series. Since h is even and continuous and h(−π) = h(π), we have
where
and, for n ∈ {1, 2, . . .},
Thus,
It follows that
and the series converges uniformly by Weirstrass' Theorem, because h is continuous in
which implies that for −π ≤ t ≤ π,
The above formula is valid for the larger interval −2π ≤ t ≤ 2π, as well. Indeed, if t = π + t with 0 ≤ t ≤ π then, by the periodicity and the symmetry of g, g(t) =
Similar arguments apply to the case where t = −π − t with 0 ≤ t ≤ π. Q.E.D.
Corollary 1
The normalizing constant π 0 is given by
The main result of this section is the following formula for the ch.f., and is an immediate consequence of Lemma 1 and (3):
The ch.f. of X is given by
and it is periodic with period 2π. More precisely, the ch.f. of the discrete Cauchy distribution is given by
where x denotes the integer part of x.
We observe (Fig. 1 ) that φ 1 (t) is not differentiable at the points t = 2kπ, k ∈ Z. It is known that a random variable Y 1 satisfies a weak law of large numbers, that is, van der Vaart 1998, p. 15). Hence, the discrete Cauchy does not satisfy the weak law of large numbers, since its ch.f. is not differentiable at t = 0. Therefore, it is of some interest to study the asymptotic behavior of the sample means from a discrete Cauchy as in (1).
Recall the well-known continuous counterpart, which says that X n is standard Cauchy for all n.
We have the following result. 
Taking logarithms, it is easy to verily the limits
Since, as n → ∞, the quantity t 2nπ
becomes, eventually, −1 or zero (it becomes zero if and only if t ≥ 0), the above limits show that
which is the ch.f. of tanh(π)Z, and the result follows from the continuity theorem of characteristic functions. Q.E.D.
The Cauchy-Cacoullos family of discrete distributions
If we multiply a continuous Cauchy r.v. by a constant λ > 0 we stay in the same family of distributions -the Cauchy scale family. More precisely, if X is standard Cauchy, the density of λX is given by
However, this is no longer true for a discrete Cauchy X, since the support of λX is not the set of integers. Motivated from this observation, we define a family of discrete integervalued distributions as follows:
The discrete Cauchy-Cacoullos family (CC, for short) contains the p.m.f.'s
For completeness of the presentation, it is convenient to include the limiting case λ = 0, which corresponds to a degenerate r.v. at zero.
Although this family has several interesting properties, similar to the Cauchy, it does not seem to have been studied elsewhere. Clearly, for λ = 1 we get (1). At a first glance, it is not entirely obvious to verify that the normalizing constant is as in (4). This is a by-product of the following result.
Proof: We express the even function h(t) = cosh(λt) in a cosine Fourier series, to get
Simple calculations show that
Since the series converges uniformly and h(−π) = h(π), the lemma is proved. Q.E.D.
, and hence, (4) defines a p.m.f. for any λ > 0.
Proof: Substitute t = π in Lemma 2. Q.E.D.
As for the case λ = 1, we can obtain the ch.f. of X λ ∼ f λ in a closed form.
Theorem 3 The ch.f. of X λ ∈ CC is given by
and it is periodic with period 2π. More precisely,
Proof: As is well-known, all integer-valued distributions have periodic ch.f.'s, with period 2π. Therefore, we restrict our selves to the interval 0 ≤ t ≤ 2π. Then, since −π ≤ t−π ≤ π,
where for the last equality we made use of Lemma 2. Q.E.D.
Closing, we note that, unlike the usual Cauchy scale family, the CC family is not convolution closed; however, it is "almost" closed. More precisely, the following result holds.
Theorem 4 For independent r.v.'s X, Y in CC with X ∼ f λ 1 and Y ∼ f λ 2 , the ch.f. of X + Y is given by
where φ 0 (t) ≡ 1 is the ch.f. of the degenerate r.v. X 0 with IP(X 0 = 0) = 1, and
Consequently, X + Y is a mixture of two r.v.'s that are members of CC family:
Obviously, p > 0 and q > 0. Also, using the formula
it is easily seen that p + q = 1. Restricting our attention to the interval 0 ≤ t ≤ 2π, we
and a final application of (5) to the numerator, taking into account Theorem 3, completes the proof. Q.E.D.
This formula shows that the p.m.f. of X + Y is close, in some sense, to f 2λ . ; clearly, this process can be continued to obtain all ζ(2n) values. 
admitting closed-form ch.f.'s φ ν;λ (t) and explicit normalizing constants c ν;λ .
