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Western China is a region with significant geological heterogeneity, especially because of the 
Tibetan Plateau, the largest and highest plateau in the world, which was created by the Cenozoic 
Indian-Eurasian continental collision. It is seismically very active even in some populous regions. 
Therefore, it is important to study the crustal and upper mantle structure beneath western China to 
understand the tectonics of the region and provide constraint for earthquake hazards. 
There are two important properties of Earth’s media: elastic and anelastic. Elastic properties, 
mainly seismic velocities, are studied by travel times of seismic waves. Anelastic properties are 
generally studied by attenuation of seismic waves retrieved from seismic amplitudes. We use 
different seismic datasets, including surface-wave dispersion from ambient noise and earthquakes, 
teleseismic receiver functions, and body-wave travel times, as well as joint inversions of these 
datasets utilizing neighborhood searching algorithm. We propose a generalized H-κ method with 
harmonic correction on receiver functions to provide a better estimation of the crustal thickness (H) 
and Vp/Vs ratio (κ). Our improved joint inversion results of S-wave velocities and crustal Vp/Vs 
ratios reveal mid-crustal low velocity, high Vp/Vs zones (possibly due to the presence of partial 
melt) in northern and southern Tibet, as well as in SE Tibet (in mid-lower crust), but not in central 
Tibet, which may suggest different characteristics of Lhasa Block in central Tibet. Uppermost 
mantle P and S velocities suggest that the subducted Indian mantle lithosphere is torn into at least 4 




compared to seismicity and strain rates (from GPS), suggests coupled lithospheric deformation in 
southern Tibet. Notably, the lateral extent of potential megathrust earthquakes may be limited by 
the segment boundaries. 
The anelastic structure of the Earth, in particular seismic attenuation, is more useful in 
characterizing the temperature and fluid content as well as predicting earthquake ground motion. 
We have done simulations on the major factors that affect seismic amplitudes, such as scattering 
and focusing/defocusing. Strong amplification is observed within the major sedimentary basins, 
which sustains along the paths that pass through the thickest sediments and indicates that the 
source-to-basin direction of seismic waves affects their amplitudes. Internal scattering can 
generate strong coda which may interfere with the surface wave and make its amplitude difficult to 
measure. These factors need to be addressed with caution before the extraction of intrinsic 
attenuation structure in western China. 
Besides development of different seismic methods and models, this study makes considerable 
progress in answering two questions: Where earthquakes (especially large ones) are more likely to 
occur in western China, and what effects these earthquakes will have. Chapters 1-4 focus on the 
first issue by providing new seismic observations that can be compared with other geological 
constraints. This part includes the development of three seismic methods, namely generalized H-κ 
stacking method with harmonic corrections (Chapter 1), joint inversion of surface-wave dispersions 




functions, and Pn station delay time (Chapter 3), as well as comparison between seismic and 
geological observations and their implications (Chapter 4). Chapter 5 focuses on the second issue by 
numerically simulating the amplitudes of seismic waves, aiming at retrieving the attenuation 
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CHAPTER 1: A GENERALIZED H-K METHOD WITH HARMONIC CORRECTIONS 
ON PS AND ITS CRUSTAL MULTIPLES IN RECEIVER FUNCTIONS 
 
1.1 Introduction 
A receiver function (RF) is the response of the Earth’s structure below a seismometer that consists 
of series of P-to-S or S-to-P converted waves generated at structural interfaces (e.g., Langston, 
1979). It is commonly used to image major interfaces of the Earth (e.g. Zhu and Kanamori, 2000). 
The Moho-converted P-to-S (Ps) phase in RF has long been used to determine the crustal thickness 
(H) beneath a seismic station, which is an important parameter for understanding the geology and 
tectonic evolution of the region, but has a trade-off with the average crustal VP/VS ratio (κ). By 
including the crustal reverberations (multiples) of Ps in the analysis, the trade-off can be reduced 
(Zandt and Ammon, 1995; Zhu and Kanamori, 2000). The H-κ method developed by Zhu and 
Kanamori (2000) has been widely used to estimate the thickness and average VP/VS of the crust 
through a grid search. It stacks amplitudes of RFs at the predicted arrival times of Ps and its crustal 
multiples (PpPs and PpSs+PsPs) for given values of H and κ. However, the method assumes an 
isotropic crust with a flat Moho. In the presence of complicated crustal structure and limited data 
sample, the H-κ results may be biased. Synthetic tests with azimuthal anisotropy or dipping Moho 
show that the influence on the arrival times of crustal multiples is even stronger than on those of Ps, 
which would affect H-κ estimates (e.g., Li et al., 2017). Li et al. (2017) showed that in case of 





There have been many studies on the variations of Ps with back-azimuth θ in cases of dipping 
interfaces and/or anisotropic structures. Variation patterns of two-lobed (cosθ) and four-lobed 
(cos2θ) were often observed (McNamara and Owens, 1993; Zhu et al., 1995; Levin and Park, 
1997a, b; Savage, 1998; Frederiksen and Bostock, 2000; Frederiksen et al., 2003; Ozacar and 
Zandt, 2004; Bianchi et al., 2010; Liu and Niu, 2012; Rümpker et al., 2014; Park and Levin, 2016; 
Liu and Park, 2017). Some modifications of the H-κ method were proposed to account for crustal 
anisotropy, which were shown to reduce the bias on H-κ results, especially for κ (Hammond, 
2014; Kaviani and Rümpker, 2015). However, they only considered either azimuthal or radial 
anisotropy but not anisotropy with a plunge, and still assumed a flat Moho. 
 
Here, we propose a generalized H-κ method with harmonic correction (H-κ-c), which considers 
rather general cases, including plunging anisotropy and dipping interfaces of multiple layers. The 
basic idea is to use cosθ and cos2θ functions to correct arrival times of both Ps and crustal 
multiples (PpPs and PpSs+PsPs) for the complex effects of the crustal anisotropy and the Moho 
dipping. Synthetic tests with different crustal models suggest that Ps and multiples can be fitted 
by cosθ and cos2θ functions even for very complicated crustal structures with significant 
anisotropy amplitudes and interface dipping angles. Correcting for back-azimuthal variations 
significantly enhance the H-κ stacking. We apply the H-κ-c method to 40 Chinese National 




mainland China. The results show apparent improvement, with clearer multiples and stronger 
stacking energy, as well as more reliable H-κ values. The improved results of crustal VP/VS ratio, 
which is directly related to the Poisson’s ratio, can provide critical constraint on the mineral 
composition and thermal condition of crustal rocks. The modified procedure is also simple, making 
it widely useable anywhere in the world. 
 
1.2 Methodology 
The main goal of the proposed method is to improve the estimation of crustal thickness and VP/VS 
ratio by correcting for the dipping and anisotropy effects before stacking the RFs, and also to retain 
the simplicity of the traditional H-κ method (Zhu and Kanamori, 2000). The method includes four 
main steps. (1) Apply the traditional H-κ stacking to get the reference arrival times of Ps and crustal 
multiples. (2) Perform the distance moveout correction on all the RFs. (3) Obtain the harmonic fits 
of the back-azimuthal variations of Ps and multiples. (4) Perform the H-κ-c: use the parameters 
from (3) to correct the RFs of Ps and multiples and redo the H-κ stacking with the corrected RFs; or 
alternatively, use the arrival times from harmonic fitting to calculate analytical results of H and κ 
directly by equations. The analytical results are given in the output as reference, but the normal 
stacking results are recommended (see below). Below we describe in details each step. 
 
1.2.1 Traditional H-κ stacking 




The technique is remarkably simple, which utilizes the Ps phase and its crustal multiples (PpPs and 
PpSs+PsPs, here referred to as M1 and M2 for convenience; Figure 1.1) to resolve the trade-off 
between H and κ. The crustal thickness (H) and velocities and the time separation between 
















    (1) 
where p is the ray parameter of the incident wave. The H-κ algorithm stacks the amplitudes of RFs 
at predicted arrival times for Ps and crustal multiples for different values of H and κ in a grid search. 
It generates an energy map for H and κ, in which the maximum energy indicates the optimal 
estimate of H and κ (Figure 1.1c and 1.2c, labels on top-right) and the decay shape of the energy 
distribution around the maximum indicates their error ellipse (Zhu and Kanamori, 2000) (Figure 
1.2c). 
 
The receiver functions are constructed using the time domain iterative deconvolution algorithm 
(Ligorria and Ammon, 1999) because of its better stability (Kaviani and Rümpker, 2015). For 
synthetic tests, the ray-based algorithm “Raysum” (Frederiksen and Bostock, 2000) is 
implemented to calculate the arrival time and amplitude of each phase in synthetic seismograms 
around a dominant period of 1-2 s. The ray parameter is 0.06 s/km, and the Gaussian width is 2.5. 
The relative weighting of Ps, M1, and M2 is 0.7, 0.2, and 0.1, with VP of 6.3 km/s (as in Zhu and 




multiples, which can help to narrow down the searching range of the harmonic parameters. 
 
1.2.2 Distance moveout correction and back-azimuthal binning 
Before the harmonic fitting, we perform distance moveout correction (Yuan et al., 1997) and 
back-azimuthal binning on the R-RFs. An increase in ray parameter p (decrease in epicentral 
distance) will result in an increase in tPs and decrease in tM1 and tM2, which implies negative 
distance moveout for Ps and positive distance moveouts for M1 and M2 (Yuan et al., 1997; Liu 
and Niu, 2012; Chen and Niu, 2013; Eq. 1). If they were not corrected properly, the variations of 
arrival times due to different distances would be mistakenly mapped into the azimuthal variations 
caused by dipping and anisotropy. 
 
We use the 1-D IASP91 velocity model (Kennett and Engdahl, 1991) to compute the moveouts 
for Ps, M1, and M2 separately and correct them to a reference ray parameter of 0.06 s/km (Yuan 
et al., 1997). Tests with different reference velocity models or different Vp/Vs ratios show 
negligible difference in the final H-κ results (see Discussion 5.1). Subsequently, in order to obtain 
relatively uniform back-azimuthal coverage and avoid overweighting around back-azimuths 
where there are more RF traces, we stack the corrected R-RFs into back-azimuthal bins of 5° 
(e.g., Kaviani and Rümpker, 2015). The stations with large back-azimuth gaps in RFs (larger 
than 90° as suggested in Rümpker et al., 2014) will be excluded to ensure the recovery of cos2θ 




excluded. In total, we excluded 8 CNDSN stations out of 48 we examined. 
 
1.2.3 Harmonic fitting 
Theoretical formulations (e.g., Levin and Park, 1997a,b; Savage, 1998; Liu and Niu, 2012) and 
synthetic tests (Figure A.1, SYN1-3) suggest that when the dipping angle or anisotropy strength 
is not very large, the back-azimuthal variation of the arrival times of Ps and crustal multiples in 
R-RFs from dipping Moho, azimuthal anisotropy, and plunging anisotropy can be fit by cosθ 
function (two-lobed), cos2θ function (four-lobed), and the combination of cosθ and cos2θ 
functions, respectively. This assumes hexagonal systems of elliptical anisotropy and plane 
interfaces, which are also assumed in this study. Furthermore, we only consider S anisotropy, 
while the P anisotropy is also important (e.g., Park and Levin, 2016), which will be discussed 
later (in Discussion 5.2). It is noticeable that with dipping or anisotropy, there is also strong and 
periodic energy on the transverse RF (T-RF), which has been studied together with R-RF to 
interpret anisotropy (e.g., Liu and Niu, 2012; Rümpker et al., 2014; Liu and Park, 2017). However, 
here we are mainly interested in H-κ, thus only R-RFs are used. 
 
We thus use cosθ and cos2θ functions to fit the arrival times of Ps and crustal multiples with 
back-azimuth (θ): 
𝐹(𝜃) = 𝐴0 + 𝐴1 cos(𝜃 − 𝜃1) − 𝐴2 cos2(𝜃 − 𝜃2)               (2) 




two-lobed and four-lobed variations. In simplest cases of end-member models, a model with 
dipping Moho has only the cosθ term and A1 indicates amount of dipping and θ1 indicates 
dipping direction (strike of the plane plus 90
o
), a model with azimuthal anisotropy has only the 
cos2θ term and A2 indicates amplitude of anisotropy and θ2 indicates strike of the fast-axis, and a 
model with plunging anisotropy has both cosθ and cos2θ term and θ2 still indicates strike of the 
fast-axis. Thus a plunging anisotropy can mimic a combination of dipping Moho and azimuthal 
anisotropy, and vice versa. In real Earth, the crustal structure could be complicated combinations 
of the three end-member models with multiple layers or even more complex form of anisotropy, 
thus the A1, A2 and θ1, θ2 would represent the integrated effect of the crust. The fitting function 
could always include higher orders (e.g., cos3θ), but it would cost much more computational 
time without substantial improvement. 
 
We develop a simple grid-search method to perform the harmonic fitting (Eq. 2) for Ps, M1, and 
M2 separately, aiming to find the best solution for 5 parameters (dt=A0-tref, A1, A2, θ1, θ2, where 
tref is the reference arrival time from traditional H-κ). The search ranges are: dt, -1.0 to 1.0 s; A1 
and A2, 0 to 0.5 s (can be larger for stations with strong dipping and/or anisotropy); θ1, 0 to 355°; 
and θ2, 0 to 175°. For each grid, we compute the harmonic curve according to Eq. 2 and sum the 
amplitudes on the harmonic curve using 4
th
 root stacking (Eq. 3; Muirhead, 1968; Kanasewich et 
al., 1973; Pan and Niu, 2011). The result is an “energy map” for all the ranges of parameters (e.g., 




the 5-D parameter space. The grid with the maximum energy in the energy map is the optimal 
solution. 


















4]𝑀𝜃  (3) 
where M is the number of stacked back-azimuthal bins, and R
’
G is the binned radial RFs after the 
moveout correction. 
 
1.2.4 H-κ-c stacking 
After we obtain the harmonic parameters from the grid search, we use the harmonic function (Eq. 
2) to correct the R-RFs toward the central arrival time A0 for each phase. The parts of Ps, M1, 
and M2 are corrected separately and then combined together to form a new series of corrected 
back-azimuthal R-RFs, which are then used to re-perform H-κ stacking (here referred to as H-κ-c; 
e.g., Figure 1.3e). For H-κ-c, we use relative weighting of 0.5, 0.4, and 0.1 for Ps, M1, and M2, 
respectively, after testing for different weightings. We increase the weighting of M1 because 
harmonic correction increases the coherency of the phase and enhances the stacking energy, while 
keeping the weighting of M2 the same because it is weaker and more complicated, especially in 
real data. Alternatively, the H and κ values can also be directly calculated from the central arrival 
times (A0 values of Ps and M1) of the harmonic fitting using Eqs. 4 and 5, which are derived from 
Eq. 2. The two methods produce identical H and κ results because the M2 weighting is small. 
















2                    (5) 
 
1.2.5 H-κ-c package 
We develop a semi-automatic H-κ-c package to perform the above steps 1 to 4. The input is the 
R-RFs from standard RF processing (e.g., Zhu and Kanamori, 2000; Huang et al., 2014, 2015; 
see description in 4.1). A reference velocity model (e.g., IASP91) is required for the distance 
moveout correction. The output includes harmonic fitting results and H-κ-c results after the 
harmonic correction. 
 
1.3 Synthetic Tests 
Based on the Raysum algorithm (Frederiksen and Bostock, 2000), we tested systematically a series 
of crustal models with different combinations of dipping and anisotropy (Table 1.1). The reference 
model is displayed is Figure 1.1. We first discuss the most complicated model (Figure 1.2), which 
includes two layers with different anisotropy (strength and axis plunge and orientation) and 
interface dipping angles and directions (Table 1.1, SYN7, model complex). The R-RFs are quite 
complicated, especially for the multiples (Figure 1.2a,d). The M2 phase even has polarity 
reversals in R-RFs (Figure 1.2a). There is also complicated energy in the T-RFs (Figure 1.2b), 




traditional H-κ results (Figure 1.2c) offset a lot (by 3.9 km in H, and 0.1 in κ) from the input 
values with a large error ellipse, and the energy map is ambiguous throughout the stacking ranges. 
Figure 1.3 shows the harmonic fitting of the arrival times of Ps, M1, and M2 in R-RFs with cosθ 
and cos2θ functions (Figure 1.3a-c) and H-κ stackings before (Figure 1.3d) and after (Figure 1.3e; 
H-κ-c) harmonic correction. Significant improvement is observed after correction, with more 
accurate and precise H and κ as well as much more focused energy and clearer traces in the stacking 
map. The H value is still not perfectly recovered, which is because the azimuthal dependence for a 
dipping interface is not exactly cosθ and not symmetric when the dip is not small, even for a 
simple dipping-Moho case (Figure A.1, SYN1, model dip8). 
 
To test the stability of the harmonic fitting in a more practical case of insufficient coverage and 
noisy data, we formulated synthetic RFs with random noise (SYN8, model realdist) using real 
distribution of back-azimuths and distances from station SZN, which has the poorest 
back-azimuthal coverage among the 40 CNDSN stations (one trace at 247º was removed to make 
the gap even larger). Random Gaussian noise is added to each RF trace, the maximum amplitude 
of which is the same as the average Ps amplitude (e.g., Kaviani and Rümpker, 2015). The crustal 
model used has the same layering and anisotropy strength and dipping angles as SYN7 (model 
complex), but has different directions to generate larger offset from the traditional H-κ results 
(Figure 1.4d). The remarkable improvement of H-κ-c (Figure 1.4e) after harmonic correction 




pre-processing (moveout correction and binning) are stable even with insufficient 
back-azimuthal coverage and noisy data, which is important as this could be the situation with 
real data. 
 
Figure 1.5 is a test with a simpler case with a relatively small Moho dipping (5º) and a relatively 
weak azimuthal anisotropy (5%) (Table 1.1, SYN4, model s-dip+ani) to show the recovery of 
input harmonic parameters from the grid search. In this case, θ1 corresponds to the dipping 
direction (90º), and θ2 corresponds to the fast-axis direction (45º), which are well recovered 
(Figure 1.5a-c). The 15º difference of θ1 in Ps (Figure 1.5a) is due to the fact that dipping 
structure has very small effect on Ps arrival times (e.g., SYN1, model dip8). 
 
All other synthetic models we have tested are in Figures A.1 to A.5, including three end-member 
models (dipping Moho, azimuthal anisotropy, and plunging anisotropy) and two mixed ones. The 
results of harmonic fitting and H-κ stacking before and after correction of all synthetic tests are 
summarized in Tables 1.2 and 1.3. 
 
1.4 Application to Real Data 
1.4.1 Data and processing 
The data used in this study are from 40 broadband stations in Chinese National Digital Seismic 




a total of 48 stations initially, but 8 of them are discarded due to insufficient back-azimuthal 
coverage or low SNR. 
 
The construction of RFs was pretty routine (e.g. Zhu and Kanamori, 2000; Huang et al., 2014, 
2015). Earthquakes of M>=5 at epicentral distances from 30 to 95° were selected. All the 
vertical-component waveforms were visually inspected to ensure good SNR by discarding noisy 
events. After that, we removed the mean and linear trend in the waveform data and 
down-sampled them to 10 Hz. A band-pass filter from 0.05 to 2 Hz was applied. We used 
three-component P-wave waveforms (30 s before direct P and 90 s after) to calculate the RFs at 
each station using time-domain iteration deconvolution method (Ligorria and Ammon, 1999). A 
Gaussian low-pass filter was applied to reduce the noise above 1 Hz. For each station, all RFs 
were sorted by back-azimuth and inspected to identify and remove poor RFs. Receiver functions 
with similar back-azimuths and ray-parameters were stacked to remove clustered events (e.g., 
Huang et al., 2014, 2015). 
 
1.4.2 H-κ-c Results 
Figures 1.7-1.9 show three representative examples of harmonic fitting and H-κ stacking results, 






As a typical station, station GZH (Figure 1.7) in South China has very clear Ps, M1, and M2 
phases and energy maps (Figure 1.7a-c), which shows little difference in H and κ before and after 
correction. All the phases show clear back-azimuthal variations, but the variations of M1 and M2 
are much larger than that of Ps. The error ellipse is smaller and the phase traces are clearer after 
the correction (Figure 1.7e) than those before the correction (Figure 1.7d).  
 
Station MDJ in NE China (Figure 1.8) also has clear phases and stacking energy, but shows some 
difference in H and κ values before and after correction. Station KMI in SW China (SE Tibet) 
(Figure 1.9) has complicated traces of Ps, M1, and M2. The harmonic correction results in 
differences in H and κ much larger than the standard deviations in H-κ-c (Figure 1.9e). 
Considering that the station is in a tectonically active region, the VP/VS ratio of 1.74 from H-κ-c after 
correction would be more reasonable than 1.68, which is common for stable blocks. 
 
Three other examples in different geological settings with significant differences in H and/or κ 
before and after harmonic corrections are shown in Figure A.6. Station AXX in N-NW China and 
station WHN in Central-Eastern China have relatively clear phases, and the H-κ-c results at AXX 
with a VP/VS ratio of 1.79 would be more reasonable for a station in mountainous region. The crustal 
multiples at station LSA in the Tibetan Plateau are more complicated, but the H-κ-c stacking still 






Figures 1.10 and 1.11 summarize the H-κ stacking results before and after harmonic correction 
for the 40 CNDSN stations. The final maps of H and κ (Figure 1.10a,b) are consistent with the 
geological blocks, with thicker crust (60-70 km) and higher VP/VS ratios (1.85-1.90) in the Tibetan 
Plateau that reduce outwards to the stable terranes (25-35 km, 1.65-1.70). Figure 1.10c,d show the 
difference in H and κ before and after harmonic correction (H-κ-c), with maximums of 4.98 km 
in dH and 0.092 in dκ, respectively. It is noticeable that these large values are mostly located at 
the mountainous areas, such as the Tibetan Plateau, SE Tibet, Tien Shan, Qilian Orogenic Belt, 
Qinglin-Dabie Orogen, and Changbaishan, where strong anisotropy and/or Moho dipping may 
exist. After carefully checking the arrival times and fitting curves for each phase, the harmonic 
correction has improved significantly the H-κ stacking in these tectonically active areas. Besides 
the values of H and κ, the standard deviations of H and κ of the 40 stations reduce from an 
average of ~3.54 km, ~0.073 to an average of ~1.93 km, ~0.049, corresponding to ~70% and ~55% 
variance reduction in H and κ, respectively (Figure 1.11). 
 
1.5 Discussion 
In this section, we mainly discuss the factors that may affect the estimation and interpretation of 





1.5.1 Velocity model for moveout correction 
Different velocity models will result in different distance moveout corrections using the method 
by Yuan et al. (1997). We tested different velocity models, and show the comparison between 
IASP91 and the VS model by Bao et al. (2015) from surface-wave tomography in Figures 1.12 
and 13. As shown in Figure 1.12a-c, the moveout amount for a RF trace with ray parameter of 
0.042 at station LSA (in the Tibetan Plateau) can differ by as large as ~0.3 s using the two 
models, suggesting the importance of the velocity model used. Figure 1.12d-f show that the 
crustal VP/VS ratio has negligible effect on the moveout correction, thus the global average of 
1.75 could always be applied. 
 
We repeat the above H-κ-c procedure using the VS model by Bao et al. (2015) (VP/VS set to 1.75) for 
the moveout correction instead of IASP91. As shown in Figure 1.13, the differences in final H and κ 
are actually not significant, with the largest at station LSA of 1.62 km difference in H and 0.027 
difference in κ. A good azimuthal and distance coverage could possibly average out the different 
moveout amount in each single RF. Therefore, we suggest that the reference model used in the 
moveout correction in the H-κ-c method is not important as long as the azimuthal coverage is 
adequate. A global 1D reference model, such as IASP91, would suffice. The final result used in this 





1.5.2 P azimuthal anisotropy 
In this study, we consider only S anisotropy in the crust, but P anisotropy is also important (e.g., 
Park and Levin, 2016). It will affect the travel times of the P traces (e.g., direct P, and P 
segments in M1 and M2) and thus the arrival times of all phases. We tested several synthetic 
models: 5% S azimuthal anisotropy (no P anisotropy), 5% P and S azimuthal anisotropy (same 
fast-axis), 5% P azimuthal anisotropy (no S anisotropy), and 10% P azimuthal anisotropy (no S 
anisotropy) (Figure A.7). The stacked R-RF from 5% S azimuthal anisotropy has almost identical 
Ps and M1 arrival times as the reference one, and splits the M2 phase with smaller amplitudes, 
which has less influence on H-κ stacking. However, the stacked R-RFs from P azimuthal 
anisotropy show smaller Ps times but larger M1 times (Figure A.7a-c), which magnifies as P 
anisotropy increases. The difference is about -0.4 s in Ps time and +0.3 s in M1 time for 10% P 
azimuthal anisotropy. The difference in M2 time is smaller, by only about -0.1 s. The time shifts 
can lead to offsets of 1.1 km, -0.05 in H and κ values for 5% P azimuthal anisotropy and 2.4 km, 
-0.1 for 10% P azimuthal anisotropy in the H-κ-c stacking (Figure A.7d,e). The effect on H may 
not be significant, but -0.1 or -0.05 offset in κ may be important for result interpretations. Note 
the presence of P azimuthal anisotropy increases the H value and reduces the κ value, because 
the teleseismic wavefield arrives at the seismic station at steep angle thus samples the relatively 
slow direction of the P wave. In the R-RF, this speeds up Ps and slows down M1, increasing the 
time difference between the two phases (Fig. S7a), which increases H and decreases κ according 





Therefore, care must be taken when some low VP/VS ratios are observed, since they could come 
from crustal P azimuthal anisotropy. However, as there is very little harmonic variation in the 
R-RFs from P azimuthal anisotropy (Figure A.7c), the harmonic correction would not improve 
the H and κ estimations. A priori information about the P anisotropy is needed in order to correct 
for its effect. 
 
1.5.3 Plunging/radial anisotropy 
Figure A.3 (SYN3, model plg60) shows a case of 8% S anisotropy with a plunging anisotropic 
axis of 60°, which causes an offset of -0.5 in κ that cannot be improved by the H-κ-c. We further 
conduct synthetic tests with different plunges for 8% S or P anisotropy (Figure A.8). For 
plunging S anisotropy (Figure A.8a,c,e), the offset in κ increases with the plunge and reaches the 
maximum at plunge of 90°, which actually becomes radial anisotropy or VTI (vertical transverse 
isotropy). In this case, the effect of plunging S anisotropy is similar to that of azimuthal P 
anisotropy, both mainly on the VP/VS ratio. For plunging P anisotropy, however, the pattern of 
H-κ-c offset is more complicated, which becomes relatively smaller at plunge of 90°. Thus, the 
influence of plunging anisotropy is not negligible. However, as suggested by Kaviani and 
Rümpker (2015), receiver function analysis is not able to detect the presence of VTI and resolve 
its influence on κ. The issue again does not come from the H-κ-c method as the traditional H-κ 




relatively small (e.g., <45°, Figure A.8a), the H-κ results (regardless of the traditional method or 
the modified one) would be less affected by the plunge. 
 
1.5.4 H-κ weighting and parameter range 
In this study, we use the weighting of 0.7, 0.2, and 0.1 on Ps, M1, and M2 phases in the 
traditional H-κ (before harmonic correction), and 0.5, 0.4, and 0.1 in the H-κ-c (after correction). 
The primary reason for the weighting change is the enhanced coherency of the M1 phase after 
the correction. To demonstrate the influence of the weighting, we also performed H-κ stacking 
before and after correction with different weightings (0.7, 0.2, 0.1; 0.5, 0.4, 0.1; or 0.33, 0.33, 
0.33). For most stations, the weightings would only affect the error ellipse but much less on the 
H and κ values, as shown by an example of station KMI (Figure A.9) that already has 
complicated R-RFs, which suggests that the difference in H-κ results is not from different 
weightings. However, for a few stations with even more complex stacking energy maps (e.g., 
station SQH, LSA, and CAD in the Tibetan Plateau), the traditional H-κ stacking is not stable as 
shown by an example of SQH (Figure A.10), which finds different local maximums with 
different weightings. On the contrary, the H-κ-c is much more stable even in these cases (except 
for some with extreme weightings of 0.33, 0.33, 0.33; e.g., Figure A.10f). If we compare the 
difference by using the more common weightings (0.7, 0.2, 0.1 vs. 0.5, 0.4, 0.1), it is within 0.6 





The parameter search ranges of H-κ stacking are also important, which in this case would affect 
the results on the stations in Tibet (CAD, LSA, and SQH). In this study, we limit the range of H 
to 70 km, but we did try different ranges for some stations. If we increase the range to 80 km, the 
results for station SQH and CAD will be 77.5 km, 1.68 and 75.0 km, 1.71, respectively (Figure 
A.7c,d), while the result for LSA is still the same. The results of Poisson’s ratio in the Tibetan 
Plateau summarized in Singh et al. (2015; their Figure 1.2a) suggested an average of ~0.26 
(VP/VS of ~1.76) and many values > 0.28 (VP/VS > 1.81), which implies the presence of partial 
melts/fluids (Owens and Zandt, 1997; Singh et al., 2015). Thus, a κ value of ~1.7 or less might 
be too small for these stations. By limiting the range of H to 70 km, the small κ value can be 
excluded. However, we cannot rule out the possibility that some stations in Tibet may have 
localized small VP/VS ratio. Analysis on more stations nearby (e.g., dense seismic arrays) can help 
better constrain the H and κ for these stations. 
 
1.6 Conclusion 
We propose a generalized H-κ method with harmonic correction (H-κ-c method). The method 
corrects for the effect of dipping and/or anisotropy on arrival times of Ps and its crustal multiples 
before H-κ stacking. Systematic synthetic tests suggest that Ps and crustal multiples can be fitted 
by cosθ and cos2θ functions even for very complicated crustal structures with realistic azimuthal 
distribution of RFs. Correcting for the azimuthal variations of arrival times can significantly 





We verify the feasibility of the H-κ-c method by application to 40 CNDSN stations in a variety of 
geological setting across the mainland China. The results show apparent improvement after the 
correction, with clearer multiples and stronger stacking energy as well as more reliable H-κ values. 
The final maps of H and κ variations are consistent with the geological blocks in China. Large 
differences in H and κ values before and after the harmonic correction are mostly at stations 
located in mountainous areas, where strong anisotropy and/or dipping Moho may exist. The 
H-κ-c method can also help to resolve the ambiguity in H-κ stacking by avoiding local maximums. 
Future application of H-κ-c method to more dense seismic arrays can provide better-constrained 





1.7 Figures and Tables 
 
Figure 1.1. Illustration of radial and transverse receiver functions and H-κ stacking (Zhu and 
Kanamori, 2000) with the reference model (Table 1.1, SYN0, model ref; H=40 km, κ=1.75), 
without dipping or anisotropy. (a) Radial receiver functions (R-RFs). Inset shows the stacked 
R-RF. (b) Transverse receiver functions (T-RFs). (c) H-κ stacking with weighting of 0.7, 0.2, and 






Figure 1.2. Radial and transverse receiver functions and H-κ stacking for a complex model of 
two layers with different dipping interfaces and plunging anisotropy (Table 1.1, SYN7, model 
complex). (a) R-RFs. The M2 becomes complicated at large back-azimuths. (b) T-RFs. (c) H-κ 
result (weighting 0.7, 0.2, 0.1). Listed at top right are the values and errors (standard deviations) 
of H and κ, where the errors (in parentheses) correspond to the error ellipse in the plot. The input 
values (cross) are also indicated. (d) Stacked R-RF of the complex model (red) compared with 






Figure 1.3. Harmonic fitting of the arrival times of Ps (a), M1 (b), and M2 (c) in R-RFs and H-κ 
stacking before (d) and after (e) the harmonic correction. This is a synthetic test example for the 
complex synthetic model (Table 1.1, SYN7; Figure 1.2). The fitting curve with cosθ and cos2θ 
functions, energy stacking maps of the grid search for harmonic parameters, and the search 
results are shown in panels (a-c). The weightings of Ps, M1, and M2 for the H-κ stacking are 0.7, 
0.2, 0.1 in the traditional H-κ in (d) (same as Figure 1.2c) and 0.5, 0.4, 0.1 in the H-κ-c after the 
harmonic correction in (e), respectively. The obtained H and κ values, their errors, the error 






Figure 1.4. Similar to Figure 1.3, but for synthetic model SYN8 (realdist, Table 1.1). The model 
has the same amount of anisotropy and dipping as the complex model (SYN7; Figure 1.3) but 
different directions. The distribution of back-azimuths and distances is the same as station SZN, 
which has the poorest back-azimuthal coverage among the 40 CNDSN stations (one trace at 247º 







Figure 1.5. Similar to Figure 1.3, but for synthetic model SYN4 (s-dip+ani, Table 1.1). The 
model has a relative small dipping angle and a relatively weak azimuthal anisotropy. In this 
simple case, θ1 and θ2 have meanings: θ1 is the dipping direction (90º), and θ2 is the fast-axis 
direction (45º). The 15º difference of θ1 in Ps is due to the fact that dipping structure has very 







Figure 1.6. Map of topography, major blocks (block boundaries indicated by gray lines), and 
distribution of the 40 CNDSN stations (triangles). The three example stations (GZH, MDJ, and 
KMI) in Figures 1.7-1.9 are marked in red, and the five stations used in Supplementary Figures 
(Figures A.6, A.10, A.11) and Figure 1.12 are marked in blue. The abbreviations are: Tien Shan 
(TS), Junggar Basin (JGB), Tarim Basin (TB), Qaidam Basin (QB), Tibetan Plateau (TP), Qilian 
Orogenic Belt (QL), Ordos Block (OB), Qinling- Dabie Orogen (QD), Sichuan Basin (SCB), 
Yangtze Craton (YC), Cathaysia Fold Belt (CFB), Eastern North China Craton (ENC), Songliao 























Figure 1.10. Summary of H-κ stacking results before and after harmonic correction for the 40 
CNDSN stations. (a) Crustal thickness (H) from H-κ-c (after correction). (b) Crustal VP/VS ratio 
(κ) from H-κ-c. (c) Difference in H (dH) for H-κ stacking before and after correction. (d) 
Difference in κ (dκ) for H-κ stacking before and after correction. In all panels, the colored maps 






Figure 1.11. Histograms of the errors (standard deviation, std) of H and κ before (gray) and after 







Figure 1.12. Tests of different velocity models (a-c) or VP/VS ratios (d-f) on distance moveout 
correction. The original trace is the RF with the smallest ray parameter of 0.042 at station LSA. 
(a-c) With 1-D IASP91 model (Kennett and Engdahl, 1991), or VS model (0-160 km) from Bao et 
al. (2015) with VP/VS of 1.75. (d-f) With VP/VS of 1.60, 1.75, and 1.90 using VS model by Bao et 







Figure 1.13. Histograms of the differences in H-κ-c results using IASP91 and Bao et al. (2015) 
(VP/VS=1.75) for distance moveout correction, respectively. The largest difference is at station 






Table 1.1. Description of the synthetic models 
 
SYN # Model Name Model Description
a
 
0 ref One-layered crust: thickness H=40 km, VP/VS ratio κ=1.75; VP crust 6.3 
km/s, mantle 8.1 km/s; VS crust 3.6 km/s, mantle 4.5 km/s 
1 dip8 Dipping Moho: Moho dipping 8º, direction 90º 
2 ani8 Azimuthal anisotropy: anisotropy 8%, fast-axis strike 0º 
3 plg60 Plugging anisotropy: azimuthal anisotropy 8% with plunge of 60º 
4 s-dip+ani Smaller dipping (5º) and azimuthal anisotropy (5%) 
5 l-dip+ani Larger dipping (10º) and azimuthal anisotropy (8%) 
6 dip+plg Dipping (10º) and anisotropy (8%) with plunge of 45º 
7 complex Two-layered crust with different interface dipping planes and anisotropies. 
Top 20-km: anisotropy 8%, plunge 30º, fast-axis strike 120º, dipping 15º, 
direction 120º. Bottom 20-km: anisotropy 10%, plunge 15º, fast-axis 150º, 
Moho dipping 10º, direction 90º 
8 realdist Same layering and anisotropy/dipping amount as SYN 7, but with fast-axis 
strike 20º, dipping direction 290º, and no plunge 
a
Anisotropy amplitude indicates the difference between fast and slow speeds relative to the 
average speed in percent; strike of the fast-axis is measured from the north; plunge of the fast 
axis is measured from the horizontal plane; dipping angle of an interface is measured from the 
horizontal; dipping direction is horizontal projection of the down-dip direction, measured from 















Ps M1 M2 
θ1 A1 θ2 A2 θ1 A1 θ2 A2 θ1 A1 θ2 A2 
1 dip8 90 0.12 0 0 90 0.68 0 0.03 90 0.75 0 0.03 
2 ani8 0 0 0 0.50 0 0 0 0.47 270 0.05 0 1.10 
3 plg60 180 0.05 0 0.10 180 0.03 0 0.07 0 0 0 0.17 
4 s-dip+ani 105 0.07 45 0.28 85 0.42 45 0.28 90 0.45 45 0.65 
5 l-dip+ani 110 0.17 30 0.47 80 0.78 30 0.47 140 1.08 5 0.60 
6 dip+plg 105 0.15 35 0.23 85 0.82 35 0.25 90 1.18 45 0.53 
7 complex 70 0.17 135 0.40 100 0.82 140 0.40 40 0.85 150 0.38 
8 realdist 300 0.20 25 0.50 285 0.85 20 0.53 285 1.33 10 1.23 
a









SYN # Model Name 
Traditional H-κ H-κ-c 
dH (km) dκ dH (km) dκ 
1 dip8  -2.1 0.04  -0.9 0.01 
2 ani8  0 0.06  -0.1 0.01 
3 plg60  0 -0.05  0 -0.05 
4 s-dip+ani  -0.6 0.02  -0.5 0.01 
5 l-dip+ani  -3.1 0.11  -1.5 0.03 
6 dip+plg  -2.5 0.02  -1.5 0 
7 complex  -3.9 0.10  -1.5 0.03 
8 realdist  -4.0 0.14  -1.1 0.01 
a
The H-κ stacking results are shown by the differences (dH and dκ) from the input values of 40 
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CHAPTER 2: JOINT INVERSION OF SURFACE WAVE DISPERSIONS AND 




Joint inversions of complimentary data sets have been widely used in seismic imaging to reduce 
the tradeoff of model parameters and the ambiguity of inversion results. For instance, teleseismic 
P-wave receiver functions (RFs) (Langston, 1979) are sensitive to velocity contrast and 
depth-velocity product instead of absolute velocity alone, while surface wave dispersions are 
sensitive to vertical shear-velocity average but do not resolve discontinuities (Ammon et al., 
1990; Shapiro and Ritzwoller, 2002). Thus, the two data sets are combined to address the 
trade-off between the depth of an interface (especially the Moho) and the average velocity above 
the interface (e.g., Ozalaybey et al., 1997; Julia et al., 2000), which has been commonly used 
(e.g., Shen et al., 2013; Xu et al., 2013; Sun et al., 2014; Bao et al., 2015a; Deng et al., 2015). 
However, important ambiguity remains. In the P receiver function, the Moho P-to-S converted 
phase (Ps) is generally the strongest. The result of joint inversion (especially the Moho depth) is 
greatly influenced by the Vp/Vs ratio in the crust, which is often unconstrained and normally set 
to the global average (1.75). Multiple converted phases (the well known H-k method) can help 
resolving the ambiguity (Zhu and Kanamori, 2000). However, they are usually more difficult to 




because the multiples are more sensitive to crustal complexity (see below). 
 
Sensitivity tests (Figures 2.1 and 2.2) suggest that adding independently-constrained P 
information will help the joint inversion of receiver function and surface wave dispersion to find 
the right S model when the Vp/Vs ratio is not known. The tests are done based on the method by 
Xu et al. (2013), using a simple model with either fixed crustal Vp or fixed Vp/Vs. The synthetic 
case shown in Figure 2.1 assumes that P-velocity profile as a function of depth in the crust is 
known. The information can come from P-wave tomography or a wide-angle refraction survey. 
The synthetic test in Figure 2.2 assumes that the average P velocity beneath the station is known, 
for example, from the station-delay time term in a Pn travel-time tomography (e.g., Hearn et al., 
1996; Liang et al., 2004; Liang and Song, 2006). In either case, the synthetic tests suggest that 
the joint inversion including the P information achieves considerably better recovery of the input 
S model (Figures 2.1 and 2.2). Table 2.1 summarizes the primary sensitivity of each data set if 
we rely on the Ps phase. Adding independent P information provides an important constraint for 
the S velocity structure in a joint inversion with surface-wave dispersion and receiver function. 
 
The Tibetan Plateau, the largest and highest plateau in the world, is resulted from the Cenozoic 
Indian-Eurasian collision (Molnar and Tapponnier, 1975; Yin and Harrison, 2000). Despite 
decades of studies, the mechanism of its uplift and growth is still in debate. Three end-member 




Tapponnier et al., 2001), continuous deformation (England and Houseman, 1986; Zhang et al., 
2004), and mid-lower crustal flow (Clark and Royden, 2000; Royden et al., 1997, 2008). As a 
margin of the Tibetan Plateau with strong deformation and active seismicity, the SE Tibet has 
been an ideal location to test different hypotheses. 
 
Several lines of evidence have suggested that much of the mid-lower crust beneath the Tibetan 
Plateau and its eastern surroundings may be partially molten, including surface wave 
tomography (Yao et al., 2008; Sun et al., 2010; Yang et al., 2012; Li et al., 2014; Bao et al., 
2015b; Chen et al., 2016), joint inversion of RFs and dispersions (Xu et al., 2013; Sun et al., 
2014; Bao et al., 2015a; Li et al., 2016; Zheng et al., 2016), seismic attenuation (Hearn et al., 
2008; Zhao et al., 2013), and magnetotelluric (MT) studies (Bai et al., 2010; Le Pape et al., 2012; 
Dong et al., 2016). However, it is still debated whether the low-velocity, low-resistivity layer is 
present extensively or limited to certain localities or channels, what its properties are, how it 
deforms, and what role it has played in plateau’s evolution (Agius and Lebedev, 2014). 
 
In this study, we present a scheme for joint inversion of surface-wave dispersion and receiver 
function with constraint of P-velocity depth profile. We tested the method by applying to a dense 
array of seismic stations in SE Tibet (Figure 2.3) from ChinArray-Himalaya (2011), which was 
used previously by Sun et al. (2014) (hereafter referred to as SUN14) for the joint inversion of 




including the Yunnan-Myanmar-Thailand block (YMTB), the Indo-China block (ICB), the 
Sichuan-Yunnan Diamond block (SYDB), and the Yangtze block (YZB), which are separated by 
the Nujiang fault (NJF), the Red River fault (RRF), and the Xiaojiang fault (XJF) from west to 
east (Figure 2.3). SUN14 found two significant low-velocity zones (LVZs) in the middle and 
mid-lower crust, respectively, which were interpreted as isolated channels of crustal flow at 
different depths beneath SE Tibet. The two channels were further identified throughout SE Tibet 
by Bao et al. (2015a), also using joint inversions of surface-wave dispersions and RFs. 
Separately, several P-wave tomography studies have been done in this region (Huang et al., 2002; 
Wang et al., 2003; Huang et al., 2009; Lei et al., 2009; Wei et al., 2010; Xu and Song, 2010; 
Huang et al., 2015), providing independent constraint on crustal P velocities. We will compare 
our new inversion with the previous results. Below we give details of the methodology and the 
new joint inversion results, extensive tests of the methodology using synthetic and real data, 
comparison of the results using different data sets or assumptions, implications of the joint 
inversion results, and issues of using crustal multiples when the crustal structure is complex.  
 
2.2 Development of Joint Inversion Method 
Our joint inversion of surface-wave dispersions and RFs with P-velocity constraints (JP) is 
modified from the implementation of Xu et al. (2013) for the joint inversion of surface wave 
dispersions and RFs (SD+RF), which designed an elaborate joint inversion scheme using the 




structure. They used two sets of stretchable splines in the inversion to obtain smooth velocity 
profiles, separated by a specifically defined Moho (the connecting node of the crustal and mantle 
splines, the depth of which is allowed to change as a search parameter), and implemented the 
message passing interface (MPI) for parallel processing, which greatly reduced the computation 
time. However, without independent P wave information, the crustal Vp/Vs ratio is fixed to 1.75 
in their inversions (Xu et al., 2013). Our modification in this study includes incorporating 
P-velocity model in the joint inversion, unfixing Vp/Vs ratios in the crust, and changing 
parameterization of the crust (adding a sedimentary layer on top and changing node spacing of 
the crustal spline function). 
 
The JP is done for one station at a time. For each station, the inputs include the crustal Vp profile 
as given, one stacked RF, and group and phase velocity dispersions. The Vp depth profile is fixed 
to the input model during the inversion as known. We used one stacked RF at a reference ray 
parameter (normally 0.06 s/km), rather than several RFs at different ray parameters, because we 
found the difference is small. On the other hand, the stacking into one RF can enhance further the 
coherency of the Ps arrival. The forward calculation subroutines for dispersion curves and RFs 
are adopted from the Computer Programs in Seismology (Herrmann, 2013). We also use the fast 
global searching method NA (Sambridge, 1999), which provides great flexibility on 
parameterization. The global search is to minimize the misfit of the RF and dispersions with 




 1 2 0min obs pred obs predrf dispw D D w D D m m Lm       .        (1) 
The D indicates data (observed or predicted; RF or dispersion); m is model parameter (S-velocity 
or interface depth) and m0 is the reference model (see below); parameters w1 and w2 are the 
relative weighting factors for RF and dispersion misfit, respectively; L is the Laplacian 
smoothing operator (which is just the second derivative operator for the one-dimensional case); λ 
is the damping parameter, and φ is the smoothing parameter. The last two terms determine the 
influence of the initial model and the smoothness of the model, respectively. Before the JP, we 
first perform an inversion using one cubic spline with a uniform node spacing for the crust and 
the mantle (a total of 15 nodes from surface to depth of 150 km) and using dispersion data only 
to obtain an S velocity profile at each station as the initial model for the JP, which can help the 
search to converge faster (Xu et al., 2013). 
 
In the model parameterization, we introduce a separate sedimentary layer at the surface, which 
has a great influence on the waveform of the RF, particularly the beginning portion of the RF 
(direct P energy). We use a linear gradient in S-velocity for the sedimentary layer, but allowed 
the thickness and top and bottom velocities to vary. We fix the Vp/Vs ratio for the sedimentary 
layer at 2.0 (Shen et al., 2013) as it has some tradeoff with the layer thickness and fix the Vp/Vs 
for the mantle at the global average of 1.8. The splines of Vs are interpolated into layers with an 
interval of 0.1-, 2-, and 5-km in the sedimentary layer, crust and uppermost mantle (30 km below 




from inversion and the interpolated Vp at the same depth (or extrapolated if deeper than the 
given crustal Vp profile). The density is calculated by the Nafe-Drake (1963) relationship. The 
crust and the mantle are parameterized as cubic splines, with fixed numbers of nodes of 12 and 9, 
respectively. The bottom node of the crustal spline has the same value as the top node of the 
mantle spline so that the model is always continuous below the sedimentary layer (including the 
Moho). We allow the depth of the connecting node between the crust and mantle to vary, which 
is defined as the Moho. The depth of the last (bottom) node in the mantle is fixed at 150 km. 
Thus, the spacing between the spline nodes varies as the Moho depth changes. We used a 
stretching spline for the mantle part so that the node spacing is smaller closer to the Moho to 
improve the resolution near the Moho, which is extremely effective in representing the Moho 
whether it’s gradual or sharp (Xu et al., 2013). However, we set uniform node spacing for the 
crust, unlike in Xu et al. (2013), which has a setup similar to the mantle with smaller spacing 
near the surface to represent the strong gradient. Since a sedimentary layer at the surface is 
already defined separately, such a stretching spline for the crust is no longer needed. The uniform 
spline in the crust increases the resolution in the mid- and lower crust. 
 
Thus, the search parameters are 3 sedimentary layer parameters (layer thickness and S velocities 
at the top and bottom), S velocities at the 20 spline nodes for the crust and mantle (with one 
connecting node at the bottom of the sedimentary layer and another connecting node at the 




spline based on inversion of dispersions only, and the other from Bao et al. (2015b) for depths 
below 95 km, where the sensitivity of our dispersion data decreases. The implementation uses 
parallel programming with MPI calls, which greatly speeds up the model search with parallel 
machines. For each station, we generate 200 random models to start with, and then iterate 2000 
times to obtain the final model. Consequently, the total models generated for each point is 
200200. The best fitting model is our final model. 
 
Figure 2.4 shows a synthetic test to demonstrate the robustness of our method. The input model 
has three layers in the crust, which includes a low-velocity and high-Vp/Vs zone in the middle 
crust over a half-space of constant velocity in the mantle. The JP recovers well the input Vs and 
Vp/Vs model, including the discontinuity depths as well as the Vs and Vp/Vs values. The 
predicted RF and dispersion curves for the inverted final model agree well with the input 
(“observed”) data. To demonstrate the effectiveness of our method on different velocity 
structures, we performed 8 more synthetic tests with different velocity features (e.g., no LVZ, 
lower-crust high velocity, higher mantle velocity, different sedimentary layer thickness or Moho 
depth), which suggest that our joint inversion method can work robustly for various velocity 





2.3 Application to Stations in SE Tibet 
2.3.1 Data 
The data used in this study include three types: P-wave RFs (of the Ps converted phase), 
dispersion curves of surface wave group and phase velocities, and crustal P-velocity model 
(Figures 2.6a-d; note that 2.6d shows the inversion result of dispersion data set for direct 
comparison with other inversions). These data were assembled from seismic stations roughly 
along a linear array in SE Tibet (Figure 2.3). 
 
The RFs were from SUN14, which were calculated from teleseismic P waveforms recorded by 
51 temporary broadband stations (Figure 2.3) between August 2011 and August 2012. The 
stations are part of the ChinArray program (Ding and Wu, 2013) deployed by the China 
Earthquake Administration (CEA) and the Nanjing University since September 2010, with an 
average station interval of ~35 km. We stacked all the RFs with clear Ps phase of each station 
into one RF after moveout correction (Yuan et al., 1997) at a reference slowness of 6.4 s/deg 
using the IASP91 model (Kennett and Engdahl, 1991). The Gaussian width used was 2.5 
(Langston, 1979). We cut the RFs within 15 s to limit the crustal multiples because they are more 
complicated than the Ps phase, which may bias the inversion results (see discussion in section 
4.3). 
 




al., 2015b) using both ambient noise and earthquake data, which has a resolution of 1° in the SE 
Tibet. It included 864 CEA permanent stations from 2008 to 2011, 401 temporary PASCCAL 
stations, and 51 permanent stations from the IRIS Data Management Center. More than 700,000 
dispersion curves were measured to generate group and phase velocity maps at periods of 10-140 
s and 10-70 s, respectively. In this study, we extracted group and phase velocity dispersion 
curves at each of our stations from the dispersion maps of 10-70 s, which are better constrained 
with both the ambient noise and earthquake data. 
 
We extracted the crustal P velocity depth profile for each station of the array from the 3D 
tomographic model by Xu and Song (2010). The study included the Chinese national and 
provincial earthquake bulletins as well as some handpicked arrivals from 1981 to 2003, with 
12,509 events and 250 stations, and forming a total of 97,099 raw travel time picks. They used 
first-arriving Pg to sample the upper-to-mid crust, secondary Pg (after the Pg-Pn crossover 
distance) to sample the mid-to-lower crust, and Pn phase to sample the uppermost mantle, and 
designed an iterative scheme to jointly invert for crustal P velocity, Pn velocity, and the Moho 
depth. The resolution of crustal P velocity can reach 1° in most of the SE Tibet. 
 
Because of active seismicity and dense distribution of seismic stations, several P-wave 
tomographic studies have been conducted in SE Tibet. We’ve compared them to examine the 




Wang et al., 2003; Huang et al., 2009; Lei et al., 2009; Wei et al., 2010; Huang et al., 2015) used 
first P (Pg and Pn) arrivals from CSN (China Seismic Network) bulletins of local earthquakes, 
while Wei et al. (2010) also used mantle P waves to image the upper mantle. Lei et al. (2009) and 
Huang et al. (2015) also included relative travel-time residuals of teleseismic events, since their 
studies were more focused on the deeper part. However, none of the studies have included the 
secondary Pg phases. The method used in all of these studies was based on Zhao et al. (1992) or 
later versions, which used 3-D ray tracing that can work for models with complex-shaped 
discontinuities (e.g., Conrad and Moho). The Moho discontinuity in all the studies was assumed 
a priori from other studies. Most of the models are generally consistent at similar depths. 
 
We chose the model by Xu and Song (2010) (which is readily available) for our joint inversion 
because of several reasons. First, the model included secondary Pg arrivals, which are clearly 
observed and provide an additional constraint on the mid-lower crust. Second, it included 
high-quality handpicked arrivals in the period from 1981 to 2003 besides bulletin picks. Third, it 
has one of the largest dataset of local earthquakes in the study area compared with the cited 
studies. Fourth, the crust, Moho, and mantle are parameterized separately so that the sharp crust 
and mantle boundary (Moho) does not need to be artificially interpolated like in almost all 
tomographic studies. The parameterization allows us to use the whole P model throughout the 
crust that is constrained by the original travel-time data. This is particularly useful in our joint 




final result of the joint inversion. The fidelity of the P model for the whole crust allows us to 
extrapolate with confidence to a greater depth when the joint inversion requires it, simply 
because the crust was originally parameterized as such (see details in Xu and Song, 2010). 
Finally, the Vp perturbations in almost all the models above are consistent with Xu and Song 
(2010) along the station array in the crust. 
 
2.3.2 Examples from selected stations 
To demonstrate that our method works for different types of structures, we selected four 
representative stations (from the west to the east) of the JP results as displayed in Figure 2.7, the 
locations of which are shown in Figure 2.3 and Figures 2.6e,f. The four stations are 
representative of the diverse velocity features in the study region. Station 53063 has a shallow 
LVZ down to ~12 km and also a small LVZ in lower crust. Station 53150 has a distinct 
high-velocity, low-Vp/Vs layer in lower crust, which corresponds to the large positive amplitude 
before the Ps phase, and also a small mid-crust LVZ. Station 53219 has a broad LVZ from mid to 
lower crust, especially an anomalously low-Vs and high-Vp/Vs layer in lower crust. Station 
52043 has a gradual Moho transition, which is indicated by the wide Ps phase in the RF. These 
models show diverse structures, which the method can all find to fit the data well. The RFs and 





2.3.3 Joint inversion results along the station array 
The final results of Vs and Vp/Vs profile from the JP are shown in Figures 2.6e,f. Figure 2.6e 
shows that there are two distinct LVZs besides the surface sedimentary layer, one in the 
mid-lower crust at about 102 °E to 104.8 °E (hereafter called LVZ1), and the other in the shallow 
upper crust (down to depth of about 14 km) at about 98 °E to 99.8 °E (hereafter called LVZ2). 
The Moho depth increases from ~35 km under YMTB to the largest depth of the profile of ~48 
km under ICB and southern SYTB, and shallows gradually to ~40 km below the large LVZ 
under northern SYTB and southern YZB, and decreases further to less than 35 km under 
northern YZB. In the mantle, there are also two large LVZs, the locations of which seem to 
correlate with the two crustal LVZs. It is noticeable that the Moho seems to be shallower in these 
two regions compared to their surroundings of similar topography, which together might suggest 
additional buoyancy of mantle upwelling. The Vp/Vs profile (Figure 2.6f) displays a region with 
some very high Vp/Vs ratios (larger than 1.9), which is almost at the same location of LVZ1, 
suggesting possible partial melt. However, at the location of LVZ2, there are only a few spots 
with slightly high Vp/Vs ratios. We will compare the results with previous study by SUN14 
along the same profile below. 
 
2.4 Discussion 
2.4.1 Sensitivity studies 




joint inversion scheme and previous methods. We compare inversions with and without a Vp 
constraint, a top sedimentary layer, or a Vp/Vs constraint. 
 
1) Examples of joint inversions with/without Vp constraint and/or a sedimentary layer 
Figure 2.8 shows results without a Vp model (i.e. by fixing Vp/Vs value to 1.75) and/or a 
sedimentary layer for two stations (53063 and 53219). The results from the JP (which includes 
Vp profile and sedimentary layer) for the two stations have been shown in Figure 2.7a and 
Figure 2.7c, respectively. 
 
Station 53063 was selected as an example to show the effect of the sedimentary layer (Figures 
2.8a,b). The result from the joint inversion of RF and surface wave dispersion only without the 
Vp model is very similar to that of the joint inversion including the Vp model (Figure 2.8a). The 
results have a similar sedimentary thickness of ~0.8 km and a Moho depth (differing less than 
0.5 km). This is not surprising as the averaged Vp/Vs ratio for the joint inversion with the Vp 
model is about 1.805, close to the default value of 1.75 used in the joint inversion without the Vp 
model. However, the joint inversion of RF and dispersions without a sedimentary layer (Figure 
2.8b) shows very different velocity structure in upper crust, which has a high velocity layer 
followed by a prominent LVZ in order to fit the beginning part of RF. Because of the trade-off 
between difference depths, the structure at greater depths also shows some difference between 




fit well. On the other hand, by having a thin sedimentary layer of ~0.8 km, the amplitude and 
shape of the beginning part of the RF can be recovered quite well. The example demonstrates the 
importance of incorporating properly the sedimentary layer at the surface, even when the layer is 
thin. Without including such a layer the inversion may result in artifacts. 
 
Station 53219 was selected as an example to show the effect of incorporating a Vp-model 
constraint (without fixing the Vp/Vs ratio) (Figures 2.8c,d). The example does not need a 
sedimentary layer to fit the P waveform of the RF. The joint inversions with Vp model (Figure 
2.7c) can fit the large negative amplitude before the Ps phase in the RF much better, and thus 
revealing the low-Vs in lower crust more clearly, compared with using fixed Vp/Vs (Figures 
2.8c,d). In this case, the average crust Vp/Vs ratio is about 1.853, much greater than the default 
value of 1.75. The high average crustal Vp/Vs also causes the Moho to be ~3.5 km shallower in 
the joint inversion with Vp. 
 
2) Comparison of different inversions 
Figure 2.9 compares results from different inversions, which shows consistent features as well as 
significant differences when different data sets or inversion assumptions are used. The inversions 
include the joint inversions with Vp and other data sets (JP) (Figure 2.9a), with dispersion only 
(SD) (Figure 2.9b), with RF and dispersion only (SD+RF) (Figure 2.9c), and with RF and 




images show the two low velocity zones (LVZ1 and LVZ2) and the similar trend of the Moho 
undulations. 
 
However, the detailed structures vary significantly, including shapes and depths of the LVZs and 
the depths of the Moho. By comparing SD+RF and SD+RF-sed, it’s clear that the sedimentary 
layer can make a big difference on the crustal structure. Without a sedimentary layer (Figure 
2.9d), some artificial LVZs in the upper crust are created to fit the beginning part of RFs. The 
LVZ1 structure is deeper and closer to the Moho in both JP and SD+RF than in SD+RF-sed. An 
artificial high-velocity layer above the Moho can also be seen in SD+RF-sed. The LVZ1 in SD is 
not only broader (due to the averaging effect of the dispersion data) but also much shallower than 
in JP and SD+RF. The LVZ2 in SD is broader but extends deeper in this case. Between JP and 
SD+RF, LVZ1 is stronger and the shape stands out better in JP, and the LVZ2 also shows up 
better in JP. Furthermore, the low velocity structures in the mantle below LVZ1 and LV2 are 
more coherent and clearer in JP than in any other images. 
 
To test further the influence of an unknown Vp/Vs ratio, we conducted joint inversions with 
dispersions and RF only using the lower and upper bounds of the Vp/Vs ratio (1.6 and 1.9, 
respectively) for this profile (Figures 2.10a,b). The differences are clear both in the crust and in 
the mantle. The prominent LVZ1 even disappears completely if we use Vp/Vs=1.6 (Figure 2.10a). 




average crustal Vp/Vs of 1.853 from the JP) are indistinguishable compared with the joint 
inversion results (Figures 2.7a,c), except that with Vp/Vs=1.6 the negative amplitude before Ps 
was not well recovered. The tests demonstrate once again the trade-offs of model parameters and, 
if the Vp/Vs value has a large departure, the model differences are not only on the Moho and but 
also on the velocity structures both in the crust and the mantle (Figures 2.10a,c). 
 
3) Moho and crustal Vp/Vs ratio 
It is well known that the Moho depth (H) trades off with Vp/Vs ratio (k) in the inversion of the 
RF of the Ps converted wave (e.g., Zhu and Kanamori, 2000). Essentially, 
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where tPs is the time separation between Ps and direct P, p is the ray parameter of the incident 
wave. The average Vs in the crust can be constrained by the dispersion curves. Given the average 
crustal Vs, the Moho depth depends strongly on the crustal Vp/Vs ratio to fit the same Ps arrival 
in the RF. The larger Vp/Vs ratio would result in shallower Moho. This is clear in the 
comparisons of the tomographic images (Figures 2.9 and 2.10). Between JP and SD+RF (Figures 
2.9a and 2.9c), the Moho shifts are up to ~6.1 km and the standard deviation of the shifts is ~1.9 
km. 
 
Figure 2.11a summarizes the Vp/Vs ratio averaged over the whole crust for each station. The 




average crustal Vp/Vs ratio and Moho depth in JP (with Vp) from SD+RF (assuming 
Vp/Vs=1.75). The dH/dk slope is -34.2±3.5 km/1, which amounts to 6.8 km if k changes by 0.2, 
which is similar to what we expect from equation (2) (e.g., Zhu and Kanamori, 2000). 
 
2.4.2 Comparison with a previous study 
We now compare the results from the JP and from the previous study by SUN14, which used 
dispersion and RF data only. SUN14 also used H-k method of receiver functions (Zhu and 
Kanamori, 2000) to estimate the Vp/Vs ratio. They used a linearized inversion of dispersion and 
RF for the layered Vs structure. The layered parameterization at shallow depth can account for 
the effect of the sedimentary layer to some extent and SUN14 indeed shows some very slow 
velocities at surface. However, because of the variable thickness and elastic property of the 
sedimentary layer, a layered structure is not effective in accounting for the contribution of the 
layer to the RF waveform. Indeed, compared to SD+RF (Figure 2.9c), the S-velocity image in 
SUN14 (their Figure 2.4) is more similar to SD+RF-sed, including low velocity anomalies in the 
upper crust, the deeper LVZ1 and the shallower LVZ2, and the high-velocity layer above the 
Moho, all of which are indications of not accounting properly for the sedimentary layer as 
discussed above. 
 
In summary, we confirm that the JP results are generally consistent with SUN14, including the 




and SD+RF-sed. Thus, relative to SUN14, significant differences from the JP include: (1) the 
shallow upper crust structure, as the result of the inclusion of the sedimentary layer; (2) the 
strength and depth range of the LVZs (clearer in JP; LVZ1 becomes deeper at 20-40 km 
compared to 15-30 km in SUN14, while LVZ2 becomes shallower above 14 km compared to 
10-20 km in SUN14); (3) the Moho depth below the two crustal LVZs becomes shallower due to 
higher Vp/Vs ratios; (4) more coherent and clearer low velocity structures in the mantle between 
the two crustal LVZs. 
 
The Vp/Vs ratios derived from RFs only by SUN14 shows large scatter. While the values are 
relatively stable at 1.6 to 1.8 for the YZB (east of 103 °E or so), the values scatter from 1.6 to 2.0 
west of it. The large scatter reflects the uncertainty of the H-k method when the quality of the 
later multiple converted phases of the RF is poor. On the other hand, the averaged crustal Vp/Vs 
values from the JP show systematic variations (Figure 2.11a). Large average Vp/Vs values are 
located in the vicinities of the major crustal block boundaries, beneath NJF, RRF, and XJF. 
 
Undoubtedly the results from the JP are influenced by the uncertainties in the fixed P-wave 
model. We have examined several P models and chose a favorite one for this study (see Section 
3.1). However, if we choose any of the models, we expect an improvement from the JP over 
SD+RF with fixed Vp/Vs=1.75. Furthermore, our basic conclusions of this study (on crustal 




comparison between JP and SD+RF (Figures 2.9a,c), which is discussed above. The images are 
quite similar, although the JP image is sharper and more coherent and clearer. Basically, if the 
Vp/Vs differs by less than 0.05, the difference between inversions is not large (Figure 2.10d). 
The synthetic test in Figure 2.2a also shows the tolerance of the P model inaccuracy in the JP - 
The Vp at a location may not be accurate, but if the average Vp is correct, it still helps in the JP. 
Another clue is the systematic variations in the Vp/Vs ratios from the JP (Figures 2.6f, 2.11a), 
which correlate with crustal blocks and are hardly random. Thus, we argue that a reasonable (but 
less perfect) P-velocity model can provide a better constraint on the joint inversion of dispersions 
and RFs than simply assuming a fixed Vp/Vs. 
 
The LVZ1 structure in the mid-lower crust can be readily explained by partial melt as proposed 
by SUN14. Its correlation with very high Vp/Vs ratio (greater than 1.9 or Poisson’s ratio greater 
than 0.31) from our new imaging provides strong additional support (Christensen, 1996; Owens 
and Zandt, 1997). However, different from the interpretation in SUN14, the LVZ2 structure may 
not be due to crustal melting at all. In SUN14, the LVZ2 was at 10-20 km depth in the middle 
crust. However, by including a sedimentary layer in the JP, the LVZ2 is observed to be above 
~14 km, which does not fall in the depth range of mid-lower crustal flow. The depth range is well 
within the brittle part of the upper crust and many active faults exist in the area with strong 
topographic variation. A low-velocity anomaly can also be seen down to ~10 km depth beneath a 




high as in LVZ1. Thus, we interpret LVZ2 as the indication of active major fault zones at the 
upper crust depth instead of partial melt. Furthermore, slightly high Vp/Vs ratios are observed 
beneath major crustal block boundaries NJF and RRF throughout the crust without significant 
LVZs (Figure 2.6f).  
 
Bai et al. (2010) reported two zones of low electric resistivity at similar locations, one at depth of 
20-40 to 100 km at LVZ1 location, and the other at 20 to 70 km at LVZ2 location. The LVZ1 
low resistivity may be explained by low velocity partial melting crust and uppermost mantle. 
However, the LVZ2 low resistivity is unlikely related to the shallow upper crust low velocities 
because of the depth difference and the high rigidity of the shallow upper crust; rather, the low 
resistivity anomaly is likely related to the uppermost mantle low velocities, the elevated Moho, 
and the relatively high Vp/Vs throughout the crust. 
 
2.4.3 Comparison between JP and H-k results: issues about crustal multiples 
Multiple converted phases can help resolving the ambiguity in the well-known H-k method (Zhu 
and Kanamori, 2000). But they are usually much more difficult to identify than the Ps phase, 
which was an important motivation for the current study. Here we compared results from the H-k 
method and the JP. 
 




plots do not show strong energy of crustal multiples. For the stations that have relatively stronger 
and clearer energy (with smaller error ellipses in the H-k plots), we found some stations where 
the joint inversion results agree with H-k but many other stations where the two methods 
disagree. A couple of examples for each case are shown in Figure 2.12. The disagreements can be 
clearly observed between the predicted multiples (PpPs phase, in particular) for the JP and the 
multiples in the observed RFs. 
 
The crustal structure in SE Tibet is complex, which has significant crustal anisotropy and Moho 
dipping (Sun et al., 2014; Wang et al., 2017). The crustal complexity can influence the multiples 
of the RFs more than the Ps phase. To understand the discrepancy between the JP and the H-k 
results, we performed several synthetic tests with more complex model than a 1D isotropic 
model. Crustal anisotropy and dipping Moho would generate azimuthal variation in the travel 
time of the Ps phase as well as in the travel times of the multiples. Using the Raysum code by 
Frederiksen and Bostock (2000), we found that the effect of azimuthal anisotropy on multiples is 
almost the same as on Ps, while the effect of a dipping Moho on multiples is about 5 times of that 
on Ps (Figure 2.13). The relation nearly remains the same when the anisotropy strength or the 
Moho dip changes. The Gaussian width and ray parameter used in the synthetics are 2.5 and 0.06 
s/km, respectively. 
 




considered 4 models for the H-k (Figure 2.14): (1) A normal case with one-layer crust as 
reference; (2) with 8% crustal anisotropy; (3) with 15° Moho dipping; and (4) with a 2-km 
sedimentary layer. In the stacked RFs (Figure 2.14a), we see significant changes in waveforms, 
travel times, and amplitudes, relative to the normal case. The changes in the multiples are much 
greater than in the Ps, particularly for the dipping Moho case. For comparison, we performed JP 
for cases 2 and 3, either without multiples or with RF multiples (Figure 2.15) (we can reproduce 
the input models using the JP for the normal and sedimentary-layer cases using the Ps only as 
we’ve showed extensively above). Crustal anisotropy would blur the H-k plot (Figure 2.14b) and 
make the Moho transition gradual in JP and change the Vp/Vs depth profile significantly (Figure 
2.15a,b). The anisotropy causes azimuthal variation of the travel times of Ps and multiples 
(Figure 2.13) so that the stacked trace shows reduced amplitudes and distorted waveforms 
(Figure 2.14a). Thus, the gradual Moho (and consequently significantly reduced Vp/Vs at the 
bottom of the crust) is needed to fit the RF as best as possible. Still whether the multiples are 
included (Figure 2.15b) or not (Figure 2.15a), the models are quite similar and both can fit the Ps 
reasonably well but neither can fit the multiples perfectly. The dipping Moho has the greatest 
effect on the waveform of the multiples (time and amplitude) among the cases we considered 
(Figure 2.14a). If we include the multiples, both the JP (Figure 2.15d) and the H-k (Figure 2.14b) 
have large errors with a similar Moho offset of ~6 km and a Vp/Vs offset of 0.13 in H-k. While 
the JP inversion without the multiples (Figure 2.15c) cannot fit the multiples, the recovery is 




is not simple, as the H-k method or JP including the multiples can result in large errors. 
 
In the SE Tibet, the Moho dipping and crustal anisotropy have been found to be quite strong with 
large azimuthal variation of Ps RFs (e.g., Wang et al., 2017). The Moho dipping angle could 
reach ~25° beneath some stations (Wang et al., 2017). On the other hand, the non-uniform 
azimuthal coverage of RFs would also certainly bias the stacked RF. Furthermore, the 
combination of anisotropy, Moho dipping, sedimentary layer and intra-crustal interfaces would 
make the later arriving multiples complicated. Even when the multiples are strong and the H-k 
stack is very robust (with small error ellipse), the result can be wrong if the crustal structure is 
not simple (Figure 2.14). We are working on systematic corrections to the multiples to improve 
the H-k stacking. Before that, the multiples should not be included in the joint inversions and we 
urge caution in interpreting H-k results when there is a reason to believe the crust is complex. 
 
2.5 Conclusions 
We present a joint inversion scheme that incorporates surface-wave dispersions, receiver 
functions, and the P-velocity profile. The model is parameterized using a sedimentary layer at the 
surface and two connecting splines for the crust and mantle, respectively. The thickness of the 
sedimentary layer and the depth of the Moho are allowed to change. The crustal spline has a 
uniform node spacing, while the node spacing of the mantle spline increases with depth. We used 




dense linear array in SE Tibet, previously studied by SUN14. Extensive tests using synthetic and 
real data suggest that the method is suitable and robust for a variety of velocity structures and 
Moho discontinuities and provides constraints on crustal Vp/Vs profiles. The flexibility of the 
parameterization and the inclusion of the Vp constraint are crucial in the improved model 
recovery. The inclusion of a sedimentary layer is also important to fit the beginning part of RFs; 
an inversion without it may result in artifacts in both shallow and deep crust. Comparison of joint 
inversions with and without Vp model shows general agreement for the array profile. However, 
significant differences are clearly observable, including the shape and depth of LVZs, Moho 
depth, and mantle structure. The addition of a reasonable (even when it is less perfect) Vp model 
is more desirable than simply assuming a fixed Vp/Vs in such a joint inversion. Complex crustal 
structures (anisotropy, Moho dipping, sedimentary layer, and possible intra-crustal interfaces) 
have much stronger influence on the RF multiples (on both amplitudes and travel times) than on 
the Ps phase. Under such cases, the results from the H-k method can be wrong even when the 
multiples are strong. We suggest that systematic corrections on the crustal multiples are needed 
before they can be used in joint inversion or a modified H-k method. 
 
The results from the new joint inversion show two LVZs observed by SUN14. Prominent LVZ1 
located in the mid-lower crust under the Xiaojiang fault area correlates with anomalously high 
Vp/Vs ratios, suggesting possible partial melting. However, the other LVZ (LVZ2) was imaged 




crustal fault zones rather than partial melting as previously claimed. The major boundaries 
between crustal blocks show relatively high Vp/Vs ratios throughout the crust. We observed clear 
low-velocity structure in the mantle beneath the two crustal LVZs with elevated Moho, which 





2.6 Figures and Table 
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Figure 2.1. Synthetic tests on joint inversion of receiver functions and surface wave dispersions, 
with and without prior knowledge of Vp structure. (a) Vp is set to the true values. Inverted Vs 
(red) matches the input model (black) relatively well. (b) Vp/Vs ratio is set to 1.7 (compared to 
the average 1.8 of the input model). Inverted Vs does not match the input as well as in (a), while 







Figure 2.2. Same as Figure 2.1 but with and without prior knowledge of average Vp in the crust 
(e.g. from Pn station delay). (a) Correct average crustal Vp (6.25 km/s) is assumed, which would 
yield the correct input Moho depth (30 km) and produce the correct input Pn delay time. (b) 
Average crustal Vp is assumed to be a wrong value of 6.5 km/s, which would put the Moho at 
33.3 km in order to match the correct Pn delay time in (a). The inverted S structure recovered is 
considerably poorer than in (a) and has a Moho (at 30 km or slightly less) incompatible with the 







Figure 2.3. Distribution of seismic stations (triangles) with surface topography and geological 
elements. Inset shows the location of the study region. The red triangles are the 4 example 
stations for demonstrations. Red lines represent faults, and black lines are the boundaries 
between major blocks. The blue line AA’ is the profile shown in the following figures. (NJF, 
Nujiang Fault; RRF, Red River Fault; XJF, Xiaojiang Fault; YMTB, Yunnan-Myanmar-Thailand 
Block; ICB, Indo-China Block; SYDB, Sichuan-Yunnan Diamond Block; YZB, Yangtze Block). 







Figure 2.4. Synthetic test of the joint inversion of RF, dispersions, and Vp model (JP). The input 
velocity model has three layers in the crust and one layer in the mantle. The input model or input 
data, the result from surface wave dispersion (SD) inversion alone, and the results for the JP are 
shown in black, blue-dashed, and red lines, respectively. (a) Input Vs model and inversion results. 
(b) Input Vp model. (c) Input Vp/Vs model and inversion result from JP. (d) The observed RF 
(ORF) and the predicated RF (PRF) from the best-fitting model of the JP. (e) The observed 
Rayleigh wave group and phase dispersion (OD) curves and the predicated dispersion (PD) 











Figure 2.5 (cont.). Synthetic tests of the JP for various synthetic cases. (a) The input model has a 
2-km thick sedimentary layer compared with Figure 2.4. (b) The input model does not have LVZ 
compared with (a). (c) The input model has a high velocity zone (HVZ) compared with (a). (d) 
The input model has a higher velocity in the mantle compared with (a). (e) The input model has a 
4-km sedimentary layer compared with (a). (f) The input model has a high velocity layer in the 
lower crust compared with (e). (g) The input model has a Moho depth of 45 km compared with 







Figure 2.6. The three data sets used in the JP (a-d) and the final JP results (e,f). (a,b) Stacked RF 
profile from Sun et al. (2014) in waveform and amplitude, respectively. (c) Vp profile from Xu 
et al. (2010) (cut at the smoothed Moho depth from the JP). (d) Vs profile from Rayleigh wave 
group and phase velocity dispersions by Bao et al. (2015b). Used in the JP are the dispersion 
curves at each station. (e) The final Vs profile from the JP. (f) The Vp/Vs profile from the JP. 
Topography and geological elements are shown at the top. The black crosses mark the Moho, and 
the red crosses are the 4 example stations. The black line show the smoothed (spline fit) Moho. 


















Figure 2.7 (cont.). Four examples of the JP using real data. The panels for each station are the 
best fitting Vs model (red) with the 10000 best models (grey) to show the uncertainty, the input 
Vp model from Xu et al. (2010), the Vp/Vs from the JP, the observed (black) and predicted (red) 
RF, and group and phase dispersion curves, respectively. The four stations have distinctly 
different velocity structures: (a) 53063 with a shallow LVZ to ~12 km and a small lower-crust 
LVZ, (b) 53150 with a distinct high-velocity, low-Vp/Vs layer in lower crust and a small 
mid-crust LVZ, (c) 53219 with clear mid-lower crust LVZ and anomalously high Vp/Vs in lower 







Figure 2.8. Comparison of inversions with different data sets and parameterizations for example 
stations 53063 (a,b) and 53219 (c,d), respectively. The inversion results and synthetics are in red 
and the observed RFs and dispersion curves are in black. The examples show joint inversions 
with surface-wave dispersions and receiver functions (SD+RF) only (by fixing Vp/Vs at 1.75) 
that include (a,c) or do not include (b,d) a sedimentary layer in the parameterization. The 








Figure 2.9. Comparison of the S velocity profiles from different inversions. (a) Vs profile from 
the JP (enlarged view of Figure 2.6e). (b) Vs profile from surface wave dispersions (SD) only 
(Bao et al., 2015b). (c) Vs profile from joint inversions of dispersions and RFs (SD+RF) only. (d) 
Vs profile from joint inversions of dispersions and RFs without a sedimentary layer 
(SD+RF-sed). Topography and geological elements are shown at the top. The black crosses in 
(a,c,d) mark the Moho from the JP, and the black line in all the plots shows the same smoothed 
Moho as in Figure 2.6 from the JP. The red crosses in (c,d) mark the Moho from the 








Figure 2.10. S velocity profiles and examples on station 53219 from joint inversions of RF and 
dispersions (with sedimentary layer) using fixed extreme Vp/Vs ratios of 1.6 (a,c) and 1.9 (b,d). 
In (a) and (b), topography and geological elements are shown at the top. The black crosses mark 
the Moho from joint inversions, and the black line shows the same smoothed Moho as in Figure 
2.6 from the JP. In (c) and (d), the inversion results and synthetics are in red and the observed 
RFs and dispersion curves are in black. The inversion results are compared with that from the JP 







Figure 2.11. Summary of the inversion results on Vp/Vs ratio (k) and Moho depth (H) from the 
JP. (a) The average crustal Vp/Vs ratios along the profile with a spline fit. The averaged ratio is 
calculated from the Vp/Vs profile of the JP. (b) Plot of the Moho variation (dH, relative to 
SD+RF in Figure 2.9c) versus the variation of the averaged crustal Vp/Vs (dk = k - 1.75) from 







Figure 2.12. Examples of stations where (a,b) the joint inversion results agree with H-k and can 
predict the time of PpPs phase and (c,d) they do not agree. The red crosses mark the results of 
Moho depth and crustal Vp/Vs from JP. The black and red traces are the observed RFs (the Ps 
and PpPs phases have been corrected by move-outs with distances) and the predicted RFs 






Figure 2.13. Synthetic RFs along azimuth (vertical axes) for (a) 8% crustal anisotropy, (b) 15° 
Moho dipping, and (c) 15° Moho dipping of enlarged view, relative to a two-layer model with a 







Figure 2.14. Stacked RF (a) and results of H-k (b) for each model. The reference (normal) 
model has a 40-km crust with crustal Vp of 6.3 km/s and Vs of 3.6 km/s (Vp/Vs=1.75), and with 
mantle Vp of 8.1 km/s and Vs of 4.5 km/s (Vp/Vs=1.8). The black, blue, red, and green lines in 
(a) are calculated for the normal model, with 8% crustal anisotropy, with 15° Moho dipping, and 
with a 2-km sedimentary layer, respectively. The Normal and Sed-2km cases in (b) have very 






Figure 2.15. Results of JP for (a,b) model with 8% crustal anisotropy and (c,d) model with 15° 
Moho dipping. (a) and (c) used only the RF before the grey dashed line (-2 to 8 s) to exclude the 
multiples, while (b) and (d) used -2 to 25 s to include the multiples in the JP. The part after 8 s in 
(a) and (c) is predicted from the final model of JP. In all the panels, black lines show the 
observed or input, and red lines show the predicted. The green trace is the RF from the normal 
40-km-crust model (Figure 2.14, Vp/Vs=1.75, without anisotropy or Moho dip) as a reference. 
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CHAPTER 3: JOINT INVERSION OF SURFACE WAVE DISPERSIONS, RECEIVER 
FUNCTIONS, AND PN STATION DELAY TIME IN WESTERN CHINA 
 
3.1 Introduction 
Western China is a region with significant geological heterogeneity, including a series of rigid 
sedimentary basins surrounding several areas with active deformation (Figure 3.1). Particularly, 
in the southwest, the Cenozoic Indian-Eurasian collision has caused significant N-S shortening 
and E-W extension, uplift of the Tibetan Plateau to an average of 5 km, doubling of the thickness 
of Tibetan crust, and formation of the world’s highest mountain range, the Himalayas (Molnar 
and Tapponnier, 1975; Yin and Harrison, 2000). Western China is seismically very active, even in 
populous regions such as Yunnan and western Sichuan. Therefore, it is helpful to study the 
crustal and upper mantle structure beneath western China to understand the tectonics of the 
region and provide implications for earthquake hazards. 
 
However, despite decades of study in western China, controversy remains over basic aspects of 
its geology. For instance, one of the key issues, the history and mechanism of the uplift of the 
Tibetan Plateau is still in debate. Various hypotheses and models have been proposed, such as 
underthrusting of the Indian lithosphere beneath Tibet (Powell, 1986; Owens and Zandt, 1997), 
eastward rigid-block extrusion (Molnar and Tapponnier, 1975; Tapponnier et al., 2001), 




crustal flow (Bird, 1991; Royden et al., 1997, 2008; Clark and Royden, 2000; Klemperer, 2006). 
Nevertheless, none of these models can uniquely explain all the geological and geophysical 
observations in the Himalayan-Tibetan orogen. Instead, several processes possibly worked 
together with varying relative importance through time and space (Wang et al., 2014). 
 
In recent years, an increasing number of lines of evidence suggest that much of the Tibetan 
mid-to-lower crust is partially molten and mechanically weak (Wang et al., 2012; Agius and 
Lebedev, 2014). Most of them come from seismic tomography, such as ambient noise and 
surface wave tomography (Yao et al., 2008; Yang et al., 2012; Karplus et al., 2013; Xu et al., 
2013a; Hacker et al., 2014; Bao et al., 2015a), Pg and Sg traveltime tomography (Li et al., 2014), 
active-source seismic tomography (Wang et al., 2013), as well as joint inversion (Xu et al., 
2013b; Bao et al., 2015b; Li et al., 2017). The low velocity zones (LVZs) are mostly observed in 
the mid-crust beneath the plateau. Other lines of evidence include higher seismic attenuation 
(Hearn et al., 2008; Zhao et al., 2013), lower resistivity from magnetotelluric studies (Bai et al., 
2010; Le Pape et al., 2012; Dong et al., 2016), warm crust from thermal and density modeling 
(Jiménez-Munt et al., 2008), as well as results from geochemical (Chen et al., 2011) and 
petrological studies (Wang et al., 2012). However, it is still debated whether the low-velocity, 
low-viscosity layer is present beneath the entire plateau or limited to certain channels, what its 
properties are, how it deforms, and what its role is in plateau’s evolution (Agius and Lebedev, 




al., 2013a; Bao et al., 2015a) shared a similar feature, that the mid-crust LVZs (possible partial 
melt) are most prominent near the periphery of the plateau but seldom present in central plateau, 
implying that the crust of central plateau is relatively stronger, which supports the existence of a 
proto-Tibetan Plateau nucleus (Kapp et al., 2005; Wang et al., 2008, 2014; Lippert et al., 2014). 
 
The joint inversion of complimentary data sets has been widely used in seismic imaging to 
reduce the ambiguity of inversion results. Receiver functions (RFs) are primarily sensitive to 
velocity discontinuities instead of absolute velocity, while surface wave dispersion (SWD) data 
are mainly sensitive to vertical shear-velocity average but not to velocity discontinuity (Ammon 
et al., 1990; Shapiro and Ritzwoller, 2002). Therefore, the two data sets are commonly combined 
to resolve the trade-off between the depth of an interface and the average velocity above the 
interface (e.g., Ozalaybey et al., 1997; Julia et al. 2000; Shen et al., 2013; Xu et al., 2013b; Sun 
et al., 2014; Bao et al., 2015b; Deng et al., 2015; Li et al., 2017). However, this method is subject 
to trade-off with the crustal Vp/Vs ratio, which is usually a fixed parameter in joint inversions 
(Shen et al., 2013; Xu et al., 2013b). Multiple converted phases (e.g., PpPs and PsPs+PpSs) in 
the RFs can help to reduce the trade-off between crustal Vp/Vs ratio and Moho depth (Zhu and 






Synthetic tests (Figures 2.1-2.2 in Chapter 2; Li et al., 2017) suggest adding well-constrained P 
wave information will help the joint inversion to approximate the right S velocity model when 
the Vp/Vs ratio is unknown, which is often the case. The type of P information used in Chapter 2 
(Li et al., 2017) is crustal Vp model from local P-wave tomography, which can also come from 
seismic reflection/refraction. However, crustal Vp model is not available everywhere (e.g., for 
whole western China). In western China, seismic reflection/refraction is conducted only along a 
few profiles (Teng et al., 2013). On the other hand, the relatively sparse station distribution in 
this region may limit the resolution of crustal Vp from P-wave tomography to some degree. In 
this study, we introduce another type of P information, the Pn-wave station delay time from Pn 
travel-time tomography (e.g., Hearn et al., 1996; Liang et al., 2004; Liang and Song, 2006), into 
the joint inversion of RF and SWD. The nature of Pn tomography turns a 3D tomography 
problem into a 2D problem for the topmost mantle, which improves the lateral coverage and 
resolution. It can provide constraint on the Moho depth and average crustal P velocity, as shown 
in Table 2.1 (Chapter 2). We apply the joint inversion with Pn station delay on stations in 
western China, especially for the HiClimb seismic arrays in central-western Tibet (e.g., Xu et al., 
2013b). With the three data sets sensitive to different crustal parameters, a better constrained S 
velocity model can be found, as well as the Moho depths and crustal Vp/Vs ratios, which can 





3.2 Data and Methods 
3.2.1 Surface wave dispersion data 
For dispersion measurements on the HiClimb stations, we inherit the 4 to 45 s Rayleigh wave 
group and phase velocities from Xu et al. (2013b), which are measured using all the long period 
continuous vertical component data from Sept. 2002 to Aug. 2005. The ambient noise data are 
processed following the procedures by Bensen et al. (2007). For other stations used in this study, 
we interpolate group and phase velocities for each station from the dispersion measurements of 
whole China by Xu et al. (2013a), which are obtained from both ambient noise correlations and 
traditional earthquake data. The total dataset in Xu et al. (2013a) has dispersion measurements for 
period from 8 to 120 s, and a maximum of ~35,000 measurements for group velocity and ~22,500 
measurements for phase velocity at the period of 20 s. 
 
3.2.2 Receiver functions 
The RF data used in this study are processed and provided by Lupei Zhu (Zhou, 2013). As 
mentioned in Chapter 2, we stack the RFs with clear Ps phase for each station into one RF after 
moveout correction (Yuan et al., 1997) at a reference slowness of 6.4 s/deg using the IASP91 
model (Kennett and Engdahl, 1991). The Gaussian width for the RF data in western China is 3.0. 
We cut the RFs within 11 s to limit the crustal multiples because they are much more complicated 
than the Ps phase, especially for stations in the Tibetan Plateau, which may bias the inversion 




the crustal multiples will be able to be included in future inversions to provide more constraints on 
the crustal structure. 
 
3.2.3 Pn station delay time 
The Pn tomography and Pn station delay time data used in this study are described in Chapter 4 and 
Appendix B. A total of 49,888 rays from 608 stations and 4,372 earthquake clusters are used in the 
Pn tomography with the inversion scheme developed by Xu and Song (2010). The obtained Pn 
station delay time (defined below) at each station will be incorporated as input data in the joint 
inversion, and the obtained Pn velocities will also be used in the forward calculation. The station 





















 , is the vertical slowness in the crust. If we assume an average crustal 
velocity, we can estimate the crustal thickness. 
 
3.2.4 Joint inversion method with Pn 
The joint inversion scheme is similar to Chapter 2 (Li et al., 2017), which is also modified from the 
implementation of Xu et al. (2013b) for the joint inversion of RF and SWD data using the 




Vp model (as in Chapter 2), and use JPn to represent the proposed joint inversion method with Pn 
station delay time. The difference between JPn and JP includes: (1) In JP, the Vp model is fixed in 
the crust for forward calculations and calibration of crustal Vp/Vs; while in JPn, the Pn station 
delay time is used as input data in the objective misfit function together with RF and SWD (Eq. 2). 
(2) In JP, with a crustal Vp model, a crustal Vp/Vs profile will be obtained along depth, where 
localized high or low Vp/Vs at certain depths can be observed; while in JPn, only the average 
crustal Vp/Vs can be constrained, which is implemented as one searching parameter in the joint 
inversion (JPn). Nevertheless, an average crustal Vp/Vs ratio is also very useful (e.g., high value 
may indicate partial melt), which can be compared with the H-κ stacking (or H-κ-c in Chapter 1) 
results as well. 
 
The global search with Neighborhood Algorithm (Sambridge, 1999) is to minimize the misfit of 
the RF, SWD, and Pn data with model damping and smoothing. The objective misfit function of 
JPn method is constructed as: 
 1 2 3 0min obs pred obs pred obs predRF SWD Pnw D D w D D w D D m m Lm            (2) 
where D indicates data (observed or predicted; RF, SWD, or Pn); m is model parameter 
(S-velocity, Moho depth, and crustal Vp/Vs) and m0 is the reference model; parameters w1, w2 
and w3 are the relative weighting factors for RF, SWD and Pn misfit, respectively; L is the 
Laplacian smoothing operator; λ is the damping parameter, and φ is the smoothing parameter. 




respectively (Li et al., 2017). Same as in Chapter 2, before the joint inversion (JPn), we first 
perform an inversion with SWD data only using one cubic spline with a uniform node-spacing 
for the crust and upper mantle (a total of 15 nodes from surface to 150 km) to obtain an S 
velocity profile at each station as the initial model in the JPn, which can help the search to 
converge faster (Xu et al., 2013b). Another constraint is the Vs models from Xu et al. (2013a) for 
depths below 95 km, where the sensitivity of our dispersion data decreases. For the JPn, we 
generate 200 random models to start with, and iterate 2,000 times to obtain the final model. 
Consequently, the total number of models generated for each station is 200,200. The best fitting 
model is our final model. 
 
The model parameterization is the same as in Chapter 2 (Li et al., 2017), with a sedimentary 
layer at the surface and 2 cubic-splines for Vs in the crust and mantle, respectively. We use a 
stretching spline for the mantle so that the node spacing is smaller closer to the Moho to improve 
the resolution near the Moho, which can represent either gradual or sharp Moho (Xu et al., 2013b; 
Li et al., 2017). The searching parameters are also the same. 
 
Figure 3.2 shows a synthetic test to demonstrate the robustness of the proposed JPn method. The 
input model has a 2-km linear sedimentary layer and 3 layers in the crust, which includes a 
low-velocity, high-Vp/Vs zone in the middle crust over a half-space of constant velocity in the 




discontinuity depths and the Vs values. The predicted RF, dispersion curves, and Pn station delay 
time from the inverted model agree well with the input data. 
 
3.3 Results 
3.3.1 Example of JPn 
Figure 3.3 shows an example of the joint inversion with Pn (JPn) for a HiClimb station (Figure 
3.3a), and comparison with previous result by Xu et al. (2013b) from joint inversion of RF and 
SWD (Figure 3.3b). We test different weightings for RF, SWD, and Pn data in JPn, and finally use 
1.0, 1.0, and 1.5 for the stations in western China. With the inclusion of Pn station delay data, an 
average crustal Vp/Vs ratio of 1.824 is obtained from JPn, which is larger than the fixed Vp/Vs of 
1.75 in Xu et al. (2013b) and thus results in a shallower Moho depth of ~5 km (e.g., Li et al., 2017). 
The inclusion of a sedimentary layer in JPn helps to fit the beginning part of RF much better, 
especially for the negative arrival around 1 s which comes from the sedimentary layer. It also helps 
to avoid the unrealistic velocity gradient from 0-10 km in Figure 3.3b (Xu et al., 2013b). Moreover, 
as we have already included a sedimentary layer, we can use uniform node-spacing in the crust 
instead of stretching crustal nodes as in Xu et al. (2013b). This change allows us to resolve the 
mid-lower crustal velocity variations better as shown in the profile of Figure 3.3a. The JPn shows 
good recovery to Pn station delay (bottom-left) and SWD. The fit to RF from JPn is much better 
compared to Figure 3.3b (Xu et al., 2013b), especially for the mid-crustal arrivals. Another 




3.3b (Xu et al., 2013b). The reason is that Xu et al. (2013b) used 4 RFs with strong Ps amplitudes 
and different ray-parameters for this station (H1620), which would result in large velocity jump. 
However, in this study, we stack all the RFs with clear Ps phase (after distance moveout 
correction). As discussed in Chapter 1, the arrival times of Ps phase may vary with back-azimuth 
due to anisotropy and/or dipping structure, which would decrease the stacked Ps amplitude. 
Therefore, the Moho velocity jump observed in the current inversion may be underestimated, 
which suggest the necessity of harmonic correction on RFs before stacking and joint inversion. 
Nevertheless, it does not affect the Moho depth or crustal Vp/Vs as long as the Ps is stronger than 
noise level and can be identified in the inversion. The features discussed above suggest apparent 
improvement of the JPn method. 
 
3.3.2 JPn results on HiClimb 
For HiClimb seismic array, about half of the stations (60 stations) have good Pn measurements 
(from more than 8 events) to robustly constrain the station delay time, among which 32 stations 
have strong Ps conversions which are more reliable as it can hardly be misidentified. After 
applying JPn on these stations, we fit the obtained crustal Vp/Vs ratios with cubic-spline (Figure 
3.4) and then interpolate the Vp/Vs for all the HiClimb stations with RF and SWD data available. 
Then, we conduct joint inversions with RF and SWD data only with fixed crustal Vp/Vs from the 





Figure 3.4 show the crustal Vp/Vs ratios derived from HiClimb stations. The results that use all the 
stations that have the three types of data (60 stations) (open circles) are consistent with those from 
a subset of 32 stations that have strong Moho conversions (solid dots). The derived Vp/Vs ratios 
show large variation from the collision front across the Tibetan Plateau (TP). The Vp/Vs ratios in 
TP are significantly greater than in the Indian Shield. However, the ratios in the Lhasa Block are 
apparently smaller than in the Qiangtang and northern Himalaya Block. As shown in Figure 3.4, if 
we assume the Vp/Vs in the upper crust and lower crust to be 1.75 and 1.75/1.80, an average 
crustal Vp/Vs of 1.85 will correspond to a mid-crust Vp/Vs of 2.05/2.00, which could be related to 
partial melt (Owens and Zandt, 1997; Singh et al., 2015). 
 
Figure 3.5 shows the results of joint inversion with RF and SWD for all HiClimb stations with the 
interpolated crustal Vp/Vs from JPn. The velocity patterns in the final S velocity profile (Figure 
3.5a) are consistent with the joint inversion of RF and SWD only (Xu et al., 2013b; their Fig. 5), 
while the mid-crustal LVZ structure appears to be more prominent because of the change from 
stretching nodes to uniform nodes in the crust after inclusion of the sedimentary layer. Another 
major difference is in the Moho depth (Figure 3.5b), which is caused by the different crustal Vp/Vs. 
As shown in Figure 3.4, the crustal Vp/Vs ratios within the TP are mostly larger than 1.8, many of 
which are larger than 1.85, which result in the shallower Moho depths (red crosses) compared to 
the results in Xu et al. (2013b) (blue circles) in the TP (e.g., Li et al., 2017). The Moho depths at the 




quite scattered, does not deviate much in average from 1.75. The Moho depths near the 
Bangong-Nujiang Suture (~31.5 to 33°) are still as complicated as in Xu et al. (2013b) even from 
the improved joint inversions, which was also observed by Nabelek et al. (2009) from receiver 
functions (thick white or black line in Figure5a,b). We also compare the joint inversion results 
with seismicity (Figure 3.6), which will be discussed later. 
 
3.3.3 Preliminary result in western China 
Using the strategy outlined above, we have systematically performed JPn for each station that has 
all the three types of data (RF, SWD, and Pn delay time). From the joint inversion, we obtain an 
optimal crustal Vp/Vs ratio for each station. These Vp/Vs ratios are then interpolated to derive a 
preliminary Vp/Vs map (Figure 3.7). Note because of non-uniform distribution of stations for 
which we have performed the joint inversions, the derived Vp/Vs ratio map is highly uncertain. 
However, we do observe consistent large-scale pattern. In particular, the crustal Vp/Vs ratios are 
anomalously high in the TP compared to surrounding regions, which is also consistent with the 
Vp/Vs map from H-κ-c method in Chapter 1 (Figure 1.10b). More stations need to be included in 






3.4.1 Correlation between Vs and Vp/Vs 
By comparing Figure 3.4 and Figure 3.5a, it can be observed that the two regions with mid-crust 
LVZs, one around the YZS (Yarlung-Tsangpo Suture) in the northern Himalaya Block, and the 
other in the Qiangtang Block, correlate considerably well with the two peaks of crustal Vp/Vs 
along HiClimb, which can also be seen in Figure 3.6c. Low mid-crustal velocity and high crustal 
Vp/Vs together might suggest existence of partial melt in the mid-crust for these two regions 
(Owens and Zandt, 1997; Singh et al., 2015). 
 
Several recent shear wave velocity models covering western China (Yang et al., 2012; Xu et al., 
2013a; Bao et al., 2015a) shared the same feature that the mid-crust LVZs are most prominent near 
the periphery of the TP but seldom present in the central plateau. The preliminary map of crustal 
Vp/Vs ratios in the TP (Figure 3.7) also reveals an area with relatively lower Vp/Vs in central 
Tibet (Lhasa Block) compared with northern and southern Tibet. The relatively higher Vs and 
lower Vp/Vs (also observed in Figure 3.4 along HiClimb) in central Tibet (~30-32 °N) suggest that 
the Lhasa Block may have slightly different characteristics compared to the Himalaya and 
Qiangtang Block, which might provide support for the existence of a proto-Tibetan Plateau 





3.4.2 Correlation with seismicity on HiClimb 
Figure 3.6 shows the correlation between the joint inversion results and seismicity, which is within 
1.5° of the HiClimb profile from 1970 to 2015 (M>=4, 0-100 km). We use 3 earthquake bulletins 
for the statistics, namely the China Earthquake Administration (CEA) (Figure 3.6c), the USGS 
Preliminary Determination (PDE) (Figure 3.6d), and the International Seismological Centre (ISC) 
(Figure 3.6e). Most earthquakes occurred beneath the collision front and the Lhasa Block, while 
very few occurred in regions with mid-crust LVZs (Figure 3.6b). The two regions with low Vs 
(Figure 3.5a), high Vp/Vs (Figure 3.4) appear to be low in seismicity, while the Lhasa Block with 
higher Vs and lower Vp/Vs is seismically more active (Figure 3.6c-e), which suggest that the crust 
in Lhasa Block could be more brittle compared with the Himalaya and Qiangtang Block. 
 
3.5 Conclusions 
We present a search-based algorithm for the joint inversion of receiver function, surface wave 
dispersion, and Pn station delay time (JPn). We test the JPn method with dense HiClimb data, 
which shows general consistency with previous joint inversion results (Xu et al., 2013b) but 
considerable difference in details (mid-lower crustal structure and Moho depths). The obtained 
crustal Vp/Vs ratios correlate well with mid-crust LVZs as well as the seismicity along HiClimb. 
We also perform JPn on other available stations in western China and obtain a preliminary map 
of crustal Vp/Vs ratio. Much of the Tibetan Plateau shows high Vp/Vs ratios (1.8 and above). 




and southern Tibet but not as much in central Tibet (mainly the Lhasa Block), which may support 
the existence of a proto-Tibetan Plateau nucleus (Kapp et al., 2005; Wang et al., 2008, 2014; 










Figure 3.1. Map of topography, major geological blocks, and station distribution (triangles) in 
this study. The HiClimb stations are marked in green, which have higher-resolution SWD data. 
The abbreviations are: Himalaya Block (HB), Lhasa Block (LB), Qiangtang Block (QB), 
Songpan-Ganzi Fold Belt (SGFB), Sichuan Basin (SC), Qaidam Basin (QDM), Tarim Basin 








Figure 3.2. Synthetic test of joint inversion with RF, SWD, and Pn station delay (JPn). The input 
velocity model is shown by blue curve, which consists of a 2-km linear sedimentary layer and 3 
layers in the crust with a mid-crust low-velocity, high-Vp/Vs zone. The output velocity model is 
plotted in red which shows good recovery (also the average Vp/Vs). Note that the velocity jump 
within the crust is smoother than input model due to the natural smoothness of spline function. 
The predicted RF, dispersion curves (group and phase velocity), and Pn station delay time from 








Figure 3.3. Result of JPn on a HiClimb station H1620 (a) and comparison with previous result by 
Xu et al. (2013b) (b). (a) The final S velocity model (red) with best 10,000 models (grey) from 
global search, and the fit to RF, SWD, and Pn data from JPn. (b) The inverted S velocity model and 






Figure 3.4. Crustal Vp/Vs ratios derived from JPn for HiClimb stations. The curves are spline 
fits to the data. Solid dots show the results from the stations with the strong Moho conversions (a 
total of 32 stations), and open circles show the results for all the stations that have all the three 
types of data (a total of 60 stations). The HiClimb seismic array and the estimation of mid-crust 














Figure 3.5 (cont.). Results of joint inversion with RF and SWD for HiClimb stations with the 
interpolated crustal Vp/Vs from JPn (a), and the comparison of Moho depths from different 
studies (b). (a) The obtained S velocity profile with Moho depths marked by crosses (strong 
Moho conversion) or circles (more gradual Moho transition). The thick white line shows the 
approximated Moho location from the receiver function study by Nabelek et al. (2009) on 
HiClimb. (b) Comparison of Moho depths from Nebelek et al. (2009) (black line), H-κ stacking 
(Zhou et al., 2010) (green triangles),  joint inversion with RF and SWD by Xu et al. (2013b) 
(blue circles), and our joint inversion (red crosses). The topography and block boundaries are 














Figure 3.6 (cont.). Correlation between the joint inversion results and seismicity along HiClimb 
array. (a) HiClimb stations (black triangles) and the ranges used to count the seismicity (blue 
boxes). (b) Earthquake locations (1970-2015, 0-100 km, M>=4) within 1.5º in longitude of the 
HiClimb stations from China Earthquake Administration (CEA). The Vs profile is the same as 
Figure 3.5a but not smoothed. Most earthquakes occurred beneath the collision front and the 
Lhasa Block, while very few occurred in regions with mid-crust LVZs. (c) Correlation between 
the Vs/Vp (inverse of Vp/Vs) ratio (blue), the minimum S velocity in the mid-crust (red), and 
seismicity (its logarithm, green) from CEA plotted on the same scale. (d) Correlation with 
seismicity from PDE (USGS Preliminary Determination). (e) Correlation with seismicity from 









Figure 3.7. Preliminary map of crustal Vp/Vs ratios in western China obtained in this study. The 
symbols are the results from JPn (relative to 1.75), and colors are from interpolation. The colored 
maps are masked within 2 degrees of each station. The blue ellipse marks the region with 
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CHAPTER 4: TEARING OF INDIAN MANTLE LITHOSPHERE FROM HIGH- 
RESOLUTION SEISMIC IMAGES: IMPLICATIONS FOR LITHOSPHERE 
COUPLING IN SOUTHERN TIBET 
 
4.1 Introduction 
Uplift of the Tibetan Plateau (TP) (Figure 4.1), the largest and highest plateau in the world, is 
caused by the Cenozoic Indian-Eurasian collision (Molnar and Tapponnier, 1975; Yin and 
Harrison, 2000). However, what happens to the Indian mantle lithosphere (IML) during this 
process remains unclear. It has been proposed to be underthrusting or subducting beneath 
southern and central TP (Tilmann et al., 2003; Liang and Song, 2006; Li et al., 2008; Nabelek et 
al., 2009; Zhao et al., 2010). Moreover, seismic (Liang and Song, 2006; Ceylan et al., 2012; 
Liang et al., 2012; Bao et al., 2015; Chen et al., 2015; Peng et al., 2016) and geochemical (Hou 
et al., 2006) observations have suggested that the IML is possibly fragmented in certain 
locations. 
 
The southern Tibet is characterized by thrust faults along the collisional front and a series of 
surface rifts with different ages in the northern Himalaya and Lhasa blocks (Taylor and Yin, 2009) 
(see Figure 4.1 for main boundaries and rifts). Normal-faulting earthquakes occur throughout the 
TP, but are more common on the south-central Tibet (Figure 4.1). The dominant stress field in the 




(about 10 Ma) (Coleman and Hodges, 1995; Yin et al., 1999; Blisniuk et al., 2001) to Quaternary, 
which has generally been attributed to gravitational potential energy of the thickened crust 
(Molnar and Tapponnier, 1978) but could have also involved mantle lithosphere (Yin, 2000). 
Equally unusual is the presence of normal-fault earthquakes under the Himalaya and TP at 
intermediate depth (70-110 km) (Figure 4.1) (Chen and Molnar, 1983; Chen and Yang, 2004). 
Such intermediate-depth intracontinental earthquakes have been taken as an indication of a 
strong continental mantle lithosphere to accumulate elastic strain (Chen and Molnar, 1983), a 
long-held view that has recently been challenged and debated (Maggi et al., 2000; Jackson, 2002; 
Chen and Yang, 2004; Priestley et al., 2008). Here, we show clear images of the IML from 
high-resolution P and S tomography, which reveal strong relationship between the IML and 
rifting, intermediate-depth earthquakes, and other observations in southern TP. 
 
4.2 Methods and Data 
Our P and S images came from a new Pn tomography (Appedix B.1) and a recent surface-wave 
tomographic model (Bao et al., 2015), respectively. The Pn wave is a P wave traveling along the 
topmost mantle as the result of the sudden velocity increase at the Moho discontinuity, and can 
be observed from ~200 to over 1000 km in distance. The nature of the Pn wave turns a normally 
3D tomography problem into a 2D problem for the topmost mantle, improving its lateral 
coverage and resolution. We used a large collection of Pn travel time data in Tibet from various 




handpicked Pn arrivals from temporary deployments (Figure B.1), which improved significantly 
the coverage of the TP. 
 
4.3 Results and Discussion 
The tomographic inversion shows that the Pn velocity is low in the north and high in the south in 
general (Figure 4.2a), consistent with previous studies (Liang et al., 2004; Liang and Song, 2006). 
We interpret the boundary between the north and the south from the improved image as the 
northern frontier of the IML (IML-F). The improved image also shows considerable complexities 
in the southern and central TP. The high velocity regions are dissected by three narrow 
low-velocity bands that have a similar spacing and are nearly perpendicular to the collisional 
front. The strongest low-velocity anomaly along the Yadong-Gulu rift (YGR) was observed in a 
previous Pn tomography (Liang and Song, 2006) and was interpreted as a tear of the IML (Liang 
and Song, 2006; Liang et al., 2012; Bao et al., 2015; Chen et al., 2015). The latest Pn image 
suggests that the IML has been torn into four main pieces with three dissecting tears or weak 
zones. Resolution and error analyses suggest that the high-low velocity contrasts are resolvable 
and statistically robust (Appedix B). We have also performed an anisotropic Pn tomography by 
including anisotropy in the Pn velocity (Appedix B). The pattern of Pn velocity is quite similar to 
the inversion without including the Pn anisotropy, suggesting the Pn velocity pattern is not 





Our recent high-resolution S-wave model from surface-wave (Rayleigh-wave) tomography (Bao 
et al., 2015) (Figure 4.3) agrees with the Pn results. The 3D S-wave images show clearly high 
velocities separated by low-velocity bands in the top part of the mantle in the map view (Figure 
4.3a and Figure B.6a), in the depth view (Figure 4.3b), and in the 3D view (Figure B.6b). The 
slow Pn and the slow S anomalies are at similar but are not exactly at the same locations. The 
location of T1 is nearly the same, but the location of T2 or T3 can differ by 1-2 degrees. The 
discrepancy may be caused by the following reasons. First, Pn and surface waves have different 
sensitivities. The surface wave is sensitive to the average velocity profile with depth, while the 
Pn wave is sensitive to the very top of the mantle. Because of the vertical averaging of surface 
wave data, it’s not meaningful to examine the S velocity map right below the Moho. Second, the 
slow-velocity structures may not be vertical, thus appearing at slightly different locations at 
different depths (Figure B.6a). Third, the P and S tomographic resolutions are different. The Pn 
and surface-wave data sets are independent, giving rise to different resolutions. Furthermore, the 
resolutions are still limited because of the limited station coverage, particularly in the western 
TP. 
 
Combining the Pn image and the 3D S model (Figures 4.2-4.3, Figures B.5-B.6), we infer the 
geometry of the IML as follows. The IML has been fragmented into four segments, which have 
different advancements and subduction angles. The segment in the east (S1) shows nearly flat 




also flat, advancing to the Tarim Basin; and the segments in the middle (S2 and S3) have steeper 
subduction and advanced to about the Bangong-Nujiang suture (BNS) with S2 perhaps even 
steeper than S3. The 3D S model above is not deep enough to constrain the bottom of the IML. 
However, the lithosphere-asthenosphere boundary is imaged along a few dense north-south 
seismic profiles in S4, S3, S2 (and T1) (Kumar et al., 2006; Zhao et al., 2010) and the IML 
geometry is consistent with our results with an increasing angle of subduction from S4 to S2 (T1) 
(Zhao et al. 2010). Recent P tomography from Wei et al. (2016) shows clear fast-slow 
along-strike variations extending to depths of at least 260 km. Fast velocities extend further north 
in the western (S4) and eastern (S1) parts of the TP. T1 and T2 can be seen in an enlarged view 
of 100-km depth at longitudes of 90 and 85 degrees, respectively. T3 does not seem to show up 
in their model, whose resolution may be limited by sparse station distribution in western TP. 
Results from recent adjoint waveform tomography (Chen et al., 2015) also show similar 
fast-slow along-strike pattern when we zoom in the TP. Alternating fast-slow anomalies can also 
be observed from teleseismic P and S tomography under the eastern part of the TP from Liang et 
al. (2016). A band of low velocities are observed in T1 down to depth of 250 km in both their P 
and S models.  
 
The presence of the IML and its influence on the mantle flow in the asthenosphere are likely to 
affect the shear-wave (SKS) splitting pattern, which have been reported previously along a few 




compared a large collection of SKS splitting measurements (Wüstefeld et al., 2009) with the S 
model in the mantle (Figure B.7). We see changes of the splitting pattern across the IML-F line. 
In the northern TP in the Qiangtang Block, the delay times are generally larger than 1.5 s or even 
2.0 s and the fast directions are mostly in E-W direction, which correlates with the large area of 
low velocities in the mantle and suggests a strong eastward mantle flow. South of the IML-F, 
however, the delay times are mostly smaller than 1.0 s and the null stations (with no measurable 
splitting) are located almost exclusively in high-velocity regions, which may be due to the 
presence of the thick IML. Both the delay times and the fast directions are much more variable 
with many parallel to the slab-tear directions or oblique to the fast directions in the north, which 
may be attributed to the influence of the complex geometry of the IML with segmentation and 
different angles of underthrusting.  
 
The locations of the unusually intermediate-depth intracontinental earthquakes in the southern 
TP show a striking correlation with the fragmented IML (Figures 4.2 and 4.3b, Figure B.5). The 
earthquakes are located in the high P velocities within the mantle lid (Pn velocities) with very 
few exceptions (Figure 4.2), including events from routine bulletins and relocated events 
(depth >=70 km). The focal depths in bulletins have significant errors. However, statistical 
analyses on the depth distribution (Figure B.8) of the moderate-size earthquakes (magnitude >= 
4.5) relative to the fast velocities of the IML (Figure 4.3b, Figure B.5) suggest that the 




some of them must be in the IML as indicated by relocated events (below). The 
intermediate-depth events (depth>=70 km) from the EHB catalog (Engdahl et al., 1998), which 
have been relocated using depth phases, are all in the IML (Figure 4.3b, Figure B.5; only one 
exception in N. Tibet). Some selected events, which we refer as high-quality (HQ) events, have 
been carefully relocated using waveforms that are listed in Chen and Yang (2004) and Chu et al. 
(2009), including three that must be from the mantle according to waveform characteristics (Zhu 
and Helmberger, 1996). Intermediate-depth HQ events (depth>=70 km) are located exclusively 
in the fast regions in the SE Tibet (Himalaya and the Southern TP) and the NW Tibet (the 
western Kunlun) (Figs 1 and 2), respectively. We thus conclude that at least some of 
intermediate-depth events in Himalaya, S. Tibet, and western Kunlun are in the mantle and that 
these mantle earthquakes are associated with the cold (fast) parts of the subducted IML. The low 
occurrence of intermediate-depth earthquakes along the three tears, particularly the seismicity 
gap under the YGR (T1), is consistent that the IML has been weakened by a lithospheric tear. 
 
The HQ intermediate-depth events in the SE and NW Tibet have focal mechanisms consistent 
with E-W extension, similar to active extension and faulting at the shallow crust throughout the 
southern and central Tibet (Figure 4.1). The observation has been used to argue against the 
Indian subduction as the cause of the intermediate-depth earthquakes (Chen and Yang, 2004), 
however, the tearing of the IML would be consistent with the significant normal faulting 





Crustal seismicity and surface deformation also show a regular pattern that correlates well with 
the inferred fragmented IML (Figures 4.2 and 4.3), which seems to suggest strong coupling 
between the mantle lithosphere and crustal and surface deformation. The focal mechanisms in 
the southern and central TP are dominated by normal and strike-slipping faulting and so are the 
intermediate depth earthquakes. The distribution of earthquakes in the upper crust or in the lower 
crust shows patches of most active seismicity (Figure B.9) that coincide with fast mantle velocity 
blocks (Figure 4.2). Most seismicity (at the upper crust, lower crust, or the mantle) is separated 
by three noticeable gaps that coincide with the P and S low-velocity bands in mantle lid (Figures 
4.2, 4.3b, Figure B.5a). The most striking example is in the vicinity of the YGR, which shows 
low seismicity at all depths and low velocities in the mantle and mid-crust (Figures 4.2-4.3, 
Figure B.5a). 
 
A most recent strain rate calculation with good GPS station coverage in southern Tibet (Ge et al., 
2015) displayed a very clear pattern of four strong localized compression segments along the 
collisional front when little smoothing was used (Figure 4.3a). The four contours of strongest 
compression (with the largest dilatational strains less than -50 nanostrain/yr) fall in the four 
segments outlined by the high mantle lithosphere velocities. This observation indicates strong 
coupling of the IML and the shallow crust, producing the stronger localized compression at the 




through the tears, the subduction would exert considerably weaker mechanical coupling, 
resulting in a weaker compression at the collisional front. 
 
4.4 Conclusions and Conceptual Model 
The several different types of geophysical observations above (mantle P and S velocities, SKS 
splitting, mantle and crustal seismicity, focal mechanisms, and surface strain rate) seem to point 
to a consistent picture (Figure 4.4) that the IML has been torn into four main segments (S1 to S4) 
with three main tears (T1 to T3) (Figures 4.2-4.3, Figures B.5-B.6) and that the geometry of the 
subducted IML is likely to exert strong influence on the mantle flow of the TP as well as the 
deformation of the entire crust of the southern and central TP. The elevated topography in the TP 
alone may not have sufficient gravitational potential energy to produce E-W extension under the 
influence of compressive stresses at the convergence boundary (England and Houseman, 1986). 
The rapid rise of the TP from the convective removal of the thickened mantle lithosphere may 
produce sufficient E-W extension to replace the N-S compression as the dominant feature of the 
TP (England and Houseman, 1989), which may explain the rifting and normal faulting in the 
northern and central TP. However, much of the IML in the southern and part of the central TP has 
remained (Figure 4.2, Figures B.-B.6). We propose that the IML tearing may be the main cause 
of the crustal extension, rifting, and melting in the south-central TP. The frontier of the IML may 
have met different resistance along the strike, advancing shorter distance and at a steeper angle in 




shallow dip in the east and in the west. The heterogeneous resistance and advancement caused 
the IML to tear, which caused extension in the whole coupled crust and lithosphere (Copley et al., 
2011) and multiple rifts in brittle upper crust. The lithosphere tearing or weakening is not 
uniform, with T1 much more prominent than T2 and T3. The lithospheric tears (weak zones) do 
not have one-to-one correspondence with surface rifts as the heterogeneous upper crust responds 
to stress field from the mantle lithosphere, convergent boundary, and surface loading.  
 
The lithosphere tearing may be facilitated by pre-existing weak zones of the Indian plate that are 
deep-seated to at least lower crust (Godin and Harris, 2014). In fact, gravity data traced three 
Indian basement ridges (Munger-Saharsa Ridge, Faizabad Ridge, Delhi-Hardwar Ridge from 
east to west) to the vicinities of T1-T3, respectively, underneath the Himalayas and the southern 
Tibet (Godin and Harris, 2014). Large earthquakes of the past millennium (Bilham et al., 2001) 
were found within segments of the Himalayan collision zone, which did not propagate across the 
segment boundaries of the inherited structure of the Indian plate (Hetényi et al., 2016). 
Considering the deep-seated weak zones and the segmentations of the present-day strain at 
surface (Figure 4.3) and the lithosphere structure at depth (this study), we concur with the recent 
proposal (Hetényi et al., 2016) that the lateral extent of potential megathrust earthquakes may be 
limited by the segment boundaries. Our model of IML tearing is consistent with other geological 
and geochemical observations. Mechanical arguments on the large rift spacing in the TP suggest 




explain asynchronous volcanism that preceded the initiation of rifts in southern Tibet (Yin et al., 
1994). It is also consistent with a mantle source of the observed ultra-potassic adakites in 
southern Tibet (Hou et al., 2004) and a large area of the negative aeromagnetic anomaly (He et 
al., 2007) in the central segments, presumably a result of demagnetization from mantle heat flow 









Figure 4.1. Background topographic map (color) of the study region. Inset shows its location 
(blue box) in East and South Asia with topography (gray). The lines are the major block 
boundaries (gray), and rifts (normal faults) (Styron et al., 2010; Taylor and Yin, 2009) inside the 
TP (black line segments), respectively. The arrow indicates the Indian plate motion. The green 
circles are moderate and large normal-faulting earthquakes from global Centroid-Moment-Tensor 
catalog (Mw >= 5 from 1976 to 2016; Dziewonski et al., 1981), the white circles are 
intermediate-depth earthquakes (depth >=70 km) from the relocated EHB catalog (1960-2008; 
Engdahl et al., 1998), and the focal mechanisms are high-quality (HQ) intermediate-depth 
earthquakes (depth >= 70 km) determined from individual studies and listed in Chen and Yang 
(2004) (black) and Chu et al. (2009) (red). The abbreviations are: TRM, Tarim basin; QDM, 
Qaidam basin; SGFB, Songpan-Ganzi fold belt; QB, Qiangtang block; LB, Lhasa block; HB, 
Himalaya block; JS, Jinsha suture; BNS, Bangong-Nujiang suture; YZS, Yarlung-Zangbu suture; 
MBT, Main Boundary thrust; YRR, Yari rift; LGR, Lunggar rift; TYR, Tangra Yum Co rift; PXR, 






Figure 4.2. Map of Pn velocity (color) and seismicity (symbols and contours). The block 
boundaries (grey lines) and rifts (thin white line segments) are the same as in Figure 4.1. The 
symbols indicate intermediate-depth earthquakes (>=70 km): the relocated intermediate-depth 
events (red circles) from the EHB catalog and the HQ determinations (Figure 4.1) and routine 
earthquake bulletins (magnitude >= 4.5 from 1960 to 2017) (white circles) from the International 
Seismological Centre (ISC), the U.S. Geological Survey Preliminary Determination of 
Earthquakes (PDE), and the China Earthquake Administration. The thick white (or magenta) 
contours indicate earthquake clusters where the number of earthquakes of all depths (or 
depth >=40 km) within a 1-by-1 degree cell is larger than 190 (or 50), calculated using the ISC 
bulletin (1960-2017, magnitude>=4.0) (Figure B.9). The black dashed lines denote the locations 
of the three possible tears of the IML and the black dotted line marks the approximate location of 
















Figure 4.3 (cont.). Comparisons of S-velocity images (color) from surface-wave tomography 
(Bao et al., 2015) and other geophysical observations. (a) S velocity map at 130 km depth. The 
red contours indicate areas of the largest dilatational strain rates of less than -50 nanostrain/yr, 
calculated from GPS measurements with a smaller smoothing constant by Ge et al. (2015), which 
display four localized strong compression areas along the collisional front. The black dashed 
lines denote the locations of the 3 possible tears of the IML and the black dotted line marks the 
approximate location of the IML-F. The locations are similar to those in Figure 4.2. The 
bottom-left edge is cut according to the resolution in Bao et al. (2015). (b) S velocity 
cross-section along the white line in a. The elevation and the approximate locations of surface 
rifts are shown on top (see Figure 4.1 for abbreviations). The dashed line marks the turning point 
of the white line in a. The solid line shows the Moho estimated using the method by Xu et al. 
(2013). The circles are earthquakes deeper than 40 km within ±1 degree of the profile from the 
routine bulletins (white; magnitude >= 4.5; 1960-2017), the EHB catalog (black), and the HQ 
determinations (red). The white contours show where there are more than 4, 10, and 20 bulletin 
earthquakes, respectively, within ±1 degree in longitude and ±10 km in depth. The three tears of 








Figure 4.4. Idealized cartoon illustration of the tearing of the IML and coupling between the 
crust (orange) and the mantle lithosphere (blue) in south-central Tibet. The simplified block 
boundaries and rifts are shown on the surface (see Figure 4.1 for the abbreviations). The 
underthrusting IML is flatter and advances further in the west and east. The tearing of the IML 
from non-uniform advancement results in extension (white arrows) and normal-faulting 
intermediate-depth earthquakes (stars). The extensional stress couples to the crust and result in 
extension and rifting in the upper crust. The IML tears may not be uniform with the tear under 
YGR the strongest and they may not have one-to-one relationship with surface rifts. The IML 
tearing may induce mantle upwelling (red blobs) and the increased temperature at depth may 
produce mid-crust low-velocity zones (red lenses), which may connect to the surface rifts (brown 
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CHAPTER 5: NUMERICAL SIMULATIONS OF THE EFFECT OF 3-D WAVE 
PROPAGATION AND INTERNAL SCATTERING ON AMPLITUDE OF SURFACE 
WAVE AND EXTRACTION OF INTRINSIC ATTENUATION 
 
5.1 Introduction 
Compared with seismic velocity, seismic attenuation is a more critical factor for reflecting the 
temperature and fluid content in the Earth (Karato, 1993, 2003; Priestley and McKenzie, 2006; 
Adam et al., 2009), and for predicting ground motion from strong earthquakes, especially in 
sedimentary basins (Komatitsch et al., 2004; Olsen et al., 2006; Prieto, 2011). Attenuation can be 
inferred from the decay in amplitude of seismic waves. However, seismic amplitude can be 
influenced by several factors, including intrinsic attenuation, scattering, geometric spreading, site 
effect, as well as focusing and defocusing (wave propagation effect), and intrinsic attenuation is 
actually a relatively minor contributor (Ma et al., 2016; Feng and Ritzwoller, 2017). Therefore, 
before extracting attenuation, all the other factors need to be addressed with caution. 
 
This study aims to investigate the different factors that affect the amplitude of surface wave 
through numerical simulations, focusing on 3-D wave propagation and internal scattering. We 
use the spectral-element method (SEM) (Tromp et al., 2008; Peter et al., 2011) to study the 
propagation (focusing/defocusing) effect in western China, where there are 5 major sedimentary 




through some heterogeneous media, the velocity fluctuation will make the rays bend, which 
causes focusing and amplification of the amplitude if the velocity is smaller than that of the 
surroundings, while defocusing and de-amplification if the velocity is larger (Hoshiba, 2000). 
Focusing/defocusing effect on surface wave has been primarily studied at intermediate to long 
periods (e.g., Lay and Kanamori, 1985; Woodhouse and Wong, 1986; Selby and Woodhouse, 
2000; Dalton and Ekstrom, 2006; Bao et al., 2016; Ma et al., 2016), but not much at short periods 
(Feng and Ritzwoller, 2017). 
 
The spectral-element method (SEM) is widely used in simulating 3-D global and regional 
seismic wave propagation. As a continuous Galerkin technique (Tromp et al., 2008; Peter et al., 
2011), it has very good accuracy and convergence properties (Maday and Patera, 1989; Seriani 
and Priolo, 1994; Cohen, 2002; Deville et al., 2002; De Basabe and Sen, 2007; Seriani and 
Oliveira, 2008; Ainsworth and Wajid, 2009, 2010; Melvin et al., 2012), and is well suited to 
parallel implementation on supercomputers (Komatitsch et al., 2003, 2008, 2010; Tsuboi et al., 
2003; Carrington et al., 2008). Here, to study the effect of focusing and defocusing on surface 
wave amplitudes at short periods, we use the software package SPECFEM3D_GLOBE (Tromp 
et al., 2008; Peter et al., 2011) to simulate seismic wave propagation. Our study region is western 
China and its surrounding areas (Figure 5.1). The 3-D shear-wave velocity model used here is by 





The effect of internal scattering is as important, which could be the dominant contribution in 
very geologically heterogeneous regions (Bowden et al., 2015). The study of scattering effect is 
based on the theoretical formulation by Weaver (2011, 2013), using information from seismic 
ambient noise. In Chapters 2, 3, and 5, we have used surface wave dispersion data from both 
earthquakes and ambient noise (Xu et al., 2013; Bao et al., 2015), which utilized the travel-time 
information from ambient noise cross-correlation. It has been shown that it is also possible to 
extract amplitude and attenuation information from ambient noise (Weaver and Lobkis, 2001; 
Prieto and Beroza, 2008; Prieto et al., 2009, 2011; Cupillard and Capdeville, 2010; Tsai, 2011; 
Weaver, 2011, 2013; Lawrence et al., 2013; Bowden, et al., 2015, 2017; Viens et al., 2017). In 
this work, we perform numerical simulations with different strengths of intrinsic attenuation and 
internal scattering within an ambient noise field. It was observed that internal scattering not only 
affects the amplitude of the main arrival, but also generates spurious arrivals ahead of the arrival 
and coda arrivals afterwards, which complicates the measurement of surface wave amplitudes 
and the estimation of intrinsic attenuation. Ways to retrieve or remove the scattering effect are 
needed for measurement of the attenuation-related amplitude. The information from the spurious 
signals and/or coda waves might be useful in this process. 
 
5.2 Numerical Simulations on Propagation Effect 
5.2.1 Model and parameterization 




velocity model is needed. The 3-D S velocity model used is from our recent surface wave 
tomography of mainland China (Bao et al., 2015; Figure 5.2) using both ambient noise and 
earthquake surface wave data, with a resolution of ~2°. It included 864 CEA (China Earthquake 
Administration) permanent stations from 2008 to 2011, 401 temporary PASCCAL stations, and 
51 permanent stations from the IRIS Data Management Center. For tomography, more than 
700,000 dispersion curves were measured to generate group and phase velocity maps at periods 
of 10-140 s and 10-70 s, respectively. We incorporated the whole model (0.5×0.5°) into the 
global CRUST1.0 model (Laske et al., 2013) to use in the SEM simulations. We also calculate 
the 1-D average velocity model in western China (Figure 5.2b) and use it in another set of 
simulations for comparison, since there would be no focusing and defocusing effect, and all other 
factors (e.g., attenuation, geometrical spreading, and topography) are the same. Figure 5.2a 
shows the average S velocity in the upper 1/3 crust, as we are focusing on short periods (10 s and 
20 s), which are mainly sensitive to the shallow crust. Within our study area, prominently low S 
velocities are observed in the 5 major sedimentary basins, namely Junggar Basin, Tarim Basin, 
Qaidam Basin, Sichuan Basin, and Himalayan Foreland Basin, from the north to the south. The 
estimated thicknesses of the Tarim, Qaidam, and Sichuan Basin are shown in Figure 5.3 (Song et 
al., 2015), calculated using the same model (Bao et al., 2015), which is consistent with previous 
estimations (e.g., Stolk et al., 2013). 
 




SEM formulation. The number of elements at the surface along each side of the chunk is 320, 
with 40 MPI (Message Passing Interface) processors for each, 1,600 in total. The record length 
of our calculation is 30 minutes. The minimum period we can reach is about 8 seconds. As 
shown in Figure 5.1, besides the 710 real seismic stations from IRIS, we add 2,501 synthetic 
stations with 0.5° interval to improve the coverage and form lines to see how the amplitude 
changes. We conduct simulations with 13 synthetic point-source earthquake events for cases of 
both 3-D velocity model and 1-D velocity model, thus 26 simulations in total. 
 
Since we are only aiming at focusing and defocusing effect, we use a 1-D attenuation model, the 
PREM radial attenuation model (Dziewonski and Anderson, 1981). The effects of oceans 
(Komatitsch and Tromp, 2002), ellipticity (Dahlen and Tromp, 1998), topography (ETOPO4; 
NOAA, 1988), gravity (Komatitsch and Tromp, 2002; Dahlen and Tromp, 1998), rotation, and 
absorbing conditions (Komatitsch and Tromp, 1999) are also included in the simulations. 
 
5.2.2 Amplitude ratio and propagation effect 
After we obtain all the seismograms at the 3,210 stations from the 13 evenly ditributed synthetic 
events, we first apply bandpass filters of 8~12 s and 18~22 s to the Z components to get Rayleigh 
waves centered at 10 s and 20 s, and then measure the amplitudes of Rayleigh waves defined as 
the difference between the maximum positive and negative amplitude. We have also tried using 




which made little difference. 
 
The amplitude ratio at one station, which reflects the 3-D focusing and defocusing effect, is 
defined as the amplitude from 3-D model divided by the one from 1-D model of the same event. 
It is calculated at 10 s and 20 s separately. Figure 5.4 shows an example of one profile from 
Event 1, which propagates through the Tarim Basin. The stations are within 0.25° distance of the 
line of great circle. Large amplification can be observed within the basin, and there seems to be a 
focal point at ~39.4° N. The impact from the basin is stronger at 10 s than at 20 s as expected. 
 
The propagation effect (focusing/defocusing) is calculated at the midpoint between each two 
adjacent stations along a profile. It is actually the average effect along the path between the two 
stations. To make the measurements as uniform in space as possible, we only use the 2,501 
synthetic stations, since the real stations are quite scattered. The interval of measurements is 0.5° 
in most cases. The propagation effect P from station n-1 to station n is: 
P[(lon(n)+lon(n-1))/2, (lat(n)+lat(n-1))/2] = AmpRatio(n) / AmpRatio(n-1)         (1) 
If there are multiple measurements of P at one point from different profiles, the average will be 
taken as the final value at that point. For each event, a map of propagation effect can be obtained 





5.2.3 Results and discussion 
Among the 13 events we have simulated, the maps of amplitude ratio and propagation effect of 3 
events are shown in Figure 5.5 and Figure 5.6, respectively. In Figure 5.5, large amplitude ratios 
are observed inside the major basins, which sustain along the paths that pass through the thickest 
sediments (Figure 5.3). It is especially clear for the Tarim Basin, as there seems to be 2 focused 
areas with thicker sediments (Stolk et al., 2013; Song et al., 2015), resulting in 2 downstream 
amplification bands for Event 1 and 2. For Event 3, however, there is only one amplification 
band through Tarim, because from this direction (or azimuth) the effects of the 2 will interfere 
with each other. It suggests that the pattern of amplitude ratios depends largely on the direction 
when passing through the basins. 
 
Among all the basins, the Tarim Basin is found to have the largest impact on amplitude ratios, 
which is because of its greater size and slower seismic velocity (Bao et al., 2015). The maps at 
10 s and at 20 s are quite similar, while the amplitude ratios are generally larger at 10 s since it is 
more sensitive to shallow structure. In the maps of propagation effect (Figure 5.6), the overall 
patterns are similar as in Figure 5.5. The main difference is that the continuous bands of large 
amplitude ratios become interchanging large and small values of propagation effect. 
 
Figure 5.7 shows the measurements of amplitude ratios varying with azimuth and distance from 




see small amplification in Qaidam (around 50°) and a little of Tarim. At 8 degree, there is 
apparent amplification especially at Tarim (around 300°). At 12 degree, some paths have passed 
through Tarim, clear de-amplification can be observed on the two sides of amplification (e.g., 
Feng and Ritzwoller, 2017). 
 
Another way is to look at the amplitude variation on paths of amplification or de-amplification 
directly (Figure 5.8). Along the amplification path, the amplitude increases when it first hits the 
basin, which maintains or decreases a little and slowly builds up again after some distance as the 
energy is focusing into the path (Feng and Ritzwoller, 2017). While along the de-amplification 
path, the amplitude continues to decrease after entering the basin and finally stabilizes at very 
large distance. The perturbations at 10 s are always larger than at 20 s. 
 
There is one event (Event 4) that just falls within the Tarim Basin, which could be unrealistic as 
earthquakes seldom occur in the rigid basins. However, it is still useful as it suggests that we 
need to be cautious when the event is close or even within a sedimentary basin, which may bias 
the interpretation of amplitudes (Figure 5.9). Much more events need to be simulated in order to 





5.3 Numerical Simulations on Scattering Effect 
5.3.1 Theoretical formulation 
For a general case of incomplete, anisotropic diffuse noise field, the amplitude X of a correlation 
waveform between stations i and j is shown to form (Weaver, 2011): 
(2) 
where α is the average attenuation between stations i and j;  ωo is frequency; c is wave speed; si 
and sj are site effects at the two stations; Bi is the ambient intensity in the direction from i 
towards j evaluated at station i. An important and useful result here is that the ray amplitude X 
depends only on B in that direction. Therefore, considering stations in a linear array, the slope of 
the logarithm of the geometrically corrected amplitude as a function of distance would give an 
estimate of the average attenuation coefficient along the linear array, which can be estimated by 
the amplitude ratios of the Green’s functions from noise correlation. 
 
Weaver (2013) further provided a proof that correlation waveform C(t) between signals at 
stations R and r is given by an equality: 
 (3) 
This means that noise correlations C can be equal to G (Green’s function), with a coefficient that 
is Specific Intensity W, not just the usual proportionality C ~ G with an unknown coefficient in 




R are far apart compared to a wavelength, and (2) the noise field’s envelope varies smoothly in 
space and azimuth compared to a wavelength. If we neglect the ω dependence in W (field 
varying slowly with time), the above would lead to the previous formulation (Eq. 2). 
 
5.3.2 Method and preliminary results 
The numerical simulations are conducted following Weaver (2011), with simulated Gaussian 
noise sources represented by a discrete mesh in a square two-dimensional domain, as well as a 
diffuse wave field. The noise field is not isotropic, but the source intensity varies smoothly 
around the stations. Simulations with uniform attenuation and cell-distributed attenuation have 
been done (Weaver, 2011; Zhou, 2016; Figure 5.10), but not with internal scattering. The method 
used to preserve and calibrate the amplitudes of Green’s functions (GFs) is temporal flattening 
method proposed by Weaver (2011), which windows out energetic signals and use a flag trace to 
keep track of points that are kept, and then “flattened” using the average root-mean-square 
amplitude over a period of time (e.g. hours) using all stations and data points that have not been 
windowed out (Weaver, 2011; Zhou, 2016; Figure 5.11). 
 
In this work, we test simulations with relatively weaker scattering (half of intrinsic attenuation) 
and stronger scattering (same magnitude as intrinsic attenuation), trying to retrieve the input 




showing in Figures 5.12-5.14 (weaker scattering) and Figure 5.15 (stronger scattering), which 
suggest that the coda wave generated by scattering can be comparable or even as strong as (for 
the case with stronger scattering) the main arrival (Rayleigh wave) and may interfere with the 
main arrival, which makes the amplitude difficult to measure. Nevertheless, even in this case, the 
attenuation coefficient can still be recovered reasonably well, which suggests the temporal 
flattening method (Weaver, 2011) is still applicable, while some improvement are required to 
consider the complexity caused by internal scattering. 
 
5.4 Conclusions 
In this study, we perform numerical simulations for the effect of wave propagation and internal 
scattering on the amplitude of surface wave. Strong amplification is observed within the major 
basins, which sustains along the paths that pass through the thickest sediments and suggests the 
importance of source-to-basin direction on the whole pattern. The size and velocity perturbation 
of basins can also affect the pattern. The maps at 10 s and at 20 s are quite similar, while the 
impact of basins is larger at 10 s as it is more sensitive to shallow structure. On the other hand, 
scattering can generate strong coda wave which may interfere with the surface wave and make 
its amplitude difficult to measure. The temporal flattening method (Weaver, 2011) is still 
applicable in case of scattering but less stable. Methods to retrieve the scattering effect, which 
might use information from the spurious signals and/or coda waves, are in need for measuring 







Figure 5.1. Topographic map and station distribution of the study region. Background color 
shows the topography. The black line marks the Chinese boundary, and white lines indicate block 
boundaries. The yellow stars show the locations of 13 synthetic earthquake events, of which 4 
are labelled and shown. Red and blue triangles are 710 real seismic stations from IRIS and 2,501 






Figure 5.2. Velocity model used in this study from Bao et al. (2015). (a) Average S velocity in 
the upper 1/3 crust, adapted from Bao et al. (2015). Colored part indicates area of good 
resolution. The thick black lines are block boundaries, and the thin black line is the coastline. 
The red box outlines our study area (25-45 °N, 75-105 °E). The letters mark the 5 major basins in 
this region: the Junggar Basin (J), Tarim Basin (T), Qaidam Basin (Q), Sichuan Basin (S), and 
Himalayan Foreland Basin (H). (b) The 1-D average S velocity profile in western China (west of 






Figure 5.3. Sediment thickness of the Tarim (a), Qaidam (b), and Sichuan Basin (c) estimated by 








Figure 5.4. An example profile of amplitude ratios from Event 1. The event (star) and stations 
(triangles) are shown in the map on the left. The amplitude ratio at each station, sorted by 
distance, is displayed on the top panel. The black and red crosses are for 10 s and 20 s, 
respectively. The bottom shows the S velocity structure along the profile from the south to the 













Figure 5.5 (cont.). The 3D/1D amplitude ratio maps of (from top to bottom) Event 1 (center), 2 
(NW), and 3 (SW) at 10s (left panels) and 20 s (right panels). The yellow circles mark the 














Figure 5.6 (cont.). Propagation effect maps of (from top to bottom) Event 1 (center), 2 (NW), 
and 3 (SW) at 10s (left panels) and 20 s (right panels). The yellow circles mark the locations of 







Figure 5.7. The variation of amplitude ratios with respect to azimuth (0-360°) and distance (4, 8, 








Figure 5.8. The normalized amplitudes along an amplification path (left panels) and a 






Figure 5.9. Maps of amplitude ratio and propagation effect of Event 4 (in the Tarim Basin) at 10s 
(left panels) and 20 s (right panels). The yellow circles mark the locations of the event. Note the 






Figure 5.10. Tests with simulated field without internal scattering (Zhou, 2016). (A) Distribution 
of source intensity and receiver locations. The Gaussian noise source is highly non-uniform as 
indicated by the shades along the circumference. Temporal variation of the noise source has also 
been added, which mimics temporal variation of a seismic station on Earth. The attenuation 
inputs include four different values at the four quadrants. (B) Amplitudes extracted from GFs 
with different pre-processing procedures. The lines are true values from the inputs. Note the 
amplitude decays from the flattening procedure are very close to the true values. But the one-bit 
procedure obviously distorts the amplitudes. (C) The Green’s function (GF) obtained from 
inter-station correlations along the diagonal after using the temporal flattening method for 
pre-processing. (D) Extraction of attenuation for 2D array. The input Qs are fully recovered 
using a 4-cell parameterization (left) and reasonably well recovered in a 36-cell inversion (right), 






    
Figure 5.11. Illunstration of the temporal flattening method used to preserve the amplitudes of 
Green’s functions (GFs) (Weaver, 2011). (A) Data preprocessing. For a given trace, energetic 
signals are first windowed out. A flag trace is constructed to keep track of points that are kept 
(values of 1) or windowed out (values of 0). The windowed trace is then “flattened” using the 
average root-mean-square amplitude over a period of time (e.g. hours) using all stations and data 
points that have not been windowed out. (B) Calculation of GF. (top) A raw empirical Greens 
function (EGF) is constructed from the cross-correlation of “flattened” traces. (middle) 
Cross-correlation is also constructed using the flag traces, which indicates the number of data 
points that have been used in the EGF for a given time lapse. (bottom) The raw EGF is 







Figure 5.12. Tests with simulated data with weaker internal scattering. The attenuation due to 
scattering is half of the attenuation due to intrinsic absorption, and together gives a total 
attenuation coefficient of about 0.000965. The Gaussian noise source is only focused in the west, 
like shown in the left part of Figure 5.10A. (A) Station distribution and 6 example arrays. (B) 
The GFs obtained from inter-station correlations along the diagonal array A (same as the array in 
Figure 5.10A,C). The codas seem quite strong, and even become comparable with the main 
arrival at larger distances, which make the amplitude difficult to measure. (C) Decaying of 
amplitude along distance for the example array A. Here the amplitude is defined by the 
difference between the maximum and the minimum amplitude in GF. The attenuation coefficient 
fitting all the 9 measurements is 0.001284, while after removing two possible outliers it becomes 
0.000996, which reasonably agrees with the input value (0.000965), although the amplitude 






Figure 5.13. Decaying of amplitudes along distance for the 6 example arrays. The amplitude is 
defined by the difference between the maximum and the minimum amplitude in GF. Although 
the measurements seem to be more scattered than without scattering, the slopes still generally 







Figure 5.14. Extraction of attenuation for 2D array. The input attenuation coefficient is about 
0.000965. The input value is reasonably well recovered using a 4-cell parameterization (left), but 
not well recovered in a 9-cell inversion (right), which means the way to measure the amplitude is 








Figure 5.15. Tests with simulated data with stronger internal scattering. The attenuation is due 
half to scattering and half to absorption, which together gives a total attenuation coefficient of ~ 
0.001265. The noise source is same as above. (Left) The GFs obtained from correlations along 
the same array. The codas now become as strong as the main arrival at larger distances. (Right) 
Extraction of attenuation for 2D array. The amplitude is still defined by the difference between 
the maximum and minimum amplitude in GF. The input value is also reasonably well recovered 
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APPENDIX A: SUPPLEMENTARY TO CHAPTER 1 
 
 
Figure A.1. Similar to Figure 1.3, but for the end-member synthetic model SYN1 of dipping 






Figure A.2. Similar to Figure 1.3, but for the end-member synthetic model SYN2 of azimuthal 






Figure A.3. Similar to Figure 1.3, but for the end-member synthetic model SYN3 of plunging 






Figure A.4. Similar to Figure 1.3, but for synthetic model SYN5 of relatively larger dipping and 





Figure A.5. Similar to Figure 1.3, but for synthetic model SYN6 of dipping Moho and plunging 






Figure A.6. Similar to Figure 1.3, but for real data at station AXX in N-NW China, station WHN 


















Figure A.7. Tests of P azimuthal anisotropy on arrival times and H-κ-c stacking. (a) The stacked 
R-RF of the reference model (black), model with 5% S azimuthal anisotropy (red), with 5% P 
and S azimuthal anisotropy (same fast-axis) (green), and with 10% P azimuthal anisotropy (blue). 
The R-RF for model with 5% P azimuthal anisotropy behaves similarly to the one with 10% P 
azimuthal anisotropy, but has smaller time shifts. (b) R-RFs of the reference model for 
comparison. (c) R-RFs of the model with 10% P azimuthal anisotropy. (d) H-κ-c stacking for the 







Figure A.8. H-κ-c stacking results for models with different plunges of anisotropy. (a, c, e) 8% S 







Figure A.9. Tests of different weightings on H-κ stacking results before and after harmonic 







Figure A.10. Tests of different weightings on H-κ stacking results before and after harmonic 








Figure A.11. H-κ-c stacking results for station CAD (a,c) and SQH (b,d) in Tibet with searching 






APPENDIX B: SUPPLEMENTARY TO CHAPTER 4 
 
B.1 Data and Methods for Pn Tomography 
The study region of our Pn tomography is located at 15~50 °N and 70~110 °E. We inherited the 
original Pn data sets used in Liang et al. (2004) and Liang and Song (2006) (mostly arrival time 
picks from bulletins but also some hand-picked data). In addition, we hand-picked data in new 
stations for regions with poorer coverage, especially temporary deployments in southern, central, 
and western TP (Figure B.1). In summary, our Pn arrival time picks were collected from several 
sources: (1) Chinese national bulletins (Annual Bulletins of Chinese Earthquakes, 1985-1997); (2) 
Chinese provincial bulletins (1980-1997) from the Yunnan and Sichuan Seismological Bureaus; 
(3) international bulletins (1964-1997) from the International Seismological Centre (ISC); (4) 
hand-picked data from a few Chinese digital broadband seismic stations in western China; (5) 
hand-picked data from several temporary seismic arrays deployed in the Tibetan Plateau, 
including joint Sino-US research project (1991-1992; Owens et al., 1993), INDEPTH-II, 
INDEPTH-III (Nelson, 1996), HI-CLIMB (Himalayan-Tibetan continental lithosphere during 
mountain building; 2002-2005), Himalayan Nepal Tibet Experiment (YL, 2001-2002), Namche 
Barwa Tibet Experiment (XE, 2003-2004), and Western Tibet Experiment (Y2, 2009-2011). The 
hand-picked datasets are especially important for the substantially increased ray coverage in the 
southern Tibet (Figure B.1). The effort to assemble the different data sets was aimed at 





Performing Pn tomography is straightforward (e.g., Hearn, 1996). We followed the Pn data 
selection criteria and the earthquake grouping technique described in Liang et al. (2004). Finally, 
we obtained 49,888 rays from 608 stations and 4,372 earthquake clusters. We used the inversion 
scheme of Pn waves developed by Xu and Song (2010). For inversion parameters, we chose a 
smoothing factor of 120, a Pn velocity damping factor of 300, and a station and event delay 
damping factor of 1, after testing different values. For the initial model of inversion, we chose an 
average crustal velocity of 6.3 km/s, an average Pn velocity of 8.06 km/s, and an average Moho 
depth of 51 km (Liang and Song, 2006). The study region is divided into 2-D grids with the size 
of 0.5° × 0.5°. 
 
To examine the resolution of Pn tomography model, we perform several checkerboard tests and a 
synthetic test that resembles the observed low-velocity bands (Figure B.2). The resolution for Pn 
velocity perturbations in southern and central TP can reach 1.5~2° (Figure B.2a), and the input 
low-velocity bands in southern TP can be well recovered (Figure B.2b). 
 
We performed error analyses on Pn velocities using a bootstrap procedure (as in Liang et al., 
2004). For each bootstrap inversion, we randomly resampled (with repetition) the final 
earthquake clusters (total 4,372, see above) and performed the Pn tomographic inversion using 




obtained the standard errors of the bootstrap runs for each grid (Figure B.3). Because the bulletin 
data and the hand-picked data differ in quantity, quality, and coverage, we performed two 
separate bootstrap procedures. One is to resample all the data (Figure B.3a) while the other is to 
resample the bulletin data and the hand-picked data separately and then combine them for the 
tomographic inversion (Figure B.3b). The latter shows slightly smaller errors than the former. 
The standard error is within 0.04 km/s for almost all areas except for a few spots where it reaches 
0.04-0.05 km/s. The Pn velocity in the T1-T3 bands is generally 7.9-8.0 km/s with low values at 
7.84 to 7.92 km/s while the Pn velocity in the IML slabs S1-S4 is generally 8.2-8.3 km/s with 
high values at about 8.37 km/s. The difference between the low velocity bands and the high 
velocity slabs is about 0.3 km/s on average or about 0.5 km/s between end values, much greater 
than the estimated errors.  
 
To examine possible influence of Pn anisotropy on Pn velocity pattern, we have also performed 
anisotropic Pn tomography (Figure B.4). We followed the basic methods outlined in previous 
studies (Hearn, 1996; Liang et al., 2004) and modified the grid-based inversion scheme by Xu 
and Song (2010) for the anisotropic inversion. We used the isotropic Pn velocity as the initial 
model and set a smoothing factor of 1000 for anisotropy after some testing. Resolution tests 
suggest that the anisotropy can be reasonably recovered at 3 degrees by 3 degrees in the TP 
(Figure B.4d). The inversion results show stronger anisotropy strength in the Qiangtang Block in 




TP (Figure B.4b). It’s worth noting that the anisotropy strength pattern in the TP seems to follow 
the IML division, similar the SKS splitting measurements (Figure B.4a). The pattern of the fast 
direction of the Pn anisotropy is more complex without a clear pattern in the TP. One challenge 
in measuring Pn anisotropy is due to the different sampling depths of Pn waves in different 
distances (Sandvol et al., 2014). The pattern of Pn velocity (Figure B.4a) is quite similar to the 
inversion without including the Pn anisotropy (Figure B.4c), suggesting the Pn velocity pattern is 
not significantly affected by the complex anisotropy pattern of the region. The agreement is not 





B.2 Supplementary Figures 
 
 
Figure B.1. Map of ray density and stations and events used for the Pn tomography. White 
triangles with black margin are the earthquake bulletin stations and stations with hand-picked Pn 
arrivals used previously in Liang et al. (2004) and Liang and Song (2006). All the others are new 
hand-picked stations from temporary deployments, including network codes Y2 (red), XF 
(green), YL (magenta), and XE (cyan), and some others (blue). The grey dots are all the events 









Figure B.2. Resolution tests of Pn tomography. (a) Checkerboard test results with half 
wavelength of 1.5 degree (left) and 2 degree (right). The input model consists of a sinusoidal 
checkerboard pattern with half-wavelength of 1.5° or 2° and ±4% maximum velocity 
perturbation (respect to a background velocity of 8.06 km/s). (b) Resolution test that resembles 
the observed low-velocity bands in the central-south Tibet. The input velocity model (left) has 
low-velocity bands of -2% relative to the reference Pn velocity (8.06 km/s) and background 
uniform Pn velocity of +2% relative to the reference value. The low-velocity bands are well 








Figure B.3. Error estimate of Pn velocity. Shown is the standard deviation from 1000 bootstrap 
runs. The black dashed lines mark the locations of the three tears as in Figure 4.2. (a) Results 
from bootstrapping all the events used in the study. (b) Results from bootstrapping bulletins 








Figure B.4. Results of anisotropic Pn tomography (a, b, d), in comparison with inversion with 
including Pn anisotropy (c). The tears and the IML frontier marked (a, b, c) are the same as in 
the Pn map in Figure 4.2. (a) Pn velocity map from the inversion that includes Pn anisotropy. (b) 
Pn anisotropy from the anisotropic Pn tomography. The strength of the anisotropy is indicated by 
the color scale and the length of the bar (only >1% values are plotted). The fast direction of the 
anisotropy is indicated by the direction of the bar. (c) Pn velocity map from the inversion without 
anisotropy. The model is the same as in Figure 4.2 but smaller region is shown in Figure 4.2 to 
focus on the TP. (d) Recovered anisotropy from checkerboard test of anisotropic Pn tomography. 
The input is 3° patches of alternating N-S and E-W anisotropy with strength of 5% with uniform 
Pn velocity of 8.06 km/s. The output Pn velocity model has very small variation from the 















Figure B.5 (cont.). Cross-section views of the S-velocities of the four IML segments. (a) 
Location map of S velocities (at 130 km as in Figure 4.3a) for the four profiles (white lines). The 
circles are the same intermediate-depth events (>=70 km) as in Figure 4.2 from routine 
earthquake bulletins (white), the EHB catalog (black), and the high-quality determinations (red). 
The magenta dashed line in the bottom-left shows the edge of the resolution in Bao et al. (2015). 
The bottom-left part is constrained by a 3D global reference model (Shapiro and Ritzwoller, 
2002). (b) Cross-sections from the east to the west (segments S1 to S4), aligned by the Main 
Boundary Thrust (MBT). The white circles are earthquakes from routine bulletins (depth>=40 
km, magnitude>=4.5) within a zone of ±1 degree from the profile and the Moho (black solid line) 
was estimated using the method by Xu et al. (2013), as in Figure 4.3b. The intermediate-depth 
events (>=70 km) from EHB (black) and HQ (red) within each IML segment are projected onto 
the profile of the segment. The white dashed lines mark the inferred dipping top and front parts 
















Figure B.6 (cont.). More views of the mantle S velocity structure from Bao et al. (2015). (a) S 
velocity maps at 100, 120, 140, and 160 km. The black dashed lines show locations of the three 
possible tears and the IML frontier from Pn velocity map (same as Figure 4.2), and the red 
dashed lines indicate the approximate locations of the tears and the IML frontier from S velocity 
map at the corresponding depth. Thus, the black dashed lines are the same for different depths, 
but the red dashed lines changes according the S velocity map at each depth. The bottom-left part 
is cut off according to the resolution in Bao et al. (2015). (b) 3D view from the depths of 80 to 
160 km for S velocity values larger than 4.55 km/s, showing clearly the continuity of the low 
















Figure B.7. Same as Figure 4.3a but with and SKS splitting measurements (Wusterfeld et al., 






















Figure B.8 (cont.). Comparisons of earthquake depths from different sources. The data sources 
are routine bulletin (ISC, PDE, CEA), EHB, and HQ. To exclude subduction zone earthquakes 
beneath Pamir and Myanmar, we restricted events with magnitude >=4.5 to regions of 76-100 °E 
and 25-38 °N excluding the area of 94-100 °E and 25-27.5 °N. Left column (a1-e1) and right 
column (a2-e2) show histograms (number of events) as functions of event depth and depth 
difference, respectively. From top to bottom rows are five cases, including routine bulletin vs 
EHB (all depths) (a1,a2), bulletin vs HQ (all depths) (b1,b2), EHB vs HQ (all depths) (c1,c2), 
bulletin vs HQ for events with 70 km or deeper in the HQ data set (d1,d2), and EHB vs HQ with 
depth>=70 km in the HQ data set (e1,e2). We found a few depths with significantly higher 
numbers of events in earthquake bulletin (0, 10, 15, 33, 35 km). They likely represent 
undetermined depths and we removed those events in our analyses. For each comparison, we 
found the corresponding events that match with each other in the two data sources by the 
proximity of origin times and locations.  
 
The mean and standard deviation of the depth difference for each case are given in the plot. The 
standard errors of bulletin vs EHB or HQ range from 16.9 to 18.5 km. The standard errors of 
EHB vs HQ are smaller at 11.8 and 10.7 km, suggesting better locations. 
 
The means of the depth differences between bulletin and EHB or HQ are 2.6, 6.7, -7.8 km, 
respectively (the positive/negative number indicates deeper/shallower depth in the bulletin 
relative to EHB or HQ). The means of the depth differences between EHQ and HQ are 6.0 and 
3.3 km for all events and deeper events, respectively. 
 
In the same region as above, there are 87, 66, and 19 intermediate-depth events 
(magnitude >=4.5) in ISC bulletin with depth >=70, >=80, and >=100 km, respectively, and 29, 
23, and 5 intermediate-depth events in EHB catalog, respectively. The Moho depth reaches 50 to 
80 km beneath the Himalayas and TP (Figure B.5). The depth difference for individual events 
can be very large, reaching over 40 km (a2-e2). But given the small mean values (up to 8 km) 
and the standard errors (up to 19 km) for the depth differences, the probability that the 
intermediate-depth events (depth >=70, 80, or 100 km) are all located in the crust is extremely 
small. Assuming a model of Moho depth, the probability can be easily calculated, but the 








Figure B.9. Maps of seismicity (M>=4) of western China. Earthquakes are indicated by dots. 
The color shows the seismicity density (number of earthquakes) in 1-by-1 degree cells. The data 
are from the ISC bulletin (1960/1-2017/9). The three tears (T1 to T3) and the IML-F are the same 
as in the Pn map (Figure 4.2). (a) For all depths (mostly in the upper crust) with contour of 190. 
(b) For depth >=40 km (mostly in the lower crust) with contour of 50. 
