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Математика и кибернетика - фундаментальные и прикладные аспекты
Робота є другою в циклі трьох ста-
тей присвячених проблемі оцінки склад-
ності логічних дерев класифікації. 
Досліджується питання оцінки ефек-
ту мінімізації логічних дерев фіксова-
ної структури
Ключові слова: логічні дерева, кла-
сифікація, оптимізація
Вторая работа в цикле трех статей 
посвященных проблеме оценки сложно-
сти логических деревьев классифика-
ции. Исследуется вопрос оценки эффек-
та минимизации логических деревьев 
фиксированной структуры
Ключевые слова: логические дере-
вья, классификация, оптимизация
The second work in a cycle of three art-
icles devoted to a problem of an estimation 
of complexity of logic trees of classificati-
on. The question of an estimation of effect 
of minimization of logical trees of the fixed 
structure is investigated
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Вступ
В другій роботі дослідимо питання загальної оцін-
ки ефекту мінімізації деревоподібних логічних струк-
тур фіксованої структури спираючись на дослідження 
з [1].
Зважаючи на зауваження 1 з попередньої роботи 
[1], розглянемо два приклади (приклад 1 та приклад 2), 
на яких розглянемо загальний алгоритм мінімізації до 
кінця та формулу для s − ого етапу мінімізації.
Загальна оцінка ефекту мінімізації
Приклад 1
( )m = 2
N mm= + = + =2 2 2 62 ,
K m= =2 4  (номер критичного ярусу); ( , , , , )0 1 2 3 4 .





k :  2 2 2 162 2 2
2m m
= = =  (вершин, міток);
k +1:  2 2 2 322 1 2 1 5
m m+ += = =  (вершин);
2 2 2 42 2 2
1 2 1m− −
= = =  (міток: γ γ γ γ1 2 3 4, , , ).
k m= = =− −2 2 21 2 1 .
Впорядкування β β βij ij ji( )≠  на останньому ярусі 
має вигляд 
/ / / .... / /γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ γ1 1 1 2 1 3 1 4 2 1 2 2 2 3 2 4 4 1 4 2 4 3 4 4 . 




Рис. 1 (а,б). Загальний вигляд початкового дерева Dn  з 
ефективною структурою (*)  на 3-ому ярусі
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Визначимо, на якому ярусі буде знаходитися ефек-
тивна структура (*)  [1].
З рис. 1 можна побачити , що структура (*)  буде 
знаходитися на 3 − ому ярусі, який визначається за 
формулою:
i m= +−2 11  (1)
але 2 1m k− = , отже,
i k= +1  (2)
Розглянемо схему (рис. 2), в якій заради наочності 
початкове дерево ( )I  та дерево зі структурою ( )II  зо-
середжені в одному, та опишемо процес мінімізації для 
даного прикладу [1].
Рис. 2. Етапи мінімізації початкового дерева Dn
З рис. 2 можна побачити, що повна мінімізація 
вказаним вище способом проходить за два етапи. 
Звідси робимо висновок, що вона може продовжува-
тися до тих пір, доки на деякому кроці кількість мі-
ток на останньому ярусі підблоків стане рівною 2  (в 
нашому випадку γ γ1 2 ). Початкове дерево ( )D Dn0 = , 
зі структурою (*)  в третьому ярусі, номер якого 
визначається за формулою ( )1 , розпадеться на два 
піддерева β1
1  та α1
1 , які мають на останньому ярусі по 
чотири мітки. Мітки γ γ γ γ1 2 3 4, , ,  в блоці β1
1  зсунуться 
на один ярус (за рахунок появи w1
1 ), знаходяться 
вже не на третьому, а на другому ярусі ( , , )0 1 2 . Для 
здійснення подальшої мінімізації дерев β1
1  та α1
1  не-
обхідно забезпечити їм початковий вигляд: впоряд-
кованість βij , - для цього опускаємося на один ярус в 
блоках β1
1  та α1
1 . Як вже було сказано вище, така про-
цедура є формальною та на підрахунок складності в 
подальшому не впливає. Побудувавши у підблоках 
ефективну структуру (*) , можемо продовжити міні-
мізацію. Після другого етапу (для даного прикладу 
останнього) мінімізації максимальне дерево D0  роз-
падеться на чотири підблоки. Підрахунок складності 
D2  буде аналогічним D1 . Складність D2  буде рівна 







2≠ ≠ ≠  помноженого на 
чотири та без потроєного добутку міток γ γ1 2 , які ми 
враховуємо лише в одному з блоків, так як ведемо 




2 . Тоді складність дерев D D D0 1 2, ,  визначається 
з формул:
D Dn0
0 1 2 3 4 4 1 52 2 2 2 2 2 1 2 1 31= = + + + + = − = − =+  (3)
D S k1
0 1 2 2
2 1 2 2
2 2 1 2 2 2 2 2 1
2 2 1 2 1 2 3 1
1
= ⋅ − + = ⋅ + + − + =
= ⋅ − − + = ⋅ − =+






2 0 1 1
1 1 1 1
4 2 3 2 4 2 2 2 3 2
4 2 1 2 3 2 2
2
= ⋅ − ⋅ + = ⋅ + − ⋅ + =
= ⋅ − − ⋅ + = ⋅+
( ) ( )
( )
α
5 2 8− =
 (5)
Порівнюючи ( )3  та ( ),( )4 5 , можна побачити, що 
після повної мінімізації ( I етап, II етап) складність 
початкового дерева D0  зменшилася на 32  мітки, тому 
можна зробити висновок, що взятий нами спосіб міні-
мізації насправді буде ефективним.
Розглянемо приклад 2 та виведемо формулу для 
s − ого етапу мінімізації.
Приклад 2
( )m = 3
N mm= + = + =2 2 3 113 ;
K m= =2 8  (номер критичного ярусу);
K :  2 2 2562 8
m
= =  (вершин, міток);
K +1:  2 2 5122 1 9
m + = =  (вершин);
2 2 162 4
1m−
= =  (міток, функцій γ γ γ1 2 16, ,..., );
k m= =−2 41 .
Впорядкованість βij i j( , , ,..., )= =1 2 2 16
4  на k +1  ярусі 
має вигляд:
/ , , , ,.., / , , , ,...,
/ ..... / ,
11 12 13 14 1 16 21 22 23 24 2
16 16 1 16 2
⋅ ×
× ⋅ ⋅ , , ,..., /16 3 16 4 16 16⋅ ⋅ ⋅
.
Номер структури (*)  за формулою ( )1  буде дорів-
нювати 5 . Зі схеми (рис. 3) випливає, що повна мінімі-
зація для даного прикладу ( )m = 3  проводиться за три 
етапи, причому,
для D1  : ;k k
m
1





























але з ( )2  відомо, що i k= +1 , тоді:
i i k m1 1
11 2 1= = + = +− ;  (10)
i k m2 2
21 2 1= + = +− ;  (11)
i k m3 3
31 2 1= + = +− ;  (12)
i kS
m S
3 1 2 1= + = +
− .  (13)
П і д с т а в и в ш и  ( ),( ),( ),( )10 11 12 13  у  ф о р м у л у 
S iα = −2 1, знайдемо складність блоків α i  відповідно 
на 1 2 3, , ,....,s  етапах мінімізації:
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2 1 2 12 1= − = −






2 1 2 12 1= − = −






2 1 2 12 1= − = −





α = − = −
− +2 1 2 12 1 .  (17)
Врахувавши ( ),( ),( ),( )6 7 8 9  та ( ),( ),( ),( )14 15 16 17 , 








= ⋅ − + = ⋅ − − +








= ⋅ − ⋅ + = ⋅ − − ⋅ +








= ⋅ − ⋅ + = ⋅ − − ⋅ +
− −+( ) ( ) ;α  (20)
D SS




m S m S
= ⋅ − ⋅ − + =
= ⋅ − − ⋅ − +
+
+− −
2 2 2 1 2
2 2 1 2 2 1 2
1
2 1 2
( ) ( )







































Отримуємо ( )25  безпосередньо з ( )21 .
DS
S S Sm S m S= ⋅ − − ⋅ − + =
− −+ −2 2 1 2 2 1 22 1 2 1( ) ( )
= ⋅ ⋅ − −
− ⋅ + + =
−
− − −
2 2 2 2






m S m S
= ⋅ ⋅ − + −
− ⋅ − =
− −
−






m S m S
( )
( )
= ⋅ + − =
− − −2 2 2 22 2 1S S
m S m S
= ⋅ + −
− −2 2 1 22 1
m S S S( ) .
Отже, формули ( )21  та 
( )25  (спрощений варіант) є 
загальними формулами для 
знаходження складності де-
рева на s − ому етапі мінімі-
зації. З (прикладу 1 ) та (при-
кладу 2 ) відомо, що:
2 1 2 5 22
1− = = ⋅ −: D DS ,
2 2 2 9 43
1− = = ⋅ −: D DS ,




з якого очевидно випливає ( )27
2 1 20m S− = =
m S− = 0
m S=  (27)
але m − ціле число, а отже і s − ціле та нам відомо, 
що
N mm= +2  та N n m= +
отже 2m m n m+ = + ,
2m n=  (28)




m n S= =log2  (29)
і остаточно:
S n= log2  (30)
Тепер, вра хову юч и форм ул и Dn
m
= −+2 12 1  та 
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Рис. 3. Етапи мінімізації початкового дерева Dn
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⋅ + + ≈
⋅
+ +
( ( )) ( ) , 












Таким чином, ефект мінімізації 
D
DS
0  для дерева 
D Dn → 0  для описаного вище способу мінімізації буде 
виражатися формулою ( )31 .
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