We propose a model molecule to investigate microscopic properties of a binary mixture with a closed-loop coexistence region. The molecule is comprised of a Lennard-Jones particle and a uniaxial quadrupole. Gibbs ensemble Monte Carlo simulations demonstrate that the high-density binary fluid of the molecules with the quadrupoles of the same magnitude but of the opposite signs can show closed-loop immiscibility. We find that an increase in the magnitude of the quadrupoles causes a shrinkage of the coexistence region. Molecular dynamics simulations also reveal that aggregates with two types of molecules arranged alternatively are formed in the stable one-phase region both above and below the coexistence region. String structures are dominant below the lower critical solution temperature, while branched aggregates are observed above the upper critical solution temperature. We conclude that the anisotropic interaction between the quadrupoles of the opposite signs plays a crucial role in controlling these properties of the phase behavior.
I. INTRODUCTION
Phase behavior of multicomponent mixtures is one of the key issues in condensed matter research [1] . When we are to understand the mechanism of the phase behavior, among various phase diagrams, those of binary fluid mixtures are of fundamental importance because they are easy to control and analyze. We show typical temperature-composition phase diagrams observed in binary liquids in Fig. 1 . The apexes on these phase LCST-type, and (c) closed-loop-type (LCST < UCST) phase diagrams. In each diagram, the red curve is the phase coexistence curve, i.e., the binodal curve, and the apex(es) on the curve is(are) the critical point(s). Thermodynamically, the binary liquid separates into two phases in the region labeled "2 phases," while it is homogeneous in the region labeled "1 phase." * Present affiliation: National Institute of Advanced Industrial Science and Technology (AIST), Tsukuba 305-8568, Japan; Electronic mail: m.toda@aist.go.jp coexistence curves are the critical points. Based on the position of the critical points on the phase diagram, these phase diagrams can be classified into three types: Fig. 1 (a) the upper critical solution temperature (UCST) type, (b) the lower critical solution temperature (LCST) type, and (c) closed-loop type that has the characters of both UCST and LCST-type phase diagrams. Although most binary liquids show the UCST-type phase diagram, there is a certain group of mixtures that show the LCST-type phase diagram. Water-phenol and hexane-nitrobenzene systems are examples of the former type, while watertriethylamine and water-1-ethylpiperidine systems are ones of the latter type [2] . Examples of the remaining closed-loop type are rather few but have a special importance as a prototype system to study both UCST and LCST-type phase behaviors in a unified manner. Nicotine-water mixture is a typical example of this category [2, 3] . From a scientific point of view, such a closedloop phase diagram is a manifestation of the re-entrant phase transition [4] , which has been a target of intensive studies in the fields of colloidal science [5] , protein science [6] , and high energy physics [7] . From an engineering one, on the other hand, understanding the differences in the microscopic behavior between UCST and LCST is also crucial in controlling the phase separation phenomena in chemical processing.
The phase behavior near the UCST of a binary mixture can be explained by the balance between the entropy of mixing of the two components and the van der Waals attractive interaction between similar species. On the other hand, the phase behavior near the LCST is more complicated than that near the UCST and is still not well understood. As far as low-molecular systems are concerned, it is known that the behavior is related to an entropy effect associated with molecular orientations caused by anisotropic intermolecular interactions [4, 8] . At low temperatures, specifically, the anisotropic interactions form molecular complexes composed of different species, which exist in the spatially homogeneous onephase state below the LCST. Anisotropic interactions such as hydrogen bond also play a key role in the formation of self-organized structures observed in condensed matter [9] . Hence, understanding molecular details of the behavior of liquids with the anisotropic interactions is one of the central issues of materials science. Based on the above idea, previous studies have adopted a shortranged anisotropic interaction between different species into their models [10] [11] [12] , with which they succeeded in reproducing the closed-loop phase diagram. As these existing studies have been carried out with on-lattice-based structures and/or spatially discretized anisotropic interactions, however, the shape and the statistical properties of the molecular complexes at temperatures below the LCST can be artifacts of the discretizations assumed in their models.
The purpose of the present study is to uncover molecular-scale properties of binary liquids with a closedloop coexistence region using an off-lattice molecular model which is more realistic than the previous models. For this purpose, we propose a minimal model molecule that is free from the lattice discreteness. Our model molecule is an anisotropic molecule that consists of only two elements: a Lennard-Jones (LJ) particle and a uniaxial quadrupole. It is important here to note that we succeeded in reproducing the LCST-type phase diagram by using molecules with electric quadrupoles but without electric dipoles. Because real molecules such as water and triethylamine that show LCST-type phase diagram usually have a permanent electric dipole in addition to quadrupoles and higher multipoles, it has not been clear whether the electric dipole is the origin of the LCSTtype phase diagram or not. Thus, our model system can serve as a counter-example to the common idea that the LCST-type and the closed-loop-type phase diagrams are caused by anisotropic interactions due to the electric dipoles. From the standpoint of multipole-multipole interactions, in this study, we examine the phase behavior of our binary mixtures and discuss a condition for the occurrence of the lower critical point or the closed-loop coexistence region. We carry out molecular simulations on the high-density binary mixture of the quadrupolar molecules using two techniques, i.e., the Gibbs ensemble Monte Carlo (GEMC) method [13] [14] [15] and the molecular dynamics (MD) method. Our results show that the anisotropic interaction between the quadrupoles of the opposite signs is a key factor in the realization of a closedloop coexistence region and that the dipole-dipole interaction is not necessary for the occurrence of the lower critical point.
The rest of this paper is organized as follows: We present our model molecules in Sec. II and describe important parts of the used simulation methods, i.e., GEMC and MD, in Sec. III. We show the results ob- is a Lennard-Jones (LJ) particle with a uniaxial quadrupole. We assume that the particles A and B have the quadrupoles with the same magnitude but with the opposite signs. Such a situation can be realized by assuming the same density distribution of charges with the opposite signs for molecules A and B.
tained from the GEMC simulations in Sec. IV and those from the MD simulations in Sec. V. In the former section, we discuss the phase behavior and a condition for the occurrence of the lower critical point from the viewpoint of multipole-multipole interaction between the constituent molecules. In the latter section, on the other hand, we discuss structural properties in stable one-phase states outside the closed-loop coexistence region. Finally, we conclude the present study with a brief summary and outlook in Sec. VI.
II. MODEL AND ITS PROPERTIES

A. Minimal model: uniaxially quadrupolar molecules
Our model molecules are aimed to be a minimal model that can reproduce the LCST-type or the closed-loop phase diagrams. We also expect that a permanent electric dipole is not an essential element for these phase diagrams. Thus, we want to exclude any electric dipole from our model. In order to satisfy these requirements, we introduce model molecules A and B shown in Fig. 2 . For the isotropic part of the intermolecular interaction, we assume the usual LJ potential between the same type of molecules (A-A and B-B) [16] and only the repulsive part of the LJ potential between the different types of molecules (A-B) [17] , respectively. We assign a common diameter σ and a common interaction strength ǫ to all of these potentials. For the anisotropic part, we assume that each molecule has an electrically polarized rigid rod with a total length 2d embedded at the center of the molecule. We assign point charges ∓2q and ±q to the center and both ends of the rod in the molecule A/B, respectively. Judging from such charge distributions, the overall net charge (monopole) and all the oddordered multipoles (dipole, octupole, ...) of the molecules are vanishing exactly and the quadrupole becomes the leading contribution to the intermolecular Coulomb interaction [18] . Therefore, we can treat the molecule A/B . Two variables of the interaction potential are the distance r between the cores of two molecules and the angle θ between two molecular axes embedded in each of the molecules. In the upper panel of each figure, the configuration of molecules is changed from the parallel (colinear) to the perpendicular orientation. On the other hand, in the lower panel, the configuration is changed from the perpendicular to the parallel (non-colinear) one. The magnitude of quadrupole moment is |Q| = 4.32 × 10 −2 . In all the landscapes, a dashed contour line is drawn along energy zero and the other contour lines are drawn every energy 10.
as a quadrupolar sphere with the quadrupole moment Q A/B = ±2d 2 q. For the MD simulations, we assign mass m to both ends of the rod in each molecule. Our model molecules are conceptually similar to TIP4P water model [19] , which is widely used in the studies on water. The main difference is that TIP4P has electric dipole, while our particles do not. Although the usual LJ particles have only translational degrees of freedom, our model particles shown in Fig. 2 have additional rotational degrees of freedom, which gives a kind of molecular shape to the spherical LJ particle. Due to this reason, we call our simple model particles "molecules." Hereafter, we describe all the physical quantities in non-dimensional units by measuring length, energy, mass, time, and electric charge in the units of σ, ǫ, 2m, (2mσ 2 /ǫ) 1/2 , and the elementary charge e, respectively. In addition, we use reduced temperature by using the unit of ǫ/k B , where k B is the Boltzmann constant.
B. Anisotropic interaction between quadrupolar molecules
Figure 3 is the energy landscapes between the quadrupolar molecules shown in Fig. 2 . The energy is comprised of the isotropic part described by the LJ potential and the anisotropic one by the uniaxial quadrupole moment with its magnitude |Q| = 4.32 × 10 −2 . Two variables of the interaction energy are the distance r between the centers of two molecules and the angle θ between two molecular axes embedded in each of the molecules. The configuration of the two axes at θ = 0 is a parallelly-oriented, i.e., colinear-shaped one in the upper panels of Figs. 3 (a) and (b) and a perpendicularly-oriented, i.e., T-shaped one in the lower panels. From these energy landscapes, we can recognize that there is a clear short-ranged anisotropy in the interaction between two quadrupolar molecules: In the case of a pair of the same species, the T-shaped configuration is more preferred, while in the case of a pair of the different species, the colinear-shaped one is more preferred. Surely, the interaction between a pair of our quadrupolar molecules is anisotropic as with the interaction between a pair of the Stockmayer particles, which consist of a usual LJ particle and a point dipole [20, 21] . However, there are various differences in their behaviors. First, the quadrupole-quadrupole interaction decays with the interparticle distance r as r −5 in three dimensional space, while the dipole-dipole interaction decays much more slowly as r −3 [22] . This means that the interaction between our quadrupolar particles is a shortranged interaction, while the interaction between dipolar particles such as Stockmayer particles is a long-ranged one. Next, the quadrupole-quadrupole interaction oscillates more frequently along with the relative orientation between the molecules than the dipole-dipole interaction. In Sec. IV B, we will discuss another different point related to the occurrence of the lower critical point or the closed-loop coexistence region. These differences can surely affect the phase behaviors.
III. SIMULATION METHODS
A. Gibbs ensemble Monte Carlo (GEMC) method
In order to construct a phase diagram of the binary quadrupolar fluid, we perform GEMC simulations [13] [14] [15] . Let us consider a system composed of two coupled subsystems as shown schematically in Fig. 4 . We take samples from each of the bulk regions of the two coexisting phases, and call them the subsystems I and II. As these subsystems are samples of bulk systems, we can apply the usual periodic boundary conditions to them. In addition, suppose that the temperature, the volume, the pressure, the number of α-type molecules (α = A, B), and their chemical potentials in the subsystem i (i = I, II) are denoted as
α , respectively. In order to realize two-phase equilibrium of the binary system, thermodynamic law requires that the following relations should be satisfied between the two subsystems [1, 23] :
In usual Monte Carlo simulations including GEMC, we can specify (sub)system temperature as an input parameter. Therefore, when the whole calculation works well, the condition (1) is realized automatically. We should also remember that it is prerequisite that each subsystem is in internal equilibrium. In order to satisfy the internal equilibration and the remaining conditions (2)- (4) in the standard GEMC method, we adopt three types of trial moves shown in Fig. 5 . First, local translation and rotation of particles in each subsystem are performed as is shown in Fig. 5 (a) . These trial moves ensure the internal equilibration. Next, volume change of the subsystems in Fig. 5 (b) is performed in order to ensure the condition (2). Finally, particle migration from one subsystem to the other one as is shown in Fig. 5 (c) is performed to realize the conditions (3) and (4) . Using the GEMC method based on these trial moves, we can achieve the two-phase coexistence without having the interface between different phases. Because the finite size effect of the simulation box mainly comes from the interfacial region with a finite thickness, this GEMC technique can minimize the finite size effect and then miniaturize the simulation box to some extent. The miniaturization of the system size allows us to perform long time simulation runs with which precise determination of the phase diagram can be achieved. In a condensed system, however, the trial particle-insertion procedure shown in Fig. 5 (c) is almost impossible to be accepted. In other words, the trial move leads to the failure in the conditions (3) and (4) . This is a serious problem common to Monte Carlo (MC) simulations of the condensed system based on the grand-canonical ensemble. In the next subsection, we will propose a trick to solve this problem.
B. Our simplified scheme of GEMC
In order to improve the difficult situation seen in dense systems discussed in the previous subsection, several efficient algorithms such as the ghost-particle method [24, 25] and the cavity-biased MC method [26] have been devised. Nevertheless, our two-component liquids are too dense (as described in Sec. III D) for these techniques to work well, which tells us that there is a number-density limit above which these methods are no longer effective.
However, there is one case where we can avoid this problem, i.e., the case where the binary system is completely symmetric. In such a case, instead of the particle migration from one subsystem to the other one as a trial move, we can exchange particles A and B between two subsystems, which changes the composition of each subsystem while keeping the total density constant. We set the volumes and the numbers of the molecules in the subsystems in the following way:
In this case, the following equations are satisfied automatically:
Instead of the particle migration procedure as shown in Fig. 5 (c), we use an alternative: We exchange the molecule A (B) in one subsystem for the molecule B (A) in the other subsystem [27] . We show a schematic illustration of this trial move in Fig. 6 (b). When the exchange procedure works well, the relation
is satisfied in a statistical sense. From Eqs. (8)- (10), we can derive the requirements (3) and (4) for the twophase equilibrium. As far as the symmetrical system is concerned, the exchange procedure is much more efficient than the particle migration procedure even at very high densities.
For further efficiency, we assume that the whole system composed of the two subsystems obeys the NVT ensemble and that each subsystem obeys the µVT one. In this case, the relations (5)- (7) naturally ensure the condition (2) in an averaged sense, which means that we do not have to try the volume changes of the subsystems as shown in Fig . In the trial move (i), a randomly selected molecule is given a uniformly random translation within a small cube with each edge length l and a random rotation from u to (u + γv)/|u + γv|. Here, u is a unit vector parallel to the rigid rod in the molecule before rotation, v a unit one with a random orientation, and γ a scale factor. In this study, we select the trial moves (i) and (ii) with equal frequency and define 2N trial moves as 1 Monte Carlo step (MCS), where N is the total number of molecules in the whole system. This simplified scheme of GEMC is similar to the usage by Das et al. [28] [29] [30] of semi-grand-canonical Monte Carlo method [15, 31] .
C. RATTLE and redistribution of forces on massless points into mass points
After obtaining the closed-loop phase diagram using the GEMC method, we performed MD simulations on the same system with a larger system size. We especially focused on the system in the one-phase regions above the UCST and below the LCST of the closed-loop phase diagram obtained in the GEMC simulation. As described in Sec. II A, our model molecules include a rigid rod, on each end of which a mass m is located (see also Fig. 2 ). In order to calculate the dynamics of the two-component fluids properly, it is necessary to retain the shape of the rods embedded in the LJ spheres at each time step. Thus, we integrate the equations of motion with the RATTLE algorithm [32, 33] , which is a velocity Verlet algorithm with holonomic constraints and their time derivatives. In general case, RATTLE algorithm requires us to solve quadratic and linear simultaneous equations in the update of the positions and velocities of the mass points in the molecules, respectively. For each molecule, we have to solve these simultaneous equations under a set of constraints that are satisfied in terms of Lagrange multipliers. Because of the very simple model molecule of the present study, however, we can solve these set of equations analytically, which reduces the computational cost considerably.
In the following, we explain how to treat the forces acting on massless points in our model molecules. As has been described so far, our spherical molecules have a massless interaction point at their cores. For the correct calculation of MD, we have to redistribute the forces acting on the massless point into the mass points appropriately. Following Berendsen and van Gunsteren [34, 35] , we assign half of the forces on the central massless point to each of the two mass points at both ends of the rigid rod inside the molecule, which ensures that both total force and total torque are conserved in each molecule [34] .
Throughout this study, we perform MD simulations with the NVT ensemble. In order to keep the temperature of the system constant, we adopt the Woodcock thermostat [36, 37] , i.e., the simple velocity scaling to rescale the velocities of the mass points in the molecules at each time step by a factor of (T /T ) 1/2 , where T is the desired temperature and T is the instantaneous temperature. The heat bath ensures that the distribution of the positions of the mass points at T is canonical.
D. Parameter Setup
Our simulation systems used as the subsystems of the GEMC simulations and as the whole system of the MD simulations are a three-dimensional cubic box with the usual periodic boundary conditions. For the calculation of Coulombic interaction, we perform the Ewald summation [15, 16, 38] with the tabulation method [39] for GEMC and with the particle-particle particle-mesh (P 3 M) method [40] [41] [42] [43] for MD. We set a dimensionless number A = e 2 /4πǫ 0 ǫσ = 6.786 × 10 2 , where ǫ 0 is the permittivity of vacuum.
Throughout this paper, the following simulation parameters are used. For both of GEMC and MD simulations, the number density of molecules ρ = 0.8, the averaged number fraction of molecule A, x A = 0.5, and the full length of the rigid rod embedded in the molecule 2d = 0.6 are used. For the GEMC simulations, we use the total number of molecules N = 500 in each subsystem, and for the trial move (i) [ Fig. 6 (a)], we set l = 0.2 and γ = 0.1 (see Appendix A for the possibility of artificial anisotropy associated with this trial move). The numbers of steps calculated to average the physical quantities after equilibration at desired temperatures are 10 MCSs. About how to equilibrate the systems and how to get the phase coexistence curves in GEMC, readers should refer to Appendix B. For the MD simulations, on the other hand, we use N = 16, 384 in the whole system and a time increment ∆t = 0.005. The numbers of time steps used to obtain the average physical quantities after equilibration at desired temperatures are 4 × 10 4 MD steps. For a discussion on the effect of the time increment ∆t on the dynamics of the constituent molecules, readers should refer to Appendix D.
IV. RESULTS AND DISCUSSION FOR GEMC SIMULATIONS
A. Phase diagram exponents β ≃ 1/3 for the three-dimensional Ising universality class [44] are observed for both critical points (see Appendix C for details on the critical temperatures and exponents). Similar result has been reported in a previous work [12] . In our simulations, the magnitude of the quadrupole moment |Q| is an important parameter which controls the phase behavior. As is obvious from Fig. 7 , the shape of the coexistence region changes from a dome-type shape with one UCST to a closed-loop-type one with both UCST and LCST when the value of |Q| is increased. Further increasing |Q| results in a gradual shrinkage of the closed-loop coexistence region. At a certain critical value of |Q|, eventually, the two critical points are expected to merge and to change into a double critical point [4] . This tendency to the polar magnitude is opposite to that of the dome-type gas-liquid coexistence region for one-component Stockmayer fluid [45, 46] and its quadrupolar version, i.e., one-component fluid of LJ particles embedded with a point quadrupole [47] .
B. Condition for the occurrence of the lower critical point
In order to understand the phase behavior of our high-density binary quadrupolar mixtures presented in the previous subsection, we perform the angle-averaging of an orientation-dependent interaction between two nearest-neighboring quadrupolar molecules [22] . We note that the angle-averaging of isotropic interactions gives no changes and is meaningless. Generally speaking, in the high temperature limit (or in the nonpolar limit), the Boltzmann factor associated with the quadrupole- quadrupole interaction reduces to unity and then the averaged anisotropic interaction in any types of pair becomes exactly zero, which means that there is no anisotropy between any molecules. With a decrease in temperature (or with an increase in the polar magnitude), the contribution to the averaged interaction from the orientations with a negative energy becomes more and more dominant, while that from the orientations with a positive energy approaches zero, which causes the intermolecular anisotropy. The resultant averaged anisotropic energy is always negative, i.e., attractive.
We calculate the angle-averaged interactions between two molecules A and B shown in Fig. 2 based on the method by Fan et al. [48] . Their original method was proposed to calculate the effective interaction parameter between two segments for polymeric systems, a lowmolecular version of which we will treat in Sec. IV C. Since it is a little complicated, however, we simplify their methodology. Suppose ǫ αβ (j) denotes the configurational energy between two neighboring molecules α and β (α, β = A, B) at a microscopic state j. We consider the simplified configurations shown in Figs. 8 (a) and (b): One of two neighboring molecules is fixed at the center of a sphere with a radius 2 1/6 ; the other molecule is free to move on the spherical surface. The molecular axis of the latter molecule can also be free to rotate. The angle-averaged version of ǫ αβ (j) is defined as
A pair of brackets · · · means the ensemble average over all the microscopic states. The averaged energy can be decomposed into two parts: ǫ αβ = ǫ αβ i + ǫ αβ a . Here, ǫ αβ i is the isotropic part and ǫ αβ a is the anisotopic one. Due to the symmetry between the molecules A and B used in the present study, it is obvious that ǫ AA = ǫ BB . In more detail, ǫ AA i = ǫ BB i = −1, ǫ AB i = 0, which are independent of temperature, and ǫ AA a = ǫ BB a , which is dependent on temperature. We want to evaluate the values of ǫ AA and ǫ AB and their anisotopic parts quantitatively. Under the assumption of the configurations as shown in Figs. 8 (a) and (b), we can get the analytical expression of ǫ αβ , which includes a little complicated multiple integrals. Thus, we mainly evaluate the integrals with Monte Carlo method [49] . Specifically, we generate M conf pairs of molecular configurations and then we evaluate ǫ αβ approximately using the following expression:
where we set M conf = 5 × 10 8 . Once we obtain the approximate values, we can extract their anisotopic parts in the following way: ǫ AA a = ǫ AA + 1 and ǫ AB a = ǫ AB . Figure 9 (a) shows the anisotropic parts of the ensemble-averaged energies between two quadrupolar molecules at several temperatures (T = 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0) as functions of the magnitude of quadrupole moment |Q|. We observe that the energy between the different types is more attractive than those between the same type, i.e., ǫ AB a < ǫ AA a < 0 , and that the discrepancy is increased with a decrease in temperature or with an increase in the magnitude of the quadrupole moment, which promotes the homogenization of the binary mixtures.
Strictly speaking, as described in Sec. II A, our model molecules are approximately quadrupolar molecules, which means that although the quadrupole is a major contribution to them, they contain to some extent the higher even-ordered multipoles such as hexadecapole. Therefore, we also have to carry out the angle-averaging of a pure quadrupole-quadrupole interaction in order to confirm the validity of the approximation. between the quadrupolar centers (O and P) and θ 1 and θ 2 are the angles between the axes of the quadrupoles and the line OP. Moreover, the angle ϕ is that between the two planes formed by the axes with the line OP. The pure quadrupole-quadrupole interaction U αβ (r, θ 1 , θ 2 , ϕ) corresponding to this configuration is expressed in the following way [22] :
where
We can easily derive the angle-averaged version of Eq. (13) as
where dΩ = sin θ 1 sin θ 2 dθ 1 dθ 2 dϕ and the integrals are taken over θ 1 = 0 ∼ π, θ 2 = 0 ∼ π, and ϕ = 0 ∼ 2π. After setting Q A = −Q B = |Q| and r = 2 1/6 , we evaluate the integrals included in Eq. (15) numerically, not with Monte Carlo method. We show the ensembleaveraged energies U αβ between two pure quadrupoles at several temperatures as functions of the magnitude of quadrupole moment |Q| in Fig. 9 (b) . Obviously, the behavior of U αβ is qualitatively the same as that of ǫ αβ a , which ensures that our model molecules can be actually regarded as quadrupolar molecules and that the discussion in the present study is based on the quadrupolequadrupole interaction.
Subsequently, we discuss a condition for the occurrence of the lower critical point or the closed-loop coexistence region in more details. When the quadrupole moments of two types of molecules A and B have the same sign (Q A · Q B > 0), of course, either of the averaged energies between the same type of molecules (A-A and B-B) is more attractive than that between the different types of molecules (A-B). In the special case of the same magnitude (Q A = Q B ), all the averaged energies are exactly consistent. Conversely, when the quadrupole moments have the opposite signs (Q A · Q B < 0) and comparable magnitudes, the energy between the different types is more attractive than those between the same type as shown in Fig. 9 (a) . The stronger attraction between different species, together with the entropy of mixing, drives the mixing of the two components against the isotropic attraction between similar species. The mixing tendency is amplified with decreasing temperature or with increasing the magnitude of the quadrupole moments and then enhanced to the maximum for the symmetric system as with our model (Q A = −Q B ), which results in the occurrence of the closed-loop coexistence region and its shrinkage. In order to explain the mechanism of the phase behavior of the one-component dipolar or quadrupolar fluid with the gas-liquid coexistence region, on the other hand, we can use the Flory-Huggins description for ordinary polymer solutions [45, 46] . The description predicts that the longer the polymer chain are, the more upward the UCST shifts. In the one-component polar fluids, an increase in the magnitude of the dipole or quadrupole moment enhances the growth of the aggregates composed of the same type of molecules. Such an upward shift of UCST is the result of the growth of the molecular aggregates.
C. Comparison with the lattice model of binary solutions
In order to check the validity of the closed-loop coexistence region for our binary fluid, we calculate a dimensionless effective interaction parameter between two nearest-neighboring molecules A and B. The quantity is called the χ parameter in the Flory-Huggins model for polymer solutions. We have to modify the parameter to fit our binary quadrupolar fluid. Using the averaged energies ǫ αβ introduced in Sec. IV B, we express the modified parameter χ eff (T ) in the following way:
where z is the coordination number of the nearestneighboring pairs. We consider the number z as a constant, which is a reasonable assumption in constant volume simulations of the condensed system like the fluids used in this study. As discussed in Sec. IV B, the symmetry between the molecules A and B enables us to rewrite Eq. (16) into
In the special case when ǫ αβ (j) is completely isotropic, i.e., ǫ AA a = ǫ AB a = 0, χ eff (T ) reduces to the original χ parameter. The binary fluids with |Q| = 0 treated in the present study are an example of this case. In addition, χ eff (T ) usually indicates a variety of temperature dependence, while the original χ(T ) shows a simple behavior due to the form χ(T ) = C/T , where C is generally a positive constant. Figure 10 shows the temperature dependence of χ eff (T )/z for the system with several magnitudes of quadrupole moment (|Q| = 0, 3.96 × 10 −2 , 4.10 × 10 −2 , 4.32 × 10 −2 , and 4.41 × 10 −2 ). Without loss of generality, the parameter χ eff (T ) is a useful criterion for the liquid-liquid phase separation [23, 50, 51] : When the parameter is larger than a critical value χ c (χ eff (T ) > χ c ), the system causes the phase separation. Inversely, when χ eff (T ) < χ c , the system keeps a spatially homogeneous one-phase state. In the present study, we define χ eff (T )/z ≃ 0.2 at UCST = 4.88 of the system with |Q| = 0 as the common threshold χ c /z (see also  Table II in Appendix C). In Fig. 10 , we find that the systems with the finite moment (|Q| = 0) exceed the critical value χ c and then fall below it again with increasing temperature. This is a reasonable proof for the occurrence of a closed-loop coexistence region. For condensed binary mixtures of dipolar particles such as Stockmayer particles, on the other hand, we have confirmed that the corresponding effective parameter χ eff (T ) takes not such turnover profiles but monotonic decay ones similar to the curve for the system with |Q| = 0 in Fig. 10 . To the best of our knowledge, actually, computational and theoretical studies on two-component dipolar mixtures have never observed the occurrence of the lower critical point or the closed-loop coexistence region [52, 53] .
Next, we calculate the phase diagrams for our condensed binary quadrupolar fluids based on a lattice theory of solutions and then compare them with those obtained by GEMC simulations (Fig. 7) . Let us consider a binary mixture composed of two small molecules A and B with the same size and with respective number fractions x A and x B = 1 − x A . In addition, we describe the whole system with a set of lattice cells with the same size as the molecules and assume that each cell is occupied by only one molecule under the incompressibility condition of the system. When the binary system is mixed homogeneously, the free energy of mixing per lattice site is expressed as the form of f (x A ) T and f (x A ) is given in the following way [23, 50] :
We should note that the original lattice model of solutions was proposed for the condensed mixtures dominated by the van der Waals interactions. In this case, χ eff (T ) in Eq. (18) is replaced with the original χ parameter with the form of χ(T ) = C/T as described above. The symmetry of the system enables us to use the simple phase equilibrium condition for determining the coexistence curve, i.e., the binodal curve:
Subsequently, the spinodal condition for determining the spinodal line is given by
and then the critical points (x A, c , χ eff (T c )) can be obtained as the solutions of the following simultaneous equations:
Although Eqs. (19) and (20) have to be solved numerically, the simultaneous Eqs. (21) and (22) can easily be solved analytically, which gives the following solutions:
By substituting T c = 4.88 (UCST) and ǫ αβ a = 0 of the system with |Q| = 0 into Eqs. (17) and (24), we determine the coordination number z = 2T c = 9.76 approximately. Figure 11 (a) is the binodal curves for our binary fluids with several magnitudes of quadrupole moment (|Q| = 0, 3.96 × 10 −2 , 4.10 × 10 −2 , 4.32 × 10 −2 , and 4.41 × 10 −2 ), which are calculated numerically based on the lattice model of binary solutions. Each curve corresponds to the curve χ eff (T )/z with the same color as in Fig. 10 . Clearly, the binary fluids with the finite moment (|Q| = 0) reproduce the closed-loop coexistence region, as expected from the temperature dependence of χ eff (T )/z shown in Fig. 10 . Moreover, the closedloop coexistence region shrinks monotonically with an increase in |Q|. These behaviors of the phase diagrams obtained from the lattice model are qualitatively the same as those from the GEMC simulations (see Fig. 7 ) except that the mean-field model for the binary fluids with |Q| = 3.96 × 10 −2 reproduces the closed coexistence curve, while the GEMC simulations for the corresponding system does not in the temperature range (T ≥ 1.5) we have calculated in the present study. If we perform more GEMC simulations for the system in the temperature region lower than T = 1.5, the dome-type coexistence curve may close. In order to compare the result of the mean-field model with that of the GEMC simulations in more detail, we show both closed binodal curves for the system with |Q| = 4.32 × 10 −2 in Fig. 11 (b) . The gray area painted in Fig. 11 (b) is a thermodynamically unstable region, where the system causes spontaneous phase separation known as spinodal decomposition [54] , and its boundary shown by the dashed line is the spinodal line. There are two significant differences between the two closed curves due to the different methods: (i) Both upper and lower critical points in GEMC belong to the three-dimensional Ising universality class (β ≃ 1/3), while those in the lattice model of solutions to the usual mean-field universality class (β = 1/2). (ii) The twophase coexistence region in GEMC is smaller than that (Fig. 7) with that of the identical system calculated with the lattice model. The binodal curve from the GEMC simulations is drawn with the red line. On the other hand, the binodal and the spinodal curves from the lattice model are drawn with the black solid and dashed curves, respectively. In the gray area inside the dashed curve, the system is thermodynamically unstable. The coordination number z is assumed to be independent of |Q| and determined from the critical relation χc = z/Tc = 2 for the binary LJ fluids with |Q| = 0, where Tc = 4.88 (see also Table II in Appendix C).
in the mean-field model. We conclude that these differences mainly come from the correlation between the constituent molecules and the thermal fluctuation in the whole system and that the appearance of the closed-loop immiscible region itself is independent of the above correlation and fluctuation and mainly determined by the magnitude of the quadrupole moment |Q| as discussed in Sec. IV B.
V. RESULTS AND DISCUSSION FOR MD SIMULATIONS
In the previous section, the GEMC calculations of a relatively small system size and the mean-field lattice model on our binary quadrupolar mixtures showed us that the occurrence of the closed-loop phase coexistence region in the binary fluids is not artificial but physically meaningful. However, we cannot get sufficient information about the microscopic structures existing in the binary fluids through these approaches. In order to investigate these microscopic structures, we performed MD simulations of a larger system size. In this section, we discuss the results obtained from the MD simulations.
A. Structural properties
Figures 12 (a) and (b) are typical snapshots of the binary system with |Q| = 4.32 × 10 −2 , N = 16, 384, and x A = 0.5 at T = 4.6 and 1.8 (outside the closed red curve in Fig. 7) , respectively. They are in a stable homogeneous phase and there are no differences in appearance, although they are appreciably different in the magnitude of the thermal fluctuation. In order to discuss structural properties in the stable one-phase region in more details, we define the short-ranged anisotropic bond between different types of molecules: When the distance between a pair of charges of different signs belonging to different types of molecules is shorter than 0.60, we regard that the anisotropic bond between these two charges is formed. The threshold value is determined from the radial distribution function at T = 1.5 (see Appendix E for details). Now, we can define aggregates connected by the anisotropic bonds. Let us denote the size of the aggregate (the number of constituent molecules) by s. Figs. 12 (a) and (b) , respectively. The former aggregates have flexible structures with branch points, while the latter have semiflexible linear string-like structures with random orientations. In both cases, the aggregates are composed of alternating arrays of the two types of molecules. We can qualitatively understand the preferred shape of the aggregates in the stable one-phase region by considering the rotational free energy of a pair of nearest-neighboring molecules with the quadrupoles of the opposite signs. The energy landscape in the upper panel of Fig. 3 (b) shows that the linear string-like aggregates are stabilized by the strong orientation between the axes in the adjacent molecules. On the other hand, the branched aggregates have the bonding energy e b and entropy s b larger than the string-like ones (∆e b > 0 and ∆s b > 0). Thus, the rotational free energy change ∆f b = ∆e b − T ∆s b tells us that linear string-like aggregates are preferred more at low temperatures, while branched one at high temperatures, which is consistent with the shapes of the aggregates in Figs. 12 (c) and (d) .
B. Cluster size distributions Figure 13 shows the size distributions n s of the aggregates existing in the equimolar binary system with |Q| = 4.32 × 10 −2 and N = 16, 384 at several temperatures below LCST and above UCST. Each distribution and N = 16, 384. As the temperature changes from T = 1.5 to 2.0 (< LCST), the distribution changes from blue points to red ones. On the other hand, the size distributions at temperatures T = 4.4 to 4.9 (> UCST) are almost overlapped. These data are plotted in semilogarithmic scales. The inset shows three characteristic aggregate sizes, sn, sw, and s ξ , as functions of temperature.
can be fitted with a function
where A is a coefficient, τ is a critical exponent, which is known as Fisher exponent, and s ξ is a characteristic aggregate size [55] . We obtain τ = 0.44 from the optimization with the system at T = 1.5 and then adjust the other parameters A and s ξ according to each temperature. We observe that the distributions below LCST are sensitive to temperature, while those above UCST are almost independent of the temperature. The inset of Fig. 13 shows the temperature dependence of three characteristic aggregate sizes: the number-averaged aggregate size s n , the weight-averaged one s w , and s ξ . The former two quantities are defined in the following way [50, 51] :
where the relation s w ≥ s n is always satisfied. In the inset, we cannot observe a sign of divergence of the characteristic sizes at the two critical points, where the correlation lengths of the thermal fluctuation of the composition diverge [44, 54] . Therefore, there are no tricritical points in our binary quadrupolar fluid, where the thermodynamic critical point and the percolation transition point are overlapped [51, 56] . Judging from the temperature dependence of three characteristic aggregate sizes in the inset, we expect that the percolation transition point should exist in the temperature region lower than T = 1.5, if it exists. Here, we should notice that the transition is not the real sol-gel transition, because the aggregates below LCST are mainly linear and do not have branch points, which are essential elements in the gel (the network). Since we can regard the characteristic size s ξ of the aggregates as a kind of correlation length [55] , the monotonic increase of s ξ with decreasing temperature indicates an increase in the extent of the correlation between the molecular clusters. Similarly, the cage-like structures of water formed with hydrogen bonds, i.e., the components of the hydrogen bond network in water, become closely correlated with each other with a decrease in temperature [57] . Hence, we conclude that the common correlation behavior between the molecular clusters observed in water and our binary fluid is one of the general properties of the anisotropic interactions including the hydrogen bonding.
VI. SUMMARY AND OUTLOOK
We have clarified several macroscopic and microscopic properties of the binary quadrupolar fluid using molecular simulations. Main results are as follows:
(i) The binary mixture of the molecules with the quadrupoles of the same (or comparable) magnitude but of the opposite signs can possess a closedloop immiscible region. The closed-loop coexistence region shrinks gradually with an increase in the magnitude of the quadrupole moment. On the other hand, the dipole-dipole interaction does not cause the closed-loop coexistence region, irrespective of the strength of the dipole moment. To the best of our knowledge, this is the first study to discuss a condition for the occurrence of the lower critical point or the closed-loop coexistence region in the binary mixtures in detail from the point of view of multipole-multipole interaction between the constituent molecules.
(ii) In terms of critical phenomena, there is no difference between the upper critical point and the lower critical one. Both critical points belong to the three-dimensional Ising universality class regardless of the magnitude of quadrupole moment, i.e., the strength of the anisotropic interaction due to the quadrupoles. The quadrupolar model molecule that we have proposed in this paper should be a minimal model which can reproduce the closed-loop phase diagram in the binary system. Fortunately, our model molecule is free from the artifact of the discreteness in spatial arrangement and interaction that the usual lattice models possess. From the computational point of view, the molecule is also easy to treat. Hence, we expect that the binary quadrupolar fluids can be a useful starting point to study closed-loop phase diagrams. For example, it is very interesting to examine the binary mixtures under an external flow. When a shear flow is imposed on such a system, the closed coexistence region will probably be shifted (or may disappear or appear newly), which is known as shear-induced phase transitions [58, 59] . In our future publications, we will examine both structural and rheological properties of the binary quadrupolar mixtures under external flow by the nonequilibrium molecular dynamics (NEMD) simulations [60] .
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Appendix A: Possibility of anisotropy involved with the local translation of molecules in GEMC
As explained in the main text, we set the length of each edge of a small cube used for the trial translational move of the molecules [ Fig. 6 (a) ] to l = 0.2. Since the mean distance between the nearest-neighboring molecules in each subsystem (∼ 1) is larger than the standard deviation of the trial translational move of the molecules (0.1), the artifact due to the anisotropy of the small cube may be worried. Actually, however, the detailed-balance condition for the trial moves is maintained and the radial distribution functions obtained from GEMC calculations are quantitatively consistent with those obtained from MD calculations (see also Appendix E). Therefore, there is no problem. in the GEMC simulations. We use the exchange procedure explained in Sec. III B. For the temperatures simulated in this work, the compositions in the subsystems I and II reach an equilibrium value immediately after the temperature is set to a desired value at 0 MCS as shown in Figs. 14 (a) -(e). Due to this quick convergence, the system can reach the equilibrium state within 10
4 MCSs. Thus, we use the data in the range of 10 4 -2 × 10 4 MCSs to calculate the equilibrium quantities.
Here, we explain how to sample the number fractions of the molecule A in the two subsystems [15] . First, when both subsystems have almost the same number fraction as shown in Figs. 14 (a) and (e), in principle, we can treat the data obtained from GEMC as the same as those from the usual NVT ensemble Monte Carlo simulations. Next, when the subsystems always correspond to either of two coexisting phases as shown in Figs. 14 (b) and (c), we can average the number fraction in each subsystem separately to obtain the averaged number fraction of the molecule A in each phase. Finally, when the number fractions exchange frequently between the two subsystems as shown in Fig. 14 (d) , we construct a histogram of the probability density P (x A ) from the time sequence of the number fractions in the two subsystems. In this case, the histogram has a symmetric double peak structure and can be fitted well by the sum of two Gaussian functions:
where a, b, and c are a set of positive parameters. Once we get the parameters through the fitting procedure, we also obtain the number fractions of the molecule A at equilibrium state as x A, I = 0.5 − c and x A, II = 0.5 + c (x A, I < x A, II ). Here, x A, i (i = I, II) is the number fraction of the molecule A in the subsystem i. In Table I , we present the liquid-liquid equilibrium data (x A, I , T ) of the binary quadrupolar fluids at several magnitudes of quadrupole moment obtained in the manner described above.
Appendix C: Approximate estimate of a critical exponent and critical temperatures
In this appendix, we explain how to determine a critical exponent and critical temperatures for our binary quadrupolar mixtures. For these purposes, we introduce an order parameter defined as Φ ≡ x A, II −x A, I . The theory of critical phenomena tells us that the order parameter near the critical temperature T c shows the following behavior [44] :
where B is a numerical coefficient and β is a critical exponent. In binary symmetric mixtures, of course, the critical number fraction x A, c is exactly 0.5. The relation (C1) is satisfied in the region of T < T c when T c = UCST and in the region of T > T c when T c = LCST. This also means that the 1/β-th power of the order parameter, i.e., Φ 1/β , changes linearly with temperature around the critical point, when the exponent β is chosen correctly. We show Φ 1/β as a function of temperature in Fig. 15 , where (a) β = 1/3 (corresponding to 3d Ising universality class), (b) β = 1/8 (2d Ising), and (c) β = 1/2 (mean field theory). In Fig. 15 (a) , the parameter Φ 3 (β = 1/3) approaches zero linearly around Φ 3 ≃ 0 as is expected from the critical behavior. On the other hand, (b) Φ 8 (β = 1/8) and (c) Φ 2 (β = 1/2) do not show linear decrease to zero. As a result, the value β = 1/3 is closest to the critical exponent for our binary mix-tures, with which we conclude that our system belongs to the three-dimensional Ising universality class regardless of the magnitude of quadrupole moment. Furthermore, we can determine the critical temperatures by a linear extrapolation of Φ 3 to zero. Table II shows the estimated critical temperatures of the binary quadrupolar fluids.
Appendix D: The effect of the time mesh width ∆t on the dynamics of the molecules
In order to solve the equations of motion for the quadrupolar molecules, we use the time mesh width ∆t = 0.005. It is necessary to check whether this time mesh width is sufficiently small for the translational dynamics of the molecular centers as well as the rotational dynamics of the molecular axes. For this purpose, we calculated the mean-squared displacement |r(t) − r(0)| 2 and the time-dependent orientational correlation function u(t) · u(0) as functions of time t. Here, r(t) is the position of the molecular center and u(t) is the director, i.e., the normalized vector parallel to the molecular axis embedded in the molecule. A pair of brackets · · · means the ensemble average for all the molecules A or B.
When the translational motions of the molecular centers are described by the mutually uncorrelated Brownian dynamics, we can get a simple expression for the mean-squared displacement at long times [61] :
where D is the self-diffusion coefficient of the molecules and d s is the space dimension (Here, d s = 3). Let us define the time required for the molecules to diffuse by their size as the translational diffusion time τ t = 1/6D [62] . We fitted the mean-squared displacements for the molecules A and B with Eq. (D1) to obtain the self-diffusion coefficients D and their corresponding times τ t . Figure 16 is the translational diffusion times of the molecules A and B as functions of temperature. The system is the homogeneous binary quadrupolar fluids with |Q| = 4.32 × 10 −2 , N = 16, 384, and x A = 0.5. We observe that the characteristic times are always much larger than the time mesh width ∆t = 0.005.
Similarly, when the rotational motions of the directors are mutually uncorrelated and randomly fluctuated, we can get a simple analytic expression for the timecorrelation function [61] :
where τ r is the rotational correlation time. Figure 17 is the time-correlation functions for the molecules A and B in the binary fluid with |Q| = 4.32 × 10 −2 . We set x A = 0.5 and T = 1.8 (< LCST). Both curves show a monotonic decrease. Although they do not show an exact single exponential decay because of the many-body correlation between the directors, we tried to fit them with Eq. (D2) and we obtained the characteristic time τ r = 7.0, which is much larger than the time mesh width ∆t. As our choice ∆t = 0.005 satisfies the relations τ t ≫ ∆t and τ r ≫ ∆t, we conclude that our choice of ∆t is justified. We need to set a threshold value of the inter-charge distance in order to define the short-ranged anisotropic bond between two electric charges with the opposite signs belonging to different types of molecules. For that purpose, we make use of the radial distribution function g(r) between the two electric charges and its integral, i.e., the coordination number N (r) ≡ ρ e r 0 g(u) 4πu 2 du.
Here, ρ e is the number density of one species of the charge pair. Figure 18 shows g(r) and N (r) between +q in a molecule A and −q in a molecule B (see also Fig. 2 ), which are obtained from MD simulations for the binary system with |Q| = 4.32 × 10 −2 , N = 16, 384, and x A = 0.5. The temperature changes from T = 1.5 to 2.0 (< LCST) and from T = 4.4 to 4.9 (> UCST). Both g(r) and N (r) are sensitive to the temperature when T < LCST, while they are almost independent of the temperature when T > UCST. We define r = 0.60 as the threshold value based on the shapes of g(r) and N (r) at T = 1.5 (solid blue curves). This value corresponds to a point on a dip between the first and second peaks of g(r) and a point on a flat region of N (r). The coordination number N (r = 0.60) ≃ 0.85 at T = 1.5 indicates that the short-ranged bonds are almost pair-wise, which is reminiscent of the hydrogen bond. The number of the and the coordination number N (r) as functions of a radial distance r between two charges with the opposite signs belonging to different types of molecules (+q in a molecule A and −q in a molecule B) for the binary system with |Q| = 4.32 × 10 −2 and N = 16, 384. The composition is equimolar (xA = 0.5). The temperature changes from T = 1.5 to 2.0 (< LCST) and from T = 4.4 to 4.9 (> UCST). In the former case, several curves are expressed with solid colored ones. In the latter case, on the other hand, all the curves are almost overlapped. Among the overlapped curves, we draw g(r) and N (r) at T = 4.9 with the dashed black curves. The distance r = 0.60 indicated by the arrows are the threshold used in the definition of the short-ranged anisotropic bonds. charges +q in the molecule A is two, so that we can interpret that the functionality per quadrupolar molecule at low temperatures is about two. Finally, we comment that the functions g(r) and N (r) quantitatively coincide with those obtained from GEMC simulations.
TABLE I. Numerical data of the two-phase coexistence curve (xA, I, T ) of the binary quadrupolar mixtures at several magnitudes |Q| obtained from GEMC simulations. The relation xA, I = 1 − xA, II is satisfied exactly, because the constituent molecules of the binary system are completely symmetric and equimolar. The estimated error of xA, I indicates the standard deviation. 
