Introduction
Genetic algorithms (GAs) are a class of stochastic relaxation techniques that are applicable to the solution of a wide variety of optimization engineering problems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] by emanating the evolutionary behaviour of biological systems. They are global optimizers due to their population search. They have great advantages over traditional methods for solving optimization problems in design of civil engineering structures, since they can be applied simultaneously with continuous or discrete design variables. In contrast to sequential search methods that, at each iteration, generate a single potential solution from the last, GAs maintain a large population of candidate solutions. Each population is generated from its predecessor by applying a set of stochastic transition operators [11] [12] . Three commonly used genetic operators are employed : selection, crossover and mutation . These operators are applied in turn to the solutions in the current generation during the search process.
The selection operator identifies the fittest individuals of the current population to serve as parents of the next generation. Jebari et al [13] are analyzed relative performance of several selection methods often used in GAs and showed the extent to which the quality of solution depends on the choice of the selection method. To explore the search space, the crossover operator consists of choosing a pair of individuals among those survived from a previous generation, and then offspring are generated using a mechanism that inherits valid characteristics of the two parents. Several crossover techniques have been proposed and their relative effectiveness is still continuing [14] [15] [16] . As selection and crossover introduce better solutions, mutation is used in hopes of nudging good solutions closer to the best solution. The probability of applying the mutation is low. In contrast, the probability of crossover is usually high. Numerous studies have investigated the optimal setting for the mutation probability [17] [18] [19] [20] [21] [22] [23] . However the optimal solution of GAs optimization as well as the convergence of the algorithm depends to a very large extent on the choice of genetic operator's parameters. Hence the present paper examines the effects of these parameters on the performance of optimum structural search like population size, initial population, and crossover and mutation probabilities.
II. Illustrative example
To show the effect of genetic parameters on the performance of optimum structural search, let' s consider a 10-bar truss optimization [24] , with a minimum weight as shown in Fig.1 
The normalized forms of the design constraints are expressed as follows :
where A i is the cross-section area of the element, Li is the length of the element,  j is the stress in member j, u k is the vertical displacement of node k. To replace a constrained optimization problem by a unconstrained problem we use a penalty method [12] . The unconstrained problems are formed by adding a penalty function to the objective function that consists of a penalty parameter multiplied by a measure of violation of the constraints. The measure of violation is nonzero when the constraints are violated and is zero in the region where constraints are not violated.
where C constant determined by users, n c number of constraints, P i penalty function given by : 
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GA strategy is a maximization search. This means that the best individuals have a higher probability of surviving. Therefore, we have to transform the objective function minimization problem to the fitness function maximization problem. Consequently, the fitness function F is defined as follows : (6) where F i is the fitness function,  max and  min are, respectively, the maximum and minimum value of objective function .
IV. Influence of the initial population
To show the effect of the initial population on the quality of the final results we consider two processes of optimization with tow initial populations Pop1 and Pop2 ( Table 2 ). The initial population Pop1 contains individuals which represent the set of points in the search space while the initial population Pop2 contains only individuals associated with a limited part of the search space. Although the other GA parameters are identical for both processes, the results are different. The diversity of individuals in the Pop1 allows convergence to the best results (Fig. 2) . 
V.
Influence of the population size Fig. 3 and 4 show comparing the population size effect on the speed and the quality of the final results. We observe the beneficial effect of height population size in terms of quality of the final results. However, a small population size allows an initial faster convergence, but a worse final result. This can be explained because the quality of final solution needs more population diversity -it depends on the population size-to avoid premature stagnation. 
VI.
Influence of mutation probability
Mutation is expected to introduce diversity since it is able to insert new individuals into the population. Fig. 5 and 6 illustrate the influence of the mutation probability rate on the quality of the final results. The higher this rate, the greater the population strongly changes. That will keep shaking things up enough so that other parts of the solution space will be explored and the global optimum can be achieved. However, if the mutation probability is large enough to prevents premature convergence it gives poor results. DOI: 10.9790/1684-140305124130 www.iosrjournals.org 128 | Page 
VII. Influence of crossover implementation
Crossover provides an exchange of design characteristics between paired individuals. In this paper, a comparative study is carried out between a single, 2-points and uniform crossovers technique for selected proportions of generations with a fixed generation number. Fig. 7 sows that a uniform crossover single point resulted in better solutions when compared to the single and 2-points crossovers. The uniform crossover gives a higher chance to individuals in exchanging the foremost genes of their chromosomal strings with respect to tow other crossovers technique. Fig. 8 illustrates the influence of the crossing probability rate, without mutation, on the problem convergence. The lower the rate, the less the population is destroyed. A large enough of crossover probability leads to suboptimal solutions. 
VIII. Stability of the solution
Design structures optimization by using GAs requires to ensure the results convergence obtained by several process run with the same starting population and the identical parameters. Fig. 9 shows the optimal weight obtained after each optimization process launches. Although the GAs parameters are identical, the optimization process behaves differently. This is because GAs use random factors. The previous results show that it is advisable to remain cautious about the absolute value of an optimal solution and that the process should preferably be executed several times. They also show that of the 100 solutions obtained, 29 of them do not differ from the optimum by more than 3%. 
IX. Conclusion
This paper has discussed and evaluated the effect of GAs parameters on the quality of the final optimization results. First, the quality of final solution needs more population diversity -it depends on the population size-to avoid premature stagnation. However, a small population size allows an initial faster convergence, but a worse final result. Then an initial population with individuals which represent the set of points in the search space allows convergence to the best results. On the other hand, uniform crossover gives a higher chance to individuals in exchanging the foremost genes of their chromosomal strings with respect to single and 2-points crossovers technique. Large enough of crossover probability leads to suboptimal solutions. Finally, large or small enough mutation probability prevents premature convergence and gives poor results. Good use of these parameters increases the chance that the genetic algorithm will find the optimum solution, and improves the value of the best solution found even when the optimum solution is not found.
