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潜在反応アプローチ（Potential response approach, Potential outcome approach）は，対象者に
対してある外的操作を行った際に現れる反応を，その対象者が持つ特徴と決定論的に結びつけ
たうえで，ランダムサンプリングなどの統計的要素を付加して因果効果の定量的評価を試みる
統計的アプローチの一つである（Pearl, 2009（黒木 訳, 2009）; Rubin, 2006）．現在，潜在反応ア






とえば，Albert and Nelson, 2011; Cai et al., 2007, 2008; Kuroki, 2013; Kuroki and Cai, 2008;
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を発症した割合 p1と曝露を受けずに疾患を発症した割合 p0が p1 = p0+ f(1− p0)という関係式





究者を中心に数多く議論されてきた（Allard and Boivin, 1993; Beyea and Greenland, 1999; Cai
and Kuroki, 2005; Greenland, 1987, 1999; Greenland et al., 1993; Greenland and Robins, 1988;




が Robins and Greenland（1989a）である．彼らは興味ある疾患が曝露に起因する確率に対して
“現実には曝露を受けて疾患を発症した対象者が曝露を受けなかったならば疾患を発症しなかっ
たであろう確率”という反事実的解釈を与え，この確率を原因の確率と呼んでいる．その後，
Pearl（1999）はこの原因の確率を必要性の確率（Probability of Necessity; PN）として定義してい
る．PNと並行して，健常人が曝露されることによってどの程度疾患が引き起こされるのかを
評価することも医学統計学における興味の対象の一つである（Khoury et al., 1989）．これについ
て，Pearl（1999）は “現実には曝露を受けていない健常者が曝露を受けたならば疾患を発症した











本論文では，Pearl（1999, 2009（黒木 訳, 2009））にしたがって原因の確率を定義するとともに，
その存在範囲を定式化するために，潜在反応モデルを用いる．X を 2値の曝露変数（x1: 曝露あ
り; x0: 曝露なし）とし，Y を 2値の反応変数とする（y1: 疾患あり; y0: 疾患なし）．また，pr(x, y)
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を (X,Y ) = (x, y)の同時確率，pr(y|x)をX = xを与えたときの Y = yの条件付き確率，pr(x)
を X = xの周辺確率とする．他の確率についても同様に記す．
対象者 iが曝露を受けた場合（X = x1）に起こるであろう潜在的な反応を表す変数（潜在反応変
数）を Yx1(i)，曝露を受けなかった場合（X = x0）に起こるであろう潜在反応変数を Yx0(i)と記す
とき，Yx1(i)− Yx0(i)を対象者レベルの因果効果（Unit level causal eﬀect; Rubin, 2005）と呼ぶ．
定義からわかるように，潜在反応変数は対象者 iが固有にもつ値であるから決定論的である．対
象者 iが実際に曝露を受けた場合（X = x1）には Yx1(i)が観測され，Yx0(i)が観測されることは




Yx1(i)と Yx0(i)はそれぞれ確率変数 Yx1 と Yx0 とみなせる． そこで，Yxk = yj である確率を
pr(Yxk = yj) = pr(yj,xk )とおくとき，本論文ではこれを因果リスク（Causal risk）と呼ぶことに
し，pr(y1,x1)− pr(y1,x0)を（母集団レベルの）因果リスク差（Causal risk diﬀerence）と呼ぶことに
する．ここに，yj,xk は “X が xk であったならばとるであろう Y の値は yj である (j, k = 0, 1)”
と解釈される．
ランダム割りつけが適切に行われ，対象者がその割りつけにしたがう場合，X と (Yx1 , Yx0)
は独立とみなせるため，因果リスク差は関連リスク差（以後，単にリスク差という）を用いて
pr(y1,x1 |x1)−pr(y1,x0 |x0) = pr(y1|x1)−pr(y1|x0)により推定できる．このことから，リスク差そ
のものは単なる統計的関連指標の一つであるが，ランダム割りつけと結びつくことによって因果
的な意味を持つことがわかる．一方，観察研究においても，強い意味で無視可能（Strongly ignor-
able treatment assignment）である場合には因果リスクは識別可能となる（Rosenbaum and Rubin,
1983）．すなわち，曝露変数Xについて，Xと (Yx1 , Yx0)を条件付き独立にするような変数集合S
が存在するとき，S を与えたときに処理割りつけは無視可能である，あるいは (X,Y )に対して S
は SITA（Strongly Ignorable Treatment Assignment）条件を満たすという（この条件は，グラフィカ
ルモデルに基づく統計的因果推論では，バックドア基準に対応する：Pearl, 2009（黒木 訳, 2009））．
SITA条件を満たす Sを観測できれば因果リスク差は識別可能であり，pr(y1|x1,S)−pr(y1|x0,S)
を S に関する確率変数とみなしたときの期待値 Es{pr(y1|x1,S)− pr(y1|x0,S)}で与えられる．
ただし，因果リスク差を識別するのに SITA条件を満たす変数集合の観測が不可欠というわけ
でないことに注意する．フロントドア基準をはじめとして，その他の識別可能条件の詳細につ
いては，Tian and Pearl（2002）や Pearl（2009（黒木 訳, 2009））を参照されたい．
3. 原因の確率：定義とその解釈
本節では，Pearl（1999, 2009（黒木 訳, 2009））にしたがって 3つの原因の確率，すなわち，必
要性の確率（Probability of necessity; PN），十分性の確率（Probability of suﬃciency; PS），必要
十分性の確率（Probability of necessity and suﬃciency; PNS）を紹介する．
まず，PNは
(3.1) PN = pr(y0,x0 |x1, y1)，
と定義される．PN は，現実には曝露を受けて疾患を発症した対象者が曝露を受けなかった
ならば疾患を発症しなかったであろう反事実の確率であり（Pearl, 1999），Robins and Green-
land（1989a）が原因の確率と呼んでいたものである．また，直観的には，y0,x0 の記述的表現
（“X = x0 ⇒ Y = y0”）の対偶（“Y = y1 ⇒ X = x1”）をとればわかるように，PNは，曝露を




PS = pr(y1,x1 |x0, y0)
と定義され，現実には曝露を受けていない健常者が曝露を受けたならば疾患を発症したであろ










PNS = pr(y1,x1 , y0,x0) = pr(y1,x1 , y0,x0 , x1) + pr(y1,x1 , y0,x0 , x0)
= pr(y1, y0,x0 , x1) + pr(y1,x1 , y0, x0) （一致性を利用）
= pr(y0,x0 |x1, y1)pr(x1, y1) + pr(y1,x1 |x0, y0)pr(x0, y0)
= PN× pr(x1, y1) + PS× pr(x0, y0)
が成り立つことから，お互いに無関係な尺度ではないこと，そして 3つの原因の確率のうち 2
つが識別可能であれば残りの 1つも識別可能であることがわかる．
ランダム化試験が実施されているような状況，すなわち，X と {Yx1 , Yx0}が独立である状況
では，PNは
PN =
pr(y0,x0 , x1, y1)
pr(x1, y1)
=









とあらわすことができ，PSについても同様な手続きにより PS = PNS/pr(y0|x0)とあらわせる
ことがわかる．なお，PNと PSは解釈の違いこそあれ，定式化そのものに対称性があるため，
今後は PSに関する議論は必要がない限り省略する．
PN, PS, PNS以外にも，可能化の確率（Probability of Enablement; PE）pr(y1,x1 |y0), 無能化
の確率（Probability of Disablement; PD）pr(y0,x0 |y1)といった反事実確率を考えることもできる
（Pearl, 2009（黒木 訳, 2009））．PEについては
pr(y1,x1 |y0) = pr(y1,x1 , x0|y0) + pr(y1,x1 , x1|y0)
= pr(y1,x1 |x0, y0)pr(x0|y0) （一致性を利用）
= PS× pr(x0|y0) （PSの定義）
と変形することができ，PDについても同様に pr(y0,x0 |y1) = PN× pr(x1|y1)と変形することが
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できる．このことは，PEや PDにおける識別問題や存在範囲の問題は PNや PSのそれらに帰
着されることを意味している．また，0 ≤ pr(x0|y0)，pr(x1|y1) ≤ 1であることに注意すれば，PE
と PDはそれぞれ PNと PSを過小評価していることは明らかである．なお，PDや PEについ


















pr(x1, yi) = pr(yi,x1 , y0,x0 , x1) + pr(yi,x1 , y1,x0 , x1)
pr(x0, yi) = pr(y0,x1 , yi,x0 , x0) + pr(y1,x1 , yi,x0 , x0)
(4.2)
{
pr(yi,x1)=pr(yi,x1 , y0,x0 , x0)+pr(yi,x1 , y1,x0 , x0)+pr(yi,x1 , y0,x0 , x1)+pr(yi,x1 , y1,x0 , x1)




pr(yi,x1 , yj,x0 , xk) = 1, pr(yi,x1 , yj,x0 , xk) ≥ 0
を制約条件 (i, j, k = 0, 1)とし，
(4.4) PN = pr(y1,x1 |x0, y0) =









まな因果的量の存在範囲を求める問題に適用されており，直接効果（Cai et al., 2008; Sjolander,
2009），ノンコンプライアンスが存在する場合の治療効果（Balke and Pearl, 1997），未観測交絡
因子がある場合の因果リスク差（Kuroki and Cai, 2008; Kaufman et al, 2009）などの存在範囲を
求めるのに用いられている．ただし，目的関数や制約条件に現れる変数の係数が未定係数（PN









まず，一致性より，pr(y0,x0 |x0, y1) = pr(y0|x0, y1) = 0，pr(y0,x0 |x0, y0) = pr(y0|x0, y0) = 1が
得られることから，潜在反応変数 Yx0 = y0 の確率は
pr(y0,x0) = pr(y0,x0 |x1, y1)pr(x1, y1) + pr(y0,x0 |x0, y1)pr(x0, y1)
+pr(y0,x0 |x1, y0)pr(x1, y0) + pr(y0,x0 |x0, y0)pr(x0, y0)
= pr(y0,x0 |x1, y1)pr(x1, y1) + pr(y0,x0 |x1, y0)pr(x1, y0) + pr(x0, y0)
とかける．したがって，PNは
PN = pr(y0,x0 |x1, y1) =
pr(y0,x0)− pr(x0, y0)− pr(y0,x0 |x1, y0)pr(x1, y0)
pr(x1, y1)
とかけるが，pr(y0,x0 |x1, y0)は潜在反応変数の条件つき確率なので観測データから推定するこ
とができない．そこで，極端なケースとして pr(y0,x0 |x1, y0) = 1とおくと，
PN ≥ pr(y0,x0)− pr(y0)
pr(x1, y1)
(4.5)
なる不等式が得られ，pr(y0,x0 |x1, y0) = 0とおくと，





















となる．pr(y0,x0)はランダム化実験であれば pr(y0,x0) = pr(y0|x0)により，観察研究であれば，



















pr(x1, y1) + pr(x0, y0){
pr(y1,x1)− pr(y1,x0)





となり，PNSは因果リスク差 pr(y1,x1) − pr(y1,x0)を下回ることはなく，因果リスク pr(y1,x1)
や pr(y0,x0)を上回ることもないことがわかる．このことは，実際のデータ解析において，因果
リスク差に関する片側仮説検定問題，すなわち，帰無仮説：因果リスク差 = 0 vs 対立仮説：
因果リスク差 > 0 において，帰無仮説が棄却されれば PNSの帰無仮説 PNS = 0も棄却される
ことを意味する（因果リスク差について帰無仮説が棄却されない場合には，PNSが 0であるか
どうかは判定できない）．なお，（4.7）式，（4.8）式，（4.9）式に潜在反応変数の確率 pr(yx)が含ま















（1） S を共変量集合とするとき，S の値にしたがって対象者を層別した上で，
（2） 各層ごとに原因の確率の存在範囲を計算し，
（3）（2）の結果に共変量の分布を重みづけて要約する







露変数 X と結果変数 Y の間の交絡因子でなくてもよいことがあげられる．その例のいくつか
を図 1に示す．ここに U,U1, U2 は未観測変数の集合を表す．また，矢印 (→)は矢筈にある変
数が鏃にある変数に影響を与えており，双方向矢印 (↔)は 2つの変数間が互いに関連するも
のの因果関係はないことを意味している． 図 1（a）は，S が X と Y の両方に影響を与える交
絡因子となっている場合であり，図 1（b）は，S が Y にだけ影響を与える予後因子（prognostic
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図 1．共変量 S が観測された場合の基本構造．
factor）となっている場合である．図 1（c）は，SがXにだけ影響を与える操作変数（Instrumental
variable; Bowden and Turkington, 1984; Greenland, 2000）となっている場合であり，図 1（d）は，
Sで調整することでバイアスを引き起こすM 構造（M-structure, M-bias; Greenland et al., 1999;
Greenland, 2003）と呼ばれる状況である．なお，図 1（e）は SがXと Y のいずれにも影響を与え










ている状況を想定し，X が {Yx1 , Yx0}と独立であると仮定する．このとき，PNSの存在範囲は























も呼ばれることもある：Porta, 2008（日本疫学会 訳, 2010）．また，対象とする群が明らかである場
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問題，すなわち，帰無仮説：曝露群寄与危険度割合 = 0 vs 対立仮説：曝露群寄与危険度割合 > 0















らず疾患を発症するであろう対象者の割合 pr(y1,x1 , y1,x0)と曝露しなければ疾患を発症するこ
とのなかったであろう対象者の割合 pr(y1,x1 , y0,x0)の和によって構成されており，pr(y1|x0)は，
曝露の有無にかかわらず疾患を発症するであろう対象者の割合 pr(y1,x1 , y1,x0)と曝露しなかっ
たがゆえに疾患を発症するであろう対象者の割合 pr(y0,x1 , y1,x0)の和によって構成されている．
すなわち，pr(y1,x1 , y1,x0)は共通に含まれているので，pr(y1|x1)から pr(y1|x0)を引けばこの確
率に対応する項は相殺され，pr(y1,x1 , y0,x0) −pr(y0,x1 , y1,x0)となる．このことから，曝露群寄
与危険度割合の分子は PNの分子を pr(y0,x1 , y1,x0)の分だけ過小評価している，すなわち，曝露
群寄与危険度割合と PNの観点からは pr(y0,x1 , y1,x0)/pr(y1|x1)の分だけ過小評価していること
がわかる．逆に，ランダム化試験が適切に行われている状況において pr(y0,x1 , y1,x0) = 0であれ
ば（もちろん，この仮定は一般にデータを用いて検証することはできない），曝露群寄与危険度割





因子が同定されていたとしても PN, PS, PNSを識別することはできないことがあげられる．こ





















寄与分画（人口）とも呼ばれる：Porta, 2008（日本疫学会 訳, 2010））(pr(y1)−pr(y1|x0))/pr(y1)と
一致し，人口寄与危険度割合は曝露群寄与危険度割合を過小評価していることがわかる．
一方，PNSは
PNS = pr(y1,x1)− pr(y1,x0)
と因果リスク差と一致し，特に，ランダム割りつけが行われている状況であれば



























（Etiological Fraction；しばしば，病因分画とも呼ばれる：Porta, 2008（日本疫学会 訳, 2010））を
除いたものの存在範囲についてはおおむね本論文で述べた事実（あるいは Tian and Pearl, 2000
の結果）から容易に導出できるが，統計的な性質については，今後の研究において，より詳しく
議論していく必要がある．
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Probabilities of Causation and Their Evaluations
Manabu Kuroki
The Institute of Statistical Mathematics
This paper reviews a basic framework of “probabilities of causation” deﬁned by Pearl
（1999）, namely, probabilities that one observed event was a necessary（or suﬃcient, or
both）cause of another. In particular, we discuss the identiﬁcation problems of probabil-
ities of causation, and formulate their bounds when the causal eﬀect is estimable from
experimental or observational studies.
Key words: Back door criterion, linear programing method, monotonicity, strongly ignorable treatment
assignment（SITA）.
