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ABSTRACT 
The spectrum (I of a non-negative Jacobi matrix I is characterized. If J is also 
required to be irreducible, further conditions on u are needed, some of which are 
explored. 
1. INTRODUCTION 
Non-negative matrices appear frequently in various branches of pure and 
applied mathematics. It is well agreed now that the Perron-Frobenius 
theorem on the spectrum of non-negative matrices is the central theorem in 
this area. It is, therefore, of great interest to study conditions which the 
eigenvalues of non-negative matrices have to satisfy in addition to the 
conditions imposed by the Perron-Frobenius theorem. In the past twenty 
years the following problem has been studied. 
PROBLEM 1. Given a set u = {X,, . . . ,&} in @, find necessary and 
sufficient conditions for CJ to be the spectrum of an n X n non-negative 
matrix A. 
This problem is still unresolved. Few necessary conditions are known (see 
[2] and references therein). In this paper we solve the above problem in the 
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case that A = (a,$ is a Jacobi matrix (i.e., uii =0 for [i-i] > 1). It is well 
known that the eigenvalues of J are real, and we arrange them in decreasing 
order: 
THEOREM 1. The real sequence (1.1) is the spectrum of an n X n 
non-negative Jacobi matrix if and only if 
for all i. 
In the rest of the paper we study the additional conditions needed for u 
to be the spectrum of a non-negative irreducible Jacobi matrix. As part of 
that investigation we extend as follows a well-known result due to Krein [3, 
Appendix II] (see also [5] and [4]): 
THEOREM 6. Given {hi};, let {&}:-‘, {q};-’ be such that {&}i-‘U 
{q};- interlaces with {hi};. Th en there exists a symmetric Jacobi matrix 
with eigenvalues {X,}; such that striking out its lth TOW and column yields 
upper and lower principal submatrices with eigenvalues {&}\-’ and {B};-’ 
respectively. If the interlacing is strict, then the matrix i.s determined 
uniquely, provided that the upper diagonal is normalized to be positive. 
We understand that a similar result has been proved by E. Deutsch and 
H. Hochstadt (unpublished). 
2. THE MAIN RESULT 
Let A = (a,$ be an n X n Jacobi matrix with non-negative off-diagonal 
elements. Denote by I’,_ k+ i (X) the characteristic polynomial of the matrix 
(a&. Then we clearly have 
P,_,+,(A)=(h-a,)P,_,-b,2P,_k_l(h), k=l,...,n-1, 
(2.1) 
P,(h) = 1, P~(x)=x-u,, 
where 
ak = a& bk = (ak(k+ l)a(k+ 1)k)1’2p k=l,...,n. (2.2) 
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Thus, the spectrum of A is equal to the spectrum of a symmetric Jacobi 
matrix J( n, a, b) with the main diagonal a = (a,, . . . , a,,) and the upper diago- 
nal b=(bi,..., b, _ 1). Furthermore we may assume that b > 0. From now on 
we shall restrict ourselves to symmetric Jacobi matrices. We shall always 
arrange the eigenvalues of an n x n symmetric matrix A in a decreasing order 
and assume that the corresponding eigenvectors form an orthornormal 
system 
Axk=Akxk, (x~)~x~=$, k,i,j=l,..., n. (24 
Let A and B be real symmetric matrices. Set 
C=A+B (2.4 
Denote by {AX’. {Pi}; and {hi}; the eigenvalues of A, B and C. The 
Lid&ii-Wielandt inequalities state [I 
where 
l<i,<i,<... <i,<n. (2.6) 
In particular, one has the Weyl inequalities [6] 
We give a refined version of this inequality which enables us to consider the 
equality case in (2.7). This will be needed in Sec. 3. 
LEMMA 1. Let Sk be a subspuce spunned by k eigenvectms currespond- 
ing to the first k eigenvulues of A. Then 
(2.8) 
Suppose that the equality sign holds in (2.7) fm some k. Then there exists 
x#O in Sk such that 
Ax=+, Bx- /3,x. (2.9) 
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Proof. From the convoy principle (e.g. [l]) it follows that 
* > min XT(A+B)x 
k' 
x E Sk xTx 
This yields (2.8) upon substitution of 
XTAX 
XL = min - , 
XESk xrr 
&=m$n%. 
(2.10) 
(2.11) 
If Ak =Xi + &, it means that the minima in (2.11) are achieved for the same 
vector x in Sk. This is equivalent to (2.9). n 
We now estimate 4 +k_i+i in terms of the diagonal elements of the 
Jacobi matrix. 
THEOREM 2. Let J be a non-negative Jacobi matrix with the diagonal 
a= (a 1, . . . , a,,) and the eigenvalues {hi};. Denote by a’ = (a;, . . . , a,‘,) the 
decreasing rearrangement of a. Then 
a~+a,:_,~)\i+X,_i+l(a;+a~, i=l,...,n. (2.12) 
Proof. Consider the matrix J(n,O,b). Denote its eigenvalues by {O,};. 
Taking into account that ak=o, we get from (2.1) that P,,(x) is either 
symmetric or antisymmetric according as n is even or odd. Since aII the roots 
of P,(h) are real and are arranged in monotonic order, the following equality 
holds: 
ei+e”_i+l=O, i=l n. ,**., (2.13) 
As 
J(n,a,b)=J(n,O,b)+J(n,u,O), (2.14) 
we can use the Lid&ii-Wielandt inequalities (2.5) to estimate the eigenvahres 
ofJ(n,a,b), namely, Bi+8,+l_i+a~_,+a~~~+~+,_i<Bi+8,+,_i+a;+ 
a;. Equation (2.13) now completes the theorem. n 
The inequalities (2.12) can be applied to the roots of any orthogonal 
polynomial given by the standard recurrence formula (2.1). 
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Proof of Theo-rem 1. Suppose that J(n, a, b) is a non-negative Jacobi 
matrix. Then a,! > 0 and the condition (1.2) follows at once from Theorem 2. 
For the converse, let (I be a real spectrum satisfying (1.2). Set 
h-L-i+1 
X,+&-i+1 
for i<n-i+I, 
(2.15) 
4 = Pi) for i= + (n odd). 
Then (I is the spectrum of the following block diagonal Jacobi matrix: 
J=~ag{*l,...,*~~,+1~,21}. (2.16) 
3. THE IRREDUCIBLE CASE 
The matrix given by the equality (2.16) is highly reducible. Thus we pose 
PROBLEM 2. Given a real set u = {Xi,. . . , a}, which satisfies the condi- 
tions (1.1) and (1.2), when does there exist an irreducible non-negative 
J( n, a, b) with these eigenvalues? 
The rest of the paper is devoted to the study of the above problem. In 
this section we show that if the spectrum is simple, i.e., 
and strict inequality holds in (1.2), i.e., 
&+&+l_i>O, i=l,...,n (n 2 2), (3.2) 
then Problem 2 is solvable. It remains then to investigate when it is possible 
to have Xk+k+l_k =0 for some k. Lemmas 2 and 3 list some necessary 
conditions which are then used to dispose of the relatively simple case 
A, + A,, = 0. The case A, + &_. i = 0 is already much more intricate, and most 
of Sec. 4 is devoted to its solution. 
Let J( 12, a, b) > 0 be irreducible. This is equivalent to 
bi >0, i=l ,...,fl-1. (3.3) 
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It is well known that if (3.3) holds, then J(n,a,b) has distinct eigenvalues [3, 
p. 801. 
THEOREM 3. Let A,, . . . ,A,, satisfy the conditions (3.1) and (3.2) and 
&+)h_i+l>O, i=l,...,n (?z > 2). (3.4) 
Then there exists a Jacobi matrix J(n,a,b) with the eigenvalues {hi}‘; such 
that a and b are strictly positive vectors. 
For the proof of this *theorem we need a well-known result for Jacobi 
matrices which goes back to Krein [3, Appendix II] (see also [5], [4]). 
THEOREMS. Let {hi}: and {k};-’ b e t wo strictly interlacing sequences 
X1>&>h2>/Q>... >&_1>& (3.5) 
Then there exists a unique matrix J(n,a, b) with positive b such th?t the 
eigenvalues of J(n,a,b) are {4}; and the eigenvalues of J(n - 1, 6, b) are 
{pi};-‘, where 
2= (aZ ,..., a,), &=(b,,...,b,_,). (3.6) 
Proof of Theorem 3. We prove the theorem by induction. For n =2 
choose J as in (2.15) with i = 1, n = 2. 
For n=3 let O<.sr<Xi-h2, max(O,ha)<es<hs, ~i+e~<Xi+Xa, which is 
possible because by (3.4) hi + A, > 0, h, > 0. Setting pi = h, + ei, ps = es, we 
have 
Applying Theorem 4 to these {&}T, { &}I yields a matrix J(3,a, b) with b > 0. 
By its very construction a, =A1+A,+A,-(~,+pJ>0, and furthermore 
a2 + a3 = p1 + p2, a2a3 - b,2 = pl p2. Thus pLI >p2 > 0 implies a2, a3 > 0. 
Let n > 4. By the induction assumption there exists J(n -2,c,d) with the 
eigenvalues {hi}:- ’ such that c, d > 0. Let 
J(n,a,b)=diag{A,,J(n_2,c,d)} (3.8) 
where A, is given by (2.15). 
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Denote by P&I) the characteristic polynomial of the k X k submatrix of 
J( TI, a, b) given above, which is obtained by deleting the first TI - k rows and 
columns of J(n, a, b). The polynomials I’,, . . . , P,, satisfy the equalities (2.1). 
Since b, = 0, we have 
P,,(X) = [(A- uJ(X- u2) - bf]P,_,. (3.9) 
Consider the polynomial in X 
Qn(h,t)=P,‘(X)+t2(h-.1)pn-3= & [x-hi(t)]. (3.10) 
As Q,,(X, 0) = P,(X) and all the roots of P,(A) are real and simple, we have that 
for a small enough positive t the roots of Q”(h,t) are also real and simple. 
Furthermore, the continuity of each h,(t) implies the validity of (3.1). Define 
We claim that for a small positive t the roots of P,_3(X) and Q”_s(A, t) 
strictly interlace. Clearly, it is enough to show that the roots of I’,,__# and 
P, _ s(X) = Qn_s(X, 0) strictly interlace. This follows from the induction 
hypothesis that J( n - 2, c, d) is irreducible. 
Let J( n - 2, c(t), d( t)) be th e unique matrix given by Theorem 4 such that 
the eigenvalues of .I( n - 2, c(t). d( t)) and J(n -3, c^( t), (i( t)) are the roots of 
Qn-dLt) and J’-3(4 respectively, where t is positive and small. Clearly 
c(0) = c and d(0) = d. Then 
d(t)=(d,(t),...,d,_,(tJ)>0. 
(3.12) 
Moreover, for such t the equation 
[A-X,(t)][h-Xn(t)]=(h-ul)[h-u,(t)l-b~(t) (3.13) 
has positive solutions u,(t), b,(t) such that 
h+A, %@) = 2 3 b,(O) = p. (3.14) 
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u(t)=(u,,a,(t),c,(t),...,c,_,(t)), 
(3.15) 
b(t)=(b,(t),t,d,(t),...,d,_,(t)). 
Consider the matrix J(t) = J(n,a(t),b(t)). As before, let P&i, t) be the char- 
acteristic polynomial of the corresponding k X k submatrix of J(t). Thus, 
these polynomials satisfy the recursion relations (2.1). Expressing first P,,(X, t) 
in terms of Pn_l(h,t) and P,_&‘t,t) and then Pn_l(A, t) in terms of P,_&i,t) 
and P, _Ji, t), one gets 
-t2(x-uJP”-3(h,t). (3.16) 
From (3.13) and (3.11) we deduce that the expression inside the braces is 
equal to II;= r(h - Ai( t)) = Q,,(A, t), and hence on the basis of (3.10) that 
P,(h,t)= P,(X). Thus J(n,u(t),b(t)) has th e er ‘g envalues {Xi};. In addition, for 
a positive small t the vectors u(t) and b(t) are strictly positive. The proof of 
the theorem is completed. n 
It remains therefore to investigate the cases where for some k < [(n + 
1)/21, 
&+&-_k+1=0. (3.17) 
LEMMA 2. Let .l(n, a, b) be non-negative and irreducible with the eigen- 
values (3.1). Assume that (3.17) holds. Then: 
(i) Zf a, > 0, then the i th components of the eigenvectors xk and xn-‘+‘, 
corresponding to the eigenvectors & and L_,, 1, are equal to zero. 
(ii) a, = a,, = 0, and furthemore a2 = a,,_ 1 = 0 except when k = (n + 1)/2. 
(iii) The vector a = (a,, , . . , a,) has at most k- 1 positive entries. 
Proof. Let { Bi}; be the eigenvalues of l(n,O, b), and note that they 
satisfy Si + Bn+i_i =O. Writing, as in (2.14), J(n,a,b)=J(n,O,b)+J(n,a,O), 
while noting that J(n, u,O) is non-negative definite, we see [cf. (2.7)] that 
ei+ i=l 12. >***> (3.18) 
Thus, o=ek+en+,_, < Xk+&+l_k=O forces 
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Comparing this with the Weyl inequality (2.7) shows, in particular, that 
mm1 GiGn a, = 0. Thus the equality case (2.9) of Lemma 1 is applicable, so 
that 
J(n,u,O)Xk=J(n,a,O)x”-k+l=O. (3.20) 
In particular ai rik = a, x: + ’ - k = 0, establishing (i). By writing down explicitly 
the system ./(n, 0, b)x =xX, we easily deduce that the first and the last 
components of x do not vanish (otherwise x = 0). Moreover if ;r, = 0 (x,_ 1 = 0) 
then, h = 0. This happens if and only if 12 + 1 is even and X = A,, + i),s = 0. In 
that case all the even components of x(“+~)/’ vanish and all the odd 
components of x@+ i)/’ are distinct from zero. Combining these results with 
(3.20), we obtain condition (ii). 
Consider the matrix J(n, tu, b). From (3.20) it follows that 
l(n,tu,b)Xk=ekXk. (3.21) 
Since for any t the eigenvalues of J(n, ta, b) are distinct, 0, is the kth 
eigenvalue of J(n, tu, b). Thus as t+ + cc at most the first k - 1 eigenvalues of 
J( n, ta, b) will tend to infinity. This is equivalent to the fact that the diagonal 
of J(n, a, b) has at most k - 1 positive entries. The proof of the lemma is 
completed. n 
THEOREM 5. Let h, +h, =O. Assume that (3.1) holds. Then Problem 2 is 
solvable if and only if &.+k_i+l=O, i=2,...,n-1. 
Proof. Suppose that (3.17) holds for k = 1,2,. . . , n. Then it is possible to 
find a sequence {hi);-’ satisfying (3.5) as well as ~~+ll~_~=O, i=l,...,n- 
1. Consider the matrix _I( n, a, b) given by Theorem 4. We claim that a = 0. 
The equality 
q= 5 Ai- “& (3.22) 
i=l i=l 
implies a, =O. As P,(A) 
J(n,a,b) and J(n-1,&b)] 
and P,,_,(A) [the characteristic polynomials of 
are even and odd or vice versa, the recursion 
relation (2.1) implies that the same condition holds for the pair P,,_ ,(A) and 
P,_JX). Thus a, =O. Continuing in the same manner, we deduce that each 
ai = 0. This establishes the sufficiency part of the proof. 
Let J( n, a, b) be a non-negative and irreducible. Suppose that A, + A,, = 0. 
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According to Lemma 2, part (iii), a = 0. Since by Theorem 2, a: + a,!, _ r < h + 
h, + r _ i <ai + a;, the proof is finished. n 
For an indirect proof we could have used Frobenius’s theorem which 
shows that in fact for any non-negative irreducible matrix X, +X, =0 implies 
hk+Xn+l_k=O for all k. 
From now on we shall assume that 
h,+X,>0. (3.23) 
This means that the diagonal of J( n, a, b) contains at least one positive entry. 
As before, we are interested in finding out when & +&+ r _k =0 is per- 
mitted. The following lemma gives a further necessary condition. 
LEMMA 3. Suppose that A, is an eigenvalue of a non-negative irreduc- 
ible matrix J(n,a,b) such that &+&_k+l=O, l<k<n. Assume that a, >O. 
Let 
a’= (al ,...,a[-,), b’=(b,,...,bl_,), 
(3.W 
u”=(al+,,..., a,), b”=(bl+l,...,b,_J. 
Then & and L-k+1 are also eigenvulues of the matrices J( 2 - 1, a’, b’) and 
J(n- l,u”,b”). Furthermore 
Xk-l+h,-k+2>07 Ak+l+hn-k>O. (3.25) 
In particular, if n is even, then 
~,z+4a,2+1 >o* (3.26) 
Proof. Let xk and xnPk+r be the corresponding eigenvectors of 
J(n,u, b). By Lemma 2 the Zth component of xk and x*-‘+’ is equal to zero. 
Therefore the equalities 
J(n,U,b)Xk=hkXk, ](n,u,b)X”-k+l=hn-k+lxn-k+l, (3.27) 
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decompose into the equalities 
I(z-l,d,b’)(Xk)‘=hk(xk)‘, ./(fl- z,d’,b”)=&(Xk)“, 
](I- l,a’,b’)(x n-k+l)~=&_k+l(Xn-k+l)~, (3.28) 
J(n- Z&b”) =A+k+l(X”-k+l)” 
Denote by J’ the matrix obtained from J(n,a, b) by striking out the Zth row 
and column. Let { A};-’ be the eigenvalues of f It is a standard fact that 
the sequences {X,}; and {k};- ’ interlace. The equalities (3.28) imply that 
Xk is a double root of J. Since all 4 are distinct, we must have 
~k-l=~k=xk* (3.29) 
Assume dS0 that ii,_, +k_k+z= 0. As before, we deduce that &a = j.& 1 = 
h k-l’ But this implies that &_ i = hk, COnti%Uy t0 the a%UmptiOn that _/( n, a, b) 
is irreducible. This establishes (3.25). Suppose n is even and &,,s + A,, + i = 0. 
Then the second inequality of (3.25) implies that &,a+ i +&,,s >O, which 
contradicts the previous assumption. Thus (3.26) holds. n 
With the help of Lemma 3 and Theorems 3 and 5 we can completely 
settle the cases n = 3,4. Consider first n = 4. If h, +X, > 0, then according to 
Lemma 3 X, + hs > 0, and the existence of an irreducible J(4, a, b) for such a 
spectrum is given by Theorem 3. Thus Problem 2 is solvable if and only if 
Xi + h, and A, +X, are simultaneously zero or positive. 
For n =3, the case A, + h, = A, =0 having been settled, there remains 
only the possibility Xi +X, > 0 and X, = 0. It is easy to show that J(3, a, b) has 
these eigenvalues if 
u,=u,=O, u,=x,+x,, bf + b,2 = - AJ,. (3.30) 
However, for a general n, the conditions given by Lemma 3 are not sufficient 
to solve Problem 2. We shall demonstrate this by solving completely the case 
&+&-,=o. (3.31) 
4. THE CASE h,+&_,=O 
In what follows we need a generalization of Theorem 4 which is of 
independent interest. 
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THEOREM 6. Let {Ai};, {&>:-’ and {qi}l;-‘, 2tZ<n-I, be real de- 
creasing sequences. Assume that the sequences {&}; and { pi};-’ = {&}i-’ 
U { qi};-l interlace: 
Then there exists a Jacobi matrix J( n, a, b) with non-negative b such that the 
spectra of ](I-- l,a’,b’) and J(n- 1, a”,b”) are the sets {&}i-’ and {~i};-z 
respectively, where the vectors a’, a”, b’ and b” are of the form (3.24). In 
case {xi} and { pi} strictly interlace, then b >0 and J(n,a, b) is unique. 
Proof. Form 
P(A)= Ii (X-A,), 
i=l 
l-l 
Q(x)= iFl (A-&), 
n-l 
R(X)= ,gl ('-17i),S(')=Q(')'(')' 
(4.2) 
If such a matrix J exists, then the expansion of det(hI - J) along the Zth row 
yields 
P(X) = (A- q)Q(X)R(h) - b:_,Q(X)R(h) - b#(X)R(h). (4.3) 
Here Q(h) and R(X) are the principal minors of AI-J based upon the 
{l,..., Z-2} and {Z+2 ,..., n} rows and columns respectively. The above 
equality implies 
Consider the ratio P(A)/ S(X). As th e roots of P(A) and S(A) interlace, we have 
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where 
(4.6) 
Note that if k = k’, then $ is uniquely determined. If k’ >k, then hk+l 
= . . . = Ar = pk and pi” is not uniquely determined in general (unless ~~Sk$ 
= 0). In case (3.5) holds, then each pi” is a unique positive number. Let 
{L..., n-l}=ZuJ, ZnJ=0, 
Z= {i l,...,il-l}, J={ jl,...&[}, (4.6) 
,L+~=.$,, k=l,..., l-l, bk=qk, k=l,..., n-l. 
Upon dividing (4.3) by S(X) and using (4.5) we deduce 
(4.9) 
,:w - 
R(h) 
Letting X-cc yields 
&= 2 p;, b,2= ZJP;". (4.10) 
iEI 
Now (4.9) and (4.10) determine Q and g Finally, to construct J(rz,a, b), we 
efoceed as follows. Let pf, . . . , p,” be any solution of (4.6) for k = 1,. . . , n. Let 
Q and E be given by (4.9). It is easy to see that the roots of Q and 
@ (R and g) interlace. Using Theorem 4 [which obviously can be extended 
to the inequalities (4.1)], construct matrices J(Z: La’, b’) and J(n- La”, b”) 
according to the pairs of the polynomials Q,Q and R, R. These matrices 
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together with the equations (4.4) and (4.10) determine J(n,a, b). Expanding 
the determinant of XI - J(n,a, b) along the Zth row, we easily obtain that 
det[XI-J(n,a,b)l=P(X). If {hi}; and { pi};-’ strictly interlace, then all 
pi” > 0 are uniquely determined. This in turn implies that Q and g are also 
uniquely determined. Moreover, the roots of Q and Q (R and E) strictly 
interlace. Thus, J(Z - l,a’, b’) and J(n - 1, a”, b”) are unique and b’, b” > 0. 
Also (4.4) and (4.10) have unique solutions ( bl_ 1, bl >O). Therefore, in that 
case, b > 0 and J( n, a, b) is uniquely determined. The proof of the theorem is 
completed. n 
THEOREM 7. Let (4); be real distinct eigenvalues, n >5, such that 
A, +h, >O, A,+&_l=O. Set 
i=l 
(4.11) 
Then Problem 2 has a solution if and only if S(A) has the following 
properties : 
(i) all roots of S are real and interlace with {Ai};, 
(ii) if y is a common root of S and P, then p is a double root of S. 
Proof. Suppose J( n, a, b) is a solution. Since h, + &_ i = 0, Lemma 2 
shows that at most one a, does not vanish. Thus A, +&, >0 implies that 
exactly one entry on the diagonal is not equal to zero. Assume then a, = a >0 
with 3 < 1 <n - 2 (Lemma 2). Expand detJXI - J(n, a, b)l along the Zth r?w to 
get (4.3). As J(l- l,a’, b’) and J(n - 1, a”, b”) have zero diagonal, Q, R, Q and 
R are either odd or even. Now (4.3) implies that S = QR satisfies the second 
equality of (4.11). Hence part (i) is simply Cauchy’s theorem. Assume that y 
is a common root of P and S. Then either Q( p) = 0 or R( p) = 0. We may 
assume that Q( /L) = 0. Since J( 1 - 1, a’, b’) is irreducible, Q( p) #O. Now (4.3) 
yields that R( /L) = 0. Using the fact that (4): are distinct and interlace with 
the roots of S, we get that p is a double root of S. This establishes condition 
(ii). 
Suppose now conditions (i) and (ii) hold. Clearly S(X) is even or odd. 
Since the roots of S(X) interlace with the eigenvalues {)4};, they must be 
either simple or double, Condition (ii) implies that the simple roots of S are 
not roots of P. Hence we can factorize S= QR so that Q and R are even or 
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odd and their roots are simple. It is therefore possible to invoke Theorem 6. 
Examining its proof, one shows easily that the polynomials Q and R can also 
be chosen to be even or odd. (Note that Q and R are not determined 
completely, since S has double roots.) Moreover, as each pi” in (4.6) does not 
vanish, the roots of Q and Q (R and E) strictly interlace. According to the 
proof of Theorem 5, a’ and u” are equal to zero and b’ and b” are strictly 
positive. Finally, (4.10) implies that bl _ 1, b, > 0. Therefore, Theorem 6 proves 
the existence of a non-negative irreducible J(n, a, b) with the prescribed 
eigenvalues {hi};. n 
REMARK. Whenever conditions (i), (ii) of the theorem hold, the con- 
struction given in the proof can be used to find a non-negative irreducible 
Jacobi matrix with a single nonzero diagonal entry. 
With the help of Theorems 3, 5 and 7 the case n = 6 can be analyzed 
completely. A solution to Problem 2 exists if and only if in addition to (3.2) 
one of the following holds: 
(a) X,+h,_,=O, i=l,2,3, 
(b) X,+h,_,>O, i=l,2,3, 
(c) &+h,_j>O, i=1,3, X,+&=0 and 
(A,+X,+h,+A,)A,A,=X,X,X,+A,h,h,+A,A,A,+X,A,A,, 
A,<O. 
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