We present an approach to Burger's equation based on Lie algebras (the Lie group theory). The basis is found to stably represent the solution for small viscosity. A Total Variation Diminishing method is presented to reduce or at least to control the oscillations at a shock associated with Gibbs phenomena. The Runge-Kutta scheme shows the order of the viscosity of the solution. A general algorithm is proposed to increase the efficiency of the method and the structure of the solution.
Introduction
Lie algebras and Lie group theoretic methods have played a significant role in the development of the resolution of differential equations. The Lie group theory is well established as a convenient basis to ensure a stable solution on a manifold under specific conditions.
One of these simple nonlinear partial differential equations, which is often used as a model problem for fluid dynamical systems, is given by the inviscid Burger's equation. This equation has been found to describe various kind of phenomena such as a mathematical model of turbulence [1] and the approximate theory of flow through a shock wave traveling in a viscous fluid [2] . Burger's equation is one of few nonlinear partial differential equations which have been solved analytically for an arbitrary initial data set [2] and [3] . However, difficulties arise in the numerical solution when the viscosity is small.
Consider the one-dimensional Burger Which describes the evolution of the field u = u(x, t) under nonlinear advection and linear dissipation. When the viscosity is null the field will develop a shock in a time t. For small viscosity the solution will be a slightly smoothed version of the inviscid (shock) solution. That is, sharp gradients will develop and slowly dissipate as t → ∞ and the solution decays to zero. For moderate values of the viscosity the solution decays to zero and gradients do not intensify. Burger's equation is a useful test case for numerical methods due to its simplicity and predictable dynamics. The challenge is to resolve the sharp gradients/shocks that occur at small and vanishing viscosity and accurately track their evolution. A useful property of Burger's equation is that for certain values of time and viscosity the exact solution can be generated numerically using the Cole-Hopf transformation. This makes it possible to compare the accuracy of different numerical methods by comparing them with the exact solution.
Numerical solution of the Burger's equation have been proposed by many authors. Miller [4] obtained some results by using a predictor-corrector method. Varoglu and finn [5] set up space-time finite-elements incorporating characteristics with which to obtain a numerical solution via a weighted residual method. Caldwell and Smith [6] , and Caldwell [7] have discussed the comparison of a number of different numerical approaches to the equation. Many other authors [8] , [9] , [10] , [11] and [12] have used a variety of numerical techniques based on finite-difference and finite-element methods in attempting to solve the equation particularly for small values of viscosity.
In recent years the boundary element method has been applied for the solution of different types of problems, ranging from linear to nonlinear and time-dependent problems [13] . Chino and Tosaka have discussed applicability of the dual reciprocity boundary element analysis of time-dependent Burger's equation [14] . Kakuda and Tosaka used the generalized boundary element approach to Burger's equation [15] . In another approach, Benhadid proposed a wavelet schems to construct a fitted solution to our equation in [16] .
We propose some new approach using a Lie group theory. The motivation to use these Algebra are:
• The properties of the solution, despite its regularity for all t, has a non homogeneous distribution of the gradient, an ideal situation for the use of the adaptive spaces [17] , [18] , [19] and [20] .
• The fact that the linear operators are with constant coefficients then easy to use with the Lie groups basis [21] .
• The operator u → u 2 is a simple non linear operator [22] .
2 Lie Algebra and Representation Theory 2.1 Lie algebras 
Definition 2.4 If V is a finite dimensional vector space over F, denote by End V the set of linear transformations V → V. As a vector space over F, End V has dimension n 2 , and End V is a ring relative to the usual product operation.
Remark 2.2
1. We will write gl(V ) for V viewed as Lie algebra and call it the general linear algebra and any subalgebra of a Lie algebra gl(V ) is called a linear Lie algebra.
Any subalgebra of a Lie algebra gl(V ) is called a Linear Lie algebra.
Definition 2.5 A Lie group is a set G with two structures: G is a group and G is a (smooth, real) manifold. These structures agree in the following sense: multiplication and inversion are smooth maps. A morphism of Lie groups is a smooth map which also preserves the group operation:
Remark 2.3
The word smooth in the definition above can be understood in different ways. It turns out that all of them are equivalent: every C 0 Lie group has a unique analytic structure. This is a highly non-trivial result. In this paper, smooth will be always understood as C ∞ .
We can use this following definition for the Lie group: Definition 2.6 A Lie group is a group object in the category of smooth (C ∞ ) manifolds.
In other words, a Lie group is a smooth manifold, with product and inverse maps that satisfy the group axioms and are smooth. We will restrict attention to finite dimensional Lie groups. It turns out that weakening the smoothness assumption leads to nothing new: starting with a topological manifold with product and inverse maps that are just continuous, one can show that continuity implies smoothness.
A much more concrete approach would be to define a Lie group as a "matrix group", a closed subgroup of GL(n, C). This group has no finite-dimensional faithful representations, the interesting representations will be infinite dimensional, so it cannot be thought of as a group of finite-dimensional matrices.
Alternatively, one can do algebraic geometry instead of differential geometry, and study "algebraic groups", group objects in the category of schemes (or some other theory of algebraic varieties). This allows one to discuss groups like GL(n, k) for different fields. See [23] .
Definition 2.7 The universal enveloping algebra U (G) is the associative algebra
where T * (G) is the tensor algebra of G and I is the two-sided ideal generated by the relations
Remark 2.4 Our Lie algebras will be finite dimensional.
The algebra U (G) is a filtered algebra, with filtration inherited from the grading on the tensor algebra
and the associated graded algebra
is the symmetric algebra S * (G). One often will try to prove things about U (G) by doing so for the commutative algebra S * (G) and then lifting to U * (G). The classification of Lie algebras and Lie groups is closely related, since the following theorem is involved: Theorem 2.1 (Fundamental theorem of Lie theory.) The category of finite dimensional Lie algebras is equivalent to the category of connected, simply-connected Lie groups.
To a Lie group is associated a single Lie algebra, but several Lie groups may have the same Lie algebra. One of these will be the simply connected one.
Theorem 2.2
1. Let G be a Lie group of dimension n and H ∈ G a Lie subgroup of dimension k. Then the coset space G/H has a natural structure of a manifold of dimension n − k such that the canonical map p : G → G/H is a fiber bundle, with fiber diffeomorphic to H. The tangent space at 1 = p(1) is given by T 1 (G/H) = T 1 G/T 1 H.
If
H is a normal Lie subgroup then G/H has a canonical structure of a Lie group.
Lie Algebras of Differential approximations
We can see in [24] that any finite-dimensional Lie algebra G of first order differential operators in R n has a basis of the form:
Here, v 1 , · · · , v r are linearly independent vector fields spanning an r-dimensional Lie algebra η. The functions f 1 (x), · · · , f s (x) define multiplication operators, and span an abelian subalgebra F of the full Lie algebra G. Since the commu-
is a multiplication operator, which must belong to G, we conclude that η acts on F, which is a finite-dimensional η-module (representation space) of smooth functions. The functions η a (x) must satisfy additional constraints in order that the operators span a Lie algebra; we find
Definition 2.8 An action of a Lie group G an a manifold M is an assignment to each g ∈ G a diffeomorhism ρ(g) ∈ Dif f M such that ρ(1) = id, ρ(gh) = ρ(g)ρ(h) and such that the map G × M → M is a smooth map.
Definition 2.9 A representation of a Lie group G is a vector space V together with a group morphism ρ : G → End(V ). If V is finite-dimensional, we also require that the map G × V → V : (g, v) → ρ(g). v be a smooth map, so that ρ is a morphism of Lie groups.
Remark 2.5 Any action of the group G on a manifold M gives rise to several representations of G on various vector spaces associated with M.
The symmetry group analysis of the differential approximation uses the techniques of the Lie group theory applied to differential equations. These approximations involve step size variables which change under the action of the group. It is based on the differential approximation, which describes approximately the numerical solution behavior at a reference point of the mesh. The representation scheme on the manifold M , which approximates the differential system, can be written as:
where h = (h 1 , h 2 , · · · , h m ) denotes the space step vector, and S = (S 1 , S 2 , · · · , S m ) the shift-operator along the axis of the independent variables, defined by:
Definition 2.10 The differential system:
is called the s th -order differential approximation of the finite difference scheme. In the specific case s = 1, the above system is called the first differential approximation.
The differential system is obtained from the algebraic system by applying Taylor series expansion to the components of S(u) about the point x = (x 1 , · · · , x m ) and truncating the expansion to a given finite order. Denote by G r a group of transformations acting on an open subset M of X × U × H the space of the independent variables, the dependent variables and the step size variables:
by L α the basis infinitesimal operator of G r :
where ε can be written as:
.
A Total Variation Diminishing method for Burger's equation
We can see in [25] that the one-dimensional Burger's equation can be written as:
with (x, t) ∈ X being the independent variable, u ∈ M the dependent one, and v the constant dynamic viscosity. The infinitesimal generators of the equation are:
The Lie algebra G of the transformations, under which the Burger's equation remains invariant, is generated by the 4 following vector fields:
• The time translation L 2 = ∂ t .
• The scale change L 3 = x∂ x + 2t∂ t − u∂ u .
• The Galilean transformation L 4 = t∂ x + ∂ u .
On the manifold M , we apply a Total Variation Diminishing method to approach the solution of the nonlinear Burger's equation which represent a point of M . Following the methodology presented in the previous section, the nonlinear Burger's equation can be written as a nonlinear conservation equation
where,
It is interesting to note that the nonlinear term in Burger's equation appears as a linear term in the convective velocity, whereas the linear term, which accounts for the diffusive process, is represented as a nonlinear term in u. The techniques discussed in this section can also be applied to other types of spatial discretizations using the method of lines approach, such as various TVD and TVB schemes and discontinuous Galerkin methods.
A class of TVD (total variation diminishing) high order Runge-Kutta methods is developed in [26] and further in [27] . These Runge-Kutta methods are used to solve a system of initial value problems of ODEs written as
resulting from a method of lines spatial approximation to a PDE such as:
Clearly, L(u) is an approximation, to the derivative −f (u) x in the PDE. If we assume that a first order Euler forward time stepping:
is stable in certain norm:
under suitable restriction on ∆t:
∆t ≤ ∆t 1 (3.6) then we look for higher order in time Runge-Kutta methods such that the same stability result (3.6) holds, under perhaps a different restriction on ∆t:
where c is termed the CFL coeffiecient for the high order time discertization. We remark that the stability condition for the first order Euler forward in time is easy to obtain in many cases, such as various TVD and TVB schemes (where the norm is the total variation norm).
As its stands, the TVD high order time discretization defined above maintains stability in whatever norm, of the Euler forward first order time stepping, for the high order, time discretization, under the time step restriction. For example, if it is used for multi dimensional scalar conservation laws, for which TVD is not possible but maximum norm stability can be maintained for high order time discretization is used. As another example, if an entropy inequality can be proved for the Euler forward, then the same entropy inequality is valid under a high order TVD time discretization. A Runge-Kutta method for Burger's equation is written in the form:
Clearly, if all the coefficients are nonnegative α ik ≥ 0, β ik ≥ 0, then it is just a convex combination of the Euler forward operators, with ∆t replaced by 
provided that α ik ≤ 0, β ik ≤ 0.
In [26] , schemes up to third order were found to satisfy the conditions in Lemma 3.1 with CFL coefficient equal to 1. The optimal second order TVD Runge-Kutta method is given by:
∆tL(u 1 ) (3.10)
with a CFL coefficient c = 1 in (3.9). The optimal third order TVD RungeKutta method is given by: 
Conclusion
The resolution of the one-dimensional periodic and regularized Burger's equation in a Lie Algebra has been performed using a Total Variation Diminishing method on a manifold. This approach is based on the discretization of the operator in Lie group basis with the representation of the space of the approximation. The viscosity of the solution is maintained under the regularity of the TVD condition and the CFL coefficient. Extensions to realistic problems with different boundary conditions and multidimension are our future research with a numerical application to compare with other methods.
