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RESUMEN 
La presente investigación fue ejecutada durante el año 2020, tuvo como finalidad 
determinar la influencia del sistema web en el proceso de incidencias de la empresa 
RR&C Grupo Tecnológico S.A.C., la metodología fue cuantitativa aplicada, se 
trabajó con el diseño de investigación experimental del tipo preexperimental. 
Además, la muestra estuvo conformada por 20 incidencias por cada indicador. Y 
los resultados conseguidos fueron: para el primer indicador se logró incrementar la 
tasa promedio de resolución de incidencias de 61.48% a un valor de 87.00% y para 
el segundo indicador se logró reducir la tasa promedio de incidencias reabiertas de 
16.80% a un valor de 8.35%. De tal forma, se concluyó que el sistema informático 
mejoró positivamente el proceso de incidencias en la compañía RR&C Grupo 
Tecnológico S.A.C. 
Palabras Clave: Information technology, Information systems, Service industries. 
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ABSTRACT 
The present investigation was carried out during 2020, aimed to determine the 
influence of the web system on the incidences process of the company RR&C Grupo 
Tecnológico S.A.C., the methodology was quantitative applied, it was worked with 
the experimental investigation design of the pre-experimental type. In addition, the 
sample was made up of 20 incidences per indicator. And the results achieved were: 
for the first indicator it was possible to increase the average incidences resolution 
rate from 61.48% to a value of 87.00% and for the second indicator it was possible 
to reduce the average rate of reopened incidences from 16.80% to a value of 8.35%. 
Thus, it was concluded that the computer program positively improved the 
incidences process in the corporation RR&C Grupo Tecnológico S.A.C. 
Keywords: Information technology, Information systems, Service industries. 
1 
I. INTRODUCCIÓN
Actualmente la aplicación de la tecnología dentro de las distintas áreas de una
empresa aporta en la mejora continua y automatización de los servicios
generando a la vez mayores utilidades. La información que se obtiene se
emplea para optimizar y mejorar la distribución de los recursos de la
organización.
En el ámbito internacional, las empresas que brindan servicios y que funcionan
con recursos que son personas tienen conflictos en la falta de atención al cliente,
falta de herramientas para dar una solución al problema e inconsistencia por
falta de una estrategia. Lo que desencadena en errores o incidencias, es
fundamental evitar este tipo de situaciones o al no poder evitarlas gestionar las
incidencias de una manera ágil para la satisfacción de los clientes (Datadec,
2017).
Según (Morales, José, 2015) las organizaciones suelen presidir de pautas de
referencia, procedimientos demostrados y confirmados para la ejecución de la
innovación tecnológica. Hoy en día existe un apogeo en la implantación de los
sistemas, pero su escaza madurez revelan la necesidad de seguir trabajando
para crecer y perfeccionar su implantación.
En el ámbito nacional, en nuestro país el equipamiento tecnológico aún está en
desigualdad frente a otras naciones del continente Latinoamérica. El reglamento
actual del gobierno electrónico requiere afianzar la operatividad de las redes de
comunicación (Diaz, Jorge, 2015).
En el caso de la empresa RR&C Grupo Tecnológico S.A.C., situada en
Miraflores. Es una entidad que se especializa en la comercialización de
ordenadores, para usuarios finales y empresas, y al soporte técnico de equipos
informáticos.
En el departamento de soporte de la organización actualmente se realiza el
proceso de incidencias de manera manual y compuesta por una serie de
actividades (ver Anexo D), el objetivo es atender los requerimientos que los
usuarios reportan diariamente respecto a los inconvenientes mostrados en sus
equipos de cómputo a nivel hardware, software y redes.
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Se inicia cuando los usuarios llaman al anexo o envían un correo al área y en 
algunas ocasiones de forma verbal requiriendo el apoyo necesario con sus 
equipos y explicando brevemente lo ocurrido. Se recolectan los datos del 
usuario, la hora y el detalle del problema pasando a registrarlo en un archivo 
Excel. Las incidencias son catalogadas por medio del Acuerdo de nivel de 
Servicio que tiene la entidad (ver Anexo E). 
Luego se elige aleatoriamente a un técnico que esté disponible, para luego 
acercarse al área a realizar un diagnóstico básico de lo ocurrido. Ya sea 
hardware, software o redes a continuación se procede a dar solución al incidente 
y después de ser solucionada se efectúa el cierre de forma verbal con el usuario. 
Por último, se prosigue al cierre del caso, pero antes se documenta el informe 
de la incidencia por el personal asignado. 
Conforme a lo expuesto, se muestra una defectuosa atención en las incidencias 
porque las mismas son atendidas por secuencia de llegada sin aceptar el grado 
de prioridad establecido. Asimismo, la inexactitud de inspección provoca que 
existan excesivas incidencias atendidas fuera del periodo establecido 
incumpliendo el SLA. Se conoce que la resolución de incidentes tuvo una tasa 
promedio de resolución de incidencias del 61.59% (ver Anexo A), un porcentaje 
muy inferior para la compañía puesto que su finalidad es proporcionar la mayor 
satisfacción a sus clientes. 
Por otro lado, también se señala que la preparación manual para los informes 
de las incidencias ocupa excesivo tiempo y ocasiona desorden en generar los 
reportes produciendo un erróneo historial de incidencias de los equipos 
informáticos. El área de soporte tuvo una tasa promedio de incidencias 
reabiertas del 16.70% (ver Anexo A), lo que representa un exceso de trabajo 
para el personal. 
La formulación del problema nos lleva a cuestionarnos: ¿De qué manera un 
sistema web influye en el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C.? 
Según (Ramírez, José, y otros, 2015) señala que el uso de la tecnología de 
información favorece la reducción de costos del capital y colaboradores. De esta 
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manera se logra aminorar importes de transacción por la contribución de la 
organización en el mercado. 
En seguida, se describió la justificación debido a lo cual se usó la tecnología de 
software libre, se trabajó en código abierto con el framework Laravel, además 
se usó el framework Bootstrap para el diseño, el almacenamiento de los datos 
se trabajó en MySQL. La justificación económica, se fundamenta en que se 
redujo el número de incidencias mejorando la toma de decisiones logrando 
reducir costos y obteniendo una mayor satisfacción del usuario. 
Por tanto, se expresó el objetivo principal: determinar la influencia del sistema 
web en el proceso de incidencias de la empresa RR&C Grupo Tecnológico 
S.A.C. Además, se tuvo como objetivos específicos: determinar la influencia del 
sistema web en la tasa promedio de resolución de incidencias para el proceso 
de incidencias de la empresa RR&C Grupo Tecnológico S.A.C. y determinar la 
influencia del sistema web en la tasa promedio de incidencias reabiertas para el 
proceso de incidencias de la empresa RR&C Grupo Tecnológico S.A.C. 
Se planteó la siguiente hipótesis, el sistema web mejora el proceso de 
incidencias de la empresa RR&C Grupo Tecnológico S.A.C. 
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II. MARCO TEÓRICO
En el antecedente nacional, cuyo autor (Arroyo, Roberto, 2019) menciona que
se usó la investigación aplicada, con el diseño de investigación preexperimental.
En conclusión, se logró disminuir la atención de incidencias a 49.67 minutos al
implementar el software y mejorando los servicios de soporte de TI de la
institución.
En la siguiente investigación de (Ramirez, David, 2018) se tuvo como problema
principal perfeccionar la prestación del servicio y los procesos de atención en la
compañía. Los resultados hallados fueron que se consiguió el descenso en
24.87% del porcentaje de incidencias reabiertas y se alcanzó el ascenso en
73.08% del porcentaje de incidencias atendidas.
Luego en la investigación del autor (Herrera, Benjy, 2017) se observó en el pre-
test que la TRI fue 78.25% y la TUTI fue 122%. Y luego de implementar el
sistema en el post-test se alcanzó en la TRI 98.38% y el descenso de la TUTI
96.5%. En conclusión, se consiguió optimizar eficazmente la gestión de
incidentes al implementar el sistema.
Seguidamente según (Condori, Miriam, 2018) en su investigación el objetivo
primordial fue mejorar la atención de un incidente generado. Se concluye que la
aplicación del modelo ITIL v3 disminuyó los tiempos de inactividad, optimizando
la disponibilidad del servicio además de lograr ajustar las actividades de la
organización en tiempo real mejorando la satisfacción del usuario.
Continuando con la investigación según (Castro, Zoila, 2016) menciona que la
finalidad fue optimizar la eficiencia en los procesos de la institución y que, con
la implementación del sistema de incidencias, se desarrollaron métricas
homogéneas y fáciles de captar cooperando rápidamente en la solución de los
incidentes.
Y por último la investigación del autor (Orellana, Edmar, 2017) indica que se usó
la investigación aplicada, además el diseño fue preexperimental y la muestra
fue de 63 incidentes. Llegándose a concluir que el promedio de incidentes
solucionadas incrementó en 60.80% y el promedio de incidentes reabiertos
descendió en 12.60% con la implementación de la aplicación.
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Se menciona el antecedente internacional, cuyo autor (Dranov, Roman, 2017) It 
expresses that web, operational and mobile systems were incorporated into the 
IT area. Achieving for the organization intangible benefits which allowed an 
effective use of the annual budget. 
En la siguiente investigación (Ferreira, Tiago, 2015) It indicated that simplifying 
the incidences process in the organization resulted in reduced operational 
expenses (-77%), as well as concentration in a single area of surveillance and 
alarms, I optimize incident management by reducing reaction time. 
Luego en la investigación del autor (Waithaka, Paul, 2017) the time in the 
resolution of tickets was reduced, in addition it was feasible to solve the 
challenges presented by users of the areas of the organization which affected 
the time in the identification and receipt of information on the resolution of 
incidences. 
Seguidamente según (Ogbebor, Itadon, 2019) his research showed that 
employees with training, instructions and training make effective use of the 
company's IT tools, which was used to support the knowledge management 
acquired by the organization. 
Continuando con la investigación según los autores (Palilingan, Verry, y otros, 
2018), they stated that the findings obtained were 84.5% in the resolution of the 
incidents so they were managed quickly and appropriately. In addition, 15.5% of 
the incidences escalated so as not to cause problems again. Achieving an 
excellent provision of academic service. 
Y por último la investigación de los autores (Lavalhos, Leonardo, y otros, 2015) 
foi indicado que, para desenvolver o problema da pesquisa, o processo de 
atendimento ao cliente foi redefinido com a subsequente implantação do 
sistema OcoMon reduzindo as falhas causadas por incidentes não resolvidos 
em 8,33% do total recebido. 
De acuerdo con (Castro, Valentina, y otros, 2020) un sistema web, son aquellas 
aplicaciones que se albergan dentro de un servidor en internet. Y que a través 
de la web se logra acceder mediante una red como una intranet o internet. 
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Del mismo modo según (Hendra, Kom, y otros, 2018) it is a tool that can be 
accessed through a browser can be the internet or by a local network. Years 
ago, these needs were met with desktop applications, but were left out of the 
advantages and facilities that web applications have. 
Según, (San Juan, Víctor, 2016) los sistemas web son programas de software 
que logran emplearse al ingresar por un servidor web mediante una intranet o 
internet a través de un navegador web. 
Como indica, (Yi-Yuo, Luo, y otros, 2017) the architecture of a web system, has 
an intermediate degree which expresses that the architecture is divided into: 
client, it is the staff who request the data for the presentation. Application server, 
whose job it is to supply the demanded data, but a different one is required to 
carry it out. Data server, provides the requested resources to the application 
server. 
Modelo vista controlador, divides the system data and the presentation, consists 
of three logical elements related to each other. Model: Manages application 
procedures and data, view: defines and manage show it is exposed to the user, 
and the controller manages user interaction (Suharjito, Andri, 2019). 
Según (Laaziri, Majida, y otros, 2019), PHP with its acronym "Hypertext 
Preprocessor" means that it handles data before conversion to HTML. It is used 
exclusively for web development and commonly integrated into HTML. 
MySQL, public license database management service, can operate on multiple 
platforms like Linux and Windows. Assisted by a structured query language, 
usually associated with web applications (Tummalapall, Sahithi, y otros, 2016). 
Como indica (Hervás, Pablo, 2020) Laravel, it is a framework that couples and 
reuses elements to provide a foundation for developing ordered and structured 
web applications. It offers tools and architecture with the best features of 
codeigniter, andii, ruby, sinatra and others. 
Bootstrap, It is a great tool for any type of web application and contains a 
complete set of components that are easy to learn and use. Easily changing the 
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style and elements of a web project with all the files that are required (Zakir, 
Ahmad, 2016). 
El proceso de incidencias según (Berndt, Henrik, y otros, 2019), it is vital in every 
company within the IT area, because there are always errors and incorrect 
operations to manage. Usually in small companies they do not have monitoring 
tools. Therefore, they do not have event management for the incidents that are 
presented. 
Según (Almaguer, Dairis, y otros, 2016) el proceso de incidencias se encarga 
de administrar los requerimientos de servicios e incidencias. La intención es 
restituir el servicio ofrecido a los niveles especificados en el SLA 
inmediatamente. 
The objective of the incident process is to provide a short and accurate solution 
to any incident that results in a suspension of service and not to find or analyze 
the cause for which it originated, but only to restore service (Imron, Ali, y otros, 
2020). 
De acuerdo con (Jimenez, Fernando, 2018), el ciclo de vida del proceso de 
incidencias está compuesto por: la identificación, se asigna un número especial 
por cada suceso y se toma la información de su posición, además de predecir 
su gestión puntualizando los detalles de la incidencia y la fecha. El registro, 
documentar la incidencia para ser manejada según los procedimientos 
normalizados por la compañía. La categorización, descripciones concisas de las 
incidencias que ayuden a describir la categoría adecuada para cada incidencia 
(ver anexo H). La priorización, establecer prioridades para solucionar primero 
aquellas que así lo ameriten (ver anexo I). Diagnóstico inicial, la primera 
persona analiza si se podrá ofrecer una solución inmediata al incidente o si será 
inevitable escalarlo al soporte de nivel próximo. 
Para el escalamiento, si un incidente no se llega a resolver en el primer nivel, 
será conveniente ser escalado en para dar continuidad al servicio (ver anexo 
J). Investigación y diagnóstico, cuando una incidencia es registrada se evalúa y 
recopila información para ofrecer una primera respuesta o escalarlo al siguiente 
nivel, donde la investigación y el diagnostico continuaran hasta hallar una 
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solución. Resolución y restablecimiento, se busca un enfoque de mejora 
continua, aunque el incidente este solucionado comprobando que el servicio fue 
restablecido exitosamente y finalmente el cierre, confirmar con el usuario que el 
servicio fue restablecido además de que este conforme con que su incidente 
tuvo un cierre aceptable. 
(Gervalla, Muhamet, y otros, 2018) To measure the incidence process, ITIL 
employs operational metrics and key performance indicators (ver Anexo B). 
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III. METODOLOGÍA
3.1 Tipo y diseño de investigación
Se empleó la investigación cuantitativa aplicada. Según (Arias, Fidias, 2017) 
es el manejo de conocimientos prácticos, aplicados para los grupos 
participantes y en la comunidad, tiene como intención utilizar 
inmediatamente los conceptos adquiridos. 
El diseño de estudio fue experimental, del tipo preexperimental, ya que 
evaluaremos el proceso de incidencias previa aplicación del sistema web y 
luego de usarlo, seguidamente compararemos los resultados obtenidos. En 
el diseño preexperimental, se ejecutan dos evaluaciones a una agrupación 
de elementos. Iniciándose con una evaluación previa (O1), a posteriori se 
presenta el grupo al tratamiento (X) y por último se efectúa la evaluación 
después del tratamiento (O2) (K. Malhotra, Naresh, 2018). 
Figura 1: Diseño de investigación preexperimental 
Fuente: K. Malhorta, Naresh (2018). 
Donde: 
▪ G: Grupo experimental.
▪ O1: Variable dependiente anterior a la implementación.
▪ X: Tratamiento (implementación del sistema).
▪ O2: Variable dependiente posterior a la implementación.
3.2 Variables y operacionalización 
▪ Variable independiente: Sistema web.
▪ Variable dependiente: Proceso de incidencias.
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Tabla 1: Matriz de operacionalización de variables 





It uses the server client architecture, where by 
which a client with the help of a web browser 
manages to access an address established 
through a web server from anywhere in the 
world (Almutairi, Ohud, y otros, 2016). 
Es una aplicación que recopila 
información de la empresa, a la cual se 
accede por medio de una intranet o 
internet desde cualquier navegador. 
Proceso de 
incidencias 
Proceso encargado de garantizar métodos y 
procedimientos para el análisis, 
documentación y mejora continua de las 
incidencias. Se busca dar una solución eficaz 
a cualquier incidencia en un intervalo de 
tiempo predeterminado y seguir con la 
continuidad del servicio (De Jong, Arjen, 
2014). 
Es el proceso de inspeccionar e 
identificar los errores que resulten de las 
incidencias hacer cumplir los parámetros 
de SLA. De modo que sea poco probable 
que el suceso se repita. 









3.3 Población (criterios de selección), muestra, muestreo y unidad de 
análisis 
(Navarro, José, 2014) indica, la población es una conglomeración de 
elementos propios que constituyen un grupo específico y con relación al 
universo está integrado de hechos sin límites e infinitos. 
Tabla 2: Población 
INDICADOR CANTIDAD POBLACIÓN 
Tasa promedio de resolución de incidencias 304 solicitudes contabilizadas 
Tasa promedio de incidencias reabiertas 301 solicitudes registradas 
Elaboración: Propia 
(Cazañas, Alex, y otros, 2017) Indican, la muestra se halla compuesta por 
una porción de la población seleccionada, usada para el desarrollo del 
estudio y que se efectuara la observación y acercamiento de variables. 
Tasa promedio de resolución de incidencias: 
𝒏 =
304 ∗ 1.962 ∗ 0.5 ∗ 0.5
0.052(304 − 1) + 1.962 ∗ 0.5 ∗ 0.5
𝒏 = 170 
Tasa promedio de incidencias reabiertas: 
𝒏 =
301 ∗ 1.962 ∗ 0.5 ∗ 0.5
0.052(301 − 1) + 1.962 ∗ 0.5 ∗ 0.5
𝒏 = 170 
Según (López, Pedro, y otros, 2015) el muestreo, es el procedimiento en el 
que se logra sustituir la muestra y es la que simbolizara a la población. El 
muestreo empleado para este estudio fue de tipo no probabilístico por 
conveniencia, ya que los datos fueron designados al azar y cualquier 
elemento posee la misma similitud de ser elegido.  
Se obtuvo como resultado el valor de 170. Por lo tanto, la muestra quedo 
registrada en 20 solicitudes de incidencias contabilizadas, dado que se 
empleó el muestreo no probabilístico por conveniencia. 
3.4 Técnicas e instrumentos de recolección de datos 
Tabla 3: Técnicas e instrumentos empleados 
TÉCNICA INSTRUMENTO FUENTE INFORMANTE 
Observación Guía de observación de 
campo 
Documentación del 
área de soporte 





La información sobre los datos de la empresa RR&C Grupo Tecnológico 
S.A.C. fueron gestionados mediante una carta de presentación y guías de 
observación de campo, para la firma de aceptación por parte de la compañía 
y del consentimiento informado por parte del personal técnico y empleados. 
A continuación, se pasó a tabular los datos en Excel, hacer las validaciones 
de los indicadores a través del juicio de expertos, usar el procedimiento test 
y retest en la fiabilidad y se pasaron los datos obtenidos al SPSS versión 22 
para su análisis. Del mismo modo para la implementación se empleó PHP 
conjuntamente con el framework Laravel y MySQL. 
Además, la aplicación fue desarrollada en base a la metodología SCRUM 
(Hayat, Faisal, y otros, 2019) es una metodología ágil que emplea un 
proceso iterativo e incremental mediante sprints y aplicada a proyectos que 
tienen especificaciones cambiantes. Luego, se aplicaron las pruebas del 
pretest y postest y las validaciones de normalidad. Por último, se efectúo la 
discusión de resultados, conclusiones y las recomendaciones. 
3.6 Método de análisis de datos 
Según (Mireles, Olivia, 2015), expresa que se recolectan datos apoyados en 
la experiencia y que los resultados obtenidos siempre serán números. 
La investigación procura efectuar un cotejo sobre los resultados conseguidos 
en el pretest, con los resultados postest luego de la implementación del 
sistema, por medio del contraste de las hipótesis establecidas para consentir 
la disposición de admitirlas o negarlas. 
Las pruebas se justifican en contrastar los resultados encontrados con los 
deseados en percibir, si la hipótesis nula es adecuada. Usando el test de 
normalidad de Shapiro-Wilk se busca confrontar la distribución empírica 
contra la distribución normal (Ahmad, Fiaz, y otros, 2015). 
Por consiguiente, en la investigación se efectuó para la normalidad el test de 
Shapiro-Wilk, debido a no exceder en 50 con la muestra. 
A continuación, se especifican las hipótesis estadísticas usadas en el 
presente estudio. 
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H1: El sistema web incrementa la tasa promedio de resolución de incidencias 
para el proceso de incidencias de la empresa RR&C Grupo Tecnológico 
S.A.C. 
Hipótesis H0: El sistema web no incrementa la tasa promedio de resolución 
de incidencias para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻0 =  𝑇𝑅𝐼𝑑 ≤  𝑇𝑅𝐼𝑎 
Hipótesis Ha: El sistema web incrementa la tasa promedio de resolución de 
incidencias para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻𝑎 =  𝑇𝑅𝐼𝑑 > 𝑇𝑅𝐼𝑎 
H2: El sistema web reduce la tasa promedio de incidencias reabiertas para 
el proceso de incidencias de la empresa RR&C Grupo Tecnológico S.A.C. 
Hipótesis H0: El sistema web no reduce la tasa promedio de incidencias 
reabiertas para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻0 =  𝑇𝐼𝑅𝐴𝑑 ≥ 𝑇𝐼𝑅𝐴𝑎 
Hipótesis Ha: El sistema web reduce la tasa promedio de incidencias 
reabiertas para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻𝑎 =  𝑇𝐼𝑅𝐴𝑑 < 𝑇𝐼𝑅𝐴𝑎 
El margen de error: α = 0.05 (5%) y el nivel de confianza: 1-α = 0.95 (95%). 
Por lo tanto, empleando la tabla de distribución normal (ver Anexo V), el 
valor crítico conseguido fue Zα = 1.645 (cola derecha) con un error α=0.05 
para el margen y una hipótesis unilateral. 
De modo que, para la estimación de la muestra se empleó la prueba de 
rangos con signo de Wilcoxon o la prueba t de Student. Dependiendo de la 
aplicación de las pruebas, si se efectúa una distribución normal en los datos 
o se vulneran los datos.
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Si ejecutamos una distribución normal dispondremos de la prueba t de 
Student, que sirve para estimar si dos grupos son distintos de modo 




2 + (m − 1)S2̂2





Se observa la fórmula para estimar la prueba y efectuar el cotejo de la 
hipótesis. Ya que es manejada cuando las muestras son escasas. 
Si la distribución no fuese normal, se usará la prueba de rangos con signo 
de Wilcoxon. Según (Campos, Begoña, 2018), manifiesta que es usada para 
muestras relacionadas, si los datos son idénticos y la hipótesis del 
investigador es inválida. La adición de los diferentes rangos positivos tiene 
que ser idéntico a la adición de rangos negativos. 
Los resultados que se obtengan estarán valorados por medio de la prueba 
de hipótesis designada, y lográndose contrastar la formulación de la 
hipótesis y decretar si la hipótesis nula es rechazada o aceptada. 
Figura 2: Región de aprobación y desaprobación para hipótesis bilateral o 
unilateral 
Fuente: Campos, Begoña (2018). 
En la Figura 2, se muestra las franjas de aprobación y desaprobación de la 
hipótesis nula (H0) en caso de que la hipótesis presenta dos extremos o uno 
solo. 
3.7 Aspectos éticos 
El investigador se responsabilizó de honrar la autenticidad del estudio, 
asimismo de la credibilidad de los datos suministrados por parte la 
organización RR&C Grupo Tecnológico S.A.C., salvaguardar la identidad de 
las personas y los materiales que intervinieron en la investigación. 
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IV. RESULTADOS
La presente investigación efectuó el pretest de la situación actual de la empresa
RR&C Grupo Tecnológico S.A.C. (ver Anexos R y S) y el postest luego de
ejecutar el sistema (ver Anexos T y U) para contrastar las hipótesis propuestas
en el estudio.
Análisis descriptivo
Los hallazgos conseguidos para la investigación se pueden apreciar en las
Tablas 4 y 5:
Indicador 1: Tasa promedio de resolución de incidencias
Los resultados descriptivos para el primer indicador se pueden apreciar a
continuación:
Tabla 4: Estadísticos descriptivos TRI 




Pretest_TRI 20 40,00 87,50 61,4821 13,23977 175,292
Postest_TRI 20 71,43 100,00 87,0020 8,56338 73,332
N válido (por lista) 20
Elaboración: SPSS V 22 
En la Tabla 4, se aprecia que la media de la tasa promedio de resolución de 
incidencias en el pretest obtuvo un valor de 61.48%, mientras que en el postest 
obtuvo un valor de 87.00% para la muestra. 
En consecuencia, al efectuar la comparación entre la media conseguida en el 
pretest y en el postest, se alcanzó un incremento del 25.52%, expresando una 
enorme desigualdad previa y posterior a ejecutar el sistema web. 
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Indicador 2: Tasa promedio de incidencias reabiertas 
Los resultados descriptivos para el segundo indicador se pueden apreciar en 
siguiente tabla: 
Tabla 5: Estadísticos descriptivos TIRA 




Pretest_TIRA 20 10,00 37,50 16,8036 7,67293 58,874
Postest_TIRA 20 0,00 25,00 8,3532 7,81296 61,042
N válido (por lista) 20
Elaboración: SPSS V 22 
En la Tabla 5, se pudo estimar que la media de la tasa promedio de incidencias 
reabiertas en el pretest alcanzó un valor de 16.80%, mientras que en el postest 
obtuvo un valor de 8.35% para la muestra. 
De modo que, al efectuar la comparación entre la media encontrada en el pretest 
y luego en el postest, se logró una reducción del 8.45%, expresando una gran 
diferenciación anteriormente y luego de ejecutar el sistema. 
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Análisis inferencial 
La prueba de normalidad se efectuó para cada uno de los indicadores 
empleando el método Shapiro-Wilk, a causa de que la proporción de la muestra 
es aplicada cuando la muestra es menor a 50 (Gonzáles, Elizabeth, y otros, 
2019). 
En la prueba Shapiro-Wilk, si el valor de la significancia es mayor a 0.05 se 
estima que la información posee una distribución normal, en cambio si la 
significancia es menor 0.05 afirma que es una distribución atípica. 
La prueba se efectuó empleando el programa estadístico SPSS 22, lográndose 
los resultados siguientes. 
Indicador 1: Tasa promedio de resolución de incidencias 
La prueba de normalidad para el primer indicador realizadas en el pretest y 
postest obtuvieron los siguientes resultados estadísticos: 
Tabla 6: Prueba normalidad indicador 1 
Shapiro-Wilk
Estadístico gl Sig.
Pretest_TRI ,915 20 ,079
Postest_TRI ,920 20 ,101
a. Corrección de significación de Lilliefors
Elaboración: SPSS V 22 
En la Tabla 6, se estimó que la información procede de una distribución normal, 
ya que el valor de significancia del pretest es 0,079 y para el postest es 0,101. 
Ambos valores son superiores al margen de error (α = 0,05). 
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Indicador 2: Tasa promedio de incidencias reabiertas 
Para el segundo indicador, la prueba de normalidad ejecutadas en el pretest y 
postest obtuvieron los siguientes resultados estadísticos: 
Tabla 7: Prueba normalidad indicador 2 
Shapiro-Wilk
Estadístico gl Sig.
Pretest_TIRA ,798 20 ,001
Postest_TIRA ,855 20 ,006
a. Corrección de significación de Lilliefors
Elaboración: SPSS V 22 
En la Tabla 7, se apreció que la información procede de una distribución no 
normal, ya que el valor de significancia del pretest es 0,001 y para el postest es 
0,006. Los dos valores son inferiores al margen de error (α = 0,05). 
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Prueba de hipótesis  
Hipótesis de investigación 1: 
Hipótesis H0: El sistema web no incrementa la tasa promedio de resolución de 
incidencias para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻0 =  𝑇𝑅𝐼𝑑 ≤  𝑇𝑅𝐼𝑎 
Hipótesis Ha: El sistema web incrementa la tasa promedio de resolución de 
incidencias para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻𝑎 =  𝑇𝑅𝐼𝑑 > 𝑇𝑅𝐼𝑎 
Para la contrastación de la hipótesis de investigación 1, se empleó la prueba t 
Student, en vista de que la información adoptó una distribución normal. En la 
Tabla 8, se aprecia que existe una diferencia significativa entre las medias antes 
y después del procedimiento porque el valor de t (- 8,003) < α (0,05). 
Tabla 8: Prueba t Student de TRI 




Elaboración: SPSS V 22 
20 
Figura 3: Región crítica indicador 1 
Elaboración: Excel 2019 
De la Figura 3, se percibió que el valor de t se halló en el interior de la región 
de rechazo con un valor T de -8,003 y para el valor de grado de libertad 19 el 
valor T fue -1,7291 (ver Anexo W). Por consiguiente, se desestimó la hipótesis 
nula, asintiendo la hipótesis del investigador con una confianza del 95%. Por lo 
tanto, el sistema web incrementa la tasa promedio de resolución de incidencias 









T = -8,003 
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Hipótesis de investigación 2: 
Hipótesis H0: El sistema web no reduce la tasa promedio de incidencias 
reabiertas para el proceso de incidencias de la empresa RR&C Grupo 
Tecnológico S.A.C. 
𝐻0 =  𝑇𝐼𝑅𝐴𝑑 ≥ 𝑇𝐼𝑅𝐴𝑎 
Hipótesis Ha: El sistema web reduce la tasa promedio de incidencias reabiertas 
para el proceso de incidencias de la empresa RR&C Grupo Tecnológico S.A.C. 
𝐻𝑎 =  𝑇𝐼𝑅𝐴𝑑 < 𝑇𝐼𝑅𝐴𝑎 
Para la constatación de la hipótesis de investigación 2, se empleó la prueba de 
rangos con signo de Wilcoxon, en vista de que la información adquirió una 
distribución atípica. 
Tabla 9: Prueba de rango de Wilcoxon de TIRA 











a. Postest_TIRA < Pretest_TIRA
b. Postest_TIRA > Pretest_TIRA
c. Postest_TIRA = Pretest_TIRA
Elaboración: SPSS V 22 
En las Tablas 9 y 10, para la segunda hipótesis de investigación la 
comprobación tuvo el valor de significancia (0,002) < α (0,05) que se empleó en 
la investigación. Adicionalmente se percibió que min(T+, T-) = 16 es inferior a 
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52, el cual fue el valor crítico encontrado (ver Anexo X). De tal manera, se refuta 
la hipótesis nula con una confianza del 95% y se admite la hipótesis alterna 
establecida previamente. 
Tabla 10: Estadístico de contraste de TIRA 
Pretest_TIRA & Postest_TIRA
Z -3,029b
Sig. asintótica (bilateral) ,002
a. Prueba de Wilcoxon de los rangos con signo
b. Se basa en rangos positivos.
Elaboración: SPSS V 22 
Otra manera de cotejar la hipótesis es por medio de la aproximación de la normal 
(z), ya que tuvo como valor (-3,029) < α (0,05) empleada en el nivel de 
significancia. En consecuencia, se llegó al mismo veredicto anteriormente 
descrito. 











√18(18 + 1)(2(18) + 1)
24
𝑧 =  −3,029 
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Figura 4: Región crítica indicador 2 
Elaboración: Excel 2019 
De la Figura 4, se apreció que el valor obtenido de -3,029 se localizó en el 
interior de la región de rechazo y el valor alcanzado fue menor que Zα = -1,645 
empleada en una significancia de valor α (0,05). Por lo tanto, los resultados 
alcanzados contribuyeron a demostrar que el sistema informático disminuyó la 
tasa promedio de incidencias reabiertas para el proceso de incidencias de la 
corporación RR&C Grupo Tecnológico S.A.C. 
Región de
aceptación





Z = -3,029 
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V. DISCUSIÓN
La investigación se efectuó en la empresa RR&C Grupo Tecnológico S.A.C.
situada en el distrito de Miraflores, con el propósito de optimizar el proceso de
incidencias a través de la ejecución de un sistema web. Por tal motivo, se
efectuó un análisis pretest, por lo que se consiguieron datos anteriormente a
ejecutar el sistema para medir el promedio de las incidencias resueltas y el
promedio de los incidentes reabiertos.
Seguidamente de la ejecución del sistema, se efectuó un análisis postest
regresando a recolectar los datos de los indicadores anteriormente citados.
Luego se efectuó una comparación en base a los resultados conseguidos, los
cuales recomendaron que un sistema informático mejora el proceso de
incidencias en la compañía RR&C Grupo Tecnológico S.A.C. especializada en
equipos informáticos y al soporte técnico.
A continuación, detallamos la etapa de resultados; para el primer indicador el
cual fue la tasa promedio de resolución de incidencias se alcanzó el valor de
61.48%, con la puesta en marcha del sistema propuesto se logró incrementar al
valor de 87.00%, lo que evidenció un aumento de 25.52%. La ejecución del
sistema web contribuyó a aumentar la asistencia de las incidencias dentro de la
compañía.
Para contrastar los antecedentes citados previamente, (Ramirez, David, 2018) 
en la empresa GMD: Caso Proyecto Banco Continental se manifiestan los 
hallazgos conseguidos al implementar el sistema, para el segundo indicador el 
cual fue porcentaje de incidencias atendidas previa a la culminación del sistema 
(pretest) consiguió el valor de 62.63% conformada por una muestra de 27 fichas 
registradas y tras la ejecución del sistema (postest) alcanzó el valor de 73.08% 
adquiriendo como resultado un incremento del 10.45%, en cambio en la 
presente investigación se logró el valor de 25.52% que claramente es mayor al 
obtenido por (Ramirez, David) en su investigación. 
Sin embargo, en ambas investigaciones luego de la ejecución del sistema web 
se optimizó la asistencia atendida en las incidencias. 
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De la misma manera en la investigación de (Herrera, Benjy, 2017) en la 
corporación CSD Electrónica S.A.C. se muestran los hallazgos encontrados con 
la ejecución de un aplicativo, con respecto al primer indicador el cual fue la tasa 
de resolución de incidencias previa a la ejecución del sistema (pretest) consiguió 
el valor de 78.25% para una muestra establecida por 20 registros, este número 
refleja el promedio de incidencias solucionas y tras la ejecución del sistema 
(postest) obtuvo el valor de 98.38% alcanzando como resultado un incremento 
del 20.13%, el cual es un valor inferior al 25.52% logrado en el presente estudio. 
No obstante, en esta investigación se encontraron diferencias con respectos a 
los hallazgos obtenidos por (Herrera, Benjy) a pesar de lo cual se admite que el 
sistema web incrementa la tasa de incidencias solucionadas y se coincide con 
los resultados conseguidos. 
Del mismo modo, en la investigación llevada a cabo por (Orellana, Edmar, 2017) 
en la compañía Insecorp S.A.C. se presentan los hallazgos encontrados al 
implementar el sistema informático, en lo que respecta al primer indicador el 
cual fue porcentaje de incidencias resueltas en el primer nivel previa a la 
implementación del sistema (pretest) obtuvo el valor de 19.20% la muestra 
estuvo constituida por 63 reportes de incidencias en el departamento de 
sistemas y posteriormente a la implementación del sistema (postest) alcanzó el 
valor de 60.80%, como resultado alcanzado tuvo un incremento del 40.16%. En 
cambio, se consiguió el valor de 25.52% lo cual es considerablemente inferior 
que en la presente investigación.  
Pese a que ambas investigaciones difieren en sus resultados, se concluyó que 
al emplear un sistema web se mejoró la deficiente atención para los usuarios o 
para las distintas áreas de la empresa al momento de reportarse las incidencias. 
Asimismo, en la investigación de los autores  (Palilingan, Verry, y otros, 2018) 
desarrollada bajo los estándares del Framework ITIL se presentan los hallazgos 
descubiertos con la ejecución de un sistema académico. Expusieron que 
posteriormente a la implementación del sistema académico (postest) se obtuvo 
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el valor de 84.50% siendo manejados de manera adecuada y ágil las incidencias 
presentadas. También contribuyendo con el funcionamiento inmediato del 
servicio académico de la institución, garantizando que los sistemas de 
información consigan proporcionar el mayor servicio posible, además de 
mejorar la productividad los servicios académicos ofrecidos a los estudiantes. 
Por consiguiente, en la investigación de (Palilingan, Verry, y otros)  y la presente 
investigación gracias al desarrollo e implementación del sistema se optimizó la 
atención de las incidencias logrando una baja interrupción del servicio ofrecido.  
Por otro lado, el resultado para el segundo indicador el cual fue la tasa promedio 
de incidencias reabiertas consiguió el valor de 16.80%, con la puesta en marcha 
del sistema propuesto se logró disminuir al valor de 8.35%, lo que evidenció una 
reducción de 8.45%. La ejecución del sistema web favoreció a la disminución 
de las incidencias reabiertas en el área de sistemas en el interior de la compañía 
RR&C Grupo Tecnológico S.A.C. 
Para cotejar la investigación previamente citada de (Ramirez, David, 2018) se 
manifiestan los hallazgos conseguidos al implementar el sistema en la compañía 
GMD: Caso Proyecto Banco Continental para el indicador uno, el cual fue 
porcentaje de incidencias reabiertas previa a la implementación (pretest) obtuvo 
el valor de 64.55% muestra conformada por 27 fichas registradas para este 
indicador y posteriormente a la implementación del sistema (postest) obtuvo el 
valor de 24.87% adquiriendo como resultado un decrecimiento del 39.68%, en 
cambio en la presente investigación se logró el valor de 8.45% que 
evidentemente expresa un valor inferior al obtenido por (Ramirez, David) en su 
investigación.  
Sin embargo, las disparidades encontradas en ambas investigaciones tras la 
ejecución del sistema web concluyeron en que posteriormente de su 
implementación se aminoró la asistencia de las incidencias reabiertas. 
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De la misma manera, se muestran los hallazgos conseguidos con la ejecución 
del sistema en la investigación dada por (Orellana, Edmar, 2017) para la 
compañía Insecorp S.A.C., con respecto al segundo indicador el cual fue el 
porcentaje de incidencias reabiertas anteriormente a la implementación del 
sistema (pretest) consiguió el valor de 27.60% para una muestra constituida por 
63 registros de incidencias para el área de tecnología de información, este 
resultado refleja el promedio de incidencias que después de ser solucionadas 
fueron vueltas a reabrir por ser resueltas de manera ineficiente y tras la 
implementación del sistema (postest) obtuvo el valor de 12.60% alcanzando 
como resultado un descenso del 15.00%, el cual es un valor mayor al 8.45% 
logrado en el presente estudio. 
Por tanto, en ambos estudios se llegó a la conclusión que la aminoración en el 
porcentaje de incidencias reabiertas, involucró un crecimiento en la producción 
del día a día en los incidentes resueltos por parte del personal técnico. 
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VI. CONCLUSIONES
Finalmente, en la presente investigación se obtuvo lo siguiente en base a los
hallazgos conseguidos:
1. Se logró optimizar el proceso de incidencias de la corporación RR&C
Grupo Tecnológico S.A.C. a través del sistema web planteado y reflejado
en el incremento de incidentes resueltos, además de mejorar la
productividad del personal del área de sistemas de la organización.
2. Se consiguió incrementar la tasa promedio de resolución de incidencias
en la empresa RR&C Grupo Tecnológico S.A.C. con la puesta en marcha
del sistema propuesto se incrementó al valor de 87.00% en conformidad
a los resultados obtenidos en la Tabla 4, lo que evidenció un aumento del
25.52%.  La ejecución del sistema web contribuyó a aumentar la cantidad
de incidencias solucionadas dentro de la compañía.
3. Se alcanzó disminuir la tasa promedio de incidencias reabiertas en la
empresa RR&C Grupo Tecnológico S.A.C. con la puesta en marcha del
sistema planteado se logró disminuir al valor de 8.35% conforme a los
hallazgos mostrados en la Tabla 5, lo que demostró una reducción del
8.45%. La implementación del sistema propuesto favoreció a la
disminución de las incidencias reabiertas en el área de sistemas en el
interior de la corporación.
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VII. RECOMENDACIONES
Se especifican a continuación las sugerencias para las próximas
investigaciones:
▪ Se sugiere la aplicación acorde a la actualidad de nuevas tecnologías
que favorezcan la ejecución del sistema web.
▪ Se aconseja indagar en antecedentes más concretos con respecto a la
propuesta a plantear en la investigación.
▪ También se aconseja a investigadores futuros a emplear un mayor
número de indicadores para obtener mejores resultados en su
investigación.
▪ Del mismo modo, se sugiere la creación de un aplicativo móvil que
incluya funcionalidades nuevas para que el personal técnico de la
empresa RR&C Grupo Tecnológico S.A.C. pueda verificar el estado de
las incidencias desde cualquier lugar mejorando la calidad del servicio.
▪ Por último, se aconseja generar un mensaje de alerta para el personal
técnicos, cuando se generen nuevas incidencias en la compañía.
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Incidencias reabiertas Total de incidencias
Anexo B: Métricas operacionales del proceso de incidencias y KPI del proceso de 
incidencias. 
Fuente: New Horizons Computer Learning (2015). 
Fuente: New Horizons Computer Learning (2015). 
Anexo C: Matriz de operacionalización de indicadores 





























TRI: Tasa promedio de 
Resolución de Incidencias 
IR: Número de incidencias 
resueltas cumpliendo los 
SLA. 




















TIRA: Tasa promedio de 
Incidencias Reabiertas. 
IRA: Número de incidencias 
reabiertas. 
TI: Número total de 
incidencias reportadas. 
Elaboración: Propia 
Anexo D: Proceso de incidencias de RR&C Grupo Tecnológico S.A.C. 
Elaboración: Propia 
Elaboración: Propia 
Anexo E: Service Level Agreement (SLA) de RR&C Grupo Tecnológico S.A.C 
Anexo F: Entrevista al gerente general de la empresa RR&C Grupo Tecnológico S.A.C. 
























Anexo H: Criterios de categorización de incidencias 
Anexo I: Criterios de priorización de incidencias 
Anexo J: Criterios para el escalado de incidencias 
Anexo K: Estados de indecencias 










Anexo N: Guía de observación “Tasa promedio de incidencias reabiertas” 
 
 














Anexo P: Guía de observación “Tasa promedio de resolución de incidencias” (Test) 
 
 
Anexo Q: Guía de observación “Tasa promedio de incidencias reabiertas” (Test) 
 
 
Anexo R: Guía de observación “Tasa promedio de resolución de incidencias” (Retest) 
Anexo S: Guía de observación “Tasa promedio de Incidencias reabiertas” (Retest) 
Anexo T: Guía de observación “Tasa promedio de resolución de incidencias” (Postest) 
 
 














Anexo W: Distribución t Student 
Fuente: (Gonzáles, Dino, 2014) 
 
 
Anexo X: Valores críticos T - Prueba de Wilcoxon 
 

















Anexo Y: Carta de aceptación 
 
Anexo Z: Carta de conformidad 
 
 
Desarrollo de la metodología SCRUM 
1. Historias de usuarios 
Tabla 11: Historia de usuario 1: Inicio de sesión 
Historia de usuario 1 - H001 Tiempo estimando: 
4 días Iteración 1 
Condiciones 
El sistema deberá contar con una página de inicio de sesión para los usuarios 
y el administrador, contando con el campo correo y contraseña para acceder 
al sistema. 
Restricciones 
- Los usuarios contaran con un rol para que así solo el administrador pueda 
tener acceso a información clasificada. 
- Los usuarios tienen interfaces con acciones específicas. 
Elaboración: Propia 
 
Tabla 12: Historia de usuario 2: Módulo de usuarios 
Historia de usuario 2 - H002 Tiempo estimando: 
6 días Iteración 2 
Condiciones 
Se debe realizar la creación de usuarios con los roles activos los cuales son 
administrador, soporte técnico y cliente cada uno tendrá una determinada 
interface. Asimismo, permitir hacer la búsqueda del usuario. 
Restricciones 




Tabla 13: Historia de usuario 3: Módulo de roles 
Historia de usuario 3 - H003 Tiempo estimando: 
8 días Iteración 3 
Condiciones 
Se debe contar con el módulo de roles el cual debe permitir al administrador 
dar mantenimiento a los roles, cada uno tendrá su determinada interface. Del 
mismo modo permitir hacer la búsqueda de cada rol en específico. 
Restricciones 
- Los usuarios contaran con un rol, solo el administrador podrá dar el 
mantenimiento respectivo. 




Tabla 14: Historia de usuario 4: Módulo de proyectos 
Historia de usuario 4 - H004 Tiempo estimando: 
12 días Iteración 4 
Condiciones 
Se debe contar con el módulo de proyectos, que permita dar mantenimiento a 
los proyectos, además con contará con una sección para el mantenimiento de 
las áreas, categorías y niveles. Además de permitir hacer la búsqueda. 
Restricciones 
- Solo el administrador podrá modificar la información de los proyectos,
áreas, categorías y niveles.
Elaboración: Propia 
Tabla 15: Historia de usuario 5: Módulo de incidencias 
Historia de usuario 5 - H005 Tiempo estimando: 
8 días Iteración 5 
Condiciones 
Se debe contar con el módulo de incidencias, que permita registrar y dar el 
mantenimiento respectivo a las incidencias que se generan diariamente. 
Asimismo, permitir hacer la búsqueda de cada incidencia en específico. 
Restricciones 
- Solo los usuarios registrados en el sistema podrán realizar el registro de
incidencias.
- Solo se registrarán incidencias.
Elaboración: Propia 
Tabla 16: Historia de usuario 6: Módulo de reportes 
Historia de usuario 6 - H006 Tiempo estimando: 
5 días Iteración 6 
Condiciones 
El sistema deberá permitir visualizar los distintos reportes de las incidencias 
mensuales, además de permitir hacer la búsqueda de cada incidencia. 
Restricciones 
- Solo podrá ser visualizada por los usuarios registrados en el sistema.
Elaboración: Propia 
Tabla 17: Historia de usuario 7: Módulo de dashboard 
Historia de usuario 7 - H007 Tiempo estimando: 
6 días Iteración 7 
Condiciones 
El módulo de dashboard debe permitir a los usuarios visualizar los diversos 
gráficos como: total de incidencias diarias por mes, total de incidencias por 
cada mes, promedio de incidencias resueltas por mes, promedio de 
incidencias reabiertas por mes y el estado de incidencias por mes. 
Restricciones 
- Solo podrá ser visualizada por los usuarios registrados en el sistema.
Elaboración: Propia 
2. Scrum Team
Tabla 18: Equipo SCRUM 
PERSONA CARGO ROL 
RAMOS AMAO, Víctor Gerente General Product Owner 







3. Matriz de impacto
Tabla 19: Matriz de impacto de prioridades 
PRIORIDAD 




MUY BAJA 5 
Elaboración: Propia 
4. Producto Backlog
En la Tabla 20, se pudo apreciar el Product Backlog, donde se muestran los 
requerimientos funcionales especificados con su respectivo código de historia 
de cliente, impacto de prioridad y tiempos. 
Leyenda: 
▪ TE: Tiempo estimado (días).
▪ TR: Tiempo requerido (días).
▪ P: Impacto de prioridad.
▪ H000: Código de historia.
 
 
Tabla 20: Pila de producto inicial 
ITEM REQUERIMIENTOS FUNCIONALES HISTORIA TE TR P 
RF01 
El sistema debe poseer una página de inicio de 
sesión para los usuarios. 
H001 4 3 1 
RF02 
El sistema debe permitir al administrador 
registrar un nuevo usuario. 
H002 3 2 1 
RF03 
El sistema debe permitir al administrador dar 
mantenimiento a los usuarios y visualizar e 
interactuar con el módulo. 
H002 3 3 1 
RF04 
El sistema debe permitir al administrador 
registrar un nuevo rol. 
H003 4 2 2 
RF05 
El sistema debe permitir al administrador 
registrar y dar mantenimiento a los roles para 
cada usuario. 
H003 4 3 2 
RF06 
El sistema debe permitir al administrador 
registrar un nuevo proyecto. 
H004 1 1 1 
RF07 
El sistema debe permitir al administrador dar 
mantenimiento a los proyectos y visualizar e 
interactuar con el módulo. 
H004 2 2 2 
RF08 
El sistema debe permitir al administrador 
registrar una nueva área para el proyecto. 
H004 1 1 1 
RF09 
El sistema debe permitir al administrador 
registrar y dar mantenimiento a las áreas para 
cada proyecto. 
H004 2 2 2 
RF10 
El sistema debe permitir al administrador 
registrar una nueva categoría para el proyecto. 
H004 1 1 1 
RF11 
El sistema debe permitir al administrador 
registrar y dar mantenimiento a las categorías 
para cada proyecto. 
H004 2 2 2 
RF12 
El sistema debe permitir al administrador 
registrar un nuevo nivel para el proyecto. 
H004 1 1 1 
RF13 
El sistema debe permitir al administrador 
registrar y dar mantenimiento a los niveles para 
cada proyecto. 
H004 2 2 2 
RF14 
El sistema permitirá a los clientes, técnicos y 
administrador registrar una nueva incidencia. 
H005 3 2 2 
RF15 
El sistema debe permitir a los clientes, técnicos 
y administrador dar mantenimiento a las 
incidencias y visualizar e interactuar con el 
módulo. 
H005 5 5 1 
RF16 
El sistema debe permitir visualizar los distintos 
reportes de las incidencias mensuales a todos 
los usuarios registrados. 




El sistema debe permitir visualizar los diversos 
gráficos ya se por rendimiento del alumno por 
cursos, los alumnos más destacados por cursos, 
los alumnos recientemente registrados y los 
cursos recientemente agregados. 
H007 6 5 3 
Elaboración: Propia 
5. Entregables por Sprint 
Tabla 21: Lista de Sprints 








RF01: El sistema debe poseer una página de 
inicio de sesión para los usuarios. 
H001 4 3 1 
RF02: El sistema debe permitir al 
administrador registrar un nuevo usuario. 
H002 3 2 1 
RF03: El sistema debe permitir al 
administrador dar mantenimiento a los 
usuarios y visualizar e interactuar con el 
módulo. 








RF04: El sistema debe permitir al 
administrador registrar un nuevo rol. 
H003 4 2 2 
RF05: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
los roles para cada usuario. 
H003 4 3 2 
RF06: El sistema debe permitir al 
administrador registrar un nuevo proyecto. 
H004 1 1 1 
RF07: El sistema debe permitir al 
administrador dar mantenimiento a los 
proyectos y visualizar e interactuar con el 
módulo. 
H004 2 2 2 
 
RF08: El sistema debe permitir al 
administrador registrar una nueva área para 
el proyecto. 
H004 1 1 1 
RF09: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
las áreas para cada proyecto. 








RF10: El sistema debe permitir al 
administrador registrar una nueva categoría 
para el proyecto. 
H004 1 1 1 
RF11: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
las categorías para cada proyecto. 
H004 2 2 2 
RF12: El sistema debe permitir al 
administrador registrar un nuevo nivel para el 
proyecto. 
H004 1 1 1 
RF13: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
los niveles para cada proyecto. 








RF14: El sistema permitirá a los clientes, 
técnicos y administrador registrar una nueva 
incidencia. 
H005 3 2 2 
RF15: El sistema debe permitir a los clientes, 
técnicos y administrador dar mantenimiento a 
las incidencias y visualizar e interactuar con el 
módulo. 








RF16: El sistema debe permitir visualizar los 
distintos reportes de las incidencias 
mensuales a todos los usuarios registrados. 
H006 5 4 1 
RF17: El sistema debe permitir visualizar los 
diversos gráficos ya se por rendimiento del 
alumno por cursos, los alumnos más 
destacados por cursos, los alumnos 
recientemente registrados y los cursos 
recientemente agregados. 




6. Modelo de data base 
 




Desarrollo Sprint 1 
Tabla 22: Sprint 1 








RF01: El sistema debe poseer una página de 
inicio de sesión para los usuarios. 
H001 4 3 1 
RF02: El sistema debe permitir al 
administrador registrar un nuevo usuario. 
H002 3 2 1 
RF03: El sistema debe permitir al 
administrador dar mantenimiento a los 
usuarios y visualizar e interactuar con el 
módulo. 
H002 3 3 1 
Elaboración: Propia 
Análisis del Sprint 1 
 










Diseño del Sprint 1 
Figura 7: Diseño de prototipo del RF01 
Elaboración: Propia. 



















Figura 12: Listado de usuarios 
Elaboración: Propia. 
 
Figura 13: Diseño de prototipo del RF03 
Elaboración: Propia. 
Figura 14: Código del RF03 
Elaboración: Propia. 
Figura 15: Editar usuario 
Elaboración: Propia. 
Burndown Chart Sprint 1 
Se aprecia que la línea verde, es la línea ideal de cómo debería haberse realizado 
el Sprint y en la línea azul vemos como se ha ido efectuando el desarrollo del Sprint. 
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T. Estimado T. Requerido
Desarrollo Sprint 2 
Tabla 24: Sprint 2 








RF04: El sistema debe permitir al 
administrador registrar un nuevo rol. 
H003 4 2 2 
RF05: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
los roles para cada usuario. 
H003 4 3 2 
RF06: El sistema debe permitir al 
administrador registrar un nuevo proyecto. 
H004 1 1 1 
RF07: El sistema debe permitir al 
administrador dar mantenimiento a los 
proyectos y visualizar e interactuar con el 
módulo. 
H004 2 2 2 
Elaboración: Propia 
Análisis del Sprint 2 




Diseño del Sprint 2 
 




Figura 18: Código del RF04 
Elaboración: Propia. 
Figura 19: Listado de roles 
Elaboración: Propia. 









Figura 22: Editar rol 
Elaboración: Propia. 
 
Figura 23: Diseño de prototipo del RF06 
Elaboración: Propia. 
Figura 24: Código del RF06 
Elaboración: Propia. 
Figura 25: Listado de proyecto 
Elaboración: Propia. 
Figura 26: Diseño de prototipo del RF07 
Elaboración: Propia. 
Figura 27: Código del RF07 
Elaboración: Propia. 
Figura 28: Editar proyecto 
Elaboración: Propia. 
Burndown Chart Sprint 2 
Se observa que, la línea verde, es la línea ideal de cómo debería haberse realizado 
el Sprint y en la línea azul vemos como se ha ido realizando el desarrollo del Sprint. 
Tabla 25: Burndown Chart Sprint 2 
Elaboración: Propia. 
Desarrollo Sprint 3 
Tabla 26: Sprint 3 








RF08: El sistema debe permitir al 
administrador registrar una nueva área para 
el proyecto. 
H004 1 1 1 
RF09: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
las áreas para cada proyecto. 
H004 2 2 2 
RF10: El sistema debe permitir al 
administrador registrar una nueva categoría 
para el proyecto. 
H004 1 1 1 
RF11: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
las categorías para cada proyecto. 
H004 2 2 2 
RF12: El sistema debe permitir al 
administrador registrar un nuevo nivel para el 
proyecto. 
H004 1 1 1 
RF13: El sistema debe permitir al 
administrador registrar y dar mantenimiento a 
los niveles para cada proyecto. 









1 2 3 4 5 6 7 8 9 10 11
T. Estimado T. Requerido
Análisis del Sprint 3 
Figura 29: Diagrama caso de uso del Sprint 3 
Elaboración: Propia. 
Diseño del Sprint 3 
Figura 30: Diseño de prototipo del RF08 
Elaboración: Propia. 
Figura 31: Código del RF08 
Elaboración: Propia. 









Figura 34: Código del RF09 
Elaboración: Propia. 
 
Figura 35: Editar área 
Elaboración: Propia. 





























Figura 42: Diseño de prototipo del RF12 
Elaboración: Propia. 
 
Figura 43: Código del RF12 
Elaboración: Propia. 










Figura 46: Código del RF13 
Elaboración: Propia. 
Figura 47: Editar nivel 
Elaboración: Propia. 
Burndown Chart Sprint 3 
Se aprecia que la línea verde, es la línea ideal de cómo debería haberse realizado 
el Sprint y en la línea azul vemos como se ha ido realizando el desarrollo del Sprint. 
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T. Estimado T. Requerido
 
 
Desarrollo Sprint 4 
Tabla 28: Sprint 4 








RF14: El sistema permitirá a los clientes, 
técnicos y administrador registrar una nueva 
incidencia. 
H005 3 2 2 
RF15: El sistema debe permitir a los clientes, 
técnicos y administrador dar mantenimiento a 
las incidencias y visualizar e interactuar con el 
módulo. 
H005 5 5 1 
Elaboración: Propia 
 
Análisis del Sprint 4 
 









Diseño del Sprint 4 
 




Figura 50: Código del RF14 
Elaboración: Propia. 
 
Figura 51: Listado de incidencias 
Elaboración: Propia. 














Burndown Chart Sprint 4 
Se logró apreciar que la línea verde, es la línea ideal de cómo debería haberse 
realizado el Sprint y en la línea azul vemos como se ha ido realizando el desarrollo 
del Sprint. 




Desarrollo Sprint 5 
Tabla 30: Sprint 5 








RF16: El sistema debe permitir visualizar los 
distintos reportes de las incidencias 
mensuales a todos los usuarios registrados. 
H006 5 4 1 
RF17: El sistema debe permitir visualizar los 
diversos gráficos ya se por rendimiento del 
alumno por cursos, los alumnos más 
destacados por cursos, los alumnos 
recientemente registrados y los cursos 
recientemente agregados. 
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Análisis del Sprint 5 
 
Figura 55: Diagrama caso de uso del Sprint 5 
Elaboración: Propia. 
 
Diseño del Sprint 5 
 
Figura 56: Diseño de prototipo del RF16 
Elaboración: Propia. 
 
Figura 57: Código del RF16 
Elaboración: Propia. 
Figura 58: Listado de reportes 
Elaboración: Propia. 
Figura 59: Diseño de prototipo del RF17 
Elaboración: Propia. 
Figura 60: Código del RF17 
Elaboración: Propia. 
Figura 61: Dashboard 
Elaboración: Propia. 
Burndown Chart Sprint 5 
Se observó que la línea verde, es la línea ideal de cómo debería haberse realizado 
el Sprint y en la línea azul vemos como se ha ido realizando el desarrollo del Sprint. 
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