Abstract. -The paper deals with the equation
Introduction
In this paper we deal with the question of finding multiple positive solutions to:
where N ≥ 2, 1 < q < p and p < 2
if N ≥ 3. The potential a(x) and the coefficient b(x) are non negative functions, not required to enjoy symmetry, such that Problems like (P ) have been widely investigated during last four decades: it is well known that the interest in studying Euclidean scalar field equations has been motivated not only by their strong relevance in Physics and Mathematical Physics but also by their mathematical features that make them challenging to the researchers. Indeed, (P ) has a variational structure, but a lack of compactness, due to the invariance of R N under the action of the non compact group of translations, prevents the use of variational methods in a standard way.
Starting from the classical by now papers ( [5, 17] ), several existence and multiplicity results have been stated and qualitative properties have been studied of the solutions to equations −∆u + a(x)u = f (x, u(x)). The earliest results were obtained in radially symmetric situations, taking advantage of the compact embedding in L p (R N ), p ∈ (2, 2N/(N −2)) of the subspace of H 1 (R N ) consisting of radial functions. Subsequently many different devices have been exploited to face the difficulties of non symmetric situations and remarkable progresses have been obtained also in this direction, even if many questions still remain open.
Describing all the various and interesting contributions, without forgetting something, is not an easy matter, so we refer interested readers to a survey paper [6] for an introduction to the motivations for studying scalar field equations and a description of the development of the research.
Here, in order to describe the purpose of our research, we need to recall some results on (P ) when b(x) = 0. Dealing with this problem, one at once realizes that the topological framework is quite different according the way in which a(x) approaches its limit at infinity. When a(x) goes to a ∞ from below the existence of a positive ground state solution can be proven by a minimization method together concentration compactness arguments (see [13] ). Conversely when a(x) > a ∞ it is not difficult to see that (P ) has not ground state solutions and positive solutions, when they exist, do not correspond to the infimum of the energy functional on the natural constraint, but must be searched by subtle topological and variational tools at higher energy levels [2, 3] .
The same striking difference appears when one looks for multiple solutions. Under suitable slow decay assumptions on a(x), in the first case the existence of infinitely many changing sign solutions has been shown in [7] , while in the second case the existence of infinitely many positive multi-bump solutions has been proved first in [9] under an additional smallness condition on the oscillation of a(x) − a ∞ , subsequently without that condition in [8] for potentials having "dips" then, in general, in [11, 12] in the planar case and, finally, in any dimension of the space R N in [14, 15] . It is worth remarking that, when a(x) > a ∞ , the positive multi-bump solutions rougly speaking appear, when one tries to maximize the energy functional between functions having a fixed number of bumps, as the result of a delicate equilibrium between the attractive effect of a(x) and the repulsive disposition of the bumps (which can be tought as nothing but solutions of the limit problem −∆u + a ∞ u − u p = 0). The same heuristic argument can be used to understand why, when a(x) < a ∞ , one cannot expect to find infinitely many positive multi bump solutions. Indeed, since the interaction between masses of the same type makes the energy decrease, if one tries to maximize the energy functional between multi-bump positive functions, the repulsive effect of a(x) plus the repulsive effect of the masses each other push the masses at infinity, on the contrary, if one attempts to minimize the functional, reasonably can hope to find just a finite number of multi-bump solutions and not infinitely many, because, when the number of bumps increases, the attraction due to a(x) added to the attractive disposition of the masses each other makes impossible an equilibrium state of the bumps and on the contrary forces them to collapse.
The object of our investigation is to understand how the presence of another nonlinear term can modify when a(x) ≤ a ∞ the above described situation opening the possibility of getting infinitely many positive solutions. The result we obtain, which is contained in the following theorem, states that this actually can happen: a "small" nonlinear perturbation having a coefficient whose effect is "competing" with the attractive one of a allows to find for any k ∈ N a positive solution having exactly k bumps: Theorem 1.1 Let a(x) and b(x) satisfy (h 1 ) and (h 2 ) a 0 := inf R N a(x) > 0; α(x) = a ∞ − a(x) ≥ 0;
Assume that η ∈ (0, √ a 0 ) and c > 0 exist such that . Then B > 0 exists such that if |b| L ∞ < B problem (P ) has infinitely many positive solutions.
Although our main interest is devoted to the case in which α(x) ≡ 0 we remark that when α(x) ≡ 0 Theorem 1.1 gives a result comparable to that stated in [9] , but under a weaker decay condition because imposed in a conical region instead of all the space.
Furthermore we stress the fact that some assumptions could be even more weakened: (h 4 ) could be substituted by the more technical one: which asks a control of the asymptotic behaviour of a and b only on a sequence of balls whose centres and radii go to infinity. Moreover we observe that the competing effect of b is mainly due to its behaviour at infinity, so b could be allowed to be negative outside the balls. We have chosen to state and prove Theorem 1.1 under assumptions (h 3 ) and (h 4 ) to avoid more technicalities. It is also worth observing that in our assumptions problem (P ) may or may not have a positive ground state solution. In the appendix examples are exhibited to show that both cases occur.
The method we use to prove theorem 1.1 is purely variational and inspired by that of [9] . The paper is organized as follows: in section two some useful results are recalled and the variational framework in which the problem is studied is introduced, in section three a max-min procedure is developed to find in suitable classes of multi bump positive functions good candidates to be critical points, sections 4 and 5 contains the proof that actually the functions found in section 3 are solutions when |b| L ∞ is suitably small, some examples are contained in the appendix.
Variational framework, useful facts and remarks, tools
Throughout the paper we make use of the following notation:
is the usual Sobolev space endowed with the standard scalar product and norm
• H −1 denotes the dual space of
•
• For any ρ > 0 and for any z ∈ R N , B ρ (z) denotes the ball of radius ρ centered at z, for any measurable set O ⊂ R N , |O| denotes its Lebesgue measure.
• c, c ′ , C, C ′ , C i denote various positive constants.
Problem (P ) is variational, its solutions can be searched as critical point of the "action" functional I :
In what follows we need also to consider the so called "limit" problem of (P ):
and the related functional I ∞ :
The following lemmas are well known and contain some useful information on the solutions of (P ∞ ) (see f.i. [6] and [1] , respectively). 
2)
and
Then Φ is nondegenerate, namely the following properties are true:
We remark also that, setting
m ∞ can be characterized as:
where, denoting by e ∈ H 1 (R N ) any point for which I ∞ (e) < 0,
According to the choice of δ we fix R so large that w(x) < δ for |x| > R/2. For all function u ∈ H 1 (R N ), u ≥ 0, we use the notation u δ = min{u, δ}, and u δ = max{0, u − δ} and we call u δ and u δ respectively the submerged part under δ and the emerging part above δ of u. Clearly u = u δ + u δ .
Fixing δ and R as before indicated and k ∈ N \ {0} we set
and if (x 1 , . . . , x k ) ∈ K k we say that a function u ∈ H 1 (R N ) is emerging around the points x 1 , . . . , x k in balls of radius R if u ≥ 0 and
We are now able to introduce the classes of functions in which we look for solutions, indeed for all (x 1 , . . . , x k ) ∈ K k we set
. . , k}}, where
is a kind of "local" barycenter. It is useful for what follows to introduce the functionals J and J ∞ defined on the set {v ∈ H 1 (R N ) : | supp v| < +∞} respectively by
We remark that for all u ∈ H 1 (R N )
Next lemmas describe the nature of the local non-smooth constraints I ′ (u)[u δ i ] = 0 imposed to the functions belonging to sets S x 1 ,...,x k ; as a consequence we also deduce S x 1 ,...,x k = ∅, for all (x 1 , . . . , x k ) ∈ K k and for all k ∈ N \ {0}.
has a unique maximum point in (0, +∞).
Proof Setting S = supp u δ and using (2.6) we get
By (2.5)(iii) we then obtain 9) and, since lim t→+∞ g ′ (t) = −∞, we deduce that g must have a zero in (0, +∞).
Moreover
Now, since q < p, a constantc > 0, depending on δ, can be found so that c(δ + s) q−2 ≤ (δ + s) p−2 , ∀s ≥ 0 and ∀c ≤c. Therefore, if |b| ∞ is small enough g ′′′ (t) < 0, for all t ∈ [0, +∞), so we conclude that g ′ is concave and, hence, its zero is unique. q.e.d.
Corollary 2.4 Let assumptions
Then the same conclusion of Lemma 2.3 holds true for the functions
Proof The argument is quite analogous to that of Lemma 2.3 once we write for all j ∈ {1, . . . , k}
In what follows we denote by θ(u) ∈ (0, +∞) the maximum point of the function g(t) and by θ j (u) ∈ (0, +∞) the maximum point of g j (t), j ∈ {1, . . . , k}. 
Proof Let φ ∈ C c (B R (0)) be a radially symmetric (around the origin) function such that max
Assume that δ satisfies (2.5) and set
Lemma 2.8 Let assumptions of Lemma 2.7 hold. Then
A) I is coercive and convex, hence weakly lower semicontinuous on C;
Proof A) Let u ∈ C, by using (2.5)(ii) we get
To show that I is convex let us fix u 1 , u 2 ∈ C and set h(t) = I(u 1 + t(u 2 − u 1 )). Thanks to (2.5)(i) we then obtain
Relation (B)(i) follows straightly from the proof of Lemma 2.3 and Remark 2.5, indeed we have 
. Next lemma gives useful information on the set of the projections of the ground state solutions of (P ∞ ) family. Lemma 2.10 Let assumptions of Lemma 2.7 be satisfied. Then {θ(w y ) : y ∈ R N } is a bounded set. Moreover, for any sequence {y n } n , y n ∈ R N , such that lim n→+∞ |y n | = +∞ the relation lim n→+∞ θ(w yn ) = 1 holds.
Proof If for some sequence {y n } n , lim n→+∞ θ(w yn ) = +∞ would be true, then the relation
which, by definition, holds for allx ∈ R N . Now, let {y n } n be a sequence of points in R N such that lim n→+∞ |y n | = +∞. Considering that a(y n ) −→ a ∞ , b(y n ) −→ 0, as n → +∞, and that, up to a subsequence, lim n→+∞ θ(w yn ) =θ ∈ R, (2.11) gives, as n → +∞,
from which we deduceθ = 1, by Lemma 2.1 and the uniqueness of θ ∞ (w).
We close this section by a lemma on the asymptotic decay of solutions of some variational inequalities. Its proof can be found in [9, Lemma 3.3] .
3 Max-min scheme
The purpose of this section is to find for all k ∈ N \ {0} a function emerging around k points having the appropriate features to be a critical point of the functional I.
From now on we assume that (h 1 ), (h 2 ), (h 3 ) hold, and that |b| ∞ < B 1 where B 1 is the number whose existence is stated in Lemma 2.3 and Corollary 2.4.
By (B) of Lemma 2.8 we know that for all (
Proof Let k ∈ N \ {0} and (x 1 , . . . , x k ) ∈ K k be fixed and let {u n } n , u n ∈ S x 1 ,...,x k be a sequence such that lim
Then, using (A) of Lemma 2.8, we obtain
We claim that (u
is bounded too, for all i ∈ {1, . . . , k}. Otherwise, for some i up to a subsequence, lim
3) which implies, in view of Corollary 2.4, Remark 2.5, and Lemma 2.8
we can assert the existence ofǔ ∈ H 1 (R N ) so that, up to a subsequencě
..,x k and it is the minimizer we are looking for. Indeed
q.e.d.
Remark 3.2
We stress the fact that Proposition 3.1 holds true when α(x) = b(x) = 0. Therefore, we define for all k ∈ N \ {0} and for all (
and we can assert this infimum is a positive minimum.
In what follows for all (x 1 , . . . , x k ) ∈ K k , we set
Next propositions describe some important features of any function that realizes µ(x 1 , . . . , x k ). First one describes the asymptotic behaviour of the submerged part of any such function
Moreover, let us fix η s ∈ (η, √ a 0 − δ p−1 ), then there exists a constant c > 0 such that
Proof In view of (A) of Lemma 2.8, I is coercive and convex on the convex set
and u δ ∈ L is the unique, positive minimizer for the minimization problem min{I(v) :
On the other hand, by the choice of δ,ū(x) = δ is a strict supersolution of (3.6) so the relation u δ < δ holds true for all x ∈ R N \ supp u δ . Relation (3.7) follows straightly from Lemma 2.11, by the choice of δ, and by observing that since u δ solves (3.6), it also solves
The following proposition states the conditions the gradient of I(u), subject to the k local constraints coming from the definition of S x 1 ,...,x k , has to verify when u is a minimizer on that class of functions. The proof of it can be obtained arguing exactly as in [8, Proposition 3.5] .
Next step in the program of building ∀k ∈ N \ {0} a good candidate critical point emerging around k points is to show that the supremum of µ(
For all k ∈ N \ {0} we set
We first consider the case of functions emerging just around one point, then we prove the wanted result in the case k > 1.
We start recalling a lemma, proved in [9] that characterizes the set M ∞ y and states µ ∞ 1 is achieved.
Lemma 3.5 The relation
holds for all y ∈ R N , moreover
w y being the function defined in (2.2).
Next two lemmas, which are basic for the proof of the subsequent Propositions 3.8 and 3.10, describe some feature of minimizers on classes S xn, when the sequence of points {x n } goes to infinity. First one states the action of such a sequence of functions converges to m ∞ , the action of the ground state w of the limit problem, the second one asserts that the shape of the functions as n → ∞ approaches the shape of the ground state w.
N , be such that |x n | −→ +∞, and let u n ∈ M xn . Let w xn be the projection of w xn on S xn andû n the projection on S ∞ xn of u n . Then
Proof Proposition 2.10 implies that { w xn } n is bounded, then, by using the asymptotic decay of w and assumptions (h 1 ), (h 2 ), (h 3 ), we deduce
(3.12) On the other hand
Therefore, if we show that
(3.14)
(3.10) and (3.11) are proved.
Let us fix ε > 0, then by (3.7) a number R δ > R can be found such that ∀ρ > R δ and for large n
Moreover, thanks to (h 1 ), (h 2 ), (h 3 ), and |x n | −→ +∞, we can assert thatρ > R δ exists so that for large n |α|
So, we have
Hence (3.14) follows if we prove that { û δ n } n is bounded. To do this, first we observe that the same argument displayed in the inequalities (3.3), (3.4) of Proposition 3.1 together with
bounded. This done, the boundedness of { u δ n } n is easily obtained, because otherwise the impossible inequality would be true
Lastly, using (3.18) and arguing as in (2.11), (2.10), we obtain that {θ ∞ (u n )} n , and hence { û δ n } n , is bounded.
Lemma 3.7 Let {x n } n , x n ∈ R N be such that |x n | −→ +∞. Let {u n } n be a sequence such that for all n, u n ∈ S xn and
for some τ > 0 and c > 0 not depending on n. Letû n be the projection of u n on S ∞ xn and let the relation lim
Proof Arguing exactly as in the proof of Lemma 3.6 we deduce that { û δ n } n is bounded, û δ n ≥ c > 0, ∀n ∈ N and moreover
, and by (3.22) we deduce
n ≥c > 0, and we can assert the existence of a function v ∈ H 1 (R N ) such that, up to a subsequence,
To prove (3.21)(ii) we intend to show that v n → v strongly in
, that is v = w by Lemma 3.5. We start observing that (3.24)(ii) gives v ≤ δ in R N \ B R (0) and that (3.24)(iii) together with assumption (3.19) implies 
from which lim
clearly follows.
0 , Lemma 3.5 gives v = w, and (3.21)(ii) is proved. Lastly (3.21)(i) follows from (3.21)(ii) arguing as in (2.11) and (2.10) to show that the sequence {θ ∞ (u n )} of the coefficients of the projections of u n on S ∞ 0 is bounded and goes to 1 as n → ∞.
Proof Let ζ n = nζ and let {u n } n be such that On the other hand, considering that d ≥ 1/2 and the asymptotic decay (3.7) we obtain
while, using (h 4 ) and (3.7) we deduce To prove (3.29), let us consider a sequence {y n } n , y n ∈ R N , such that lim n→+∞ µ(y n ) = µ 1 and let {v n } n be such that v n ∈ M yn . By Lemma 3.6, {y n } n is bounded, so up to a subsequence y n →x and taking into accountū ∈ Mx, we have I(ū) = µ(x) ≤ µ 1 . On the other hand, let us considerū n (x) =ū(x − y n +x) andv n = (ū n ) δ + θ(ū n )u δ n , then v n ∈ S yn and, in view of the continuity of θ(ū n (x − y n +x)) with respect to y n , we get
We turn now to the case k > 1. Before proving the desired result in Proposition 3.10 it is useful to show the upper semi-continuity of the map (
where for all i ∈ {1, . . . , k}
) and (u n ) δ is the unique positive minimizer for the minimization problem
Remark that such a minimizer exists and is unique because the same argument of Lemma 2.8 shows that I is coercive and convex on the convex set {u ∈ H 1 (R
Proposition 3.10 Let assumption
Proof The proof is carried out by an inductive argument on k.
Step 1 k = 1. In this case relation (3.35)(i) is just relation (3.29) stated in Proposition 3.8. Let us prove that
For all n, let us consider u n ∈ Mx ,ζn where ζ n = nζ andx ∈ R N is such that µ 1 = µ(x); u n can be written as u n = (u n ) δ +ū δ n +ũ δ n whereū δ n andũ δ n are the emerging parts aroundx and ζ n respectively. We remark that, for large n,
Set now
and evaluate I(v n ). Taking into account the exponential decay of u n , we infer
On the other hand
.
By definition v I n ∈ Sx, v II n ∈ S ζn , and
To estimate I(v II n ), let us consider, for all n, z n ∈ M ζn . We have
On the other hand, taking into account (3.7) and that (supp v
while, using the asymptotic decay of v I n and z n , we can assert that for large n v I n + z n ∈ Sx ,ζn and that
, that, together with (3.40) and (3.11) of Lemma 3.6 implies
and, by Lemma 3.7 v
ζn . Now, working as in (3.30)-(3.33), we deduce
Collecting (3.38), (3.41), (3.39) and (3.42) we finally obtain
that gives (3.36).
Step 2 k > 1. We assume (3.35)(i),(ii) hold true for all h < k. Let us first show that
we claim that it is bounded. Indeed, once proved the claim, we can assert that, up to a subsequence, {(x n 1 , . . . , x n k )} n is convergent, moreover, denoting by (x 1 , . . . ,x k ) its limit, we have µ k = µ(x 1 , . . . ,x k ) by Lemma 3.9. To prove the claim we argue by contradiction and we assume that for some j, 0 ≤ j < k, k − j sequences among {x n i } n , i ∈ {1, . . . , k}, are unbounded. Without any loss of generality, we can suppose that, up to subsequences,
where d n = min{|x n i | : i ∈ {j + 1, . . . , k}} and χ is the cut-off function introduced in (3.37). For large n, we have ) we obtain, using Lemma 3.6,
Lastly the definition and the asymptotic decay of z n , s n ,w x n j+1 ∨ . . .
Inserting (3.46), (3.47) and (3.48) in (3.45) we get
that comes from (3.35)(ii). Thus the claim is proved.
To conclude the proof, relation (3.35)(ii) is left to be shown. Since the argument is similar to that of step 1, we skip some details.
Let us consider u n ∈ Mx 1 ,...,x k ,ζn where (x 1 , . . . ,x k ) is the above found k-tuple for which µ k = µ(x 1 , . . . ,x k ). u n can be written as
where (u δ n ) i are the emerging parts aroundx i , i = 1, . . . , k, andũ δ n is the emerging part around ζ n . Remark that, for large n, we can assume
Setting v n = χ n (x)u n (x), where χ n are the cut-off functions defined in (3.37), repeating computations made to prove (3.38) we obtain
On the other hand, as in step 1, we can write
II n ∈ S ζn and arguments quite analogous to those used to prove (3.39) and (3.42) give respectively 
and we work on problems (P ) with variable b. Thus, if b n ∈ F we denote by
, θ n and θ n i the objects defined with respect to I n , in the same way J, S x 1 ,...,x k , M x 1 ,...,x k , µ(x 1 , . . . , x k ), µ k , θ and θ i have been defined with respect to I.
The following Proposition 4.1, the subsequent Corollary 4.2, and Proposition 4.4 analyze how the position of the emerging parts , the "bumps" of the functions realizing the max-min, varies as |b| ∞ goes to 0, while in Lemmas 4.5, 4.6 and Proposition 4.7 the asymptotic shape of the same functions is described. 
Proof We argue by contradiction, so we assume the existence of r ≥ R and, for all
Whitout any loss of generality we can suppose
To prove the statement we intend to show that (4.1) implies lim sup
Indeed, this done, the conclusion easily follows because being µ n (x 
follows. Now, taking into account that
) and that by Lemma 2.10 {θ n (w x n 1 )} n is bounded we have
Moreover, since for all n, I n is easily seen (as in Lemma 2.8) to be coercive on submerged parts andw
Thus, considering that |x
Therefore, in view of (4.4), (4.5), and (4.6), (4.2) follows if we show the inequality lim inf
Suppose (4.7) false, that is, up to a subsequence, 
On the other hand, analogously to (4.5),
we deduce for large n the inequality
that contradicts (4.10) proving (4.7) and completing the proof.
Arguing as for Proposition 3.3 the following lemma can be proved.
holds, with C depending neither on n nor on k n . 
with c 2 > 0. Since I n (v n ∧w x n 1 ) > 0, thanks to Lemma 2.8, we find
which contradicts (3.35).
q.e.d.
The proof of the following lemmas is analogous to the proof of Lemma 3.7 and 3.6, respectively. Lemma 4.5 Let {b n } n be as in Proposition 4.4. Let {x n } n , x n ∈ R N , be such that |x n | −→ +∞ if α(x) ≡ 0, and let u n ∈ S n xn be such that (3.7) holds with c not depending on n. If lim and, for large n,
Proof Relation (4.16) is a direct consequence of (4.15), so let us prove (4.15). First, assume k n ≥ 2 ∀n ∈ N. Without any loss of generality, in what follows we fix i = 1.
We consider ξ n (x)u n (x), where ξ n are cut-off functions defined as ξ n (x) = χ(|x−x n 1 | −d n /2) with χ as in (3.37) and d n = min{|x n i − x n 1 | : i ∈ {2, . . . , k n }}. Since by (4.11) d n → +∞, it is straightly verified that, for large n
, and (suppū n ) ∩ (suppǔ n ) = ∅. Our argument is carried out by proving the following points
Actually, once realized (A) and (B), it is not difficult to conclude. Indeed the choice of δ and R, which implies w(x) < δ when |x| > R/2, the exponential decay (4.12), the relations u kn =ū n in B dn/2−1 (x n 1 ) and d n → +∞, allow us to state thatū n (· + x n 1 ) verifies for all ρ > R and for large n
with a constant c independent of ρ. Hence, taking into account point (A), Lemma 2.1, and a(·+x
which, together with point (B) yields (4.15). Proof of point (A) Taking into account Lemma 4.3, by computation analogous to those in (3.38) we get
On the other hand, taking v n ∈ M n x n 1 , by using again Lemma 4.3, we deduce for large n the inequality
which together with (4.17) and I n (v n ) ≤ I n (ū n ) gives
So, in view of (4.13) and Lemma 4.5
we can apply Proposition 3.4 that clearly holds for I n , whatever n ∈ N is. Taking into account that u n =ū n in B R (x n 1 ), we can assert for all n the existence of λ n ∈ R N such that
Then, a standard bootstrap argument (see e.g. [4] ) allows us to state thatū n (· + x
Otherwise, we could assume |λ n | ≥ c > 0 ∀n ∈ N and lim n→+∞ λ n /|λ n | = e, with |e| = 1. Testing (4.18) with
where φ ∈ C ∞ 0 (B R (0)) is a radially symmetric function, so that φ(x) > 0 in B R (0), and 18) we can assert that the sequenceū n (x + x n 1 ) is bounded in C 1,σ (K) for all compact sets K ⊂ B R (0) and, then, uniformly converges to w in all compact sets K ⊂ B R (0).
To conclude the proof we observe that, when k n = 1 for all n ∈ N, we have just to work as for the points (A) and (B) with u n instead ofū n . Then (A) is nothing but Lemmas 3.6 and 3.7, while the proof of (B) can be carried out exactly as in the case k n ≥ 2.
be as in Proposition 4.7. Then, for large n, the following relation holds true
Proof The choice of R and (4.15) imply that for large n, for all i ∈ {1, . . . , k n }, 
Proof of Theorem 1.1
We have to show that for small |b| ∞ the Lagrange multipliers λ i in (4.21) are zero.
Arguing by contradiction, we assume that for all n ∈ N there exist b n ∈ F , k n ∈ N \ {0}, (x 1 , . . . , x kn ) ∈ K kn , and a function u n such that
According to Corollary 4.8, let λ n i be the Lagrange multipliers related to u n , then last inequality in (5.1) can be written max{|λ n i | : i ∈ {1, . . . , k n }} > 0. Up to subsequences, we can assume k n ≡k ∈ N or k n ր +∞, |λ
and set
. By the definition of µ n kn ,
By Taylor's formula,
Our aim is to obtain a contradiction with (5.3) proving that a careful estimate of the terms in (5.4) implies that, for large n,
First step is proving that lim
By Proposition 4.7 applied to v n and u n , considering that |y
On the other hand, on {0 < u n < δ} ∩ {0 < v n < δ} by Proposition 3.3
Analogously, when 0 < v n < u n < δ, we get
Hence, forρ > R, we can say that the maximum of
which together (5.7) yields (5.6). Set s n = |v n − u n | ∞ . Since β x n 1 (u n ) = β y n 1 (v n ) = 0 and x n 1 = y n 1 , v n = u n , and s n > 0 so we can define
We set now I = {1, . . . ,k}, if k n ≡k, and I = N, if {k n } n is unbonded, and n(j) = min{n ∈ N : k n ≥ j}, for all j ∈ I.
Claim Up to a subsequence, for all j ∈ I, {φ n (x+x 
Moreover, the convergence is uniform with respect to j ∈ I.
We postpone the proof of this claim to the end of the argument. Proposition 4.7 implies supp(v
, for large n, hence we deduce
because, when i = 1:
On the other hand, for all i ∈ {1, . . . , k n }
where
. By a direct computation, using the convexity of the real map t → g(t) = ((t − δ) + ) 2 and the fact that for all fixed y ∈ R min t∈R [(t − y) 2 − R(t, y)] = 0 when R(t, y) = g(t) − g(y) − g ′ (y)(t − y), we deduce that
Comparing (5.11) and (5.12) and using (5.13), we infer that when i = 1 14) with c independent of i, while when i = 1,
Therefore, since s n = 0 and Lemma 2.2 and (5.10) give the existence of vectors τ i ∈ R N , i ∈ I, such that lim 16) by using Proposition 4.7, equality (5.14) and the choice of R, we deduce 0 = 2 lim
which implies, for all i ∈ I \ {1}, τ i = 0. Analogously, when i = 1, using (5.15), we obtain
which gives
Now, we observe that τ 1 = 0. In fact, otherwise, from (5.16), we would derive that
Bρ(y n i )) = 0, for allρ > 0; moreover, by the argument used to obtain (5.9), forρ > R we could deduce the relation lim n→+∞ |φ n | L ∞ (R N \∪ R, R) be fixed and consider a cut-off decreasing functionχ ∈ C ∞ (R + , [0, 1]) such thatχ(t) = 1 if t ≤ρ,χ(t) = 0 if t ≥ R. Thus, puttingχ n i (x) = χ(|x − y n i |), with i ∈ I and n ≥ n(i), we havē χ
moreover, for large n, by Proposition 4.7,
We are, now, in position of estimating the terms of the expansion (5.4). Indeed, considering (5.19), (3.6), (3.8) , and denoting by λ n y n i the Lagrange multipliers related to v n , we can write, for large n:
Thus, considering (5.14) and (5.18), we obtain
Moreover, taking into account (2.5), (5.2) and (5.18) we have lim inf 
and as a consequence (5.5), as desired.
To complete the proof, let us now prove the claim. Up to a diagonal argument, we can just prove the claim for a fixed j ∈ I. Moreover, to simplify the notation, we use the same symbols to indicate subsequences of a given sequence.
Being u n ∈ M n x n 1 ,...,x n kn and v n ∈ M n y n 1 ,...,y n kn , they verify respectively, by Corollary 4.8, the Euler-Lagrange equations
Hence, taking into account y
Let us fix j ∈ I, for n ≥ n(j) setŝ n = max{s n , |λ
Remark that
Dividing byŝ n , we deduce from (5.24)
n (x),ω n andν n being functions taking their values between the values of u n and v n . We also remark that the relation |λ
clearly hold true, while the relations
hold uniformly with respect to the choice of j and can be obtained arguing as for proving (4.20), by using (5.22) and (5.23) respectively. Moreover, since for large n the equality
δ , by a direct computation, we deduce
Now, let us observe that by (5.26)
Then, by Lemma 2.11, choosingr > R + σ n |λ| and taking into account Proposition 4.1, we obtain |φ n (x)| < ce −ξ|x| , x ∈ B 2r (0) \ B R+σn|λ| (0), for ξ ∈ (0, a 0 − pδ p−1 ), c independent ofr and large n. Therefore, taking into account (5.25), we deduce the existence of C > 0 such that ∀r > 0 and for large n ), remark that B 2r (0) |∆ξr| = C 2r N −2 . Then, using (5.31), we get the relation
. Hence, we can assume that a function φ exists such that, up to a subsequence, φ n ⇀ φ in H 1 loc (R N ) and, in view of (5.25), |φ n − φ| L q (K) → 0 for all q < +∞ and for all compact sets K ⊂ R N . Furthermore, we can pass to the limit in (5.26) and obtain
where λ ′ = lim n→+∞ λ n j −λ n y n ĵ sn , for j ∈ I. Now, to complete the argument, we only need to show that λ ′ = 0. Indeed, in this case, for large n,ŝ n = s n ,φ n = φ n and what above proved forφ n is just what asserted in the claim. From (5.32), using Lemma 2.2 and Fredholm alternative theorem, we deduce that w δ (λ ′ · x) must be orthogonal to
A Appendix: On the existence of Ground States
As observed in the introduction, a natural question to wonder is either in our assumptions problem (P ) admits a ground state solution or all the solutions of (P ) are bound states. Here we show, by means of some examples, that both the situations can be true. We refer the reader also to [10] for a deeper study of the same question with respect to another equation with competing coefficients. Clearly in what follows we shall be sketchy on some well known facts.
A case in which a ground state solution exists
We consider (P ) with coefficients a(x) and b(x) chosen as follows
Clearly C can be chosen so small that all the assumptions of Theorem 1.1 are fulfilled and the theorem applies. Now, setting
and testing
(w being the function defined in Lemma 2.1) one easily obtains m a < min
and a standard application of the Concentration-Compactness principle allows to conclude that m a is achieved. Then, it is clear that a function realizing inf
R N |u| p+1 = 1 must exist too, by continuity, when C is suitably small. Therefore, for small C, (P ) has a ground state solution and infinitely many positive bound state solutions.
A case in which there is no ground state
We consider, for all n ∈ N, (P ) with coefficients a n (x) = 1 − 1 2 χ B 1/n (0) (x),
For all n, if C is suitably small, all the assumptions of Theorem 1.1 are satisfied so its conclusions hold true. Furthermore the arguments used to prove Theorem 1.1 show that a constantC > 0, not depending on n, exists so that when a n and b are as in (A.2) and C ∈ (0,C), (P ) has infinitely many positive solutions whatever n ∈ N is.
In what follows we assume C ∈ (0,C) fixed and we intend to show that (P ) cannot have ground state solutions for large values of n.
To carry out our argument we first need to introduce some notation. We set I n (τ u)
• u ∈ N n ⇒ τ n u = 1, u ∈ N ∞ ⇒ t u = 1. Moreover, for all n ∈ N, for all u ∈ N n we have holds true ∀n ∈ N, as one can verify testing I n by a sequence τ n wn w n (x), with w n (x) = w(x − y n ), |y n | → +∞. Now, let us argue by contradiction and let us assume that for all n ∈ N a ground state solution u n of (P ), with coefficients a n and b, exists. We can suppose u n ≥ 0, because otherwise we can replace it by |u n |, then the maximum principles gives u n > 0.
We claim that u n (x) = w(x − y n ) + φ n (x) (A.5)
where |y n | → +∞ and φ n ∈ H 1 (R N ), φ n → 0 strongly in H 1 (R N ). Indeed from m ∞ ≥ I n (u n ) = 1 2
we deduce that { u n } n is bounded, from which, setting t n := t n un and taking into account that t n = un 2 |un| p+1 p+1
, we also obtain {t n } n bounded. Thus
that implies So, being t n u n ∈ N ∞ , Lemma 2.1 implies t n u n = w(· − y n ) + φ n , (A.7) with y n ∈ R N and φ n → 0 strongly in H 1 (R N ), and, by Schauder estimates (see, f.i., [16] ), in C 2 loc (R N ) too. Now, in view of (A.4), we have lim n→+∞ t n =t > 0 up to a subsequence, and, more,t = 1, because otherwise the impossible inequality m ∞ = lim n→+∞ I ∞ (t n u n ) = I ∞ (tw) < I ∞ (w) = m ∞ had to be true. Finally |y n | → +∞ is obtained because lim n→+∞ y n =ȳ ∈ R N would imply On the other hand, being I ∞ (t n u n ) < I n (t n u n ) impossible because it would imply m ∞ ≤ I ∞ (t n u n ) < I n (t n u n ) ≤ I n (u n ) ≤ m ∞ , we conclude that the opposite relation I n (t n u n ) ≤ I ∞ (t n u n ) (A.9) must be true. Therefore .10) follows and, in view of (A.8), we can get the desired contradiction if we show that u n (x) ≤ c e −σ|yn| on B 1/n (0) (A.11)
holds for some σ > 0, with c independent of n. To this end put v n (x) = u n (x + y n ) and remark that to get (A.11) it is enough to show v n (x) ≤ c e −σ dist(x,B R (0)) . (A.12)
To show (A.12) we start observing that for all n ∈ N, v n solves −∆u + a n (x + y n )u + b(x + y n )u q − u p = 0 in R N \ B R (0). Then, choosing δ as in (2.5) and considering that inf a n = 1/2 for all n ∈ N, to obtain (A.12) we need to show v n (x) < δ on R N \ B R (0). (A.13)
Indeed, if (A.13) is true, for all n ∈ N v n turns out to be solution of
and (A.12) comes as consequence of Lemma 2.11. Therefore, what is left to complete the argument is to prove (A.13). Again we argue by contradiction, so we assume the existence of a sequence {z n } n , z n ∈ R N , such that, up to a subsequence, {x ∈ B R/2 (z n ) : |x| > R, v n (x) ≥ δ} = ∅ ∀n ∈ N.
(A.14)
Since v n → w in C 2 loc (R N ) and w < δ on R N \ B R/2 (0), we deduce |z n | → +∞ and, in turn, v n → 0 in H 1 (B R/2 (z n )). Then, being v n solution of −∆u + a n (x + y n )u + b(x + y n )u q − u p = 0 in B R/2 (z n ), regularity arguments imply v n → 0 uniformly in B R/2 (z n ) and, hence, give a contradiction with (A.14).
