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Abstract 
The discovery of graphene in 2004 [1] has prompted research into its potential in developing future 
electronic and photonic devices owing to its exceptional electronic and mechanical properties. 
Efforts to develop a scalable method of synthesis are ongoing and require a better understanding of 
the growth mechanisms of the various synthesis routes, as well as an examination of the properties 
of films produced by such methods. 
In this Thesis Raman spectroscopy is used to investigate graphene samples grown both by the 
reduction of graphite via graphene oxide as well as chemical vapour deposition on copper. In the 
case of the former, in-situ Raman spectroscopy was used to investigate the temporal evolution of 
graphene oxide exposed to different thermal treatments and under different reducing atmospheres. 
The study focused on the chemical processes which occur when graphene oxide is reduced by 
examination of the ID/G ratio which can be used to determine defect density by the Tuinstra-Koenig 
relationship [2]. The growth mechanism of graphene samples grown by chemical vapour deposition 
was also investigated. Here, the study focused on growth morphology by using simultaneous AFM-
Raman mapping to characterise the strain and layer number profile, by analysis of the G and 2D 
peaks, of graphene samples grown on copper and relate them to the topography of the underlying 
substrate. 
The integration of graphene with plasmonic devices offers the potential for novel optoelectronic 
devices, which requires a better understanding of the optical response of graphene. Here, FTIR 
spectroscopy was used to probe the change in the resonance profile of a gold plasmonic 
nanoresonator array when encapsulated with a graphene overlayer. By comparison of the 
experimentally measured shift with simulated results using finite element modelling the 
photoconductivity of graphene was determined. The study also investigated the feasibility of 
graphene integrated plasmonic devices for chemical sensing applications.  
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1. Introduction 
Carbon has played an enormous role in the history of mankind, not only is it one of the building 
blocks of life it is also deeply ingrained in his progression through the ages. If progress can be 
measured by the degree to which we are able to control the environment in which we live, then our 
initial contact with this element must have coincided with our first stumbling steps up the ladder of 
progress, by the discovery of fire in the form of soot. Fire granted us warmth and a mastery of the 
night and by the gathering of individuals to the protection it offered, against the elements, it formed 
the basis of society. It is extraordinary to think how significant a boon our species gained from our 
primitive early use of carbon, in the form of charcoal, by simply burning it. Despite the rudimentary 
nature of our acquaintance we would again be re-united with carbon on our journey towards 
progress in our later encounter with the different natural forms of carbon, diamond and graphite; 
which through a mere difference in bonding between carbon atoms (sp3 and sp2 hybridisation 
respectively) produced two materials with vastly different physical properties. More recently, the 
discovery of the various man-made allotropes of carbon with different dimensionalities has lead to 
innumerable interdisciplinary applications. The discovery of the fullerene class known as the 
“buckyball”, a spherical molecule comprised solely of carbon atoms with the formula  60, was made 
in 1985 by Kroto et al. [3] and has since been used in organic based solar cells [4, 5], hydrogen 
storage [6, 7], nanomedicine [8, 9] as well as for the enhancement of non-linear optical effects [10]. 
Another fullerene class was later fabricated by Iijima in 1991 [11] known commonly today as carbon 
nanotubes, which can be visualised as a rolled up tubular sheet of graphite, has been adopted in the 
fields of composite materials [12, 13], bioresistive coatings [14] and transparent conductive films 
[15], microelectronic transistors [16, 17] as well as biosensing [18, 19]. The discovery of another 
carbon allotrope, graphene, by Novoselov et al. in 2004 [1] has once again opened a new wave of 
research. Evidently, after several millennia of progress our scientific journey with carbon is far from 
over. 
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Graphene can be described as a 2D sheet of sp2 bonded carbon atoms arranged in a honeycomb 
lattice. Graphene’s remarkable electronic and mechanical properties, described in greater detail in 
Chapter 4, have been widely reported in the literature [20-23]. Despite its relatively recent discovery 
the many favourable properties of graphene has led to a flurry of activity in various applications such 
as field effect transistors [24], catalysis [25, 26], biological and chemical sensing [27, 28], energy 
storage [29, 30] and plasmonics [31, 32]. However, many of the potential applications of graphene 
depend on developing a scalable method of mass fabrication capable of producing large area high 
quality films. A multitude of synthesis methods have been developed, ranging from simple 
mechanical exfoliation to chemical exfoliation [33, 34] as well as high temperature epitaxial growth 
[35] and chemical vapour deposition [36]. This Thesis focuses on graphene films produced by both 
chemical vapour deposition on copper as well as by the chemical exfoliation of graphite via the 
reduction of graphene oxide. In particular, the growth mechanisms of both fabrication methods are 
investigated and the physical properties of the films they produce are characterised. The aims of this 
Thesis can be described as follows: 
 Clarify how the Raman properties of graphene can be used to characterise defects, doping, 
layer number and strain in films and demonstrate how correlations between different peak 
values can be made to distinguish between strain, doping and layer number. 
 Investigate the nature of strain in graphene films grown by chemical vapour deposition on 
copper as well as the partial relief of strain when films are subsequently transferred onto 
another substrate.  
 Investigate how the topography of copper substrates influences the growth of graphene 
films grown by chemical vapour deposition. In particular, how strain and layer number can 
be imprinted into graphene films grown on corrugated copper foils. 
 Investigate the temporal evolution of graphene oxide films reduced at different 
temperatures and in different reducing atmospheres. Here, the focus is on the degree to 
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which the graphitic properties of graphene oxide films, with different initial oxygen content 
levels and under different reduction regimes, can be recovered. 
 Investigate the frequency dependency of the dielectric response of graphene by integrating 
a graphene overlayer with a plasmonic nanoarray. In addition, the potential of developing a 
hybrid graphene-plasmonic chemical sensor is explored. Here, simulations are used to show 
that electrostatic gating is required to tune the Fermi energy of the graphene overlayer in 
order to achieve maximum sensitivity.  
The Thesis is arranged as follows: 
Chapter 2 introduces the experimental techniques used throughout this Thesis. The basic principles 
of Raman spectroscopy, atomic force microscopy and Fourier transform infra-red spectroscopy are 
discussed. The specifics of the experimental setups used as well as sample fabrication and 
preparation are also given.  
Chapter 3 focuses on the computational technique used in simulations presented throughout this 
Thesis. A brief overview of various other popular computational methods used commonly nowadays 
is given. The discussion then focuses on the modelling technique used throughout this Thesis, the 
finite element method using Comsol, and an outline of the simulation method is given. The 
importance of certain simulation parameters is explained and how checks must be made with 
analytical solutions, specifically Mie theory, to ensure that unphysical results are not obtained. 
Chapter 4 investigates the growth mechanism of graphene grown by chemical vapour deposition on 
copper foils as well as the physical properties of such films. First, the significance of graphene’s 
exceptional electronic and material properties is discussed, as well as potential applications, and the 
efforts thus far to develop a scalable method of mass fabrication. Following that, an explanation of 
how the Raman peak properties of graphene can be used to determine the physical properties of 
graphene films is given. Subsequently, results are presented investigating strain in graphene films 
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grown by chemical vapour deposition on copper. Strain is expected to originate in such films due to 
the differences between the thermal expansion coefficients of graphene and copper. Raman 
spectroscopy is then used to characterise the degree of strain that is exhibited in both single- and bi-
layer regions of the as-produced film. Furthermore, the partial relief of this strain when films are 
transferred off their growth substrates onto SiO2(300 nm)/Si substrates is also investigated. The 
latter half of Chapter 4 discusses how the topography of the growth substrate can result in the 
formation of bi-layer graphene. Work done by Kim [37] et al. showed that in low temperature 
growth regimes bi-layer graphene formed in trenches, where the growth substrate was corrugated, 
as a result of reduced surface mobility. Here, their work is extended upon by using simultaneous 
AFM-Raman measurements to determine the exact location of bi-layer growth in the high 
temperature regime. It was found that bi-layer growth occurs along the peaks of corrugations, in 
complete contrast to the low temperature regime, and the possible growth mechanisms which may 
be responsible are discussed. 
Chapter 5 examines the growth mechanism of graphene produced by the reduction of graphite via 
graphene oxide. The necessity and difficulties in reducing graphene oxide to restore its graphitic 
properties are discussed. An overview of the ambiguity surrounding the exact chemical structure of 
graphene oxide is given as well as various reduction mechanisms currently in use. Here, the results 
focus on the use of in-situ Raman spectroscopy to measure the dynamics of various species of 
graphene oxide, with different initial oxygen content levels, annealed in real time at different 
temperatures and in different reducing atmospheres. In particular, the correlation of Raman peak 
properties with the Tuinstra-Koenig relation, which relates the Raman peak intensities to defect 
density in graphene based samples, is used to determine the effectiveness of the various reduction 
regimes.  
In Chapter 6 a graphene overlayer is integrated with a plasmonic array to investigate the dielectric 
properties of graphene. An overview of the field of plasmonics is given and the factors which 
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determine the resonance profile of a plasmonic structure are detailed. The discussion then moves on 
to the frequency dependency of graphene’s photoconductivity and how it is partially determined by 
its Fermi energy. The origin of the resonance profile of the bare plasmonic array investigated, and 
how it is shifted by the addition of a graphene overlayer, is explained.  A comparison is then made 
between experimental results and simulations which show that, by measuring the shift in the 
resonance profile, the dielectric properties of the graphene overlayer and its chemical potential can 
be determined. Furthermore, simulations are also used to investigate the sensitivity of a hybrid 
graphene-plasmonic device to changes in the chemical potential of the graphene overlayer. Finally 
the possibility of using the addition of such an overlayer to alter the resonance profiles of plasmonic 
arrays post-fabrication is explored as well as the hybrid device’s potential as a chemical sensor.  
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2. Experimental Methods 
Here, the experimental methods used throughout this Thesis are detailed. A brief theoretical 
background of the microscopy techniques used is given. An overview of how data was analysed is 
discussed as well as sample fabrication and post fabrication treatment. 
 
2.1. Raman Spectroscopy 
The energy of a molecule can be divided into four components, namely; translational, electronic, 
vibrational and rotational. From these, it is the latter two which give rise to a spectral response in 
the near infrared to microwave regime and which can be studied with Raman spectroscopy.  This 
now widespread analytical tool owes its name to Sir C.V. Raman who first observed the Raman 
scattering of light in 1928 [38]. Considering the tools he had at his disposal, sunlight rather than a 
coherent monochromatic laser, a telescope rather than a notch filter equipped microscope and 
nothing but his eyes in place of a spectrometer; it is remarkable how such a phenomenon could be 
seen against a fluorescent background. The field of Raman spectroscopy has matured considerably 
since its inception leading to more advanced methods of implementation such as resonance Raman 
spectroscopy [39], surface enhanced Raman spectroscopy [40] and tip enhanced Raman 
spectroscopy [41].  The use of Raman has also been adopted across a large backdrop of scientific and 
industrial disciplines, furthermore, it has emerged as one of the standard tools in the 
characterisation of graphene materials [42]. 
 
2.1.1. Classical Mechanism 
From a classical standpoint Raman scattering can be understood by considering the example of an 
electromagnetic wave interacting with a diatomic molecule represented by a pair of atoms tethered 
by a spring as shown below in Figure 2.1.  
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Figure 2.1 Vibrations of a diatomic molecule consisting of two atoms of mass m1 and m2 
respectively, bound by a spring with spring constant k. 
The system can be regarded as a pair of vibrating spheres with reduced mass mr and frequency ωvib. 
Where m1 and m2 represent the mass of the atoms and the spring constant k reflects the chemical 
bonding within the molecule. 
   
    
      
           
      
 
              
If an incident EM field E is defined such that 
                           
where ωlight is the frequency of the light interacting with the molecule. The result is an induced 
dipole moment µ   
      
                             
where the expression for the dipole moment contains the polarisability tensor α which is dependent 
on the nuclear displacement Q of the atoms and can be Taylor expanded: 
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where                         
By substituting (2.5) into (2.4) and using a double angle identity the dipole moment can be 
expressed as: 
                    
  
  
                                                       
The final expression (2.6) shows three dipole moments are induced in the diatomic molecule, with 
three corresponding frequencies. The first term represents the scattering of light with no change in 
frequency, namely Rayleigh scattering, whilst the second and third term result in Stokes and anti-
Stokes Raman scattering respectively. It is worth noting that the Raman effect can only exist when 
  
  
   , in other words the change in nuclear displacement corresponding to a vibrational mode 
must result in a change in the polarisibility of the molecule. This is known as the Raman selection 
rule.    
 
2.1.2. Quantum Mechanism 
The mechansim for Raman scattering can also be explained from a quantum theory viewpoint. When 
the incident EM wave is not energetic enough to promote electrons from the ground state to the 
lowest energy state it is still possible to excite them to a virtual state between the two. In most cases 
the electron rapidly decays back to the ground state, returning to its original vibrational state, 
resulting in Rayleigh scattering as seen in Figure 2.2. Decay of the electron to a different vibrational 
state results in the observed Raman effect with the emission of a photon that is redshifted for Stokes 
scattering and blueshifted for anti-Stokes scattering.  
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Figure 2.2  Quantum picture of incident photon interaction with molecule showing the two most 
often observed events; fluorescence (far left) and Rayleigh scattering (middle left) as well as the 
mechanism for Raman and Resonance Raman scattering (middle right and far right respectively). 
Red arrows indicate redshift transitions seen in fluorescence and Stokes scattering whilst blue 
arrows indicate anti-Stokes scattering. Dotted lines represent virtual states and dotted arrows 
represent non-radiative relaxation 
Here, the need to consider vibrational quantum states is necessary to explain the difference in 
intensity values between Stokes and anti-Stokes Raman shifts; something which the classical 
approach does not address. As evident in Figure 2.2 the anti-Stokes Raman shift can only occur if the 
electron starts with a vibrational quantum state ν > 0, this restriction does not apply to the Stokes 
shifted Raman effect. Given that a greater number of molecules are expected in the ground 
vibrational state, in accordance with the Boltzmann distribution, it is intuitive to assume that Stokes 
scattering is much more probable than anti-Stokes scattering. Indeed, the relative ratio of the 
intensities of both shifts is given by the occupation probabilities n of the vibrational states. 
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Therefore, by using the Boltzmann factor in thermal equillibrium an expression for the intensity ratio 
can be arrived at 
   
  
 
       
       
                       
where IAS and Is are the anti-Stokes and Stokes scattered Raman intensities respectively and ν 
represents the vibrational quantum number. The change in quantum states forms the basis of the 
quantum mechanical selection rule for the Raman effect, which requires a change in the vibrational 
quantum number of an electron interacting with an incident photon such that ∆ν = ±1; or ±2, ±3... 
for higher order Raman effects which generally have much lower intensities as they involve non-
linear contributions to changes in the polarisibility tensor.  
 
2.1.3. Stronger Raman Effects 
As shown in Figure 2.2 a far more common observation for inelastic scattering is the transition of an 
electron to a higher energy state, followed by non-radiative relaxation through vibrational states and 
subsequent decay back to the ground state resulting in a redshifted emission known as fluorescence. 
Herein lies the major stumbling block which led to the late adoption of Raman spectroscopy as a 
widely used tool for vibrational spectroscopy, the cross section for fluorescence typically lies around 
≈10-16 cm2 per molecule whilst the Raman scattering cross section is in the region of ≈10-31 to ≈10-26 
cm2 per molecule. Conventionally, this problem was overcome by using longer excitation 
wavelengths away from the absorption peak of the sample at the cost of sacrificing Raman intensity 
(which decreases with a factor of λ-4) as well as spatial resolution [43]. However, as Harrand and 
Lennuier demonstrated in 1946 [44], resonance Raman spectroscopy provided a means to exploit 
the absorption features of the sample to enhance the cross-section of the scattered Raman signal. In 
more recent years, both surface enhanced Raman spectroscopy (SERS) and tip enhanced Raman 
spectroscopy (TERS) have emerged as means of combining the sensitivity of probing vibrational 
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modes, arising from the selectivity required for resonance conditions, with below diffraction limit 
imaging achieved by exploiting plasmonic hotspots engineered by advancements in nanolithography.  
Though neither TERS nor SERS are used in this Thesis it would be amiss to not write a brief summary 
of their basic mechanism given their advances in chemical sensing, biosensing and single-molecule 
detection [45-47]. Here the discussion will focus on SERS given its comparative maturity to TERS and 
its much more widespread adoption. The discovery of SERS by Van Duyne [48] and Creighton [49] 
proved to be a crucial step in the march towards the task of chemically fingerprinting analytes at the 
single molecule level. The enhancement factor, now understood to originate from electromagnetic 
interactions with surface plasmons and charge transfer effects associated with chemical processes, 
was first observed by Fleischman in 1974 [50]. Experiments by Fleischman showed an intense Raman 
signal emitted by pyridine after absorption onto roughened Ag electrodes under non-resonant 
conditions. Van Duyne and Creighton went on to show that the substantial increase in signal to noise 
ratio could not be accounted for by a mere increase in surface area exposed by roughening the Ag 
electrodes. A year later, it was Moskovits [51] who proposed that interaction with surface plasmons 
was the key mechanism to the phenomenon now known as SERS. 
Typically, SERS enhancement factors of ≈106 have been observed for Raman scattering and can scale 
up to 1010 for resonant Raman scattering [52]. There are two key mechanisms that contribute to the 
significant increase in the emitted Raman intensity i) electromagnetic enhancement and ii) chemical 
transfer enhancement. The electromagnetic enhancement arises from the interaction of the incident 
EM fields with small metal nanostructures or roughened metallic surfaces. The mechanism can be 
understood by considering a Ag metal sphere, under illumination the free electrons in the system 
will sustain a dipolar plasmon in the case where the nanosphere is much smaller than the 
wavelength of the incident field. As is the case with any oscillating system, resonance conditions can 
be met by matching the frequency of the EM source with the localised surface plasmons of the Ag 
nanosphere. Under such conditions the spatial distribution of the EM field surrounding the 
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nanosphere will change dramatically resulting in a concentrating effect where certain areas around 
the nanosphere exhibit an intense enhancement of the local EM field. The nanosphere can therefore 
be considered as a secondary EM source hotspot with a near field enhancement of Es = hE0 where h 
is the average field enhancement across the surface of the nanosphere and E0 is the incident field. 
When a Raman active species is absorbed onto the surface of the nanosphere the Raman scattered 
field will be Er α µind α αpEs α αphE0 where µind is the induced dipole and αp is the polarisibility of the 
analyte. Just as the Raman scattered field can be enhanced by resonance between the incident field 
E0 and the dipolar oscillations of the nanosphere, so too can the emitted SERS scattered field. 
However, as the Raman scattered photon emitted will be either Stokes or anti-Stokes shifted the 
total field can be expressed ESERS α hh’αpE0 where h’ is the average near field enhancement of the EM 
field at the Raman shifted wavelength. Therefore, the final emitted SERS enhanced intensity 
obtained is ISERS α (hh’)
2αp
2I0 which can be simplified to ISERS α h
4αp
2I0 for the case where the Raman 
shift is small. The enhancement factor of SERS is seen to split into two components, the first being a 
fourth power dependence on the enhancement of the EM in the near field regime surrounding the 
metal nanosphere as a result of matching resonance conditions between the indicident field and the 
excited localised surface plasmons, which is known as the electromagnetic mechanism. The 
enhancement provided by the EM mechanism is considered to provide the bulk of the SERS effect 
with a ≈102 enhancement [40] coming from the second power dependency on changes in, αp, the 
polarizibility of the analyte. This is known as the charge transfer mechanism and results from the 
transfer of carriers between the metal nanosphere and the analyte. More specifically, charge 
transfer from the HOMO of the absorbent to the absorbate and from the absorbate to the LUMO of 
the absorbent results in a metal-absorbent coupled system which can become resonant with the 
incident EM field resulting in the observed ≈102 contribution to the SERS effect [53]. 
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2.1.4. Description of the Raman System 
All Raman measurements were performed with a Renishaw 2000 spectrometer with an attached 
Leica DMLM confocal microscope fitted with various objectives. The system has a selection of X5, 
X10, X20, X50 and X100 objectives which operate both at a short and long working distance (though 
the X20 and X100 were only available for short working distance). The short working distance 
objectives were operated in close proximity to samples whereas long working distance objectives 
allowed samples to be focused on with a gap of a few cm between the objective and the sample. 
Unless otherwise stated Raman data was always taken at 514 nm excitation with the X50 short 
working distance objective which best compromised between spatial resolution (focal spot of ≈1.5 
µm) and laser power throughput; though for all in-situ Raman characterisations using the 
temperature stage (described later on) the X50 long working distance objective was used. The 
system is equipped with five different laser configurations: i/ii) Ar+ ion lasers (488 and 514 nm) iii) 
HeNe laser (633 nm) iv/v) NIR diode lasers (780 and 830 nm). Table 2.1 lists all available laser 
excitations and their respective powers at the focal point. The entire Raman system is mounted on 
an air bed based isolation table to attenuate low frequency vibrations such as those originating from 
the cooling fans attached to the high frequency lasers. The lasers are fitted on a fixed plate to 
further reduce mechanical interference and are each aligned to enter the spectrometer along the 
same optical path via a system of adjustable mirrors.  
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Table 2.1 List of laser excitations available to use with Raman setup as well as their respective 
powers at the focal point using a short working distance X50 objective. 
Upon entering the spectrometer the laser beam passes through a neutral density filter and is 
subsequently focused onto the sample. A white light source and a Phillips webcam provide a live 
video of the sample and laser spot and allow images to be electronically captured. The collected 
scattered light is then passed through a holographic notch filter, which rejects the Rayleigh scattered 
component of the beam, and then through a diffraction grating dispersing the light over a highly 
sensitive CCD array detector with thermoelectric cooling to prevent damage by optical overload. A 
schematic overview of the instrument is shown in Figure 2.3. 
Laser wavelength (nm) Laser power (mW) 
488 57.4 
514 2.3 
633 10.8 
780 33.0 
830 83.3 
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Figure 2.3  Schematic layout of the Renishaw 2000 spectrometer, adapted from Renishaw manual 
(courtesy of Renishaw). 
The Renishaw system is capable of scanning up to 9000 cm-1 and various parameters such as the 
integration time and power density of the laser can be adjusted either manually or via software, in 
each case the chosen parameters for each experiment will be listed in the results section. In addition 
to a standard Raman measurement the system can also be fitted with a Prior motorised stage 
allowing the capture of Raman maps with a maximum resolution of 1 µm in both the x and y 
direction. A Linkham temperature stage is also available with a control range of 77-1000 K making it 
possible to perform in-situ Raman measurements whilst varying the temperature in a controlled 
atmosphere.  
 
2.1.5. Analysing Raman Data 
The Raman system is operated through Renishaw WiRE 2.0 which also provides peak fitting tools 
which were used to analyse the majority of captured spectra (Peakfit was also used), Origin and 
Excel were used to process all results. Raman peaks are fitted with Voigt functions, unless otherwise 
stated, to determine peak intensity, FWHM, position and area.  
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Figure 2.4 (a) Example of fitting method used for an example Raman spectrum, the inset shows 
the full spectrum captured from a sample of graphene. The main Figure shows the fitting of the 
peak highlighted in green within the inset, here a local linear baseline is first applied (blue line) 
and the peak is subsequently fitted with a single Voigt function (red line). (b) Application of a cubic 
spline fit (dotted grey line) to remove the fluorescent background in an example Raman spectrum. 
The red circles indicate the boundary points of the cubic spline fit and the inset shows the 
spectrum with the fluorescent background removed. 
Figure 2.4a shows how Raman peaks are typically fitted throughout this Thesis. Peaks are fitted 
individually and here the fitting of a single peak, highlighted in the green box within the inset of 
Figure 2.4a, is demonstrated. The peak is first zoomed into and a local linear baseline is defined, the 
peak is then fitted with a single Voigt function. Figure 2.4b shows how a fluorescent background is 
removed from an example Raman spectrum. Here, a cubic spline baseline is used where the 
boundary values which define the baseline function are user defined. Peaks are not subsequently 
fitted using this method as the error in fitting the baseline can distort the value of the peak FWHM, 
however, it does give a good visual comparison of the peak positions between spectra with different 
amounts of fluorescence. 
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2.2. Atomic Force Microscopy 
Atomic force microscopy, arguably one of the most universally adapted tools in modern day physics, 
was first developed in 1986 [54]. The technique expanded upon the work of Binnig and Rohrer who 
were awarded the Nobel prize in physics for inventing the scanning tunneling microscope in 1981 
[55]. STM proved to be an invaluable technique for mapping 3D topographical information of the 
surfaces of various conductors at the Angstrom level. AFM further extended this to provide the same 
high resolution imaging of the topography of insulating materials and has been demostratred to 
image details down to the sub-Angstrom level [56]. 
The core principle of AFM is the exploitation of atomic forces between a probe and the surface of 
interest to extract topographical information. The probe is invariably a cantilevered tip usually 100-
200 µm in length and ≤100 nm in diameter at the tip of the appe . When the probe is brought into 
close proximity of the sample surface atomic forces cause the cantilever to deflect. This can largely 
be attributed to the Van der Waal (VDW) forces experienced at such short distances. However, 
capillary forces which cause attraction to the surface, due to thin water layers present under 
ambient conditions, may also be present. Figure 2.5 shows that as the probe approaches the sample 
the AFM tip switches between two different regimes.  
42 
 
 
Figure 2.5 Atomic force experienced by AFM probe as it approaches the sample surface. Starting 
from the right the sample is first attracted to the surface by negative VDW forces in the non-
contact regime. Eventually, the VDW forces become hugely positive and repel the probe in the 
contact regime. The green arrow indicates the regime where the tip can be operated in tapping 
mode. The movement of the tip relative to a rough surface is shown for all three modes of 
operation. 
In contact mode, the tip is typically a few Angstroms away from the surface and experiences 
repulsive VDW forces. The force-distance slope in Figure 2.5 becomes very steep and as a result the 
cantilever deflection becomes incredibly sensitive to changes in the topography of the sample. The 
topography of the sample can then be measured in either constant height or constant force mode. 
In the former, the probe is scanned over the surface and the deflection of the cantilever is 
measured. Whereas in the latter, the deflection of the cantilever is used in a feedback loop to 
maintain a constant tip-sample separation. In non-contact mode the tip is typically ≤10 nm away 
from the surface where the VDW forces are attractive and capillary forces, which may result from 
ambient water contamination of the sample surface, can be neglected. In this regime the probe is 
made to oscillate near resonance above the sample surface, as the probe scans over the sample, 
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changes in the topography of the sample below affect the VDW forces experienced by the probe and 
as a result the force gradient and hence the spring constant. As the resonance frequency of the tip is 
proportional to the square root of the spring constant it can be used as feedback loop to measure 
the surface details of the sample. Whilst non-contact AFM operates in a less sensitive regime of the 
force-distance graph , as evident in Figure 2.5, it also avoids the risks of damaging or contaminating 
sample. Finally, the third regime is tapping mode where the tip oscillates close to the surface and 
changes in the frequency of oscillation are used in the feedback loop to image the sample. All work 
presented in this report was done in the tapping regime which compromises between sample 
preservation and topographical resolution. 
 
2.2.1. Description of AFM Systems 
AFM measurements were performed with a Nanonics MultiView 2000 AFM stage (NAN AFM) as well 
as a Digital Instruments Dimension 3100 Scanning Probe Microscope (DI AFM). The major difference 
between both systems is that the DI AFM operates uses frequency feedback based on a conventional 
laser bounce back mechansim, whilst the NAN AFM provides laser free operation based on 
frequency feedback from the the actual cantiliever. In the case of the latter this allows the NAN AFM 
setup to be integrated with the Raman system which is described in greater detail in Section 2.2.2. 
The schematics for both the DI AFM and NAN AFM are shown below in Figure 2.6. 
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Figure 2.6 Schematic overview of the (a) DI AFM and (b) the NAN AFM stage, adapted from the 
Digital Instruments manual (courtesy of Bruker Nano Surfaces) and the Nanonics manual 
respectively (courtesy of Nanonics). 
In all work presented in this Thesis topographic data was captured by operating both AFMs in 
tapping mode. For both systems the cantilever is first set to oscillate at its resonant frequency and 
then lowered to approach the surface of the sample. When the cantilever is ≈1 nm away from the 
sample VDW forces change both the frequency as well as the amplitude of the cantilever’s 
oscillations. For the DI AFM a laser beam reflects off the probe, mounted at the end of the 
cantilever, onto a position sensitive photodetector which provides frequency feedback as shown in 
Figure 2.6a. For the NAN AFM a piezoelectric element attached to the cantilever provides feedback 
by detecting the difference between the oscillating frequency of the probe and the driving 
frequency. In both cases, the feedback mechanism allows the probe to maintain a constant height 
above the sample allowing for the topography of the sample to be captured.  
The DI AFM uses etched silicon cantilever probes purchased from Veeco and is capable of a lateral 
resolution of ≈10 nm (defined by appe  of tip) and a z resolution of ≈1 nm.  The Nanonics used 
chrome AFM tips purchased from Nanonics, the instrument is capable of a lateral resolution of ≈30 
nm (as defined by the appe  of the AFM tip) and a z resolution of ≈2 nm. In Figure 2.7 both the DI 
and NAN AFM are used to measure the topography of a Si wafer sample patterned with an array of 
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200 nm deep wells with a pitch of 10 µm. Comparative line profiles taken from each measurement, 
shown in Figure 2.7c, show the DI AFM to be better isolated against external vibrations with a RMS 
roughness of ≈0.8 nm compared to the NAN AFM which has an RMS roughness of ≈1.8 nm. 
 
Figure 2.7 10x10 µm2 AFM scan of a Si wafer with an array of square wells with a pitch of 10 µm 
and a depth of 200 nm using (a) the DI AFM and (b) the NAN AFM. (c) Shows the line profiles taken 
along the black and red arrows in (a) and (b). 
 
2.2.2. Simultaneous AFM-Raman 
Despite the poorer resolution of the NAN AFM it has a distinct advantage over the DI AFM in that it 
does not require a laser feedback mechanism. As such, it can be integrated with the Renishaw 
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Raman system which makes it possible to perform simultaneous AFM-Raman measurements, a 
schematic overview is shown in Figure 2.8.  
 
Figure 2.8 Schematic of NAN DI integrated with Renishaw Raman system allowing for the capture 
of simultaneous AFM-Raman. The Raman laser (red shaded area) and AFM probe (blue) are both 
focused onto the same area of the sample and held in a fixed position. The z position of the stage 
is controlled by phase feedback from the probe, the stage is then moved in the x-y direction when 
scanning the sample. 
Simultaneous AFM-Raman measurements were performed by first aligning the AFM probe and the 
Raman laser spot onto the same location on the surface of a sample, once aligned the probe was 
held in position. The tip-sample separation was maintained by setting the phase feedback to 
determine the z position of the piezoelectric stage as shown in Figure 2.8. The stage was then 
allowed to move in the x-y plane so that the sample could be scanned. Integrating both kits of 
hardware was done using the Quartz software. First an AFM map was specified over a user-defined 
area, the software was then told to capture Raman data at set intervals between gathering 
topographic data. For all data presented in this Thesis only single Raman line profiles, within a 2D 
AFM map, were taken. This was to avoid the probe drifting between long Raman acquisitions.  
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2.3. Fourier Transform Infrared Spectroscopy 
All fourier transform infrared spectroscopy measurements in this Thesis were taken at Imperial 
college by Dr. Yannick Sonnefraud and Mr. Yan Francescato from the Centre for Plasmonics and 
Metamaterials Group. Here, the theory behind the technique is briefly given. 
Fourier transform infrared (FTIR) spectroscopy is a widely used technique for determining the 
molecular constituents of a sample. FTIR spectroscopy has a significant signal to noise ratio (SNR) 
advantage over more traditionally used dispersive instruments (discussed later), which it has largely 
replaced, for characterising the absorption profiles of samples in the infrared. The development of 
FTIR spectroscopy arose from the union of two key components; the Michelson interferometer, for 
measuring the sample, and modern day computers which crucially allowed the captured data to be 
analysed using Fast Fourier Transform (FFT) calculations. The former is first examined, the Michelson 
interferometer.  
 
Figure 2.9 Schematic of how an FTIR works. 
48 
 
A Michelson interferometer essentially consists of a beam splitter with a pair of mirrors, one fixed 
and the other mobile as shown in Figure 2.9. If the distance between the fixed mirror and the beam 
splitter is defined as x and the distance between the mobile mirror and the beam splitter x+Δ then 
clearly a path difference of p = 2Δ arises between the split beams. The difference in optical path 
length leads to interference and so the recombined beam arriving at the detector is modulated such 
that its intensity can be expressed as                   , where   is the wavenumber of the 
source and      is the spectrum of the sample. Furthermore, in the case of a broadband source then 
the intensity of the detected beam becomes an integral of the previous expression over all 
frequency space (or rather the frequency range of the source) at different values of p. The captured 
data is called an interferogram and is essentially a Fourier transform of the source with each data 
point, obtained at different positions of the moving mirror, containing information across the entire 
frequency range of the source. As such, a reverse Fourier transform must be performed in order to 
obtain the actual spectrum of the sample.  The distinct benefit of FTIR spectroscopy is that it is a 
broadband technique which results in a high throughput (Jacquinot) and a multiplex (Fellgett) 
advantage over traditional dispersive instruments which allow for quicker and better SNR 
measurements.  
 
2.4. Fabrication and Treatment of Graphene Based Samples 
This Thesis is primarily focused on graphene based samples prepared by collaborators from the 
Materials department at Imperial College London, Dr, Cecilia Mattevi and Mr. HoKwon Kim. A 
detailed, but not fully comprehensive, description of the fabrication methods is provided below. 
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2.4.1.  Graphene Grown by Chemical Vapour Deposition 
All graphene samples in this Thesis were grown by chemical vapour deposition (CVD) on Cu foil 
substrates [36]. Prior to growth the Cu foil was first cleaned by sonication in acetone and again in 
methanol. The Cu foil was then annealed, to increase grain size, in a quartz tube furnace for 30 mins 
at 1000 °C with a H2 flow of 5 sccm in 0.2 mbar low vacuum. Methane was then flowed into the 
furnance and the CH4:H2 flow rates were adjusted for various growths, typically in the region of 4:1 
respectively, for a period of 10-30 mins. The sample was then cooled down to room temperature in 
the furnance with a H2 flow rate of 5 sccm. A schematic overview of the growth regime is given 
below in Figure 2.10. 
 
Figure 2.10 Growth regime used to produce CVD graphene on Cu foils. Both the growth 
atmosphere and pressure for both stages of the growth process are given. 
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2.4.2. Chemical Transfer of CVD Graphene 
Graphene grown by CVD on Cu was chemically transferred to various substrates by chemical 
transfer. Firstly, one side of the Cu substrate was dabbed with nitric acid (69%) to remove any 
unwanted graphene. A few drops of PMMA A6 were then spun onto the other side of the Cu at 3500 
RPM for 60 seconds. The PMMA was then hardened by placing the sample on top of a hot plate 
heated to 180 °C for one minute. The sample was then placed in a FeCl3 bath, to etch away the Cu, 
for between 6-48 hrs depending on the thickness of the foil. The sample was cycled between 
multiple baths of deionised water and HCl (37%) to try and remove any residual FeCl3. The graphene 
film was then scooped onto the desired substrate and the PMMA layer was etched using an acetone 
bath. 
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3. Computational Simulations 
The use of computational electromagnetics (CEM) to model the interactions of EM waves with 
simulated structures is becoming more and more widespread. The advent of modern day 
supercomputers allows structures of both increasing geometrical complexity and diminishing 
physical size, otherwise impossible by analytical means, to be probed by solving the governing 
equations of such interactions, namely, Ma well’s equations by numerical appro imations. The 
computational approach to such problems consists of two main methods; integration based 
solutions using surface meshing and differential based solutions using volumetric meshing. In the 
case of the former, the most widely adopted technique is known as the method of moments (MoM), 
first described by Aronson et al. [57] and Harrington [58]. Here, the interacting bodies are defined by 
surface equivalent currents and are subdivided into wire segments, interactions between adjacent 
mesh elements are then calculated with the use of free-space Green functions. A numerical 
approximation can therefore be arrived at by solving a series of linear equations obtained by 
applying the appropriate boundary conditions to neighbouring mesh elements. The obvious strength 
of MoM is that it can efficiently model highly conductive surfaces and generally requires less 
computational power as only surface meshing is required. However, these very advantages make it 
is unsuited to the task of modelling materials with an electromagnetically penetrable surface. 
Indeed, whilst there have been  a few cases of MoM being used to model plasmonic structures [59, 
60], giving comparable results to those reported by more popular CEM methods, its use remains 
sparse. This is due to the difficulty of implementing dispersive materials into Green functions as well 
as the topology requirements for MoM [59]. For plasmonic structures, the focus is on 3D structures 
where the skin penetration, for IR to optical frequencies, is often on a similar scale to the dimensions 
of the structure. In such cases, the induced plasmonic currents should be considered to be flowing 
through the entire volume of the structure and therefore cannot be sufficiently modelled by a 
surface meshing approach [61].  
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For the case of volumetric meshing based solutions there are two popular approaches; subdivision of 
the simulation in the frequency domain using finite element methods (FEM), first described by 
Courant [62], or subdivision in the time domain using finite difference time domain (FDTD), originally 
proposed by Yee [63] and followed by significant contributions from Taflove [64]. The name FDTD 
aptly describes the mathematical framework upon which this computational method is built. Simply 
put, the simulation region is divided into nodes where the differential form of Ma well’s equations 
are approximated into finite difference equations and assigned to each node. This method of 
simplifying a first order differential equation is known as the central difference approximation where  
      
  
 
    
 
     
 
        
 
  
 
                   
and if a step δ is small enough the higher order powers of δ can be ignored. The nodes themselves 
are arranged in a grid which is discretised in both space and time, the field values at the nodes are 
then subsequently updated with each time-step, subject to initial and boundary conditions. This 
iterative approach starts with the arrangement of approximated electric and magnetic field values so 
that they are staggered in both space and time making a Yee cell [63]. For both fields, the temporal 
derivative of one can be expressed as the spatial derivative of the other. This allows for a steady 
state solution to be reached by what is known as the leap-frog method whereby the fields of both 
sets of nodes are solved alternatively by alternating steps in both dimensions, space and time. As 
with any iterative approach, a physical solution requires convergence. For FDTD (and to a lesser 
extent FEM) simulations, the mesh size used is critical and must satisfy the Courant-Friedrichs-Levy 
(CFL) restriction [65]. This restriction imposes an upper limit on the size of the time step ∆t used 
relative to the dimension of elements ∆r within the mesh, such that vmed∆t/∆r ≤ S ≤ 1, where vmed is 
the speed of the EM wave in the simulation medium and S is the so called Courant number. In other 
words, the distance the EM wave travels within any given medium must not exceed the spatial 
dimensions of the elements which compose the mesh of that medium.  The inherit benefit of the 
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FDTD method is that by working in the time domain it is capable of wideband simulations within a 
single “run”, however, the simplicity of its method means that it is not unconditionally stable and 
the meshing requirements for objects approaching sub-nanometre dimensions become very 
computationally expensive. In this Thesis, all simulations are done using FEM methods for two key 
reasons i) modelling of small plasmonic nanostructures means that penetration of the EM field into 
the particle must be considered and ii) the divergence in the optical properties of graphene at the 
visible to near-IR range make working in the frequency domain more suitable. This Chapter will 
therefore cover:  
i) An overview of how FEM is implemented 
ii) A discussion about Mie theory 
iii) An example of a simple simulation used to explore the features and parameters of the 
FEM software used 
iv) A brief look at the unphysical results that can arise from improper simulation practices 
v) A discussion on how Fresnel reflections are implemented in simulations where a 
substrate is present 
 
3.1. Finite Element Method  
The finite element method is a computational technique where the geometrical domain of a 
boundary value problem (BVP) is discretised into a finite number of smaller subdomains. Ma well’s 
equations, which govern the behaviour of EM waves inside each subdomain, are approximated with 
linear equations which can be solved with greatly reduced processing costs. All work presented in 
this Thesis using FEM simulations was done using the commercial software COMSOL 4.2. Whilst a 
complete description of the methodologies and algorithms implemented in COMSOL is beyond the 
scope of this Thesis a general overview of the processes involved in any FEM approach is given 
below. 
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1. Geometrical domain is discretised into a finite number of elements, for 2D simulations 
triangular elements are used whilst for 3D simulations tetrahedral elements are used. The 
flexibility of such elements allows for even structures with complex geometries to be 
simulated. 
 
2. Ma well’s partial differential equations are appro imated with appropriate interpolation 
functions. In the case of a 2D simulation, where the mesh is composed of triangular finite 
elements, the potential V within each element can be written as a linear function such that V 
= a + bx + cy, where a, b and c are constants while x and y are the spatial co-ordinates. In 
other words, the electric field E is uniform within in each element given that E = - ∇V. 
Another expression for the potential is  V = φ1V1 + φ2V2 + φ3V3, where Vi is the potential at 
each of the element’s three nodes and φi are linear interpolation functions, they are also 
known as shape functions [66]. 
 
3. Linear equations are obtained from interpolation functions for each individual element by 
applying appropriate boundary conditions. This boundary condition arises from the fact that 
the potential at each node is linearly approximated such that ∇.(ε∇V) + ρ = R, where R ≠ 0. As 
such, a weighted function W must be imposed across the entire domain Ω to force the 
residual R to equal zero such that        . For every node within the domain there is 
an associated weight function which decreases linearly towards zero when leaving its 
associated node. As such, the weight function is closely related to the shape of the element 
the node comprises and can be expressed in terms of the previously defined shape 
functions. This is known as the Galerkin method [67]. 
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4. A global matrix of all linear equations from every element is assembled, where the elements 
of the matrix represent the coupling between adjacent nodes within the domain. 
 
5. Dirichlet boundary conditions are applied to the global matrix defining the domain. This 
means that at the boundary of the domain the values of the potential must be fixed, such 
that the weight function must vanish at the Dirichlet boundary whilst still forcing the 
residual to disappear across the domain. This allows a single row of unknowns from the 
global matrix to be solved using Gaussian elimination [68]. 
 
6. By imposing successive Dirichlet boundary conditions the global matrix is solved using linear 
algebra techniques and returns a unique solution, otherwise impossible without boundary 
conditions, in what is called the method of elimination [69]. 
 
7. Post processing to extract values of interest from the solution matrix. 
 
3.2. Overview of Mie Theory  
Prior to the simulation of complicated geometrical objects it is important to first determine if the 
parameters of the simulation space are suited to the task. For all simulations presented in this 
Thesis, a check was first made by simulating and extracting the far-field scattering and extinction 
efficiencies of a gold nanosphere. This is because the simulated results can be compared to an 
analytical solution of the interaction between an incident EM wave with a nanosphere and thereby 
determine if the parameters of the simulation space, described in greater detail in the proceeding 
Section, were suitable. The scattering of light can be described by two theoretical frameworks, 
Rayleigh scattering and Mie theory. In both approaches, exact analytical solutions can be found for 
the scattering of incident light with perfectly spherical objects. In the case of the former, however, 
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two key assumptions are made i) the sphere is made from a dielectric material such that       and 
that the imaginary part of its refractive index k = 0, ii) the size of the particle relative to the 
wavelength of the incident light is much smaller than unity such that 
    
        
    
  
           
 where r is the radius of the sphere and λ0 is the free space wavelength of the incident light. In other 
words, the Rayleigh criterion, specified above, assumes that the particle is small enough that it 
experiences a uniform EM field and that scattering is the only observable outcome. Mie theory 
extends upon this work by considering materials with a non-zero value for the imaginary part of 
their refractive inde  and is also not bound by the size limitations of the sphere’s radius. The e act 
mathematical derivation for the Mie scattering solution will not be given here as it can be found in 
most standard optical physics textbooks [70]. Instead, an overview of the solution method is given 
below: 
 
1. Starting with Ma well’s equations e press the EM field both inside and outside the sphere 
using vector spherical co-ordinates. 
 
2. Boundary conditions must be satisfied at the surface of the sphere such that the transverse 
field is continuous, thus obtaining the Mie coefficients am and bm respectively. 
 
3. Extinction and scattering efficiencies can then be solved using series expression with Mie 
coefficients.  
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The Mie efficiency factors can be expressed as 
     
  
 
    
         
 
   
        
      
  
 
    
       
 
   
     
      
            
where Qext and Qscat are the extinction and scattering efficiencies respectively.  
 
3.3. Overview of COMSOL 
An understanding of the various features and user inputs implemented in COMSOL can be obtained 
by considering the problem of solving the extinction, absorption and scattering efficiencies of a gold 
nanosphere. The various steps involved in modelling this simulation in COMSOL are outlined below. 
 
1. 3D geometry is chosen with the EM waves interface selected using frequency domain, these 
settings were used for all results presented in this Thesis. 
 
2. The physical dimensions of all structures were defined using the inbuilt CAD tools, in this 
case a nanosphere of radius r. Where possible symmetry conditions [71] were used such 
that only a quarter of the full structure was drawn in COMSOL, in this particular example a 
quarter sphere was used as shown in Figure 3.1a. 
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Figure 3.1 Schematic of simulation space for gold nanosphere (yellow sphere) excited by 
incident EM wave with wavevector k travelling in z direction and polarised along x axis 
showing (a) perfect electric conductor (PEC) and perfect magnetic conductor (PMC) 
surfaces being used for symmetry and (b) the use of a perfectly matched layer (PML) and 
an integrating sphere (red circle) surrounding the nanosphere. 
 
3. For all simulations presented in this Thesis only the scattered field was solved for. The 
background field was defined as an incident plane polarised EM wave and given as 
      
         for the case of an x-plane polarised wave travelling in the z direction in a 
background medium of refractive index n. 
 
4. Wave equations are defined for each domain (i.e. separate material). In almost all cases the 
relative permittivity was defined as               , whilst the relative permeability and 
electrical conductivity were set to unity and zero respectively. In this case the values for εr 
used for the gold nanosphere were taken from Palik [72]. 
 
5. Perfectly matched layers (PML) are used to completely attenuate all EM waves emerging 
beyond the simulation area of interest, as shown in Figure 3.1b. PMLs act to introduce a co-
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ordinate transformation inserting an imaginary term into the position vector of the 
background field which results in an exponential loss in the amplitude of the EM wave as it 
enters the PML as a function of distance. The result is an EM wave which decays 
exponentially outside the simulation area with no back scattered reflection, as shown by the 
schematic in Figure 3.2.  
 
The importance of using PMLs is highlighted in Figure 3.4 which shows the 2D modelling of a 
20 nm gold nanosphere interacting with an incident field travelling in the y direction (from 
top to bottom) and polarised in the x direction. Looking at the normalised electric field 
shown in Figure 3.4b, for which no PML was used in the simulation, hot spots can be seen at 
the corners of the simulation area. These unphysical results arise from constructive 
interference in the scattered field as a result of backscattering from the simulation “walls”. 
This is evident by the marked reduction in the hotspots when PMLs are introduced to the 
same simulation as shown in Figure 3.4d, the reason for their diminished persistence is 
discussed later on. 
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Figure 3.2 Schematic representation of how a perfectly matched layer (PML) functions 
showing how both Im(x) and the amplitude of an EM wave (green arrow) changes as it 
moves from a vacuum, where Re(x) < 5, into the PML where Re(x) > 5. 
 
6. Each domain is meshed appropriately, a typical rule used throughout this Thesis was that the 
maximum mesh size inside any given domain was set to be at most 1/6 the size of the 
smallest feature in the domain. Using mesh sizes greater than this gave unphysical results as 
discussed later and shown in Figure 3.3a-b. For example, in the case of a gold nanosphere of 
radius r the maximum mesh size allowed within the nanosphere was r/6. In Figure 3.3 a 
comparison is made between a coarsely meshed nanosphere and simulation space with a 
finely meshed one, which has ≈ 2.5 times more elements.  
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Figure 3.3 Comparison of both (a) a coarse mesh (≈ 800 elements) and (b) a fine mesh (≈ 
2000 elements) 
The use of inappropriate meshing, as has already demonstrated with PMLs, can also give rise 
to unphysical simulated results as can be seen in Figure 3.4c-f.  Here, a comparison is made 
between the scattered fields from two simulations, one with fine meshing and one with 
coarse meshing as shown in Figure 3.3. Looking at the Ex component of the scattered field 
shows that much of the “spotted” inhomogeneities present in Figure 3.4c disappear when a 
finer mesh is used in Figure 3.4e. Furthermore, the previously mentioned hotspots, which 
persisted after the inclusion of the PML in the normalised electric field shown in Figure 3.4d, 
are no longer observed when the number of elements in the simulation is increased as 
shown in Figure 3.4f. This is because the PML can now fully absorb the scattered field and 
thus prevent constructive interference from backscattering.  
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Figure 3.4 COMSOL simulated solution of an EM wave, defined to be polarised in the x-
direction and travelling downwards in the y-direction, interacting with a gold nanosphere 
surrounded by air, the dielectric function for Au was taken from Palik [72]. (a-b) show the 
solution obtained using both a coarse mesh and no PML (c-d) show the solution obtained 
when a PML is introduced to the simulation (e-f) show the solution when a fine mesh is 
used for both the Ex component and the normalised electric field respectively, the inset in 
all shows a close-up of the solution around the nanosphere. 
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7. The model was run with an appropriate sweep across the wavelength of the background 
field. The absorption efficiency of any structure was extracted from a volume integral of 
heat losses across the structure. The scattering efficiency  Scat was calculated from the 
surface integral of the Poynting vector of the scattered field across an arbitrary sphere 
enclosing the structure such that 
      
     
            
         
 
 
      
  
             
                               
                   
           
 
where Φscat is the total scattered power, S is the Poynting vector of the incident field 
travelling in a medium of refractive index n, emw.relPoav(x, y and z) represent the Poynting 
vectors of the scattered field in the x, y and z direction respectively and n(x, y and z) are the 
normals to the surface S of the sphere as shown in Figure 3.1b.  
 
Figure 3.5 shows the simulated results to be in excellent agreement with the analytical solution, 
calculations for which were performed by Dr. Vincenzo Giannini, for the absorption, scattering and 
extinction efficiencies of a gold nanosphere. As expected, the extinction for the 10 nm sphere is 
observed to be dominated by absorption, given its small geometry. For the larger 100 nm sphere the 
opposite is observed to be true, the scattering efficiency is approximately a factor of 2-3 times larger 
than the absorption, and the total extinction is an order of magnitude greater than that of the 10 nm 
sphere, which can again be attributed to the difference in their respective sizes. The overlap in the 
simulated and analytical solutions suggests that the meshing, PML and other simulation space 
parameters used here are suitable for modelling objects within a similar size range as the 
nanospheres simulated here.  
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Figure 3.5 Comparison of simulated (lines) and analytical (dots) solutions for the absorption, 
scattering and extinction cross-sections of a gold nanosphere of radius (a) 10 nm (inset shows a 
close-up of the scattering efficiency) and (b) 100 nm.  
 
3.4. Fresnel Reflections 
When modelling nanoparticles sat on top of substrates it is important to account for Fresnel 
reflections when defining the background incident field to obtain more realistic results. Fresnel 
reflections occur at the interface of two materials with different refractive indexes [70]. For the 
simulations presented in this Thesis, where a substrate was present, the incident beam was always 
perpendicular to both the substrate as well as the nanoparticles themselves. As such, the Fresnel 
coefficients can be simplified to 
  
       
       
 
  
   
       
           
where r and t are the reflection and transmission coefficients respectively. For the case where the 
incident beam is travelling from positive z (in material with refractive index n1) to negative z (into 
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material with refractive index n2) and the interface is located in the z = 0 plane and the background 
field is defined as 
         
 
      
    
      
          
      
   
      
     
     
     
      
     
     
    
                      
where Ex,y,z are the components of the background field and λ is the wavelength.  
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4. Optical Characterisation of Graphene 
When Geim et al. successfully isolated single layer graphene [1], the entire scientific community 
once again turned its inquisitive mind back to one of the most familiar elements on our planet. The 
discovery of graphene completed the link between 3D bulk graphite and the already discovered 
allotropes of carbon such as 0D fullerenes and 1D carbon nanotubes as the precursor to all of them. 
Much of the initial investigations centred around the remarkable electronic properties of graphene. 
Of particular note was the behaviour of graphene’s charge carriers  which can be described as 
massless Dirac fermions. This revelation prompted the search for and oberservation of quantum 
phenomena such as the anomalous integer quantum Hall effect, which arises from a double valley 
double spin degeneracy and the quantisation of the electronic spectrum in a magnetic field [73], as 
well as Zitterbewegung (jittery motion of wave function) which results from the confinement of 
Dirac fermions [74]. Of futher interest has been the observation of Klein tunneling in graphene [75] 
where, in complete contrast to the behaviour of charge carriers found in traditional semiconductors, 
the probability of a Dirac fermion tunelling through an electrostatic potential increases with the 
height of the barrier. Whilst graphene’s e traordinary properties have opened the door to new areas 
of fundamental physics there have also been many proof of principle demonstrations highlighting its 
potential impact on the semiconductor industry. A carrier mobility of ≈2.5 105 cm2V-1s-1 was 
reported in 2011 by Mayorov et al. [76] which points to micrometer scale ballistic transport at room 
temperatures, realisation of this goal could pave the way for ballisitic devices at current integrated 
circuit channel lengths [20]. The ability to adjust the Fermi level via gating led to the observation of 
the ambipolar field effect [1],  such control over the carrier population may provide a means of 
developing more complicated logic gates. Furthermore, graphene has exhibited remarkable 
mechanical properties; a Young’s modulus of 1 TPa with an intrinsic strength of 130 GPa [77] 
coupled with a high thermal conductivity in excess of 3000 Wm-1K-1 [78] all of which point to an 
exciting potential platform to develop future nanelectromechanical systems (NEMS). Despite the 
promise graphene has shown in all the aforementioned fields there is a still a large hurdle it needs to 
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clear before it can transition from laboratory based concept devices to actual widespread adoption, 
namely reproducible and scalable large area fabrication of high crystal quality graphene with 
controlled layer growth. 
The focus of this Chapter will be the characterisation of graphene using both microscopy and 
spectroscopy. Here, the study will concentrate on graphene samples grown by chemical vapour 
deposition, a method of mass fabrication which is discussed in greater detail in Section 4.1.1. The 
migration of graphene towards industrial uptake demands an understanding of the growth 
properties and growth mechanisms associated with this synthesis technique. Therefore, the central 
points of discussion in this Chapter will be: 
 
 A brief historical discussion on the discovery of graphene followed by an overview of the 
most notable methods of mass fabrication currently reported in the literature. 
 An outlook on some of the potential applications of graphene as well as a comparison to the 
materials, currently used in today’s devices, which it aims to replace.  
 An overview of the electronic band structure of graphene as well as an analysis of its Raman 
properties. Here the discussion will focus on how Raman characterisation can be used to 
investigate the physical properties of graphene films such as defects, strain, layer number 
and doping. 
 Experimental details of all samples investigated, the substrates used for growth as well as 
the growth parameters used. In addition, SEM and optical images of the samples are also 
given here. 
 A basic theoretical discussion on the expected origin of strain in graphene samples grown on 
copper. Followed by results showing the Raman characterisation of such strain and its partial 
relaxation when graphene samples are transferred off their growth substrates.  
 A study on the effects the growth substrates’ topography has on the properties of the 
graphene film grown on top. Here, simultaneous AFM-Raman measurements are used to 
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study the link between corrugations in the growth substrates with multi-layer seeding and 
growth as well as strain in the resultant graphene film. 
 
4.1. Towards Large Area Graphene 
Non-isolated examples of single layer graphene had been observed as early as 1975 [79]. An early 
attempt was made in 1999 [80] by ion etching a highly ordered pyrolytic graphite (HOPG) surface 
with an oxygen plasma. A more successful attempt was made by Enoki et al. [81] who created 
nanometer scale islands of graphene by high temperature treatment (1600 °C) of nano-diamonds 
although the graphene was still affixed to its HOPG substrate. In somewhat of an anticlimax, Geim et 
al. presented their landmark paper in 2004 [1] introducing the “scotch tape” technique to produce 
mechanically exfoliated graphene (MEG). The method was extraordinarily simple in contrast to 
previous attempts to isolate graphene, scotch tape was used to peel thin films from a flake of 
graphite and was then pressed against a substrate. Upon removal of the tape, the adhesive forces 
between the flake and the substrate were enough to overcome the van der Waals forces between 
adjacent graphitic layers leaving ≈100 µm2 flakes of free standing graphene on the substrate. To date 
all experiments demonstrating the amazing electronic and mechanical properties of graphene have 
been measured with MEG owing to the close to pristine defect-free samples it produces. A vast 
amount of research has focused on developing a fabrication technique to produce graphene that is i) 
of high crystal quality to ensure good carrier mobilities ii) controlled layer growth for uniform device 
performance and iii) easy to integrate with current semiconductor industry processing [20].  
 
4.1.1. Graphene Synthesis 
The synthesis of large area graphene has been attempted using various growth substrates. A 
description of the most promising approaches is given below. 
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The epitaxial growth of graphene has considerable potential for wafer scale appications. The method 
was pioneered in 2006 by de Heer et al. [82] at the Georgia Institute of Technology. Its starting point 
is silicon carbide, which is used as a substrate and subjected to high temperature treatment (in 
excess of 1000°C) typically in an inert atmosphere of Ar or in ultra high vacuum [83]. At such high 
temperatures, the Si sublimates and the substrate is left with a carbon-enriched surface which 
undergoes re-organisation and graphitisation. A key benefit of this method is that orientation of 
epitaxial graphene domains are determined by the underlying crystal structure of the substrate, 
which for the case of SiC is highly manageable. Therefore, it opens the potential for large area 
uniform growth and avoids the problem of reduced carrier mobilites arising from defect formation 
along grain boundaries in polycrystalline graphene. However, the supression of multi-layered growth 
along terraces in SiC surfaces remains an issue as well as the high cost of the growth substrate [84]. 
The liquid phase exfoliation of individual graphene sheets from bulk graphite is of particular interest 
given the possibility of cheap large-scale solution based processing.  A non-chemical approach was 
developed by Hernandez et al. [85] using the surface tension in organic solvents to overcome the 
van der Waals forces between individual sheets of graphene to achieve exfoliation. Whilst they 
demonstrated the ability to synthesise defect free single layer graphene the technique was both low 
yield ≈1% and generated flakes of typically <1 µm in dimension. A more chemically agressive route 
involves the functionalisation of bulk graphite with oxygen groups to achieve delamination, 
however, this is discussed in greater detail in Chapter 5. 
One of the most promising graphene fabrication techniques is chemical vapour deposition (CVD), 
initiated in MIT and Korea when Reina et al. [86] first demonstrated Ni based graphene growth by 
CVD. Ruoff’s group used Raman analysis in conjuction with isotope labelling to confirm that CVD 
growth on Ni was driven by the high carbon solubility of Ni at high temperatures [87]. The increase 
in solubility leads to the absorption of carbon species, supplied from the decomposition of a C-
containing gas at the metal surface, into the Ni substrate. Upon saturation, nucleation and 
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graphitisation along the surface occurs. However, on cooling, and the subsequent drop in carbon 
solubility, the carbon proceeds to precipitate out of the substrate and subsequently leads to the 
formation of multilayered regions of gra phene. Thus Ni based CVD growth has the problem of small 
grain sizes, poor layer control (typically between 1-10 layers) and defects at grain boundaries, which 
stem from the precipitation of excess carbon, although it has been suggested that use of thinner Ni 
substrates and faster cooldown rates could address this issue [88]. More recently, work has moved 
towards other transition metal based substrates, namely Cu. A major breakthrough has come from 
Bae et al. [89], demonstrating Cu roll based CVD fabrication of graphene films of up to 30 inches in 
size. This Chapter focuses on graphene samples grown by this method given that it has the potential 
for developing scalable high quality large area graphene, though the carrier mobility of such samples 
is still approximately three times less than that of exfoliated ones, at a moderate cost; the main 
expense arises from the heat treatment required, though material costs are much lower in 
comparison to epitaxial growth which requires expensive SiC wafers. The success of Cu based CVD 
growth in comparison to the intial work done on Ni is rooted in the difference between their 
respective growth mechanisms. The mechanism for Cu based CVD is that of surface based catalytic 
decomposition, whereby a gaseous source of carbon, typically methane CH4, is catalytically 
converted into graphene at high temperatures first demonstrated by Li et al. [90]. It was initially 
thought that this would result in a self-limiting process, as once the intial monolayer of graphene 
had formed it would deny the carbon gas further access to the metal surface. However, it has since 
been shown that both corrugations in the metal substrate [37] and control of the growth 
atmosphere [91, 92] can result in complete bi- or even few-layer growth. It is clear that our 
understanding of the CVD growth mechanism still needs further refinement, this would be 
particularly useful for fabricating samples with strain engineering or controlled multi-layer growth.  
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4.1.2. Potential Applications of Graphene 
Popular scientific media has touted graphene as the new “wonder” material, pointing towards its 
various mechanical and electronic properties. However, many of the exceptional material 
parameters, mentioned in the introduction of this chapter, have thus far only been demonstrated 
with mechanically exfoliated samples and have yet to be reproduced with any scalable methods of 
synthesis. Large-scale graphene fabrication techniques are still in their their infancy, producing 
graphene with properties still inferior to those of the materials it is aiming to replace in existing 
devices. However, it is the versatility of graphene which sees so many useful characterstics 
combined in a single material which offers so much potential for future application. A brief overview 
of the adoption of graphene to develop new electronic and photonic devices is discussed below. 
The development of transparent conductive coatings has been critical in the emergence of touch 
screen displays, electronic paper and organic light emitting diode devices which are now available at 
the consumer level. The most basic material requirements for such devices are a high optical 
transparency and a low sheet resistance. In terms of these two characteristics alone, the current 
conventional material of choice, indium tin oxide (ITO), still betters even pristine graphene prepared 
by mechanical e foliation both in terms of its sheet resistance (≈15 Ωsq-1 vs ≈30 Ωsq-1) and its optical 
transmission (>98% vs ≈97.7%). There is, however, potential in the adoption of graphene to future 
flexible electronic devices where increasing demands for both mechanical strength and chemical 
durability are met by graphene but not ITO.  
Graphene’s high carrier mobility as well as the tunability of its Fermi energy make it a possible 
candidate for replacing both Si based logic transistors as well as III-V semiconductor based high 
frequency transistors. However, significant improvements must still be made if graphene is to 
challenge the current status quo. Indeed, whilst graphene has been theoretically shown to be 
capable of power modulation, in the terahertz regime [93], the maximum cut-off frequency 
demonstrated to date (≈ 60 Ghz) is still an order of magnitude less than what is achievable with Si 
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[94]. Another major stumbling block arises from the lack of a bandgap in graphene. Recent attempts 
to address this issue included the chemical modification of graphene [95], graphene nanoribbons 
[96] and bilayer control [97]. However, in all of the aforementioned attempts the on/off ratios 
achieved were still a few orders of magnitude less than required for logic transistors. 
The development of graphene based photodetectors has been made possible, despite the lack of a 
bandgap, by applying local potential gradients between metal-graphene interfaces to extract 
photogenerated carriers. Once again, it is the high carrier mobility of graphene that provides a 
distinct advantage over traditionally used semiconductor materials and a transit time limited 
bandwidth of upto ≈1.5 THz has been predicted [98], much higher than what is achievable with 
InGaAs based optical communication devies ≈150 Ghz. However, the absolute amount of absorption 
achievable with graphene alone is low, given that it is single-layer, and efforts to increase the 
graphene-light interaction by integration of graphene with plasmonic nanoarrays [99] and 
waveguides [100] are ongoing. 
 
4.2. Characterising Graphene 
The ability to quickly identify and characterise high quality graphene flakes is paramount. A fast 
method is to place the graphene flake on a SiO2(300 nm)/Si substrate whereby the deposited flake 
adds to the optical path of the incident light allowing interference effects to provide an optical 
contrast of up to 12% [101], making SLG easily distinguishableto the human eye. A more detailed 
analysis of selected flakes can then be made with Raman spectroscopy which has emerged as a 
standard characterisation tool for novel carbon based structres such as graphene and carbon 
nanotubes. The exact Raman features of graphene will be described in greater detail later in Section 
4.2.2.  
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4.2.1. Structure of Graphene 
An insight into the electronic band structure and phonon dispersion of graphene is worth visiting 
before examining its Raman features. Single-layer graphene (SLG) can be described as a zero 
bandgap semiconductor or semi-metal. The stacking of graphene layers, resulting in bi-layer 
graphene (BLG) then few-layer graphene (FLG) and subsequently on towards graphite, is usually 
ordered such that the hexagonal centre of a layer overlaps with the corner of the adjoining layer, 
this is known as AB or Bernal stacking and is commonly seen in MEG. However, it is also possible to 
stack graphene such that there is no order between adjacent layers giving a turbostratic structure, 
the importance of stacking order will be discussed later on in Section 4.2.4. The atomic layout of 
single-layer graphene consists of a hexagonal network of sp2 carbon atoms joined by strong covalent 
bonds. Within this 2D he agonal structure each carbon atom is separated by ≈1.42 Å from its three 
nearest neighbours, which are orientated at 120° to one another, sharing a σ bond along the plane 
of the lattice with each. Each carbon atom also has a fourth π orbital, which e ists in the out-of-
plane direction, these π orbitals hybridise between alternating neighbouring atoms to form the sp2 
network, as shown below in Figure 4.1.   
 
Figure 4.1 The hybridisation of carbon’s (a) 2s orbital with two of the 2p orbitals, in this case 2px 
and 2py, results in (b) sp
2 hybridisation. (c) The remaining 2pz orbital forms π bonds between 
alternating neighbour carbon atoms to produce the honeycomb lattice of graphene. 
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The unit cell for SLG is composed of two inequivalent carbon atoms. Indeed, within any hexagonal 
ring of graphene there are actually two inequivalent sublattices as shown in Figure 4.2a. The first 
Brillouin zone is shown in reciprocal space in Figure 4.3b. The hexagonal centre is located at Γ with 
the two carbon atoms located at K and K’ respectively. The electronic behaviour of graphene is 
determined by the dispersion of its π electrons, for low energies near the Fermi level, which is 
approximately linear near the K (and K’) point. It can be derived by Taylor e pansion of the tight-
binding model for graphene, a more detailed theoretical description can be found in Ref [102], which 
shows the formation of a Dirac cone with the conduction and valence bands touching at the Dirac 
point. Due to the linear dispersion of the π electrons near the Dirac point the density of states 
aproaches zero and as such carriers near the Dirac point behave as massless Dirac fermions, that is 
to say they exhibit zero effective mass and travel at the Fermi velocity.  
 
Figure 4.2 (a) Honeycomb lattice of graphene in real space composed of two inequivalent sets of 
carbon atoms, A and B, with the unit cell highlighted by the shaded region and two translational 
vectors a1 and a2 (b) The first Brillouin zone of graphene in reciprocal space showing the high 
symmetry points Γ, M, K and K’ as well as the translational vectors b1 and b2. 
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Graphene has six phonon dispersion bands, three acoustical and three optical. Atomic vibrations 
perpendicular to the graphene plane are resonsible for both one of the acoustical branches and one 
of the optical branches, whilst the others originate from in-plane vibrations. The full phonon 
dispersion relation for all six branches has been calculated in Ref [103]. Electron-phonon 
interactions, particularly near the high symmetry points within the first Brillouin zone, allow for the 
characterisation of graphene by Raman spectroscopy and the most prominent Raman peaks 
resulting from such interactions are shown Figure 4.3. Raman modes are affected by changes to both 
the electron and phonon dispersion of any material. For graphene the ability of Raman to track these 
minute and precise changes have made it an invaluable tool to measure layer number, crystalline 
size, doping, strain and defects to name but a few. 
 
Figure 4.3 Electron and phonon interactions responsible for the (a) G peak (b) 2D peak (c) D peak 
and (d) D’ peak. Black arrows indicate electron-hole creation/recombination, dashed gray arrows 
represent elastic scattering events and solid grey lines represent elastic electron-phonon 
interactions. In-plane transverse optical and longitudinal phonons are labelled as iTO and iLO 
respectively. 
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4.2.2. Raman Features of Graphene 
Pristine SLG exhibits two distinct Raman peaks called the G and 2D peaks, shown in Figure 4.4, which 
are found around 1585 and 2690 cm-1 respectively. The G peak is common to all sp2 carbon 
structures and is the only first order Raman feature of graphene. The 2D peak, sometimes refered to 
as the G’ peak as to distinguish it as a Raman allowed mode for a pristine sp2 system, arises from a 
double resonance process and is therefore linearly dispersive as a function of the energy of the 
incident laser. The presence of a defect in the honeycomb lattice is required to activate the D and D’ 
peak around 1350 cm-1 and 1620 cm-1 respectively. A more detailed explanation of the Raman 
properties of graphene are explored in greater detail below with an examination of the phonon 
origins of such features as well as their evolution with the different properties of graphene. 
 
Figure 4.4 Typical Raman spectra highlighting the features of SLG and BLG prepared by mechanical 
exfoliation. 
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4.2.3. The G Band 
The G band refers to the  Raman peak found around 1585 cm-1 for pristine SLG which can be seen in 
Figure 4.4. The peak physically originates from the stretching of C-C bonds and is present in all forms 
of sp2 carbon structures. From a phonon perspective, the peak arises from the inplane LO and TO 
phonon modes, more specificaly from the vibrations of sublattices A and B in Figure 4.2a against one 
another, which are doubly degenerate at the centre of the first Brillouin zone Γ due to E2g symmetry. 
The phonon scattering event responsible for the G peak is shown in Figure 4.3a and represents the 
only first order Raman scattering event in graphene. The ratio between the G and the 2D peak 
intensities (IG/2D) is commonly used as a guide to the number of layers present in a graphene flake, 
the choice of this indicator stems from the linear increase of the G peak intensity with layer number 
(as confirmed by AFM) as the peak intensity is a measure of the number of sp2 carbon atoms in the 
laser spot. The G peak position has also been noted to redshift with increasing layer number owing 
to the Kohn anomaly [104]. The Kohn anomaly occurs due to a screening of lattice vibrations by 
conduction electrons and is typically observed in metals, for graphene a partial screening occurs due 
to its zero bandgap nature. This screening can change rapidly for phonons, of a specific wavevector q 
at certain points in the first Brillouin zone, leading to a divergence in the phonon dispersion. The 
criteria which must be satisfied for this to occur involves two electronic states k1 and k2 such that an 
electron-phonon interaction produces a transition where k2 = k1 + q. The most obvious solution 
therefore occurs for q = 0, however, it can also occur at the Dirac points within graphene which are 
connected by wavevector K as shown in Figure 4.2b. These two solutions result in the Kohn anomaly 
occuring at the Γ and K (and K’) points in graphene. At these points the absorption of a phonon can 
generate an electron-hole pair, subsequent recombination emits a phonon with a second order 
pertubation to its energy as shown in Figure 4.5a. As a result, the re-emitted phonon has both a 
shifted frequency and lifetime. 
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Figure 4.5 Electron-hole creation (a) allowed by Kohn anomaly near K point causing the phonon 
energy to be renormalised and (b) not allowed by Pauli exclusion principle when the Fermi energy 
Ef shifts far from the Dirac point. 
Doping has been shown to change both the position, width and intensity of the G peak as a result of 
shifting the Fermi energy of graphene. The G peak position has been shown to blueshift for both p- 
and n- type doping when moving away from the Dirac point due to the nonadiabatic removal of the 
Kohn anomaly [105, 106]. Doping graphene changes its Fermi energy and can lead to the blockage of 
phonon decays into electron-hole pairs due to the Pauli exclusion principle as shown in Figure 4.5b. 
As a result, phonon lifetimes are increased which lead to a decrease in the FWHM of the G peak 
width and phonon hardening occurs leading to a blueshift in the G peak position, both due to 
increased doping as shown in Figure 4.6. Furthermore, doping graphene away from the Dirac point 
can also result in an increase in its IG/2D ratio, for both p- and n- type doping, which has been 
attributed to increased electron scattering due to the higher carrier concentration [106]. Looking at 
just the IG/2D ratio this can make it hard to distinguish between undoped BLG and doped SLG 
graphene, however, this issue is discussed in greater detail in Section 4.5.2. 
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Figure 4.6 Example of phonon hardening (red line) which can result from shifting the Fermi energy 
of graphene away from the Dirac point, leading to a blueshift in the Raman peak position and a 
increased phonon lifetime leading to a reduced FWHM. In addition, phonon softening (blue line) is 
shown which can result from tensile strain, leading to a redshift in the peak position and a 
broadening of the FWHM. 
Strain changes both the electronic band structure as well as the crystal phonon frequency of 
graphene, and as a result its Raman features. In general, tensile and compressive strain result in 
phonon softening (redshift in Raman peak position) and hardening (blueshift in Raman peak 
position) respectively, as shown in Figure 4.6. The shift in the phonon frequencies is related to the 
applied strain by the Gruneisen parameter γ such that 
  
  
   , where ε is the applied strain, ω0 is 
the unstrained Raman peak position and ∆ω is the shift in the Raman peak position due to strain. For 
the G peak the value of γG has been e perimentally determined to be ≈1.8-2 [107] giving the shift in 
G peak position per unit strain as ≈-30 cm-1/% and ≈-60 cm-1/% for uniaxial and biaxial strain 
respectively. Not only does the G peak position shift by different amounts for uniaxial and biaxial 
strain the FWHM of the G peak also responds differently to both types of strain.  For uniaxial strain 
the G peak has been observed to first broaden then split at high strain loads [108] into the G+ and G- 
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peak as a consequence of polarisation both along the strain axis and perpendicular to it. Whereas for 
biaxial strain no clear trend between the FWHM of the G peak and strain is observed [107]. 
 
4.2.4.  The 2D Band 
The 2D peak is found around 2690 cm-1 and is sometimes refered to as the G’ peak given that, along 
with the G peak, it is the second of two Raman features that are common to all forms of pristine sp2 
structures. Figure 4.3b shows the inplane TO phonons near the K point that are responsible for the 
2D peak. The process itself is double resonant, resulting in the higher peak intensity of the 2D peak 
compared to the G peak for pristine SLG. The shape of the 2D peak can be used as a guide to layer 
number. Ferrari et al. [109] have used the evolution of π electron band structure to e plain the 
change in the composition of the 2D peak, from a single Lorentzian peak for single layer MEG to four 
Lorentzian peaks for BLG and finally back to two Lorentzian peaks for FLG, which occurs for AB 
stacked graphene. However, this evolution of the 2D peak shape when transitioning from SLG to BLG 
is often not observed or far less pronounced in the case of CVD or epitaxial graphene. This has been 
attributed to the formation of non-AB stacked BLG in non-exfoliated graphene samples resulting in 
the 2D peak preserving its single Lorentzian form going from SLG to BLG, although a blueshift in the 
peak position as well as a widening of the peak width has been observed [86, 110, 111]. Kim et al. 
[112] have shown that the shape of the 2D peak for non-AB stacked BLG is strongly dependent on 
the coupling between the both layers, as the π band structure is dependent on the orientation angle 
between both layers.  
Unlike the G peak, the 2D peak is much less influenced by doping effects; as the nonadiabatic effects 
reponsible for the evolution of the G peak are negligible for the phonons which give rise to the 2D 
peak [113]. Another difference in its response to doping is that the 2D peak blueshifts for p- type 
doping and redshifts for n- type, which makes it possible to distinguish between both doping 
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regimes, although only at high carrier concentrations [105]. Similarly, the FWHM of the 2D peak is 
shown to remain constant at low doping levels but does decrease with heavy doping. 
The 2D peak is more sensitive to strain than the G peak and has a Gruneisen parameter γ2D of ≈3-3.5 
[107]. The associated shift in 2D peak position per unit strain is ≈-65 cm-1/% and ≈-160 cm-1/% for 
uniaxial and biaxial strain respectively. Like the G peak, the FWHM of the 2D peak is only observed to 
broaden under uniaxial strain [108] but remains constant under biaxial strain [107]. 
 
4.2.5. The D and D’ Band     
Unlike the G and 2D bands, the D and D’ peaks are not seen in pristine graphene and only become 
Raman active by elastic scattering of phonons with defect sites within the honeycomb lattice, 
followed by inelastic scattering by interaction with a inplane TO or a LO phonon to produce the D 
and D’ peaks respectively in a double resonance process, as shown in Figure 4.3c-d. The D peak is 
located around 1350 cm-1 and represents an intervalley phonon scattering event, as it involves the 
transition of a phonon from a K to a K’ point (or indeed vice versa), whilst the D’ peak, an intravalley 
process, is observed in the region of 1620 cm-1. The size of sp2 domains can be calculated from the 
intensity ratio between the D and G peaks (ID/G) using the Tuinstra-Koenig (TK) relation [2], which 
was experimentally verified and expanded upon by Lucchese et al. [114] establishing the relationship 
between average mean path between defect sites with the ID/G ratio by controlled ionic 
bombardment of a graphene sample. 
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Figure 4.7 (a) The two areas of damage resulting from an induced ion defect in graphene, rS 
represents the area in which the D peak intensity drops as a result of a physical gap left by the 
induced defect and rA represents the area in which D peak intensity is enhanced by relaxation of 
selection rules in the region surrounding the induced defect. (b) TK relation showing two different 
regimes, moderately defected graphene where ID/G decreases with increasing coherence length 
(red arrow) and heavily defected graphene where ID/G increases with increasing coherence length. 
Here, LD represents the mean distance between defect sites. Figure adapted from [114]. 
A defect in the honeycomb lattice of graphene has two areas of damage, represented by the green 
and red circle in Figure 4.7a, the first being at the centre of the defect (red circle) where a missing 
carbon in the honeycomb network means that the phonon modes responsible for the D band are no 
longer active. However, in the region surrounding the defect the selection rules shift due to a change 
in the Bloch states near the K/K’ points leading to an enhanced D peak. Therefore, where defects are 
present, but few in number, most of the graphene will exhibit enhanced ID/G ratios, corresponding to 
the RHS of the TK relation in Figure 4.7b, but after intense ion bombardment the surface of the 
graphene will be covered by rs leading to a reduced ID/G ratio. Most graphene samples are found to 
be on the RHS of the TK relation such that treatment resulting in a drop in ID/G typically correspond 
to an increase in the quality of the graphene, however, it is important to bear in mind that for 
samples that start with a high defect density the opposite will be true due to the non-monotonic 
83 
 
behaviour of the TK relation. This relationship is used further in the discussion of graphene oxide 
samples in Chapter 5. 
 
4.3. CVD Graphene Samples  
In the following Section, details of the various growth substrates of all graphene samples are 
presented including information about their respective topography. In addition, both optical and 
SEM images of the graphene samples are shown (where available) both on the original Cu foil they 
were grown on as well as after transfer to SiO2(300 nm)/Si substrates. 
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Sample Foil thickness (μm) Transferred SEM AFM Simultaneous 
AFM-Raman 
S1-Cu/Si* 125     
S2-Si 25 †    
S3-Cu/Si 25     
S4-Cu/Si 125     
S5-Cu 125     
S6-Cu/Si 125     
S7-Cu/Si 
S8-Cu 
S9-Cu 
25 
25 
25 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
S10-Cu/Si 25     
 
Table 4.1 List of all graphene samples investigated and the thickness of the Cu foil they were 
grown on. The –Cu affix indicates that the graphene film was characterised whilst on its as-grown 
Cu substrate whilst the –Si affix indicates that the film was characterised after transfer to a 
SiO2(300 nm)/Si substrate. *Only sample grown at 4 mbar pressure. †Sample was only 
characterised after transfer to SiO2(300 nm)/Si. 
 
4.3.1 Details of Different Growth Substrates Used 
All CVD graphene samples detailed in this Chapter were grown by collaborators in the Imperial 
 ollege Material’s Department, Dr.  ecilia Mattevi and Mr. HoKwon Kim, on  u substrates by  VD. 
The exact growth details are given in Section 2.5, unless otherwise stated. Graphene films grown on 
polycrystalline Cu foils of two different thicknesses were investigated, a 125 µm thick foil and a 
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thinner 25 µm foil. Differences between both Cu foils not only lie in their respective thicknesses but 
also their surface topography as shown in the AFM maps below. 
 
 
Figure 4.8 AFM maps showing the typical topographic features on both the (a) 125 and (c) 25 μm 
thick Cu foil substrates, the height profiles along the blue and red arrows across both foils are 
shown in (b) and (d) respectively. Rolling features in the topography of the 25 μm foil consist of a 
series of ridges and trenches labelled in (d) by the black and green arrows respectively. 
Figure 4.8 shows 80x80 µm2 AFM maps representative of the typical topography found on both 
types of Cu foils. The thicker 125 µm foil exhibits a largely featureless topography though large 
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“mounds” of ≈700 nm, which occur irregularly, can be found along its surface. The thinner 25 µm foil 
is corrugated and exhibits a pattern of rolling features, consisting of a series of ridges and trenches, 
highlighted by the black and green arrows in Figure 4.8d, of around 200-400 nm deep with a pitch of 
appro imately ≈15 μm. These features originate from the rolling processes by which these foils are 
manufactured.  
The graphene samples were first characterised on the Cu growth substrates and subsequently 
transferred onto SiO2(300 nm)/Si substrates where the characterisation was repeated. The exact 
details of the chemical transfer process are given in Section 2.5. However, the chemical transfer of 
the graphene film was not successful in all cases and a table summarising all samples investigated is 
given in Table 4.1. Samples will be referenced by the two following appendixes; S1-Cu refers to the 
sample S1 when on its growth Cu substrate, while S1-Si refers to the sample S1 after chemical 
transfer to a SiO2(300 nm)/Si substrate.  
 
4.3.2 Optical and SEM Images 
Figure 4.9 shows x50 optical images taken of the graphene films when on Cu and after transfer to 
SiO2(300 nm)/Si substrates. A single layer of graphene is ≈97.7% transparent in the visible regime 
and therefore cannot be seen on the Cu substrate. However, upon transfer to SiO2(300 nm)/Si 
interference effects, due to the oxide layer, make the graphene film visible to the human eye. In the 
optical setup used here the graphene film is seen to have a bluish hue. Furthermore, given that the 
stacking of additional layers of graphene increases the absorption by ≈2.3% per layer it is possible to 
distinguish between SLG and BLG by mere contrast in the optical image.  
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Figure 4.9 50X optical images of all graphene samples investigated with the scale bar in each 
image representing 10 μm in the x direction and 5 μm in the y direction, with the exception of 
sample S3 on Cu where the optical image is 5X with the scale bar representing 100 μm in both the 
x and y directions. The red circles on the optical images highlight areas where the Cu foil has been 
visibly contaminated. The blue circle highlights holes in the graphene film after it has been 
chemically transferred onto a SiO2(300 nm)/Si substrate. SEM images of samples are also shown, 
where available, the substrate the graphene film was on when the SEM image was taken is also 
indicated. The scale bar in all SEM images is 20 μm. 
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As Table 4.1 indicates, the chemical transfer of graphene from Cu to SiO2(300 nm)/Si substrates was 
not always successful and the film was occassionaly lost entirely. The optical and SEM images for 
samples S4 and S6 show that even when successful the transfer process can be inconsistent, 
resulting in large holes of ≈10 μm in dimension in the transferred film as highlighted in Figure 4.9.  
To a lesser extent, the growth process also produced inconsistent results as shown by the optical 
images of samples S4 and S9 highlighted in Figure 4.9, taken after CVD growth, where unintentional 
surface contamination of the Cu foil can be seen as indicated by the red/brown patches covering the 
surface of the substrate. Therefore, whilst controls were put in place such that a study could be 
made of graphene films grown under specific growth conditions it is important to account for 
inconsistencies in the synthesis and transfer stage. Hence, in the following sections certain samples 
may be omitted from the study as they are not directly comparable to others despite being grown 
under the same intended controls. 
 
4.4. Studying Strain in CVD Graphene 
Strain engineering is widely employed in the semiconductor industry to control physical properties 
such as the bandgap, carrier mobility and the optical properties of devices. The possibility of strain 
engineering in graphene to control layer properties is worthy of further exploration particularly as 
graphene may lead to new optoelectronic device applications. This Section examines how strain 
originates in graphene films grown by CVD. Raman mapping is used to statistically characterise the 
strain in films both on Cu and after transfer to SiO2(300 nm)/Si substrates. This makes it possible to 
better understand both the sources of strain in graphene grown by this method as well as the 
physical properties of such films. 
 
90 
 
 
4.4.1. Origin of Strain in CVD Graphene 
It is well known that the application of heat to most materials results in thermal expansion due to 
the increase in average kinetic energy of its constituent particles, resulting in an increase in average 
separation. The relationship between temperature and the rate of expansion is defined by the 
coefficient of thermal expansion (CTE)   
 
 
  
  
 where ∆L is the change in length of the material for a 
given change in temperature ∆T. In the case where two materals with different CTE values are 
adjoined to one another, the hea ng of both materials can result in thermal mismatch strain. In the 
case of  u grown  VD graphene the graphene  lm, which forms on the  u substrate at ≈1000    C, is 
expected to exhibit thermal mismatch strain due to a difference in CTE values between the two. This 
gives the following expression for the expected thermal mismatch strain εgraphene 
                                       
where αgraphene and αcopper represent the CTE values of the graphene and the Cu substrate 
respectively.The CTE of copper  is well known and is taken to be 1.67x10-5 K-1, however, in the case 
of graphene there remains a disagreement between experimental [115] and theoretically [116] 
derived values of αgraphene. Here, the theoretical value of αgraphene is used as experimentally it has only 
been determined up to ≈500 K. Theoretically, αgraphene has been derived from a non-equillirium 
Green’s function approach [116] which, taking the substrate-film interaction =1, estimates the 
graphene film to be compressively strained at -0.85% when grown at 1000 °C as shown in Figure 
4.10.  
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Figure 4.10 Plot of (αgraphene - αcopper) the effective thermal expansion coefficient of a graphene film 
grown on a Cu foil at 1000   C and subsequently allowed to cool down to room temperature. The 
thermal mismatch strain induced when the film is cooled down to room temperature is calculated 
to be -0.85% from (4.1). 
It must be stated at this point that this simplified calculation of εgraphene should only be considered as 
an approximate guideline and represents an overestimation of the true value. This is because (4.1) 
assumes a constant interaction energy between the graphene film and the underlying Cu substrate 
which is not strictly accurate. Upon cooling from the growth temperature the increase in 
compressive strain acts to overcome the weak van der Waals forces between the film and substrate, 
as a result slippage and buckling may occur as well as the formation of bubbles and wrinkles in the 
graphene film [117, 118].  
 
4.4.2. Raman Mapping of Strain in CVD Graphene 
Raman spectroscopic maps of 81x81 µm2 with a 3 µm resolution at 514 nm excitation were taken 
across all graphene samples listed in Table 4.1 using a 50X objective with a 10 sec integration time 
and a spot size of ≈ 1.5 µm and ≈ 0.25 W at the focal point. Each spectrum was peak fitted for the D, 
G, D’ and 2D peaks using a local linear baseline as described in Section 2.1.5. An observation 
92 
 
consistent across almost all samples was that both the G and 2D peaks were blueshifted on Cu with 
respect to their average values after transfer to SiO2(300 nm)/Si. In Figure 4.11, the typical Raman 
maps of the G and 2D peak positions are shown before and after transfer from both 125 and 25 μm 
thick Cu foils. 
 
Figure 4.11 Raman maps showing the typical spatial variation in the G and 2D peak position for 
graphene films grown on 125 μm Cu foils in a) and b) respectively and on 25 μm Cu foils in c) and 
d) respectively, as well as after transfer to SiO2(300 nm)/Si substrates. (a-b) are taken from S1 and 
(c-d) are taken from S10. 
Figure 4.11 shows that for both Cu foil thicknesses the G and 2D peaks are blueshifted when on Cu. 
Furthermore, in both the cases the 2D peak is more blueshifted than the G peak by a ratio of 
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approximately 2.5-3:1 with an average shift of 12 cm-1:4 cm-1 for the 125 μm foil and 25 cm-1:11 cm-1 
for the 25 μm foil. A shift in both the G and 2D peak positions of graphene can be indicative of three 
things i) a change in the average number of graphene layers within the measured area as a result of 
the chemical transfer of graphene, possibly due to incomplete PMMA coverage resulting in the 
graphene film being exfoliated with the Cu foil ii) a change in the Fermi energy of the graphene film 
as a result of unintentional doping either from the substrate or as a result of the transfer process or 
iii) a relaxation of compressive strain when the graphene is transferred onto SiO2(300 nm)/Si. The 
optical and SEM images in Figure 4.9 show that the majority of successfully transferred graphene 
films (with the exception of samples S4 and S6) show near complete coverage of the SiO2(300 nm)/Si 
substrate and an analysis of the IG/2D ratio (described later on in Section 4.5.2) shows that the 
chemical transfer process does not result in any measureable loss of graphitic material in most 
cases, therefore ruling out the possibility of i). To distinguish between ii) and iii) it is worth repeating 
that the G peak is more sensitive to doping than the 2D peak whilst the opposite is true of strain. 
Given that a ratio of 3:1 is observed when comparing the relative shifts of the 2D and G peaks 
respectively, this suggests that the origin of both peak shifts is due to the relaxation of compressive 
strain when transferred of Cu. Furthermore, it is in good agreement with the values reported in the 
literature for the shift in peak position per unit strain for both the 2D and G peak which also give an 
approximate ratio of 2.5:1 [107, 119]. This observation is not surprising given that the graphene film 
to be strained on Cu as a result of a difference in the CTE values of both the graphene and the Cu 
substrate. 
A consideration of the spatial variation of both the G and 2D peaks shows the graphene, both on Cu 
and after transfer to SiO2(300 nm)/Si, to be more much homogeneous for films originating from 
growth on 125 μm films when compared to those grown on 25 μm films. Indeed, the standard 
deviation in the G and 2D peak positions is ≈1 cm-1 for films grown on 125 μm  u foils and ≈5 cm-1 for 
films grown on 25 μm foils. Furthermore, the inhomogeneity of graphene films grown on the thinner 
foils exhibits a pattern of rolling features with a similar periodicity to the topography of their 
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underlying substrate as shown in Figure 4.8b. This observation suggests that compressive strain in 
such films is originating not only from thermal effects but also from topography, however, this is 
examined in greater detail later in Section 4.5.4.
 
Figure 4.12 Averaged Raman spectra taken from Raman maps in Figure 4.11 of the graphene both 
on Cu and after transfer to SiO2(300 nm)/Si for films originating from both a) a 125 μm Cu foil S1 
and b) a 25 μm Cu foil S10. The fluorescent background of the Cu substrate has been removed 
using a cubic spline fitted baseline. 
Figure 4.12 shows the averaged Raman spectra taken of graphene films both before and after 
transfer to SiO2(300 nm)/Si subtrates grown on both 125 and 25 µm Cu foils (taken from samples S1 
and S10 respectively). The value of the IG/2D ratio suggests that the film grown on the 125 μm  u foil 
is mainly bi-layer whilst the 25 μm foil produces predominantely single-layer graphene. In both 
Figure 4.12a and Figure 4.12b both the G and 2D peaks are observed to redshift upon transfer off Cu 
which can be attributed to the relaxation of compressive strain. This is further evidenced by the 
reduction of both the G and 2D peak widths when transferred on to SiO2(300 nm)/Si for films 
originating from both Cu foil thicknesses; the G peak width is reduced from 24 to 22 cm-1 and from 
26 to 22 cm-1 whilst the 2D peak width is reduced from 45 to 42 cm-1 and from 47 to 43 cm-1 for the 
125 and 25 μm foil growths respectively. The correlation between changes in the G and 2D peak 
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positions with their corresponding changes in peak widths is an important factor in distinguishing 
between doping and strain effects and is examined in greater detail in the proceeding Section. 
 
4.4.3. Distinguishing between Strain and Doping  
In the previous Section, it has been shown that there is a redshift and a narrowing of both the G and 
2D peaks for graphene films transferred off Cu which was attributed to the release of compressive 
strain. However, before a systematic and statistically meaningful study of all graphene samples listed 
in Table 4.1 can be made it is critical to ascertain if the peak shifts observed for all samples are 
indeed due to strain effects rather than doping. This can be achieved by examining the correlation 
between the G peak width and position for all samples. Consider two separate single-layer graphene 
films, A and B, where film A is strained whilst film B is doped. Both film A and B will exhibit a 
blueshifted G peak position relative to their respective unstrained and undoped state. However, the 
G peak width of film A will be broader, provided that the strain is not perfectly biaxial, whilst the G 
peak width of film B will be narrower as explained in Section 4.2.3. Thus, a plot of G peak width vs 
position which shows a positive gradient between the initial and final state is indicative of strain 
relief whilst a negative gradient, shown in  Figure 4.13, can be interpreted as the Fermi energy of the 
graphene film returning to the Dirac point though it cannot be determined if the film was originally 
p- or n- doped (only that is becoming “less doped”). 
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Figure 4.13 Plot of G peak width vs position showing a negative gradient trend indicative of doping 
effects, adapted from Ref [120]. 
Figure 4.13 shows the expected negative correlation between G peak width and position for peak 
shifts responding to changes in the doping level of graphene. For the case where peak shifts are 
responding primarily to strain effects a positive correlation would be expected, however, in such 
circumstances the exact gradient can vary between a zero and positive value. This is because the G 
peak width is not expected to broaden for perfect biaxial strain but is reported to split for uniaxial 
strain. Therefore, whilst it is reasonable to expect a positive correlation between G peak width and 
position for strained graphene, for a mixture of uniaxial and biaxial strain, an expected trend line 
cannot be produced as the magnitude of the gradient will vary.  
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Figure 4.14 Comparison of G peak width vs position for all graphene samples listed in Table 4.1. 
Data taken from graphene samples when on Cu substrates are represented by black squares whilst 
samples transferred to SiO2(300 nm)/Si substrates are represented by red circles, the average 
values from both sets of data are represented by the white squares and circles respectively. The 
blue arrows show the shift in average G peak width and position after transfer of the films off Cu. 
The open symbols show error bars which are typical for films grown on both the 125 and 25 µm Cu 
foils and on both Cu and after transfer to SiO2(300 nm)/Si substrates, error bars only shown for 
samples S1 and S10 given that they are small compared to the distribution of the data points. 
The correlation between the G peak width and position for all samples listed in Table 4.1 is shown in 
Figure 4.14. The discussion will first examine the samples which were successfully transferred and 
characterised before (black squares) and after (red circles) deposition onto SiO2(300 nm)/Si 
substrates. For almost all cases (samples S1, S4, S6, S7 and S10), a similar trend is observed in the 
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transition of the graphene film from its initial state on Cu to its final state on SiO2(300 nm)/Si, as 
shown by the blue arrows in Figure 4.14 which exhibit a positive gradient confirming strain relief to 
be the key contributor to the peak shifts observed. This is, however, not the case for sample S3 
where a negative gradient is clearly shown in the transition between initial and final state. As such, 
the relief of strain (if it is occurring) in sample S3 cannot be accurately determined as its effects are 
being masked by inadvertent doping as a result of the chemical transfer of the film. Figure 4.14 also 
shows that most graphene films exhibit a distribution in the correlation between G peak width and 
position both on Cu and on SiO2(300 nm)/Si. For the majority of samples, with the exception of S2-Si 
and S7-Si, this distribution is observed to have either a positive correlation or no correlation. Here, it 
is important to distinguish between samples which exhibit a positive correlation and those which 
show no correlation. In the case of the former, it clearly suggests that not only is there a relaxation 
of strain in the transition of graphene films off copper but that there also exists a distribution of 
strain when on either substrate. Furthermore, as the correlation is positive it indicates the strain is a 
mixture of both uniaxial and biaxial strain, given the G peak width is observed to be broader when 
on Cu but not split into two components (which is indicative of uniaxial strain as discussed in Section 
4.2.3). In the case of the latter, a zero correlation can be indicative of either a greater component of 
biaxial strain in the films or that the effects of strain and doping are cancelling to produce a flat 
gradient. However, given that the 2D peak position and width are also observed to be shifting (which 
is less sensitive to doping) as shown in Figure 4.12 and Figure 4.15, and by a greater amount, this 
suggests that a larger contribution of biaxial strain is being observed. For sample S7-Si it is observed 
that whilst the film is less compressively strained when on SiO2(300 nm), as evidenced by the 
positive gradient from initial to final state, it is clear that its spread in G peak position is being 
influenced by inhomogeneities in doping rather than strain. A summary of the average G and 2D 
peak width vs position values for all samples listed in Table 2.1 is shown below in Figure 4.15a and 
Figure 4.15b respectively.   
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Figure 4.15 Summary of (a) G and (b) 2D peak width vs position for all samples listed in Table 4.1. 
The average values of all data taken on Cu and on SiO2(300 nm)/Si are represented by the black 
and red stars respectively, sample S3-Si (highlighted by the blue circle) was omitted from the 
average due to doping effects. The green arrow represents the average shift in both G and 2D peak 
positions and widths of films on Cu and after transfer to SiO2(300 nm)/Si substrates. 
From the Raman measurements of the samples, listed in Table 4.1, it is evident that there is a 
distribution of G peak positions and widths and that in some cases this distribution can be attributed 
to the inadvertent doping of the films. Indeed, there is no way to show that for all samples doping 
does not bear any responsibility for the peak shifts observed. However, in the majority of cases it has 
been shown that the correlation between the G peak position and width is consistent with its 
reported response to strain. Furthermore, the distribution in their values is also reflected in the 2D 
peak positions and widths as shown in Figure 4.15b, which is again in agreement with the 
observation of strain distribution on both substrates and relief upon transfer. 
 
4.4.4. Compressive Strain in CVD Graphene 
The previous Section looked at the correlation between the G (and 2D) peak widths and positions of 
samples to demonstrate that in most cases i) there was a relief of compressive strain when graphene 
films were transferred off Cu and that ii) the strain was not uniform across either substrate. Here, 
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the 2D peak position is used to quantify strain within a graphene film, which as shown in Figure 
4.15b also exhibits a similar correlation as the G peak in Figure 4.15a, as it is more sensitive than the 
G peak to strain. To calculate strain in predominantly single-layer graphene (defined to have an IG/2D 
ratio of 0.4-0.6) a 2D peak position of 2678 cm-1 is used to define an unstrained film, a strain ratio of 
-72 cm-1/% is used [119]. For predominantly bi-layer graphene (IG/2D ratio of 0.9-1.1) an unstrained 
2D peak position of 2689 cm-1 is used with a strain ratio of -128 cm-1/% [107].   Note that the “error 
bars” in Figure 4.16 are calculated from the standard deviation in the 2D peak position and are 
therefore an indication of the distribution in strain rather than error. 
  
Figure 4.16 – Comparison of strain in a) bi-layer graphene (closed symbols) grown on 125 µm Cu 
foils and b) single-layer graphene (open symbols) grown on 25 µm Cu foils both on Cu (black 
squares) and after transfer to SiO2(300 nm)/Si (red circles). As well as a comparison of strain in 
both single- and bi-layer film when a) on Cu and b) on SiO2(300 nm)/Si substrates, the dotted circle 
represents which layer number was most commonly observed in each sample. 
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Looking at Figure 4.16a-b two topics of interest appear a) the amount of absolute strain present in 
samples on both substrates and b) the relaxation of strain when films are transferred off Cu. The 
former is first examined, starting with the strain present in films on Cu it is observed that single-layer 
films grown on 25 µm foils are strained (with a range of 0.2-0.4%) by approximately a factor of two 
greater than bi-layer films grown on 125 µm foils (with a range of 0.1-0.2%). In addition, the 
distribution of strain within films grown on the thinner foil (≈ 0.2%) is also greater than those grown 
on the thicker foil (≈ 0.03%) by an order of magnitude. Whilst this observation validates the 
theoretical prediction of compressive strain in graphene films, grown on Cu due to differences in 
thermal expansion coefficients, the absolute values obtained are less than half the estimated value 
arrived at in Section 4.4.1; though it had been stated that calculation to likely be a crude over-
estimation.  The absolute compressive strain values obtained here are, however, in good agreement 
with another theoretical estimation, based on ab initio calculations, made by Yu et al. [119] who 
derived a value of 0.3% strain in single-layer graphene films grown at 1000 °C. Focusing now on the 
strain in films when on SiO2(300 nm)/Si, little difference is observed between growths originating 
from both foil thicknesses. Surprisingly, it is observed that graphene films remain compressively 
strained, though less so, after transfer off Cu with a strain range of 0.05-0.15% and 0.05-0.2% for the 
thicker and thinner foil respectively; whilst the distribution of strain remains the same for thicker foil 
growth when on SiO2(300 nm)/Si (≈ 0.03%) as when on  u this is not the case for the thinner foil 
growth where a reduced strain distribution of ≈ 0.8% is observed. No clear pattern is observed in the 
absolute value of relaxation of compressive strain from either set of samples, aside from the fact 
that films originating from thinner Cu foils (0.1-0.3%) relax more than those from thicker foils (0.05-
0.08%). This, however, is simply due to the higher starting compressive strain of single-layer 
graphene films originating on 25 µm foils, as it has already been shown that the final strain value on 
SiO2(300 nm)/Si substrates are independent of growth substrate thickness. More interestingly, the 
starting strain value does not appear to have any correlation with the relative amount of strain 
relaxation, as sample S1 is seen to have the greatest strain relaxation (0.08%) as well as having the 
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lowest starting strain value (0.125%). However, opposite is observed to be true for thin foil growth, 
as evidenced by sample S10 which exhibits the largest strain relaxation (0.3%) as well as the highest 
starting strain value (0.4%). 
Sample Strain Relief (%) 
Single-layer Bi-layer 
S1 0.18 0.08 
S4 0.08 0.06 
S7 0.09 0.12 
S10 0.29 0.17 
 
Table 4.2 – Summary of strain relief for all samples successfully transferred onto SiO2(300 nm)/Si 
substrates. Films grown on 125 µm and 25 µm foils are shown in black and red respectively, the 
bold numbers represent which layer number was most commonly observed in each sample. 
In the previous Section, the strain present in the layer number most common in all samples was 
examined, that is to say only the strain in bi-layer regions of a sample was examined when the 
sample was predominantly bi-layer. Figure 4.16c-d examines the different strain exhibited in both 
the single- and bi-layer regions of every sample. Looking first at the absolute vales of strain present 
in graphene films, when on Cu, it can be seen that regions of predominantly single-layer graphene 
are more compressively strained than bi-layer regions within the same film for both foil thicknesses 
(0.38% vs 0.16%) and have a greater distribution in strain (0.10% vs 0.06%). Interestingly, it is 
observed that both regions of single- and bi-layer graphene, in films where they are not the 
predominant layer number, are strained to the same values as in films where they are pre-dominant. 
It is, however, observed that both single- and bi-layer regions within the same film to exhibit a 
greater distribution in strain values for predominantly single-layer samples (S3, S7 and S10 in Figure 
4.16c). The same trends are much less apparent for films once transferred onto SiO2(300 nm)/Si 
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substrates. Table 4.2 shows a summary of the strain relief for both single- and bi-layer regions within 
the same graphene film and in Table 4.3 a summary of the G and 2D peak positions and widths, as 
well as their distributions, across all samples listed in Table 4.1.  
 
 
Sample 
G Peak 2D Peak 
Posn (cm-1) Width (cm-1) Posn (cm-1) Width (cm-1) 
 
S1-Cu 
 
 
1581±1 
 
23±2 
 
 
2705±2 
 
 
46±2 
 
S1-Si 1578±1 
 
21±1 
 
2695±1 
 
41±2 
 
S2-Si 1580±1 
 
19±1 
 
2681±4 
 
40±3 
 
S3-Cu 1580±2 
 
24±1 
 
2693±7 
 
53±8 
 
S3-Si 1595±2 18±2 
 
2705±3 
 
37±3 
 
S4-Cu 1586±1 
 
22±1 
 
2714±2 
 
59±7 
 
S4-Si 1584±1 
 
21±1 
 
2707±2 
 
53±4 
 
S5-Cu 1587±1 
 
21±1 
 
2714±1 
 
48±3 
 
S6-Cu 1587±1 
 
22±1 
 
2712±1 
 
47±4 
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S7-Cu 1591±3 
 
25±3 
 
2700±10 
 
60±20 
 
S7-Si 1588±1 
 
18±2 
 
2693±3 
 
37±4 
 
S8-Cu 1591±4 
 
26±3 
 
2704±9 
 
50±10 
 
S9-Cu - 
 
- - - 
S10-Cu 1592±3 
 
27±4 
 
2710±10 
 
39±9 
 
S10-Si 1582±1 
 
22±1 2686±2 
 
41±2 
 
Table 4.3 Summary of G and 2D peak positions and widths for all samples listed Table 4.1. 
 
4.4.5. Discussion on Strain and Strain Relaxation in CVD Graphene 
This Chapter looked at the thermal mismatch strain which arises in CVD grown graphene on Cu 
substrates due to differences in the coefficient of thermal expansion of graphene and the underlying 
growth substrate. The amount of strain present in graphene can be quantitatively measured by 
several of its Raman properties, the G and 2D peak widths and positions, which can also respond to 
doping in a similar but differentiable manner. Here, the correlation between the G peak position and 
width, as it is sensitive to both strain and doping, was analysed to distinguish between the two 
effects. Whilst the possibility that there is a degree of near-uniform doping across each sample 
measured cannot be ruled out, it was shown that for the majority of samples the changes in peak 
position and width upon transfer and their distributions on each substrate were primarily due to 
changes in the amount of strain present in the films. The decision to extract strain values from the 
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2D peak position was based on its greater sensitivity to strain, in comparison to the G peak, as well 
as its direct link to strain via the Grüneisen parameter [121]. Strain was studied over two sets of 
samples, one set grown on a topographically smoother thick Cu foil and the other grown on a 
corrugated thinner foil, consisting of ten samples. The strain was quantified by looking at the 2D 
peak position of the film both on Cu and after transfer to SiO2(300 nm)/Si substrates, though not in 
all cases due to experimental difficulties in the chemical transfer process, by taking several hundred 
spectra for each spectra across 81x81 µm2 areas on both substrates. It was observed that in most 
cases the Raman peaks of the graphene film on Cu were blueshifted with respect to their position on 
SiO2(300 nm)/Si and by looking at the correlation between the G peak position and width it was 
shown that for five of the samples this shift can be attributed to compressive strain in the film on Cu 
and the subsequent relaxation of strain upon transfer. The graphene grown on the thinner Cu foils, 
which was predominantly single-layer, was observed to be compressively strained by 0.2-0.4% which 
is in good agreement with theoretical predictions [119]. Interestingly, the films grown on thicker Cu 
foils, which produced predominantly bi-layer graphene, were strained by approximately a factor two 
less (0.1-0.2%). This observation suggests that the effective CTE of bi-layer films was smaller in 
magnitude than that of single-layer films, in other words the mismatch between the CTE of Cu and 
bi-layer graphene was less than that of single-layer graphene within the temperature range 
measured. This is perhaps unsurprising given that the linear thermal expansion coefficient, at room 
temperature, of single-layer graphene is ≈-8.0x10-6 K-1 whilst graphite is ≈-1.0x10-6 K-1 [115] so that 
the stacking of an additional layer is heading from single layer to bulk behaviour. Indeed, the 
proposed difference between the CTE of single- and bi-layer graphene is in qualitative agreement 
with Monte Carlo simulations performed by Zakharchenko et al. [122, 123]. When the graphene 
films were transferred on to SiO2(300 nm)/Si substrates only a partial relaxation of the compressive 
strain was observed, predominantly single-layer graphene regions remained strained by ≈0.1-0.2% 
whilst bi-layer regions were strained at ≈0.0-0.1%. Whilst this suggests a path to strain engineering 
by controlled layer growth this may not be of great practical use as the electronic properties of 
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single- and bi-layer graphene are already quite different in their unstrained states. Furthermore, it 
was observed that the amount of strain relief did not appear to have any correlation to the starting 
amount of compressive strain within the film when on Cu when comparing the two sets of samples. 
However, it was consistently observed that the distribution of strain to be larger for films grown on 
the corrugated thinner Cu foils which suggests the possibility of strain engineering by growth 
substrate topography, this is explored in greater detail in the next Section. 
 
4.5. Studying Effects of Growth Substrate Topography on Graphene 
Growth  
The growth of high quality graphene via CVD on Cu requires optimisation of every step, such as the 
mixture of the carbon source gas [91], the gas pressure used during the growing phase [92] as well 
as the properties of the Cu substrate [36]. Indeed, the pre-treatment of the Cu foil prior to graphene 
growth is of particular interest given how the nucleation and subsequent growth of the film has 
been shown to be sensitive to the local topography [37]. However, before considering the effects of 
substrate topography on the resulting graphene film grown on Cu it is worth revisiting the basic 
mechanism of CVD growth, which was discussed in Section 4.1.1. The dissociation of carbon from its 
parent gas, at the Cu surface, results in the capture of carbon adatoms which are allowed to freely 
propagate along the substrate leading to the formation of graphene. Kim et al. [37] have made a 
detailed study of the graphene film’s growth limiting factors, which they reported to be related to 
the lifetime of such carbon adatoms. Indeed, they have shown that at low temperatures (T < 870 °C) 
corrugations in the Cu foil result in bi-layer growth in trenches (and single-layer growth along the 
tops of ridges), which they attribute to reduced surface mobility within the trenches. Here, their 
work is extended upon by examining the formation of single- and bi-layer graphene at a high 
temperature regime (T = 1000 °C). Here, the growth pattern was found to be reversed and single-
layer graphene was observed to form within the trenches with bi-layer films found on ridges. A 
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better understanding of how local topography determines the final properties of the resultant film 
may open a path towards controlled layer growth via pre-patterned substrates.   
 
4.5.1. IG/2D Ratio Distribution of Graphene Samples 
Raman spectra were captured for all graphene samples investigated across 81x81 µm2 areas with a 
resolution of 3 µm at 514 nm excitation, the exact details of the measurement are given in Section 
2.1.4. The IG/2D ratio was extracted by peak fitting each individual spectra and the distribution of the 
IG/2D ratio for all samples is shown below in Figure 4.17. 
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Figure 4.17 IG/2D ratio distribution for all samples both on Cu (black) and on SiO2(300 nm)/Si (red) 
listed in Table 4.1. 
Figure 4.17 shows the IG/2D ratio distribution across all samples listed in Table 4.1. It was observed 
that, for most cases, films grown on the thicker Cu foils exhibit a IG/2D distribution centred around 
≈1.0 whilst films grown on the thinner foil have a distribution of ≈0.5 which suggests the former is 
predominantly bi-layer graphene whilst the latter is predominantly single-layer. This is, however, not 
the case for samples S5, S8 and S9 which can be attributed to inconsistencies in the CVD growth 
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process and visible contamination of the Cu substrate, as can be seen in the optical images of these 
samples in Figure 4.9. In addition, it was observed that for the majority of samples, the IG/2D 
distribution remains the same after the film has been transferred on to SiO2(300 nm)/Si substrates, 
as expected, suggesting that chemical transfer process does not result in any measureable loss in 
graphitic material and that the areas sampled are representative of the sample. The distribution in 
the IG/2D ratio (as well as its absolute value) show that samples are inhomogeneous and can be 
indicative of two things i) a distribution of layer numbers across the film or ii) non-uniform charge 
transfer from the substrate causing inadvertent and inhomogeneous doping of the film, this is 
examined in greater detail in the next Section.  
 
4.5.2. Distinguishing Between Layer Number and Doping 
As mentioned in Section 4.2.4 the IG/2D ratio cannot be used in isolation to determine layer number 
as its absolute value can also be affected by doping. It is therefore important to distinguish between 
a rise in the IG/2D ratio due to the detection of more graphene layers and an increase in the IG/2D ratio 
associated with a shift in the Fermi energy of a single graphene layer. This can be done by looking at 
the correlation between the IG/2D ratio with the G peak position. The G peak position has been 
reported to redshift with increasing layer number and blueshift as a result of doping, as discussed in 
Section 4.2.4. Therefore, a negative correlation between the G peak position and the IG/2D ratio is 
indicative of a distribution in layer number whilst a positive correlation, shown below in Figure 4.18, 
signifies a distribution in charge impurities. 
 
111 
 
 
Figure 4.18 – Variation of G peak position with IG/2D ratio across a doped sheet of single-layer 
graphene, adapted from Ref [120]. 
 
Figure 4.18 shows the reported positive correlation between the G peak position and the IG/2D ratio 
for single-layer graphene responding to changes in doping level resulting in a rise in the IG/2D ratio 
[120]. For the case where the IG/2D ratio is responding primarily to a difference in layer number a 
negative correlation would be expected, however, in such circumstances the exact magnitude of 
gradient can vary. This is because, as already discussed in Section 4.2.1, the G peak position is 
influenced by three factors: strain, doping and layer number. It was previously shown, in Figure 4.15, 
that for the majority of the samples the G peak position is responding to strain. Therefore an 
undoped and unstrained film of graphene with a distribution of layer numbers will exhibit a negative 
correlation between the G peak position and the IG/2D ratio. However, if the same film is non-
uniformly compressively strained then areas sampled with the same IG/2D ratio will have distribution 
of blueshifted G peak positions, relative to the unstrained state, thus whilst a negative gradient is 
expected the exact magnitude will vary depending on the distribution of strain. As such, a similar 
112 
 
expected trend line cannot be produced for the case where the IG/2D ratio is responding to changes in 
layer number. 
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Figure 4.19 – G peak position vs IG/2D ratio both on Cu (black squares) and on SiO2(300 nm)/Si (red 
circles) for all samples listed in Table 4.1, the average values for both sets of data are represented 
by the white squares and circles respectively. 
Figure 4.19 shows the correlation between the G peak position and the IG/2D ratio for all samples 
listed in Table 4.1. The gradients of the correlations are observed to be divided into two categories, 
samples which exhibit a flat gradient and samples which exhibit a near vertical gradient. The former 
can be attributed to a distribution in layer number whilst the latter can be attributed to a 
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distribution in strain. No correlation produced a negative gradient which implies that for the samples 
measured inhomogeneous doping is not the dominant factor governing the observed distribution of 
the IG/2D ratios (but not necessarily their absolute values). This observation suggests that the 
histograms shown in Figure 4.17 are indicative of an inhomogeneity in the layer number distribution 
across the samples. Turning to samples S1, S3, S4, S6, S7 and S10 all of which were characterised 
before and after transfer to SiO2(300 nm)/Si. It can be seen that in almost all cases the transition 
between the initial state of the film on Cu to its final state on SiO2(300 nm)/Si exhibits a near vertical 
trend as shown by the blue arrow in Figure 4.19, which has already shown to be due to the 
relaxation of compressive strain. This, however, is not the case for sample S3, which was shown to 
be due to doping in Section 4.4.3, and for sample S6 where visible holes were present in the 
transferred film as shown in the optical image in Figure 4.9 resulting in a drop in the IG/2D ratio upon 
transfer. Whilst it has been shown the distribution in IG/2D ratio in individual samples to be 
originating from layer number inhomogeneities one cannot rule out that their absolute values are 
being offset by uniform inadvertent doping. Therefore, to determine if the absolute value of the IG/2D 
ratios can be used to determine layer number in the samples investigated it is important to correlate 
Raman measurements with optical images which reveal single- and bi-layer regions by eye, this is 
done in the next Section. 
 
4.5.3. Observation of Rolling Features in Layer Number Distribution 
Figure 4.20c-d shows typical Raman maps of the G and 2D peak positions for graphene films grown 
on the corrugated 25 µm Cu foils. Rolling features are observed, with a similar periodicity to the 
corrugations of the growth substrate, and are imprinted into the Raman features of the film both on 
Cu and that these features could still be seen after transfer to SiO2(300 nm)/Si substrates. Similar 
rolling features were also present in the optical and SEM image of the same area of a graphene film 
transferred from Cu to SiO2(300nm)/Si as shown below in Figure 4.20a. Single- and bi-layer graphene 
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can be distinguished by contrast in both the optical and SEM image and it can be seen that the 
pattern of rolling features to has been imprinted in the resultant layer growth. Figure 4.20b shows 
Raman spectra collected from single- (solid circle) and bi-layer regions identified in the optical 
image. The IG/2D ratio is observed to behave as expected with a value of ≈0.4 representing single-
layer regions and ≈0.9 representing bi-layer graphene, which is in agreement with the previously 
stated observation that the absolute value of the IG/2D ratio is changing in response to layer number 
rather than doping. It is important to clarify that the IG/2D ratio used here to define single-layer 
graphene is specific to the samples measured in this Thesis. Indeed, whilst the value used here is 
similar to that reported by Li et al. [90] other groups have reported a value of IG/2D ≈ 0.3 to be 
representative of undoped single-layer graphene [106, 120]. Here, the direct Raman measurement 
from regions of films which have been optically identified as single-layer removes any ambiguity in 
determining layer number. Whilst the possibility of near-uniform doping offsetting the absolute 
values of the IG/2D ratios measured cannot be ruled out it is worth remembering that this study is 
focused on examining if the topography of the growth substrate influences the layer number growth 
by measuring the change in IG/2D ratio. Here, it is important to note that the assumption of near-
uniform doping comes from the lack of any clear indication that the distribution in IG/2D ratios is being 
predominantly influenced by doping, as shown by Figure 4.19. Figure 4.20c-d shows a Raman map of 
the IG/2D ratio for sample S10 both before and after transfer from Cu to SiO2(300 nm)/Si, the 
observation of rolling features in the layer number distribution is reflected in the Raman maps.  
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Figure 4.20 (a) 50X optical and SEM (in inset) image of sample S2-Si, the scale bar in both images is 
20 µm. Raman spectra taken from regions of single- and bi-layer graphene identified by contrast in 
the optical image and highlighted by the solid black and dotted red circle are shown. (b) Raman 
map showing IG/2D ratio for sample S10 both (a) on Cu and (b) on SiO2(300 nm)/Si 
Figure 4.21a shows the Raman spectra from single- and bi-layer regions both on Cu and after 
transfer to SiO2(300 nm)/Si for sample S10. Here, the averaged and normalised spectra from both 
single- and bi-layer regions on both substrates are compared. The fitting of single Lorentzian peaks 
to three sets of representative spectra from bi-layer regions on both substrates is shown in Figure 
4.21b. In all cases the 2D peaks can be fitted with single Lorentzian functions, as opposed to the four 
Lorentzian fittings associated with AB stacked bi-layer graphene, implying that the bi-layer regions 
are not AB stacked. 
117 
 
 
Figure 4.21 (a) Normalised and averaged Raman spectra taken from areas of single- and bi-layer 
graphene on both Cu and after transfer to SiO2(300 nm)/Si from sample S10 (b) Single Lorentzian 
fits to three sets of 2D peaks representative of bi-layer regions on both substrates. 
 
4.5.4. Simultaneous AFM-Raman Measurements 
To determine the relationship between Cu substrate topography and layer growth more accurately 
simultaneous AFM-Raman measurements were performed over three different areas on sample 
S10-Cu across the line profiles indicated on the AFM maps shown in Figure 4.22a-c. Here, it is worth 
mentioning that only simultaneous AFM/Raman line scans were performed (as opposed to full 2D 
maps) due to difficulties in keeping the AFM tip aligned with the laser spot, as previously mentioned 
in Section 2.2.2. Figure 4.22d-f shows the correlation between the IG/2D ratio with the underlying 
topography. Regions of single- and bi-layer graphene are highlighted as determined from the IG/2D 
ratio, defining predominantly single-layer graphene to have IG/2D
 = 0.4 and bi-layer graphene to have 
IG/2D
 = 0.9 based on Figure 4.20b.  
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Figure 4.22 (a-c) AFM maps across three different areas on sample S10-Cu. Simultaneous AFM-
Raman line profiles, showing the IG/2D ratio and substrate topography, were taken across the blue 
arrows and are shown in (d-f) respectively. The red dotted lines represent regions of 
predominantly single- and bi-layer graphene. 
Lines 1-3 in Figure 4.22d-f show that there is a degree of correlation between the IG/2D ratio and the 
topography of the Cu substrate. This is particularly evident in Figure 4.22d between 40-80 µm where 
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the IG/2D ratio can be seen to rise to a value of ≈0.9 along the tops of ridges, ≈200 nm in height, as 
well as fall to a value of ≈0.4 in the trenches between such topographic features. A similar behaviour 
in Line 2 is observed in Figure 4.22e between 0-30 µm though the change in the IG/2D ratio is less 
pronounced, as it only rises to a value  ≈0.8, despite the ridge feature being larger (≈600 nm) than 
the case for Line 1. Finally, for Line 3 in Figure 4.22f a positive correlation is again observed between 
topography and the IG/2D ratio in the region between 40-80 µm. However, it must be stated this 
observation is not present in all areas characterised as evidenced by the region between 0-40 µm on 
Line 3 in Figure 4.22f, where no clear correlation is observed between the IG/2D ratio and the 
underlying topography. 
In Figure 4.23a-c the correlation between the 2D peak position, which has already demonstrated to 
be a good indicator of strain in the sample in Figure 4.14, with the topography of the Cu substrate is 
shown for the same line profiles Lines 1-3 in Figure 4.22. Here again, a similar degree of correlation 
is observed between the Raman features of the film with the corrugations in the underlying foil. 
Looking at Line 1, between 40-80 µm, shows the 2D peak position to rise to a value of ≈2710 cm-1 
along the tops of the ridge formations whilst dropping to ≈2678 cm-1 in the trenches of the 
substrate. Using the same methodology as described in Section 4.4.4 the variation in both the IG/2D 
ratio and the 2D peak position indicates the formation of compressively strained (0.16 %) bi-layer 
graphene along the tops of the ridges and unstrained single-layer graphene in the trenches. For Line 
2 a similar correlation is observed in the region between 0-40 µm. It is interesting to note that 
between 10-30 µm the graphene film is predominantly single-layer, with an IG/2D ratio between ≈0.3-
0.5, but there is still a large degree of variation in the 2D peak position with a value of ≈2684 cm-1 
along the tops of ridges and ≈2666 cm-1 within the trenches. Using the same method as stated in 
Section 4.4.4  the graphene layer is calculated to be compressively strained by 0.08% and tensiley 
strained by 0.17% along the tops of ridges and within trenches respectively. For Line 3 in Figure 
4.23c no clear correlation is observed and indeed the 2D peak position varies periodically between a 
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value of ≈2715 cm-1 and ≈2685 cm-1 with a frequency approximately double that of the pitch of the 
corrugations.  
 
Figure 4.23 (a-c) Simultaneous AFM-Raman measurements showing correlation between 2D peak 
position and underlying topography for line profiles taken from samples S10-Cu across Lines 1-3 in 
Figure 4.22a-c respectively 
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In Figure 4.24a-c an AFM map of a single corrugation is shown for sample S10-Cu. In addition, the 
RMS roughness of both a ridge and trench feature gives the values 12 nm and 16 nm respectively.
 
Figure 4.24 AFM map of sample S10-Cu of a 18x18 µm2 area in (b), a 3x3 µm2 zoom-in of a trench 
and ridge are shown in (a) and (c) respectively. 
 
4.5.5. Discussion on the Effects of Substrate Topography for CVD Graphene 
In this Section, the effects of growth substrate topography on the resultant properties of CVD 
graphene were examined. This was done by performing simultaneous AFM-Raman measurements 
on a graphene film grown on a corrugated Cu foil. Analysis of the Raman peaks showed that there is 
a degree of correlation between the amount of layer growth as well strain with the underlying 
topography of the substrate. The former is first considered, the observation of rolling features in the 
resultant growth of the graphene films investigated is consistent across the numerous samples 
grown on corrugated Cu foils, as evidenced by optical images taken after transfer to SiO2(300 nm)/Si 
substrates as shown in Figure 4.9. Similar growth patterns have been reported by various other 
groups for topographically similar substrates [91, 92, 124]. Coupled with reports of homogenous 
large area single-layer graphene growth on smooth electro-polished Cu foil [91, 125] this supports 
the general premise that topography plays a key role in the resulting graphene film properties. The 
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seeding of multilayer growth from scratches and copper grain boundaries on polished Cu surfaces 
and the existence of multilayer stripe-like islands of graphene on unpolished copper has been 
previously reported [22]. The latter being attributed to the surface morphology of unpolished Cu. 
But no previous work has studied this growth in detail. Theoretically, Luo et al. [91] propose that hot 
carbon adatoms propagating along corrugated surfaces would become trapped in trenches as a 
result of reduced surface mobility and form turbostatic bi-/few- layer graphene. This would result in 
the formation of single-layer graphene along the tops of ridges and bi-layer graphene within the 
trenches of a corrugated surface. Indeed, this has been observed at lower growth temperatures (T < 
870  C) and was associated with the reduced surface mobility of carbon radicals due to local surface 
roughness in corrugated Cu foils [37], that is to say the topography of the Cu foil was rougher within 
the trenches than along the ridges. Kim et al. have provided a detailed description of the growth 
mechanism for the formation of graphene nuclei. They showed the growth limi ng factor to be 
primarily dependent on the availability of carbon radicals at the growing front of a graphene nucleus 
and that, for low temperature regimes (T < 870   C), the lifetime of such carbon radicals is dominated 
by their surface mobility [37]. Here, their work has been extended upon by looking at the growth 
mechanism in the high temperature regime, speci cally T = 1000   C. The results shown in Figure 4.22 
imply that the growth of a second layer of graphene responds to the curvature of the substrate 
surface. It was observed that bi-layer seeding corresponds to areas of positive curvature (i.e. along 
the tops of ridges) in contradiction to the low temperature growth regime; though it is shown in 
Figure 4.24 that the local surface roughness is similar to that reported by Kim et al. in their 
substrates. This observation is not surprising given that for high temperature regimes the lifetime of 
carbon adatoms is reported to be determined by the desorption rate rather than surface mobility. 
Indeed, the observation of bi-layer seeding is similar to that of few-layer growth at step edges 
(which also have positive curvature) which is due to the preferential attachment of carbon at such 
sites. In addition, the solubility of carbon in Cu can increase for surfaces of high positive curvature 
due to the Kelvin-Gibbs effect [126]. As such, these results suggest that increased nucleation along 
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the ridges occurs, leading to bi-layer growth, due to the increased likelihood of critical 
supersaturation of carbon radicals at such sites which is consistent with previous observations on 
these samples [37].  
There is also an observable correlation between the topography of the Cu foil with strain in the as-
grown graphene film as shown in Figure 4.23. Here, it was observed that a distribution in strain 
arises from topographic effects in addition to the thermally induced strain, which is expected from 
differences in the thermal expansion coefficients of both graphene and Cu as previously discussed. 
Of particular interest was Line 2 in Figure 4.23b where a relative strain difference of 0.25% was 
observed in predominantly single-layer graphene corresponding to corrugations of ≈200 nm, which 
suggests the possibility of strain engineering graphene using a growth substrate with a designed 
topography.  
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5. Graphene Oxide 
The previous Chapter discussed the many exciting mechanical and electrical properties of graphene 
and gave a brief overview of their importance for potential future applications. However, many of 
the desirable traits of graphene have not yet been realised using any of the mass fabrication 
techniques demonstrated thus far. Indeed, the different types of graphene most widely reported on 
in the literature today can be roughly divided into three categories. The differentiating factor 
between these various “types” of graphene lies in their respective carrier mobilities i) mechanically 
exfoliated graphene (≈ 105-106 cm2V-1s-1) which will most certainly only be used within the laboratory 
for research purposes ii) copper based CVD grown graphene and epitaxial graphene grown on Si  (≈ 
104 cm2V-1s-1) which may be used in the fields of photonics, nanoelectronics, high-frequency 
transistors and bio-applications and iii) chemically e foliated graphene (≈ 1-10 cm2V-1s-1). Whilst 
there are ongoing efforts to improve the electrical quality of the latter two, the drive towards 
graphene integrated devices does not solely rely on the ability to mass fabricate material of the 
same quality as demonstrated with mechanically exfoliated samples. Indeed, there is plenty of scope 
in areas such as conductive coatings [21], chemical composites [127] and catalysis [128] as well as 
biosensing [129], where the conductivity requirements are less stringent, where chemically 
e foliated graphene may see widespread adoption. “Graphene” samples prepared via this method 
typically undergo an oxidising stage to produce individual sheets of graphene oxide (GO) which are 
subsequently reduced/annealed. It is perhaps more accurate to call the end product a graphene-
based material as its chemical makeup is widely different to that of mechanically exfoliated or even 
CVD grown graphene which is reflected in its much poorer electronic properties. However, there are 
numerous benefits to this method of synthesis i) the raw source material, graphite, is both 
inexpensive and abundant ii) the chemical process is high yield iii)  it offers a cost effective route 
towards application as it can be integrated with solution based processing particularly as it forms 
stable aqueous colloids given its hydrophilic nature and iv) the various defects and imperfections 
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across the basal plane of GO can be used as active sites to exploit its catalytic properties which is 
enhanced by its 2D nature.  
With the exception of its proposed use as a carbocatalyst, which will not be discussed further here, 
the key challenge to the industrial uptake of chemically exfoliated graphene remains the issue of 
restoring the graphitic properties of graphene oxide after successful exfoliation into individual 
sheets. Indeed, various attempts have been made using both thermal and chemical reductions to 
produce reduced graphene oxide (rGO). This approach has shown promise, particularly as as-
produced GO is an insulator with a conductivity of ≈ 10-8 – 10-5 Sm-1 which is improved by several 
orders of magnitude post-reduction for rGO ≈ 104 Sm-1 (similar to that of bulk graphite) yet still 
remains approximately two orders of magnitude less than that of pristine graphene. Paramount to 
these efforts is the need to better understand the mechanisms of the reduction process as well as 
analysing the parameters which play a role in the quality of the end product. Therefore, the focus of 
this Chapter will be: 
 A discussion on the ambiguities associated with the chemical structure of oxidised graphene. 
 An overview of the reduction methods typically used to restore the graphitic nature of 
oxidised graphene. 
 The use of in-situ Raman characterisation to study the dynamics of annealing oxidised 
graphene samples up to different temperatures and under different reducing atmospheres. 
 Comparing the reduction results of oxidised graphene samples with different amounts of 
initial oxygen content. 
 
5.1. From Graphite to Graphene Oxide 
The structure and properties of graphene oxide change quite dramatically in the transition first from 
bulk graphite to GO and then again when reduced to form rGO. This Section will cover i) the method 
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and mechanism of GO fabrication as well as the post-synthesis treatment required for application 
use ii) an overview of the chemical makeup of GO iii) the properties of GO which differentiate it from 
pristine graphene and how they can be adapted for future devices and finally iv) an examination of 
the reduction methods currently being reported in the literature.  
 
5.1.1. The Promise and Problems of Graphene Oxide 
The chemical knowledge to derive graphene oxide from graphite has been known for more than a 
century [130]. However, it was only in 2006 that Ruoff et al. [131] first demonstrated the chemical 
route could be traversed from bulk graphite via GO then onto “graphene”. A common approach 
nowadays is to first use a modified Hummer’s method, discussed later in Section 4.5.1, to oxidise 
bulk graphite. The intercalation of water molecules results from the hydrophillicity of the GO sheets, 
weakening the van der Waals forces between adjacent layers, and in consequence the addition of 
mechanical energy is all that is needed to completely exfoliate the GO. A schematic overview of the 
process is shown below in Figure 5.1.  
 
Figure 5.1 Schematic overview of the formation of graphene oxide from (a) bulk graphite (black 
bars) followed by oxidation resulting in the (b) intercalation of water molecules (blue circles) 
between adjacent layers of graphene oxide (grey bars) followed by exfoliation, typically by 
sonication, forming (c) an aqueous colloid kept stable by electrostatic repulsion (red crosses). 
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The result is an aqueous colloidal suspension of single-layer GO sheets, work done by Su et al. [132] 
has shown that by the addition and careful control of a sonication process exfoliated sheets of a few 
≈mm2 can be realised. The inherent problem with this approach is the disruption to the honeycomb 
lattice of graphene by the addition of hyrodxyl and epoxyl functional groups to the basal plane as 
well as carboxyl and carbonyl groups at the flake edges during the oxidation process. The final step 
to recover the graphitic structure by reduction and annealing is far from complete.  
 
Figure 5.2 Variation of Lerf-Klinowski model of GO showing the basal plane to be decorated with 
epoxy and hydroxyl functional groups and carboxylic groups at the edges of the flake, adapted 
from Ref [133]. 
 
The difficulty in reducing GO arises from two key reasons. Firstly, the exact structure of pristine GO 
remains ambiguous due to its amorphous and berthollide nature [134]. The Lerf-Klinowski model, 
shown in Figure 5.2, remains the most widely accepted [135] which describes the basal plane as 
being decorated with oxygen based funtional groups whilst Raman studies have suggested as-
produced GO to be heavily defected due to the sp2/sp3 hybridisation of the basal plane resulting in 
the electrically insulating nature of as-produced GO. However, FTIR measurements have shown that 
the specific species of functional groups which are formed, as well as their relative concentrations, 
varies with the degree of oxdiation [136]. Furthermore, differences in the oxidation method have 
also been shown to give rise to inhomogenieties in the sp2/sp3 ratios of GO.   hhowalla’s group have 
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published Raman and XPS analysis of GO [137-139] indicating it is composed of ≈2 nm sp2 clusters 
(typically ≈100 aromatic rings in size) embedded in a largely sp3 matrix, this is supported by TEM 
measurements made by Erickson et al. [140] and Zhang et al. [141]. However, near-edge X-ray 
absorption fine-structure measurements by Pacile et al. [142] exhibited GO samples composed of 
carbon atoms with mainly sp2 hybridisation. The ambiguity in the structure of GO is discussed in 
greater detail in the proceeding Section. Interestingly, Krishnamoorthy et al. have shown that 
despite the diruputive nautre of the oxidation process the AB stacking order of graphite is preserved 
in bi- or few-layer graphene oxide [136], though the focus of this Chapter will be on single-layer 
samples.  
The reduction of GO is necessary to restore the electronic properties of graphene. Given that the 
exact structure of GO remains to be confirmed it should not be surprising that there is an even 
greater amount of uncertainty in the reduction mechansim, which is the second key culprit in 
hampering the progress towards solution based processing of graphene via an oxidation-reduction 
route. Chemical approaches typically use hydrazine as the reducing agent to strip away the 
functional groups from pristine GO, this is followed by thermal annealing to recover the honeycomb 
network. Chhowalla et al. [143] propose that the reduction of GO does not alter the size or spatial 
distribution of these clusters but instead generates a greater number of smaller aromatic ring 
domains which allows tunneling of carriers between the larger clusters, supporting the variable 
range hopping mechanism put forward by Kaiser et al. [144]. This has been disputed by Ruoff’s 
group [134] using Raman observations that suggest a decrease in the size of sp2 clusters but an 
increase in their density. A discussion of the various reduction strategies currently employed is given 
in Section 5.1.4 though a comprehensive understanding of the reduction mechanism is yet to be 
realised. 
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5.1.2. Structure and Properties of Graphene Oxide 
 
A full and detailed discussion surrounding the chemical makeup of GO is beyond the scope of this 
Thesis though a brief overview on the subject will be given here.  The fact that the exact structure of 
GO has yet to be elucidated is largely due to three reasons i) the composition and distribution of the 
oxygen containing functional groups attached to the basal plane of GO ii) the non-stoichiometry of 
GO and iii) insufficient characterisation techniques to probe GO. Indeed, there is a degree of 
ambiguity in the very notion that it has an “e act” structure given the inhomogeneities that e ist at 
the nanoscale which depend on the method and degree of oxidation [145].  
 
Figure 5.3 Various models proposed for the structure of graphene oxide starting with (a) the first 
one put forward by Hoffman and Holst [146] which was amended to include (b) sp3 hybridisation 
by Ruess [147] (c) the specific oxygen containing functional groups and their distribution were 
later disputed by various groups such as Scholz and Boehm [148], Figure adapted from Ref. [149]. 
Hoffman and Holst [146] were the first to propose a rather simple model for GO which consisted of a 
planar carbon layer modified by the addition of randomly distributed epoxy groups across it, though 
they gave it a very exact molecular formula of C2O.  Ruess [147] in 1946 extended upon this work by 
instead suggesting that the overall structure of GO was based on a puckered carbon skeleton and 
that additional ether and hydroxyl groups indicated a three dimensional, rather than planar, 
makeup. Ruess’ model has since been discounted as it still assumed GO to be made of repeatable 
units but it was important in developing the notion that sp3 hybridisation was present in GO. Later, 
in 1969 Scholz and Boehm [148] replaced the previously suggested epoxy and ether groups with 
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regular quinoidal species attached to conjugated carbon backbones. This work and subsequent 
papers following it largely disputed the various oxygen containing functional groups decorating the 
now accepted sp2/sp3hyrbridised frame of GO and were crucial to understanding the various 
stepwise mechanisms involved in the oxidisation process. A summation of the various iterative 
models proposed is shown above in Figure 5.3. To date, whilst the Lerf-Klinowski model (shown 
above in Figure 5.2) remains the most widely accepted the chemical composition of GO remains 
ambiguous and has been reported to have values varying from C1O0.17H0.08 to C1O0.49H0.2 [149, 150].  
 
5.1.3. Properties and Applications of Graphene Oxide 
Various microscopy techniques have been employed to further investigate the structural properties 
of GO. AFM measurements have shown single-layer GO to have a thickness of ≈ 1 nm, appro imately 
three times larger than pristine graphene which can be attributed to its three dimensional distortion 
due to sp3 hybridisation as well its hydrophilic nature [151]. High resolution transmission electron 
microscopy measurements of GO [152] show that its surface can be roughly divided into three 
categories i) 2% coverage due to aggressive oxidation and exfoliation resulting in the formation of 
holes in the basal plane of GO via the release of carbon in the form of CO and CO2 ii) 16% coverage 
of sp2 graphene-like regions due to incomplete oxidation and iii) 82% coverage of highly disordered 
sp3 regions resulting from the formation of densely packed functional groups.  
The fact that as-produced graphene oxide is an insulator is a result of the formation of C-O bonds 
during the oxidation process resulting in sp3 hybridisation. The lack of a free electron at such sites 
acts to disrupt the necessary percolating pathways, between adjacent sp2 regions, required for 
classical carrier transport. This, however, means that unlike pristine graphene GO has a bandgap of a 
few eV, a feature very much required for transistor application. There are two common approaches 
utilised to introduce a bandgap in graphene i) to induce quantum confinement effects by using 
nanolithography as demonstrated with graphene ribbons [153] ii) breaking the symmetry of the two 
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sub-lattices in graphene by inducing defects and dislocations as achieved by the oxidation process to 
create GO. Indeed, Chou et al. [154] have shown using local density approximation that the bandgap 
in GO can be tuned by controlling the ratio of o ygen to carbon such that a value of ≈ 4 eV could be 
realised with a ratio of ≈ 0.7. The inherent problem with such an approach to bandgap engineering is 
that high bandgaps can only be attained with GO samples in an insulating phase (i.e. high oxygen 
content), however, it has recently been demonstrated that doping can allow moderate bandgaps of 
up to ≈ 1.6 eV with highly reduced GO in the semiconducting phase [155].  
 
Figure 5.4 Photoluminescence mechanism for graphene oxide starting with electro-hole pair 
generation in (a) sp2 clusters which undergo non-radiative relaxation via intraband transition 
(dashed green arrows) followed by fluorescence (solid green arrow) at (b) nearby oxidation sp3 
sites via interband transition. The orange arrows represent incident and emitted photons. 
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Another property demonstrated with GO is photoluminescence and has been achieved at both near 
infra-red and near-UV-to-visible wavelengths by Luo et al. [156] and Eda et al. [139] respectively. The 
fluorescence mechanism for GO is that of electron-hole pair recombination, whereby the generation 
of localised Anderson states (at defect sites) allows for the radiative relaxation of carriers via 
interband transitions from the conduction to the valence band. It has been shown by Shang et al. 
[157] that both absorption and emission in GO depends on both pair generation in sp2 clusters as 
well as recombination which occurs at the boundaries of nearby oxygen functionalised sp3 regions, 
as shown in Figure 5.4. A greater deal of control over the oxidation process for GO may therefore 
lead to the development of future biosensing and fluroescent tagging applications. Of further 
interest has been the demonstration of non-linear optical effects in GO, which may prove useful in 
future optoelectronic devices. Here, two different mechanisms are at play originating from the sp2 
and sp3 clusters of GO. Indeed, it has been reported that by controlling the degree of local oxidation 
the ultrafast optical dynamics of GO can be tuned from nanosecond pulses, originating from two 
photon absorption in sp3 clusters, to picosecond pulses as a result of saturable absorption in sp2 
clusters.  
Another area of active research is the development of nanocomposites from GO, which due to its 
high oxygen content can be seen as a carbon based alternative to lamellar clay sheets. The 
fabrication of such novel materials can have a large impact on the field of transport electronics with 
the ability of GO to enhance electrical conductivity as described by the bond percolation model. 
Indeed, work done by Wang et al. [158]has demostrated reduced graphene oxide composites with a 
percolation threshold as low as 0.033 vol%.   
 
5.1.4. Reduction of Graphene Oxide 
The previous Section highlighted the fact that whilst GO has many potential applications, many of 
these rely on the extent to which as-produced GO can be reduced to revert it back from an 
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insulating phase.  Efforts to produce rGO have largely focused on two different approaches i) 
chemical methods using reducing agents which provide a cost effective route given that they are 
both cheap and can be introduced to GO suspensions thereby facilitating bulk solution processing 
and ii) thermal reduction in various atmospheres which, though more expensive, allow for a greater 
degree of control in tuning the properties of the end product.  
The chemical approach is first discussed, chemical reductions can typically be realised at room 
temperatures or under mild heating regimes and therefore require much less stringent 
environmental controls. The earliest reported attempt was made by Stankovich et al. [159] with the 
use of hydrazine which was added to an aqueous dispersion of GO. Subsequent work done by 
Fernandez-Merino et al. [160], using the same liquid reagent but refining the method, has produced 
rGO with a  /O ratio of ≈ 13 achieving a conductivity of ≈ 104 Sm-1. Fernandez-Merino et al. [160], 
however, suggested that the use of ascorbic acid was more suitable for the reduction of GO, 
producing rGO with a similar  /O ratio but a conductivity ≈ 25% less than that obtained with 
hydrazine. Despite the lack of improvement in the end-product the use of ascorbic acid is certainly 
more attractive than hydrazine given that it is both non-toxic and more chemically stable. Further 
attempts have been made with various reducing agents such as alcohol [161], vapour phase hyriodic 
acid with acetic acid [162] and iron [163], to name but a few, with efforts focused on i) reducing the 
reaction period which can last from a few hours to a few days ii) reducing the toxicity of the agent iii) 
increasing the C/O ratio of the end-product by a more complete removal of the functional groups 
attached to GO. Perhaps the largest potential drawback to reduction of GO by a purely chemical 
route is that defect sites with missing carbon atoms cannot be recovered via this method.   
The thermal reduction of GO has been attempted by various groups both up to different 
temperatures and under different atmospheres, both of which have been reported to play a 
significant role in determining the properties of the end-product. In the case of the former two 
temperature regimes have been observed for the annealing of GO in air at ≈ 150 and 600 °  
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respectively. Both of which correspond to the observable loss of mass due to carbon escaping the 
basal plane via the formation of CO and CO2. Oxygen containing hydroxyl groups are removed first at 
the lower temperature range, whilst functional groups induced by the reduction process itself are 
believed to be removed at higher temperatures [164]. Wang et al. [165] have reported that the 
conductivity of rGO produced by thermal reduction was improved by annealing at higher 
temperatures. Indeed, they showed an order of magnitude improvement in the conductivity when 
comparing rGO films annealed at 1100 °C to those annealed at 500 °C. Such high temperature 
requirements represent a significant barrier as a compromise must be made between rapid heating 
which may lead to mechanical buckling and exfoliation, due to formation of gasses, and tempered 
heating which adds to costs due to increased time consumption. The annealing of GO in reducing 
atmospheres, such as hydrogen, may provide an alternative solution given the enhanced reducing 
capabilities of H2 at elevated temperatures. Furthermore, this approach has been proposed to lead 
to the removal of carbonyl and epoxy groups via the formation of water which would disrupt the 
carbon lattice of GO far less than what would occur due to the release of functional groups via either 
CO or CO2 [166]. 
The above descriptions show that the goals of reduction are two-fold i) the removal of functional 
groups from the graphitic backbone of GO and ii) the recovery of lattice defects formed during the 
oxidation of graphite. Indeed, this goal can be better realised by a more comprehensive study and 
understanding of the kinetics of the reduction process. The next Section examines this topic by 
performing in-situ Raman characterisation of GO samples whilst they are annealed in various 
atmospheres. However, an alternative solution is to start the reduction process with oxidised 
graphene samples with a lower initial oxygen content in their as-produced state, as recently 
reported by Eda et al. [167] to produce partially oxidised graphene (POG). Therefore a comparison is 
also made between the differences in the reduction behaviour of conventionally produced GO with 
POG. 
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5.2. Experimental Details for Graphene Oxide 
In the following Section, the fabrication details for all three different variations of oxidised graphene 
samples investigated are described. In addition, the details of the Raman characterisation performed 
on the samples are given as well as the experimental setup used to measure in-situ changes in the 
samples in response to annealing under controlled atmospheres. All samples discussed in this 
Chapter were fabricated by Dr. Goki Eda from the Imperial College Materials Deparment. 
 
5.2.1. Synthesis of Oxidised Graphene Samples 
GO was produced by a modified Hummer’s method starting with graphite powder which was 
oxidised with H2SO4 (in addition to KMnO4 and H2O2) as previously reported in Ref [168]. The 
solution was purified and dispersed in de-ionised water before undergoing ultrasonication to fully 
exfoliate the GO sheets. Results from AFM, SEM and optical microscopy measurements indicate the 
GO flakes to be around 200 nm – 20 µm in lateral size, as shown in Figure 5.5a-b. A layer of primarily 
single-layer GO flakes was produced by vacuum filtration through a mixed cellulose ester membrane 
with 25 nm pores.  The technique is semi self-limiting due to the drastic reduction in permeation 
rate after the initial monolayer is formed, however, the non-uniform distribution of pores and flake 
sizes result in regions where layers of GO flakes can overlap. The film can then easily be transferred 
on to a number of substrates. 
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Figure 5.5 SEM and optical images for GO samples (a-b) and POG samples (c-d) respectively, the 
scale bar in all images is 20 µm. (a) is adapted from Ref [168]. 
 
POG samples were fabricated, as previously reported [167], with a modified Brodie’s method 
utilising nitric acid as the oxidising agent for bulk graphite powder. Exfoliation of individual sheets 
was achieved by intercalation with tetrabutylammonium hydroxide solution in dimethylformamide 
followed by centrifugation. Thin continuous monolayer films of POG were then prepared using 
Langmuir-Blodgett assembly, however, SEM images showed the resultant flake sizes, around 3 – 10 
µm, to be smaller in comparison to GO as shown in Figure 5.5c-d. The chemical reduction of POG to 
produce rPOG was done using ascorbic acid (vitamin C). 
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5.2.2. Raman Characterisation of Graphene Oxide Samples 
Raman measurements have been performed using a Renishaw RM-2000 CCD spectrometer 
equipped with a 514 nm Ar+ ion laser.  Ex-situ Raman characterisation of the graphene samples  was 
made using a high numerical aperture ×50 objective, which allowed the laser beam to be focused to 
a spot with a diameter of approximately 1 µm at the focal point.  In-situ Raman spectra were 
collected using a high temperature catalytic stage from Linkam which allowed measurements to be 
performed up to a maximum of 1000 °C in a variety of atmospheres.  The incident laser power was 
minimised to approximately 0.5 mW at the focal point for all experiments in order to avoid any laser 
heating effects.  The integration time was modified accordingly to ensure a good signal to noise ratio 
was obtained for all experiments, details will be given for specific experimental results.  Spectral 
features were background-corrected and approximated to mixed Gaussian and Lorentzian fits using 
the Renishaw Wire software.   
 
5.2.3. Annealing Graphene Oxide Samples in a Controlled Atmosphere 
The composition of the atmosphere to which the samples were exposed to within the cell was 
controlled through a system of calibrated mass flow controllers (Bronkhorst, U.K.).  These allowed 
for various concentrations of H2 and N2 gas (99.99%, BOC, UK) to be flowed through the system at a 
flow rate of 100 cm3/min for all measurements. 
In-situ reduction was investigated for GO, POG and rPOG samples up to 400 °C (held for 1hr with a 
heat/cool rate of 10 °C/min). Samples were placed in a temperature controlled cell and sat in a 
controlled atmosphere. Raman spectra were collected continuously throughout the measurements 
starting at room temperature and continuing at 50 °C intervals from 50 °C. At each temperature 
interval five spectra were collected from different oxidised graphene flakes, each measurement took 
approximately one minute and no drifting occurred between measurements.  The samples were held 
at peak temperature for 1hr and then cooled at the same rate.  The time interval between each 
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measurement, with the exception of the 1hr holding time, was approximately 15 mins due to the 
difficulty in finding individual single-layer flakes by eye. 
 
5.3. Temperature Dependant in-situ Raman Spectroscopy of Graphene 
Oxide in Reducing Atmospheres 
In the following Section, the results from the in-situ Raman characterisation of the GO, POG and 
rPOG samples are presented whilst undergoing annealing in various controlled atmospheres. The 
first Section examines the reduction of conventional GO. Whilst the second Section investigates the 
difference in dynamics of reducing oxidised graphene samples with a much lower initial oxygen 
content.  
 
5.3.1. Reducing Conventional Graphene Oxide 
The behaviour of conventional GO exposed to reducing environments at high temperatures was first 
investigated. Figure 5.6a-c shows the spectra obtained from GO before and after annealing to 150, 
200 and 400 °C respectively, all in an atmosphere of H2(0.25)/N2(0.75).  A significant reduction in the 
peak intensity is observed for samples that are heated above 150 °C.  This decrease was attributed 
to a loss of mass driven by the release of CO, CO2 and steam from the samples due to the pyrolysis of 
oxygen-functionalities.  The G peak was also observed to split into two separate peaks, located 
around ≈1540 cm-1 and ≈1600 cm-1 respectively, for all annealing temperatures, shown in Figure 
5.6d-f, which was attributed to GO delamination and the subsequent induced strain caused by the 
evaporation of intercalated water [108, 169].   
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Figure 5.6 (a-c) Raman spectra of GO before (red line) and after (blue line) reduction at 150, 200 
and 400 °C respectively in H2 atmosphere. (d-f) Corresponding fitting for the G peak of GO samples 
post-annealing. A close-up of the D and G peaks from the spectra shown in (a-c) is shown (blue 
line), the overall fit is also shown (black dotted line) as well as the individual peaks fitted to the 
spectra (green dotted line). 
Further information regarding the structural properties of the GO during reduction can be extracted 
from the in-situ Raman observations by investigating the characteristics of the Raman features.  As 
already discussed in Section 4.2.5, the ID/G ratio is particularly useful in investigating the nature of the 
defects within the basal plane.  Figure 5.6d-f shows the ID/G ratio extracted from the in-situ 
measurements performed during the three different thermal annealing profiles.  The thermal profile 
for each measurement is plotted with the data to enable a clear comparison to be made.  Little 
change in the ID/G ratio is observed when GO is annealed to 150 °C as shown in Figure 5.6a.  This is in 
good agreement with the spectra taken before and after annealing to 150 °C shown in Figure 5.6a 
for which only a small decrease in the background is observed upon annealing. 
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Figure 5.7 (a-c) Evolution of the ID/G ratio with time during reduction of GO up to 150, 200 and 400 
°C respectively. (d-f) Changes in ID/G and 1/ΓD for GO during both the heating (red arrow) and 
cooling (blue arrow) phase of the reduction cycle. 
 
Annealing to higher temperatures is accompanied by a significant decrease in the ID/G ratio as shown 
in Figure 5.7a-c for the thermal annealing profiles of 200 and 400 °C respectively.  In both cases, the 
ID/G ratio decreases from approximately ≈0.85 to ≈0.70.  This would suggest that little further change 
in the structural properties of the GO occur above 200 °C.  However, this is unexpected as it is well 
know that annealing at higher temperature allows for a greater reorganisation and improvement in 
crystal structure.  It is also complicated by the non-monotonic nature of the expected behaviour of 
the ID/G ratio as mentioned in Section 4.2.5.  As a result, GO with different defect densities may 
appear to have the same ID/G ratio.  
In order to clarify the nature of the defect density for the two different samples a second variable is 
required.  Here, the D peak width is used (ΓD) as a second parameter to which the ID/G ratio may be 
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correlated to fully understand the nature of the defect density for two samples.  The D peak width, 
ΓD, is known to be sensitive to the defect density, being sharper for lower defect densities [4]. The 
importance of correlating both ID/G ratio with ΓD, given the non-monotonic behaviour of Tuinstra-
Koenig relation, has also been highlighted by [170] in examining the evolution of defect density in 
Ar+ ion bombarded graphene samples.  Figure 5.7d-f shows the ID/G ratio plotted against the 1/ΓD.  In 
the case of the sample annealed to 150 °C, very little change is observed in the D peak width 
consistent with the spectra and the ID/G ratio.  However, samples annealed at higher temperatures 
show a marked change in the peak width.  For GO annealed at 200 °C, the width increases while the 
ID/G ratio remains constant as the sample is heated as expected, as shown in Figure 5.7e. Upon 
cooling, both the ID/G ratio and the width decrease clearly indicating an improvement in the 
structural properties of the GO.  The ID/G ratio is plotted against the 1/ΓD for GO annealed to 400 °C in 
Figure 5.7c.  Again, the ID/G ratio is observed to remain roughly constant while the ΓD increases as the 
temperature rises consistent with the previous measurements.  However, although the ID/G ratio 
decreases as the temperature falls, ΓD continues to increase resulting in a D peak which is 
significantly broader after annealing at 400 °C.  These observations suggest that there is a significant 
increase in structural inhomogeneity after high temperature annealing.  These observations are 
consistent with measurements by Bagri et al. who demonstrated that the formation of epoxy groups 
at higher reduction temperatures results in the deterioration of the basal plane of GO through the 
formation of holes [143]. 
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Figure 5.8 Evolution of the ID/G ratio with time during repeated reduction of a GO sample annealed 
(a) once and (b) twice up to 200 °C in an atmosphere of H2(0.25)/N2(0.75). Insets shows changes in 
ID/G with 1/ΓD for both attempts with starting and final positions labelled. 
Here, it is important to clarify if the observed changes in the ID/G ratio and 1/ΓD shown in Figure 5.7e-f 
are indeed due to physical changes in GO or if they can be attributed to a reversible thermal 
dependency. The effect of temperature on the Raman properties of carbon based materials is a well 
known phenomenon [171, 172]. Indeed, the reported shifts in peak position and width have been 
attributed to the combined effects of both stress, induced by thermal expansion, and anharmonicity 
[173, 174]; which arises when a vibrating system deviates from simple harmonic behaviour such that 
the force constant associated with the restoring force is no longer independent of the system’s 
displacement from its point of equilibrium [175]. Figure 5.8 shows the repeated reduction of a GO 
sample annealed up to 200 °C in an atmosphere of H2(0.25)/N2(0.75). A marked difference is 
observed in the behaviour of the ID/G ratio for both attempts, where a constant decrease in its value 
is observed during the first reduction cycle whilst it remains constant throughout the second 
reduction cycle. Looking at the insets in Figure 5.8 the behaviour of the value for 1/ΓD is similar to 
that of the ID/G ratio over both reduction cycles, a clear change is observed over the first reduction in 
Figure 5.8a but its value again remains constant over the second attempt in Figure 5.8b. Such 
observations suggest that the changes in the Raman properties of GO shown in Figure 5.7 are not 
due to a reversible thermal dependency. 
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Figure 5.9 (a) Evolution of the ID/G ratio for GO samples annealed in an atmosphere of 
H2(0.25)/N2(0.75) (closed black squares) and H2(0.5)/N2(0.5) (open blue squares) up to 400 °C. (b) 
Changes in both ID/G ratio and 1/ΓD during the reduction cycle for both samples. 
The use of hydrogen in combination with an inert gas has already been reported to be a better 
reducing atmosphere than the sole use of an inert gas [176]. Here, the influence of the 
concentration ratio of the hydrogen/inert gas mixture on the degree of reduction that can be 
achieved is investigated. Figure 5.9 compares the results of annealing two GO samples at 400 °C in 
two different atmospheres, a low hydrogen concentration mixture of H2(0.25)/N2(0.75) and a high 
concentration mixture of H2(0.5)/N2(0.5). Surprisingly, the evolution of their ID/G ratio is observed to 
be quite similar as shown in Figure 5.9a. Both samples have a starting ID/G ratio of ≈0.8 which begins 
to drop around ≈200 ° , whilst heating, before reaching a value of ≈0.75 where both samples were 
held at 400 °C for an hour. A difference arises during the cooling phase where the ID/G ratio of the 
high mix GO is observed to steadily decrease from ≈0.75 to ≈0.62 whereas the low mi  GO fluctuates 
around a value of ≈0.72. Looking at Figure 5.9b shows that both samples exhibit the same general 
trend of starting with a high ID/G ratio and a high 1/ΓD value which decreases post-reduction. This 
suggests that both samples are deteriorating in crystal quality in both reduction regimes. Whilst the 
evolution of both samples is slightly different it must be stated that they are not as markedly 
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dissimilar as the samples shown in Figure 5.7d-f. Indeed, it may be possible that the differences 
observed in Figure 5.9b can be attributed to inhomogeneities between as-produced GO flakes. 
 
5.3.2. Reducing Partially Oxidised Graphene  
Recently, Eda et al. have refined and minimised the level of oxidation required to fully exfoliate 
graphite using a modified Brodie’s method [167].  The resulting partially oxidised graphene (POG) 
has an oxygen content of about 10% which is much lower in comparison to conventional GO, which 
has an oxygen content around 30%.  As a result it is much closer in character to pristine graphene, 
thus requiring less reduction to restore the graphitic nature of the basal plane.  Gentle reduction 
protocols using Vitamin A have been shown to further reduce the oxygen content and result in 
significant improvements in the electrical properties of reduced POG (rPOG) as reported in Ref [167].  
A full understanding of the dynamics involved in the reduction process as well as the effect of the 
initial oxygen defect density is crucial if the process is to be optimised. 
 
Figure 5.10 Raman spectra of GO, POG and rPOG at 514 nm excitation. 
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Figure 5.10 shows the Raman spectra of GO, POG and rPOG. Typically lower ID/G ratio corresponds to 
lower defect densities and an initial examination of the ID/G ratio for the GO, POG and rPOG shown in 
Figure 5.10 would suggest GO to have the least structural defects [177].  However, as previously 
discussed in Section 5.3.1. the ID/G ratio behaves non-monotonically and must be used with the D 
peak width when studying defect density.  Indeed, Figure 5.10 clearly shows the D peak to be 
broader for GO in comparison to both POG and rPOG. This observation suggests that all three 
samples exist in the ID/G ∝ LD
2 (where LD is the mean distance between defect sites) high defect 
density phase, where an increasing ID/G ratio coupled with a decreasing D peak width is indicative of 
a structural improvement. The Raman spectra shown in Figure 5.10 therefore suggests that both 
POG and rPOG both have significantly better crystalline structures than fully oxidised GO.  The lower 
defect density implied by the reduced oxidation level of both suggests that a greater improvement in 
their structural properties might be expected under annealing conditions.  This is because removal of 
oxygen from the basal plane would be much more likely to result in the restoration of the sp2 
bonding nature of the lattice rather than the generation of holes within the structure.  In this case, 
oxygen removal would represent a true improvement in the crystal quality rather than the 
replacement of one type of defect with another. 
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Figure 5.11 (a) Evolution of ID/G ratio for GO, POG and rPOG. (b) Comparison of changes in ID/G ratio 
and 1/ΓD for GO, POG and rPOG. 
In order to investigate this, both POG and rPOG were annealed to 400 °C under a reducing 
atmosphere of H2(0.25)/N2(0.75).  Figure 5.11a shows the evolution of the ID/G ratio for both POG 
and rPOG in comparison to GO.  Both intrinsic POG and rPOG start with a higher ID/G ratio than GO.  
However, all three samples lie in the high defect regime of the Tuinstra-Koenig relation.  As a result, 
this indicates that both POG and rPOG have fewer intrinsic structural defects, as expected from their 
lower oxidation level.  As the samples are heated large increases in the ID/G ratio of both samples are 
observed up to and around 200 °C.  This is particularly significant for the rPOG sample and, as with 
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the GO sample, is indicative of the formation of CO, CO2 and H2O within the system.  Above 200 °C 
the ID/G ratio steadily decreases as the temperature is increased to 400 °C perhaps suggesting an 
improvement in structural properties through structural reorganisation.  The ID/G ratio is further 
reduced after an hour held at temperature and continues to decrease as the temperature is reduced 
back to room temperature.  However, only the ID/G ratio of the POG sample is observed to be 
significantly smaller than the initial value obtained before annealing with the rPOG being roughly the 
same. 
In order to clarify this, the ID/G ratio has again been correlated to the 1/ΓD for the three samples as 
shown in Figure 5.11b.  In the case of POG, ΓD appears to sharpen marginally after annealing 
suggesting a small improvement in the structural properties of the basal plane has occurred.  This 
supports the conclusion drawn from the decrease observed in the ID/G ratio.  A clear and significant 
sharpening of the D peak is observed for the rPOG sample as shown in Figure 5.11b despite little 
change observed in the ID/G ratio.  This is perhaps an indication that the structural characteristics of 
have improved to the point that the ID/G ratio has moved from the high defect density regime of the 
T-K relation to the low density regime. 
 
5.4. Discussion on the Reduction of Oxidised Graphene  
The chemical reduction of exfoliated graphene oxide is a promising potential route for the low cost, 
high volume production of graphene.  In order for this process to be optimised a full understanding 
of the reduction process as well as the effect of the initial and final GO quality is required.  This 
Chapter explored whether in-situ Raman spectroscopy could be used to investigate the dynamics 
involved in the reduction process for three different sources of GO with different initial oxidation 
levels in real time.  In order to determine the average structural change occurring the ID/G ratio 
correlated with the 1/ΓD was used.  In the case of fully oxidised GO, it was shown that significant 
changes to the basal plane of GO only occur after 150 °C.  The majority of the structural 
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improvements found to occur within the GO were observed to occur at temperatures below 200 °C.  
Annealing at higher temperatures was found to result in an increase in defect density and an overall 
deterioration in the structural quality of the GO basal plane.  This can be attributed to the formation 
of holes within the structure induced by the removal of the more strongly bound oxygen at higher 
temperatures. These observations are consistent with FTIR studies made by Bagri et al. [143] which 
showed GO samples annealed at mild temperatures (< 200 °C) to undergo epoxide and carboxyl loss 
as well as hydroxyl desorption but that at higher temperatures very stable carbonyl and ether groups 
may form. Surprisingly, it was found that doubling the concentration ratio of H2/N2 had little 
observable effect on the Raman properties of rGO which suggests that with the reduction regime 
investigated the dominant factor is the annealing temperature. However, it must be stated that it is 
possible that the starting amount of H2/N2 used had already exceeded a critical amount and that 
further work is required with lower concentration ratios to determine if a dependency does exist. 
Similar results for partially oxidised graphene (POG) and reduced POG (rPOG), both of which have 
significantly lower oxidation levels than conventional GO, were observed for lower temperature 
annealing.  The structural quality of the GO basal plane of the POG samples was found to improve 
and significant improvements were observed in the rPOG sample upon reduction at 400 °C.  These 
results suggest that the initial density of oxygen containing defects present within GO prior to 
annealing may be a key factor for the successful optimisation of the reduction process. Some 
tentative conclusions can be drawn from these observations. The work presented in this Chapter 
suggests that the application potential of oxidised graphene samples depends on various factors i) 
improvised oxidation methods which reduce the initial amounts of oxygen in the as-produced 
material ii) mild chemical reduction in aqueous phase iii) annealing in reducing (or possibly carbon 
containing gas) atmosphere to restore sp2 network.   
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6. Optical Interfacing of Graphene via Plasmonics 
 
The field of plasmonics describes the behaviour of the collective oscillation of free electrons coupled 
to an incident electromagnetic wave typically at a metal-dielectric interface. The excitation of 
surface plasmons at such interfaces has opened a path towards both confinement and enhancement 
of light at the sub-wavelength scale and has led to advancements across numerous applications such 
as optical biosensing [178], photonic metamaterials [179], light harvesting [180] and the 
development of optical nanoantennae [181] to name but a few. However, despite the progress 
made to date, ongoing challenges persist with short propagation lengths, large Ohmic losses and a 
lack of tuneability (post fabrication) in noble metal based plasmonic devices. 
In recent years, the integration of graphene with plasmonic nanostructures has gained increasing 
interest, particularly in the development of novel planar optoelectronic devices [99, 182], highly 
integrated chemical sensors [183] and tuneable IR plasmonic devices [184]. The potential for future 
applications lies in the highly desirable electronic properties of graphene, such as high carrier 
mobility [185] and a tuneable Fermi energy level [186], as well as the recent demonstration of 
scalable large area synthesis and fabrication [89]. However, the optical absorption achievable with 
graphene is low ≈2.3%, in the visible regime, perhaps unsurprisingly for a single layer material. Thus 
the combination of graphene with metal-based plasmonics serves two main purposes i) to enhance 
the light matter interaction between graphene and the incident field and ii) a tuneable graphene 
overlayer provides a possible route to controlling the optical response of an existing plasmonic 
device. In the case of the former graphene based photodetectors have already been demonstrated 
to be both broadband [187] and to have high efficiency [188], this was achieved by making use of 
strong near-field enhancement produced by localised surface plasmon resonances (LSPR) of two 
different plasmonic nanoarrays. Whilst in the case of the latter, the ability to change the dielectric 
response of graphene by electrogating offers a possible route towards light modulation in graphene-
plasmonic hybrid devices. This is of particular interest given the current problems in Si based 
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integrated photonics such as downscaling, as well as making use of higher order non-linear optical 
effects [31, 189]. Paramount to this effort is the need to better explore the optical response of 
plasmonic nanoresonators coupled to graphene at frequencies beyond the visible spectrum. The 
focus of this Chapter will therefore be to explore the enhanced optical response of graphene when 
coupled to a plasmonic nanoarray, the key topics discussed will be: 
 
 A brief historical overview of the field of plasmonics 
 Both a qualitative and mathematical discussion of the plasmonic response of the dipole 
mode of a metallic nanoparticle, as well as the factors which determine losses in the system 
 A discussion on the photoconductivity of graphene both in the visible and IR wavelength 
range 
 Details of the experimental setup, simulations performed as well as sample fabrication 
 Experimental and simulated results characterising the optical response of a coupled 
graphene-plasmonic device 
 A concluding discussion  
 
6.1. Overview of Plasmonics 
As often is the case with scientific discoveries the physical manifestations of a phenomena are first 
observed before they are understood. The emergence of the field of plasmonics was no exception 
with the discovery of the Lycurgus cup, a stained glass cup crafted during the Byzantine Empire 
around the 4th century AD, which demonstrated the optical interactions of localised surface plasmon 
resonances originating from gold and silver nanoparticles embedded in the artefact. The term 
“plasmon”, however, was not introduced until 1956 by David Pines [190] to describe the collective 
oscillations of valence electrons in a metal. Concurrently, Ugo Fano [191] coined the term 
“polariton” to describe the oscillations of photons and bound electrons within a transparent 
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medium. The two discoveries were later linked by Cunningham et al. in 1974 [192] describing the 
oscillation of electrons coupled to an incident electromagnetic wave using the term “surface 
plasmon polariton” (SPP). Finally in 1999 Atwater’s group [193] titled the emerging field 
“plasmonics”; the science and technology of metal based nanophotonics. The growth of plasmonics 
has been accelerated by advancements in three key areas; increased processing power for 
electromagnetic simulations, advancements in nanofabrication processes and improvements in 
optical measurement techniques. To date the use of plasmonics has been realised in several 
disciplines such as photovoltaics, biosensing and sub-wavelength waveguides to name but a few.  
 
6.1.1. Classical Introduction to Plasmonics 
The interaction of metals with electromagnetic waves can be understood by the behaviour of their 
ground state electrons. Such carriers exist in a quasi-free state and are not bound to individual ions 
in the metal lattice but rather to the metal bulk. Their behaviour is qualitatively similar to that of 
free charge carriers in a plasma and can therefore be excited by an incident electromagnetic wave to 
support a propagating plasma wave, in a metal these waves are quantised in the form of plasmons.  
 
Figure 6.1 Perturbation to the free electrons of a metal nanoparticle due to an oscillating external 
electric field resulting in a dipole surface plasmon 
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Metal nanoparticles can act as resonators when placed within an oscillating field producing surface 
plasmon resonances with an electric field amplitude several orders of magnitude greater than the 
excitation amplitude. This is because an incident electromagnetic field can penetrate into the 
volume of a metal nanoparticle, provided that λincident >> size of nanoparticle, perturbing the free 
electron cloud with respect to the ion lattice.  As a result electrons in the nanoparticle are 
coherently dislocated and produce a restoring local field within the nanoparticle. The oscillation of 
these shifted carriers, shown in Figure 6.1, is governed by their effective mass and charge and 
represents the lowest order dipole mode. It is worth noting that for the case of metal nanoparticles 
the coupling between the free electrons and the incident field produces a non-propagating surface 
plasmon as opposed to the propagating surface plasmon polaritons which exist at the interface 
between a metal and dielectric. As such, they are known as localised surface plasmon resonances 
(LSPR) and produce a strong enhancement of the local electromagnetic field surrounding the metal 
nanoparticle as well as significantly increasing its scattering and absorption cross section, that is to 
say both the near- and far-field.  
A more mathematical approach to understanding the interaction of electromagnetic waves with 
metals applies the kinetic theory of gases to the free carriers within the metal; this is known as the 
Drude model. Consider the relationship between the dielectric displacement field D and the induced 
polarisation P for a metal interacting with an electric field E. The response of such a system can be 
understood in terms of Ma well’s equations such that       , which can also be written in the 
form 
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where ε and ε0 are the relative permittivity values of the metal and of vacuum respectively and χ is 
the dielectric susceptibility. If the incident electric field is defined to be      
     then the 
equation of motion for free electrons in the metal can be written as 
             
                   
     
         
 
          
                      
where m, e and τ are the mass, charge and mean free time between collisions of free electrons in 
the metal respectively. Equation (6.2) therefore defines the induced phase shift between the driving 
field E and the response of the oscillating electrons in the metal. The expression for the polarisability 
P can also be defined as the dipole moment per unit volume giving 
       
                             
   
          
  
                                 
  
 
       
   
  
 
  
 
         
   
   
                     
 
where n is the density of free electrons and ωp is the so called plasma frequency of the metal. Here, 
damping effects are assumed to be negligible such that ω/τ << 1. Equation (6.3) shows that there are 
two key regimes i) ω << ωp which gives ε(ω) as real and negative hence k is imaginary and the 
incident wave decays exponentially with penetration depth into the metal ii) ω << ωp which gives 
ε(ω) as real and positive hence k is real and the metal is transparent to the incident field. 
 
154 
 
 
6.1.2. Theoretical Consideration of the Dipole Mode of a Metallic Nanoparticle 
As already mentioned in Section 3.2, Mie theory can be used to produce an exact analytical 
theoretical description for the absorption and scattering which occurs for a metal nanosphere 
interacting with an incident EM wave [194]. Here, however, the more general example of an 
elliptical nanostructure is examined to obtain an understanding of the factors which determine the 
LSPR mode of a metallic nanoparticle without a pre-defined shape. Taking the assumption that the 
nanoparticle is small compared to variations in an external electric field the quasistatic 
approximation can be used to arrive at an expression for its polarisability along the axis i 
   
  
 
   
     
            
           
where a, b, and c are the ellipsoid’s half a es, Ai is the depolarisation constant, εs and εe are the 
frequency dependent dielectric functions of the nanosphere and the surrounding environment 
respectively. For the case of a perfect nanosphere, where a = b = c and Ai = 1/3 for all values of i, 
Equation (6.4) shows that resonance is achieved when Re(εs) approaches -2εe, representing the 
dipole plasmon mode on the surface of the nanosphere depicted in Figure 6.1. It is also clear from 
Equation (6.4) that the surface plasmon resonance of the nanoparticle is dependent on three key 
factors i) Ai the geometry of the particle ii) εs the dielectric function of the metal and iii) εe the 
dielectric function of the surrounding medium. However, it is worth noting that whilst the quasi-
static approximation generally produces a good agreement with experimental results it assumes a 
homogenous external field across the nanoparticle and therefore additional scattering by the 
induced dipole with the retarded external field is ignored. 
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6.1.3. Losses in Surface Plasmon Resonances 
The amount of damping of a surface plasmon resonance governs its spectral features such as its 
amplitude and width. The loss mechanisms responsible for damping can be split into three main 
categories i) radiative damping due to the scattering of the incident field in response to retardation 
effects ii) Ohmic losses within the volume and at the surface of the nanostructure due to the 
creation of electron-hole pairs, which then heat the particle by electron-electron scattering, which 
interact with phonons and surface scattering and iii) decoupling of the incident field with the 
collective oscillations of the conduction electrons within the metal due to surface scattering though 
for nanoparticles >20 nm this effect is negligible. Using the dipole approximation, which assumes the 
nanoparticle to be an oscillating point dipole, in combination with the quasi-static approximation in 
Equation (6.4) the scattering Cs and Ca absorption cross-sections can be expressed as 
   
  
  
     
                              
where k is the wavevector of the incident field. Equation (6.5) shows that the scattering cross-
section is proportional to the square of the polarisability α of the particle whilst the absorption cross 
section holds a linear relationship with it. Furthermore, Equation (6.4) shows that the polarisability 
of the nanostructure is proportional to the product of a, b and c and hence the volume of the 
particle. Therefore, it can be concluded from Equation (6.5) that the damping of the surface plasmon 
resonance for small particles << λincident is predominantly due to Ohmic losses whilst for larger 
particles scattering losses are more prevalent.   
 
6.2. Photoconductivity of Graphene 
Within the visible regime, the optical properties of graphene are determined by the fundamental 
coupling between light and ideal massless Dirac fermions (the relativistic carriers within graphene). 
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The parameter which describes this coupling is known as the fine structure constant α = e2/ℏc ≈ 
1/137. Using the Fresnel equations in the thin-film limit, this gives graphene (a single atom thick 
material) a surprisingly high absorption constant of Aconst = 1 – (1 + 0.5 πα)
-2 ≈ πα ≈ 2.3% [195]. 
Furthermore, in the visible range the conductivity σuni has been experimentally shown to be 
frequency independent such that 
     
   
 
  
         
  
 ℏ
                     
where G0 is the quantum of conductance [196]. This result was rather surprising as the origin of the 
universal conductance G0 had been linked to the linear dispersion of graphene near the Dirac point 
[197]. Indeed, it was thought that at energies greater than 1 eV the carriers in graphene could no 
longer be described by a Dirac Hamiltonian. Furthermore, that corrections made to the Dirac cone 
approximation, which accounted for warping and nonlinearity, would change both the energy 
spectrum as well as the density of states and hence invalidate the universality of G0. However, it was 
shown by Nair et al. [195] that such corrections were negligible in the regime ℏω >> 2|Ef| where ω is 
the frequency of the incident light and Ef is the Fermi energy. 
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Figure 6.2 Example of allowed and prohibited interband transitions by the absorption of a photon 
in doped graphene with energy (a) greater than and (b) less than twice the Fermi energy 
respectively.  
A better understanding of the origin of this frequency independent behaviour can be obtained by 
considering the interaction of a Dirac fermion with an incident electromagnetic wave Ē(t). The 
Hamiltonian which describes the system is 
           
                         
     
  
                       
giving a Hamiltonian which is split into two parts. The first part represents the standard Hamiltonian 
for 2D Dirac quasiparticles in graphene whilst the second part accounts for their interaction with the 
incident field [195]. Incident photons with ℏω > 2|Ef| can be absorbed by graphene and result in 
interband transitions as shown in Figure 6.2; in this picture intraband transitions are forbidden by 
momentum conservation, and it can be shown using perturbation theory and Fermi’s golden rule 
that the absorption probability per unit time P can be expressed as  
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where Wa is the absorbed energy flux per unit time [198]. Given that the incident flux Wi can be 
expressed as 
   
 
  
                           
Equations (6.8) and (6.9) can be combined to arrive at an expression for the absorption coefficient A 
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where πα ≈ 2.3%, as previously stated. Equation (6.10) shows that the final expression for the 
absorption coefficient is purely defined by the fine structure constant, that is to say for an idealised 
sheet of graphene with low doping and no defects the optical response is frequency independent. A 
more mathematically rigorous derivation can be found in Ref [198]. 
However, the departure of graphene’s properties from the idealised case is often observed as it is 
both sensitive to its environment, due to its 2D nature, and still in the infancy of mass fabrication. 
Indeed, by taking into account the Fermi-Dirac distribution of its carriers the conductivity can be 
expressed as 
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ℏ    
    
                        
where T is the finite temperature of the sheet and µ is its chemical potential [196]. Here, it should be 
noted that for the case where ℏω >> 2|µ| the term inside the bracket approaches unity and a 
frequency independent conductivity is obtained, however, for cases where ℏω ≈ 2µ this is no longer 
the case and a dependency on the chemical potential and temperature of the sheet arises. Indeed, 
in the lower frequency regime the importance of intraband transitions comes into play, particularly 
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for graphene produced by non-exfoliated methods where defects might exist in the basal plane. This 
is because defects, and electron-phonon interactions, can act as scattering centres and therefore 
allow intraband transitions to occur which are not possible for the ideal case due to momentum 
conservation, as shown in Figure 6.3.  
 
Figure 6.3 Indirect optical intraband transition in doped graphene after absorption of photon (red 
arrow) which is allowed in (a) due to additional scattering due to a defect or phonon and 
prohibited in (b) due to conservation of momentum. 
Furthermore, as graphene can be thought of as a semi-metal the Drude expression can be used to 
gain a qualitative understanding of its optical response. Equation (6.1) shows that its conductivity is 
inversely proportional to the scattering time of its free carriers. It is, however, more conventional to 
consider the Drude weight, the absorption oscillator strength for free carriers, which for graphene 
can be expressed as         , where n is the carrier density. In other words, the optical 
properties of graphene are affected by both vf, and hence the defect density, as well as n
1/2 which 
can be determined by the amount of doping.  
A more quantitative expression for the frequency dependency of the conductivity can be arrived at 
by using the Kubo formula [199]. In its most general form, the Kubo formula adds a time variant 
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potential to the Hamiltonian of a system and approximates it to a first order linear effect. For 
graphene, the general form of the Kubo formula for conductivity gives 
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where fd(E) is the Fermi-Dirac distribution at energy E [200] and Γ is the scattering rate. The total 
conductivity can be expressed as the sum of contributions from both the inter- and intraband 
contributions such that σ = σintra + σinter. From Equation (6.12) it is the integration of the first term 
which gives an expression for the intraband contribution [201], whilst the application of the local 
random phase approximation yields the interband contribution [202] 
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though in fact the term (ω+iΓ) is used here instead of ω to account for the damping of carriers. For 
studying the interaction of graphene with plasmonics, however, it is more practical to express the 
conductivity as the sum of its real and imaginary parts. The complex conductivity can therefore 
defined to be σ = σ1 + iσ2, where σ1 = Re(σ) and σ2 = Im(σ) are the real and imaginary parts 
respectively. It is evident from Equation (6.13) that the complex conductivity is therefore dependent 
on three properties of the graphene sheet; the chemical potential, the scattering rate and the 
temperature. For all work presented here T was fixed at 300 K whilst both µ and Γ were used as 
fitting parameters. In Figure 6.4 a plot of the energy dependency of both σ1 and σ2 is shown for 
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various different chemical potentials. The calculations to obtain both σ1 and σ2 were performed by 
Yan Francescato from the EXSS group at Imperial College London. 
 
Figure 6.4 Excitation energy dependency of both (a) real and (b) imaginary conductivity of 
graphene for µ = 0.2 eV (black), 0.4 eV (red), 0.6 eV (blue), 0.8 eV (purple), 1eV (green) with Γ fixed 
at 20 meV. 
The calculation of both σ1 and σ2 in Figure 6.4 show that for a graphene sheet with low doping, ≤ 0.2 
eV, both real and imaginary parts of its conductivity are largely frequency independent from the UV 
to the edge of the mid-IR range. However, for graphene sheets with light/moderate doping, > 0.2 eV, 
this is not the case and a divergence in the photoresponse is expected particularly in the near-IR. 
This Chapter investigates this expected frequency dependency by integrating a graphene overlayer 
with a plasmonic nanoarray. There are numerous motivations for this approach i) to increase the 
interaction of light with the graphene film by using the electric-field enhancement of the nanoarray 
originating from its plasmonic response ii) to determine if the addition of a graphene overlayer shifts 
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the resonance of the nanoarray iii) to see if by combining simulations with Raman characterisation of 
the graphene film the measured shift in resonance can be used to determine the amount of doping 
present in the film in a non-intrusive manner iv) to explore the potential of the overlayer to be used 
as a means of changing the resonance profile of a nanoarray, post-fabrication, in comparison to the 
changes in resonance peak positions and widths achieved by changing the dimensions of the 
nanoarray elements v) to investigate the chemical sensing potential of the coupled graphene 
plasmonic device. 
 
6.3. Experimental, Simulation and Sample Details 
In the following Section, the fabrication details of both the graphene sheet and the plasmonic device 
are given. Furthermore, details of the characterisation methods used are given both before and after 
integration of the two into a hybrid graphene-plasmonic device. The plasmonic device investigated 
consisted of an array of Au concentric ring disc cavity (CRDC) nanostructures.  
A more detailed account of the CRDC array has been already reported in Ref  [203]. In brief, the 
structure is an array of Au nanostructures where each element consists of a ring with a disc at its 
centre with a small cavity separating them as shown in Figure 6.5.  As each element is comprised of 
two structures this gives the array a double resonance feature, due to the hybridisation of modes 
which is discussed in further detail below. The attraction of a double resonance profile is that it 
allows the intrinsic dispersion of graphene to be explored over a wider energy range. Furthermore, it 
also makes it possible to differentiate between p- and n- type doping in graphene as is discussed 
later on. 
 
6.3.1. Au Concentric Ring Disk Cavity Array 
The plasmonic array investigated in this Chapter was made by Dr. Yannick Sonnefraud from the EXSS 
group at Imperial college, a general overview of fabrication process is given here and a more 
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detailed account can be found in Ref [203]. Au CRDCs of 60 nm thickness arranged on a square grid 
with a periodicity of 3 µm were fabricated on a quartz substrate by top down approach using e-
beam lithography (Elonix 100KV EBL system) and a subtractive etch. First, a Ti(3 nm)/Au(60 nm) thick 
film (Ti was used as an adhesion layer) was deposited onto the substrate by e-beam evaporation 
(EB03 BOC Edwards). Negative tone e-beam resist, Hydrogen Silses Quioxane (HSQ), was spun onto 
the sample and patterned to define the etch mask. Finally, an ion-milling process was established to 
create well-defined Au nanostructures on the substrate. 
 
Figure 6.5 (a) SEM image of the CRDC array. The inset shows a close up of an individual ring-disc 
element (b) AFM line profile of an individual ring-disc element showing the disc to be 
approximately 65 nm tall and the ring to be approximately 40 nm tall, the inset shows a 10x10 µm2 
AFM map of the CRDC array with the line profile taken across the blue arrow (scale bar is 2 µm). 
Figure 6.5a shows an SEM image of the CRDC array, the inset shows the typical structure of one of 
the CRDC elements found within the array. Figure 6.5b shows the typical topographic line profile of 
one of the  RD  elements, AFM map in inset, showing the disc element to in fact be ≈65 nm tall and 
the surrounding ring element to be ≈40 nm. As is evident from the inset in Figure 6.5a the disc itself 
was not always of uniform height and can be seen to dip downwards towards the centre, this is 
confirmed by the AFM measurement in Figure 6.5b which shows the dip to be ≈5 nm. 
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6.3.2. Graphene and Chemical Transfer 
 
Graphene grown on Cu by chemical vapour deposition was purchased from Graphene-Supermarket. 
The growth parameters used were the same as those reported by Li et al. [90]. A thin layer of PMMA 
was spun on top of the graphene film. The Cu substrate was removed using a FeCl3 wet chemical 
etch and the graphene film was transferred onto a CRDC array using HCl, H2O and acetone. A more 
detailed account of the chemical transfer process is given in Section 2.5.3. 
 
6.3.3. Characterisation by Spectroscopy  
FTIR spectroscopy was used to characterise the plasmonic CRDC device before and after 
encapsulation of the graphene overlayer. Transmittance (Tr) curves of both the bare and 
encapsulated array were obtained at normal incidence with a Bruker Hyperion 2000 Fourier 
transform infrared (FTIR) microscope with a 36X, NA = 0.5 microscope objective. Spectra were 
obtained in the ranges 1.4-0.6 eV and 0.7-0.4 eV using a Peltier cooled InGaAs detector and a liquid 
nitrogen cooled MCT detector respectively.  The illuminated sample area was approximately 50x50 
µm2. Transmittance curves were obtained after normalisation by a reference spectrum taken from 
an area next to the array. Extinction spectra were defined as (1-Tr). All FTIR measurements were 
performed by Yan Francescato from the EXSS group at Imperial College London. 
Raman spectroscopy was also used to characterise the graphene film overlayer encapsulating the 
plasmonic array. Raman characterisation was performed with a Renishaw 2000 spectrometer with 
an attached Leica DMLM confocal microscope and a 50X objective. All Raman measurements were 
taken with 514 nm excitation scanning from 1000-3000 cm-1 with a 10 sec integration time. Raman 
mapping was performed over a 49x49 µm2 area across the CRDC array with a 7 µm resolution in both 
x and y directions.  
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6.3.4. Finite Element Method Simulations 
Simulations were performed using the finite element method with the commercial package Comsol. 
The dielectric function used for gold εAu was obtained from a four Lorentzian expression such that 
 
      
    
  
  
  
          
 
   
            
 
where σ/ε0 = 1355.01 and Ap, Bp and Cp are fitting parameters defined by Hao et al. [204]. A 
comparison of the calculated εAu, used in the simulations presented in this Chapter, with that 
reported by Ref [204] is shown below in Figure 6.6. 
 
Figure 6.6 Comparison of the calculated expression used here for both the real and imaginary 
parts of the  dielectric function of Au εAu to that obtained in Ref [204]. 
The simulated structure, shown in Figure 6.7 below, takes its dimensions from the SEM image whilst 
the height was confirmed using atomic force microscopy as shown in Figure 6.5. Here, it must be 
stated that simulated structure was simplified, to vastly reduce computation time, and assumes a 
uniform height of 60 nm (the intended design of the disc and ring). It should be noted that such a 
simplification can account for discrepancies between simulated and experimental results, discussed 
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later in Section 6.4.3.  The structure was modelled with an infinitely thick glass substrate with 
Fresnel reflections at the air/substrate interface accounted for, further details as to their 
implementation in the model are given in Chapter 3. The graphene layer was modelled as a 
boundary condition, defined by current density, lying directly on top of the CRDC structure. The 
surface current density was defined by the cross product of the complex conductivity with the 
incident field such that                     . The complex conductivity for graphene was obtained 
from the local RPA approximation of the Kubo formula, given by Equation (6.13), and is shown in 
Figure 6.4. 
 
Figure 6.7 Schematic of the simulated CRDC structure with cross section shown. The ring has an 
outer diameter of 425 nm and an inner diameter of 314 nm, the disk has a diameter of 288 nm, the 
gap between ring and disk is 13 nm and both structures are 60 nm tall. 
 
6.4. Probing the Dielectric Response of Graphene 
In this Section, the results from the optical characterisation of the plasmonic device and graphene 
film both before and after integration are presented and discussed. The results will be presented in 
five subsections i) the Raman characterisation of the graphene film overlayer encapsulating the 
plasmonic device ii) the FTIR characterisation of the CRDC array before and after the encapsulation 
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with a graphene overlayer iii) the comparison of experimental and simulated results iv) a discussion 
on the sensitivity of the plasmonic array to water contamination v) a comparison to the tuneability 
of the plasmon resonance to changes in the dimensions of the nanostructures and finally vi) a 
discussion on the suitability such a device as a sensing platform. 
 
6.4.1. Raman Characterisation of Graphene Overlayer 
The presence of single-layer graphene on the sample was confirmed using Raman spectroscopy as 
well as optical images taken of graphene films, from the same Cu foil, transferred onto SiO2(300 
nm)/Si substrates. Figure 6.8 shows the averaged Raman spectrum taken from the graphene film 
where it lies directly above the Au CRDC array (solid black line) as well as on the bare quartz 
substrate (dashed red line). The graphene was anticipated to be p- doped, particularly when directly 
above the Au CRDC array, as has been reported by other groups for graphene films on Au [205, 206]. 
The carrier density n(Ef) can be estimated from the ratio of the G to 2D peak intensity (IG/2D), using 
the relationship shown in the inset to Figure 6.8, following Ref [113]. For the measured IG/2D = 0.49 ± 
0.03 (on quartz) and 0.8 ± 0.2 (on Au CRDC array) the carrier density was estimated to be n(Ef) ≈ 
0.39(±0.06)x1013 cm-2 and 1.5(± 0.9)x1013 cm-2 respectively. 
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Figure 6.8 Averaged Raman spectrum taken of the graphene film on the quartz substrate (dashed 
line) and directly above the Au CRDC array (solid line). The inset, adapted from Ref [113], shows a 
schematic response of the IG/2D ratio to changes in the carrier concentration, highlighting the IG/2D 
ratio from the graphene film when on the bare quartz (open circle) and directly above the Au 
CRDC array (closed circle). 
The graphene film also shows a significant D peak, associated with defects, as shown in Figure 6.8. 
Defected graphene has been reported to have a reduced Fermi velocity and was estimated to be νF ≈ 
5x105 ± 1 ms-1 for the sample investigated here, based on Ref [207, 208]. An estimation of the 
chemical potential µ can then be made using the Fermi energy equation [209]  
 
   ℏ                                     
 
giving µ ≈ 120 ± 20 meV and 200 ± 100 meV above the bare quartz substrate and the Au CRDC array 
respectively. The fact that the film is unintentionally doped is not surprising as graphene has been 
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reported to be sensitive to carrier injection from substrate effects [210] and as has already been 
stated, in Section 4.5.2, the chemical transfer process itself can inconsistently induce doping. 
 
6.4.2. FTIR Characterisation of Sample 
FTIR spectroscopy was used to capture the extinction spectra of the sample before and after 
depositing a graphene layer on top. Figure 6.9a shows the extinction spectrum of the bare CRDC 
array, which exhibits two resonance features with peaks at 0.5 and 1.15 eV (solid line). This double 
resonance can be understood by first considering both the simple ring and disc nanostructure in 
complete separation from one another. Both individual structures produce dipolar plasmon modes 
dependent on their respective dimensions. When the disc is placed inside the ring a hybridisation of 
their modes results in either parallel or anti-parallel coupling of their dipolar moments, producing a 
super- and sub-radiant plasmon mode respectively. The sub-radiant mode has a smaller net dipole 
moment, due to the anti-parallel coupling, and thus exhibits less radiative losses and, as such, has a 
higher Q factor compared to the super-radiant mode [203]. Furthermore, the super-radiant mode 
couples less strongly to the incident electromagnetic field and is more strongly influenced by 
interband damping resulting in a smaller amplitude [211]. 
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Figure 6.9 Extinction spectra of CRDC array before (solid line) and after depositing graphene layer 
on top (dashed line) for both (a) Experimental and (b) Simulation with µ = 260 meV and Γ = 20 
meV. 
The addition of a graphene layer to the plasmonic structure produces a redshift for both resonances 
(dashed line in Figure 6.9a). The redshift is observed to be significantly more pronounced for the 
sub-radiant mode in comparison to the super-radiant mode, ≈20 meV and ≈70 meV respectively. 
Moreover, the Q factor of the sub-radiant mode is seen to decrease by ≈ 17% with the introduction 
of the graphene layer, as the FWHM changes from 67 meV to 83 meV with the addition of graphene 
in a similar manner to results reported by Ref [212].  
 
6.4.3. Comparison of Experimental and Simulated Results 
Figure 6.9 shows the simulated results for a graphene sheet using the value µ = 260 meV, which best 
reproduces the shifts in the extinction spectra observed experimentally. The µ value is consistent 
with the estimates made from the Raman data in Section 6.4.1. The value of Г = 20 meV was chosen 
based on the value reported by Ref [213] for CVD grown graphene, this is discussed in greater detail 
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below. Similar redshifts of plasmon resonances have been reported, by other groups, with the 
introduction of graphene [214-216]. This behaviour can be understood by considering the complex 
conductivity of graphene with real and imaginary parts, σ1 and σ2 respectively. In the visible to mid-
IR regime both interband and intraband transitions contribute to the conductivity and are closely 
tied to the chemical potential and temperature [31, 217, 218], as previously shown in Equation 
(6.13). Figure 6.4 shows how the energy dependency of both σ1 and σ2 vary with different values of 
µ. For lightly doped graphene, σ2 is negative over a larger energy range whilst σ1 remains at its upper 
limit. The magnitude of σ1 is related to the absorbance of graphene [196] whilst the sign of σ2 is 
important as it determines if the plasmon resonance is red- or blueshifted with respect to the bare 
nanoresonator. This is because σ2 is related to the dielectric constant of graphene by     
      . Therefore Im(σ) < 0 corresponds to Re(ε) > 0 and vice versa, which in turn determines the 
effective wavelength of the resonance           , where λ0 is the free space wavelength. As 
such, the graphene should cause both a redshift and damping of the plasmon features when it is 
lightly doped, which appears to be the case from the Raman characterisation of the film shown in 
Figure 6.8. This agrees well with the experimental observations shown in Figure 6.9a. 
 
Figure 6.10 (a) Simulated results for graphene overlayer with µ fixed at 260 meV and a Γ value of 1 
meV (solid black line), 20 meV (red line), 100 meV (blue line) and 1 eV (purple line) compared to 
the bare CRDC array (dashed black line). (b) Energy dependency of real and imaginary 
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conductivity, σ1 and σ2 respectively, for µ fixed at 260 meV and a Γ value of 1 meV (black line), 20 
meV (red line), 100 meV (blue line) and 1 eV (purple line). 
In Figure 6.10a, simulated results demonstrating the sensitivity of the CRDC array to changes in the 
scattering rate of the graphene overlayer are shown. The amplitude of the sub-radiant mode is 
observed to decrease by only ≈ 7% despite the value of Γ increasing by two orders of magnitude 
from 1 to 100 meV, whilst the super-radiant mode remains largely unchanged. To put these numbers 
into context pristine graphene has a maximum scattering rate of less than 1 meV [219], whilst near 
pristine CVD grown graphene (which typically has a carrier mobility at least an order of magnitude 
less than that of e foliated graphene) has a scattering of ≈ 20 meV [213]. Figure 6.10a shows that 
only when Γ = 1 eV is there a significant change in both the amplitude and position of the sub-radiant 
mode. This is in agreement with the observation that both the real and imaginary parts of the 
conductivity have noticeably changed, σ1 is more positive leading to greater absorption and σ2 is 
more negative leading to a greater redshift in the plasmon resonance. However, it should be noted 
such a high value for Γ has not been reported e perimentally and thus should only be considered a 
theoretical proposition. 
 
6.4.4. Closer Examination of Observed Redshift 
The previous Section showed that the addition of a graphene overlayer resulted in a shift in the 
resonance position of the CRDC array which was attributed to the influence of the dielectric 
properties of the film. However, as can be seen from Equation (6.4) the resonance profile of a LSPR 
mode is in general affected by its dielectric medium. This is particularly important when considering 
the possibility of water being trapped between the graphene layer and the CRDC array, especially as 
small molecules are expected to aggregate inside the gap between the ring and disc element due to 
gradient forces induced by the plasmons [211].  
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Figure 6.11 Simulated change in resonance profile of bare CRDC array due to the addition of water 
in the gap between the ring and disc element, the inset shows the real part of the dielectric 
function used in the simulation for water. 
Figure 6.11 shows the simulated results for the change in the resonance profile of the CRDC array 
due to the inclusion of water (60 nm in height) in the gap between the ring and disc element, the 
imaginary part of the dielectric function for water is negligible in this energy range and was 
therefore ignored. The simulations show the addition of water to cause a similar effect as graphene. 
However, the shift in both the super- and sub-radiant mode is much greater than measured 
experimentally, 49 meV and 59 meV in comparison to 29 meV and 19 meV respectively. The 
absorption peak for water occurs at ≈ 420 meV, considering that a 60 nm depth of water covering 
the entire quartz substrate would result in an absorption of ≈ 6% in the e tinction profile, the 
absorption expected from only having water in the gap of the CRDC element can be estimated. 
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Before doing so, it is also important to consider the enhancement factor within the gap, which is low 
as shown in Figure 6.12 given that the absorption peak of water is far from both resonant modes of 
the CRDC array. If the average field enhancement within the gap is estimated to be ≈ 3, an additional 
absorption peak of only ≈ 0.1% is expected due to the trapping of water, which is below the 
detection limit of the FTIR. As such, the possibility of water partially filling the gap in the sample 
contributing an additional shift in the resonance features of the CRDC array as a result of the 
chemical transfer process cannot be ruled out, particularly as both rough and smooth 
unfunctionalised gold has been reported to be hydrophilic [220]. 
 
Figure 6.12 Simulated electric field enhancement for an incident electromagnetic wave with an 
energy of 420 meV (resonant absorption peak of water). 
 
6.4.5. Tuning the Plasmon Resonance  
As shown in Equation (6.4) the resonance of a single metal nanoparticle is dependent on its shape. 
Here, the potential use of the graphene overlayer as a means of changing the resonance profile of 
the CRDC array post-fabrication is investigated. This is done by comparing the shift induced in the 
super- and sub-radiant modes of the CRDC array by the graphene overlayer to changes in the bare 
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array that would result from a change in the dimensions of the device. Figure 6.13 examines the 
change in the resonance profile of the bare CRDC array resulting from a decrease of the gap 
between the ring and disc element (by increasing the radius of the disc element whilst the ring 
element remains unchanged). 
 
Figure 6.13 Simulated change in resonance profile of the bare CRDC array as the size of the disc 
element is increased resulting in a smaller gap between both nanostructures. 
Figure 6.13 shows that closing the gap between the ring and disc element has two key effects i) a 
redshift in the resonance position of both the super- and sub-radiant mode ii) an increase in the 
spectral separation of both modes. This can be explained by considering the case of two metal 
nanostructures placed in close proximity to one another. In this regime, the inter-particle coupling 
plays a significant role as there is an intense build up of induced charge across the surface of both 
nanostructures. Consequentially, the interaction between both particles increases as well as the 
near-field gap enhancement resulting in a stronger hybridisation and hence greater redshift and 
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spectral separation as reported by Ref [203]. Here, some key differences are noted between the 
effects of changing the dimensions of the CRDC array and the influence of the graphene overlayer on 
its resonance profile. Figure 6.13 shows that reducing the gap size from 13 nm to 10 nm then 7 nm 
results in a much larger shift in the sub-radiant mode position (≈33 meV and ≈82 meV respectively) 
in comparison to the simulated shift induced by graphene shown in Figure 6.10b (≈ 11 meV). 
However, it is also worth stating that whilst larger shifts are achievable by reduction of the gap this is 
accompanied by an increasing spectral separation of both modes changing from 484 meV to 489 
meV to 545 meV (for gap sizes 13 nm, 10 nm and 7 nm respectively), as a result of both resonance 
modes redshifting by different amounts. This is, however, not the case for the addition of a 
graphene overlayer where the resonance profile of the super-radiant mode is observed to be largely 
unchanged. This suggests that because of the divergent nature of the graphene overlayer it is 
possible to limit changes in the resonance profile to individual peaks. 
 
6.4.6. Potential for Chemical Sensing 
It has been shown that graphene has potential to be used for detection of physisorption of 
chemicals down to concentrations of 0.1 ppm using electrical methods [221]. The measured change 
in resistivity at the 0.1 ppm level corresponds to changes in chemical potential µ ≈ 0.07 meV. 
Although in order to determine the sign of ∆µ both longitudinal and transverse resistivity must be 
measured by four probe methods in both zero and finite applied magnetic fields. Clearly, optical 
detection offers some advantages in terms of simplicity and speed. Figure 6.14 shows simulated 
results examining the sensitivity of both super- and sub-radiant modes of the plasmon structure to 
changes in the chemical potential of the overlaying graphene film (as would be the case if µ were 
being altered by external gating [188, 216] or deliberate chemical doping [206]). As shown Figure 
6.14a, for µ > 200 meV, both modes of the plasmon structure become highly sensitive to ∆µ (the 
sub-radiant mode more so, although this is more apparent when the shift in the resonance features 
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is shown in wavelength).  
 
Figure 6.14 (a) The values of σ1 and σ2 at the super- (circles) and sub-radiant (squares) modes for a 
graphene sheet with different values of µ and Γ = 20 meV (b) Shift in the resonance of both super- 
(circles) and sub- (squares) radiant modes at various different values of µ with Γ = 20 meV. Inset 
shows σ2, for µ = 500 meV and Γ = 20 meV, highlighting the sign change from the super- (circle) to 
sub-radiant (square) resonance. 
Figure 6.14b shows the peak shift, (the quantity that would be measured explicitly) versus µ. The 
shaded region represents the range most useful for chemical sensing for the current plasmonic 
structure. The sensor could be easily fabricated on a SiO2/Si substrate thus allowing biasing via a 
back gate to tune µ to the optimal range.  For the structure characterised here, it would be possible 
to resolve peak shifts of the order of ≈ 4 meV (18 nm) which would be equivalent changes in the 
chemical potential µ in the ≈ 25 meV range. In addition, for some chemical potential ranges the two 
modes will shift in the opposite sense as highlighted in the inset to Figure 6.14b, which may indeed 
178 
 
facilitate additional sensitivity. This is due to the divergence in the imaginary part of the conductivity 
of graphene at µ = 500 meV which leads to σ2 having opposite signs at the super- and sub-radiant 
resonances.  
 
6.5. Discussion on the Dielectric Properties of Graphene and the Hybrid 
Graphene-Plasmonic Device 
This Chapter probed the dielectric response of graphene by integrating a single-layer film with a 
plasmonic nanoresonator array. The dual-band resonance feature of the nanoresonator featured a 
hybridised resonance profile with a super- and sub-radiant mode, separated by ≈0.65 eV, which 
allowed the intrinsic dispersion of graphene to be investigated over a wider wavelength. It was 
found that in the visible to mid-IR regime the conductivity of doped graphene deviates from the 
universal value associated with pristine graphene and, through simulations where the chemical 
potential of the sheet was varied, a clear frequency dependency arises. It was shown that changes in 
the plasmon resonance energies of a Au nanocavity array can be used to determine the dielectric 
properties of graphene with good accuracy when the experimental changes in the resonance profiles 
are compared to a finite element model of the optical properties of graphene. Furthermore, it was 
shown that the calculation of the conductivity of graphene, using the Kubo formula in the local RPA, 
from the chemical potential of the film agrees well with the amount of doping determined from 
Raman characterisation. However, it should noted that there are discrepancies between the 
simulated and experimentally observed shifts which can be attributed to several factors i) the 
dielectric function used for gold εAu represents a bulk approximation from which deviations are 
expected for smaller nanostructures [203] ii) simplification of the geometry of the CRDC element 
within the simulation which deviates from the measured topography in Figure 6.5 iii) 
inhomogeneities in the fabrication of the array such as inadvertent etching of the ring and disc 
elements which is expected to result in sloped rather than vertical sides iv) assumption of a 
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horizontal graphene layer across the gap, reports in the literature have shown suspended graphene 
to have corrugations [117]. A slight curvature of the film dipping into the gap, where the plasmonic 
field enhancement is concentrated, would result in a substantially increased interaction between the 
graphene and the hybridised mode of the nanoresonator v) the possibility of trace amounts of water 
trapped inside the gap between ring and disc elements.  
 
Figure 6.15 Simulation showing the variation of both the Q factor (black squares) and the FWHM 
(blue squares) of the sub-radiant mode in response to changes in the chemical potential of the 
graphene overlayer. 
The post-fabrication tuneability achievable by deposition of a graphene overlayer on an existing 
plasmonic array was also investigated. In such an example, the resonance profile of the 
nanoresonator could be adjusted by electrostatic gating of the graphene film, though Figure 6.13 
and Figure 6.15 show that even doping of the sheet to 1 eV only produces a shift of ≈30 meV and 
that changing the geometry of the CRDC elements can provide a much larger range of tuneability. 
However, due to the divergence in the conductivity of graphene it is possible to restrict the shift in 
resonance to only one of the hybridised modes, which is not possible when reducing the gap 
between the ring and disc element. Furthermore, simulations shown in Figure 6.15 suggest that the 
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graphene film can also be used to change the FWHM of the sub-radiant mode by > 30% due to the 
blocking of interband transitions, whilst the FWHM changes by < 2% when altering the gap 
dimension. Finally, the idea of implementing electrostatic gating in the device for use as a chemical 
sensor was explored. Whilst the sensitivity of the device measured in this Thesis will not meet the 
requirement for single molecular detection [221], improvements in sensitivity could be made by 
altering the design of the array and the choice of plasmonic metal so that parts per million detection 
levels might be achieved. Moreover, as the sub-radiant mode has a non-monotonic change with µ, 
differentiation of p- and n- type doping can be made by simultaneously tracking the shift of the 
super-radiant mode. Indeed, examining differential changes between these two modes may lead to 
a more robust detection scheme. These results demonstrate encouraging potential for chemical 
sensor applications and there is plenty of scope to improve sensitivity by at least an order of 
magnitude over the structure studied here. 
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7. Conclusions and Future Work 
This Thesis covered a wide range of topics with graphene as the central theme, ranging from a better 
understanding of two different growth methods, the characterisation of strain in CVD grown 
graphene and its partial relief in both single- and bi-layer regions, determining how growth substrate 
topography can be imprinted in the physical properties of graphene films grown on corrugated 
copper foils in a high temperature regime, understanding the importance of the non-monotonic TK 
relation in relation to determining the effectiveness of reducing graphene oxide, the importance of 
the initial oxygen content of different types of graphene oxide and the reduction parameters which 
result in a partial restoration of its graphitic properties, understanding how the integration of a 
graphene overlayer with a plasmonic array can result in a shift in the array’s resonance profile and 
how, by comparison with simulations, this can be used to determine the dielectric properties of 
encapsulating film and finally the chemical sensing potential of such a hybrid device was explored. 
The main results of this Thesis can be summarised as follows: 
 Strain in graphene samples can be determined from the position of the 2D peak, whilst the G 
peak position can also be used it is less sensitive, though careful consideration must be 
taken to be certain that the shifts in peak position are a result of strain and not doping. This 
can be done by examining the correlation between the G peak position and width, as well as 
the 2D peak position and width. Many of the films investigated were observed to be 
compressively strained when on copper, which was expected due to the differences 
between the CTE values of copper and graphene, though bi-layer regions were observed to 
be strained by approximately a factor of two less than single-layer regions. It was proposed 
that this suggests that the CTE value of bi-layer graphene to be smaller in magnitude than 
that of single-layer graphene. It was also observed that once graphene films were 
transferred off their growth substrates and onto SiO2(300 nm)/Si substrates that there was 
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only a partial relief of strain. Surprisingly, no correlation was found between the starting 
amounts of strain to the amount of strain relief when films were later transferred.  
 It was shown that the topography of the growth substrate can be imprinted in the physical 
properties of CVD grown graphene films. Corrugations in the copper foil result in the 
formation of single-layer graphene in trenches and bi-layer graphene along the peaks of 
ridges under a high temperature growth regime. It was proposed that this observation, 
which is in complete contrast to samples grown on similarly corrugated copper foils under a 
low temperature regime, results from the preferential attachment of carbon radicals at the 
ridges and increased likelihood of supersaturation occurring due to the higher solubility of 
carbon on surfaces with a positive curvature as a result of the Kelvin-Gibbs effect. It was also 
shown that the bi-layer graphene which forms along the ridges was non-AB stacked and 
compressively strained to a greater extent relative to the single-layer regions in the trenches 
of the corrugations. This observation indicates that a further distribution in strain for 
graphene samples grown on copper arises not just from differences in the CTE values 
between copper and graphene but from topographic effects as well. 
 When determining the graphitic qualities of graphene oxide flakes the importance of 
considering the non-monotonic nature of the TK relation was demonstrated. The correlation 
between the ID/G ratio with the D peak width was used to show that a lower ID/G ratio cannot 
be assumed to imply a lower defect density. It was observed that for conventionally 
prepared GO, measureable structural changes only occur after annealing at temperatures > 
150 °C but that annealing at a higher temperature of 400 °C resulted in an increase in defect 
density. By comparing the reduction dynamics of three types of graphene oxide species, GO, 
POG and rPOG it was shown that only the species with the lowest starting initial oxygen 
content level (rPOG) could be reduced to the low defect density regime of the TK relation. 
This suggests that control of the initial oxygen content level may be the key parameter in 
optimising the reduction process. 
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 The importance of the chemical potential of graphene in determining its frequency 
dependent dielectric response in the visible to mid-IR regime was demonstrated, and that 
the Kubo formula in the RPA can be used to calculate the complex conductivity of graphene. 
By measuring the change in the resonance profile of a bare plasmonic array, when a 
graphene overlayer is placed on top, it was shown that the dielectric properties of the 
encapsulating film can be determined. It was also shown that whilst changing the geometry 
of the plasmonic array elements allows a greater degree of tuneability in the position of the 
resonance than the addition of a graphene overlayer, the latter can provide much greater 
changes in the FWHM of the resonance profile with electrostatic gating due to interband 
transitions in graphene. Simulations were used to show that for the graphene plasmonic 
hybrid device investigated here, the chemical sensing capabilities do not meet the 
requirements for single molecule detection. However, the double resonance feature of such 
a device makes it possible to distinguish between p- and n- type doping. 
Below some possible avenues of further research are suggested: 
 The IG/2D ratio histograms, shown in Figure 4.17, show that graphene films grown on thicker 
125 µm Cu foils are predominantly bi-layer with an IG/2D ratio centred around ≈ 1. Whilst a 
mechanism for bi-layer growth on the corrugated 25 µm foils was proposed, the observation 
of predominantly bi-layer growth on the thicker foils remains unexplained. Indeed, whilst bi- 
or few-layer growth has been reported for growth regimes which use higher growth 
pressure [91] or growth atmospheres with a higher CH4/H2 ratio [92] they cannot explain the 
observations reported here, given that the same growth regime was used for both types of 
copper foil thickness. One possible reason may be due to differences between the surface 
compositions of both Cu foils. Reports in the literature have suggested that different copper 
facets influence the growth of graphene [222] and that degree of surface contamination of 
the copper surface may affect its catalytic activity [36]. Given the polycrystalline nature of 
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the samples investigated, and their exposure to ambient air a more detailed study of the 
foils using low-energy electron microscopy or electron-backscatter diffraction 
measurements may give a better understanding of the mechanism(s) responsible for the 
observations reported here.  
 As-produced single-layer graphene films were observed to be strained by approximately a 
factor of two greater than predominantly bi-layer films. It was proposed that this suggested 
the CTE value of bi-layer graphene to be smaller in magnitude than single-layer. This could 
be verified by placing a bi-layer film on top of a SiO2 substrate which was subsequently 
heated to measure the induced strain in the film in a similar fashion to Ref [115]. This would 
be particularly interesting given that the CTE value of bi-layer graphene has never been 
experimentally measured. This work could be extended upon by comparing the CTE values 
of AB and non-AB stacked bi-layer graphene, which would be of interest given that the 
coupling between both layers is expected to be weakened for non-AB stacked samples [112]. 
 The inhomogeneities which occur in graphene films grown on the thicker Cu foils have not 
been investigated. It was shown that there is both a large distribution in layer number in 
such films and, to a lesser extent, a distribution in strain. These observations could be 
further explored by making further Raman maps as well as simultaneous AFM-Raman maps, 
of different sizes, across the samples. Such measurements could be used to investigate at 
what scale the inhomogeneities remain prevalent at, that is to say are they originating from 
just large topographic features of > 100 µm in lateral size or are they also reflected in the 
RMS roughness of the foil at the sub-micron scale. Extracting meaningful Raman data at sub-
micron lengths would require the simultaneous AFM-Raman setup to be modified such that 
a TERS AFM probe was used instead. Such information would give a better idea as to what 
degree the copper foil parameters need to be controlled to ensure high quality 
homogeneous growth. 
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 The possibility of imprinting the topography of the growth substrate into the layer number 
of graphene films grown by CVD opens up the possibility of pre-patterned growths. Copper 
foils could be electrochemically polished to remove any natural topography and 
subsequently be patterned with artificial trenches using lithography techniques. The 
resultant film should reflect the artificial topography of the growth substrate producing a 
periodic array of single- and bi-layer strips of graphene. Such a structure might act as a 
photovoltaic cell, whereby electron-hole generation would occur in the bi-layer regions 
where a tuneable bandgap is expected [223] whilst the single-layer regions would act as 
conduction paths for contacts. Furthermore, the integration of such a patterned graphene 
film with a suitably designed plasmonic array may act to further light interaction.   
  It was not conclusively shown that correlating the ID/G ratio with the value of 1/ΓD was a valid 
measurement of the structural quality of GO flakes. This could be verified by making a 
similar measurement for various mechanically exfoliated graphene flakes, here mechanical 
exfoliation is suggested so that all samples should start with no visible D peak, and 
subjecting them to different degrees of ion bombardment. If the indicator of structural 
quality used in this Thesis was valid, a plot of ID/G vs 1/ΓD would be expected to replicate the 
non-monotonic behaviour of the TK relation. If this was the case, it would be of further 
interest to repeat in-situ Raman measurements of graphene oxide samples with in-situ 
carrier transport measurements. Such measurements would make it possible to investigate 
if the conductivity of films was improved with the reduction regimes used here. Particularly 
in the case of rGO, where it would be interesting to see if the observation of the sample 
switching from high to low defect density phase coincided with a jump in conductivity. 
 Section 6.4.6 highlighted the potential of a graphene-plasmonic hybrid device for chemical 
sensing by purely optical detection. The fact that the hybrid device described in this Thesis 
can be improved upon has already been alluded to. An obvious improvement would be the 
inclusion of electrostatic gating such that the Fermi energy of the graphene overlayer could 
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be tuned. This could be accompanied by the design of a plasmonic array with a resonance 
profile composed of multiple peaks located at ≥ 0.3 eV, the benefit of multiple peaks makes 
it possible to distinguish between additional p- or n- type doping. As can be seen in Figure 
6.4, the imaginary part of graphene’s photoconductivity is most sensitive to frequency when 
Im(σ) is at a minimum. A lower value of Im(σ) can be realised in graphene sheets which have 
had their Fermi energy shifted by electrostatic gating, remember that when the Fermi 
energy of graphene is small (≤ 0.3 eV) it tends towards frequency independent optical 
conductance. Thus, for an idealised hybrid sensor the resonance of the plasmonic response 
should coincide with when Im(σ) is at minimum, i.e. for values ≥ 0.3 eV. Furthermore, 
because the minimum value of Im(σ) also coincides with point at which interband transitions 
are allowed in graphene it means that Re(σ) is also most sensitive to frequency at this point. 
This makes it possible to achieve optical detection of charge transfers to the graphene 
overlayer by three methods; changes to the peak position of the plasmonic resonance due 
to changes in Im(σ) and changes to the peak width and peak intensity due to changes in 
Re(σ), all of which have been optimised by achieving “resonance” between the Fermi energy 
of the graphene overlayer and the position of the plasmonic resonance. It would also be of 
interest to investigate the ideal compromise between maximising the intensity of plasmonic 
hotspots, to increase the graphene-light interaction, and increasing the area coverage of 
hotspots as only binding events on the overlayer film directly above such hotspots are likely 
to shift the resonance profile of the plasmonic array. On a final note, it would be worth 
exploring the use of graphene oxide in such hybrid devices instead of graphene, particularly 
as GO has also been reported to have a frequency dependent photoconductivity [224] and 
can be easily functionalised thereby allowing molecule specific detection. 
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