This paper describes a new method, HGV2C, for analysis of patterns, which represents a new modification of the previously described method for non-probabilistic hypothesis generation and verification (HGV). The HGV2C method involves the construction of a 'computer ego' (CE) based on an individual object that can be either a part of the system under analysis or a newly created object based on a certain hypothesis (model). The CE provides the capability to analyze data from a specific standpoint, e.g. a specific object's "viewpoint". This new approach to knowledge representation is demonstrated on the example of population pyramids of 220 countries.
Introduction
This is a second article of the series of papers, including the recently published one [1] , on various forms of algorithmic implementation of the central idea of holism -the possibility of synthesis of an indivisible whole from a set of its scattered elements. Practical realization of this idea has become achievable due to our discovery of a new phenomenon -any data system subjected to iterative averaging undergoes a division that produces two alternative subgroups of elements, without outliers [2] . Previously [1] , we provided a detailed description of an algorithm for iterative averaging (the algorithm of evolutionary transformation of similarity matrices, ETSM) which, along with specially designed metrics [2] and a new method for computation of similarity matrices [3] and techniques for construction of hierarchical trees and dendrograms [2] provides an efficient instrument for routine analysis of systems of any kind, during which the synthesis of an indivisible whole occurs as an antecedent of analysis of the functional role of its individual elements. This quite an unusual approach to discovery of the nature of objects and phenomenon and to knowledge representation, called by us 'matrix reasoning' [2] , involves a subdivision of each newly formed subgroup through iterative averaging, which ultimately results in hierarchical structures that reflect the relationships between the elements in a system under study.
Previously [1] , we pointed out two conditions that are obligatory in order to discover the natural hierarchy in a system under analysis: (a) the elements of a system need to be allowed to interact with each other based on the principle of self-organization; and (b) a system under study has to be a closed system. We showed that selforganization can be achieved through a spontaneous overall cross-averaging of a system's elements, which is provided by the ETSMalgorithm. In the course of the ETSM-processing, the very first of the iterative transformations turns any system under processing into a closed type system that does not allow an addition of new elements or removal of any of its existing elements as such changes would inevitably result in a drastic transformation of the original state of the input data system, i.e. the latter would cease to exist as a wholesome object originally taken for the investigation.
The methodology based on iterative averaging (IA) creates new capabilities for development of a whole series of novel approaches to synthesis of an indivisible whole from a set of its elements. In this paper, we present one of such approaches, previously disclosed in [4] . It is also based on the use of the algorithm for iterative transformation of similarity matrices; however, it has its own specifics and offers significant advantages in solution of a variety of practical and research problems in computer science. The main distinction of this approach is a capability to conduct open mode comparative analysis, i.e. without restrictions on the addition of new objects to an input database or removal of any of the existing objects from an input database. In essence, what is described below is a universal method for pattern recognition.
Algorithmic principles of the HGV2C method
The HGV2C method is a new modification of the previously disclosed HGV method for nonprobabilistic hypothesis generation and verification [4] . It is easy for implementation and interpretation. As well as the HGV method, the HGV2C utilizes a number of fundamentally new techniques and elements -a 'computer ego', 'hypothesis-parameter', and 'infothyristor'. The latter two provide for the functioning of the 'computer ego' component. The necessity in creating a capability to enable a computer program have its own point of view on information under processing has arisen since the very beginning of computer science and is directly connected with the problem of artificial intelligence. Unlike the IA-method [1, 2] where interrelations between the elements of a whole are determined by an initial set of elements and established solely by the IA-algorithm with no involvement of the operator's will, in conventional data-processing, a strategy is pre-set in a respective computer program, i.e. in a certain sequence of elementary operations used for evaluation and comparison of individual data points. In the meantime, as well as it is the case with visual perception, quality and results of a data-processing analysis depend not only on the technical aspect of the process, e.g. visual acuity as in the analogy with visual perception, but also on a task-specific response of the observer, e.g. the expectation of a certain result, the angle of vision, the a priori set weights of individual details of the complex picture being assessed, etc. In the context of computer-based information processing, it should be appropriate to call such a response a computer ego (CE), i.e. a capability, given to the computer through certain means, to provide a specific and complex response to a dataset under analysis. Examples of CE are queryspecific search engines, back-propagated artificial neural networks that are trained by humans and thus acquire a CE to perform specific tasks, etc. Most of such methods provide merely a detector for identification of certain unique properties of objects under study, whereas the capability to not only detect but also assess the detected properties within a discrete rate scale is by far more valuable and productive.
The mechanism of the HGV2C method is as follows. A computer ego is created based on one of the objects of a database under analysis or an object created based on a certain hypothesis (model). It serves as a query object (query) and is represented in the computer ego in two identical copies (clones) -α and β. In addition to the existing parameters of the objects under analysis, we introduce an additional parameter, referred to as a hypothesis-parameter (HP). In the simplest version of the HGV2C method described in this paper, the HP value for α-clone was set to equal 1, whereas for β-clone it was greater than 1. The difference between HP values for α-and β-clones is denoted as ∆. The HP values for all other objects of the system under analysis are set to be 1.
The engine of the method is the so-called infothyristor that performs three functions: 1) computes a similarity matrix for α-and β-clones of a query object Q and a target object T; 2) provides the iterative averaging processing of the similarity matrix which results in formation of two alternative subgroups; and 3) provides multiplication of HP, i.e. successively increases its weight (number of copies) in the totality of all the parameters describing the objects under analysis.
Assume that we want to determine the dissimilarity coefficient (D) between Q and a certain target object, T, of the database. If we subject the three objects -two clones of Q (Q α and Q β ) and T to processing by ETSM-algorithm, we will obtain a two-branch tree where both clones of Q will be on one of the branches, and T will be on another branch. This will happen because all of the parameters, except for the hypothesis-parameter (HP) values, of the Q clones are identical and in some way or another differ from the object T parameters. If we start multiplication of the HP, i.e. increasing its weight in the totality of the parameters, then, after a certain number of multiplications, clone Q α will move to the branch of object T. The number of multiplications that causes Q α move to branch T represents the dissimilarity D of Q to T. If a target object is identical to Q, then D will equal 1. If the HP values set for Q α and Q β are too close to each other (the ∆ value is too low), it will be much harder to cause clone Q α move to branch T, which means that the D values will be much higher, and therefore the sensitivity of computation of D will be greater. Sensitivity of computation of D by using the infothrystor is determined by the equation:
where K QT is a constant for a given pair of T and Q, and ∆ is the difference between HP values of Q's two clones, Q α and Q β . That is, constant K QT is a dissimilarity coefficient at ∆ = 1. Thus, the product of multiplication of D by ∆ is constant and equals a certain coefficient that depends on a given set of parameters of T and Q. As it will be shown further in this paper, despite the known opposite regularity, the higher the analysis sensitivity, the greater is the accuracy of D computation.
The D value is strictly additive -it equals the sum of the D increments produced by each of the individual parameters of object T. This property of D does not depend on which of the two metrics -R or XR [1, 2] -is used for computation of the similarity matrix. Thus, the D values computed for T in relation to Q based on individual parameters or different groups of parameters can be stored in a special database and can be combined and used as necessary. The processing time for each of the objects of a system under analysis is constant and depends on a computer's performance characteristics.
Pattern recognition or pattern classification is one of the most demanded solutions in the present-day computer science [5, 6] . The application areas for pattern recognition techniques are so numerous and vast that it would be virtually impossible to enumerate all of them (such as, for example, computer vision, speech, character, text, etc. recognitions; medical image analysis, biometrics, trading pattern analysis, etc.); and it would be equally hard to name at least one field of modern knowledge and practice in which the utilization of efficient pattern recognition technology would not promise significant success.
Modern pattern recognition techniques are based on the use of neural networks, hidden Markov models, Bayesian networks, artificial intelligence (expert systems and machine learning), cluster analysis, mathematical statistics (hypothesis testing and parameter estimation, discriminant analysis and feature extraction), etc. This powerful set of data processing tools is used in pattern recognition methodology not only with the purpose of recognition of patterns in data but also as the means for understanding of how patterns are formed, what external or internal factors are responsible for formation of given patterns, and what patterns may form in unforeseen situations. The capability of pattern formation forecasting by interpolation and extrapolation -which constitutes intelligent pattern recognition -is quite a rare feature in the heretofore known methods for pattern recognition.
The most widely used technology for pattern recognition is the so-called fingerprinting [7] or "hieroglyphic method", when a target pattern is compared to a pattern whose physical characteristics are a priori known. This type of pattern recognition is based on a search for an image that is similar to a target pattern represented in the form of a certain unique symbol. However effective such an approach may look in practice, it has considerable limitations in the ability to predict the behavior of patterns depending on various factors. For instance, the shape of population pyramids can significantly change over a period of time, and a fingerprint comparison between such pyramids that have undergone changes in time does not always allow an intelligent analysis of the causes of such changes. The same is true for most of the other known techniques for pattern recognition. Therefore, the need in truly intelligent methods for pattern recognition is continually growing. There is a need in methods that allow thorough investigations into mechanisms of pattern formation under the effect of natural factors.
Below we will demonstrate that the HGV method, in its HGV2C implementation presented in this work, represents an intelligent method for pattern recognition which allows analysis of patterns of any nature and origin, because it provides the response additivity, an ideal fusibility of objects' attributes, and a high scalability.
Comparative analysis of population pyramids
To demonstrate the intelligence of HyGV2С method, we have chosen population pyramids as objects of analysis, for the following reasons. 1. Demographic data are publicly available from reliable sources (e.g. U.S. Census Bureau) and are regularly updated. 2. Population pyramids change over a course of time, and each country population pattern has its own dynamics of changing, which allows investigations into dynamics into age and sex distributions in population pyramids under the influence of various natural factors. 3. Population pyramids usually contain 34 parameters in the form of fiveyear cohorts (17 parameters for each of the two sex groups of country populations), which makes their patterns sufficiently complex for the purpose of demonstration of the application potentials of the proposed method for pattern recognition. 4. Pyramid shapes significantly differ for different countries (see, e.g., Fig. 1 ) due to the impact of a whole range of factors, such as national specifics which is closely connected with geographical location, predominant religion (see, e.g. the whole world populations which is especially relevant in the situation of globalization. 6. Population pyramids have been in the focus of detailed investigations by the demographic research community since long ago, and validity of any new findings can be easily confirmed or rejected based on prior knowledge and wellestablished views in this field. Different age groups have different dynamics of birth and death rates, population migration, etc., and still all these processes are cooperative and closely interrelated. Therefore, population pyramids represent a perfect subject for evaluation of the intelligence of any given method for pattern recognition. Fig. 1 above shows population pyramids of 16 countries demonstrating widely varying patterns.
1. Objects and conditions of analysis
We used demographic data on population age and sex in 220 countries (year 2000 data by U.S. Census Bureau, International Data Base, IDB Summary Demographic Data, 2000.
http://www.census.gov/ipc/www/idbsum.html)) 1 . The input data table contained data on 17 age groups of each sex: 16 of the 5-year interval groups (00 -04, 05 -09, and so on) and the 80+ years of age groups. Further, the data were converted into relative percentage of male and female of each age group relative to a country's total population. All the data processing was done with the use of software MeaningFinder 2.3 developed by Equicom, Inc. The analysis was conducted as follows. To 34 parameters describing each of the population pyramids under analysis, we added one more -hypotheticalparameter, HP. We selected a query object, i.e. a population pyramid to which all other population pyramids were compared and based on which the CE was created by using two duplicates (clones) of the query object. In the simplified variant of analysis demonstrated in this work, the HP value for one of the clones was set to 1, and for the other, greater than 1. The HP values assigned to all other objects under analysis were set to 1. Engagement of the infothyristor automatically starts the computation of a similarity matrix for the two clones of the query object and the target object. In this study, we used the R-metric [1, 2] which represents a ratio between the lower and the higher values of each parameter. The similarity matrix for the three objects was computed by the method of hybridization of monomer similarity matrices [1, 3] and was then processed by the ETSM algorithm [1, 2] . The very first transformation of the similarity matrix produces a two-branch tree showing both clones of the query object on one of the branches and the target object on the other. This happens because the clones are practically identical and differ from each other only by the values of the hypothesis-parameter. After each iterative averaging cycle, the weight of the hypothesisparameter in relation to the other parameters is increased by a certain number of multiplications. When the hypothesis-parameter weight reaches a certain level, the structure of the hierarchical tree changes: the query-object's clone whose hypothesis-parameter value equals 1 moves to the branch that previously had only the target object on it. The number of the HP multiplications which results in the clone's movement to the target object branch of the hierarchical tree is recorded as a dissimilarity coefficient D between a query and target objects. As is seen from Table 1 , the K QT coefficient is a specific characteristic of a given pattern and depends on a set of parameters describing the pattern (in this example, the set of parameters was percentages of different age cohorts in a population pyramid of a given country). The K QT coefficient value significantly varies depending on which population pyramid is used as a query pattern. Thus established sets of K QT coefficients reflect a response of the "computer ego" based on the clones of a query objects. In other words, a signal generated upon processing of target patterns is based on the "viewpoint" of the computer ego. The K QT values depend on how similar a target pattern is to a query pattern that underlies the computer ego. The more similar the target and query patterns, the lower the K QT values.
Another unique peculiarity of the K QT coefficient is its being ultimately additive. It equals the sum of partial values of K QT produced by each individual parameter. In case of population pyramids, the K QT coefficient computed for an entire given pattern equals the sum of K QT values computed for each of the 34 cohorts. To illustrate the above, Table 2 shows K QT coefficients for population pyramids of 155 countries, including K QT values computed individually for female and male populations of each country, the sum of those values, and the K QT values determined for entire population pyramids (columns 1 through 4). In this analysis, the query object was Monaco.
As is seen from Table 2 , the values in columns 3 and 4 ideally coincide. The maximum difference of 0.001 is due only to the rounding of the values. The ratio of K for the female component of a pyramid to K for the mail component of the pyramid varies for different countries within quite a wide range. For instance, the ratio for Saudi Arabia, Kuwait and Croatia is 0.77 -0.79; for Israel, Argentina, Egypt, and Switzerland 1.00 -1.01; whereas for Latvia it is 1.90; which shows a variation by 2.5 times. Nonetheless, on the example of 220 population pyramids, one can see a good correlation between these two values of the K QT index. Fig. 2 shows a linear dependence between the values of K UT (f) for the female population and K UT (m) for the male population of each pyramid. The results were obtained by using Uganda as a query object. The correlation shown in Fig. 2 is well described by a simple equation:
The data shown in Fig. 2 indicate that among 220 countries, Uganda and Monaco have the highest level of dissimilarity to each other. As is seen in Table 2 , the sums of the coefficients К QT computed upon using these two countries as query objects is close to a constant value whose average is 47.2 with an average standard deviation of 0.94. The highest deviations from the average value are observed for oil-producing countries Kuwait, Qatar and United Arab Emirates, where the population dynamics is regulated by the government. The sum of the К QT values is constant only when query objects are Uganda and Monaco, the two countries that, in the set of 220 population pyramids, represent polar opposites. For instance, upon use of Monaco and Argentina as query objects (Table 2 , column 7), the sum of the K QT coefficients for 155 countries varies by more than 4 times. Fig. 3 shows a linear dependence between the values of dissimilarity coefficients computed for 220 countries upon the use query objects Uganda and Monaco, which demonstrates the consistency of the sum of K UT and K MT . The additivity of the К QT coefficients allows the computation of an index that shows a percent value of similarity between population pyramids. Such an index may appear very informative in finding correlations between population pyramids and characteristics of populations. Index MU, showing percent of similarity of a target country population pyramid to the Monaco population pyramid is computed by the formula:
The MU T values are shown in Table 2 , column 8. Thus, the MU index reflects the balance between two polar "viewpoints" on the global entirety of the population pyramids. The two polar viewpoints are provided by the computer ego created based on population pyramids of Uganda and Monaco. Notably, in case of relatively well-doing countries with high GDP per capita, developed democracy, reasonably good healthcare, low infant mortality, and other characteristics of higher standard of life, the MU index exceeds 70, whereas the same index for the countries with deep problems in the above-said areas is less than 25. Out of 220 countries, the former constitute 24.5%, and 85% of them are European countries. The countries with MU index lower than 25 make 30% of the whole list of 220 countries, and 76% of such countries are located on the African continent. These findings are especially interesting because the MU indexes were determined based on absolutely objective data, such as population composition by age and sex groups.
Use of K QT coefficients in modeling
As the age and gender group distribution in a population pyramid is clearly not the cause but an effect of the standard of life in a respective country, the understanding of the mechanism of formation of population pyramids is extremely important. The additivity of K QT coefficients allows construction of various models that can help understand the nature of the above-noted differences in population pyramids of various countries. A comparison of the population pyramids shown in Fig. 1 , for instance, of Monaco and Sweden, on the one side, and Uganda and Angola, on the other side, leads to understanding of the major difference between these two pairs of countries that have the most antipodal K QT indexes. The former have uniform shapes, i.e. the distribution of different age cohorts in the total population is close to even. In the second pair of countries, the shares of older age cohorts in the total populations exponentially decline. The most natural explanation for this regularity seems to be that in developed countries the mortality rate does not greatly depend on the age, whereas in economically and otherwise challenged countries the mortality rate among older groups of population is higher. One way or the other, it is easy to construct population pyramid models reflecting a certain viewpoint and verify whether the model-based data agree with the experimental data.
In this study, we constructed a hypothetical uniform (UN) population pyramid in which each age cohort was represented equally and had a share of 1/34 of the total population. We also constructed two exponential type pyramids, E20 and E30, which were computed in a same way but separately for male and female populations of each of the pyramids and so that the share of each of the successive age cohorts was lower than a previous cohort by 20 and 30%, respectively. For instance, the share of the 0-4 age cohort in the 30%-model is 30.07%, whereas the share of the 5-9 age cohort was 21.05%. Then we computed dissimilarity coefficients of each of 220 population pyramids to the uniform and exponential models, which showed a very distinct linear correlation. The exponential model with 30% decrease in the age cohort shares appeared to show less spread data than the 20%-model. This is clearly seen on Fig. 4 that shows the correlations between the countries' MU indexes and their dissimilarities to models E20 and E30, on the example of 162 countries. The computer ego modeling used in this study showed that all the existing diversity of population pyramids can be represented in the form of an additive combination of two patterns -the uniform and exponential ones. The average value of the sum of dissimilarities of 220 population pyramids to UN and E30 individually is 64.50 with an average deviation of 1.47. The values of D UN,T and D E,T vary by 6.4 and 3 times, respectively. These results provide for computation of a share of the uniform component, P UN , of any population pyramid according to the formula:
P UN,T linearly correlates with MU. In the population pyramid of Monaco, the share of the uniform pattern is 96.3%, while for Uganda it is 34.6%.
Demographic correlations
An intelligent method for pattern recognition applied to population pyramids should provide a capability to discover correlations between the regularities in distribution of sex and age groups and other demographic characteristics of a population. In this respect, the MU index has an advantage over the traditional set of 34 parameters. First of all, it represents a holistic characteristic of the population of a given country; secondly, it represents a holistic characteristic of the entire world population; and thirdly, it measures progressive tendencies in the development of a country's population. A higher MU index reflects a higher standard of life in a given country. This is clearly seen from the examples of a few correlations demonstrated below.
We will start with a population characteristic that may seem to have no relation to the shape of a population pyramid -a national IQ score. Not long ago, it was convincingly demonstrated by Richard Lynn and Tatu Vanhanen [8] that the assumption of equality of average intelligence in different nations was erroneous. On the examples of 185 countries, the authors have shown that average national IQ scores significantly vary, and   FIG. 4 . Correlations between dissimilarities of population pyramids to the exponential model of age group distribution and MU index (for 162 countries). The Е20 population pyramid model (Fig. 4A) is based on 20% decrease in populations of each 5-year older age group, and the Е30 model (Fig. 4B) , on 30%.
the average national IQ of the world is 90. As demonstrated in Fig. 5 , we have established that countries with MU index above 50 have national IQ scores above 90; and, conversely, MU index below 50 correlates with IQ below 90. As is seen, along with the generally steady correlation (shaded area of the graph), there are two groups of notable deviation: 1) countries with IQ higher than the general correlation pattern; and 2) countries with lower than correlation-based values of IQ. The first group includes the countries of East and Southeast Asia, and the second group mainly consists of island states. While the interpretation of this finding is certainly beyond the scope of this publication on a new method for pattern recognition, the fact itself is important both in the context of demonstration of the method and as a part of the IQ correlations issue. It is possible that the correlation between the average national IQ score and the MU index is indirect and is due to the fact that a higher standard of life is conducive to higher level of education in the country.
Unlike a national IQ score, a GDP per capita directly reflects the welfare of a nation and should be proportional to the MU index. Fig. 6 shows a distinct correlation between logarithms of GDP per capita and MU indexes. Similarly to the above demonstrated, here, too, along with the general correlation between the two indexes, there are two groups of exceptions; however, of a different nature. The data points located above the shaded area of the steady general correlation between MU index and GDP per capita that demonstrates the exponential dependency between the GDP and MU indexes, is characteristic of the countries with extraordinarily vast sources of income: for instance, major exporters of petroleum; Bahamas, with the economy based on income from wellestablished tourism and financial services; Botswana whose economy is one of the most dynamic in Africa due to extensive nature preserves and stable social progress; Singapore, one of the world's most prosperous countries; etc.
Beneath the shaded area are the countries whose economies have been in one way or another Three factors that directly influence the formation of population pyramids are: birth and death rates and life expectancy. Migration rate has a less effect as it is government regulated. The relation between MU and death rate is quite complex as is seen on Fig. 7 . Fig. 7 shows two curves -a steep curve at low MU index values and a smooth one at MU index values of 30 and above -that gradually join and become one curve. The area where the two curves join corresponds to approximately equal shares of the uniform and exponential components of the population pyramids. The dynamics of the first half of the curve is understandable and is explained by the fact that as a nation's welfare grows, correlating with higher MU values, the death rate goes down. As far as the subsequent gradual increase in the death rate correlating with higher MU, it can be attributed to a combination of many indirect factors. Detailed comparative studies of demographic situations, including analyses of factors contributing to the death rate are available elsewhere and cover various countries, for instance, post-communist Russia and Ukraine [10, 11] that have the highest deviations from the "normal" 'MU -death rate' correlation (see Fig.  7 ). However, a detailed analysis of a particular country's population would hardly be relevant in these findings that provide a "bird's eye view" of dynamics of the death rate for the entire human population of the world. To explain the correlations found by us, it should be more productive to look in the direction of generalization of the peculiarities of nation's populations which manifest themselves in deviations from the main tendency. In this particular example, such peculiarities are clearly visible: all of the countries that display a significant tendency towards a higher death rate in the situation of a smooth correlation between MU and death rate shown in Fig. 7 are the former USSR republics and the east European countries of the former Soviet bloc. Thus, it can be concluded that the above peculiarities closely correlate with historical-political factors and that the analysis of those peculiarities should take into consideration the said factors.
At first glance, a correlation between fertility (Fig. 8) , hence birth rate (Fig. 9) , and the MU index is simple and clear-cut: birth rate exponentially declines as welfare grows. However, a more complex and fine structure of the relationship between birth rate and the growth of the MU index is revealed upon analysis of dynamics of an index that is the reverse of the birth rate, i.e. population per birth (PPB) which reflects the number of a countries population per one newly born child. The relationship between PPB and MU is shown in Fig. 10 . As is seen, in most of cases of 162 population pyramids, the PPB growth practically linearly correlates with the growth of the MU index. There are three clearly visible deviations from linearity. One of them is observed at MU values slightly higher than 30 and can be explained by increased numbers of migrant laborers involved in oil-recovery industry, who, a rule, are temporary residents. The other two deviations towards higher PPB values are observed for the former USSR republics and the former Soviet bloc countries (at MU values of 70-80), as well as European countries with high standard of life and social security (MU values of about 85). These deviations from the linear dependency are very distinct and should be of interest to professional demographers. Unlike the birth rate, PPB carries a highly informative demographic characteristic: how many people per birth are involved in creation of the environment to which a newly born child arrives. This environment includes not only parents and families of newly born population but also the labor force involved in a child's healthcare, education, and relevant infrastructure and industries (infant food, clothing, toys, educational products, social programs for family and child support, etc.). 
Conclusions
By using the example of analysis of 220 population pyramids, we have provided a detailed description of the HGV2C method that represents a modification of the previously described HGV method [4] . The HGV2C modification is most simple for implementation and is based on the use of the computer ego which is created based on an individual object. It should be emphasized that this study was not aimed at demographic research and that the population pyramids were used as an object of analysis with the purpose of demonstration of the capabilities provided by the HGV2C method. As it is clear from the foregoing, the HGV2C method can be effectively used for recognition of any kinds of patterns. More complex examples of application of the HGV method were provided in [4] .
The involvement of computer ego implemented through the use of a hypothesisparameter and infothyristor contributes the intelligence factor to the data processing as it goes beyond the zero-reader approach when a method is intended only to detect the presence or absence of target objects. The HGV2C method provides the evaluation of an entire dataset from a position of an individual observer. One of the advantages of such an individualized perception of the nature of patterns under analysis is the capability to consolidate a totality of data through comparison of two opposite points of view on the nature of phenomena under analysis, as, for instance, was done in the above example by using a computer ego based on two fundamentally different population pyramids of Uganda and Monaco. The capability to easily model any query objects for construction of computer ego provides the means to join all the population pyramids into a certain harmonious system that can be described by one common criterion, instead of 34 individual parameters. In the above-demonstrated example the common criterion is the MU index that reflects the shares of the uniform and exponential components in each of the population pyramids.
This provides further new opportunities for discoveries of various demographic correlations and new approaches to investigation of various factors involved in formation of age and sex components of population pyramids.
An important peculiarity of the HGV2C method is the additivity of the response. A total value of dissimilarity (similarity) between a query and target objects equals the sum of contributions of individual parameters, i.e. increments of dissimilarities according to each individual parameter. This provides a capability to transform an array of data on a complex set of objects with similar genesis processes into a certain indivisible whole, and, based on that whole, to analyze the contribution and functional value of each of its elements.
The infothyristor that is employed by the HGV2C method as a special element of information processing is based on the previously described phenomenon of iterative averaging [1] . However, unlike the method based solely on iterative averaging, it allows comparative analysis of open systems when the composition of a database under analysis can be changed in the course of data processing, thus allowing studies into dynamics of behavior of complex systems described by an unlimited number of parameters.
