Abstract This paper describes an accurate, fast and robust fixed point method for computing the stationary wealth distributions in macroeconomic models with a continuum of infinitely-lived households who face idiosyncratic shocks with aggregate certainty. The household wealth evolution is modeled as a mixture Markov process and the stationary wealth distributions are obtained using eigen structures of transition matrices by enforcing the conditions for the Perron-Frobenius theorem by adding a perturbation constant to the Markov transition matrix. This step is utilized repeatedly within a binary search algorithm to find the equilibrium state of the system. The algorithm suggests an efficient and reliable framework for studying dynamic stochastic general equilibrium models with heterogeneous agents.
with both idiosyncratic and aggregate shocks, can accumulate and lead to significant errors in the equilibrium values of aggregate variables such as interest rates and the capital stock. Heer and Maussner (2009) provide an excellent summary of the many problems involved in computing stationary distributions in heterogeneous agent models. Our goal is to explain why some of these problems arise and to present an algorithm that avoids them.
Although many economists may consider the issue of computing equilibrium distributions trivial in models with no aggregate shocks, it is our contention that this is precisely where many computational issues arise. Computation of the policy functions is conditional upon the estimate of the wealth distribution which, in turn, is computed from estimates of the policy functions. In many cases, aggregate variables such as total consumption and output may appear to be reasonably well-behaved while the behaviors of individual agents can be quite odd.
Notable examples of the type of model that we have in mind include Bewley (1986), Imrohoroglu (1992), Huggett (1993) and Aiyagari (1994 Aiyagari ( , 1995 but there are many others in the economic literature. An important complication in these types of models is that the continuum of households makes the wealth distribution a continuous function and therefore an infinite-dimensional object in the state space. Existence and uniqueness of equilibria for such models is discussed in Miao (2006) . Descriptions of many of the algorithms used to compute stationary equilibria in such models, although discussed in the context of models with aggregate shocks, are presented in Den Haan et al. (2010) and associated papers. Our algorithm is most similar to that of Reiter (2009) but we avoid any arbitrary functional approximations to the distribution of assets.
We use a binary search over the aggregate capital stock space that maps each value of aggregate capital into a mean value from the stationary density of households' wealth. We locate a fixed point for aggregate capital by solving the households' optimization problems using value function iteration and by finding the equilibrium stationary probability densities using the Perron-Frobenius Theorem. We ensure that the conditions of the Perron-Frobenius theorem are satisfied by adding a perturbation constant to the transition matrix which, as we will show, does not significantly effect the computations yet guarantees that the correct eigenvalue is found. Our algorithm is independent of initializations and the computed densities are smooth and everywhere non-negative. We will show that our algorithm is accurate, robust, relatively fast and useful for explaining many of the convergence failures reported for other algorithms. We do not offer a panacea; the curse of dimensionality afflicts our algorithm just as it does many others. Nonetheless, the stability and accuracy of our approach suggests that it will be a promising method in more complex models that include both idiosyncratic and aggregate shocks.
In the following section we will illustrate the algorithm and demonstrate its accuracy, robustness and speed by applying it to three commonly used models. We conclude with a discussion of why many competing algorithms are so unstable and how our algorithm avoids these problems.
