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INTRODUCTION 
Nous definissons ces notions au no 1. Nous tnoncons au no 2 et dkmontrons 
au no 3 des rksuitats abstraits Ctablissant l’existence, l’unicite et la construcrion 
de la solution des probkmes de I’interpolation optimale et de l’approximation 
optimales des formes lineaires continues dans le cas des espaces prehilber- 
tiens. 
Pour des semi-normes convenables, nous retrouvons au no 4 comme corol- 
laires que les solutions du probleme de l’interpolation optimale des fonctions 
d’une variable sont des “spline functions” polynomiales ou gtneralides, 
introduites et etudiees par de nombreux auteurs, au lieu de verifier que des 
“spline functions” convenablement deiinies a priori sont solution de ce 
probleme. 
Par dual&, on en d6duit la meilleure approximation de certaines formules 
de quadrature, en montrant que le critbre de Sard est un cas particulier 
d’un probIeme de minimisation d’une semi-norme duale convenablement 
definie. 
Nous ttudierons au no 5 les examples d’interpolation optimale des fonc- 
Cons de plusieurs variables. Les resultats semblent nouveaux. 
Nous construirons dans un prochain travail les operateurs d’interpolation 
optimale dans les espaces de Banach. 
1. POSITION DU PROBLBME 
1.1. Formulation Abstraite 
Nous allons tout d’abord donner une formuiation abstraite des notions 
d’approximation et d’interpolation optimales. 
Soit V un espace de Hilbert dont on .veut “approcher” les Clements par 
ceux d’un autre espace de Hilbert E. (Dans les exemples, V sera un espace 
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de fonctions ou de distributions, E un espace de suites scalaires finies ou 
denombrables.) 
1.1.1. Approximation optimale 
On se donne un isomorphisme p de E duns V. 
Un operateur Y de V dans E sera une approximation optimale (par rapport np) 
si 
(Autrement dit, pr est le projecteur orthogonal sur le sous-espace pE). 
1.1.2. Interpolation optimale 
On se donne cette fois-ci un opkrateur Y de V SUY E. 
Si q est un inverse a droite de r, on peut dire que q “interpole” r au sens ot5: 
r(qe) = e pour tout e de E. U-2) 
Parmi ces inverses a droite, nous dirons que p est optimal si 
II Pe II d II c7e II Ve E E et Vq tel que Yq  = 1. (1.3) 
1.2. Cas des Espaces de Hilbert 
Dans le cas des espaces de Hilbert, ces problemes sont en “dualite” et 
admettent une solution unique. 
Soient en effet V’ et E’ les espaces duals de V et E respectivement (non 
identifies necessairement a V et E, ces identifications Ctant impossibles Q faire 
pratiquement pour les espaces de l’analyse). 
Nous designerons par p* le transpose de l’operateur r: 
(p*e’, u) = (e’, ru) Vu E E 
et par II l’isomorphisme de V sur son dual V 
de V. 
E f-----E’ 
(p* = r’) 
defini par le produit scalaire 
S’ = p*E 
((u, w)), = vu, f4 (04 4 est le produit scalaire de V. (1.4) 
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Nous pouvons done, a partir de la don&e de T (ou de p*) poser le probleme 
d’interpolation optimale par rapport h r darts V et celui de l’approximation 
optimale par rapport a p* darts V’. 
La solution r* du second probleme est la transposee de la solution p du 
premier, comme le montre le resultat tres simple suivant : 
THI?OF&ME 1.1. Soient S’ = p*E’ et S = A’S’. Alors r induit un iso- 
morphisme de S sur E, dont on designe par p l’isomorphisme inverse 
pe = A-lp*(rA-lp*)-l e; pE = A-S = S. (1.5) 
Alors : 
(i) jj pe 11 < /I qe 11 pour tout e E E et pour tout q tel que rq == 1 
(ii) 11 u - pru jl = I$ j/ u - pe // (1~5) 
Si r * desagne le transpose de p : 
(r*f, e) = (f, pe) pour tout ,f  de E’ et tout e de E. (1.7) 
cet operateur weriJe (si IIf II* = supU 11 u 11-l / (f, u) I) 
(9 II P*e’ II* < II q*e’ II* pour tout q* tel que r*q* = 1 
(ii) IV - P*r*f II* = 2% Ilf - P*e’ II* (1.8) 
DEMONSTRATION. On definit sur V’ le produit scalaire: 
KL a* = w’f, e9) = VW, d (1.9) 
Soit K = rklp*, operateur de E’ dans E. Puisque: 
(Ke’, e’) = (A-lp*e’, p*e’) = I/ p*e’ II2 (1.10) 
et que p* est un isomorphisme de E’ sur son image, K est un isomorphisme. 
On d&nit p par : 
p = A-lp*K-1; pE = s = /I-Is’ (1.11) 
et on vkrifie que : 
rp = r/l-lp*K-1 = KK-1 = 1. (1.12) 
Puisque le noyau R de r est I’orthogonal de S’ = p*E’, on en deduit que : 
((S, R)) = (AS, R) = (S’, R) = 0 (1.13) 
Alors (1.6) resulte du fait que S = pE est l’orthogonal dans V du noyau R 
de r. De mCme, le noyau R* de r* &ant l’orthogonal de S = pE, on en 
dtduit que S’ = ClS est l’orthogonal dans V’ de R*, ce qui implique (1.8). 
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1.3. Interpolation optimale duns les espaces de Sobolev 
Prenons D = (- co, + CO) et V = W’(Q), espace de Sobolev des fonctions 
u de L2(9) dont les d&iv&es Dju jusqu’a I’ordre m sont encore dans La(Q). 
Muni du produit scalaire 
((u, %z = ja(D + 1)“” 44 * (D + 1)” Q> dx 
z F. (;j j, Dju(x) D5c(x) dx (1.14) 
l’espace V = F(G) est un espace de Hilbert. 
L’opCrateur fl, defini par ((u, w)), isomorphisme de V = Hn”(Q) sur son 
dual V’ = H-W,Q) est &gal a 
A,u=(-D2+1)“u (1.15) 
Soit X, une suite de points de Q (finie ou non) a laquelle on associe l’ophrateur 
ru = (U(Xj)) (1.16) 
a valeurs dans l’espace E de suites scalaires (ei) de car& sommables (j par- 
court un sous-ensemble de 2) que l’on identifie a son dual. 
Alors, si a,, est la mesure de Dirac au point x 
S’ = le sous-espace vectoriel de V’ engendre par les 6, 
et 
p*e = C ej Szj . 
3 
(1.17) 
L’espace S, = A;lS’ est alors l’espace des fonctions 2m - 2 fois contint& 
ment dbrivables dont la restriction h chaque intervalle (x, , xj+J est une exponen- 
tielle-polyndme de degrt5 2m - 1. 
En effet, la solution Clementaire &(x) de /l, est Cgale B n(x) = 4 e-l@l. 
La solution Cltmentaire de l’operateur II, est done une exponentielle- 
polynome de la forme 
QJ~(~) = P(x) e-l21 
oh P(x) est un polynome de degre 2m - 2. L’espace S est alors engendre par 
les fonctions 
p),(x - xi) = P(x - x,) e-‘s-ojl. 
Si Sag est la suite de fonctions de S orthogonale a la suite topologique- 
ment libre (a,,) de S’ : 
s,3(xk) = 1 I 
0 si k#j 
si k=j 
(1.18) 
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l’operateur pe d’interpolation optimale dans H”(Q) est defini par 
pe = C e&j(x) (1.19) 
et l’operateur r* d’approximation optimale est defini par 
r*f = (( f, GnW)) 
On deduit alors du Theo&me 1.1 que : 
(1.20) 
11 pe Ilm = (j:I (D + 1)” (C e,s,i(s))’ dx)r” < II C II773 (1.21) 
i 
quelque soit la fonction 4 E Hm(.Q) vtrifiant +(3+) = ej pour tout j et que : 
Ilf - P*r*f IL G Ilf - 7 e5 hi //+ (1.22) 
quelque soit la suite (ej) (cf. [7]). 
1.4. Position du probl&ne dans le cas non hilbertien 
Pour obtenir les exemples classiques, nous allons Ctendre au no suivant 
le thtoreme precedent au cas oh V n’est pas un espace de Hilbert, mais un 
espace prehilbertien. 
L’exemple de cette situation est l’espace de Sobolev V = Hm(a, b) sur 
un intervalle borne muni du produit scalaire degenCrC : 
((% 0)) = (j; I D’%(x) I2 dx)“‘. (1.23) 
Lorsque r est l’operateur qui a toute fonction associe ses valeurs aux points 
dune suite (xJ de l’intervalle (a, b), la solution est connue : S est l’espace des 
“spline functions” de degre 2m - 1, fonctions 2m - 2 fois continfiment 
derivables dont la restriction a tout intervalle (xj , xi+J est un polynome de 
degre 2m - 1 (cf. [2], [5], [8], [16], [18] et le no 4 ci-dessous). GenCralement, 
on se donne l’espace 5’ “a priori” et on verifie la propriete d’interpolation 
optimale. Au contraire, on obtiendra ici cet espace S h partir de l’espace S’ 
(d@ni par I) et les prop&k% d’interpolation optimule et d’approximation 
opt&ale rtkulteront de l’analogue du tht!ort%ne 1. I). Un critere d’approximation 
optimale des formes lineaires a CtC donne dans [15] et les relations entre 
approximation optimale et interpolation optimale ont ettt Ctablies dans 
[19].et [20]. 
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Ces relations proviennent en fait de la dualite : il suffira de definir sur le 
dual une semi-norme qui, minimisee, redonnera le cridre de Sard [15]. Des 
generalisations (utilisant ces memes methodes “a priori”) pour d’autres 
produits scalaires se trouvent dans [12], [2], [13], [14] (cf. aussi no 4). 
Les Cnonces du no suivant sont inspires de [I], [IO], [l 11. 
2. CAS DES ESPACES PRiHILBERTIENS : iNONCE DES RlkULTATS ABSTRAITS 
Soit V un espace de ZGcchet (metrisable et complet). On se donne sur I’ 
une forme sesquilineaire ((u, v)) positive (done hemitienne), dCg&nCrCe, de 
noyau N 
N = {u E Vtels que ((u, v)) = 0 pour tout v E I’} (2-l) 
On suppose que: 
(i) ((u, v)) est continue sur V 
(ii) l’espace sCparC V/N muni du produit scalaire ((u, v)) est complet 
(iii) N admet un supplementaire topologique V, : I’ = N + Vs (2.2) 
On designera par P l’espace prehilbertien V muni du produit scalaire ((u, v)) 
et on posera 11 u /I = d((u, II)). 
Soit E un espace de FrCchet, T un operateur lineaire continu de V sur E, 
admettant (au moins) un inverse continu ri droite. On dksigne par R le noyau de Y. 
Nous demontrerons les theoremes suivants. 
THBOR&ME 2.1. (Interpolation optimale). Sous les hypothbes (2.2) et 
(2.3) 
RC V, R = noyau de Y V, = supplimentaire de N. (2.3) 
II existe we interpolation optimale unique p: c’est-h-dire il existe p v&ifant: 
(i) rpe = e pour tout e E E 
(ii) /I pe // < /I qe /I pour tout q tel que rq = 1 
(iii) II u - pru I( = rng I/ u - pe /) . (2.4) 
L’image S = pE est l’orthogonale de R duns P: 
si KS, 4) = 0, alors s=prsES (2.5) 
Soit maintenant V’ I’antidual de V, (f, v) la forme sesquilineaire mettant 
en dualite V’ et V, et A l’operateur de V dans V’ defini par le produit scalaire 
w 4) 
((u. v)) = (Au, v); n E q v, V’). (2.6) 
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On suppose que : 
L’image Vi = n(V) est un sous-espace ferme de V’ (fort) (2.7) 
THBOF&ME 2.2 (Caracterisation de S = pE). Sous Zes hypothkes (2.2), 
(2.3) et (2.7) le sous-espace S est l’image reciproque par A du sous-espace 
S’ = p*E’: si Sk = S’ n V;, 
s = n-y&s;) (2.8) 
Le theoreme 2-2 caracterise biers E’espace S : Connaissant r, done p*, done 
S’ =p*E’, l’espace S est l’espace des solutions (non uniques) de l’equation 
As = s’; s’ E s; = S’ n vi (2.9) 
Soit enfin r* le transpose de p : 
(r*f, e) = (f, pe) t/e E E, Vf E E’. (2.10) 
THJ?OR&ME 2.3 (Approximation optimale des formes lineaires). Sous les 
hypotheses (2.2), (2.3) et (2.7), 1 i existe une forme ((f, g))* positive sur V’ telle 
que r* est la meilleure approximation de p* : 
II f - p*r*f II* = 2; llf - P*e’ II* (2.11) 
oil 
Ilf II* = 4(f,fN* * 
On se donne maintenant en parametre h destine a tendre vers 0, auquel on 
associe un espace E,, et un optrateur r,, de V sur Eh , de noyau Rh , inversible 
& droite. 
Soit p, la solution du probleme d’interpolation optimale definie par le 
theoreme 2.1. 
Par les seuls arguments de transposition, on ne sait seulement que 
3% II” -Phyhu 11 =o pour tout u dans V, (2.12) 
implique que pzrzf converge faiblement vers f dans V’. 
Mais nous obtenons plus puisque les interpolations sont optimales : 
TH~OR&ME 2.4 (Convergence forte). Sous les hypotheses (2.2), (2.7) et 
Rh C VOpour tout h ou V,, est un supplementaire topologique 
de N darts l’espace (de Frkhet) V. (2.13) 
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la propritfte de convergence forte (2.12) est equivalente b 
!$llf-P~~3ll* =o (2.14) 
NOUS allons enfin donner un exemple d’une situation particulitre. Soit 
‘H un espace de Hilbert identifie a son dual par le produit scalaire (u, v) 
Soit L un operateur continu de V sur H admettant un inverse continu B 
droite T 
LTu=u pour tout u de H; LE~(V,H), T E Z(H, V) 
(2.15) 
et soit T’ le transpose de T, operateur surjectif de V’ sur H. 
Nous choisirons sur V la forme sesquilineaire positive 
((4 v) = (Lu, Lv) (2.16) 
COROLL~E 2.1. Sous les hypothkses (2.15) et (2.17) 
R C T(H) = V,,; R =nOyauder (2.17) 
il en&e un operateur p unique vtfrrifant: 
(i) rpe = pour tout e dans E 
(ii) ) Lpe 1 < 1 Lqe 1 pour tout q tel que rq = 1 
(iii) / L(u - pru) < ( L(u - pe) 1 pour tout e darts E. (2.18) 
De plus, S = pE contient le noyau N de L et est egal a: 
S=pE= TT’S’fN oic S’ = p*E' (2.19) 
Enfm, r* = p’, le transpose’ de p, vkije: 
1 T’(f - p*r*f) 1 < / T’(f -p*e’) I pour tout e’ dans E’. (2.20) 
3. DEMONSTRATION DES R~JLTATS PIUMDENTS 
3.1. Demonstration du Tht!orkne 2-1 
Considerons l’espace prehilbertien p muni de ((u, v)). 
Nous allons tout d’abord montrer que : 
R est &pare et complet dans 8. (3.‘) 
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Le fait que R soit s&pare resulte de (2.3). D’autre part, le noyau R de r 
est ferme, done complet dans V. 
L’application canonique 4 de V sur V/N induit un isomorphisme (d’aprb 
(2.3)) de V sur son image 4(R), complete dans V/N pour la topologie quotient. 
Mais p/N est un espace de Hilbert pour la norme I/ u j/ d’aprb (2.2) (i), 
avec une topologie moins fine que celle de V/N d’apres (2.2) (ii). Elles sont 
Cquivalentes d’apres le theoreme de Banach (puisque V/N est un espace de 
Frechet) et +(R) t es complet pour la norme /I u j/ , done R est lcomplet pour 
la norme induite par jj u [I dans 8. 
Puisque R est &part! et complet, il existe un projecteur orthogonal T de P 
sur R. 
Soit alors q un inverse a droite quelquonque de I, et definissons l’operateur 
p de E dans V par : 
p = q - nq. (3.2) 
Tout d’abord, p est inverse a droite de r puisque rq = 1, et rn = 0. 
Ensuite, p est independant du choix de q car si rq, = 1 et p, = q1 - nql , 
alors qe - q,e E R et pe -pie = 0. Enfin, p est optimal, car si ql verifie 
rq, = 1, alors u = qe - qle E R et par definition de p : 
II Pe II = II 9e - r9e II G II 9e - 24 II = II w II . (3.3) 
Toujours par definition de p, S = pE est orthogonal a R dans v. En fait, 
S est l’orthogonal de R. En effet, si u est orthogonal a R, il est orthogonal a 
u - pru E R et pru E S est aussi orthogonal a u - pru. Done 
et 
II 24 -pru II2 = ((% 21 -pm)) + ((P% Pru - u)) = 0 (3.4) 
u-prupruNnR=(O). 
En particulier 
NCS=pE (3.5) 
et (2.4) (iii) est v&i& puisque pr est le projecteur orthogonal sur S dans p. 
3.2. Dknonstration du thtfordme 2.2 
L’image Vi = A(V), f ermee dans V’, est l’orthogonal du noyau N de A 
(Cgal a celui de ((u, v))). Puisque ((S, R)) = 0, on en deduit que 
0 = ((S, R)) = (AS, R) (3.6) 
done 
ASC(p*E’)nV;=S’nV;=S;. 
Inversement, si s’ E Si et si s est une solution de 
As = s’ 
(3.6) 
(3.7) 
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il en resulte que s’ Ctant orthogonal a R : 
0 = (s’, R) = (As, R) = ((s, R)) = 0 
et, d’apres (2.5), s E S. 
(3.8) 
3.3. Dkmonstration du tht!o&me 2.3 
11 nous faut definir un produit scalaire ((f, g))* sur V’. Soit (I, un inverse 
continu a droite de I’application canonique 4 de V sur V/N. Alors : 
est un supplementaire topologique de N. Le transpose 4’ de $ est un opera- 
teur de V’ sur Vi = iV’- = (V/N)’ qui induit l’identite sur Vi . 
Soit d’autre part A, l’isomorphisme de V/N sur Vi deduit de A par passage 
au quotient : 
A 
v - V’ 
Vo = $(V/N) 4 
Si f et g appartiennent a V’, nous definirons 
((f, a* = wvFf7 4-1w) 
Puisque S = prS, nous avons : 
0 = (f,S -pprS) = ((1 -p*r*) f, s> 
En particulier, puisque NC S, f - p*r*f appartient a Vi et 
(3.10) 
(3.11) 
ty(f-p*r*) =f--p*r*f= A$A,'(f-p*r*f) 
On deduit alors de (3.10), (3.11) et (3.12) que : 
(3.12) 
0 =(Aq2l;,'(f-p*r*f),S) =(A,-(f-p*Y*f),~S;) 
= (G(f - P*r*f ), &i) 
Puisque d’apres (2.1 I), R C V, = $( V/N), on a : 
(3.13) 
(3.14) qs=s; 
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En effet, puisque S’ est l’orthogonal de R = $4(R), on a 
(VS’, 4(R)) = (S’, MR)) = (S’, R) = 0 
done I,YS’ C S’ n Vi et par suite (3.14) a lieu. 
En reportant (3.14) dans (3.13), on en deduit que 
((f - p*r*f, w>* = 0 
ce qui montre (2.11). 
(3.15) 
3.4. Dt!monstration du thdortbne 2.4 
Supposons (2.12). Soit f E ‘v’, ah td = $h~;l#jc appartient ii v et phrhu 
converge vers u dans p. Done : 
l,$ iif - bhyhU I/* = 0 
puisque A est continu pour les semi-normes 1) u )I et Ilf I)* et puisque Au =f. 
Mais Aphrh E Si et on deduit (2.14) du theoreme 2.3 puisque : 
Ilf - PXf II G Ilf - flPikW II 
On montre de m&me que (2.14) implique (2.13). 
3.5. Dkmonstration du corollaire 2. I 
Puisque L est continu, il est clair que ((u, w)) = (Lu, Lo) est continue sur 
l’espace de FrCchet V. Par passage au quotient, L est un isomorphisme de T/IN 
sur H et, puisque L est inversible a droite, V/N est un espace de Hilbert pour 
la norme II u II = / Lu I . L’hypothbe (2.2) est done satisfaite. 
Posons : 
v, = T(H) = TL(V); N = (1 - TL) V = noyau de L (3.16) 
et V est la somme directe topologique de V, et de N. 
L’hypothbe (2.18) implique done I’hypothese (2.3). 
Enfin, L Ctant inversible a droite, sa transposee L’ est un isomorphisme de H 
sur son image L’(H) = Vi dans V’. Puisque A = L’L, Vi = A(V) = L’(H) 
est fermC dans Ir’, et l’hypothbe (2.7) est verifiee. 
Montrons maintenant que le produit scalaire defini par (3.10) est (3.17) : 
((5 g>)* = (T’f, T’d 
oti T’ E 9( P’, H) est la transposee de T. 
Cela rCsulte de ce que : 
i+h = TT’fA,, 
(3.17) 
(3.18) 
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est l’isomorphisme de V/N sur V, reciproque de I’application canonique + 
de V sur V/N: 
am+ = ~TT’$‘A,cj(u) = #TT’Au = $( TLu) = 4(u) 
puisque u - TLu E N = noyau de L. Done : 
((5 .d)* = K4hC @,W = ((VT% WW 
= (T’f, T’g). 
Le corollaire 2.1 rtsulte alors des thhCortmes 2.1, 2.2 et 2.3. 
4. “SPLINE FUNCTIONS" 
Nous allons donner des applications du corollaire 2.1. 
4.1. “Spline functions” polynomiales SW un intervalle (a, b) 
Soit Q = (a, 6) un intervalle ouvert borne’ de la droite. 
4.1.1. Les espaces V et H et les opkateurs L et T 
Prenons : 
H = L2(Q) muni du produit scalaire (4.1) 
s 
b 
u, v) = u(x) C(x) dx; 
a 
V = H”(Q) = espace de Sobolev sur .Q. 
Lu = D’%; L est un operateur surjectif de V sur H. 
(4.2) 
(4.3) 
T,+(x) = j; (Tm-:‘f;T1 s+(t) dt; LT, = D”T,, = 1. (4.4) 
L’hypothbe (2.15) est v&ifiCe. La decomposition V = V, + N dkfinie 
par : 
+=TOLrj+(l -T,,L)~EV,,+N=V (4.5) 
n’est autre que la formule de Taylor, N &ant I’espace des polynomes de 
degrC m - 1. 
Si u et v appartiennent B V, nous prendrons done : 
((u, v)) = (D’%, Dmv) = j-” D%(x) D%(x) dx. 
a 
Nous allons dormer deux exemples d’opkrateurs r. 
(4.6) 
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EXEMPLB 4.1. Interpolation “pour des noeuds simples”. 
On considkre une suite xj (1 < j < n) de points de (a, b) et on prend : 
S’ = sous espace vectoriel fermC de V’ engendr6 par les 
mesures de Dirac S,, aux points xi. (4.7) 
En prenant E = E’ = P, on dkfinit les ophateurs Y  et p* par : 
Yf.4 = M%))l<l& (4.8) 
4.1.2. V&ijic&on de Z’hypothbe (2.17) 
Montrons que si u E R (c’est-&dire si u(x~) = 0 pour 0 <j < n), alors 
u = TLu appartient h V,, = T(H). Cela est vCrifiC db que le nombre 71 de 
points xi est supkrieur a m. En effet, soit (xi) une suite de m-points, ZJ(x) 
les polynhmes fondamentaux de Lagrange et T1 l’opkateur: 
AIors T = To - T1 est un inverse a droite de L vkrifiant (2.17). 
4.1;3. BCtevmination de S 
Puisque S’ est engendrC par les 6,! , 5’ sera engendrk par les TT’ a,, . 
Mais un calcul simple montre que $i(~) = TT’ a,, est Cgal B : 
qj(x) = 1” K(x, t) I+, , t) dt 
a 
(4.10) 
et, au point X, , la fonction +j(~) est 2m - 2 fois continament dkrivable. 
Done l’espace S est fond de fonctions 2m - 2 fois continkent dkrivables 
dont les restrictions aux interval&s (xj , x~+~) (1 < j < n - 1) sont despolyn&nes 
de degrt! 2m - 1 et la restriction & l’inte-rvalle (a, x1) un polydme de degrk 
m - 1. Ce sont les “splines functions classiques” de degrC 2m - 1 introduite 
dani PI, PI, PI, WI, PTI, WI. 
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4.1.4. Prop&X d’interpolation optimale 
Soit maintenant (sJx)) la b ase de S biorthogonale a la base (cY~,) de S’ : 
k=l 
Alors l’opkrateur p 
n 
dCfini par : 
pe = C ejsj(x) E S; pe(xj) = t?j (O<j<m) (4.12) 
j=l 
vCrifie les conclusions (2.18) du corollaire 2.1, en particulier : 
J 
.b 
/ Dnye l2 dx < 
s 
b / Dm+ j2 dx si $(xj) = ej (0 <j < m) 
a a 
4.15 PropritQt! d’approximation optimale des formes linkaires 
La transposke r* de p est dkfinie par 
r*f = ((f, sdx)))j 
et alors : 
(4.14) 
(4.15) 
j-1 
est une “formule de quadrature exacte sur les polyn8mes de degrk m - 1” 
(puisquef - p*r*f E V, = Nl). 
Nous allons expliciter la norme 11 f - p*p’f )I* = 1 T’( f - p*q’f) ( dans 
le cas oh f est une mesure de densitk p(x) 
(f, 4 = jb P(X) 44 dx a 
(4.16) 
et oh q’ est le transposk d’un opkrateur q de E dans V (si q = p, alors q’ = Y *). 
Alors : 
I T’(f - p*df) I = ;;, I (f, (1 - q) w  I 
u-. 
(4.17) 
Mais si qru = u pour tout polynBme de degrt! m - 1: 
s b = K,,?(t) u(t) dt a (4.18) 
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Oh 
K,‘(t) = j” p(x) (1 - Q& (;m-:)l;;‘e 
a 
On en deduit done que 
Ilf - p*s’f /Ix = 0: I KlYt) I2 ql: 
Tome formule de quadrature nulle sur N s’krit: 
15 
(4.19) 
(4.20) 
p*q’f = i el SEj (qy = e); qru = u si uEN 
j=l 
le corollaire 2.1 implique que la formule (4.15) est optimale au sens oh : 
lb I K;(t) 1’ dt = /If - p*r*f Ii”, < 1” / K;(t) 1’ dt. (4.21) 
a n 
Cette inegalite n’est autre que le critire de Sard [ 151 de meilleure approxima- 
tion des formules de quadrature. 
4.1.6. Autres prop&t& des Spline-functions 
Les “spline functions” polynomiales forment un “systeme de Tchebychev” 
(cf. [13] chap. XI et [14]). D’autres proprietts sont Ctablies dans [8] et [19]. 
Nous allons deduire de [3] et [4] des estimations des erreurs 1 Dm(u - pru) 1 
dans le cas oh : 
b-a 
xhj =a +j- =a+jh; oh hzb--a -. 
II n 
(4.22) 
On dksigne par ph , r,, , pz, r ,*, l&(t) = K;(t) les expressions prCcCdentes 
associkes a la suite de points (4.22). 
On a demontrt dans [3] et [4] 1 existence dun operateur qui associe a u 
une “spline function” sh(u) de degre 2m - 1 verifiant : 
(9 I Dm(u - G(U)) I d Clw(Dmu, h) 
(ii) I Dm(u - So) I < C,h” I D’% / (4.23) 
oti w(u, h) dksigne le L2-module de continuite de u et oh C, et C, sont des 
constantes independantes de h. 
On deduit du corollaire 2.1 ((2.18) (iii)) 1 es evaluations de l’erreur suivantes : 
(i) I Dm(u - pAw) I < C,@h, h) 
(ii) j Dm(u - phrhu) 1 < C,h” j Darn, I (4.24) 
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et par suite, la convergence forte de sz Kh(t)2 dt vers 0 d’apres le theorbme 2.4. 
EXEMPLE 4.2. Interpolation avec des noeuds multiples. On prend mainte- 
nant : 
S’ = sous espace vectoriel ferme de V’ engendre par les 
derivees 8ck) d’ordre k des mesures de Dirac aux points xj 
(1 <j\<n;O<k<I*j<m-l) (4.28) 
Si 
N = n=+ i pj, E=E’=cN 
j=l 
on d&kit I ‘et p * par : 
YU = (D”U(Xj)) 1 Gjdn; O,<kdcL 
p*e = i 2 l?jk8,$) 
j-1 k=O 
(4.29) 
On verifie l’hypothese (2.17) d e a meme man&e que precedemment et 1.
on deduit de la m&me facon les resultats suivants du corollaire 2.1. 
L’espace S est engendre par les fonctions : 
$jk(X) = (2-T’ 6 (ml) (x) $1 * (4.30) 
Ce sont des polynomes de degre m - 1 si x < xj et des polyn8mes de degre 
2m - k - 1 si x 3 xj , Ctant 2m - 2 - k fois continfiment derivablesau 
point Xj . 
L’espace S est done fmme’ de fonctions 2m - 2 - pi continament dt%vables 
aux points xj , &gales h des polyn6mes de degre’ 2m - 1 SW les interval&s 
Cxf 9 xi+l)* 
11 existe une fonction unique pe E S v&ifiant 
Dkpe(xj) = ejk (1 <j <n, 0 < k < /+) (4.31) 
qui est optimale (corollaire 2.1). La fonction pe a CtC explicitee par J. Cea [6]. 
Par transposition, on deduit un resultat de meilleure approximation 
pour les formules de quadrature de la forme 
e = (e,“) = qy (4.32) 
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Si f est de la forme (4.16), nous avons toujours 1’CgalitC : 
llf - p*!l’f II* = (11 I K,‘(t) I3 dt) (4.33) 
oti cette fois-ci, p* ou Y  est defini par (4.29). En prenant p = q (q’ = r*), 
nous avons une formule de quadrature optimale au sens oti / KPT 1 < / KQ7 / 
quelque soit l’operateur q de E dans V, verifiant qru = u sur N. 
Pour les propriMs de convergence, cf. [6]. 
4.2. “Spline functiod’ g&&alisf?es 
Naturellement tout ce qui precede (exemples 4.1 et 4.2) s’etend au cas ou 
l’on remplace l’operateur L = D”” par un operateur : 
Lu = DW - al(x) D?+A ..* - a,-,(x) Du - a,(x) u (4.34) 
oh les coefficients ai sont suffisamment reguliers pour que L soit surjectif 
de H”(Q) sur L2(s2). (Q est toujours un intervalle borne’.) 
On sait dans e cas que le noyau N est de dimension m. 
On construit un inverse a droite T de L de la man&e suivante. 
Soit (pour tout t E 52) n,Jx, t) 1 a solution de l’equation homogene verifiant 
les conditions de Cauchy : 
(i) L,G(~, t) = 0 
(ii) Dfr+&, t) lzst = 0 is j = 0 ,..., m - 2 
(iii) D;-lrm(x, t) jZPt = 1. (4.35) 
Alors la fonction I&(x, 5) = Y(x - 8) n,(x, 6) (06 Y est la fonction de 
Heaviside) est un noyau a droite de L (cf. [21]) et on d&nit T par : 
7r,,(x, t) u(t) dt. (4.36) 
Si l’on prend pour base du noyau N de L les solutions TV (1 < j < m) 
&&ant pour une sous-suite (xJ de m points: 
TQ(X~) = aj, (symbole de Kronecker) (4.37) 
nous avons : 
T = To - T, ; TIT = 5 TV Ib Evrl(xj 1 t) V(t) dt* (4.38) 
j=l a 
Nous pouvons alors reprendre l’exemple 4.1 (ou l’exemple 4.2). Soient S’, 
Y et p* definis par (4.7) et (4.8). 0 n montre que l’hypothese (2.17) est satis- 
faite lorsque T est dCfini par (4.38). 
‘+03/2+‘1-2 
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L’espace S est alors engendre par les fonctions &(x) = TT’ arj oh : 
-Ir r&g _- 
i 
K(x, t) K(xj , t) dt (4.39) 
0 
Oh 
K(x, t) = l&(x, t) -- c Tj(X) l&(x2”, , t) 
j=l 
Ces fonctions sont 2m - 2 fois continument derivables en xi . 
Le m&me raisonnement que precedemment montre que si f E V’ est de la 
forme (4.16), la norme de f - p*q’ s’ecrit 
llf - p*q’ I/* = I&’ I 
oh lorsque qru = u pour tout u de N: 
K,?(t) = J-” p(x) (1 - qr), 7r&x, t) Y(x - t) dt. 
a 
(4.40) 
(4.41) 
EXJXMPLE 4.3. Supposons que les fonctions ui(x) = aj de (4.34) soient 
constantes et soient aj les q racines distinctes de multiplicite mj du polynome 
p - aJm-l - a.* - a,,-,6 - a,, , On sait alors que le noyau Nest engendre 
par les 
xke”j” (l~j~q,O$k$m,-l,~mr=m). 
j=l 
Soit 
B m,-1 
7Tm(X) = C C CjkXkeqjz 
I=1 k=O 
la solution homogene vCrifiant : 
r,(a) = Dq&) = **a = P%rm(a) = 0; 
L’operateur T est alors defini par 
D+%r&) = 1 (4.42) 
T,u = 
s 
a! v,(x - t) u(t) dt. (4.43) 
n 
On deduit de (4.39) et de (4.43) que l’espace S est forme’ de fonctions 2m - 2 
fois continament dirivables, kgales SW chaque intervalle (xi , x~+~) h des exponen- 
tielles polyn&nes de la forme: 
gl (@%(x) + e*j”Q&)> 
ou Pj et Qj sont des poZyn6mes. 
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EXEMPLE 4.4. L’utilisation du corollaire 2.1 redonne tous les resultats 
de [14] ou [13], chap. XI, oh on construit un optrateur di&rentielL dont le 
noyau N est fixC a l’avance. 
Soit 3-I ,..., ‘rr,(x) m fonctions wz fois continhment derivables strictement 
positives drifiant : 
(i) D%rk(a) = 0; p = 0, l,..., k - 1; k = 1, 2,..., m 
(ii) Pour tout k, le Wronskien ?V(ri ,..., ~7~) (t) est strictement positif 
sur [a, b]. (4.45) 
D’apres [13], chap. XI, il existe des fonctions IVr(x),..., W,(x) strictement 
positives telles que : 
Si Li est l’operateur differentiel : 
(4.47) 
Nous avons les relations : 
(9 L&,-1 *a’ L,7rj,., = wj,l 
(ii) LjLj-, *a* Lpj = 0 (4.48) 
Done le sous-espace N engendre par les fonctions nj(x) est le noyau de 
l’operateur differentiel : 
L = LmLmwl **a L, (4.49) 
La fonction : 
7rm(x, t) = W,(x) j: W&l) **- j:“-2 Wm(tm-1) 4 ‘** 4w, (4-W 
definit alors un operateur To inverse a droite de L par : 
T&(4 = j: b n-,&x, t) u(t) dt = s 
Y(x - t) q&c, t) u(t) dt. (4.51) 
cl 
ConsidCrons les fonctions rk(t) associces aux fonctions 
w, , w, ,+**, Kn , 1, wnl ,**-, w, (4.52) 
par les formules (4.46). 
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Alors l’espace S engendre par les ,fonctions c#~(x) de la forme (4.39) avec 
v,,Jx, t) defini par (4.50) sont des fonctions 2m - 2 fois contintiment derivables 
dont la restriction a rhaque intervalle (,xi , xi i-1) est une combinaison lineaire 
des fonctions rli (1 + h < 27n - 1). 
Le corollaire 2.1 redonne alors saris autre dkmonstration les r&hats de [ 141 
sur les propriCtCs d’interpolation optimale et de meilleure approximation 
des fonctions de l’espace S. 
4.3. Spline functions SW la droite ou la demi-droite 
Si Sz = (0, co) ou (- co, $ 03), l’opkrateur DnE n’est plus surjectif de 
H”(Q) sur L2(Q). 
Pour cela, nous allons prendre pour espace V l’espace des fonctions locale- 
ment de car& sommables, ainsi que ses dCrivCes jusqu’a l’ordre m - 1, 
dont la dCriv6e d’ordre m est (globalement) de carrC sommable. 
A tout intervalle born6 K contenu dans Q, on associe la seminorme 
n-1 . 
pe(u) = (& J K I Dju(x) ix dx + 1, i D%(X) I2 dx)“‘. (4.53) 
Muni de ces semi-normes, l’espace V est un espace de Frkhet (cf. [9]). 
Dans ce cas l’opkrateur 
Lu = D”‘u (4.54) 
est un opkrateur continu surjectif de V sur H = L2(Q), dont le noyau N 
est l’espace des polynBmes de degrC m - 1 et dont un inverse g droite est 
dCfini par (si par exemple .Q = (0, 00)) 
(4.55) 
On peut alors, cette modification de l’espace V &ant faite, rkobtenir les 
mCmes rksultats que prkkdemment. 
Si I’espace S’ est engendrk par des mesures de Dirac, l’espace S obtenu 
est formi de fonctions 2m - 2 fois contindment ds@rentiables qui sont sur 
chaque intervalle (xj , x~+~) des polynomes de de@ 2m - 1. 
4.4, Splineyfunctions dans le domaine d’un gbkateur infinitesimal 
d ‘un semi-groupe 
Soit H un espace de Hilbert (identifik g son dual). On se donne un semi- 
groupe G(t) sur H fortement continu sur H. 
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Soit A son generateur infinitesimal; quite a multiplier G(t) par emt avec w 
convenable, on peut toujours supposer que /l est un isomorphisme de son 
domaine sur H. 
Nous prendrons pour espace I’ = o(.W) le domaine de la puissance 
mieme de (1 et pour operateur L continu surjectif de I’ sur H l’operateur 
L = A”“. 
L’inverse de i17’l = L est I’operateur T”’ defini par : 
T*‘u = 
J 
; &T;)! G(t) u dt. (4.56) 
Soit K un Clement de Y’. Definissons l’operateur u par la donnee d’une suite 
t j  de nombre positifs : 
YU = ((G(rj) II, Iz))~ (4.57) 
Le sous espace S’ est done engendre par les elements G’(ti) k oti G’ est le 
semi-groupe transpose de G (operateur continu de H dans lui-mCme et de V 
dans lui-m&me). Si 4 est une fonction a support dans [0, co], nous poserons : 
G(4) e = jm G(t) e$(t) dt 
0 
si cette expression a un sens. Avec cette convention : 
T” = (m ! l)! G(t”-‘); T”’ = (m 1 1 )! G’(t”-l) 
et l’espace S est engendre par les elements de I’ de la forme 
#j = G(t”-l) G’((t)“-l) G’(tj) k (4.58) 
D’aprb le theoreme 1.1, l’operateur p est l’inverse de u a valeurs dans S. 
II existe done un element pe unique de S verifiant : 
(i) (G(tj)pe, k) = ej pour tout i 
(ii) I Amp I < I A”+ I pour tout 4 vtrifiant (4.59) (i) (4.59) 
En prenant H = L2(R), G(t) 1 e semi-groupe des translations multiplie par 
ez et k = 6, on retrouve l’exemple 1.1. 
5. SPLINE-FUNCTIONS DE PLUSIEURS VARIABLES 
5.1. L’espace V 
Soit V un espace de Hilbert de distributions, I” son dual. Plus prtkisb- 
ment, si B(Q) designe l’espace des fonctions indefiniment differentiables & 
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support compact et si W(Q) designe son dual, espace des distributions sur LI, 
nous supposerons que : 
v c 9’(sz); 9(Q) c V’; B est un ouvert de R”. (5.1) 
Soit (1 l’isomorphisme de V sur son dual I/‘, A-* son inverse. D’aprb (5.1), 
/l est un operateur continu de L@(Q) dans P(Q). D’aprts ie theortme des 
noyaux de Schwartz, il existe une distribution G(s, y) sur I’ouvert 9 x D 
telle que : 
pf = .c G(x, Y)~(Y) dr (5.2) n 
pour tome fonction f de 9(Q) (cf. [22]). 
En particulier, si on designe par V, I’adherence de 9(Q) dans V’, l’opera- 
teur (1-r s’tcrira sous la forme (5.2) pour toute f de Vi. 
5.2. Un exemple de problt?me d’interpolation optimale 
Supposons que : 
les mesures de Dirac 6xj appartiennent a Vi (xi E Q). (5.3) 
Definissons alors l’operateur r par : 
ru = (u(xq)j . (5.4) 
Aiors I’espace 5” est l’espace engendre par les mesures de Dirac 6xj. On 
deduira alors du theoreme 1.1 que I’espace S est engendre par les fonctions 
C&X) dkfinies par : 
vj(x) = G(x, x5) (5.5) 
et que l’operateur p d’interpolation optimale est de la forme : 
pe = 1 e,s,(x) 
avec : 
s&) = C a,.&(~, x”); T ajskG(x’, x”) = a,,, . (5.7) 
k 
Une formule de troncature p*r*f = C, e, 6xj est optimale (pour la norme 
de V’) si : 
ej = (f, 4-4) = c ai.k(fp G(x, x”))- 
k 
(5.8) 
Nous allons gCnCraliser les rCsultats du numero 1.3 dans les deux directions 
e&antes ; 
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5.3. Cas des espaces de Sobolev SW Rn 
Considerons les espaces de Sobolev Hk des fonctions u de L2 = L2(Rn) 
dont toutes les d&iv&es jusqu’a I’ordre k appartiennent a L2. L’opCrateur 
A= --$+1)” 
( 
oh -d=-5D,2; Di -$ (5.9) 
i=l 2 
est un isomorphisme de Hk sur son dual Hek. 
Le noyau G(x, y) = L,,(x - y) de (1-r est Cgal a : 
h& - y) = 7 Pf(l x - y F2 &42(2n I x - y I)) (5.10) 
oh K est ici la fonction classique de la theorie des fonctions de Bessel, (cf. [21], 
chap. II, 3) et j x - y 1 = (xi (xi - YJ~)~/~. D’autre part, Hk est un espace 
de fonctions continues si, d’apres le theoreme de Sobolev : 
R-+>O. 
Done pour ce choix de l’espace V, l’espace S des “spline functions” de 
plusieurs variables est l’espace engendre par les fonctions : 
y+.(x) = L,,(x - xi). 
5.4. Autre exemple d’espace V 
Soit q = (ql ,..., qn) un multientier positif. Nous dirons que j < q si 
jl < ql ,...,j, < qn . 
Prenons pour espace V l’espace de Hilbert H(D*) des fonctions ZJ de L2 
dont les derivees Dju appartiennent a L2 pour j < q, muni du produit 
scalaire : 
(5.12) 
L’operateur A est alors l’operateur differentiel : 
A = (- D12 + I)” ..* (- 0,’ + l)am. (5.13) 
Le noyau de (1-l est la fonction G(x, y) = Mk(x - y) oh 
Mk(x) = pl(xl> p2(x2) “’ pn(xn) ’ exP(- (1 %l 1 + *" -k 1 % 1)) 
ou les Pi(xi) sont des polyn6mes de de@ 2qr - 2, 
(5a14) 
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L’espace S des “spline functions” pour ce choix de I’espace V est l’espace 
engendre par les fonctions : 
F~(x) =: PI(.q -- x1]) .** P,,(m,, - x,J), exp(- (: .rl - .x,’ ~ -+ ... t- I .T,, --- x,,~ ~)). 
(5.15) 
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