Pilot studies are highly recommended in experiments with animals when little is known about the anticipated values of the mean of the variable under study, its variance or the probability of response. They are also recommended to test the feasibility of the animal model or the experimental technique. However, the sample size required for a pilot study has received little attention and typical sizes practically used go from 5 to 20 animals disregarding any statistical consideration. Pilot studies are a particular case of precision driven experiments in which the sample size is designed according to a desired precision. In this article we provide some statistical guidance on the selection of the sample size of a pilot study whose driving force is the accuracy desired for the determination of the unknown parameters. We provide formulas and design tables for the sample size when trying to determine the standard deviation of a population, its mean, the probability of a certain feature or event, the correlation between two variables, and the survival time before an event occurs. All the calculations performed in this article can also be freely performed on the web through the online calculator available at http://i2pc.es/coss/Programs/SampleSizeCalculator/index.html. An immediate consequence of our analysis is that typical pilot sizes (5-20) are normally result in a very small precision and that the researcher should be aware of this fact before carrying out a pilot study.
Introduction
Pilot studies constitute the accepted way to acquire basic knowledge about an experimental condition or response that is studied for the first time and about which nothing is known. They are also used to evaluate the viability of an animal model to study a particular experimental condition or to determine the feasibility of some new experimental procedure with animals. When the pilot study is performed with statistical purposes, the goal of a pilot study is normally to provide a range of values for the parameter under study (normally means, standard deviations, proportions, correlations or mean time before an event occurs). This goal is shared by those experimental studies whose main purpose is to provide a confidence interval on a parameter of interest. Although from the statistical point of view, this problem is well known, experimental researchers are not so familiar with it. They are normally used to the standard scientific experimentation in which an hypothesis test is performed at the end of the experiment to ascertain whether the response to the treatment is significantly different from the basal response, or if two bacterial strains significantly differ in their infectious capacities, or if the proportion of respondents has significantly increased. Regulation of animal experimentation has, in the recent years, emphasized the need of a correct statistical design for the approval of the study by the ethical committees. And researchers are slowly incorporating a statistical experimental design (including the sample size) in their applications. However, this design is largely driven by the hypothesis test that ultimately will decide upon the success or not of the research hypothesis. This approach is correct when the experimental setting is relatively known and small variations of previous experiments are addressed. For instance, the response and characteristics of the control group are normally well-known and the desired response of the treatment (the effect size in statistical terms) can be easily established with respect to what is known about the control condition and the response to other treatments, strains, etc.
When very little is known about the typical response or size of the variable of interest, researchers feel a little bit lost. They know they need a pilot study, but its size is widely unknown. They simply "want to see" the result and they arbitrarily select a number of animals that ranges from 5 to 30 (depending on the experiment cost, its complexity, duration, etc.). For example, a sample size of 12 per group has been suggested as a rule of thumb [6] . While this number may be appropriate for many experiments (it was derived for the comparison of the means of two groups), it cannot be blindly adopted for any kind of experiment. Normally, researchers are unaware of the statistical consequences of their choice. For instance, if they perform a pilot study with 5 animals to study the proportion of animals responding to a given treatment and 1 of them actually responds (that is an observed proportion of 20%), then the 95% confidence interval of the true responding probability goes from 0.5% to 71.6% (see Supplementary Table 6 ). That is, with probability 0.95, the true proportion is within this range, which, as can be seen, is not very enlightening about the effectiveness of the treatment (all we know is that it is very unlikely that the large majority, say 90%, of the population will benefit from it). However, it should be noted that pilot studies are not meant to draw research conclusions. Rather, they are meant to establish approximate ranges of the parameters under study. In some papers [2, 14] , it has been suggested to reduce the confidence level from 95% to a lower value, resulting in a lower number of samples.
With these limitations in mind, in this article we collect the most common cases encountered when designing a pilot study. By far, the three most typical objectives, from the statistical point of view, to design a pilot study are to give an acceptable range for the standard deviation, or mean of a variable of interest, or for the proportion of individuals exhibiting a given characteristic. Less common are the pilot studies whose objective is to determine the correlation of a given variable, or the mean time before an event (infection, cure, death, ...) occurs (for space reasons, these latter two cases have been moved to the Supplementary Material). However, for completeness, we have also included these two cases in the article. The aim of the article is double. On one hand, it aims at serving as a one-stop reference for the design of pilot studies (many other articles have addressed specific aspects of this problem, but the information is scattered in different articles and even scientific domains [7, 9, 15, 8, 12, 5, 1, 16, 17] ). Given the desired accuracy and confidence level, we provide tables with the required number of samples. In most cases the accuracy is specified as a percentage of the magnitude to be estimated and not in natural units. We realize that many of these sample sizes are unrealistically large for a pilot study. However, this is intentionally done to make the researcher aware of the constraints imposed by a too ambitious design. On the other hand, the second aim of the article is to give feedback to the researcher on the precision obtained if typical pilot sizes (between 5 and 20) are chosen. There is nothing wrong with these sizes as long as we are aware of their accuracy and this accuracy suffices for our research purposes.
It should also be noted that the sample sizes calculated in this article are based on precision requirements. In this way, the sample size is independent of the animal species under experimentation (an experiment with 8 mice is typical, with 8 zebra fish would be considered clearly insufficient, and with 8 primates would normally be considered a large experiment). However, from the statistical precision point of view, they all have the same precision (note that in our approach the precision acts normally as a multiplier of the observed variability; meaning that any experimental procedure aiming at reducing this variability helps to reduce the confidence interval and our uncertainty about the underlying true statistical parameter). A different issue is the similarity of the species to human or the relevance of results in that animal model. Actually, to increase the relevance of the experimental findings it is normally recommended to use different strains of the animal model rather than increasing the sample size using only one strain.
We provide formulas for the calculation of the sample size when the experiment objective is determining a confidence interval for the standard deviation, the mean, the proportion, the correlation between two variables and the mean lifetime. Some of these formulas are not easy to calculate by hand (although some approximations are relatively simple to handle and good enough to have an or-der of magnitude, that is a value in the same range as the exact value computed from the more complicated formula). We provide tables using those formulas trying to cover the most common desired accuracies and confidence levels. We have calculated these tables with the help of the program Pass 14 (PASS 14 Power Analysis and Sample Size Software (2015). NCSS, LLC. Kaysville, Utah, USA, ncss.com/software/pass) and they can be freely replicated at the online calculator at http://i2pc.es/coss/Programs/SampleSizeCalculator/index.html, which has specifically been designed for this article.
For each experimental case, we provide three sections: 1) Typical scientific questions, in which we pose some questions that try to help the researcher to identify his/her case; 2) Statistical derivation (in the Supplementary Material), in which we give the formulas required for the sample size calculation (practitioners may skip this part, although it is recommended to know the assumptions under which the sample size has been calculated and under which it gives a good answer to the experimental problem); 3) Worked example, in which we use the tables for each case in order to illustrate an example of how to use them. For each experimental case in the Supplementary Material we provide all the details about the assumptions performed during the derivation of the sample size formula. One of the key assumptions in many of them is the normality of the observed data. Small violations of this assumption does not rend useless the calculated sample size. These violations cause a distortion in the confidence level associated to the sample size (for instance it may shift from the typical 95% to 90% or 97%, depending on whether the true underlying population has fatter or narrower tails than the Gaussian). Large violations of the normality assumption may severely compromise the sample size calculation.
Animals
Not applicable.
Materials and Methods

Pilot study to determine a standard deviation
Typical scientific questions:
• What is the variability of a gene expression level under a specific condition?
• What is the variability of mice or strain response to a certain drug?
Many pilot studies aim at determining a sensible range of the variance of a given variable when there is no prior information about it. Variance is the square of the standard deviation, so talking about variance and standard deviation is about the same concept; however, computing confidence intervals for the standard deviation has the advantage that the standard deviation has the same units as the measurements (and not squared units), and makes the experimenter more familiar with the absolute values she is used to observe. How many samples do we need to determine its standard deviation with 10% of accuracy and a level of confidence of 95%? We will refer to the 10% of accuracy as δ (=0.1) and the confidence level will be referred to as 1 − α (for instance, if the confidence level is 95%, then α = 0.05). As shown in the Supplementary Material, the relationship between the sample size, N, and the precision is
and the confidence interval for the true standard deviation, σ 0 , is
where χ 2 p,N −1 is the p-th percentile of the χ 2 distribution with N − 1 degrees of freedom.
Supplementary Table 1 shows the sample size for some common values of δ and α. Conversely, we may calculate the accuracy for some typical pilot sample sizes (Supplementary Table 2 ).
Worked example:
In our example, to achieve such a high accuracy (δ = 0.1) we would need 234 samples (Supplementary Table 1 ). This number is way too far from the commonly accepted pilot studies, revealing how unrealistic was our original aim of determining the standard deviation with a precision of 10%. If we are willing to use only N = 5 animals in our pilot study, then the accuracy would drop to δ = 187.36% (Supplementary Table 2 ). This means that the confidence interval [0.5991s, 2.8736s] contains the true standard deviation with probability 95%. That is, one of the confidence limits can be as far as 1+δ = 2.8736 away from the sample standard deviation. This is the meaning of an accuracy larger than 100%, the accuracy is a number that helps to construct the upper limit, in the case of the standard deviation, of the confidence interval; as such, this number can, without any inconsistency, be larger than 100%. Note that the confidence interval is not symmetric, meaning that the confidence interval is not s(1 ± δ), which would result in a negative lower limit that does not make sense for a standard deviation.
Remark that this confidence interval is defined using the observed variability. In this way, any experimental technique aimed at reducing the observed variance (blocking variables, more precise measurements, etc.) will help to reduce the uncertainty about the true underlying variability. This result is also independent of the type of animals being studied (outbred, inbred, different strains). In practice, different strains have different variability. This will result in a different observed standard deviation, s, which is used to construct the confidence interval. Note that our choice of the sample size, N, determines the coefficients that multiply s. Larger Ns imply multiplication coefficients closer to 1, so that the confidence interval is narrower.
Pilot study to determine a mean
• What is the mean gene expression level under a specific condition?
• What is the mean response of mice or a strain to a certain drug?
In this kind of experiments, the goal is not to determine the variability of a random variable, but its mean value. As can be seen in the statistical derivation in the Supplementary Material, the most convenient way of designing these pilot studies is by choosing an accuracy that is a fraction of the sample standard deviation. As shown in the Appendix, the relationship between the sample size, N, and the precision, δ, is
where 1 − α is the confidence level of the confidence interval,μ the sample mean and s the sample standard deviation. Note that δ represents a fraction of the sample standard deviation. For instance, δ = 0.2 implies that our goal is to determine the mean with a precision that is 20% of the standard deviation of the population being studied. In the case of the mean, the confidence interval is symmetric (μ ± sδ). However, this is not the general case for most statistical parameters.
Supplementary Table 3 shows the sample size for some common values of δ and α. Conversely, we may calculate the accuracy for some typical pilot sample sizes (Supplementary Table 4 ).
As an example, let us assume we want to determine the population mean with a precision of δ = 0.2 and a confidence level of 95%, then we need N = 99 animals in our experiment. Alternatively, if we use N = 5 animals, then the maximum achievable accuracy with the same confidence level is δ = 124.17% (this means that, with a probability of 95%, the true mean is at most 124.17% times the sample standard deviation away from the sample mean). Note that our precision is defined as a fraction of the sample standard deviation. In this way, any experimental action aimed at reducing the sample variability (controlling the animal strain or the experimental conditions) will result in narrower confidence intervals.
Pilot study to determine a paired difference
• What is the mean difference between the blood pressure of an animal with hypertension before and after a new treatment?
• What is the mean difference between the weight of several pairs of homozygous mice when they are given two different diets?
In these experiments, an animal (or a genetically identical animal in the same condition because environment has an influence on the response) serves as its own control and the goal is to determine the effect size of a given treatment. Sometimes, paired data is acquired using the same strain with and without treatment. However, to effectively serve as control, all experimental conditions between the two groups of animals should be as similar as possible (same diet, same technical staff, both experiments performed in the same days, ...). Reference values for that strain do not serve as control because this data values have been obtained in a different laboratory with many differing variables (diet, staff, circadian rythms, ...). These experiments can be designed following the same principles as the experiments trying to determine a mean. The key is to note that the variable of interest is the difference between two random variables:
where X 1 is the blood pressure before the treatment and X 2 after the treatment, for example. We can calculate this difference for each animal (analogusly, each homozygous pair in the example with two diets) participating in the experiment.
The variable D has a true mean difference, µ D , and an observed mean difference, µ D . Let us call as s D to the observed standard deviation. The accuracy, δ, is defined exactly in the same way as in the previous section (Pilot study to determine a mean), and the confidence interval is also similar
This time, N is the number of pairs of measurements we need to collect. If the two measurements are obtained from the same animal, then N is the total number of animals. If the two measurements are obtained from two genetically identical mice, then N is the number of paired groups. Supplementary Tables 3 and 4 are also valid for the case of paired samples. Worked example:
As an example, let us assume we want to determine the effect of a drug on blood pressure. For doing so, we will measure the blood pressure of an animal before and after the drug administration. We want to determine the population mean difference with a precision of δ = 0.2 and a confidence level of 95%, then we need N = 99 animals in our experiment (each animal will be measured twice, once before the treatment and once after the treatment). Alternatively, if we perform the pilot study with N = 5 animals, then the maximum achievable accuracy with the same confidence level is δ = 124.17% (this means that, with a probability of 95%, the true mean difference is at most 124.17% times the sample standard deviation away from the sample mean difference).
3.4. Pilot study to determine a proportion expected to be between 10% and 90% Typical scientific questions:
• We want to determine, with a confidence level of 95%, which is the proportion of a population of mice having a particular genetic variant (we expect this proportion to be about p = 15%) with a precision of δ = 5% (i.e., the true proportion is within a range of ±5% about the observed proportion with probability 95%).
• We want to determine, with a confidence level of 95%, which is the proportion of a population of mice with a particular kind of cancer to survive after 6 months.
Lethal dose 50 (the dose at which 50% of the animals die by toxicity) does not fall within this experimental design. Normally these studies are performed by a sequential increase/decrease of the dose and the statistical design in this case follows a different reasoning [10, 13] .
As shown in the Supplementary Material, the exact confidence interval for the true proportion, p, when the observed proportion isp is
where F y;m,n is the y-th percentile of Snedecor's F with m and n degrees of freedom. The exact expression does not easily lend itself to give a clear relationship between the sample size and the precision. Under certain conditions (see Supplementary Material), this confidence interval can be approximated by the interval
With this approximation, the precision is
It may sound counter-intuitive that before performing the pilot study that aims at determining the sought proportion, we need to assume in which range this proportion may be. Unfortunately, unlike the designs for the standard deviation and the mean, the design formulas need to make a prior assumption about the expected value of the observed proportion,p. If no prior information exists at all about the expected proportion, then we may design the experiment in the worse case withp = 0.5 (note that at this value we have the least precision). Supplementary Table 5 shows the sample size for some common values of δ and α. Conversely, we may calculate the accuracy for some typical pilot sample sizes (Supplementary Table 6 ).
In our example, the genetic variant is presumed to be about p = 15% and the desired precision δ = 5%. Assuming a confidence level of 95%, we look up Supplementary Table 5 to realize that we need to check 215 animals (if we now perform the experiment with 215 animals and we observe a proportion ofp = 15%, then the 95% confidence interval will be between 10% and 20%). If we cannot afford more than N = 20 animals, and the observed frequency isp = 15%, then with probability 95%, the true probability is within the range [3.2,37.9]% (Supplementary Table 6 ), that is the expected precision with only 20 animals is about δ = 37.9−15 = 22.9%.
3.5. Pilot study to determine a proportion expected to be below 10% or above 90% Two-sided intervals Typical scientific questions:
• What is the prevalence of a rare disease in a population of animals?
For rare diseases or infrequent adverse effects, the design tables of the previous section are of little use, because the precision in the determination of the proportion is well beyond the proportion itself (for instance, there is little use in determining the prevalence of a rare disease asp = 1% if the precision is δ = 5%, that is, the confidence interval for the prevalence is [0,6]% while the prevalence estimate itself is 1%; the same applies for very frequent features, p = 99% whose confidence interval would be [94,100]%; an application example would be animals that are normally resistant to a bacterial strain). In these cases, it is better to construct a confidence interval whose precision is a fraction of the expected frequency, δ = kp (with 0 < k < 1, in our example it is much more useful to say that the prevalence is in the range [0.5,1.5]%) [12] . This is an example of a two-sided confidence interval. The exact formula in the section above are still valid (the Gaussian approximation may be not if the sample size is not large enough).
Supplementary Table 8 shows the sample size for some common values of k and α. Conversely, we may calculate the accuracy for some typical pilot sample sizes (Supplementary Table 9 ).
In the example above, in which we wanted to determine the prevalence of a rare disease (expected to be about 1%) with a precision of 0.5% and a confidence level of 95%, we need to check 1,741 animals (see Supplementary Table 8 and note that 0.5% is 50% of the nominal expected proportion 1%). This huge number is a direct consequence of a very low prevalence.
One-sided intervals
1. We are developing a new vaccine and we want to know an upper bound of the proportion of animals that get infected when they are exposed to the pathogen. We expect this upper bound to be smaller than 1%. 2. We want to know an upper bound for the proportion of animals in our animal facility with a given bacterial strain in their guts. We expect this upper bound to be smaller than 2%. 3. Can I detect an infection in my animal facility (regular checks are needed for disease controls)? It is assumed that all cages have the same infection probability. 4. Our animal experiment must be carried out by a third party. We want to estimate an upper bound of the proportion of samples that will be spoiled by a misunderstanding of the instructions. We expect this proportion to be below 5%. 5. We want to know an upper bound for the proportion of animals having adverse effects with a given drug. We expect this upper bound to be smaller than 1 animal in 1000. 6. We want to know a lower bound for the proportion of animals that are correctly labeled in our animal facility. We expect this lower bound to be larger than 99%.
In these examples, we are interested in one-sided confidence intervals. The construction of these intervals requires a different mathematical treatment and, as in the two previous sections, we also need a prior assumption about its expected value. In the Supplementary Material we provide formulas for low proportions (as in the example of the vaccine, the proportion of infected animals) and high proportions (as in the example of correctly labeled animals). However, we can always turn a problem with high proportion into one of low proportion (for instance, by studying the proportion of incorrectly labeled animals instead of correctly labeled ones). For simplicity, we will present the low proportion case in the main text and both cases in the Supplementary Material. As shown in the Supplementary Material, if the expected proportion, p, is very low the exact confidence interval is
This formula is inconvenient for manual calculations. Ifp = 0, that is we have not observed any animal with the studied property (infection, incorrect label, ...), then the confidence interval can be calculated (exactly) as
If we are designing the experiment, it is easy to derive
where p U is the expected upper bound of the proportion (that is the confidence interval is expected to be [0, p U ]). This strategy is called zero-acceptance experiment and it is the standard procedure for instance for disease controls in animal facilities. This formula can be easily calculated. However, in Epidemiology there is a widespread approximation known as the rule of three based on a χ 2 approximation to the zero-acceptance problem. The result is
which is the well-known rule of three. Remind that this rule was derived under the assumption that we will observe N animals, if none of them is infected, then we accept the alternative hypothesis. Supplementary Table 10 shows the sample size required for one-sided intervals and several typical limits.
In the example of the new vaccine, in which we expected the proportion of infected animals to be below 1%, the 95% confidence interval constructed after the experiment will have this precision if we use N = 299 animals and we do not observe any infection in this group.
For disease controls it is typical to use 10 animals. This would allow us to construct a confidence interval [0, 0.2996], that is if we observe 0 infections amongst the 10 animals, the disease may still have a prevalence in the animal house as high as 29.96% and simply due to bad luck in our sampling we did not observe any of the infected animals. In practice this situation is ameliorated because the cage beds from many cages are used to house for a period the 10 animals to be tested in the disease control. In this way, if there is an infection in the animal facility, there is a higher chance to be detected (in a way, these 10 animals are representative of a larger number of animals). However, this is not an ideal situation because not all infections are equally transmitted through the cage bed.
Results
Discussion
The sample size required for a pilot study has been designed in this article as a function of the desired accuracy and the confidence level with which we want to construct a confidence interval containing the true parameter of the underlying distribution. More accurate and confident intervals will require larger sample sizes. In many cases, the sample size for a desired accuracy and confidence level becomes unrealistically high. And in many of these occasions researchers will most likely opt for a typical pilot size somewhere between 5 and 20 animals. This is statistically correct as long as researchers are aware of the accuracy achieved with their sample size. We have given tables showing the accuracy achieved for different situations (pilot study for the standard deviation, for the mean, proportions, ...). As long as the accuracy achieved suffices for the research purposes, there is no objection in its use. However, there are situations like estimating very low proportions or relatively weak or moderate correlations in which the resulting confidence interval is almost useless (not much is known about the true underlying proportion or correlation after the experiment has been finished).
This article provides a statistical guide for the design of pilot studies, which in many applications to the ethical committees seem to be totally unguided under the assumption that just a few animals (5-20) suffices, in all circumstances, for the purpose of having an estimate of any parameter of interest. We have highlighted that depending on the expected results, this number may be too low resulting in a waste of research budget and animal lives. Actually, the statistical information gained by a small number of animals is in some cases so small that one may wonder whether pilot studies are ethically justified and a similar level of precision could not be achieved by analysis of preexisting experiments reported in the scientific literature. On the other side, pilot studies may be justified to gain familiarity with the experimental procedure and material, to verify the logistics for a future larger study, to check that the staff is sufficiently trained to perform the procedures, that the instructions are clear, and that all the steps proposed are feasible. A different story are those studies, whose aim is to set a confidence interval on a parameter under study, always bearing in mind a tradeoff between the required precision and the ethical cost of carrying out an experiment whose consequences for the animal lives are not negligible.
All the calculations performed in this article can also be freely performed on the web through the online calculator available at http://i2pc.es/coss/Programs/SampleSizeCalcula [11] Mathews, P., 2010. Sample size calculations. Mathews Malnar and Bailey, Inc.
[12] Naing, L., Winn, T., Rusli, B., 2006. Practical issues in calculating the sample size for prevalence studies. Archives of orofacial Sciences 1 (1), 9-14.
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Supplementary Material
Pilot study to determine a correlation Typical scientific questions:
1. Is there any relationship between the expression level of this gene and blood pressure? 2. Is there any relationship between air contaminants and breath capacity?
Pearson's correlation coefficient is aimed at detecting linear relationships between two continuous random variables (those whose answer is not categorical (yes, no; present, absent; red, green, blue) or a rank (none, little, medium, large, huge)). It is important that the two variables are random, meaning that the experimenter cannot fix any one of them (for instance the relationship between drug dose and its physiological effect cannot be analyzed by Pearson's correlation, because the experimenter normally is setting the dose). The goal of the pilot study is to determine a confidence interval for the correlation coefficient. The correlation coefficient is a number between -1 and 1, whose absolute value determines the strength of the correlation (0=there is no linear correlation, 1=the two variables are perfectly (positively or negatively) correlated). Qualifying the strength of the correlation coefficient largely depends on the scientific domain (a correlation of 0.5 may be large in one domain and small in another). In the biomedical domain, there is no accepted nomenclature for the different strengths. If we borrow it from behavioral science [3][p.79], we may refer to correlations whose absolute value is below 0.1 as nonexistent, between 0.1 and 0.3 as small, between 0.3 and 0.5 as moderate, and above 0.5 as large. However, these are mere labels and the importance of the correlation in each scientific problem has to be ultimately determined by the researcher. Figure 1 shows datasets with different correlation coefficients to illustrate these limits.
As in the case of proportions, we need to assume an expected observed correlation, r, and the confidence interval for the correlation is (see the Supplementary Material for details)
From this confidence interval and the desired accuracy, δ, defined as the total width of the confidence interval, we may calculate the number of samples needed. Supplementary Table 11 shows the sample size for some common values of δ and α. Conversely, we may calculate the accuracy for some typical pilot sample sizes (Supplementary Table 12 ). Worked example: Let us assume we are interested in studying what we suspect is a moderate correlation between the expression level of a given gene and blood pressure. We expect the correlation to be about 0.3. If we carry out a standard pilot study with about 20 animals, then the 95% confidence interval would be [−0.16, 0.66] (see Supplementary Table 12 ). That is, it goes from a small negative correlation (ρ = −0.16), through no effect (ρ = 0), to a relatively strong positive correlation (ρ = 0.66). The consequence is that our pilot study is not too clarifying. If we want to construct a confidence interval of a width of δ = 0.2, we would need to analyze at least 320 animals (see Supplementary Table 11 ).
Pilot study to determine a lifetime Typical scientific questions:
1. Which is the mean survival time of mice infected with this bacterial strain? 2. Which is the expected time until animals in an animal facility are not useful for experimentation by contamination by some other contagious disease? 3. Which is the expected time until an animal gets infected if it is introduced in an infected animal facility? 4. Which is the mean time until animals in an experiment explore for the first time a given room of a maze?
Some pilot studies try to determine the mean time until an event occurs (being infected, contaminated, or visiting a room). In general, this kind of experiments falls within the statistical domain of "survival analysis". The calculation of the sample size when the mean lifetime is totally unknown relies on the assumption of an exponential distribution of the survival time. This is a relatively reasonable assumption when the probability of the event (infection, contamination, ...) is constant over time (technically, its hazard function is constant over time). There are situations in which the probability at the beginning is larger and it fades away as time passes by (e.g., the infant mortality is larger than adult mortality), or just the opposite, the probability as time passes by is increased (e.g., the probability of heart failure is larger at old age than at a younger age; or the probability of being infected in an infected colony increases over time). In these two situations, the statistical design based on a constant hazard is incorrect. However, the constant hazard design still provides an order of magnitude of the number of animals required.
Let us refer to the observed mean lifetime asθ. As usual, the number of animals required for the experiment depends on the desired precision δ = kθ. We will carry out the experiment (observing the animals until the event occurs) with N animals until we observe E events amongst the N animals. At this time, we will stop the experiment and construct the confidence interval for the mean lifetime. At that moment, there will remain some animals for which we have not observed the event, these animals are said to be censored, and the proportion of censored animals will be referred to as C (for instance, C = 20% means that after observing E events, there still remain 20% of the N animals for which we have not seen the event).
Let us refer to the true underlying mean lifetime as θ and to the observed one asθ. The confidence interval for the mean lifetime (see Supplementary Material for the detailed derivation)
If this confidence interval is to be smaller than δ = kθ, then we can calculate the number of required events, E (see corresponding tables in the Supplementary Material). Once we have the required number of events, we can calculate the required number of samples by setting the desired proportion of censored animals, C,
Note that C is a parameter that we fix at the time of the experiment design. If C = 20%, we will stop the experiment when 20% of the animals are still "alive" (the event did not occur). In this way, we can avoid unnecessarily long waits related to the long tail of the exponential distribution.
Supplementary Table 13 shows the required number of events, E, given the desired level of precision and confidence level. Alternatively, Supplementary Table  14 shows the accuracy achieved for typical sample sizes used in pilot studies.
Worked example: Let us assume that we want to determine the mean time of some animals to get infected after exposure to a bacterial strain with a confidence level of 95% and a precision of k = 20% of the observed mean time. Looking at Supplementary Table 13, we require E = 388 events. If we use N = 388 animals for the experiment, the last animals may take really a long time to be infected. Since we would not like to wait that long, we will use more animals so that we stop the experiment when 90% of them are infected. That means that the censored proportion is C = 100% − 90% = 10%. That is the number of animals required is N =
90%
= 432 animals. If we use a typical pilot size, like N = 20, and wait for all animals to be infected (that is, C = 0, implying N = E), then the true mean lifetime lies in the confidence interval [0.67, 1.64] (see Supplementary Table 14) . That is, the true mean lifetime is, with probability 95%, between 67% and 164% of the observed mean lifetime.
Interestingly, given the mean lifetime, we may estimate the probability per unit of time of the event. For example, assume that the mean lifetime in the infection example is θ = 5 days, then everyday the probability of getting infected is p = 1 θ = 1/5 = 20%. Analogously to the mean lifetime, we could construct a confidence interval for the daily probability of infection using the upper and lower bounds of the confidence interval for the mean lifetime.
Mathematical derivations
Statistical derivation for standard deviations:
If we assume that the observations are gaussianly distributed, then we know that the statistic
is distributed with a χ 2 distribution and N − 1 degrees of freedom, where N is the number of independent samples used in the experiment, s 2 is the sample variance and σ 2 0 is the true underlying variance. Then, we may construct a confidence interval with confidence 1 − α exploiting the fact that
That is, with probability 1 − α, the true standard deviation is within the range
The righthand side is more restrictive than the lefthand side, so that if the precision is δ, N must be such that
,N −1
In other words, we must find the smallest integer N such that the inequality above is fulfilled. Statistical derivation for means: Let us assume that our goal is to determine the mean value of a variable (for instance, the gene expression level of a given gene under specific conditions). Let us construct the statistic t = µ −μ s that determines the size of the estimation error (that is, the difference between the true mean µ and our estimateμ) with respect to the sample standard deviation, s. If the observed data is normally distributed, then we know that √ N t has a Student's t distribution with N − 1 degrees of freedom (being N the number of measurements in our experiment) and that
That is, with probability 1 − α, the true mean is within the rangê
If the desired precision is |t| = µ−μ s ≤ δ, then, N must be such that ;2(N −r+1),2r
where F y;m,n is the y-th percentile of Snedecor's F with m and n degrees of freedom.
As can be seen, the exact expression does not easily lend itself to the calculation of the sample size. If the true proportion is p and N is the number of animals in the experiment, the binomial distribution can be asymptotically approximated by a normal distribution if Np > 5 and N(1 − p) > 5 (for N < 50, these conditions are usually met for 0.1 ≤ p ≤ 0.9; the typical sample size for a pilot study is normally below N < 20, which would further restrain p to be between 25% and 75%). If the Gaussian approximation holds, then we may construct the 1 − α confidence interval exploiting the fact that
That is, with probability 1 − α, the true proportion is in the interval
If the desired precision is |p −p| ≤ δ, then, N must be such that
if we apply the so-called continuity correction (a correction that accounts for the fact that the Gaussian is a continuous distribution while the binomial is a discrete one).
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As can be seen, this design formula differs from the previous ones (Eqs. (1) and (2)) in that N depends on the observed valuep (note that before performing the experiment,p is unknown and the experimenter must make some assumption about its expected value; the worse case is forp = 50% and in those experiments in which nothing is known about the possible experiment outcome, this is the value that must be used for the experiment design).
Statistical derivation for two-sided intervals of extreme proportions (p<10% or p>90%):
The exact Clopper-Pearson formula of the confidence interval in the previous section is still valid. However, as we have seen above, it does not lend itself to easy calculations by hand. For doing so, we present here an approximate formula using the Gaussian. Let p be the small proportion (0 < p < 10%) we are trying to estimate. If we observe a total of N individuals, the number X of observed individuals with the property sought (the rare disease or the adverse effect) follows a Binomial distribution with parameters N and p (B (N, p) ). If N ≥ 20 and p ≤ 5%, then the Binomial distribution can be safely approximated by a Poisson distribution with parameter Np. If additionally Np ≥ 30, then the Poisson distribution can be approximated by a Gaussian whose mean is Np and its variance is also Np. That means that the confidence interval can be constructed knowing that
Then, the precision is
From where we can solve for the number of individuals for our experiment
Statistical derivation for one-sided intervals of extreme proportions (p<10% or p>90%):
The confidence interval constructed in this case is one-sided, since we are interested in showing that the underlying proportion is between 0 and a upper bound, p U (for instance, [0,1]% in the first example of the corresponding section in the main text) or between a lower bound, p L , and 100% (for instance, [99,100]% in the last example). These two values determine the accuracy of our result. The exact binomial formulas (Clopper-Pearson) guarantees that with probability 1 − α, the true underlying proportion is between
As we did above, this formula is inconvenient for manual calculations. Moreover, the formula allows for several statistical successes, r, amongst the N observed animals, which makes it more difficult to understand. We may restrict more the experiment. We will analyze N animals, if none of them has the property that has probability p, then we accept the alternative hypothesis (in Example 1, if no mouse is infected after being vaccinated, then we accept the hypothesis that the probability of being infected after vaccination is smaller than 1%). From the binomial distribution, we know that the probability of observing 0 events is given by
If the null hypothesis is true, then it must be
From which it is easy to derive
if the probability p is low or
This strategy is called zero-acceptance experiment and it is the standard procedure for instance for disease controls in animal facilities.
This formula can be easily calculated. However, in Epidemiology there is a widespread approximation known as the rule of three. The random variable 2Np is distributed as a χ 2 distribution with 2(r + 1) degrees of freedom (the same rule can be derived following a reasoning from the Poisson distribution). For r = 0 we must
which is the well-known rule of three. Remind that this rule was derived under the assumption that we will observe N animals, if none of them is infected (fulfills the property), then we accept the alternative hypothesis. Statistical derivation for correlations: If the the two variables being correlated are normally distributed, and the experimentally observed correlation is r, then the statistic
follows a normal distribution with mean tanh −1 (ρ) (where tanh −1 is the hyperbolic arc tangent and ρ is the true underlying correlation) and standard deviation
. That is, the two-sided confidence interval is given by
That is with probability 1 − α, the true correlation coefficient is in the range
A remarkable property is that this range is not symmetric about the observed correlation (it is symmetric about its hyperbolic tangent). To design a pilot experiment, we need to provide an expected level of correlation, ρ, and the N is chosen so that the interval between the upper and lower bounds is smaller than a given precision δ being
Statistical derivation for lifetimes:
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The maximum likelihood estimate of the mean lifetime is [11][Chap. 9]
where t i is the time at which the event occurred for the i-th animal or the maximum time of observation (i.e., the time at which we have observed E events in total, this is called Type II Censoring). The random variable 2Eθ θ is distributed as a χ 2 variable with 2E degrees of freedom. Then
That is, with probability 1 − α, the true mean lifetime is in the interval
If this confidence interval is to be smaller than δ = kθ, then the number of events must fulfill
There is no closed form solution for E and a numerical method is required. Once we solve for the number of events, the number of required animals is
5% 10% 20% 50% 100% Table 8 : Sample size for the determination of a proportion given the accuracy (δ = kp) and confidence level (1 − α). The number without parenthesis is the sample size calculated through the exact binomial formula, and in parenthesis the one calculated by the Gaussian approximation (we have crossed out those sample sizes for which the Gaussian approximation does not hold). Table 10 : Sample size for the determination of a proportion given the limit (p U or p L ) and confidence level (1 − α). The first column is the sample size calculated through the exact binomial formula, the second one is the one calculated by the zero acceptance, and the third column is the sample size calculated through the χ 2 approximation. 
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