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ABSTRACT
Context. Mg  emission lines are observed in a range of astronomical objects such as the Sun, other cool stars and in the coronal line
region of Seyfert galaxies. Under coronal conditions Mg  emits strongly in the extreme ultraviolet (EUV) and soft X-ray spectral
regions which makes it an ideal ion for plasma diagnostics.
Aims. Two theoretical atomic models, consisting of 125 fine structure levels, are developed for the Mg  ion. The 125 levels arise
from the 2s22p, 2s2p2, 2p3, 2s23s, 2s23p, 2s23d, 2s2p3s, 2s2p3p, 2s2p3d, 2p23s, 2p23p and 2p23d configurations. Electron impact
excitation collision strengths and radiative transition probabilities are calculated for both Mg  models, compared with existing
data, and the best model selected to generate a set of theoretical emission line intensities. The EUV lines, covering 312–790 Å, are
compared with existing solar spectra (SERTS–89 and SUMER), while the soft X-ray transitions (69–97 Å) are examined for potential
density diagnostic line ratios and also compared with the limited available solar and stellar observational data.
Methods. The R-matrix codes Breit-Pauli RMATRXI and RMATRXII are utilised, along with the PSTGF code, to calculate the col-
lision strengths for two Mg  models. Collision strengths are averaged over a Maxwellian distribution to produce the corresponding
effective collision strengths for use in astrophysical applications. Transition probabilities are also calculated using the CIV3 atomic
structure code. The best data are then incorporated into the modelling code CLOUDY and line intensities generated for a range of
electron temperatures and densities appropriate to solar and stellar coronal plasmas.
Results. The present effective collision strengths are compared with two previous calculations. Good levels of agreement are found
with the most recent, but there are large differences with the other for forbidden transitions. The resulting line intensities compare
favourably with the observed values from the SERTS-89 and SUMER spectra. Theoretical soft X-ray emission lines are presented
and several density diagnostic line ratios examined, which are in reasonable agreement with the limited observational data available.
Key words. atomic data – atomic processes – plasmas – scattering – Sun: UV radiation – Sun: X-rays, gamma rays
1. Introduction
Emission lines of Mg  are observed from a wide variety of
astronomical objects ranging from the Sun to active galactic nu-
clei (AGN). For example, the Solar Ultraviolet Measurements
of Emitted Radiation (SUMER) spectrograph on board Solar
and Heliospheric Observatory (SOHO) detected emission lines
of Mg  lying within the extreme-ultraviolet (EUV) spectral
region (Curdt et al. 2001), while the 1989 and 1997 Solar EUV
Rocket Telescope and Spectrograph (SERTS) active region spec-
tra contain several Mg  features in the 300–450 Å region
(Thomas & Neupert 1994; Brosius et al. 2000). Measurements
of solar Mg  lines have also been obtained with the S-055 and
S082A instruments on Skylab (Vernazza & Reeves 1978; Foster
et al. 1997a). As well as being an important solar density di-
agnostic ion it can also be employed as a temperature indicator
when combined with another ionisation stage of Mg. For ex-
ample, Mg  315 Å/Mg × 624 Å forms a useful temperature
? The effective collision strength data are only available at the CDS
via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/556/A24
sensitive line ratio (Landi et al. 2002). The Mg  3.02 µm
feature arising from the transition within the ground state
(2s22p 2P1/2–2s22p 2P3/2) has been observed in the spectrum of
the high excitation planetary nebula NGC 6302 (Reconditi &
Oliva 1993), and in the coronal line region of AGN (Prieto &
Viegas 2000).
Previously, Zhang et al. (1994) performed an R-matrix cal-
culation for Mg  which encompassed the lowest 15 fine-
structure levels arising from the 2s22p, 2s2p2 and 2p3 config-
urations. Transitions amongst the n = 2 complex give rise to the
lines of Mg  observed in the EUV region. However, Dwivedi
(1990) has highlighted the potential of soft X-ray emission lines
such as 75.03 and 74.86 Å as density diagnostics, which have
been detected in solar spectra (Malinovsky & Heroux 1973;
Acton et al. 1985). Soft X-ray lines of Mg  have also been
observed by the Chandra satellite in absorption in the spectrum
of the white dwarf H 1504+65 and in emission in Procyon plus
α Cen A and B (Werner & Drake 2005). However, these lines
arise from transitions between the n = 2 and 3 levels which were
not included in the calculation of Zhang et al. (1994). A sub-
sequent distorted-wave calculation by Bhatia & Thomas (1998)
incorporated the 20 fine-structure levels arising from the 2s22p,
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2s2p2, 2p3, 2s23s, 2s23p and 2s23d configurations. These au-
thors noted some discrepancies between their theoretical intensi-
ties and the SERTS-89 measurements for the lines at 430.44 and
436.73 Å, which they suggested may have been due to the lack of
resonances in the calculation. However, in a subsequent analysis
of the SERTS–89 active region spectrum by Young et al. (1998),
concerns were raised regarding the calibration of the 430–450 Å
region. Also, Brosius et al. (2000) studied the line intensities
from the SERTS–97 spectrum for a range of ions, and in most
cases good agreement was found between theoretical and ob-
served values. However, the authors noted that improvements
may be required in the theory for Mg , which showed some
slight discrepancies.
As soft X-ray emission lines have been observed from lev-
els lying above those considered by Bhatia & Thomas (1998),
it is essential to incorporate additional levels in the current cal-
culation. In the present work the number of fine-structure lev-
els has been extended to 125 to include all of the n = 3 levels.
Collision strengths and transition probabilities have been calcu-
lated for Mg  using the R-matrix and CIV3 (Hibbert 1975)
codes, respectively.
Following the completion of our calculations, the recent
work of Liang et al. (2012) was kindly brought to our at-
tention by the referee. Liang et al. (2012) performed a series
of intermediate-coupling frame transformation (ICFT) R-matrix
calculations for the B-like iso-electronic sequence, including
Mg . The calculation incorporated the additional n = 3 and
n = 4 complexes, giving rise to a total of 204 fine structure
levels.
In the present calculation, two different models were devel-
oped for the collision strength calculation, both including all 125
fine-structure levels arising from the 2s22p, 2s2p2, 2p3, 2s23s,
2s23p, 2s23d, 2s2p3s, 2s2p3p, 2s2p3d, 2p23s, 2p23p and 2p23d
configurations. The two different models were designed to en-
able an examination of the effects of including varying amounts
of CI in the target wavefunctions and to permit a comparison
between the Breit-Pauli and RMATRXII codes. The two mod-
els are described in detail in Sect. 2, where the energy levels
and transition probabilities are presented. Section 2 also con-
tains a detailed description of the collision calculation. In Sect. 3
a selection of collision strengths and effective collision strengths
are presented for both models and compared with the results of
Zhang et al. (1994) and Liang et al. (2012). Theoretical line
intensities are calculated using CLOUDY C13 (Ferland et al.
2013) in Sect. 4 and compared with existing observational data.
Also, several diagnostic line ratios are presented which involve
soft X-ray features. Section 5 is dedicated to several concluding
remarks.
2. Atomic model
2.1. Target model
Two different models were developed to represent the Mg 
target ion, consisting of a total of 58 LS target levels which were
formed from the 2s22p, 2s2p2, 2p3, 2s23s, 2s23p, 2s23d, 2s2p3s,
2s2p3p, 2s2p3d, 2p23s, 2p23p and 2p23d configurations. The ap-
propriate wavefunctions for these target states were developed
using the CIV3 code (Hibbert 1975). CIV3 uses the configura-
tion interaction method and expresses each orbital in terms of an
analytical basis set. The spin and spatial contributions are dis-
tinct with the radial part, Pnl, of each one-electron orbital taken
to be a linear combination of Slater-type orbitals
Pnl =
∑
i
cirpi exp(−ξir). (1)
Table 1. Orbital parameters (ci, pi, ξi) obtained using CIV3 for the 3s,
3p, 3d, 4¯s, 4¯p and 4¯d orbitals.
nl ci pi ξi nl ci pi ξi
3s 0.2346 1 8.7637 3p 0.6490 2 4.5649
–1.2830 2 3.5733 –1.20895 3 2.6642
1.7445 3 2.9419
4s 2.0087 1 2.8178
3d 1.0000 3 2.8158 –10.6894 2 2.8362
11.3052 3 3.4025
4p 4.1564 2 3.8054 –2.5648 4 2.9963
–8.6714 3 3.7903
4.9392 4 3.7895 4d 1.4241 3 4.9376
–1.0892 4 3.5591
The first model, henceforth referred to as M1, consisted of a set
of 6 spectroscopic orbitals; 1s, 2s, 2p, 3s, 3p and 3d. In the sec-
ond model, M2, the same set of 6 spectroscopic orbitals was
employed as well as an additional set of 3 pseudo orbitals; 4¯s,
4¯p and 4¯d. Orbital parameters (ci, pi, ξi) for the 1s, 2s and 2p or-
bitals were taken from the extensive tables of Clementi & Roetti
(1974), and those for the remaining 6 orbitals were generated
with CIV3 and can be found in Table 1. The configuration inter-
action expansions for the M1 wavefunctions consist of all pos-
sible configurations which can be formed from the 1s, 2s, 2p,
3s, 3p and 3d orbitals with a closed 1s2 shell. Similarly, the M2
wavefunctions are formed from all possible configurations re-
sulting from the complete set of 9 basis orbitals with a closed
1s2 shell. The two models were developed to investigate whether
the additional configuration interaction terms influenced the re-
sulting collision strengths in any way.
Energy levels produced by the two models are presented in
Table 6, along with those of Zhang et al. (1994) and experimen-
tal energies of Martin & Zalubas (1980). From Table 6 it can be
seen that all but 5 of the M1 energies are within 1% of the exper-
imental values. The 2s2p2 4P level shows the poorest agreement,
being 5.4% smaller than the experimental value. Overall, the M2
calculation provided an improvement on the results of M1. Only
one of the M2 energy levels differs from the experimental value
by greater than 1%. This, once again, is for 2s2p2 4P, where the
energy level is now 3% smaller than the experimental value. The
energies from M2 are comparable to those of Zhang et al. (1994).
However, M2 is a far more extensive calculation which will al-
low an analysis of soft X-ray emission lines.
A comparison with the energy levels of Liang et al. (2012)
is not possible since theoretical energies were only published for
four ions (Ne5+, Ar13+, Fe21+ and Kr31+) along the B-like iso-
electronic sequence.
2.2. Transition probabilities
To examine the accuracy of the two models further, transition
probabilities were also calculated using CIV3 for the E1, E2, M1
and M2 transitions. Rynkun et al. (2012) performed one of the
most extensive oscillator strength calculations for the Boron-like
iso-electronic sequence using the MCDHF method. In Table 2
the present results are compared with those of Rynkun et al.
(2012) and Bhatia & Thomas (1998) for the first few E1 tran-
sitions to further assess the credibility of both models. It can be
seen from the table that there is extremely good agreement be-
tween Model 2 and Rynkun et al. (2012), with discrepancies of
less than 5%. The Model 1 calculation also exhibits good agree-
ment with Rynkun et al. (2012), since the differences are less
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Table 2. Transition probabilities (in s−1) for E1 transitions in Mg  from Model 1 and Model 2 calculations.
Lower level Upper level M1 M2 Rynkun et al. Bhatia and Thomas
2s22p 2Po1/2 2s2p
2 2D3/2 1.57e+09 1.45e+09 1.42e+09 1.53e+09
2s2p2 2S1/2 3.44e+09 3.27e+09 3.20e+09 3.48e+09
2s2p2 2P1/2 9.30e+09 8.60e+09 8.24e+09 9.88e+09
2s2p2 2P3/2 2.50e+09 2.34e+09 2.25e+09 2.62e+09
2s23s 2S1/2 2.51e+10 2.52e+10 2.63e+10 1.94e+10
2s23s 2D3/2 3.59e+11 3.66e+11 3.61e+11 3.70e+11
2s22p 2Po3/2 2s2p
2 2D5/2 1.76e+09 1.61e+09 1.58e+09 1.72e+09
2s2p2 2D3/2 2.60e+08 2.38e+08 2.32e+08 2.55e+08
than 15%. Finally, we note that the results of Bhatia & Thomas
are within 20% of those of Rynkun et al. (2012).
2.3. Collision calculation
The electron impact excitation collision strengths for both mod-
els were calculated using the R-matrix codes. In both calcula-
tions, the R-matrix boundary radius was taken to be 5 au and
the number of continuum orbitals per value of total angular mo-
mentum was set at 15. For M1 the internal region information
was calculated in intermediate jK coupling by employing the
RMATRXI Breit-Pauli suite of codes. Where available, the the-
oretical energies were shifted to the appropriate experimental
values. Calculations were performed for all partial waves with
2J ≤ 36. The code PSTGF (Balance & Griffin 2004) was utilised
to perform the external region calculations and to determine
the final set of collision strengths. When running PSTGF the
Coulomb-Bethe approximation was also included, which takes
into account the contribution of partial waves with 2J > 36.
M2 was developed to examine if having a larger CI expan-
sion, and thus slightly better energies, provided a substantial im-
provement over M1. Internal region information for M2 was ob-
tained in LS coupling, through use of the RMATRXII (Burke
et al. 1994) suite of codes (ANG, RAD and HAM). The code
FINE (Burke, priv. comm.) was then adopted to transform the
internal region information from LS to intermediate coupling.
To take account of term splitting in the target, FINE transforms
the R-matrix in pair coupling by employing term coupling co-
efficients (TCCs). The TCCs are the mixing coefficients for the
individual LiS ipii states and govern the formation of the appro-
priate Jipii states. Results were obtained for all partial waves with
2J ≤ 16. The external region code PSTGF was once again em-
ployed to obtain the final set of collision strengths.
In both calculations the same fine mesh of energy points was
adopted throughout the resonance region up to 16.9 Ryd. A con-
stant mesh spacing of 2×10−4 Ryd was utilised in the resonance
region, similar to the 2.45 × 10−4 Ryd mesh employed by Liang
et al. (2012). A total of 250 points were used in the coarse mesh
region from 16.9–50 Ryd.
The collision strength, Ωi j, is related to the cross-section,σi j,
through the relation
Ωi j =
(2Ji + 1)k2i
pi
σ ji· (2)
Collision strengths were averaged over a Maxwellian distribu-
tion of electron energies to yield the corresponding effective col-
lision strengths for a range of electron temperatures (Te). The
effective collision strength Υi j is defined as
Υi j(Te) =
∫ ∞
0
Ωi j(E j) exp(−E j/kTe)d(E j/kTe) (3)
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Fig. 1. Effective collision strength as a function of logarithmic electron
temperature (Te in K) for the 2s22p 2P1/2–2s22p 2P3/2 transition. A solid
black line is used for M1, a red line with triangles for M2, a green line
with circles for Zhang et al. (1994) and a blue line with squares for
Liang et al. (2012).
where k is Boltzmann’s constant and E j is the final energy of the
electron after scattering. The temperature of maximum fractional
abundance for Mg  in ionisation equilibrium is Te = 105.9 K
(Falconer et al. 1997). A total of 30 temperature points were
employed to cover the range from Te = 104–107 K. The effective
collision strengths will be presented and discussed in the next
section.
3. Results
In this section a variety of effective collision strengths are pre-
sented for low-lying transitions. Only transitions amongst the
lowest 15 fine-structure levels will be examined as these are the
most important and give rise to the large number of observed
coronal spectral lines. The forbidden transitions will be pre-
sented first, followed by an examination of the dipole-allowed
transitions.
First, it is convenient to examine the important transition
between the fine-structure levels of the ground state doublet.
Figure 1 presents the effective collision strength as a function of
electron temperature for this forbidden 2s22p 2P1/2–2s22p 2P3/2
transition. A comparison of the effective collision strengths from
M1 and M2 indicates that the additional CI terms included in M2
play a negligible role for this particular transition. From Fig. 1 it
can also be seen that the present results compare favourably with
those of Zhang et al. (1994). However, the results of Liang et al.
(2012) display significant differences with the present work in
the low temperature region.
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Fig. 2. Collision strength as a function of incident electron energy for
the 2s22p 2P1/2–2s22p 2P3/2 transition. A black line is used for M1, a
red line for M2 and green curve for Liang et al. (2012).
In an attempt to investigate these differences further, the cor-
responding collision strengths for the 2s22p 2P1/2–2s22p 2P3/2
transition are presented in Fig. 2 for near-threshold energies,
where the source of the discrepancy in the effective collision
strength profiles can be readily identified. The results of Liang
et al. (2012) show several large resonant features at energies
just above threshold (0.03–0.1 Ryd), which are absent in M1,
M2 and the work of Zhang et al. (1994). The threshold energy
for this transition amongst the fine structure split levels of the
ground state has been shifted to the experimental value in both
the present work and the work of Liang et al. (2012) so the differ-
ences do not arise from differing thresholds. As mentioned pre-
viously, a similar mesh increment was adopted in the present cal-
culations and the work of Liang et al. (2012), thus there should
be no issues with unresolved resonances. The only main differ-
ence between the calculations is the inclusion of the n = 4 levels.
However, it seems unlikely that these levels would affect such
low-energy resonances for only a single transition. The source
of the discrepancy remains unclear, although we stress that at the
higher temperatures of astrophysical importance there is excel-
lent agreement between the effective collision strength profiles.
After a thorough analysis, this was found to be the only transi-
tion where noticeable differences were evident in the effective
collision strengths produced by the present work and those of
Liang et al. (2012).
In general, for the remaining transitions amongst the
5 lowest-lying levels, the M1, M2, Zhang et al. (1994) and
Liang et al. (2012) calculations show a good level of agree-
ment. An examination of transitions to levels higher than
2s2p2 4P5/2 (i.e. level 5) indicate large differences between the
present results and those of Zhang et al. (1994). An example
is 2s2p2 4P1/2−2s2p2 2P1/2, presented in Fig. 3, where it can
be seen that the M1, M2 and Liang et al. (2012) calculations
are in excellent agreement, but there are major differences with
Zhang et al. At the temperature of maximum fractional abun-
dance (Te = 105.9 K) the effective collision strength of Zhang
et al. (1994) is 57% lower than the present results. These dif-
ferences are due to the inclusion of more target states in both
the current and Liang et al. (2012) calculations. The Rydberg
resonances which converge on the higher target levels, such as
2s23s, 2s23p and 2s23d, give rise to the apparent peak in the
present effective collision strengths at 105.9 K. Corresponding
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Fig. 3. Effective collision strength as a function of logarithmic elec-
tron temperature (Te in K) for the forbidden 2s2p2 4P1/2–2s2p2 2P1/2
transition.
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Fig. 4. Collision strength as a function of incident electron energy for
the 2s2p2 4P1/2–2s2p2 2P1/2 transition.
collision strengths for the 2s2p2 4P1/2−2s2p2 2P1/2 transition are
presented in Fig. 4. For this transition, the location and size of
the resonances are identical between M1, M2 and Liang et al.
(2012). This highlights the high levels of consistency achieved
by employing the various R-matrix codes and transformation
methods. The good levels of agreement obtained in the com-
parison also help to verify the accuracy of employing an iso-
electronic approach for the B-like sequence.
The peak in the effective collision strengths, due to the addi-
tional resonances at higher incident electron energies, is a com-
mon difference between the present results and those of Zhang
et al. (1994). In Fig. 5 we plot results for the forbidden 2s22p
2P1/2–2p3 2P3/2 transition, where it is clear that M1 and M2
show a substantial peak at the temperature of maximum frac-
tional abundance, which is absent from the data of Zhang et al.
At this temperature, the M1 calculation is 98% larger than Zhang
et al., while M2 is 62% larger. The corresponding results of
Liang et al. (2012) are in perfect agreement with M1 but reside
slightly higher than the M2 effective collision strengths.
A final example of a forbidden transition is 2s2p2 4P5/2–2p3
2P1/2, presented in Fig. 6. Again, the M1 and M2 calculations
exhibit a large peak in the effective collision strengths. At the
temperature of maximum fractional abundance M1 and M2 are
A24, page 4 of 9
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Fig. 5. Effective collision strength as a function of logarithimic electron
temperature (Te in K) for the 2s22p 2P1/2–2p3 2P3/2 transition.
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Fig. 6. Effective collision strength as a function of logarithmic electron
temperature (Te in K) for the 2s2p2 4P5/2–2p3 2P1/2 transition.
240% and 180% larger, respectively, than the value predicted
by Zhang et al. (1994). The effective collision strengths of Liang
et al. (2012) agree well with M1 and lie slightly above the values
predicted by M2.
An examination of the forbidden transitions highlighted
some significant differences between the present results and
those of Zhang et al. (1994). However, excellent agreement was
generally found between the present results and Liang et al.
(2012). Hence it is now prudent to examine the dipole-allowed
transitions. As a first example we consider 2s22p 2P1/2–2s2p2
2D3/2, presented in Fig. 7. As expected, in the vicinity of the tem-
perature of maximum fractional abundance the present results
are higher than those of Zhang et al. (1994). Another example,
also shown in Fig. 7, is the 2s22p 2P1/2–2s2p2 2S1/2 transition,
for which there is relatively good agreement between all three
sets of results, with differences of less than 30%. The remaining
dipole-allowed transitions exhibit similar levels of agreement
with the results of Zhang et al. For these, the resonant features
play a slightly less important role and it is the high background
level of the collision strengths which becomes the dominant
factor in determining the resulting effective collision strengths.
Once again, exceptionally high levels of agreement are found
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Fig. 7. Upper plot: effective collision strength as a function of logarith-
mic electron temperature (Te in K) for the 2s22p 2P1/2–2s2p2 2D3/2 tran-
sition, lower plot: same for 2s22p 2P1/2–2s2p2 2S1/2. The solid black line
represents the results of M1, the green line with circles is the effective
collision strengths of Zhang et al. (1994) and the blue line with squares
illustrates the results of Liang et al. (2012).
between the present results and those of Liang et al. (2012). In
general, the differences between the aforementioned two sets of
results are less than 5% for the dipole-allowed transitions.
Typically, the differences between the M1 and M2 calcula-
tions are found to be relatively small. Due to the good agreement
between the two models it is hence believed that the additional
CI terms included in M2 play a minor role in the determination
of the collision strengths. A disadvantage of M2 is the presence
of pseudo-resonances for transitions amongst higher levels, al-
though transitions amongst the lowest 20 levels are unaffected.
Thus, on balance, it is believed that the M1 calculations provide
the most reliable set of effective collision strengths for use in
astrophysical modelling. The effective collision strengths for all
7750 forbidden and allowed lines are presented in Table 7.
4. Emission line intensities
Strong Mg  emission occurs predominantly in the EUV and
soft X-ray regions of the solar spectrum, with the former host
to some of the most prominent lines. For example, many emis-
sion features have been detected and extensively studied in the
311–437 Å region by the SERTS rocket spectrograph (Thomas
& Neupert 1994), while the S082A and S–055 instruments on
Skylab found several Mg  transitions spanning 315−783 Å in
a number of solar features including a sunspot, active region and
flares (Foster et al. 1997a). Also, SUMER spectra have high-
lighted the existence of Mg  lines lying in the 762−790 Å
wavelength region (Landi et al. 2002). However, less well-
studied is the soft X-ray region (∼50–100 Å) for which fewer
solar observations exist. Some Mg  lines have been detected
(e.g. Acton et al. 1985), and the present theoretical results indi-
cate that more may be present in this region. Hence our emphasis
is on the soft X-ray region and forms the basis of this section.
The present line intensities were calculated using CLOUDY
C13 (Ferland et al. 2013). Effective collision strengths were
taken from the M1 calculation and transition probabilities from
Rynkun et al. (2012) where available. For all other transition
probabilities, the M2 calculations were adopted. Excitation by
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Table 3. Relative intensities of Mg  lines detected in the SERTS–89 active region spectrum.
Transition Wavelength (Å) SERTS–89 Present theory B&T
2s22p 2Po1/2–2s2p
2 2P3/2 311.80 ...a 0.20 0.20
2s22p 2Po1/2–2s2p
2 2P1/2 313.75 0.32 0.36 0.38
2s22p 2Po3/2–2s2p
2 2P3/2 315.04 1.00 1.00 1.00
2s22p 2Po3/2–2s2p
2 2P1/2 317.04 0.23 0.23 0.22
2s22p 2Po1/2–2s2p
2 2S1/2 335.25 ...b 0.19 0.18
2s22p 2Po3/2–2s2p
2 2S1/2 339.01 0.21 0.22 0.26
2s22p 2Po1/2–2s2p
2 2D3/2 430.47 0.16 0.38 0.33
2s22p 2Po3/2–2s2p
2 2D5/2 436.74 0.27 0.65 0.57
Notes. All intensities are listed relative to I(315.04 Å). B&T indicates the theoretical results of Bhatia & Thomas (1998). (a) Blend with Ni .
(b) Masked by Fe .
Table 4. Relative intensities of Mg  lines in a SUMER spectrum of the quiet Sun.
Transition Wavelength (Å) SUMER Present theory CHIANTI
2s22p 2Po1/2–2s2p
2 4P3/2 762.66 0.07 0.07 0.08
2s22p 2Po1/2–2s2p
2 4P1/2 769.38 0.23 0.19 0.18
2s22p 2Po3/2–2s2p
2 4P5/2 772.28 1.00 1.00 1.00
2s22p 2Po3/2–2s2p
2 4P3/2 782.36 0.53 0.56 0.59
2s22p 2Po3/2–2s2p
2 4P1/2 789.43 0.15 0.15 0.14
Notes. Intensities listed relative to I(772.28 Å).
proton impact, which is important for fine-structure transitions
within the 2s22p 2P and 2s2p2 4P multiplets, were taken from
Foster et al. (1997b). Unless otherwise specified, an electron
density of Ne = 109.8 cm−3 and an electron temperature of
Te = 105.9 K were adopted in the subsequent line intensity
calculations.
4.1. The EUV region
The strong EUV lines observed by SERTS are due to E1 tran-
sitions amongst the lowest 10 fine-structure levels. As a check
on the accuracy of the present collision strength and transition
probability data, the observational and theoretical line intensi-
ties are compared in Table 3. Only four of the lines in Table 3
have reliable observed intensities. For these, the present theoret-
ical results are all within 12% of the observed values. Also listed
in Table 3 are the results predicted by Bhatia & Thomas (1998),
which are all within 24% of the observed values.
Young et al. (1998) raised concerns over the calibration of
the 430–450 Å region of the SERTS–89 spectrum. It had been
proposed that the observed intensities could be too small by a
factor of approximately two. This is supported by the present
results, which indicate that the SERTS–89 intensities need to be
increased by a factor of around 2.1 in this region.
In Table 4 the present theoretical line intensities are also
compared with SUMER measurements of an off-disk region of
the quiet Sun (Landi et al. 2002), as well as the predictions from
CHIANTI v7.0 (Dere et al. 1997; Landi et al. 2012). The present
results are all within 17% of the SUMER measurements and pro-
vide a slight improvement compared to the CHIANTI values.
Due to the extremely high levels of agreement between the
present set of effective collision strengths and those of Liang
et al. (2012) it is not expected that there should be any differ-
ence between the resultant line intensities. However, as a check,
the effective collision strengths of Liang et al. (2012) were also
included in CLOUDY, and the line intensities calculated for the
EUV region. As expected, these were found to be within 2% of
the present results.
4.2. The soft X-ray region
Dwivedi (1990) has highlighted the possible potential of soft
X-ray emission lines from ions such as Mg  as a diagnos-
tic of the electron density in solar plasmas. In Table 5 some
of the strongest soft X-ray lines are listed for a plasma with
Te = 105.9 K and Ne = 108–1010 cm−3. Only lines which have an
intensity relative to I(75.03 Å) of ≥0.05 are listed in the table. In
particular, the I(75.03 + 75.04 Å)/I(74.86 Å) intensity ratio pro-
vides an excellent density diagnostic, as noted by Brown et al.
(1986) and illustrated in Fig. 8. The ratio shows little sensitiv-
ity to Te but varies by a factor of 4 over the density interval
Ne = 106–109 cm−3. Also shown in Fig. 8 is the measured line
ratio of 1.9 for an M-class flare (Acton et al. 1985). This is close
to the high density limit, in agreement with other density diag-
nostics for this flare which indicate Ne > 1010 cm−3 (Brown et al.
1986).
Another potentially useful density diagnostic is I(86.84 Å)/
I(87.02 Å), shown in Fig. 9. Raassen et al. (2002) found an ex-
perimental value for this ratio of 1.2 from the Chandra spec-
trum of Procyon. From Fig. 9 this indicates Ne ' 108 cm−3, far
lower than the characteristic coronal density of Procyon which
is ∼3 × 109 cm−3 (Schmitt et al. 1996). However, Raassen et al.
note that the 87.02 Å feature of Mg  is blended with an
Fe  transition, which a theoretical spectrum generated from
CHIANTI indicates should contribute ∼20% to the total mea-
sured line intensity. Correcting for this, we determine a re-
vised I(86.84 Å)/I(87.02 Å) ratio of ∼1.5 which implies Ne '
109 cm−3, in better agreement with the density derived from
other diagnostics by Schmitt et al. (1996).
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Table 5. Theoretical soft X-ray emission lines of Mg .
Electron density (cm−3)
Transition Wavelength (Å) 108 109 1010
2s22p 2P1/2–2s2p3p 2D3/2 69.42a 0.08 0.06 0.05
2s22p 2P3/2–2s2p3p 2D5/2 69.47a 0.10 0.10 0.10
2s22p 2P1/2–2s23d 2D3/2 74.86a,b 0.79 0.57 0.55
2s22p 2P3/2–2s23d 2D5/2 75.03a,b 1.00 1.00 1.00
2s22p 2P3/2–2s23d 2D3/2 75.04a,b 0.16 0.12 0.11
2s2p2 2D5/2–2s2p3d 2F7/2 78.45 0.13 0.13 0.13
2s2p2 2D3/2–2s2p3d 2F5/2 78.57 0.13 0.10 0.09
2s2p2 2D5/2–2s2p3d 2D5/2 80.23a 0.06 0.05 0.05
2s2p2 2D3/2–2s2p3d 2D3/2 80.25a 0.05 0.04 0.04
2s2p2 4P5/2–2s2p3s 4P5/2 81.84a 0.05 0.05 0.05
2s22p 2P3/2–2s23s 2S1/2 82.82a 0.24 0.21 0.20
2s2p2 2D5/2–2s2p3s 2P3/2 86.84a 0.24 0.25 0.25
2s2p2 2D3/2–2s2p3s 2P1/2 87.02a 0.23 0.15 0.14
2s2p2 2S1/2–2s2p3s 2P3/2 92.13a 0.08 0.08 0.08
2s2p2 2S1/2–2s2p3s 2P1/2 92.32a 0.07 0.05 0.05
2s2p2 2D5/2–2s23p 2P3/2 96.79 0.29 0.27 0.27
2s2p2 2D3/2–2s23p 2P1/2 96.87 0.21 0.15 0.15
Notes. Intensities listed relative to I(75.03 Å). (a) Lines identified in the Chandra spectra of Procyon and α Cen A+B by Raassen et al. (2002) and
Werner & Drake (2005). (b) Lines identified in solar spectra by Behring et al. (1972), Malinovsky & Heroux (1973) and Acton et al. (1985).
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Fig. 8. The I(75.03 + 75.04 Å)/I(74.86 Å) line intensity ratio plotted as
a function of logarithmic electron density (Ne in cm−3) at logarithmic
electron temperatures (Te in K) of log Te = 5.7, 5.9 and 6.1. The black
dashed line represents the observed value, from the solar flare spectrum
of Acton et al. (1985).
5. Conclusions
Collision strengths have been produced using two models (M1
and M2) for all 7750 transitions amongst 125 fine-structure lev-
els of Mg . These were averaged over a Maxwellian distribu-
tion of electron velocities to produce the corresponding effective
collision strengths. A comparison of the two models indicated
that, in general, the differences were relatively small. The addi-
tional CI terms in M2 did not influence the effective collision
strengths in any significant manner. As pseudo-resonances were
present in some of the higher-lying transitions in M2, it was
assessed that the M1 calculation was overall the best. A com-
parison of the present results with Zhang et al. (1994) for the
dipole-allowed transitions indicated generally good agreement
between the two calculations. However, a comparison of forbid-
den transitions highlighted large differences of up to 240%. The
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Fig. 9. The I(86.84 Å)/I(87.02 Å) line intensity ratio plotted as a func-
tion of logarithmic electron density (Ne in cm−3) at logarithmic electron
temperatures (Te in K) of log Te = 5.7, 5.9 and 6.1. The experimental
ratio of 1.2 from the Chandra spectrum of Procyon (Raassen et al. 2002)
is plotted as a dashed line, while the ratio corrected for the presence of
an Fe  blend in the 87.02 Å feature (1.5) is shown as a dashed-dot line.
present results for both dipole-allowed and forbidden transitions
compared very favourably with Liang et al. (2012). Typically,
any differences were less than 15% for the forbidden transitions
and 5% for the dipole-allowed transitions. The present transition
probabilities were also compared with the extensive calculation
of Rynkun et al. (2012), and very good agreement was found.
Effective collision strengths from M1 were chosen for the
calculation of relative Mg  emission line strengths, and in-
corporated into the CLOUDY C13 code along with the tran-
sition probabilities of Rynkun et al. (2012) and heavy particle
excitation rates of Foster et al. (1997b). Good agreement was
found between the theoretical EUV line intensities and SUMER
and SERTS–89 solar measurements, with differences of less
than 17%. Intensities for the strongest soft X-ray lines were
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Table 6. Energies for Mg  in Rydberg.
Energy (Ryd)
Index Level M1 M2 Zhang NIST
1 2s22p 2Po 0.000000 0.000000 0.0000 0.000000
2 2s2p2 4P 1.115628 1.142647 1.1332 1.179896
3 2s2p2 2D 2.116177 2.088916 2.0842 2.096695
4 2s2p2 2S 2.729664 2.700065 2.7000 2.698083
5 2s2p2 2P 2.956146 2.901252 2.8980 2.896500
6 2p3 4So 3.694618 3.699407 3.7196 3.749029
7 2p3 2Do 4.250072 4.190653 4.2188 4.224384
8 2p3 2Po 4.817040 4.737380 4.8018 4.762065
9 2s23s 2S 10.988803 11.003538 11.012551
10 2s23p 2Po 11.583939 11.589529 ...
11 2s23d 2D 12.152557 12.160003 12.154112
12 2s2p(3Po)3s 4Po 12.258183 12.271338 12.312563
13 2s2p(3Po)3s 2Po 12.586227 12.548836 12.582662
14 2s2p(3Po)3p 2P 12.775854 12.777588 12.820199
15 2s2p(3Po)3p 4D 12.799153 12.807828 ...
16 2s2p(3Po)3p 4S 12.901712 12.911760 ...
17 2s2p(3Po)3p 4P 13.008420 13.001050 ...
18 2s2p(3Po)3p 2D 13.107198 13.083678 13.119872
19 2s2p(3Po)3p 2S 13.277355 13.269543 13.292721
20 2s2p(3Po)3d 4Fo 13.305640 13.278854 ...
21 2s2p(3Po)3d 4Do 13.393866 13.399818 ...
22 2s2p(3Po)3d 2Do 13.429284 13.421935 13.453469
23 2s2p(3Po)3d 4Po 13.450713 13.458822 13.504378
24 2s2p(1Po)3s 2Po 13.564147 13.516579 13.530197
25 2s2p(3Po)3d 2Fo 13.718738 13.701696 13.705082
26 2s2p(3Po)3d 2Po 13.781146 13.761264 13.771835
27 2s2p(1Po)3p 2D 14.144670 14.075030 ...
28 2s2p(1Po)3p 2P 14.126744 14.081067 14.107940
29 2s2p(1Po)3p 2S 14.308789 14.192665 14.164621
30 2p2(3P)3s 4P 14.425500 14.431927 14.469029
31 2s2p(1Po)3d 2Fo 14.627765 14.576266 ...
32 2s2p(1Po)3d 2Do 14.700057 14.638901 14.633704
33 2p2(3P)3s 2P 14.797849 14.722698 ...
34 2s2p(1Po)3d 2Po 14.816229 14.746386 14.657434
35 2p2(3P)3p 2So 14.780638 14.800982 ...
36 2p2(1D)3s 2D 14.939192 14.869868 14.913682
37 2p2(3P)3p 4Do 14.892266 14.904757 ...
38 2p2(3P)3p 4Po 14.962567 14.968283 ...
39 2p2(3P)3p 2Do 15.053948 15.037941 ...
40 2p2(3P)3p 2Po 15.195771 15.164029 ...
41 2p2(3P)3p 4So 15.187612 15.173337 15.234721
42 2p2(3P)3d 4F 15.325725 15.338733 ...
43 2p2(1D)3p 2Fo 15.412214 15.350060 15.387657
44 2p2(3P)3d 2P 15.427853 15.437632 ...
45 2p2(3P)3d 4D 15.429702 15.444252 ...
46 2p2(3P)3d 2F 15.502982 15.489904 ...
47 2p2(1D)3p 2Do 15.589047 15.506446 ...
48 2p2(3P)3d 4P 15.551404 15.563471 15.620718
49 2p2(1D)3p 2Po 15.766171 15.641187 ...
50 2p2(1S)3s 2S 15.750225 15.699285 ...
51 2p2(1D)3d 2G 15.838061 15.805571 ...
52 2p2(3P)3d 2D 15.829487 15.811435 ...
53 2p2(1D)3d 2D 15.964227 15.929796 ...
54 2p2(1D)3d 2F 15.997738 15.945299 ...
55 2p2(1D)3d 2P 16.136734 16.066789 15.967258
56 2p2(1D)3d 2S 16.212790 16.150337 ...
57 2p2(1S)3p 2Po 16.350427 16.270496 ...
58 2p2(1S)3d 2D 16.804099 16.748031 ...
Notes. Also listed are the theoretical results of Zhang et al. (1994) and the experimental energies (Martin & Zalubas 1980) from the NIST database.
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also calculated and several density sensitive line ratios presented,
which compared favourably with the limited observational data
available. However, it is hoped that the present work will encour-
age further examination of the Mg  lines in soft X-ray solar
and stellar spectra.
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