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Abstract
Statistical physics, as a branch of modern physics, uses methods of probability theory and
statistics to solve physical problems with large populations and approximations. In this
thesis, we use numerical simulations to study two statistical physical models — Ising model
under topological constraints and particle systems with anomalous behavior.
Ising model is a mathematical model of ferromagnetism, which describes how magnetic
spins, with values −1 or 1, change their states under nearest neighbor interactions and the
external magnetic field. We study a topologically constrained Ising model, where several
pre-selected anchored sites are fixed to be value 1, and the topology of the active domain
(the union of all value 1 sites) remains invariant under the evolution of the system. When
the sites change their values with less preference of 1, the system tends to an equilibrium
that approximates the Steiner tree structure. For two- to four-anchor cases, we calculate
the theoretical equilibrium configurations, and in particular for three and four anchors, the
positions of the Steiner points. For one-anchor case, we consider a reversed model that a
single active site grows to a coral-shape active domain. In all analysis, we provide simulation
results for verification.
The second part of the thesis is devoted to study particle system with anomalous be-
havior. Anomalous behavior originates from the Braess Paradox, which states that adding
an extra path to a network could in some cases impede the overall performance. We study
and reproduce a spring-string model by Cohen and Horowitz in mechanical network exhibit-
ing such paradoxical behavior. We simulate their model in two different ways and in both
ways the anomalous behavior is observed. We also identify the conditions of the system
parameters for the anomalous behavior and verify our theoretical results via simulations.
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Chapter 1
Introduction
Statistical physics is a branch of modern physics that uses methods of probability theory
and statistics to solve physical problems with large populations and approximations [38].
One of the first major topics in physics where statistical methods were applied is the field
of mechanics [1, 8], which concerns with the motion of particles when they are subjected
to force fields. Due to the nature of large populations, numerical simulation provides an
important complementary approach to theoretical methods in studying physics where few
exact results are known.
The first Monte Carlo simulation of liquids mechanics was performed by Metropolis et
al. in 1953 [28]. Monte Carlo method is one of the most widely-used simulation methods to
study statistical physical problems [3, 24, 2], which relies on repeated random sampling to
obtain numerical results. Over decades, numerical simulation methods have been successfully
applied in physics and also contributed in related applications. They not only provide
alternative perspective for understanding and predicting theoretical results, but also give
approximate solutions to complicated models with minor simplifications. Ising model, a
lattice model of ferromagnetism, is one of the areas that simulation methods have been
intensively applied. For instance, the analytical results in two- and three-dimensional Ising
models can be efficiently reproduced using Monte Carlo simulations [36, 5]. Another branch
where simulation methods are widely-applied is particle systems, which are models using
large number of particles to simulate stochastic phenomena [9].
In this thesis we discuss two statistical physical models — Ising model under topological
constraints, and particle systems with anomalous behavior. The Ising model [10, 22, 23] is a
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lattice model, where the lattice sites are occupied by particles which are characterized by a
spin with a variable of two states {−1, 1}. Each particle interacts with its nearest neighbors
and is under an external magnetic field. The Ising model was initially introduced as the
simplest theoretical description of ferromagnetism [30]. It has been intensively studied for
many decades and also been applied in other physics areas. So far the theoretical results
of Ising models are mostly on small dimensions. The one-dimensional Ising model is solved
analytically, while in two dimensions, the analytical solution is only obtained in the absence
of the external field. No general analytical solution is obtained in higher dimensions. Nev-
ertheless, in these situations, numerical simulations give significant insights on the solutions
and properties of the Ising model.
The second Chapter of this thesis is devoted to study the topologically constrained Ising
model. We consider each site in the lattice model to be a two-value state {0, 1}, where 0
represents an “inactive" site and 1 an “active" site. The topological constraint is that the
topology of all the active sites remains invariant under the evolution of the system. In such
a model, we are a priori selecting several sites to be the fixed anchors, which always stay
active. The process starts from the initial configuration of all sites active, then allowing
non-anchor sites to flip their values for certain probability parameters under the topological
constraint. Our main goal is to study the equilibrium configuration for different numbers
of fixed anchors. When the probability of a site to flip from 1 to 0 is much larger than
the probability in the other way, the dynamics are expected to converge to a minimal tree
connecting all anchors. Such a minimal tree is closely related to the Steiner tree problem,
which is central in the optimal network design. Our model simulates the optimal path
problems under topological constraints, which are very practical in the escape path design
on airplanes and communication path design under water.
We study the equilibrium configurations of the topologically constrained Ising model with
one, two, three and four fixed anchors. For one-anchor case, we consider a reversed model,
where the anchor is the only active site in the initial configuration and the non-anchor sites
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flip their site values with the preference to become active. In this situation, the active sites
grow from a singleton into a coral-shape. We verify that the boundary of the coral is a circle
and find the linear relation between the logarithm of iteration time and the logarithm of
coral size. Based on that, we obtain the ratio between active sites and inactive sites inside
the coral. For two-, three- and four-anchor cases, we theoretically prove and also verify in the
simulations that the equilibrium configurations approximate a Steiner tree structure. When
there are two anchors, we apply entropy method to identify the equilibrium configuration
among all minimal trees connecting the anchors. In the three-anchor situation, we first locate
the Steiner point, which is an auxiliary vertex in the Steiner tree, and reduce the problem
into three two-anchor cases. For four anchors, when one anchor lies inside the triangle formed
by the other three, the equilibrium configuration is a combination of a two-anchor case and
a three-anchor case. When the four anchors form a quadrilateral, we apply entropy method
again to locate the Steiner points. In both cases, the equilibrium configurations are close to
Steiner trees. We provide simulations to verify our theoretical conclusions by computing the
relative errors and assessing the accuracy.
In Chapter 3, we study and model the particle systems with anomalous behavior. A
particle system [37] is a class of models that uses a large number of small particles to simulate
certain kinds of stochastic phenomena, for example fires, liquids [44], vehicular traffic [9] and
opinion dynamics [47] etc. The particle systems we concentrate on consist of mechanical
particles, subject to spatial constraints, including global and local constraints. Anomalous
behavior originates from the famous Braess paradox, which states that adding an extra road
to a traffic network, when people selfishly choose their routes, could in some cases increase
rather than decrease the average travel time [6]. Besides transportation, related concepts
have been studied in economics [35], game theories [40], as well as mechnical network [11].
We focus on a spring-string mechanical system introduced by Cohen and Horowitz [11]
exhibiting similar anomalous behavior. Such a model is illustrated in Figure 1.1, where the
system consists of three strings s1, s2 and s3, and two identical springs, together pulling
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up a weight. Before cutting s1, two of the strings s2 and s3 are loose at the equilibrium
configuration and the middle linking string s1 is taut. After s1 is cut, the two initially slack
supporting strings s2 and s3 become taut and the weight can, counter-intuitively, rise. Our
main goal is to study and reproduce the Cohen-Horowitz spring-string model at the level of
statistical-physical particle systems in terms of theory and simulations.
Figure 1.1: Cohen-Horowitz spring-string model
We simulate the system by two different methods. One is to use a third spring gluing
at the end of the system to serve as the pulling weight. The other one is to associate the
last particle in the system an ability to jump away from the system obeying an exponential
distribution, while the other particles in the system jump randomly in a neighborhood.
In both cases, we simulate springs and strings by chains of particles, subject to spatial
constraints. In the first case, by applying large deviation theory and optimization theory, we
theoretically calculate the probability distribution of all feasible configurations of the system,
for both before and after cutting the string s1. We further identify sufficient conditions of
the parameters (length of string, length of spring, Hooke’s modulus and weight etc.) that
the system will exhibit the paradoxical behavior after cutting the string s1. Simulations
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are provided to verify theoretical results. For the second case, we calculate the equilibrium
position of one-chain system, where the last particle jumps exponentially away and generalize
the results to multiple-chain cases. We find parameters that are close to the Cohen-Horowitz
model and use the Metropolis algorithm to verify the paradox by simulations.
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Chapter 2
Topologically Constrained Ising Model
In this chapter we study topologically constrained Ising model. We start by reviewing the
basics of the classical Ising model in Section 2.1. Section 2.2 introduces our topologically
constrained Ising Model with anchors and its algorithm. We then develop detailed analysis
for one-anchor to four-anchor cases. Section 2.3 studies a reversed model with one fixed
anchor. Section 2.4 discusses the equilibrium cluster between the two anchors. Based on
that, we solve the three-anchor case in Section 2.5. Section 2.6 considers the convex and
non-convex cases for four anchors. In all analysis, we provide simulations for verification.
2.1 The Ising Model
The Ising model, one of the pillars of statistical mechanics, is a mathematical model of
ferromagnetism. It is named after the German physicist Ernst Ising, who did the first work
on it in the early 1920’s. Since then the model has turned out to be an exceptionally rich idea.
The Ising model is one of the earliest models to study the physics of phase transition, which
occurs when a small change in a parameter (such as temperature or pressure) causes a large-
scale qualitative change in the state. The original purpose of the Ising model is to understand
ferromagnetism and especially spontaneous magnetization. It cares about how short-range
interactions between molecules in a crystal give rise to long-range, correlative behavior and
to predict the potential for a phase transition. The Ising model can be formulated as a
mathematical problem and has a combinatorial interpretation.
Consider a lattice Λ = Zd as the set of integer points in Rd. Each lattice site i ∈ Λ is
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assigned with an independent discrete variable σi, which only takes two values, for example,
up and down, on and off, −1 and +1, 0 and 1, etc. The two values are the possible states
of the lattice site. Throughout this chapter, we use the notation σi ∈ {−1,+1} to represent
the site’s spin. A spin configuration of the system σ = (σi)i∈Λ is an assignment of spin values
to each lattice site. There are in total 2|Λ| = 2N0 configurations, where N0 is the number of
sites in lattice Λ.
The dynamics of the system is governed by its Hamiltonian functional, which gives the
total energy of the configuration. Assume that only the nearest neighbor interactions and
the external magnetic field contribute to the energy level of the system. Namely, for each
configuration σ = (σi)i∈Λ,
H(σ) = −
∑
〈i,j〉
i,j∈Λ
Eσiσj −
∑
i∈Λ
Jσi , (2.1)
where the first sum is over all pairs of nearest neighbors, the second sum is over all lattice
sites. The parameters E and J correspond to the energies associated with nearest neighbor
interactions and interactions with the external field. For a ferromagnet, E is positive, so
that a magnetized configuration has a lower energy than a non-magnetized configuration.
Then the field will induce a certain amount of magnetization into the lattice Λ, where
the amount of magnetization depends both on the strength of the external field and the
temperature. Now suppose the external field is slowly turned off. When the temperature
is high, the lattice returns to a non-magnetized configuration. For a low temperature, the
lattice retains a degree of magnetism. This is called spontaneous magnetization. There is
a critical temperature Tc at which spontaneous magnetization begins to appear, and the
phase transition occurs. Ising proved that the one-dimensional model does not exhibit a
phase transition at any temperature [10]. Kramers and Wannier later proved in [22, 23]
that in two-dimensional case, a phase transition is guaranteed for Tc =
√
2− 1. The critical
temperature for three-dimensional Ising model is a long-standing open problem.
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The Gibbs measure is the probability distribution over configurations of thermal states,
which is given by
P(σ) =
e−βH(σ)
Z
, (2.2)
where β is the inverse temperature and Z is the partition function,
Z = Z(β,E, J,N0) =
∑
σ=(σi)i∈Λ
e−βH(σ) . (2.3)
We see that the negative sign confers a higher probability on the states with lower energy
and the partition function Z in the denominator is also the normalizer. The partition
function plays an important role in statistical mechanics, to derive nearly all of the important
thermodynamical features. In the thermodynamic limit N0 →∞, the free energy per lattice
site of the model is
F = F (β,E, J) = lim
N0→∞
1
N0
log(Z(β,E, J,N0)) . (2.4)
Here the logarithm of partition function Z corresponds to the summation over 2N0 config-
urations, which grows exponentially with respect to the size of the lattice N0. The major
problem of the Ising model is to find a closed analytical expression for the free energy func-
tion F . The phase transition can be determined as discontinuities in F or in its derivatives.
The exact solutions in different forms can be found in [27], [33] and [45].
2.2 Topologically Constrained Ising Model
2.2.1 Elementary Topological Preliminaries
Let R2 be divided into unit squares by all its integer vertices. We consider the square
lattice Z2 in which each element, which we call a site, is identified with the unit square
[i, i + 1] × [j, j + 1]. We address the homotopy types of subsets formed by the sites to set
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up and analyze our topology-constrained Ising model. We start from defining the two types
of most commonly used neighborhoods in two-dimensional cellular automata: the Moore
neighborhood and the von Neumann neighborhood, illustrated in Figure 2.1.
Definition 2.1. The Moore neighborhood of a site is defined on a square lattice and is com-
posed of a central cell and the eight cells which surround it. The von Neumann neighborhood
is defined on a square lattice and is composed of a central cell and its four adjacent cells.
Figure 2.1: Moore neighborhood (left) and von Neumann neighborhood (right)
Both definitions of the neighborhoods introduce discrete topology.
Definition 2.2. Two sites are connected if they share an edge.
Definition 2.3. The topological space X is a collection of unions of sites (excluding the
boundary edges) and edges, such that if two sites are connected, their common edge is added
to the union.
Definition 2.4. Given a sequence of sites (S0, S1, ..., Sn) in Z2, if Si and Si+1 are connected,
for all 1 6 i 6 n (Si = Sj is allowed for i 6= j ), we define the cluster generated by
(S0, S1, ..., Sn) as the union of these sites and their common edges.
In particular, the union of two sites sharing only a common vertex is not connected, thus
not a cluster.
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Definition 2.5. Let the number of closed boundary curves of a cluster be nbc, then the
number of holes of the cluster is nh = nbc − 1.
Definition 2.6. Two clusters are homotopic if they have the same number of holes nh.
Definition 2.7. A cluster is contractible if it is homotopic to a single site S0.
By this definition, a single site S0 is a contractible cluster and the Moore neighborhood
excluding the central site is not a contractible cluster. In Figure 2.2, we show several more
examples of contractible and non-contractible clusters.
Figure 2.2: Examples of contractible and non-contractible clusters
2.2.2 Glauber Dynamics
Our model is essentially Glauber dynamics. Given a probability distribution µ from Gibbs
measure, the single site Glauber dynamics for µ, which is also called the heat bath dynamics, is
a reversible Markov chain on the spin configurations, having µ as its stationary distribution,
starting from any feasible initial configuration.
10
We concentrate on the cases of finite square lattices. Given a square lattice Λ of size
N × N , we start from the configuration that all the sites are of value 1, i.e. σi = 1 for all
i = 1, 2, ..., N2. We also include all surrounding squares of the N × N square lattice Λ as
the boundary, whose values are fixed to be 0. The starting configuration looks like a big
square “blob" of 1’s, which is a contractible cluster. Assume that k pre-selected sites are
fixed states, i.e. they are always of value 1, σi1 = σi2 = ... = σik ≡ 1, and we call them the
fixed anchors. Our process at each iteration step is to randomly select a non-anchor non-
boundary site σi in Λ and change its state under certain rules until the predefined number
of iteration number T is reached. The rule is to make sure the topology of the blob is not
changing, which means the union of sites with value 1 remains to be a contractible cluster.
Under this rule, if σi = 1, it is flipped to 0 with probability p and remains 1 with probability
1− p; if σi = 0, it is flipped to 1 with probability q and remains 1 otherwise. Here p and q
are the probability parameters in (0, 1] which will be adjusted to fine-tune the equilibrium
configuration. This whole process is precisely formulated in Section 2.2.3.
If we set p = 1 or let p → 1, meaning that the state of value 0 is much preferred than
value 1, we expect that the equilibrium configuration converges to a structure similar to a
Steiner tree, as the probability q → 0 and the iteration number T → ∞. In the case of
three and four fixed anchors, we characterize this tree structure in terms of the parameters
p, q, T,N, k and the positions of the fixed anchors. We call the above process the topologically
constrained Ising model as we have several fixed anchors and the topology of the cluster is
not changing from the starting configuration.
2.2.3 Model Algorithm
We denote the states of the square lattice Λ by a matrix M = (Mi,j), where 1 6 i, j 6 N
and Mi,j ∈ {0, 1}. For a non-anchor non-boundary site E at the position (k1, k2) and
with state value Mk1,k2 , we associate an index from 1 to 8 with each square of sites in its
Moore neighborhood, in the order from the top of the site E clockwise to the upper left of it.
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Figure 2.3: Illustration of the 8 neighbors of the selected site E
Namely, the neighbors with indices from 1 to 8 will be of valueMk1−1,k2 ,Mk1−1,k2+1,Mk1,k2+1,
Mk1+1,k2+1,Mk1+1,k2 ,Mk1+1,k2−1,Mk1,k2−1 andMk1−1,k2−1, see Figure 2.3. The configurations
of these 8 neighbor sites determine whether changing the state value of the site E will change
the topology of the blob (the union of sites of value 1). Since each neighbor takes value from
{0, 1}, there are in total 28 = 256 possible neighbor configurations. We need to classify
which cases are topologically invariant under the state change of E from 1 to 0 (delete E
from the big blob) or from 0 to 1 (glue E to the big blob).
Such a neighbor configuration can be expressed by a binary number with 8-digit. For
example, the binary 10100101 corresponds to the neighbor configuration that the neighbors
of indices 1, 3, 6 and 8 are of value 1, while the neighbors 2, 4, 5 and 7 are 0. Each digit
represents the value of a neighbor in the defined order. We index the neighbor configuration
using the decimal integer number between [0, 255] by converting this binary into decimal.
For instance, the previous configuration example is indexed by decimal 165 = 27 + 25 + 22 +
20. Therefore, the decimal integer numbers from 0 to 255 are one-to-one correspondent to
all possible neighbor configurations. We divide all possible neighbor configurations into 9
cases to consider whether the value change of state E is eligible under topological invariant
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constraint.
i) If there is 0 site among all of the 8 neighbors that is of value 1, there will be only(
8
0
)
= 1 such case. It is represented by 00000000 in binary and thus 0 in decimal. We
can not glue or delete the site E. (Actually site E could never be of value 1 in this
scenario. Then E is of value 0 and we can not glue it to the blob. We still consider
both cases of deleting and gluing for completeness.)
ii) If there is 1 site among all 8 neighbors that is of value 1, there are
(
8
1
)
= 8 such
configurations. If the value 1 site is at the neighbor 1, 3, 5 or 7, the value of E can be
changed; otherwise we can not change the value of E.
iii) If there are 2 sites among all 8 neighbors that are of value 1, there are
(
8
2
)
= 28
such configurations, among which 8 configurations are topologically invariant under
the state change of site E. These 8 neighbor configurations are the cases when the two
neighbor sites with value 1 are adjacent.
iv) If there are 3 sites among all 8 neighbors that are of value 1, there are
(
8
3
)
= 56
such configurations, among which 8 configurations are topologically invariant under
the state change of site E. These 8 neighbor configurations are the cases when the
three neighbor sites with value 1 form a cluster.
v) If there are 4 sites among all 8 neighbors that are of value 1, there are
(
8
4
)
= 70
such configurations, among which 8 configurations are topologically invariant under
the state change of site E. These 8 neighbor configurations are the cases when the
three neighbor sites with value 1 form a cluster.
vi) If there are 5 sites among all 8 neighbors that are of value 1, there are
(
8
5
)
= 56
such configurations, among which 8 configurations are topologically invariant under
the state change of site E. These 8 neighbor configurations are the cases when the
three neighbor sites with value 1 form a cluster.
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vii) If there are 6 sites among all 8 neighbors that are of value 1, there are
(
8
6
)
= 28
such configurations, among which 8 configurations are topologically invariant under
the state change of site E. These 8 neighbor configurations are the cases when the
three neighbor sites with value 1 form a cluster.
viii) If there are 7 sites among all 8 neighbors that are of value 1, there are
(
8
7
)
= 8 such
configurations. Only 4 neighbor configurations are topologically invariant under the
state change of site E, when the neighbor 1, 3, 5 or 7 is of value 0 (similar to case ii).
ix) If all of the 8 neighbors are of value 1, there will be only
(
8
8
)
= 1 such case and we
can not change the state of site E (similar to case i).
Therefore, we have in total 4 + 8 + 8 + 8 + 8 + 8 + 4 = 48 feasible neighbor configurations
that in the current iteration step, it is allowed to alter the state of E without changing the
topology of the entire blob. We state their corresponding decimal indices as follows.
Proposition 2.8. In the topologically constrained Ising model, there are in total 48 allowed
neighbor configurations. In the decimal form, they are
ListAllowed = {224, 112, 56, 28, 14, 7, 131, 193, 240, 120, 60, 30, 15, 135, 195, 225, 248, 124, 62,
31, 143, 199, 227, 241, 128, 32, 8, 2, 127, 223, 247, 253, 192, 96, 48, 24, 12, 6, 3,
129, 63, 159, 207, 231, 243, 249, 252, 126}.
The order of ListAllowed follows from the discussion of the 9 cases above. Figure 2.4
shows all of the 48 feasible neighbor configurations in detail. The central white cell is the
selected site E, the blue cells are the neighbor sites of value 1 and the red cells are of value
0. Depending on the current state value of E, we could either change it from blue to red
(delete it from the blob) if it is currently blue, or change it from red to blue (glue it to the
blob) if it is currently red.
Our model algorithm is stated in detail as follows.
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Figure 2.4: 48 feasible neighbor configurations for changing the value of the white cell
Algorithm 1 Algorithm of topologically constrained Ising model
start from an N ×N square lattice Λ, all sites are set to be 1
select k fixed anchors in random
while t 6 T = predefined total number of iterations do
select a non-anchor non-boundary site E = Mk1,k2 at random in Λ
compute the boundary code bc of its neighbor configuration
write bc first in binary and then convert it into decimal
if bc ∈ ListAllowed then
if σ(E) = 1 then
if rand(1) < p then
σ(E) = 0
end if
else if rand(1) < q then
σ(E) = 1
end if
end if
end while
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2.2.4 Equilibrium Configuration
We are interested in the situation that the probability p to flip a site from 1 to 0 is much
greater than the probability q to flip it from 0 to 1, i.e.
q
p
→ 0. This means that in the long
term the dynamics prefer the state of value 0 much more than value 1. In our algorithm,
although whether a site can change its value depends on the values of its vicinity, the
preference that the probability p dominates q is independent of the values of its neighborhood.
For this reason, our model approximates a system whose intersection term in the Hamiltonian
functional H(σ) vanishes.
For a configuration σ, we say a site i is active if σi = 1 and define |σ| to be the number of
active sites (noas) of σ. We say a configuration σ = (σi)i∈Λ is a feasible configuration if all the
fixed anchors take value 1 and the cluster generated by all of its value 1 sites is contractible.
The following theorem characterizes the probability measure on the configuration space.
Theorem 2.9. Let σ = (σi)i∈Λ be a feasible configuration in our model, then
µ(σ) =
e−β|σ|
Z
, (2.5)
where µ is the stationary distribution of a reversible Markov chain on all feasible configura-
tions, e−β =
q
p
is the fugacity, |σ| is the number of active sites of σ and Z =
∑
σ
e−β|σ| is
the normalization constant.
Proof. As discussed above, the Hamiltonian functional H(σ) in our model has no interaction
term. Thus up to a constant, H(σ) = −
∑
i∈Λ
σi = −|σ|. Assume we have two feasible
configurations σ and σ′, and |σ′| − |σ| = 1, which means that by gluing one site to σ, we get
σ′. From the balance equation, µ(σ)P(σ → σ′) = µ(σ′)P(σ′ → σ), we obtain that
1
Z
e−β|σ|q =
1
Z
e−β|σ
′|p ,
thus we have e−β =
q
p
.
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In our model, the local constraint corresponding to the interaction term in the Hamil-
tonian is implicitly expressed in the algorithm; the global constraint becomes the chemical
potential energy, which is also called the fugacity. By the above theorem, the configurations
with maximum likelihood always have the minimum number of active sites (noas) under
topological constraints. However, as we will see in the multiple-anchor cases, the config-
uration of the largest probability is usually not unique. In this situation, the equilibrium
configuration is ideally the most “common" part of all configurations with minimal noas,
which will be discussed case by case in the following sections. Similar to the critical temper-
ature for the phase transition in the classical Ising model, we also have a critical β for the
system to converge to the a stable configuration.
2.3 One Anchor - Coral Model
When there is only one fixed anchor, it is clear that when p > q, the active sites of the
equilibrium configuration will only be at the anchor itself and a small neighborhood around
it. Here we discuss instead a reversed version of one anchor model. The results stated in
this section are from simulations based on theoretical analysis.
Instead of starting from the configuration that all sites are of value 1, we initialize all
sites to be value 0 except for the single fixed anchor. Because we are considering a large N
limit, we can choose without loss of generality the only anchor at the center of the lattice
square Λ, denoted by P . We also assume P is at the origin and our lattice square is given
by
Λ = {(i, j) ∈ Z2 | − dN
2
e ≤ i, j ≤ dN
2
e} .
Following the algorithm in Section 2.2.3, we assume the condition on probability parameters
to be q > p, which means during the process, the set of active sites grows from the singleton
P to a blob of “coral” shape for large number of successful iterations T . We view T as the
time of the process and we refer the “coral" as the set of all active sites in a configuration.
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2.3.1 Coral Boundary
To study the size of the coral, we propose the following definition of coral boundary.
Definition 2.10. In a configuration, a site Q of value 0 belongs to the boundary of coral if
i) there exists a straight sequence of value 0 sites along x or y axis direction from Q to
any boundary of the lattice square Λ;
ii) Q has at least one Moore neighbor of value 1.
Of course the coral is contractible to the single anchor P . From simulations, we see that
the boundary of the coral is always approximately a circle. For example, we generate 500
corals in a lattice square of size N = 400 with time T = 2× 106 and probability parameters
p = 0.95, q = 1. We then sum up all the corals’ ending configurations to see the boundary
shape, see Figure 2.5. The brighter color means the more frequent that site is of value 1 in
the 500 coral configurations.
We test the natural conjecture that the boundary of the coral is a circle, then we can use
the size of the coral and the number of active sites (noas) to track the number of inactive sites
(nois) inside the circular boundary, which is intractable as the coral grows. In the following,
we define the directional diameter and the directional radius of the coral, illustrated in
Figure 2.6 and we provide simulation results to show that the directional diameters in a
large number of directions are asymptotically the same. Similar results are observed for
directional radius. Therefore, we confirm the coral boundary is indeed a circle, and both the
directional diameter and the directional radius represent the size of the coral.
Definition 2.11. Given a unit vector u = 〈a, b〉, we define the diameter du of the coral in
the direction u to be the maximum distance between a pair of lines parallel to u which both
intersect with the coral boundary. Namely,
du = max |c1 − c2|,
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Figure 2.5: Sum of boundary configurations of the coral in 500 simulations
where the maximum runs over all c1, c2 such that the lines ax − by = c1 and ax − by = c2
intersect the coral boundary.
The directional radius is defined as follows.
Definition 2.12. Given a line y = kx, let xmax (resp. xmin) be the maximum (resp. min-
imum) x-coordinate of the intersection on the coral boundary. We define the coral radius
rk in the direction of slope k to be half of the distance between xmax and xmin intersection
points. Namely,
rk =
1
2
|xmax − xmin|
√
1 + k2.
Notice that in our definition of radius and diameter, it is not necessary to have 2rk = du,
for u = 〈 k√
1 + k2
,− 1√
1 + k2
〉. We track both the directional diameter and the directional
radius, as the coral grows, for different directions. We consider the following values of
k = ±5,±4,±3,±2,±1, 0 and ∞. Below we select some scatter plots for k = −3,−1, 4,∞.
The left figure in Figure 2.7 is the comparison of directional diameters between k = −1 and
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Figure 2.6: Illustrations of directional diameter and directional radius of the coral
k = 4, where the vertical coordinates represent the directional diameter of k = −1 and the
horizontal coordinates represent k = 4. The red line is the fitted linear regression line with
0.95 confidence interval, which is close to the line y = x. Similar phenomenon has been
observed for other values of k. It indicates that the coral boundary is indeed a circle based
on our definition of the directional diameter. The right figure in Figure 2.7 is the comparison
of directional radius between k = −3 and k = ∞, in which the fitted linear regression line
(red) is also close to the line y = x. Therefore, we think the coral has the well-defined
diameter and radius.
2.3.2 Ratio between noas and nois in the Coral
It is easy to track noas in the simulation, but it is almost intractable to count the number of
0’s inside the coral circular boundary. We know that the total number of sites of the coral
is the sum of noas and nois inside the coral boundary. The ratio R between noas and nois
20
Figure 2.7: Scatter plot of directional diameter and directional radius
Figure 2.8: Ratio between 1’s and 0’s in the coral
in the coral is then given by
R =
4noas
pid2 − 4noas , or R =
noas
pir2 − noas ,
where d is the diameter and r is the radius previously defined. We use either way to first
compute the coral size, then the nois inside the coral. In the simulation, we select the
probability parameter ratio
q
p
from 0.3 to 10 with step size 0.1. For each pair of (p, q), we
provide 5 simulations plotted in Figure 2.8 in log-log scale. We approximate the coral size
by averaging either 12 directional diameters or 24 directional radius. The blue curves are
the smoothed fitted curves of scatter plots.
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Figure 2.9: Example solution paths from the site P0 to coral boundary,
with different probability parameters
2.3.3 Path Connecting Coral inside and outside
Because the coral remains contractible to the fixed anchor P as it grows, there always exists
a path from any inactive site inside the coral to any site outside the coral (all sites outside
the coral are of value 0). For simplicity, we fix P0 to be the site on the right of the center
P and we fix its value to be 0, which can not be flipped in the process. Then we study and
compare the path from P0 to the outside of the coral. Such a path may include two parts,
one part inside the coral and the other part outside the coral. We require the path to stop
as long as it reaches the coral boundary and we consider the path connecting P0 and the
first site hitting coral boundary. Figure 2.9 shows several examples of the solution paths for
different probability parameters.
Theorem 2.13. The path connecting the site P0 and the coral boundary always exists. The
path from P0 to the first hitting site on the coral boundary is unique up to path-homotopy.
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Proof. Viewing the coral and the lattice square in the plane R2, the coral is contractible
and the union of inactive sites is homotopy to a circle, which is in particular connected.
Hence, we can always find a path from the site P0 to the coral boundary or outside. For the
second assertion, we prove by contradiction. Suppose there are two paths from P0 to the
coral boundary that are not homopoty. Denote Q1 and Q2 be the end site of each path on
the coral boundary. We can find a contractible path from Q1 to Q2 through the outside of
the coral. Then take the path as the union of the path from P to Q1 and the path from Q1
to Q2. This path is path homotopy to the path P0 to Q1, but not homotopy to the path
P0 to Q2. Consider the loop as the union of the three paths from P0 to Q1 then to Q2, and
finally back to P0. This loop is not contractible, which means there exists active sites inside
the loop. If there is no active site outside the loop, the path from P0 to Q1 is obviously
homotopy to the path from P0 to Q2. If there is some active site outside the loop, the coral
is not connected which leads to a contradiction.
To find the solution path in the simulation, we use backtracking algorithm [17, 4], which
is a general algorithm for finding solutions to some computational problems, notably con-
straint satisfaction problems. The philosophy of the backtracking algorithm is to incremen-
tally builds candidates to the solutions, and abandons a candidate (“backtrack") as soon as
it determines that the candidate cannot possibly be completed to a valid solution [21]. In
our coral model, the detailed backtracking algorithm is stated as follows.
2.3.4 Path Length
Now we deep dive into the properties of the solution path. In particular, we want to know
how the path length is changing with respect to time T (the number of successful iterations),
and also the relation between the path length and the noas. We define the path length to be
the number of inactive sites on the path. In the simulation, we keep tracking the intermediate
23
Algorithm 2 Backtracking algorithm to find the solution path in Coral model
start from the site Q, it has to be on the final solution path
initiate solution path length l = 1
if destination is reached (hitting the coral boundary) then
print the solution path
else if current site is not marked as “visited" then
mark the current site as “visited" and “on the solution path"
l = l + 1
check recursively whether moves in four directions lead to a solution path
if moving to the right leads to a solution path then
return True
else if moving down leads to a solution path then
return True
else if moving to the left leads to a solution path then
return True
else if moving up leads to a solution path then
return True
else
unmark this site as “not on the path" (backtrack step)
l = l − 1
return False
end if
else
return False
end if
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noas and the length of solution path spontaneously as the coral grows.
In the simulation results below, we provide 20 times of simulations and each iteration the
time T = 2 × 106. The square lattice Λ is of size N = 400 and the probability parameters
are p = 0.95, q = 1. In each simulation iteration, the path length and the noas have been
tracked at 50 intermediate time. We observe that in Figure 2.10, there are perturbations in
the plots associated with the path length. This is because the solution path is unique only
up to path homotopy. Nevertheless, in our backtracking algorithm, we are searching the
directions in the order of right, down, left and up, which does not guarantee the minimal
length of solution path.
We see from Figure 2.10 that, in the scale of log-log, all the relations are approximately
linear. The exact equations of the fitted linear regressions are given by
log (noas) = 0.6838 log T + 3.5861,
log (path length) = 0.3992 log T + 1.8709,
log (path length) = 0.5838 log (noas)− 0.2228.
2.4 Two Anchors
2.4.1 Model Setup
Let A(x1, y1) and B(x2, y2) be two fixed anchors. Recall that in our algorithm from Section
2.2.3, the probability parameter p > q indicates that a selected site is more likely to become
value 0 than value 1 in the model, given not changing the topology of the configuration.
From the analysis in Section 2.2.4, we know the equilibrium configuration minimizes noas,
which for p→ 1 and q → 0 becomes a cluster connecting A and B, and the noas converges
to the distance between A and B. Here the distance is the l1 distance |x1−x2|+ |y1−y2|+1,
adding one because of the end point. For p = 1, q close to 0, the equilibrium configuration
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Figure 2.10: Scatter plots and fitted linear regressions
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will be close to the minimal cluster connecting A and B. To determine the equilibrium
configuration, we need another important measure – the number of turning point (notp) on
the cluster.
Definition 2.14. For a configuration, a site of value 1 is a turning point if the sites of value
1 in its von Neumann neighborhood (including the site itself) form a right angle; if a site is
not a turning point, it is a non-turning point, see Figure 2.11.
We will mostly consider turning points on a minimal cluster connecting A and B.
Figure 2.11: Turning point and non-turning point
Lemma 2.15. If the number of turning points for a minimal cluster connecting (x1, y1) and
(x2, y2) is k, there are 4 + 2|x1− x2|+ 2|y1− y2| − k sites in the von Neumann neighborhood
of the cluster except the sites of the cluster.
Proof. We prove by induction. It is easy to check the case (x1, y1) = (x2, y2) and the case
|x1−x2|+|y1−y2| = 1. This includes the clusters with length ≤ 2. Without loss of generality,
we assume (x2, y2) is in the lower right direction of (x1, y1), then the minimal cluster will
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only grow down or grow to the right, see Figure 2.12. Suppose the assertion holds for the
minimal clusters with length ≤ n. If gluing one more site makes a new turning point, the
number of neighbors adds 1 for the extended cluster; otherwise the number of turning points
is not changed and the number of neighbors adds 2. That completes the induction.
Figure 2.12: Adding a new site to an existing cluster
Theorem 2.16. Let (x1, y1) and (x2, y2) be two fixed anchors and consider the topologically
constrained Ising model with probability parameters p = 1, q small. For the equilibrium
configuration,
noas = |x1−x2|+ |y1−y2|+1+q(2|x1−x2|+2|y1−y2|+4−min{|x1−x2|, |y1−y2|}) , (2.6)
where noas is the number of active sites.
Proof. By Theorem 2.9, the configuration of maximum likelihood is of minimal noas, which
means it should be the minimal cluster connecting the two anchors. However, the minimal
cluster may not be an equilibrium in the iterations of algorithm, instead the equilibrium will
be close to a minimal cluster with some active sites gluing in its neighborhood. It is easy
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to check that the formula in Lemma 2.15 also holds for a configuration close to a minimal
cluster. For an equilibrium configuration, the number of active sites (noas) that can be
flipped to 0 is noas − |x1 − x2| − |y1 − y2| − 1 and the number of 0 that can be flipped
to 1 is 2|x1 − x2| + 2|y1 − y2| + 4 − notp. In one iteration, the expectation to flip a 0 site
to 1 should be equal to the expectation to flip an active site to 0. Therefore, we have the
following equation
m
m+ 2|x1 − x2|+ 2|y1 − y2|+ 4− notp · 1 =
2|x1 − x2|+ 2|y1 − y2|+ 4− notp
m+ 2|x1 − x2|+ 2|y1 − y2|+ 4− notp · q.
Simplifying the above equation, we obtain that
m = q(2|x1 − x2|+ 2|y1 − y2|+ 4− notp) .
To minimize m, we can choose the minimal cluster with the maximum number of turning
points, which is min{|x1−x2|, |y1− y2|}. Therefore, the number of active sites (noas) of the
equilibrium configuration is given by
noas = |x1 − x2|+ |y1 − y2|+ 1 + q(2|x1 − x2|+ 2|y1 − y2|+ 4−min{|x1 − x2|, |y1 − y2|}).
Remark 2.17. It follows the formula above that the noas at the equilibrium configuration is
not rotation invariant. It depends on the fixed anchors.
Simulation examples to compare noas at the equilibrium configuration with theoretical
results are given in Section 2.4.3.
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Figure 2.13: Illustration of entropy method for equilibrium configuration
2.4.2 Entropy Method
Now we apply the entropy method where we use entropy function to approximate the number
of clusters connecting two sites to find the equilibrium configuration.
Lemma 2.18. Assume n is large and 0 < γ < 1 is fixed. Let 1 6 m 6 n be in the form of
m = n(γ + o(1)). Then
(
n
m
)
= en(h(γ)+o(1)), where h(γ) = −γ log(γ)− (1− γ) log(1− γ) is
the binary entropy.
Proof. This is a consequence of the Stirling’s formula. We refer to [26, Chapter 1] for the
detailed proof.
Let the two fixed anchors A and B be the diagonal vertices of a rectangle with dimensions
L andN , see Figure 2.13. The equilibrium configuration should be the one among all minimal
noas configurations which is the most probable to happen. Suppose a point S in the rectangle
is an active site of the equilibrium configuration, then the product of the number of clusters
from A to S and from B to S is maximized. Assume that N = kL and the vector from
A to S is 〈βL, αN〉, 0 < α, β < 1. Note that the number of clusters from A to S is the
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binomial coefficient
(
αN + βL
αN
)
, and the number of clusters from B to S is the binomial
coefficient
(
N − αN + L− βL
N − αN
)
. Our goal is to maximize the product of these two binomial
coefficients, so by Lemma 2.18, we have
(
αN + βL
αN
)
=
(
αkL+ βL
αkL
)
∼ exp
(
L(αk + β)h(
αk
αk + β
)
)
,
and
(
N − αN + L− βL
N − αN
)
=
(
kL− αkL+ L− βL
kL− αkL
)
∼ exp
(
L(k − αk + 1− β)h( k − αk
k − αk + 1− β )
)
,
thus
(
αN + βL
αN
)(
N − αN + L− βL
N − αN
)
∼ exp(−L(E1(α, β) + E2(α, β))) def= E(α, β) ,
where
E1(α, β) = αk log
αk
αk + β
+ β log
β
αk + β
,
E2(α, β) = (k − αk) log k − αk
k − αk + 1− β + (1− β) log
1− β
k − αk + 1− β .
Note that for f(x, y) = x log
x
x+ y
+ y log
y
x+ y
, fx = log
x
x+ y
and fy = log
y
x+ y
. To
maximize the product of these two binomial coefficients, we need to find the critical points,
namely,
∂E
∂α
=
∂E
∂β
= 0. It means
∂E1
∂α
+
∂E2
∂α
= 0 and
∂E1
∂β
+
∂E2
∂β
= 0, which are further
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simplified to
k log
αk
αk + β
− k log k − αk
k − αk + 1− β = 0 ,
log
β
αk + β
− log 1− β
k − αk + 1− β = 0 .
We obtain that α = β and E(α, β) = k log
k
k + 1
+ log
1
k + 1
, which means the point S is
on the diagonal of the rectangle. Therefore, the optimal equilibrium configuration is exactly
the diagonal of the rectangle. However, in a lattice square, the equilibrium configuration
can not be the precise diagonal because of the constraint of integer positions. Instead the
equilibrium is a cluster close to the diagonal.
2.4.3 Simulation
In this section, we verify the equilibrium configuration results for two fixed anchors in sim-
ulations. Our initial configuration is that all of the N ×N sites in the square lattice Λ are
of value 1. We randomly select two fixed anchors and apply the algorithm in Section 2.2.3
to generate the equilibrium configuration. We choose the size of the lattice square Λ to be
N = 100 and the probability parameters are p = 1, q = 0.1. The number of successful
iterations (time) is at least T = 106, which guarantees the configuration to be close to the
equilibrium. We also track intermediate noas of the configuration during the process, as the
noas being stable is a sign of reaching equilibrium. Figure 2.14 provide several equilibrium
configurations from our simulations. The two black dots are the fixed anchors, the grey dots
are other active sites on the equilibrium cluster, and the white region is of value 0.
Based on the average noas from the last 1% and 0.5% iterations in Table 2.1, we conclude
that in all cases, they are close to equilibria. The simulation results in the first two cases
match well with the theoretical results, considering the relative errors are both less than
threshold 5%. The last two cases do not match with the theoretical results very well, even
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Figure 2.14: Example equilibrium configurations for two anchors
case 1 2 3 3′
(x1, y1) (20, 20) (30, 10) (50, 7) (20, 7)fixed anchor
(x2, y2) (80, 80) (70, 90) (50, 92) (20, 92)
time T 1× 106 3× 106
theoretical equilibrium noas 139.4 141.4 103.4
last 1% average in T 142.35 142.81 119.86 118.48
simulation noas
last 0.5% average in T 142.97 142.44 119.19 119.55
relative error last 0.5% average in T 2.56% 0.74% 15.27% 15.62%
Table 2.1: Comparison between theoretical and simulation equilibrium noas for two anchors
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after twice and more of time T = 106. One of possible reasons is that the expected equilib-
rium configuration, which is a straight line, has no notp at all. Thus, all the perturbations
of the equilibrium are counting for errors, not on the equilibrium configuration. In all the
simulations, we select the fixed anchors such that the equilibrium configuration is not close
to the boundary of square lattice Λ. Otherwise, there is no enough space to flip the sites
around and it takes much longer time T to converge. If necessary, we increase the size N of
the square lattice λ to exclude the cases that the equilibrium configuration is close to the
boundary.
2.4.4 One Fixed Anchor and One Moving Anchor
Now we consider the case that A(x1, y1) is the fixed anchor and B(x2, y2) can move by the
following rules – if its right neighbor is flipped from 0 to 1, B moves to the right with
probability pr; if its neighbor below is flipped from 0 to 1, B moves down with probability
pd; in all other cases, the anchor B is not moving. We call A(x1, y1) the fixed anchor and
denote the coordinates of the moving anchor B as (X, Y ). We study the trajectory of the
position (X, Y ) in terms of pr, pd and the number of successful iterations (time) T . In this
subsection, we are not interested in the change of the equilibrium configuration, but only
focus on the moving anchor B. We show that X is linear in T and pr, while Y is linear in
T and pd.
Proposition 2.19. The expected values of X and Y are
X = x2 +
T
N2 − 2 ·
qpr
1 + q
, Y = y2 +
T
N2 − 2 ·
qpd
1 + q
.
Proof. Let R always be the site next to the moving anchor B on the right. Because in
each iteration we randomly select a non-boundary non-anchor site, R is selected
T
N2 − 2
times in expectation. We denote the probability that R is of value 0 as θ = P(R = 0). By
the equilibrium equation, θq = (1 − θ)p, thus θ = p
p+ q
=
1
1 + q
. Moreover, if the site R
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Figure 2.15: Trajectory of the position (X, Y ) of the moving anchor B,
for (pr, pd) = (0.6, 0.9)
is selected and is of value 0, it will be flipped it from 0 to 1 with probability q, and the
anchor B moves to R with probability pr. Therefore, X = x2 +
T
N2 − 2 ·
qpr
1 + q
and similarly
Y = y2 +
T
N2 − 2 ·
qpd
1 + q
.
We then provide the simulation results for a square lattice Λ of size N = 140. We choose
A(x1, y1) = (2, 2) and B(x2, y2) starts at (10, 10). The probability parameters are p = 1
and q = 0.1. The successful number of iterations (time) is T = 2 × 107. The probability
parameters for the moving anchor B are (pr, pd) = (0.6, 0.9). We compare the theoretical
predictions of the trajectory of B with the simulation results in Figure 2.15. The black dots
are (X, Y ) in simulation and the blue lines are the expected (X, Y ). We could see that they
match well.
Now we fix T = 2× 107 to study the relation between the probability parameters (pr, pd)
and the position (X, Y ) of the moving anchor B. Again, the size of the square lattice Λ
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Figure 2.16: Grid curves from (pr, pd) to (X, Y ), colored by pd
Figure 2.17: Grid curves from (pr, pd) to (X, Y ), colored by pr
is N = 140, let A(x1, y1) = (2, 2) and B(x2, y2) starts at (10, 10). We vary the probability
parameters (pr, pd) from 0.1 to 0.9 with step size is 0.1. We run the simulation 100 times
for each pair of (pr, pd) and collect the final positions (X, Y ). In Figure 2.16 and Figure
2.17, we present the grid curves from (pr, pd) to (X, Y ), and in Figure 2.18, we show the
scatter plots of (X, Y ) for different pairs of (pr, pd) and their standard deviational ellipses
(SDEs) with 95% confidence interval. The 2-digit numbers in the legend indicate the pair of
(pr, pd), for example, the number 23 means pr = 0.2 and pd = 0.3. The standard deviational
ellipse (SDE) [49] is a measure to characterize the dispersion and the spread of points on
two-dimensional plane.
From Proposition 2.19, we know that the theoretical predictions of our simulation are
X = 10 + 92.77pr and Y = 10 + 92.77pd. We now compare them with the linear regression
results. If we fit linear regression lines on the scatter plots of (pr, X) and (pd, Y ), we have
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Figure 2.18: Scatter plots and SDEs of (X, Y )
Figure 2.19: Linear regression of pr and X, X = 7.79 + 93.32pr
X = 7.79 + 93.32pr and Y = 7.69 + 93.52pd, see Figure 2.19 and Figure 2.20. All the
coefficients are significant (p-value less than 0.05). The slopes in linear regression are very
close to the theoretical slopes (relative error less than 0.81%). We can see from the left colored
linear regression plots, all the fitted regression lines are mostly parallel and overlapping,
indicating that the linear relationship between X and pr does not depend on pd and the
linear relationship between Y and pd does not depend on pr. So we fit the non-colored plots
on the right.
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Figure 2.20: Linear regression of pd and Y , Y = 7.69 + 93.52pd
2.5 Three Anchors
2.5.1 Steiner Tree
Steiner tree problem [19], named after Jakob Steiner, refers to a class of problems in com-
binatorics and geometry. One well-known variant in geometry is the Euclidean Steiner tree
problem. Given n points in the Euclidean plane, the goal is find the connected tree of mini-
mal total length of edges connecting all the n points, which is called the Steiner tree. It is
known that the points added to the graph (Steiner points) are always of degree 3 and the
three incident edges form three 120◦ angles. The maximum number of Steiner points that
a Steiner tree can have is n − 2. For example, for n = 3, there are two possible cases: if
the triangle formed by the given points has all angles less than 120◦, the Steiner point is
located at the Fermat point of the triangle; otherwise, the Steiner tree is just the two edges
of the triangle which form the largest angle, in which no Steiner point is added. For general
n, algorighms to solve approximability results for the Euclidean Steiner tree problem could
be found in [16, 20, 18]. Figure 2.21 gives examples of the Steiner trees for three and four
points. In the solution for four point Steiner tree, there are two Steiner points S1 and S2.
Another well-known variant in combinatorics is the Steiner tree problem in graphs [14].
Given an undirected graph with non-negative edge weights and a subset of vertices, usually
referred to as terminals, the Steiner tree problem in graphs requires a tree of minimum
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Figure 2.21: Solutions for three and four point Steiner tree problem
weights that contains all terminals, which may include additional vertices. The Steiner
tree problem in graphs can be seen as a generalization of two other famous combinatorial
optimization problems: the shortest path problem and the minimum spanning tree problem
[48]. If there are exactly two terminals, the Steiner tree problem in graphs reduces to finding
a shortest path. If, on the other hand, all vertices are terminals, the problem is equivalent to
the minimum spanning tree. The Steiner tree problems in graphs has important applications
in circuit layout [25], network design and facility location problems.
2.5.2 Model Setup
Let A(x1, y1), B(x2, y2) and C(x3, y3) be the three anchors and we consider the algorithm
from Section 2.2.3. It follows from Theorem 2.9 that the equilibrium configuration minimizes
noas. Thus, when p = 1 and q → 0, the equilibrium configuration approximates the graphed
Steiner tree in the lattice square Λ. On the other hand, when the size N → ∞ and the
distances between A, B and C grow proportionally to N , the equilibrium can also be viewed
as the approximation of the Euclidean Steiner tree. Therefore, we expect in the three-anchor
case, the equilibrium configuration also contains a Steiner point, if A, B and C form an acute
triangle. When A, B and C form an obtuse triangle, the equilibrium configuration is close
to the union of two equilibrium configurations from the two-anchor case.
We confirm the above intuition by the following arguments. Let the Steiner point be
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(x0, y0), then the equilibrium configuration is the union of three clusters from the two-anchor
case. By Theorem 2.16, we know the total noas of the three clusters at the equilibrium
configuration is given by
3∑
i=1
(
|x0 − xi|+ |y0 − yi|+ q(2|x0 − xi|+ 2|y0 − yi|+ 4−min{|x0 − xi|, |y0 − yi|})
)
− 2
=
3∑
i=1
(
(1 + 2q)(|x0 − xi|+ |y0 − yi|) + 4q − qmin{|x0 − xi|, |y0 − yi|}
)
− 2 . (2.7)
Here (x0, y0) can be one of the three anchors, which corresponds to the obtuse triangle
case. The minus two follows from the fact the Steiner point is counted three times in the
summation. We observe that to minimize the expression (2.7) is equivalent to minimize the
sum of l1 distance between the three anchors and the Steiner point (x0, y0).
Lemma 2.20. When q → 0, to minimize (2.7) is equivalent to minimize the sum of l1
distance.
Proof. For each i,
(1 + q)(|x0 − xi|+ |y0 − yi|)
6|x0 − xi|+ |y0 − yi|+ q(2|x0 − xi|+ 2|y0 − yi|+ 4−min{|x0 − xi|, |y0 − yi|})
=(1 + q)(|x0 − xi|+ |y0 − yi|) + qmax{|x0 − xi|, |y0 − yi|}
6(1 + 2q)(|x0 − xi|+ |y0 − yi|) .
When q → 0, we have
noas→
3∑
i=1
(|x0 − xi|+ |y0 − yi|),
which is equivalent to the sum of l1 distance. Indeed, there exists q small enough such that
qN <
1
3
, which means the minimal of noas is not affected by the l∞ distance.
We rearrange x1, x2, x3 in the ascending order of xs 6 xm 6 xl and similarly for yi’s
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Figure 2.22: Steiner point in three-anchor model (2 cases)
(if they tie, arbitrarily rearrange the tied terms). Here s stands for small, m stands for
median and l stands for large. It is clear that the Steiner point (x0, y0) minimizing the sum
of l1 distance is always at (xm, ym). Figure 2.22 gives two cases depending on the relative
positions of the three anchors.
Now we obtain the noas for the equilibrium configuration.
Theorem 2.21. In the topologically constrained Ising model with three anchors (x1, y1),
(x2, y2) and (x3, y3), let p = 1 and q small, the number of active sites (noas) on the equilib-
rium configuration is
3∑
i=1
(
(1 + 2q)(|xm − xi|+ |ym − yi|) + 4q − qmin{|xm − xi|, |ym − yi|}
)
− 2 , (2.8)
where xm is the median of x1, x2 and x3, and ym is the median of y1, y2 and y3. (xm, ym) is
the Steiner point.
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case 1 2 3
(x1, y1) (30, 10) (20, 20) (40, 20)
(x2, y2) (10, 30) (40, 50) (80, 70)fixed anchor
(x3, y3) (80, 80) (80, 70) (30, 80)
time T 1× 106 1× 106 2× 106 1× 106 2× 106 5× 106
theoretical equilibrium noas 163.4 128.4 131.4
last 1% average in T 175.10 132.80 132.84 154.45 155.10 150.66
simulation noas
last 0.5% average in T 175.07 130.64 133.78 155.60 158.14 147.29
relative error from last 0.5% average in T 7.15% 1.74% 4.19% 18.42% 20.35% 12.09%
Table 2.2: Comparison between theoretical and simulation equilibrium noas for 3 anchors
In the two cases from Figure 2.22, the noas is further simplified to
noas = (1 + 2q)(d1 + d2 + d3 + d4) + 4q − q(min{d1, d2}+ min{d3, d4}), for case 1,
noas = (1 + 2q)(d1 + d2 + d3 + d4) + 4q − qmin{d3, d4}, for case 2.
2.5.3 Simulation
In this section, we verify the equilibrium configuration for three fixed anchors in simulations.
The initial configuration is that all of the N ×N sites in the square lattice Λ are of value 1.
We randomly select three fixed anchors and follow the algorithm in Section 2.2.3 to generate
the equilibrium configuration. We choose the size of the lattice square Λ to be N = 100 and
the probability parameters are p = 1, q = 0.1. The number of successful iterations (time) is
at least T = 106, which again guarantees the configuration to be close to the equilibrium. We
also track the intermediatenoas of the configuration during the process, as the noas being
stable is a sign of reaching equilibrium. Figure 2.23 shows several equilibrium configurations
from our simulations. The three black dots are the fixed anchors, the grey dots are other
active sites on the equilibrium cluster, and the white region is of value 0.
Based on the average noas from the last 1% and 0.5% iterations in Table 2.2, we conclude
that in all cases, they are close to equilibria. The simulation result in case 1 basically matches
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Figure 2.23: Example equilibrium configurations for three anchors
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with the theoretical result with the relative error about 7%. The second case in simulation
matches with the theoretical result very well, considering the relative error is less than
threshold 5%. The last case does not match well with the theoretical results. Nevertheless,
after twice and more of time T = 106, the noas becomes closer to the expected value. One
possible reason is similar to the discussion in Section 2.4.3 that the minimal configuration has
few notp. Then the configuration always contains extra active sites because the probability
parameter q is small but not exactly zero.
2.6 Four Anchors
We now discuss the four-anchor Ising model. There are two major different cases. One is
the convex model, which means the four anchors form a convex quadrilateral. The other one
is the non-convex case, where one anchor lies in the triangle formed by the other three. We
start with discussing the non-convex case.
2.6.1 Non-convex Case
We first consider the situation that one anchor lies in the interior of the triangle formed the
other three anchors. Let the four fixed anchors be A,B,C and D, among which A,B,C
are the vertices of a triangle and D lies inside M ABC. Depending on the position of D
in M ABC, the Steiner tree as well as the equilibrium configuration will be constructed
differently. Let O be the point inside M ABC minimizing the sum of l1 norm of OA, OB
and OC, namely, the Steiner point of the three anchors A, B and C. If the fourth anchor D
lies exactly at O,we know the equilibrium configuration simply connects OA, OB and OC,
which degenerates to a three anchor case. Further, if D is on an equilibrium configuration
connecting O and A, the total equilibrium configuration again connects OA, OB and OC
(D is on the cluster connecting O and A). This can also be interpreted as connecting D with
A first, then we consider D,B and C as a three anchor case, where the Steiner point is also
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at O. Intuitively, if D is close to the equilibrium cluster OA, the equilibrium configuration
will still connect AD and include a Steiner tree connecting D,B and C. When D moves
further away from OA and gets close to OB, the equilibrium configuration will connect
BD and include a Steiner tree connecting D,A and C. The question is how far D is away
deviating from OA will change the equilibrium configuration from connecting AD to BD
or CD. Based on our results from three anchor case, there are two anchors, say A and B,
such that M ABO is a right triangle. Let P1 be the point on the edge AB such that OP1
is a line of slope 1 or −1. Then consider the line orthogonal to OP1 passing through O
and denote intersections with the edge BC and AC as P2 and P3 respectively. The line
segments OP1, OP2 and OP3 divides the M ABC into three non-overlapping parts and each
part corresponds to the region that D should be optimally connected to the vertex in the
region, see Figure 2.24. We justify the above conclusions in the following theorem.
Figure 2.24: Equilibrium configurations for four non-convex anchors (3 cases)
Theorem 2.22. Let O,P1, P2 and P3 be defined as above. There are five cases of equilibrium
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configuration:
i) if D is in the quadrilateral AP1OP3 (yellow region), the equilibrium configuration con-
sists of a minimal cluster AD and a Steiner tree connecting D,B and C;
ii) if D is in the quadrilateral BP2OP1 (blue region), the equilibrium configuration consists
of a minimal cluster BD and a Steiner tree connecting D,A and C;
iii) if D is in the triangle CP2P3 (green region), the equilibrium configuration consists of
a minimal cluster CD and a Steiner tree connecting D,A and B;
iv) if D is on a common boundary of two regions (red line segments), both cases described
above are equilibrium configuration;
v) if D is at O, the equilibrium configuration consists of DA, DB and DC.
Proof. We only discuss the case when D is on OP1 and the arguments for OP2 and OP3 are
similar. It suffices to show the optimal tree connecting DA or DB has the same cluster size.
The dark blue tree is the equilibrium cluster for connecting DA first;
the dark yellow tree is the equilibrium cluster for connecting DB first.
Figure 2.25: Illustration to prove Theorem 2.22
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In Figure 2.25, Let S1 be the Steiner point of D,A and C, and S2 be the Steiner point of
D,B and C. If D is connected to A, the total cluster size of the equilibrium configuration
is given by
‖AD‖1 + ‖DS1‖1 + ‖BS1‖1 + ‖CS1‖1 = ‖AS1‖1 + ‖BS1‖1 + ‖CS1‖1 ,
where ‖ · ‖1 is the l1 distance. Similarly if D is connected to B, the total cluster size is
‖AS2‖1 + ‖DS2‖1 + ‖BD‖1 + ‖CS2‖1 = ‖AS2‖1 + ‖BS2‖1 + ‖CS2‖1 .
It is easy to see that
‖AS1‖1 + ‖BS1‖1 + ‖CS1‖1 = ‖AO‖1 + ‖BO‖1 + ‖CO‖1 + 2‖OS1‖1 ,
‖AS2‖1 + ‖BS2‖+ ‖CS2‖1 = ‖AO‖1 + ‖BO‖1 + ‖CO‖1 + 2‖OS2‖1 .
Note that length of OS1 equals to the length of OS2, because the slope of line OD is either
1 or −1, which indicates the sizes of two optimal configurations coincide. That completes
the proof.
Combining the above theorem with Theorem 2.16 and Theorem 2.21, we obtain the
theoretical noas.
Theorem 2.23. In the topologically constrained Ising model with four anchors (x1, y1),
(x2, y2), (x3, y3) and (x4, y4), which form a non-convex quadrilateral, let p = 1 and q small,
the number of active sites (noas) on the equilibrium configuration is
noas = |x1 − x4|+ |y1 − y4|+ q
(
2|x1 − x4|+ 2|y1 − y4|+ 4−min{|x1 − x4|, |y1 − y4|}
)
+ (1 + 2q)(|x2 − x4|+ |y2 − y4|+ |x3 − x2|+ |y3 − y4|)
+ 4q − qmin{|x2 − x4|+ |y3 − y4|} , (2.9)
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Figure 2.26: Example of equilibrium configurations for non-convex four anchors
when D lies in the yellow region in Figure 2.24, the blue and green regions are similar.
We now verify the equilibrium configuration for non-convex-four anchor case in simula-
tions. Again, our starting configuration is that all of the N × N sites in the square lattice
Λ are of value 1. We select four fixed anchors such that they form a non-convex set up,
i.e. one anchor lies inside the triangle formed by the other three. The size of the square
lattice Λ is N = 100, and the probability parameters are p = 1 and q = 0.1. Our number
of successful iterations (time) is at least T = 106, to make sure configuration to be close to
equilibrium. Figure 2.26 shows three final equilibria from simulations corresponding to the
three cases discussed in the first three cases in Theorem 2.22. The four black dots are the
fixed anchors, the grey dots are other active sites in the equilibrium configuration, and the
white are inactive sites (of value 0).
Based on the average noas from the last 1% and last 0.5% iterations in Table 2.3, we
can conclude that all simulation examples are close to equilibrium configurations. The
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case 1 2 3
(x1, y1) (30, 30)
(x2, y2) (70, 30)
(x3, y3) (55, 70)
fixed anchor
(x4, y4) (60, 35) (53, 60) (48, 36)
time T 2× 106
theoretical equilibrium noas 101.8 99.0 102.8
last 1% average in T 111.21 115.78 113.52
simulation noas
last 0.5% average in T 112.54 113.53 111.32
relative error last 0.5% average in T 10.55% 14.68% 8.29%
Table 2.3: Comparison between theoretical and simulation equilibrium noas
for non-convex four anchors
simulation results in all cases are not perfectly matching with the theoretical predictions,
considering the relative errors are both great than 5%. The main reason is that the expected
equilibrium configurations contain straight sequences of active sites, which have few notp.
We have observed similar errors in two-anchor and three-anchor cases.
2.6.2 Convex Case
We now consider the situation that the four anchors form a convex quadrilateral. Note
that such a convex quadrilateral can be inscribed in a rectangle, such that each edge of
the rectangle passes through one anchor. For simplicity, we focus on the case that the
four anchors can be placed on different edges of a rectangle in the lattice square Λ (the
edges of such a rectangle are parallel to the square lattice grids). Let the four anchors be
A(x1, y1), B(x2, y2), C(x3, y3) and D(x4, y4). We rearrange x1, x2, x3, x4 in the ascending
order of xs 6 xm1 6 xm2 6 xl and similarly for yi’s, we have ys 6 ym1 6 ym2 6 yl. Here s
stands for small, m1 is the smaller median, m2 is the larger median and l represents large.
By the assumption that the four anchors are circumscribed by a lattice rectangle, xs must
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be on the edge parallel to the edge xl belongs to and xm1 must be on the edge parallel to
the edge xm2 belongs to. We define [xm1 , xm2 ] × [ym1 , ym2 ] as the Steiner rectangle, which
consists of all points that minimize the sum of l1 distance to four anchors. Our first step
is to apply the entropy method to find the point S(x0, y0) inside the Steiner rectangle such
that the product of the numbers of clusters from A, B, C and D to S is maximized. Let
A (resp. B,C and D) be on the left (resp. upper, right, and lower) edge of the rectangle.
Assume that the dimensions of the lattice rectangle are L and N , and α1, α2, β1 and β2 be
defined as in Figure 2.27 and Figure 2.28. Suppose the distances from S to the left edge
and the upper edge of the lattice rectangle are αN and βL. For large L and N , we assume
N = kL. Given α1, α2, β1 and β2, we want to find α and β. Note that α1 6 α 6 α2 and
β1 6 β 6 β2, because the position of S is always inside the Steiner rectangle. It is clear
that if xm1 = xm2 , we have α = α1 = α2, and if ym1 = ym2 , we have β = β1 = β2. Thus,
we focus on the situations when xm1 < xm2 and ym1 < ym2 , i.e. the Steiner rectangle is not
degenerated to an edge or a point. There are two cases depending on relative positions of
the four anchors.
We start from discussing the first case, illustrated in Figure 2.27. Clearly case 1 is trivial
in the sense that A,B and S form a three-anchor configuration, and C,D and S form another
three-anchor configuration. We solve for S by applying the entropy method. The total
number of clusters connecting the two anchors can be approximated by a binomial coefficient,
so the four binomial coefficients representing the numbers of clusters from the four anchors to
S are as follows: from S to A:
(
αN + (β − β1)L
αN
)
, from S to B:
(
(α− α1)N + βL
(α− α1)N
)
, from
S to C:
(
(1− α)N + (β2 − β)L
(1− α)N
)
and from S to D:
(
(α2 − α)N + (1− β)L
(α2 − α)N
)
respectively.
Similarly to the two-anchor case, we apply Lemma 2.18 and the product of the four binomial
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Figure 2.27: Convex four anchors case 1
coefficients becomes E(α, β) def= exp(−L
4∑
i=1
Ei(α, β)), where
E1(α, β) = αk log
αk
αk + β − β1 + (β − β1) log
β − β1
αk + β − β1 ,
E2(α, β) = (α− α1)k log (α− α1)k
(α− α1)k + β + β log
β
(α− α1)k + β ,
E3(α, β) = (1− α)k log (1− α)k
(1− α)k + β2 − β + (β2 − β) log
(1− α)k
(1− α)k + β2 − β ,
E4(α, β) = (α2 − α)k log (α2 − α)k
(α2 − α)k + 1− β + (1− β) log
1− β
(α2 − α)k + 1− β .
To find the critical points, we differentiate the total product E(α, β) with respect to α and
β. We obtain that
∂E
∂α
=
∂E
∂β
= 0, which further indicate that
4∑
i=1
∂Ei
∂α
=
4∑
i=1
∂Ei
∂β
= 0,
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therefore we have
k log
(
αk
αk + β − β1
(α− α1)k
(α− α1)k + β
(1− α)k + β2 − β
(1− α)k
(α2 − α)k + 1− β
(α2 − α)k
)
= 0 ,
log
(
β − β1
αk + β − β1
β
(α− α1)k + β
(1− α)k + β2 − β
β2 − β
(α2 − α)k + 1− β
1− β
)
= 0 .
Since k 6= 0, we obtain that
α(α− α1)((1− α)k + β2 − β)((α2 − α)k + 1− β)
=(1− α)(α2 − α)(αk + β − β1)((α− α1)k + β) , (2.10)
β(β − β1)((1− α)k + β2 − β)((α2 − α)k + 1− β)
=(1− β)(β2 − β)(αk + β − β1)((α− α1)k + β) . (2.11)
Inspired by the simulation results, the desired solution does not depend on k and it should
only be in terms of α1, α2, β1 and β2. So we rewrite (2.10) and (2.11) in terms of k, which
end up to be an order-two system of equations of k. We solve this system for α and β to find
the position of S inside the Steiner rectangle. By rewriting the system into four polynomials
in terms of k, we obtain that
α(α− α1)(1− α)(α2 − α)k2 + α(α− α1)(1− β)(β2 − β)+
α(α− α1)
(
(1− β)(1− α) + (β2 − β)(α2 − α)
)
k
=(1− α)(α2 − α)α(α− α1)k2 + (1− α)(α2 − α)(β − β1)β+
(1− α)(α2 − α)
(
αβ + (β − β1)(α− α1)
)
k ,
(2.12)
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and
β(β − β1)(1− α)(α2 − α)k2 + β(β − β1)(β2 − β)(1− β)+
β(β − β1)
(
(1− β)(1− α) + (β2 − β)(α2 − α)
)
k
=(1− β)(β2 − β)α(α− α1)k2 + (1− β)(β2 − β)(β − β1)β+
(1− β)(β2 − β)
(
αβ + (β − β1)(α− α1)
)
k .
(2.13)
By comparing the coefficients of k2, k and the constant terms on both sides of (2.12) and
(2.13), we get a new set of algebraic curves
α(α− α1)(1− β)(β2 − β) = (1− α)(α2 − α)(β − β1)β , (2.14)
(1− α)(α− α1)
(
α(1− β)− (α2 − α)(β − β1)
)
=α(α2 − α)
(
(1− α)β − (α− α1)(β2 − β)
)
, (2.15)
(1− β)(β − β1)
(
(1− α)β − (α− α1)(β2 − β)
)
=β(β2 − β)
(
α(1− β)− (α2 − α)(β − β1)
)
, (2.16)
where (2.14) is from comparing the constant terms in (2.12) and k2 terms in (2.13), (2.15)
is from comparing k terms in (2.12) and (2.16) is by equating k terms in (2.13).
Since α1 < α < α2 and β1 < β < β2, namely the point S is not on the boundary of
Steiner rectangle, (2.15) and (2.16) indicate that
αβ(α2 − α)(β2 − β) = (1− α)(1− β)(α− α1)(β − β1) . (2.17)
Combining (2.14) and (2.17), we know that β(α2 − α) = (1 − β)(α − α1), which further
implies
β =
α− α1
α2 − α1 . (2.18)
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Figure 2.28: Convex four anchors case 2
We then plug (2.18) into (2.14) or (2.17) to obtain
α =
α1 + (α2 − α1)β1
1− (α2 − α1)(β2 − β1) , (2.19)
β =
β1 + α1(β2 − β1)
1− (α2 − α1)(β2 − β1) . (2.20)
Now we check that the solutions in (2.19) and (2.20) are indeed inside the Steiner rectangle.
α > α1 ⇔ β1 + α1(β2 − β1) > 0, which is clearly true; α < α2 ⇔ β1 < 1 − (β2 − β1)α2 ⇔
(1 − β1) > (β2 − β1)α2, which is true since α2 < 1 and β2 − β1 < 1 − β1; β > β1 ⇔
(α1 +β1(α2−α1))(β2−β1) > 0, which is obvious; β < β2 ⇔ β1 +α1(β2−β1) < β2−β2(α2−
α1)(β2 − β1)⇔ β2(α2 − α1) < 1− α1, which is true since β2 < 1 and α2 − α1 < 1− α1.
Remark 2.24. S is not necessarily on the diagonal of the Steiner rectangle.
We now discuss the second non-trivial case to locate the Steiner point S in the Steiner
rectangle, see Figure 2.28. Similar to the discussion of case 1, the four binomial coefficients
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representing the numbers of clusters from the four anchors to S are as given by the follow-
ing: from S to A:
(
αN + (β − β1)L
αN
)
, from S to B:
(
(α2 − α)N + βL
(α2 − α)N
)
, from S to C:(
(1− α)N + (β2 − β)L
(1− α)N
)
and from S to D:
(
(α− α1)N + (1− β)L
(α− α1)N
)
respectively. Note
that only the second and the fourth binomial coefficients are different from case 1. The
product of the four binomial coefficients becomes E(α, β) def= exp(−L
4∑
i=1
Ei(α, β)), where
E1(α, β) = αk log
αk
αk + β − β1 + (β − β1) log
β − β1
αk + β − β1 ,
E2(α, β) = (α2 − α)k log (α2 − α)k
(α2 − α)k + β + β log
β
(α2 − α)k + β ,
E3(α, β) = (1− α)k log (1− α)k
(1− α)k + β2 − β + (β2 − β) log
(1− α)k
(1− α)k + β2 − β ,
E4(α, β) = (α− α1)k log (α− α1)k
(α− α1)k + 1− β + (1− β) log
1− β
(α− α1)k + 1− β .
To find the critical points, we differentiate the total product E(α, β) with respect to α and
β. We obtain
∂E
∂α
=
∂E
∂β
= 0, which indicate that
4∑
i=1
∂Ei
∂α
=
4∑
i=1
∂Ei
∂β
= 0, therefore we have
k log
(
αk
αk + β − β1
(α− α1)k
(α− α1)k + 1− β
(1− α)k + β2 − β
(1− α)k
(α2 − α)k + β
(α2 − α)k
)
= 0 ,
log
(
β − β1
αk + β − β1
β
(α2 − α)k + β
(1− α)k + β2 − β
β2 − β
(α− α1)k + 1− β
1− β
)
= 0 .
We are considering the non-degenerate cases, thus k 6= 0 and we obtain
α(α− α1)((1− α)k + β2 − β)((α2 − α)k + β)
=(1− α)(α2 − α)(αk + β − β1)((α− α1)k + 1− β) , (2.21)
β(β − β1)((α− α1)k + 1− β)((1− α)k + β2 − β)
=(1− β)(β2 − β)(αk + β − β1)((α2 − α)k + β) . (2.22)
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Similarly we rewrite (2.21) and (2.22) as polynomials of k.
α(α− α1)(1− α)(α2 − α)k2 + α(α− α1)β(β2 − β)+
α(α− α1)
(
(1− α)β + (β2 − β)(α2 − α)
)
k
=(1− α)(α2 − α)α(α− α1)k2 + (1− α)(α2 − α)(β − β1)(1− β)+
(1− α)(α2 − α)
(
α(1− β) + (β − β1)(α− α1)
)
k ,
(2.23)
and
β(β − β1)(1− α)(α− α1)k2 + β(β − β1)(1− β)(β2 − β)+
β(β − β1)
(
(1− β)(1− α) + (β2 − β)(α− α1)
)
k
=(1− β)(β2 − β)α(α2 − α)k2 + (1− β)(β2 − β)(β − β1)β+
(1− β)(β2 − β)
(
αβ + (β − β1)(α2 − α)
)
k .
(2.24)
By equating the coefficients of k2, k and the constant terms on both sides of (2.23) and
(2.24), we get a new set of algebraic curves
(1− α)(α2 − α)
(
α(1− β) + (β − β1)(α− α1)
)
=α(α− α1)
(
(1− α)β + (β2 − β)(α2 − α)
)
, (2.25)
β(β − β1)
(
(1− β)(1− α) + (β2 − β)(α− α1)
)
=(1− β)(β2 − β)
(
αβ + (β − β1)(α2 − α)
)
, (2.26)
α(α− α1)β(β2 − β) = (1− α)(α2 − α)(β − β1)(1− β) , (2.27)
β(β − β1)(1− α)(α− α1) = (1− β)(β2 − β)α(α2 − α) , (2.28)
where (2.25) is from comparing the k terms in (2.23), (2.26) is from comparing k terms in
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(2.24), (2.27) is by equating constant terms in (2.23) and (2.28) is by equating k2 terms in
(2.24).
Since α1 < α < α2 and β1 < β < β2, namely the point S is not on the boundary of the
Steiner rectangle, (2.27) and (2.28) indicate that
(α− α1)β
(1− β)(α2 − α) =
(1− α)(β − β1)
α(β2 − β) =
α(β2 − β)
(1− α)(β − β1) .
Therefore we know α(β2 − β) = (1− α)(β − β1), which further implies
α =
β − β1
β2 − β1 . (2.29)
We then plug (2.29) into (2.25) to obtain
α =
α2 − (α2 − α1)β1
1 + (α2 − α1)(β2 − β1) , (2.30)
β =
β1 + α2(β2 − β1)
1 + (α2 − α1)(β2 − β1) . (2.31)
Now we check that the solutions in (2.30) and (2.31) are indeed inside the Steiner rectangle.
α > α1 ⇔ 1−β1 > α1(β2−β1); α < α2 ⇔ β1 + (β2−β1)α2 > 0; β > β1 ⇔ α2 > β1(α2−α1);
β < β2 ⇔ α2 < 1 + β2(α2 − α1). All easy to check.
We summarize the conclusions from the two cases we have discussed.
Theorem 2.25. The (unique) Steiner point in the Steiner rectangle that maximizes the
product of the numbers of clusters to the four anchors is given by
α =
α1 + (α2 − α1)β1
1− (α2 − α1)(β2 − β1) ,
β =
β1 + α1(β2 − β1)
1− (α2 − α1)(β2 − β1) ,
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for case 1 and
α =
α2 − (α2 − α1)β1
1 + (α2 − α1)(β2 − β1) ,
β =
β1 + α2(β2 − β1)
1 + (α2 − α1)(β2 − β1) ,
for case 2.
After locating the position of the Steiner point S(x0, y0), we divide the four-anchor case
into two three-anchor cases to construct the equilibrium configuration. We further need to
decide how to divide the four anchors into two groups, where each group has two anchors.
Since we order the four anchors clockwise, A and C would never be in one group for both
case 1 and case 2. In case 1, it is obvious that the vertices S,A and B should be in one
group and vertices S,C and D are in the another group. In case 2, it further depends on
the length of the two edges of the Steiner rectangle. In order to minimize the equilibrium
noas, we need the longer edge on the equilibrium configuration, so that the noas is increased
by the length of the shorter edge, see illustration in Figure 2.29. In the first division, the
noas consists of the two edges of the lattice rectangle and the horizontal edge of the Steiner
rectangle; while in the second division, the noas equals to the summation of the two edges
of the lattice rectangle and the vertical edge of the Steiner rectangle.
Combining with Theorem 2.21, we characterize the equilibrium noas in the following
theorem.
Theorem 2.26. In the topologically constrained Ising model with four anchors (x1, y1),
(x2, y2), (x3, y3) and (x4, y4), which form a convex quadrilateral, let S(x0, y0) be the Steiner
point from Theorem 2.25, p = 1 and q small, the number of active sites (noas) on the
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Figure 2.29: How to divide convex four anchors into two groups
equilibrium configuration is
∑
i={0,1,2}
(
(1 + 2q)(|xM1 − xi|+ |yM1 − yi|) + 4q − qmin{|xM1 − xi|, |yM1 − yi|}
)
+
∑
i={0,3,4}
(
(1 + 2q)(|xM2 − xi|+ |yM2 − yi|) + 4q − qmin{|xM2 − xi|, |yM2 − yi|}
)
− 5 ,
(2.32)
for case 1, where xM1 is the median of x0, x1 and x2, xM2 is the median of x0, x3 and x4, yM1
is the median of y0, y1 and y2, and yM2 is the median of y0, y3 and y4. The noas for case 2
could be similarly obtained for both divisions.
We now verify the equilibrium configuration for four convex anchors in simulations.
Again, our starting configuration is that all of the N × N sites in the square lattice Λ
are of value 1. We select four fixed anchors such that they satisfy the convex set up, i.e. the
four anchors lie on four different edges of a lattice rectangle. The size of the square lattice Λ
59
Figure 2.30: Example 1 of equilibrium configurations for four convex anchors
is N = 100, and the probability parameters are p = 1 and q = 0.1. Our number of successful
iterations (time) is at least T = 107, to make sure configuration to be close to equilibrium.
Figure 2.30, Figure 2.31 and Figure 2.32 show three final equilibria from simulations. The
left figures are theoretical expected equilibrium configurations; the right figures are simula-
tion results, where the four black dots are the four fixed anchors, the grey dots are other
active sites in the equilibrium configuration, the darker grey dots are the Steiner points we
calculated from Theorem 2.25 and the white are inactive sites (of value 0).
Based on the average noas from the last 1% and 0.5% iterations in Table 2.4, we conclude
that in all examples we presented, they are close to equilibria. The simulation results match
well with the theoretical conclusions in the equilibrium shapes, the position of the Steiner
point and how to divide into two three-anchor cases, but not match very well in terms of
the noas. And we have discussed the possible reasons for noas errors in the two-anchor case
and three-anchor case.
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Figure 2.31: Example 2 of equilibrium configurations for four convex anchors
Figure 2.32: Example 3 of equilibrium configurations for four convex anchors
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example 1 2 3
(x1, y1) (30, 30) (30, 52) (40, 48)
(x2, y2) (45, 26) (62, 56) (52, 40)
(x2, y2) (71, 52) (59, 49) (80, 56)
fixed anchor
(x4, y4) (42, 60) (45, 65) (68, 80)
Steiner point S(x0, y0) (44, 37) (54, 55) (56, 51)
time T 1× 107 1× 107 1× 107
theoretical equilibrium noas 90.7 59.4 92.6
last 1% average in T 106.03 71.37 107.67
simulation noas
last 0.5% average in T 105.56 72.08 107.79
relative error from last 0.5% average in T 16.38% 21.35% 16.40%
Table 2.4: Comparison between theoretical and simulation equilibrium noas
for four convex anchors
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Chapter 3
Particle Systems with Anomalous
Behavior
In this chapter, we study the anomalous behavior in particle systems in both theory and
simulations. Section 3.1 briefly reviews the history of the Braess paradox including its
appearance and applications in the traffic flows, mechanical networks and meta-materials.
We recall the basics of large deviation theory in Section 3.2, the main tool of our theoretical
analysis. In Section 3.3, we introduce the Metropolis-Hastings algorithm that is used for
simulations. Section 3.4 and 3.5 are devoted to discuss two particle system models that
reproduce Cohen-Horowitz spring-string model. Section 3.6 provides the simulation results
for the theoretical derivation.
3.1 Braess Paradox
Braess Paradox was initially postulated in 1968 by German mathematician Dietrich Braess
who noticed that an alteration to a road network to improve the traffic flow might actually
have the reverse effect and impede the traffic through it [6]. Adding extra capacity to a traffic
network, when the moving entities selfishly choose their route (take the route that looks most
favorable to them without taking into account the traffic congestion that they cause for
others), can in some cases reduce the overall performance. In the language of game theory,
this is because the realized Nash equilibrium is not necessarily optimal in a decentralized
network and the equilibrium can be brought closer to the optimum by constraining the
structure of the network. Besides transportation, related concepts have been studied in
computer science, economics [35, 40] for a long time. The paradox has analogies in physical
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networks (electric network and mechnical network) [11] and biological systems [29] as well.
3.1.1 A Traffic Flow Example
We consider a road network as shown in Figure 3.1, in which 4000 drivers wish to travel
from point “Start" to “End". The travel time along each path is labeled, where T is the
number of travelers on that path. If the dashed road from A to B doesn’t exist, the Nash
equilibrium of the system is that 2000 drivers choose Start-A-End route and another 2000
go Start-B-End route, otherwise a rational driver will switch from the route with more
drivers to the one with less drivers, which takes less time. In this situation, each route takes
2000
100
+ 45 = 65 minutes. Now suppose the dashed line A-to-B is a road with an extremely
short travel time  ≈ 0. A new driver tries route Start-A-B-End. Surprisingly his travel
time is
2001
100
+ +
2001
100
≈ 40 minutes, a saving of about 25 minutes. Soon more drivers are
trying this new route and the travel time is climbing up from 40 minutes. When the number
of drivers trying this new route reaches 2000, while nobody travels Start-A-End route and
the rest 2000 drivers still take Start-B-End route. Then the travel times for routes Start-
A-End, Start-A-B-End and Start-B-End are
2000
100
+ 45 = 65,
2000
100
+  +
4000
100
≈ 60 and
45 +
4000
100
= 85 minutes are respectively. Therefore the 2000 drivers taking Start-B-End
route are slowed down by 20 minutes; they are obliged to switch to the new route as well.
So eventually it takes everybody
4000
100
+  +
4000
100
≈ 80 minutes to travel through the new
route. However, nobody has any incentive to travel the original Start-A-End or Start-B-End
route, because any driver trying them will take 85 minutes. Thus, the opening of the cross
A-B route triggers an irreversible change to it by costing everyone 80 minutes instead of the
original 65 minutes. If every driver were to agree not to use the A-B path, or if that route
were closed, every driver would benefit by a 15-minute reduction in travel time.
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Figure 3.1: A simple traffic flow diagram
3.1.2 A Mechanical Network Example
Figure 3.2 is the detailed spring-string model introduced by Cohen and Horowitz in [11]
that we are trying to analyze and reproduce in later sections. The system consists of two
identical springs, three strings (two supporting strings and one linking string) and a mass.
The mass is of weight W =
1
2
N. The linking string connecting the two springs is s1 =
3
8
m and the other two supporting strings are of length s2 = s3 = 1 m. The Hooke’s modulus
of the two springs is k = 1. Before cutting the linking string (left), the total slack of the
system at equilibrium is
1
2
+
3
8
+
1
2
= 1.375 m. After cutting the linking string (right), the
total slack of the system decreases to 1 +
1
2
1
2
= 1.25 m. This is to say, if we want to keep
the system at the original slack 1.375 m, we need to increase the weight of the mass W . The
system is experiencing an increase of the restoring force on the removal of a string. This
occurs because the springs go from a series configuration to a parallel configuration, causing
the two springs to contract as the mass weight becomes distribued between them. There are
also analogous electric circuit examples in [11], where there is an increase of the current on
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Figure 3.2: Cohen-Horowitz spring-string model (detailed)
the removal of an intermediate conductor. In the queuing network theory, such example is
given in [12].
3.1.3 Meta-materials
In material science, the examples of Braess Paradox were found in [31, 32], where the authors
designed meta-materials that exhibit negative compressibility. Under some conditions, such
material itself (a thermo-dynamically closed system) undergoes contraction when tensioned,
or expansion when pressured. This anomalous behavior is achieved through destabilization
of meta-stable equilibria of the constituents. If the external force is changing at a finite rate,
it is common for a solid [41] and polymers [42] to occupy a meta-stable configuration for an
extended period before undergoing a phase change, and hence the original equilibrium may
become meta-stable, unstable or even disappear, forcing the system to move to a different
equilibrium. If this new equilibrium corresponds to a contraction (resp. dilation) with in-
creasing tension (resp. pressure), we achieve anomaly and refer to this discontinuous process
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as an inverted compressibility transition (ICT), which is also called negative compressibility
transition. Meta-materials and the study of their negative indexes are useful for the design
of subwavelength lenses [34], electromagnetic cloaks [43] and acoustic focusing [50].
We consider an example with four collinear particles separated by distances x, y, z and
h, and interacting through a potential energy
V (x, y, h;σ) = Vx(x) + Vy(y) + Vz(z) + Vx(h− y) + Vy(h− x)− σh ,
where z = y − x, Vx, Vy and Vz are the pairwise interaction potentials, σ is the externally
applied force, as indicated in Figure 3.3 [32]. When σ is small, there is a weak Vz bond and
the system is in a coupled state (a series Vx−Vz−Vx configuration); when σ is increased, the
destabilization weakens the Vz bond, causing the system to transit to a decoupled state (a
parallel Vx− Vy, Vy − Vx configuration). If the shortening of x overcomes the lengthening of
y, the system contracts in response to increasing tension, namely h decreases as σ increases.
This can be easily achieved with nonlinear interactions. Assume during the decoupling
transition, the original equilibrium (x, y, h) = (x∗, y∗, x∗+y∗) is switched to a new equilibrium
(x˜∗, y˜∗, x˜∗ + y˜∗). Since
∂V
∂h
vanishes at both equilibria, it follows that V ′x(x∗) + V ′y(y∗) =
V ′x(x˜∗) + V
′
y(y˜
∗). To exhibit inverted compressibility transition, we choose potentials such
that Vy hardens right after the transition and Vx hardens before the transition. Specific
choices for the potentials can be found in [32, Section 6]. This example is comparable with
the Cohen-Horowitz spring-string model we stated in Section 3.1.2. Instead of changing
the structure of the network, we now change in the external parameter σ. It is also worth
mentioning that the Cohen-Horowitz spring-string model is irreversible after cutting the
linking string s1, but the inverted compressibility transition process in meta-materials is
reversible by varying σ.
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Figure 3.3: Constituent of meta-materials that undergo ICT
3.2 Large Deviation Theory
The theory of large deviation concerns the asymptotic rates in remote tail events of sequences
of probability distributions. Here we only recall the simplest case of large deviation and refer
to the books [13, 46] for detailed introduction. Let X be a real random variable subject to
the probability law µ. The logarithmic moment generating function associated to the law µ
is defined as
Λ(λ)
def
= logM(λ)
def
= logE[eλX ] , (3.1)
and the Fenchel-Legendre transform of Λ(λ) is given by
Λ∗(x) def= sup
λ∈R
[λx− Λ(x)] . (3.2)
Here both Λ(λ) and Λ∗(x) can be infinite. Let DΛ def= {λ : Λ(λ) < ∞} and DΛ∗ def= {x :
Λ∗(x) < ∞}. The following propositions summarize the basic properties of logarithmic
moment generating function Λ and its Fenchel-Lengendre transform Λ∗.
Lemma 3.1. i) Both Λ and Λ∗ are convex functions;
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ii) If DΛ = {0}, then Λ∗ is identically zero. If Λ(λ) <∞ for some λ > 0, then EX <∞
(possibly EX = −∞), and for all x ≥ EX, Λ∗(x) = sup
λ≥0
(λx−Λ(λ)) is a non-decreasing
function. Similarly, if Λ(λ) <∞ for some λ < 0, then EX > −∞ (possibly EX =∞),
and for all x ≤ EX, Λ∗(x) = sup
λ60
[λx−Λ(λ)] is a non-increasing function. When E|X|
is finite, Λ∗(EX) = 0 and inf
x∈R
Λ∗(x) = 0;
c) Λ(·) is differentiable in the interior
◦
DΛ with Λ′(η) = 1
M(η)
E[XeηX ] and Λ′(η) = y
implies that Λ∗(y) = ηy − Λ(λ).
Let (Xn)n≥1 be a sequence of independent and identically distributed (i.i.d.) random
variables subject to µ. Consider the empirical means Sˆk :=
1
k
k∑
j=1
Xj. Let µk be the law of
Sˆk. When E|x| <∞ and E[|X1−EX|2] <∞, it follows from the weak law of large numbers
that
E[|Sˆk − x¯|2] = 1
k2
k∑
j=1
E[|Xj − EX|2] = 1
k
E[|X1 − EX|2]→ 0 ,
as k → ∞. Thus Sˆk → x¯ in L2 norm and hence in probability. Therefore, for any closed
set F ⊂ R such that EX /∈ F , µk(F ) → 0, as k → ∞, The famous Cramer’s Theorem
characterizes the exponential decay rate of this convergence by the rate function Λ∗.
Theorem 3.2 (Cramer’s Theorem in R). Let (Xi)i≥1 be an i.i.d sequence of real random
variables. Then the sequence of empirical measures {µk} satisfies the large deviation principal
with the rate function Λ∗(·), namely,
i) for any closed set F ⊂ R,
lim sup
k→∞
1
k
log µk(F ) ≤ − inf
x∈F
Λ∗(x) ;
ii) for any open set G ⊂ R,
lim inf
k→∞
1
k
log µk(G) ≥ − inf
x∈G
Λ∗(x) .
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We refer to [13] for the proof of Cramer’s Theorem and related discussion. The Cramer’s
Theorem is applicable even when EX does not exist. Given any  > 0, we have, for large
enough k,
µk(F ) 6 e−k(infx∈F Λ
∗(x)−) , µk(G) > e−k(infx∈G Λ
∗(x)+) .
For any t ∈ R, let F = [t,∞) be the closed interval, and G = (t,∞) ⊂ F be the open
interval. Then we have
e−k(infx∈G Λ
∗(x)+) 6 µk(G) 6 µk(F ) 6 e−k(infx∈F Λ
∗(x)−).
In particular, for k large.
µk(F ) = P(Sˆk > t) > e−k infx∈G Λ
∗(x) = e−k(infx>t Λ
∗(x)+). (3.3)
3.3 Metropolis-Hastings Algorithm
3.3.1 Metropolis Algorithm
In statistics and statistical physics, the Metropolis-Hastings algorithm is a Markov Chain
Monte Carlo (MCMC) method for obtaining a sequence of random samples from a desired
probability distribution P(x), for which the direct sampling is difficult. Assume f(x) ∝ P(x)
is a known function. We choose an arbitrary point x0 to be the first sample, which is
our initialization step. We then choose an arbitrary probability density Q (· | ·), which is
called the proposal density or the jumping probability distribution. Q is used to suggest a
candidate for the next sample value, given the current sample value. If we require Q (· | ·)
to be symmetric, i.e. Q (x | y) = Q (y | x), the algorithm is further called the Metropolis
algorithm. A usual choice for Q (x | y) is a Gaussian distribution centered at y, so that the
70
points closer to y are more likely to be visited in next step, making the sequence of samples
into a random walk. The algorithm works best if Q matches with the shape of the target
distribution P(x). For each iteration step t, we generate a candidate x′ for the next sample
by picking from the distribution Q (x′ | xt). Then the acceptance ratio α = f(x
′)
f(xt)
is used
to decide whether to accept or reject the new sample candidate x′. Since f(x) ∝ P(x), we
obtain that α =
f(x′)
f(xt)
=
P(x′)
P(xt)
. If α > 1, the new sample candidate x′ is more likely than xt
and we automatically accept x′ as the next sample value by setting xt+1 = x′. Otherwise, we
accept the candidate with probability α; if the candidate is rejected, set xt+1 = xt instead.
We will reuse the current value in the next iteration and repeat the iteration step until
enough number of samples t > T are generated, where T is a predefined large number. The
detailed algorithm is summarized and stated below.
Algorithm 3 Metropolis algorithm
choose an arbitrary first sample x0
choose an arbitrary symmetric proposal probability density Q (· | ·)
while t 6 T = predefined total number of iterations do
generate a candidate x′ for the next sample from distribution Q (x | xt)
calculate the acceptance ratio α =
f(x′)
f(xt)
=
P(x′)
P(xt)
generate a uniform random number u on [0, 1]
if u 6 α then
xt+1 = x
′
else if u > α then
xt+1 = xt
end if
end while
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3.3.2 Drawbacks and Resolutions
The first drawback is that nearby samples are correlated, which is called auto-correlation in
statistics. They may not converge to P(x) even after a long time of iterations. To obtain a
set of independent samples, we can choose every n-th sample and discard the rest, where n is
determined by examining the auto-correlation between adjacent samples. Alternatively, the
auto-correlation can be reduced by increasing the jumping width, the average size of a jump,
which is related to the variance of the jumping probability distribution, but this may increase
the likelihood of rejection of the proposed jump. Another disadvantage is that the initial
samples may follow a very different distribution from the desired probability distribution,
especially if the starting points are in a region of small probability. As a result, a burn-in
period is typically necessary, where an initial number of samples (e.g. the first 1000 or so)
are thrown away. If Q is Gaussian, the variance parameter σ2 has to be tuned during the
burn-in period.
3.3.3 Stationary Distribution
A Markov process [15] is a stochastic process that satisfies the Markov property, which means
the conditional probability distribution of future states of the process depends only upon
the present state, not on past states. A Markov process is uniquely defined by its transition
probability P (x′ | x), the probability of transitioning from one given state x to another given
state x′. A Markov process has a unique stationary distribution pi(x) when the following
two conditions are met.
i) Existence of stationary distribution pi(x) is guaranteed by the detailed balance con-
dition, which requires that each transition x → x′ is reversible, i.e. for every pair
of states x and x′, the probability of being in state x and transitioning to state x′
must be equal to the probability of being in state x′ and transitioning to state x, i.e.
pi(x)P (x′ | x) = pi(x′)P (x | x′).
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ii) Uniqueness of stationary distribution pi(x) is guaranteed by ergodicity of the Markov
process, which requires that every state xmust be aperiodic (the system does not return
to the same state at fixed intervals) and positive recurrent (the expected number of
steps for returning to the same state is finite).
The purpose of the Metropolis-Hastings algorithm is to generate a collection of states ac-
cording to a desired distribution P(x). To accomplish this, the algorithm involves designing
a Markov process which fulfills the two conditions above by constructing transition proba-
bilities, such that it asymptotically reaches a unique stationary distribution pi(x) = P(x).
3.4 A General Particle System
We now discuss the set up of our particle systems. To simulate anomalous behavior, we start
with a set of points {x0, x1, ..., xN}, subject to local constraints for adjacent points
|xi − xi−1| 6 δ , i = 1, ..., N,
for some δ > 0. Possible global constraints include
i) one end of the particle system is fixed at position a, i.e. x0 = a;
ii) two particle systems are attached by a string of length b, i.e. |xN − y0| 6 b.
Different global constraints lead to different global behavior of particle systems. Let L > 0
and XNL be the configuration space (total event space) of a general particle system of length
N , defined as
XNL =
{
x = (x0 = 0, x1, . . . , xN) ∈ RN : |xi − xi−1| 6 L
N
, 1 6 i 6 N
}
. (3.4)
Namely, the first particle is fixed at the origin (global constraint) and the distance between
the adjacent particles are bounded by
L
N
(local constraints). If there is no further constraint,
73
it is a simple one-dimensional random walk with uniform step on [− L
N
,
L
N
] by considering
xN as the sum of N independent uniform random variables xN =
N∑
i=1
(xi− xi−1). Therefore,
we obtain
E(xN) =
N∑
i=1
E(xi − xi−1) = 0 , xN
N
→ 0 , as N →∞ .
To study the distribution of the last particle, we consider a subspace of XNL by setting the
last particle at some positive x ∈ R
XNL (x) =
{
x = (x0 = 0, x1, . . . , xN−1, xN = x) ∈ RN−1 : |xi − xi−1| 6 L
N
, 1 6 i 6 N
}
.
(3.5)
In order for XNL (x) 6= ∅, we assume that
x = xN =
N∑
i=1
(xi − xi−1) 6
N∑
i=1
|xi − xi−1| 6 N L
N
= L .
In this situation, it is possible that xN−1 is jumping to the right of xN = x, or x1 is jumping
to the left of x0 = 0. Let Xi = xi − xi−1, i = 1, · · · , N be i.i.d. random variables uniformly
distributed on [− L
N
,
L
N
], and xn =
n∑
i=1
Xi, for n = 1, 2, ..., N . For any 0 < x 6 L and z > 0,
we have by Chebyshev’s inequality that
P(xN > x) = P(
N∑
i=1
Xi > x) = E[1(
N∑
i=1
Xi > x)] 6 E[e
z(
N∑
i=1
Xi−x)
]
= E[e
N∑
i=1
z(Xi− xN )
] =
N∏
i=1
E[ez(Xi−
x
N
)] = e−zx(E[ezX1 ])N .
We scale the parameter z and random variables Xi’s by letting λ =
z
N
and Yi = XiN . Then
Yi’s are i.i.d random variables uniformly distributed on [−L,L], thus xN = 1
N
N∑
i=1
Yi. Then
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for any N > 0, we have
P(xN > x) 6 inf
z>0
e−zx(E[ezX1 ])N = inf
λ>0
e−λNx(E[eλY1 ])N
= inf
λ>0
e−λNx+NΛ(λ) = e−N supλ>0(λx−Λ(λ)) = e−NΛ
∗(x) ,
where Λ∗(x) = sup
λ>0
(λx−Λ(λ)) is the Legendre transform of the logarithm moment generating
function Λ(λ) def= logM(λ) and
M(λ)
def
= E[eλY1 ] =
1
L− (−L)
∫ L
−L
eλxdx =
sinh(Lλ)
Lλ
. (3.6)
Note that it is slightly different from the definition of Legendre transform as we restrict
λ > 0 for supreme instead of λ ∈ R. Clearly, Λ(λ) = log(sinh(Lλ)
Lλ
) < ∞, for some λ > 0,
then by Lemma 3.1 part (b), for x > EY1 = 0, Λ∗(x) = sup
λ∈R
(λx − Λ(λ)) = sup
λ>0
(λx − Λ(λ)),
which holds for our case for 0 < x 6 L. Figure 3.4 is an example of the logarithm generating
function Λ(λ) for L = 5.
We further explore the function Λ∗(x). Again by Lemma 3.1 part (b), EY1 = 0; it being
finite indicates that Λ∗(x¯) = Λ∗(0) = 0 and for x < 0, Λ∗(x) is non-increasing; for x > 0,
Λ∗(x) is non-decreasing. It is in general difficult to write Λ∗(x) explicitly, but from the
properties of the convex functions and Legendre transform, we analyze Λ∗(x) in two cases.
If the slope of Λ(λ) → ∞ as λ → ∞, Λ∗(x) is continuous and its graph is like an upward
parabola. If the slope of Λ(λ) → a as λ → ∞, where a > 0 is a constant, Λ∗(x) becomes
∞ at x = ±a; while on [−a, a], the graph is also like an upward parabola. In fact, in
our case Λ′(λ) = L coth(Lλ) − 1
λ
→ L, as λ → ∞. Therefore, We have that for x ≥ 0
inf
t>x
Λ∗(t) = Λ∗(x). Thus, by the Cramer’s Theorem (3.3), we obtain
lim inf
N→∞
1
N
logP(xN > x) > e− inft>x Λ
∗(t) = e−Λ
∗(x).
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Figure 3.4: An example of the convex logarithm generating function Λ(λ) for L = 5
Theorem 3.3. In the set up described above, we have
lim
N→∞
1
N
logP(xN > x) = −Λ∗(x) , (3.7)
where Λ∗(x) is the rate function for the uniform distribution on [−L,L].
Proof. By the Cramer’s Theorem,
− inf
t>x
Λ∗(t) ≤ lim sup
N→∞
1
N
logP(xN > x) ≤ lim sup
N→∞
1
N
logP(xN > x) ≤ − inf
t≥x
Λ∗(t) .
By above analysis, we know
Λ∗(x) = inf
t>x
Λ∗(t) = inf
t≥x
Λ∗(t) .
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Here the physical interpretation of Λ∗(x) is the potential energy of the particle system,
(Λ∗)
′
(x) is the pulling force and (Λ∗)′′(x) is the Hooke’s modulus. If instead we have a
particle system with lN points, where l > 0 is the scaling number, by modifying the same
steps above, we will similarly have
lim
N→∞
1
N
logP(xlN > x) = −lΛ∗(x
l
) . (3.8)
3.5 Markov Chain of Particle Systems
3.5.1 One Chain of Particle System
Following from the previous section, we define a new configuration space (total event space)
XNN of a general particle system of length N for L = N as
XNN =
{
x = (x0 = 0, x1, . . . , xN) ∈ RN : |xi − xi−1| 6 1, 1 6 i 6 N
}
. (3.9)
For λ > 0, we define a Markov chain MCλ of particle systems in XNN operating by the
Metropolis algorithm as follows:
• initialization: we set MCλ(0) ∈ XNN to be all particles at the origin or xi = i for all
1 6 i 6 N ;
• iteration: if MCλ(t) = x ∈ XNN , we pick an index i from 1 to N at random,
• if i 6= N , we choose x′i in the interval [xi − 1, xi + 1] uniformly;
• if i = N , we choose x′N ∈ [xN−1, xN +1] according to the probability distribution
proportional to eλx′N .
If the resulting new configuration x′ = (x0 = 0, x1, . . . , xi−1, x′i, xi+1, . . . , xN) ∈ XNN , it
is accepted and MCλ(t+ 1) = x′; otherwise, MCλ(t+ 1) = MCλ(t).
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We first characterize the probability distribution of x′N conditional on the previous state
xN by a truncated exponential distribution.
Lemma 3.4. For the exponential parameter λ > 0, the probability density function of a
random variable X in [0, T ], for some T > 0, such that the probability is proportional to
eλ{X=x} is given by
λeλx
eλT − 1 .
Proof. Assume that the cumulative distribution function of X is F (x;λ) = A+Beλx, where
x ∈ [0, T ] and A,B are unknown parameters to solve. By taking the derivative, the prob-
ability density function of X is f(x;λ) = Bλeλx. We know F (0;λ) = A + B = 0 and
F (T ;λ) = A+BeλT = 1. Therefore, f(x;λ) =
λeλx
eλT − 1 .
Proposition 3.5. The probability density function of x′N given xN is
λeλ(x
′
N−xN+1)
e2λ − 1 . It can
be interpreted as jumping from xN to x′N .
Proof. It follows from Lemma 3.4 by taking T = 2 to translate the interval [0, T ] to the left
by 1 unit and considering the random variable X = x′N − xN .
Lemma 3.6. The Markov chain MCλ is ergodic.
Proof. A Markov chain is ergodic if it is irreducible and all states are ergodic. A state is
ergodic if it is aperiodic and positive recurrent, so a process has the ergodic property if there
exists a finite number K > 0 such that any state can be reached from any other state in
exactly K steps. And each state in XNN could be reached in finite steps from any other initial
state.
Denote the stationary measure of the Markov chain MCλ by p
(λ)
N .
Lemma 3.7. The stationary measure p(λ)N is equal to the biased measure corresponding to
λ = 0:
p
(λ)
N =
e2λxNp
(0)
N
Z(λ)
, (3.10)
where Z(λ) is the normalizer.
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Proof. The existence of the stationary measure p(λ)N is from the positive recurrence of MCλ.
Assume that we have initial state x = (x0 = 0, x1, ..., xi, ..., xN) ∈ XNN and new state x′ =
(x0 = 0, x1, ..., x
′
i, ..., xN) ∈ XNN . If i 6= N , the transition probability is P(x → x′) = P(x′ →
x), which is uniformly distributed in the projection space of the total configuration space
XNN onto its first N − 1 coordinates. From the balance equation
p
(λ)
N (x)P(x→ x′) = p(λ)N (x′)P(x′ → x) ,
we obtain that p(λ)N (x) = p
(λ)
N (x
′). If i = N , we write p(λ)N (x) = G(xN , λ)p
(0)
N (x), where
G(x, λ) is a function depending only on the position of the last particle and λ, characterizing
the exponential density of the last particle. The probability of x for λ 6= 0 is equal to the
probability of x for λ = 0 multiply by an exponential parameter depending on the position
of the last particle. Similarly, p(λ)N (x
′) = G(x′N , λ)p
(0)
N (x
′). Again from the balance equation,
we have
G(xN , λ)p
(0)
N (x)P(x→ x′) = G(x′N , λ)p(0)N (x′)P(x′ → x).
Since p(0)N (x) = p
(0)
N (x
′), when λ = 0, all the feasible configurations are uniformly distributed
in the total event space XNN , we apply the previous lemma to get
G(xN , λ)
G(x′N , λ)
=
P(x′ → x)
P(x→ x′) =
λeλ(xN−x
′
N+1)
e2λ−1
λe
λ(x′
N
−xN+1)
e2λ−1
= e2λ(xN−x
′
N ) .
Therefore, G(x, λ) =
e2λx
Z(λ)
, where Z(λ), a function of λ, is the normalizer. Thus, we obtain
p
(λ)
N (x) =
e2λxNp
(0)
N (x)
Z(λ)
.
We will explicitly compute Z(λ) later. Denote by pi(λ)N the distribution of the last particle
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xN in the particle system, in other words, p
(λ)
N = (pi
(λ)
1 , pi
(λ)
2 , ..., pi
(λ)
N ) and pi
(λ)
N = (piN)∗ (p(λ)N ),
where piN : x 7→ xN is the projection onto the last coordinate.
Proposition 3.8. For λ = 0, the distribution pi(0)N coincides with the distribution of the
sum of n i.i.d. random variables uniformly distributed in [−1, 1], which is also called the
Irwin-Hall distribution.
Proof. xN =
N∑
i=1
(xi − xi−1) and when λ = 0, each xi − xi−1 is a uniformly distributed
random variable in [−1, 1]. By [39] page 197, the exact probability density function of xN is
the convolution of N uniform distributions and is given by
fN(x) =

1
(N − 1)!2N
N˜(N,x)∑
i=0
(−1)i
(
N
i
)
(x−N − 2i)N−1 , if−N ≤ x ≤ N ,
0 , otherwise,
where N˜(N, x) def= dx+N
2
e = largest integer less than x+N
2
.
Denote by
L
(λ)
N (s) = Ep(λ)N [e
−sxN ] (3.11)
the Laplace transform of the position of the last particle xN under the stationary distribution
p
(λ)
N of the Markov chain MCλ. Proposition 3.8 implies that for λ = 0,
L
(0)
N (s) = Ep(0)N [e
−s∑Ni=1(xi−xi−1)] = [E
p
(0)
N
e−s(x1−x0)]N
= (
∫ 1
−1
e−st
1− (−1)dt)
N =
(
sinh(s)
s
)N
. (3.12)
Proposition 3.9. The Laplace transform of the position of the last particle xN is given by
L
(λ)
N (s) =
L
(0)
N (s− 2λ)
L
(0)
N (−2λ)
. (3.13)
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Proof.
L
(λ)
N (s) = Ep(λ)N e
−sxN = E
p
(0)
N
[
e2λxN
Z(λ)
e−sxN ] =
L
(0)
N (s− 2λ)
Z(λ)
.
As L(λ)N (0) ≡ 1, we obtain that Z(λ) = L(0)N (−2λ).
Theorem 3.10. The expected position at equilibrium of xN is given by
E
p
(λ)
N
xN = N(coth(2λ)− 1
2λ
). (3.14)
Proof. By combining all previous results and some more computations, we obtain
E
p
(λ)
N
xN = − d
ds
L
(λ)
N (s)|s=0 = N(coth(2λ)−
1
2λ
) ,
which is approximately
2
3
nλ, for λ→ 0.
Remark 3.11. In order to find the rate function, we need to inverse the function xN in
terms of λ to get λ in terms of xN , and from λ = φ(xN) =
dΛ∗(λ)
dx
we may get the rate
function Λ∗(λ). But here it is impossible to write λ in terms of xN explicitly.
If instead of jumping in the interval of [−1, 1], we consider the particles jumping in [−δ, δ],
for δ small, we have the Laplace transform for λ = 0 is given by L(0)N (s) = (
sinh(sδ)
sδ
)N and
the expected equilibrium of the last particle is given by E
p
(λ)
N
xN = N(coth(2λ)− 1
2λδ
).
3.5.2 Multiple Chains of Particle Systems
Now we define a new configuration space (total event space) X˜NN with two chains of particle
systems, both of length N for L = N , as
X˜NN =
 ((x0, y0) = (0, 0), (x1, y1), . . . , (xN , yN))= (x,y) ∈ RN × RN :
xN = yN , |xi − xi−1| 6 1,
|yi − yi−1| 6 1, 1 6 i 6 N
 . (3.15)
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For λ > 0, we define a Markov chain M˜Cλ of particle systems in X˜NN operating by the
Metropolis algorithm as follows:
• initialization: we set M˜Cλ(0) ∈ X˜NN to be all particles at the origin or xi = yi = i for all
1 6 i 6 N ;
• iteration: if M˜Cλ(t) = (x,y) ∈ X˜NN , we pick a chain from x,y and an index i from 1 to
N at random (we assume it is chain x for simplicity):
• if i 6= N , we choose x′i in the interval [xi − 1, xi + 1] uniformly;
• if i = N , we choose x′N ∈ [xN−1, xN +1] according to the probability distribution
proportional to eλx′N .
If the resulting new configuration
(x′,y′) = ((x0, y0), . . . , (xi−1, yi−1), (x′i, y
′
i), (xi+1, yi+1) . . . , (xN , yN)) ∈ X˜NN ,
it is accepted and M˜Cλ(t + 1) = (x′,y′); otherwise, M˜Cλ(t + 1) = M˜Cλ(t). Note that if
xN is moving to x′N , yN is moving to x′N , too. And when xN is moving, that means
we have checked local constraint conditions |x′N − xN−1| 6 1 and |x′N − yN−1| 6 1 on
both chains.
Denote the stationary measure of the Markov chain M˜Cλ by p
(λ)
N .
Lemma 3.12. The stationary measure p(λ)N is equal to the biased measure corresponding to
λ = 0:
p
(λ)
N =
eλxnp
(0)
N
Z(λ)
, (3.16)
where Z(λ) is the normalizer.
Denote the Laplace transform of the position of the last particle xN = yN under the
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stationary distribution p(λ)N of the Markov chain M˜Cλ by
L(λ)n (s) = Ep(λ)N [e
−sxn ], (3.17)
and thus we have
L(0)n (s) =
(
sinh(s)
s
)n
. (3.18)
Proposition 3.13. The Laplace transform of the position of the last particle xN = yN is
given by
L(λ)n (s) =
L
(0)
n (s− λ)
L
(0)
n (−λ)
. (3.19)
Theorem 3.14. The expected position at equilibrium of xN = yN of two-chain particle
system is given by
E
p
(λ)
N
xn = − d
ds
L(λ)n (s)|s=0 = n(coth(λ)−
1
λ
) . (3.20)
We could further consider the equilibrium position of the last point of three-chain particle
system, which is given by
E
p
(λ)
N
xn = − d
ds
L(λ)n (s)|s=0 = n(coth(
2λ
3
)− 3
2λ
) . (3.21)
Figure 3.5 verifies our conclusion about the equilibrium positions of the last particle in
multiple chains.
3.5.3 Discrete One Chain Particle System
Now we consider the discrete case of one chain of particle system, where most of the assump-
tions stay the same. The major difference is that instead of jumping continuously within an
interval, the selected particle now could only jump to the adjacent integer position following
some distribution. Let XNL1N be the configuration space (total event space) of a discrete
83
Figure 3.5: Equilibrium positions of the last particle in multiple chains
particle system of length N for L = L1N , where L1 > 0 is a parameter, defined as
XNL1N =
{
x = (x0 = 0, x1, . . . , xN) ∈ RN : |xi − xi−1| 6 L1N
N
= L1, 1 6 i 6 N
}
. (3.22)
For 0 < p < 1, we define a Markov chain MCp of particle systems in XNL1N operating by the
Metropolis algorithm as follows:
i) initialization: we set MCp(0) ∈ XNL1N to be all particles at the origin;
ii) iteration: if MCp(t) = x ∈ XNL1N , we pick an index i from 1 to N at random;
• if i 6= N , we choose x′i such that
x′i =

xi − 1 ,with probability = 0.5 ,
xi + 1 ,with probability = 0.5 ,
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• if i = N , we choose x′N following the Bernoulli distribution with parameter p,
x′N =

xN − 1 ,with probability = 1− p ,
xN + 1 ,with probability = p .
If the resulting new configuration x′ = (x0, . . . , xi−1, x′i, xi+1, . . . , xN) ∈ XNL1N , it is
accepted and MCp(t+ 1) = x′; otherwise, MCp(t+ 1) = MCp(t).
Denote the stationary measure of the Markov chain MCp by p
(p)
N .
Lemma 3.15. The stationary measure p(p)N is equal to the biased measure corresponding to
p = 0.5:
p
(p)
N =
e− ln(
1
p
−1)xNp(0.5)N
Z(p)
, (3.23)
where Z(p) is the normalizer.
Proof. The proof is similar to the proof of Lemma 3.7. The discrete case is a specialization
of the continuous case. We find the connection between the parameters λ and p. From
Proposition 3.5, we compare the probabilities of jumping to the different directions.
P(jumping to right integer)
P(jumping to left integer)
=
p
1− p =
eλ
e−λ
= e2λ,
thus p =
e2λ
1 + e2λ
=
eλ
eλ + e−λ
and λ = −1
2
ln(
1
p
− 1). And notice that p = 0.5 corresponds
to the unbiased case λ = 0.
We will explicitly compute Z(p) later. Denote by pi(p)N the distribution of the last particle
xN in the particle system.
Proposition 3.16. For p = 0.5, the distribution pi(0.5)n coincides with the distribution of a
normalized extended binomial coefficients.
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Proof. We know that xN =
N∑
i=1
(xi−xi−1) and when p = 0.5, each xi−xi−1 is a discrete uni-
formly distributed random variable on [−L1, L1], so its expectation is 0, thus the expectation
of the sum random variable is also 0. The exact distribution of the sum random variable
can be found in [7].
Denote by
L
(p)
N (s) = Ep(p)N [e
−sxN ] (3.24)
the Laplace transform of the position of the last particle xN under the stationary distribution
p
(p)
N of the Markov chain MCp. Proposition 3.16 implies that for p = 0.5,
L
(0)
N (s) = Ep(0.5)N [e
−s∑Ni=1(xi−xi−1)] = [E
p
(0.5)
N
e−s(x1−x0)]N = (
L1∑
i=−L1
e−si
1 + 2L
)N . (3.25)
Proposition 3.17. The Laplace transform of the position of the last particle xN is given by
L
(p)
N (s) =
L
(0.5)
N (s+ ln(
1
p
− 1))
L
(0.5)
N (ln(
1
p
− 1))
. (3.26)
Proof.
L
(p)
N (s) = Ep(p)N e
−sxN = E
p
(0.5)
N
[
e− ln(
1
p
−1)xN
Z(p)
e−sxN ] =
L
(0.5)
N [s+ ln(
1
p
− 1)]
Z(p)
.
As L(p)N (0) ≡ 1, we obtain that Z(p) = L(0.5)N (ln(
1
p
− 1)).
Theorem 3.18. The expected position at equilibrium of xN is
E
p
(p)
N
xN =
N
L1∑
i=−L1
ie−i ln(
1
p
−1)
L1∑
i=−L1
e−i ln(
1
p
−1)
. (3.27)
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Proof. By combining all previous results and some more computations,
E
p
(p)
N
xN = − d
ds
L
(p)
N (s)|s=0 =
N
L1∑
i=−L1
ie−i ln(
1
p
−1)
L1∑
i=−L1
e−i ln(
1
p
−1)
.
Figure 3.6 presents the simulation results of discrete one chain particle system. In the
simulation, there are in total N = 10 particles, L1 = 4 and the number of successful jumps
is T = 106. The probability parameter p is from 0.2 to 0.95, with step size 0.05. The red
dots are the theoretical positions of the last particle, the black stars are simulation results by
computing the average positions from the last 1% jumps and the blue curve is the expected
positions plotted in a continuous manner. Simulation results match well with theoretical
predictions.
3.6 Cohen-Horowitz Spring-String Model in Simulations
3.6.1 Method I
Our first method to reproduce Cohen-Horowitz spring-string model is to use a new spring
to serve as the pulling weight. We consider a general particle system discussed in Section
3.4 with a spring l1 to provide the pulling force, two identical springs l2 and l3, and three
strings s1, s2 and s3 connected as shown in Figure 3.7. We first discuss the equilibrium
configuration before cutting s1. Assume the springs l1, l2 and l3 are of length a1, a2 and
a3 at equilibrium, and they have l1N , l2N and l3N particles respectively. Let ∆ =
L
N
, for
some L > 0, so the local constraints are the adjacent particles on the springs are bounded
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Figure 3.6: Equilibrium position of last particle in discrete one chain system
for N = 10, L1 = 4
by ∆. In reality, this means we can not stretch a spring unlimitedly and it is essentially
the representation of Hooke’s modulus. For simplicity, we further assume the strings s1, s2
and s3 are of length s1, s2 and s3. By fixing the first and last particles of the system (the
leftmost particle of l1 and the rightmost particle of l3), we fix the total slack l of the system,
which is one of our global constraints.
Proposition 3.19. Under the assumptions above, the lengths of the three springs at the
equilibrium configuration before cutting s1 are proportional to the numbers of particles on
them, i.e.
l1
a1
=
l2
a2
=
l3
a3
= c , (3.28)
for some constant c > 0.
Proof. We compute the probability of before-cut equilibrium configuration and then maxi-
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Figure 3.7: Particle system of Cohen-Horowitz model,
spring l1 as the pulling weight
mize it. From Theorem 3.8, we have
Pb(EC) =
3∏
i=1
Pb(EC for spring li)
= e
−l1NΛ∗(a1l1 )−l2NΛ
∗(a2
l2
)−l3NΛ∗(a3l3 ) ,
where the subscript b stands for before-cut and EC means the equilibrium configuration. To
maximize Pb(EC), we have
max
a1+a2+a3=l−s1
e
−l1NΛ∗(a1l1 )−l2NΛ
∗(a2
l2
)−l3NΛ∗(a3l3 )
= max
a2,a3
e
−l1NΛ∗( l1−s1−a2−a3l1 )−l2NΛ
∗(a2
l2
)−l3NΛ∗(a3l3 ) ,
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which is equivalent to
min
a2,a3
l1Λ
∗(
l1 − s1 − a2 − a3
l1
) + l2Λ
∗(
a2
l2
) + l3Λ
∗(
a3
l3
) .
To minimize the above expression, we differentiate it with respect to a2 and a3, and we
obtain
(Λ∗)′(
l1 − s1 − a2 − a3
l1
) = (Λ∗)′(
a2
l2
) ,
(Λ∗)′(
l1 − s1 − a2 − a3
l1
) = (Λ∗)′(
a3
l3
) .
Therefore,
a1
l1
=
l1 − s1 − a2 − a3
l1
=
a2
l2
=
a3
l3
def
=
1
c
,
where c > 0 is a constant. We have used the theorem in the last step, which states that a
real and differentiable function is convex if and only if its derivative is increasing. Since the
rate function Λ∗ is always convex, (Λ∗)′ is increasing.
Remark 3.20. (Λ∗)′′(x) is the Hooke’s modulus, which is not a constant.
Next we consider the equilibrium configuration after cutting s1. We cut the attaching
string s1, then the system will move to another equilibrium configuration. Assume that,
in the new steady state, the length of the three springs l1, l2 and l3 become b1, b2 and b3
respectively. We would expect the anomalous behavior of b1 > a1, which means the pulling
force is larger, because spring l1 stretches more, but the total slack of the Cohen-Horowitz
particle system (springs l2, l3 and strings s2, s3) is even shorter. Similarly we compute the
probability of after-cut equilibrium configuration and then maximize it. From Theorem 3.8
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again, we have
Pa(EC) =
3∏
i=1
Pa(EC for spring li)
= e
−l1NΛ∗( b1l1 )−l2NΛ
∗( b2
l2
)−l3NΛ∗( b3l3 ) ,
where the subscript a stands for after-cut and EC again means the equilibrium configuration.
To maximize Pa(EC), we have
max
b1+b2+s3=l
b1+b3+s2=l
e
−Nl1Λ∗( b1l1 )−Nl2Λ
∗( b2
l2
)−Nl3Λ∗( b3l3 )
= max
b1
e
−Nl1Λ∗( b1l1 )−Nl2Λ
∗( l−s3−b1
l2
)−Nl3Λ∗( l−s2−b1l3 ) ,
which is equivalent to
min
b1
l1Λ
∗(
b1
l1
) + l2Λ
∗(
l − s3 − b1
l2
) + l3Λ
∗(
l − s2 − b1
l3
) .
To minimize the above expression, we differentiate it with respect to b1, and we have
(Λ∗)′(
b1
l1
) = (Λ∗)′(
l − s3 − b1
l2
) + (Λ∗)′(
l − s2 − b1
l3
) . (3.29)
If Λ(λ) =
λ2
2
, we have Λ∗(x) =
x2
2
, which is quadratic; then (Λ∗)′(x) = x and the Hooke’s
modulus (Λ∗)′′(x) ≡ 1. We can easily find the conditions on the parameter set for paradoxical
behavior b1 > a1, which is
(l − s1)(l2l + l3l − l2s3 + l2 + s2) > (l1 + l2 + l3)(l1l2 + l2l3 + l1l3) . (3.30)
But in our model, Λ∗(x) is not quadratic and we are not able to write Λ∗(x) in terms of x
explicitly, instead we have the following results to characterize Λ∗(x) and (Λ∗)′(x).
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Figure 3.8: An example of logarithm generating function
Proposition 3.21. For any x, there exists an optimal λ = λ(x) > 0 in Λ∗(x) for attaining
the supremum, and we further have
i) (Λ∗)′(x) = λ(x);
ii) Λ∗(x) = λ(x)x− log sinh(Lλ(x))
Lλ(x)
, where L coth(Lλ(x))− 1
λ(x)
= x.
Proof. In Figure 3.8, assume that the red curve is a convex logarithm generating function
Λ(λ), and the green and blue lines are y = λ · (x±∆) respectively, where ∆ > 0 is a small
number. A vertical line λ(x) = λ0 intersects with the red curve, the green and blue lines
at points A,B and C respectively. Since λ = λ(x) is the optimal value of λ in Λ∗(x) for
each x, we have |AB| = −Λ∗(x+ ∆) and |AC| = −Λ∗(x−∆), thus |BC| = |AC| − |AB| =
Λ∗(x+∆)−Λ∗(x−∆).We also know that |BC| = λ · (x+∆)−λ · (x−∆) = 2λ∆. Therefore
(Λ∗)′(x) = lim
∆→0
Λ∗(x+ ∆)− Λ∗(x−∆)
2∆
= lim
∆→0
2λ∆
2∆
= λ, which is λ(x) in our notation. This
completes the proof of part i. Since λ(x) is the optimal value of λ to make λx−Λ(λ) achieve
its supreme, we know that Λ′(λ(x)) = x. Combining Λ′(λ) = L coth(Lλ) − 1
λ
together, we
get the desired result in part ii.
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Figure 3.9: An example plot between x and y = λ(x) for L = 1.9
Figure 3.9 is an example to illustrate y = λ(x). Now we want to find a set of parameters
such that b1 > a1. The set A with 15 unknowns parameters defined in our model is
A = {L, l1, l2, l3, a1, a2, a3, b1, b2, b3, s1, s2, s3, l, N}.
Their known relations are
a1 + a2 + a3 + s1 = l ,
b1 + b2 + s3 = l ,
b1 + b3 + s2 = l .
We already know that
l1
a1
=
l2
a2
=
l3
a3
= c, for some constant c > 0. For simplicity, we choose
l such that l = l1 + l2 + l3 + s1, which means c = 1, thus a1 = l1, a2 = l2 and a3 = l3. What
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we know about b1 is
(Λ∗)′(
b1
l1
) = (Λ∗)′(
l − s3 − b1
l2
) + (Λ∗)′(
l − s2 − b1
l3
) ,
which by Proposition 3.21 implies that
λ(
b1
l1
) = λ(
l − s3 − b1
l2
) + λ(
l − s2 − b1
l3
) ,
where
L coth(Lλ(x))− 1
λ(x)
= x .
Inspired by the Cohen-Horowitz spring-string model in [11], we choose s1 =
3
8
, s2 = s3 = 1,
l2 = l3 =
1
2
, therefore a2 = a3 =
1
2
. We further obtain that l =
11
8
+a1, b2 = b3 =
3
8
+a1−b1,
and λ(
b1
l1
) = 2λ(
3
4
+ 2l1 − 2b1) = 2λ(3
4
+ 2a1 − 2b1). By computation, we select that
(
2
L
,
1
L
) = (λ(
b1
a1
), λ(
3
4
+ 2a1 − 2b1)) .
Denote by x def= IL(λ(x)) = L coth(Lλ(x))− 1
λ(x)
. From Proposition 3.21 we obtain
b1
a1
= IL(
2
L
) ≈ 0.5373L ,
3
4
+ 2a1 − 2b1 = IL( 1
L
) ≈ 0.3130L .
Since we want b1 > a1, we need to exert two more conditions on L, which are 0.5373L > 1 and
3
4
> 0.3130L, thus we have 1.861 < L < 2.396, a1 =
0.3130L− 0.75
2− 1.0746L and b1 = 0.5373La1.
Table 3.1 provides some possibilities for L as well as the changes from a1 to b1.
Recall that in order for the configuration space XNL (x) 6= ∅, we need x 6 L, so we have
94
L l1 = a1 b1
b1 − a1
a1
in %
1.9 3.7141 3.7917 2.09
2.0 0.8303 0.8923 7.46
2.1 0.3608 0.4071 12.84
2.2 0.1684 0.1990 18.21
Table 3.1: Table of some possible L’s
max{a1, a2, a3, b1, b2, b3} 6 L. Therefore we finalize our parameter set A to be
A = {L = 2.0, l1 = a1 = 0.8303, l2 = l3 = a2 = a3 = 0.5, l = 2.2053, b1 = 0.8923,
b2 = b3 = 0.313, s1 = 0.375, s2 = s3 = 1, N = 100} .
Notice that the parameter set A is not exactly the same as the original Cohen-Horowitz
spring-string model, for example, after cutting string s1, the lengths of the two identical
springs b2 = b3 6= 0.25, but most parameters are very close. By further computation, we
have
λ(
a1
l1
) = λ(
a2
l2
) = λ(
a3
l3
) = λ(1) = 1.0199 ,
Λ∗(1) = 0.4578 ,
λ(
b1
l1
) = 1.0001 ,
Λ∗(
b1
l1
) = 0.4795 ,
λ(
b2
l2
) = λ(
b3
l3
) = 0.4999 ,
Λ∗(
b2
l2
) = Λ∗(
b3
l3
) = 0.1517 .
Therefore we obtain the probabilities of both before-cut and after-cut equilibrium configu-
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rations
Pb(EC) = e−l1NΛ
∗(a1
l1
)−l2NΛ∗(a2l2 )−l3NΛ
∗(a3
l3
)
= e−NΛ
∗(1)(l1+l2+l3) ≈ e−0.8379N ,
Pa(EC) = e−l1NΛ
∗( b1
l1
)−l2NΛ∗( b2l2 )−l3NΛ
∗( b3
l3
) ≈ e−0.5497N .
Clearly we see that Pb(EC) < Pa(EC), and this means after cutting the middle attaching
string s1, the original equilibrium no longer exists, forcing the particle system to move to a
new equilibrium.
In the end of this section, we verify the derived prediction results in simulations. We
now reproduce the anomalous behavior of the particle system in simulation. Starting from
setting all particles at the origin, the total number of successful jumps of all particles is
about T = 109 times, thus each particle jumps approximately 107 times, because the total
number of particles is approximately (l1 + l2 + l3)N ≈ 183. Divide the total time T into 40
evenly distributed time stamps. We keep tracking these intermediate positions of the particle
system, especially of the three special particles, namely, the last particle of spring l1, the last
particle of spring l2 and the first particle of spring l3. Comparing the dots (40 intermediate
positions from simulation) with the dashed lines (expected theoretical positions) in Figure
3.10, they are very close with slight fluctuations. In fact, it doesn’t take long for the particle
system to converge to the expected equilibrium configuration.
3.6.2 Method II
In this section, we reproduce the Cohen-Horowitz spring-string model using particle systems
presented in Section 3.5. We consider a particle system with two identical springs l2 and l3,
three strings s1, s2 and s3, and a weight (the alternative of the pulling spring l1 in Section
3.6.1) connected as shown in Figure 3.11 and Figure 3.12. In order for the notations to be
consistent with Section 3.6.1, we do not have spring l1 here. Similarly we assume that at the
equilibrium configuration before cutting s1, the length of l2 and l3 are a2 and a3; while at
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Figure 3.10: Equilibrium configurations before and after cutting string s1 - Method I
the equilibrium configuration after cutting s1, the length of l2 and l3 become b2 and b3. We
also assume that the strings are of length s1, s2 and s3 for simplicity, and both springs have
N = 50 particles. In order to have integer parameters and simpler calculations, we multiply
all of the parameters in the original Cohen-Horowitz spring-string model by a scale of 40, so
they are becoming s2 = s3 = 1× 40 = 40, s1 = 0.375× 40 = 15, a2 = a3 = 0.5× 40 = 20 and
b2 = b3 = 0.25 × 40 = 10. We now need to find the exponential parameters λ1 and λ2 that
correspond to the weight of 0.5 kg in one-chain and two-chain of particle systems.
We first consider the equilibrium configuration before cutting the middle attaching string
s1. In this case, we can ignore the two long strings s2 and s3, because they are loose. The
system is equivalent to an one-chain particle system with 2N = 100 particles on it, by gluing
the first particle of the second spring l3 to the last particle of the first spring l2 together, and
the equilibrium position of the last particle is expected to be at 40 × (0.5 + 0.375 + 0.5 −
0.375) = 40 m. The middle string s1 attaching the springs l2 and l3 is tight, so it can also
be ignored by subtracting its length from the total slack. From Theorem 3.10, we know that
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Figure 3.11: Particle system of Cohen-Horowitz model,
last particle jumping exponentially as the pulling weight
Figure 3.12: Cohen-Horowitz model in multiple chain particle systems
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40 = 100(coth(2λ) − 1
2λ
) indicates λ1 = 0.6680. This means λ1 = 0.6680 is equivalent to a
force of 0.5 Newton in our series-connected one-chain particle system.
We then consider the equilibrium configuration after cutting the middle attaching string
s1. We cut the attaching string s1 to get to another equilibrium configuration. The new
system is equivalent to a two-chain particle system with N = 50 particles on each spring l2
and l3, and the equilibrium position of the last particle is expected to be at 40×(0.25+1−1) =
10 m. From Theorem 3.14, we know that 10 = 50(coth(λ)− 1
λ
) indicates λ2 = 0.5498. This
means λ2 = 0.5498 is equivalent to a force of 0.5 Newton in our parallel-connected two-chain
particle system.
In the end of this section, we verify the above prediction results in simulations. We
now reproduce the anomalous behavior of the particle system in simulation. Starting from
setting all particles at the origin, the total number of successful jumps of all particles is about
107 times, thus each particle jumps approximately 105 times, because the total number of
particles is 100. Divide the total time T into 40 evenly distributed time stamps. We keep
tracking these intermediate positions of the particle system, especially of the three special
particles, namely, the last particle of spring l2, the first particle of spring l3 and the last
particle of spring l3. Comparing the dots (40 intermediate positions from simulation) with
the dashed lines (expected theoretical positions) in Figure 3.13, they are relatively close with
acceptable oscillations. In fact, it doesn’t take long for the particle system to converge to
the equilibrium configuration.
Now we have constructed the Cohen-Horowitz spring-string model using particle systems
and reproduced its anomalous behavior in two different methods to simulate the pulling force.
The theoretical predictions are verified by simulation results.
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Figure 3.13: Equilibrium configurations before and after cutting string s1 - Method II
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