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ABSTRACT
Prakash, Tanmay PhD, Purdue University, December 2017. Active Learning for Designing Detectors for Infrequently Occurring Objects in Wide-Area Satellite Imagery.
Major Professor: Avinash Kak.
For designing detectors for infrequently occurring objects in wide-area satellite
imagery, we are faced with the challenge that such objects are diﬃcult to ﬁnd for the
purpose of generating the needed training data. As a result, a human agent must
expend an inordinate length of time in order to produce a suﬃcient number of labeled
training data. In this dissertation, we reduce this annotation burden by drawing upon
the research that has been carried out recently in the area of active learning, whereby
the machine searches for human annotation those unlabeled samples that can actually
improve the detector. The search is iterative: Starting with a small number of humansupplied strongly positive and negative samples, our framework scans the images and
tests the candidate samples against the current decision surfaces. Only those samples
that are too close to the decision surfaces are sent to the human for annotation and
the new samples thus labeled used to update the decision surfaces. We have applied
this framework to create detectors for pedestrian crosswalks and transmission-line
towers in a cloud-based implementation in areas of over 150,000 sq km in Australia.
We should also mention that a stepping stone to this work was our earlier, more direct
approach to detector design in which the class discrimination features are speciﬁed
by the human. This approach, which was also an exercise in exploiting volunteergenerated road maps for detecting objects that are on or along the roads, was used
to create a crosswalk detector and applied to a 180,000 sq km area in Australia.

1

1. INTRODUCTION
Within its arrays of pixels, satellite imagery contains a great wealth of useful information awaiting extraction. Satellite imagery has been used by economists to measure
poverty statistics by the proxy of nighttime lighting [1], by investors to estimate the
patronage of restaurant chains by counting the cars in the parking lots [2], and by
tax auditors to ﬁnd potentially undocumented wealth that in some countries can be
correlated with the number of households with swimming pools [3]. To truly harness
this wealth of information requires algorithmic extraction of information from the
images, which in turn requires a transfer of visual understanding from humans to machines, whether by explicit deﬁnitions and rules or by implicit statistical learning by
way of human-supplied exemplars. The work described in this dissertation explores
both approaches to algorithm design for the purpose of detecting various types of
objects in satellite imagery, and applies the resulting object detectors over hundreds
of thousands of sq. km of satellite imagery.
The primary motivation that underlies the work reported in this dissertation is
ﬁnding good solutions to the problem of geolocalization. Geolocalization is the problem of ascertaining the geo-spatial location from which a query photograph or video
was captured1 . A number of approaches to the geolocalization problem have been
proposed, with several of them using data sources other than satellite imagery. For
example, for some parts of the world, and for a certain class of query images, the
geolocalization problem can be solved by matching the query against a database of
geo-tagged images like Flickr or GoogleStreetView [4–6]. Other approaches match
the outline of the mountainous terrain in the background of the query photograph
against digital elevation maps [7].
1

Just to be clear, the query photography and video are captured from ground-level devices, not from
aerial or satellite platforms

2
We are particularly interested in geolocalization approaches that ﬁrst create a
database of geolocated objects by extracting them from wide-area satellite imagery
and then try to localize a query image by comparing the relative locations of such
objects in the query image vis-a-vis their relative locations in the database. In the
context of this overall problem description, the main focus of this dissertation is the
creation of databases of geolocalized objects from wide-area satellite images.
With regard to the extraction of geolocalized objects, satellite images present
certain interesting opportunities and challenges. For example, the rich metadata
that is associated with each image contains much information that has a bearing
on how an object might appear in the image. This information — consisting of
the camera angle, the sun angle, the image capture time, etc. — if exploited can
result in a stronger detector than would otherwise be the case. And one of the
main challenges in processing satellite images comes from their generally poor spatial
resolution. This can create great diﬃculties in ﬁnding robust algorithmic solution for
extracting objects from the images, especially when the distinguishing detail on the
objects is at or below the level of resolution in the image. Other challenges presented
by satellite images relate to the fact that how an object appears in a satellite image
may depend on weather, seasons, illumination, occlusions, and so on.
Against a background of the opportunities and challenges mentioned above, the
main goal of this dissertation is to present an active-learning based framework for
designing detectors for wide-area satellite images. A most important aspect of this
framework is that it signiﬁcantly mitigates the human burden involved in the labeling
of the ground-truth. Active learning research community has proposed a number
of methods for culling informative samples from the overall dataset. In this work
we implement a simple yet eﬀective approach called uncertainty sampling in which
an intermediate classiﬁer is created from a small set of strong positive and negative
samples. The machine then searches through the unlabeled dataset, rejecting samples
that can be conﬁdently classiﬁed and presenting to the human for labeling only those
samples on which the classiﬁer is uncertain. As labeled samples are collected, the

3
classiﬁer is updated and machine continues searching for uncertain samples. This
process iterates until the machine generates a strong detector.
As the reader will see in this dissertation, even with the use of active learning
to mitigate the human burden involved in the creation of the ground-truth data, we
are faced with the problem of latency in the human-computer interaction. Latency
means that amount of time a human has to wait for the computer to present the
next sample for annotation. Just imagine the psychological fatigue for a human who
has to sit staring at a computer console waiting for the next sample to be annotated.
To address this problem, we have created a cloud-based distributed implementation
of our framework in which the diﬀerent portions of a large ROI (Region of Interest)
are assigned to diﬀerent virtual machines (VM) in the cloud. By working in parallel,
these VMs signiﬁcantly reduce the latencies experienced by the human.
Active learning or not and regardless of a distributed implementation, no matter
how a detector is designed and implemented, for its operation it must ﬁrst extract
low-level features from the images. The traditional approach to specifying the lowlevel features is to ask a human expert as to what they should be. Unfortunately,
human expertise is not always able to grasp low-level nuances of raw data. Subtle
diﬀerences in brightness or texture, for instance, are often missed by the human eye,
but can trigger computer vision algorithms in unexpected ways. For this reason, with
regard to the low-level features needed for object extraction, the main part of this
dissertation is based on the assumption it is best to supply a machine with as large
a “universal set” of low-level features as possible and to then let the machine ﬁgure
out on its own as to which low-level features to use for a given class of objects.

1.1

Primary Contributions
Research in remote sensing has seen a great deal of work in land type classiﬁcation

and (to a lesser degree) object detection. Active learning has also caught the interest
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of the ﬁeld, since it has the potential to quickly generate classiﬁers for which no
pre-annotated datasets exist.
The prior art has demonstrated promising results on small scale datasets, but has
not yet broached the problem of scaling up. This is where the work presented here
makes its ﬁrst key contribution. We developed a system capable of handling much
larger datasets than had been previously attempted, and demonstrate its capabilities. The matter of scaling up a detection framework is not one merely of applying
greater computational power. In satellite imagery there are a myriad of variables that
can cause variations in appearance of not only the target object class but also the
background clutter: weather, seasons, sun angle, satellite angle, occlusions, shadows.
Small scale datasets cannot fully capture these variations, so the success of a method
on such a dataset is not a guarantee of success on a larger scale. A detection system
that can perform well on a wide area must be discriminative enough to handle the
full range of variations, yet fast enough to process the full volume of data.
We will present a method of creating object detectors using active learning that
reduces the amount of human eﬀort necessary, thereby enabling the framework to
be used to quickly create databases of geolocated objects for a number of diﬀerent
object types. This approach draws on a number of classical algorithms from machine
learning, active learning and computer vision, and combines and adapts them in such
a way as to allow the framework to handle object detection over a wide area. We
leverage distributed computing to sift informative samples from a wide geographic
area, and discriminative features from a rich set of possible texture and spectral
features, so that we may minimize the human computer interaction latencies that
would otherwise render active learning impractical. The capabilities of this framework
are demonstrated by creating crosswalk and transmission tower detectors that are
applied over 180 000 and 150 000 sq. km ROIs2 respectively. Thus, another key
contribution of this work is a practical, large-scale demonstration of active learning
2
Obviously a quantitative evaluation over so large an area would be infeasible. Instead the crosswalk
and transmission tower detectors are evaluated over an area of 100 and 1000 sq. km, respectively.
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for object detection, a topic of research that has arguably remained largely theoretical,
on multiple object types.

1.2

Organization of this dissertation
Chapter 2 will introduce the various types of remote sensing data used, the var-

ious stages preprocessing applied to said data, and the methods by which the data
can be fused together to facilitate the work described in this dissertation. Chapter
3 will introduces the types of features extracted from the satellite imagery on which
the learning framework operates. Chapter 4 will introduce the supervised machine
learning techniques that are used to create the object detectors from a set of labeled
samples, as well as setup a comparison between passive and active learning in Chapter
5. Chapter 5 will introduce active learning methods of eﬃciently collecting labeled
samples, discussing both theoretically guaranteed and heuristic algorithms. Chapter 6 will introduce the active learning framework, which draws upon the techniques
introduced in the preceding chapters to create object detectors for satellite imagery
with as little burden on the human annotator as possible. This chapter will describe
the experiments in which the framework was applied to the creation of a crosswalk
detector and a transmission tower detector. Chapter 7 will describe a direct approach
for creating the crosswalk detector, which served as a stepping stone in the development of object detectors for wide-area satellite imagery. And ﬁnally we conclude and
present possible future work in Chapter 8.
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2. SATELLITE IMAGERY
Research in remote sensing has generated a multitude of modalities by which diﬀerent information regarding the Earth can be collected, from spectral information to
topography to atmospheric temperatures. This data can be leveraged, separately or
jointly, to infer a great deal of higher-level information, but such tasks ﬁrst require an
understanding of the underlying data. In this chapter we will address panchromatic
imagery, multispectral imagery, digital elevation maps, and volunteered geographic
information (vector data), as well as how they can be fused. This chapter serves as a
review, drawing from [8] as well as reports describing the actual products used, of the
topics about satellite imagery acquisition and processing relevant to the discussion of
object detection.
The characteristics of satellite imagery present a number of opportunities that can
facilitate object detection. Unlike ground-level imagery, satellite imagery captures
objects at a ﬁxed scale (with the exception of variations in the physical size of the
object) because the satellites orbit at an approximately ﬁxed elevation above the
Earth’s surface. Additionally the rotation of objects is generally in the plane of the
image meaning the objects can be rotated into a canonical orientation, in contrast
to, say, face detection where a person may turn away from the camera and obscure
portions of the face. Satellite data comes from multiple data sources that can be
fused together to improve detection.
However, object detection in satellite imagery is by no means a simple task. The
greatest challenge, arguably, is the low-resolution. Compared to ground-level imagery,
and even aerial imagery, there is little in the way of ﬁne, low-level details represented
in the satellite imagery of the objects of interest in this work. Satellite imagery is
also still subject to many of the challenges that plague object detection in general:
occlusion and variations in illumination, target appearance, and clutter.
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2.1

Satellite Imagery
Satellites constantly orbit the earth at high altitude, capturing images and sending

them to ground stations on the earth. The orbits are often designed to maintain a
constant altitude above the earth to ensure the scale of the acquired images remains
constant. This is in contrast to aerial imagery, where aircraft path consistency is
dependent on weather conditions and pilot error. The orbit of the satellite can also
revisit the same point on earth at multiple time, e.g. every 1.1 days in the case of
WorldView-2, allowing the collection of imagery of the same location over multiple
times which can be useful for monitoring changes.
The photosensors used for image capture can be arranged in a number of diﬀerent
forms depending on the types of images being captured. One common form is a 1-D
line of sensors, oriented perpendicular to the direction of motion, used to capture
imagery in a “pushbroom” mode, collecting pixels one row of the image at a time as
the satellite moves. The entire line of sensors is sampled at a rate that accounts for
the velocity of the satellite and earth to ensure that the resolution in the resulting
image is similar both directions, along the direction of motion (in-track) and along
the line of sensor (cross-track).
The “pushbroom” method is of course diﬀerent than the common approach of
image capture used for non-satellite applications, the stationary pinhole projection
model that collects all of the pixels at once on a 2-D array of sensors. One advantage
of using a line of sensors is that the photosensors for diﬀerent bands of the spectrum
can be arranged along the direction of movement, allowing all of the bands to be
collected simultaneously. This is in contrast to consumer-grade digital cameras that
use 2-D array of sensors; in this case, each sensor is actually tuned only to one band
and the sensors in the array must be divided up among the bands, which can be
eﬀective for three bands (e.g. Bayer pattern) but is less eﬀective for more bands.
Additionally, the sensor for a spectral band must be larger than the panchromatic
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sensor to ensure high SNR, since ﬁltering out wavelengths decreases the strength of
the signal.
In addition to acquiring the image pixels, the satellite records a number of variables describing the condition at the time of image capture that can be useful when
processing the data. It uses GPS and a star tracker to record the locations and angles
through which it travels as the image is acquired. This information is necessary to
align the image pixels with the geolocations they represent. The view angle of the
satellite is also important because spatial resolution decreases as the angle becomes
more oﬀ-nadir. Satellite images whose oﬀ-nadir angle is too great may not be worth
processing at all because of the deterioration in resolution. The time at which the
image is captured is also recorded, from which the sun elevation and azimuth angles
can be calculated. The sun elevation and azimuth angles can, in turn, be used to predict the angle and length of shadows of tall objects, which can be useful for detection
as will be discussed later.
The speciﬁc imagery used in this work is panchromatic imagery from GeoEye-1,
illustrated in Fig. 2.1(a), and both panchromatic and multispectral imagery from
WorldView-2, illustrated in 2.1(b). The characteristics of these satellites are summarized in Table 2.1. At the time the imagery used in our experiments was collected, GeoEye-1 oﬀered slightly higher resolution for panchromatic imagery than
WorldView-2 which was important because, as we will address later, the features in
which we are interested exist at the limits of resolution. As illustrated in Fig. 2.3The
multispectral imagery from WorldView-2 has 8 spectral bands: coastal, blue, green,
yellow, red, red edge, near infrared 1 (NIR1), and near infrared 2 (NIR2).

2.2

Digital Elevation Map
Beyond spectral information, 3D topography is another commonly used form of

remote sensing data. Digital elevation maps (DEM) are utilized for a number of
applications from predicting watersheds to geolocalization. For the problem of geolo-
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Table 2.1.
Characteristics of satellites capturing the imagery. Note that in the summer of 2013, the altitude of the GeoEye-1 satellite was increased, resulting
in a reduction in the spatial resolution. The GeoEye-1 imagery used in
our experiments was collected before 2013
Resolution

Resolution

(panchromatic)

(multispectral)

770 km

0.46 m

1.84 m

4

641 km

0.41 m

1.65 m

4

770 km

0.46 m

1.85 m

8

Altitude
GeoEye-1
GeoEye-1

MS Bands

(before 2013)
WorldView-2

(a) GeoEye-1

(b) WorldView-2

Fig. 2.1. GeoEye-1 and WorldView-2 satellites (Image Copyright DigitalGlobe)
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Fig. 2.2. WorldView-2 Focal Plane Layout (not drawn to scale). The fact
that multispectral and panchromatic sensors are so closely located greatly
simpliﬁes the process of registering the respective images for the purposes
of data fusion. Image from [9]
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Fig. 2.3. WorldView-2 Relative Spectral Radiance Response. Image from
[9]
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calization, one approach uses the horizon outline extracted from a query photograph
and analyzes the DEM to ﬁnd a geolocation whose local topography could produce
a similar horizon [7]. In this work a DEM is used to improve the accuracy of the
orthorectiﬁcation (and as we will discuss, inverse orthorectiﬁcation) of pixels in satellite imagery, since orthorectiﬁcation involves backprojecting a pixel onto the Earth’s
surface and is thus more accurate when the model of the Earth’s surface is itself more
accurate.
The speciﬁc product used is the Global Multi-resolution Terrain Elevation Data
2010 (GMTED2010) [10]. The GTMED2010 DEM covers the majority of the earth’s
surface, drawing data from a number of sources but primarily from the Shuttle
Radar Topography Mission (SRTM) Digital Terrain Elevation Data (DTED R 2) [11].
GMTED2010 oﬀers a number of diﬀerent spatial resolutions; in particular, this work
uses the spatial resolution of 7.5 arc-seconds (approximately 250 m), with a RMSE
of 30 m on the height measured at each pixel.
The SRTM DTED was collected using a method called Interferometric Synthetic
Aperture Radar (InSAR) with dual radar antennas mounted on the Space Shuttle.
The phase diﬀerence between the signals received at the two antennas can be used
to calculate the elevation. The radar operates at wavelengths greater in length than
those used by the multispectral satellite imagery, so in some regions the radar may
penetrate beyond the surface that is captured in the multispectral satellite imagery.
Radar imaging methods can also suﬀer from multipath artifacts, though [11] reports
that few artifacts were found in the urban areas that often cause such artifacts.
Despite these sources of error, InSAR is advantageous in that it is not subject to many
of the errors of previously employed methods like stereo reconstruction, a process
dependent on the error-prone tasks of detecting dense sets of interest points in both
images and creating accurate correspondences between the points in each set.
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2.3

Vector Data
While satellite imagery and other forms of raster data provide dense representa-

tions of information, when the information to be represented is sparser, e.g. locations
of roads and buildings, it is often stored as more lightweight vector data. In vector
data, information is represented with various shapes — points, lines, or polygons —
and often as a collection of such shapes, which requires much less memory than an
array of pixels. Vector data are often used for geometric operations, e.g. determining
the distance between points, the overlap of two polygons, or which points fall inside
a polygon. Vector data can come from a number of diﬀerent sources. The object
detectors described in this work output the detections into a vector data ﬁle, as a
collection of points. The regions of imagery from which training data are drawn are
demarcated with a collection of polygons. Section 2.4 will describe a popular source
of vector data, volunteered geographic information.

2.4

Volunteered Geographic Information
Satellite imagery and digital elevation maps provide raw, low-level data with no

contextual information. One source of higher-level contextual information is Volunteered Geographic Information (VGI), which is generated by volunteers annotating
various objects of interest like roads, buildings, and waterways. This data provides
context that can improve the performance and eﬃciency of remote sensing algorithms;
in our work [12] road maps are used to guide the search for two types objects that
occur on roads, crosswalks, and linear trees.
OpenStreetMap data comes from a number of diﬀerent sources, which improves
the coverage but results in an inconsistent degree of coverage for diﬀerent regions and
layers. A number of other mapping services have donated their data. Volunteers may
also record traces using GPS-enabled devices and upload the traces, in which case
accuracy may depend on the type of device as well as environmental factors, such as
buildings impeding the GPS signals. Data may also be uploaded by users around the
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world using the online map editor, in which case the accuracy is dependent on human
error and the alignment of the satellite imagery being annotated. Diﬀerent satellite
image products are processed to diﬀerent speciﬁcations of geo-alignment error. If an
algorithm is processing diﬀerent satellite imagery than was used by the annotator,
these errors are accumulated, resulting in a misalignment between the object of interest and the satellite image being processed. Objects of interest may be present in
one image of an area that are not present in an image of that same area acquired at a
diﬀerent time. For example, a tower may have been constructed or demolished in the
time that elapsed between image captures, or a crosswalk may simply be obscured in
one image but not the other. Another source of error is human error; the annotator
may simply make mistakes in drawing the objects of interest.
Volunteered geographic information still provides signiﬁcant value, but algorithms
that utilize it must be designed to be robust to these sources of error. For example, in
the road-following framework, described in [12] and Appendix A, the detector searches
along OSM-deﬁned roads for the target objects and must account for the possibility
that the OSM road may not be aligned with the actual road pixels. The detector
scans patches extracted along the road, and in order to handle the misalignment, the
patch size is set large enough that the road pixels are contained within the patch even
if the OSM road is misaligned by a few meters.

2.5

Top-of-atmosphere correction
In the raw satellite imagery ﬁle, each pixel has a digital number (DN) representing

the radiance measured at the sensor of the satellite for each band of the spectrum. Applying the calibration parameters, we can calculate the radiance, though this value is
still not quite the desired variable. To best characterize the material being imaged we
need reﬂectance, the ratio of the radiance reﬂected oﬀ the material over the radiance
incident upon the material. Reﬂectance is solely dependent on the characteristics of
the material being imaged, while radiance is additionally dependent on the properties

15
of the light source, geometry, and the intervening atmospheric eﬀects like scattering
and absorption. Reﬂectance allows for comparisons between images captured under
diﬀerent conditions, as will be necessary when creating a detector that can be applied
over a wide area.
True reﬂectance is diﬃcult to calculate because of atmospheric eﬀects. Before
reaching the earth’s surface, solar irradiance encounters atmospheric absorption and
scattering, e.g. Rayleigh and Mie scattering, altering the incident spectrum. Similar
atmospheric scattering eﬀects further alter the spectrum before the reﬂected light
reaches the satellite’s sensor. Additionally, light scattered by the atmosphere can fall
upon the earth’s surface and be reﬂected into the sensor (down-scattered, surfacereﬂected skylight), or can directly reach the sensor (up-scattered path radiance, or
“haze”). The atmospheric eﬀects can be dependent on a number of variables: temperature, barometric pressure, humidity, atmospheric composition, etc. Such eﬀects can
be modeled with software like MODTRAN [13], but the necessary variables are not
commonly included with the satellite imagery. Dark object subtraction is one popular approach [14] for haze correction, utilizing the fact that the radiance of a pixel in
dark objects like shadows should have no unscattered surface reﬂected radiance and
is instead primarily path radiance. However, dark object subtraction relies on the
reliable detection of objects that should have no reﬂectance and it can be diﬃcult
to algorithmically distinguish between such objects and objects that simply have low
reﬂectance1 .
One source of variance in between satellite imagery that can be accounted for is
solar geometry. The intensity of solar radiance drops oﬀ with the inverse square of
the distance between the earth and sun dearth-sun , which varies between 0.83 and 1.17
astronomical units (AU)2 as the earth traverses its elliptical orbit around the sun.
Additionally, the irradiance upon a surface is, by Lambert’s cosine law, proportional
to the cosine of the angle of incidence. Assuming the surface has no incline, the angle
1
This could be a useful application of a transmission tower detector, since transmission towers can
cast dark shadows
2
An astronomical unit is conveniently deﬁned as the mean distance between the earth and sun
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of incidence is simply the complement of the sun elevation angle θsun-elevation , which
varies based on time of day and geolocation but is commonly stored in the satellite
metadata. Thus, the solar geometry can be corrected so that all the satellite imagery
represents the reﬂectance (ignoring atmospheric eﬀects) that would be obtained had
the sun been 1 AU directly above the earth’s surface,
ρλband = Lλband

2
πdearth-sun
Esun,λband cos(90 − θsun-elevation )

(2.1)

where ρλband is the reﬂectance for the spectral band λband , Lλband is the measured
radiance for the spectral band, and Esun,λband is the solar irradiance for the spectral
band given an earth-sun distance of 1 AU. This type of correction is referred to as
top-of-atmosphere correction, since atmospheric eﬀects are not corrected.

2.6

Pansharpening
Spectral information can greatly improve the visual distinctiveness of target ob-

jects, but, as shown in Table 2.1, multispectral imagery is captured at a lower spatial resolution than the panchromatic imagery because, in order to maintain a high
signal-to-noise ratio, each band requires a larger sensor to collect enough photons
of the desired spectral band, which is of course much narrower than that used for
panchromatic imagery. To remedy this shortcoming, a multispectral and panchromatic image can be fused to form one multispectral image with the spatial resolution
of the panchromatic image in a process called pansharpening. The panchromatic image is roughly the sum across most of the bands of the multispectral image, so it is
well correlated with the bands of the multispectral image meaning that the higher
spatial frequency information for the spectral bands may be retrievable.
Before images from multiple sources can be fused, the ﬁrst step is generally aligning
the images with one another. Often this is accomplished by ﬁnding ground control
points that are common to both images and ﬁnding the alignment that best minimizes
the distance between the corresponding ground control points in each image. However
this step is unnecessary in this work because the panchromatic and multispectral
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images that are being fused have been acquired simultaneously by sensors located on
the same satellite, so the images are already aligned.
One popular class of pansharpening approaches is called component substitution.
In component substitution, the multispectral image is upsampled and color transformed into a space where one of the components represents intensity (e.g. HSV/HSI),
and then the intensity component is replaced with the panchromatic image before the
image is transformed to the original color space. Another popular approach is to upsample a band of the multispectral image, in which case the upsampled band can be
treated as a low-pass ﬁltered version of the high-resolution band. It is possible then
to restore the high-resolution band by adding back the high-frequency information,
which is assumed to be a high-pass ﬁltered version of the panchromatic image. In this
work, the high frequency modulation method, as provided in the OrfeoToolbox3 [15], is
used for pansharpening. The high resolution multispectral image Mhigh-res (x, y, λband )
is calculated by
Mhigh-res (x, y, λband ) =

Mlow-res (x, y, λband )
P (x, y)
Plow-pass (x, y)

(2.2)

where Mlow-res (x, y, λband ) is the λband band of the upsampled version of the original
low-resolution multispectral image, P (x, y) is the original panchromatic image, and
Plow-pass (x, y) is the low-pass ﬁltered version of the panchromatic image. The low-pass
ﬁlter is chosen to match the point spread function of the low-resolution multispectral
band. Roughly speaking, dividing by the low-pass-ﬁltered image removes the value
component which is then replaced by multiplying by the high-resolution intensity
component, i.e. the panchromatic image. Fig. 2.4(e) shows an example of the result
of fusing a panchromatic (Fig. 2.4(b)) and a multispectral (Fig. 2.4(d)) image.
3

In the OrfeoToolbox documentation the method is actually referred to as RCS but the acronym is
never deﬁned
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(a) Panchromatic Radiance

(b) Panchromatic Reﬂectance

(c) Multispectral Radiance

(d) Multispectral Reﬂectance (e) Pansharpened Reﬂectance

Fig. 2.4. Example of preprocessing before satellite imagery is input the
object detectors and active learning framework. Top-of-atmosphere correction converts pixels from radiance to reﬂectance as well as compensating for sensor calibration parameters ((a) to (b) and (c) to (d)). Finally
the panchromatic and multispectral reﬂectance images are fused together
with pansharpening to create a high resolution multispectral image (e).
Note that the reﬂectance is actually an approximation because the atmospheric eﬀects are not removed.
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2.7

Inverse Orthorectiﬁcation
Applications of geographic information systems often involve combining informa-

tion from multiple data sources. In such cases it can be helpful to bring the diﬀerent
data sources into the same geodetic coordinate system. For instance, one may want to
overlay a road vector layer over satellite raster imagery. The process of transforming
raw satellite imagery so the pixels fall on a uniform grid of latitudes and longitudes
is called orthorectiﬁcation. The process of orthorectiﬁcation can simplify many tasks,
especially visualization tasks where a user may want to compare multiple sources
of satellite imagery or vector layers, for example, to detect changes in vegetation or
terrain. Unfortunately, orthorectiﬁcation can introduce artifacts that may impede
applications that rely on low-level features, such as the object detection application
described in this work4 .
Orthorectiﬁcation accounts for misalignment caused by the terrain, as quantiﬁed
by the digital elevation map, by “painting” the image upon the terrain and capturing
an orthographic projection, so that the resultant image appears as if every pixel had
been imaged from directly above. This allows for improved alignment of images that
were captured at diﬀerent satellite viewing angles. On inclined terrain facing away
from the satellite, this involves “stretching” the pixels apart, since the satellite imaged
a smaller area of this terrain than it would have had the satellite been directly above.
On inclined terrain facing the satellite, this involves “compressing” pixels together,
since the satellite imaged a greater area of this terrain than it would have had the
satellite been directly above. Compressing the pixels together can discard low-level
texture information that may have been useful for object detection. The orthorectiﬁed image could be output at the higher resolution of the compressed pixels to avoid
4

The orthorectiﬁed product available from the satellite companies may be of higher quality than
that produced in-house. Commercially available “raw” imagery has actually already been resampled
to account for the satellite model, so in-house orthorectiﬁcation errors build up on errors resulting
from that resampling procedure. The satellite company has access to the data directly from the
satellite and can combine the processing of the satellite model and orthorectiﬁcation so that only
one resampling is necessary. Still, orthorectiﬁcation by any means may still degrade the low-level
features.
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discarding information; however, this would oversample every other area and increase
the memory requirements, and doesn’t address the fact that orthorectiﬁcation involves
resampling the image, which can be a source of artifacts since most resampling procedures utilize approximations to achieve computational eﬃciency. Fig. 2.5 illustrates
the deterioration in spatial resolution. Figs. 2.5 (a) and (b) are the same portion
of a satellite image, the one in (a) is orthorectiﬁed and the one in (b) corresponds
to inverse orthorectiﬁcation (meaning what is shown is the raw image patch itself).
Figs. 2.5 (c) and (d) show just the crosswalk portions of the image patches in (a) and
(b), respectively. Notice how the crosswalk stripes in the orthorectiﬁed images in (a)
and (c) suﬀer from a strong staircase eﬀect due to image aliasing, vis-a-vis how they
show up in (b) and (d).5
Using multiple data sources can be an invaluable method in satellite image understanding. In our work, we use road maps from OpenStreetMap, to create a road
following framework for object detection, where the detector scans along the roads to
ﬁnd the target objects. So an alignment between the data sources is imperative. To
this end we use inverse orthorectiﬁcation, mapping the geodetic coordinates of the
road map to the pixel coordinates, rather than bringing the image into the geodetic
coordinates6 . Thus there is no need for stretching or compressing any portion of the
image. Additionally the road map is deﬁned with far fewer points than an image, so
it is far less computationally expensive to inverse orthorectify the road map.
Mapping a geodetic coordinate to a raw pixel captured by the satellite sensor
requires accounting for a number of geometric parameters: the path and angle of
the satellite, the optics, the sensor geometry, and the ground topography. Rather
than explicitly provide the fully parameterized physical model (Rigorous Projection
5

If the reader would indulge us by viewing the four images in Fig. 2.5 from a distance, he/she
will notice a relatively strong semblance of crosswalk stripes in the two images in the right column.
However, the same stripes in the two images in the left column have a strong staircase eﬀect caused
by image aliasing. This staircase eﬀect can make it more diﬃcult to detect periodicities when the
contrast diﬀerences are low.
6
Mapping geodetic coordinates to pixel coordinates might more simply be called projection, but the
term inverse orthorectiﬁcation is used to emphasize that it allows any subsequent image processing
to be performed on the unorthorectiﬁed imagery.
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Model), satellite imagery providers often include a rational polynomial approximation that maps geodetic coordinates to pixel locations in the image. The rational
polynomial coeﬃcients (RPC) model [16] takes the form
P20
LINE NUM COEFi · ρi (φn , λn , hn )
rn = Pi=1
20
i=1 LINE DEN COEFi · ρi (φn , λn , hn )

(2.3)

P20
SAMP NUM COEFi · ρi (φn , λn , hn )
cn = Pi=1
20
i=1 SAMP DEN COEFi · ρi (φn , λn , hn )

(2.4)

φn = (φ − LAT OFF)/LAT SCALE

(2.5)

λn = (λ − LONG OFF)/LONG SCALE

(2.6)

hn = (h − HEIGHT OFF)/HEIGHT SCALE

(2.7)

rn = (r − LINE OFF)/LINE SCALE

(2.8)

cn = (c − SAMP OFF)/SAMP SCALE

(2.9)

where rn and cn are normalized values of the row and column in the image space,
respectively, φn , λn , and hn are normalized values of the latitude, longitude and height,
respectively, the ρi for i = 1, · · · , 20 are pre-speciﬁed monomials, and the remaining
variables that are in upper case are parameters included in the metadata of the
satellite image.
As is further described in Appendix A, we make use of RPC model in the roadfollowing framework. The road-following framework was developed to apply a detector
at locations along a road, and does so by mapping a number of locations spaced evenly
along the road to the image space using the RPC model as provided by GDAL [17].
Then patches of imagery are extracted from the mapped locations and the detector
is applied to the extracted patches. Detections are output in terms of pixel locations
and are then mapped to geodetic coordinates using an inversion of the RPC model.
Note that in this procedure it is never necessary to orthorectify an image.
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(a) Ortho

(b) Inverse-Ortho

(c) Ortho (crosswalk magniﬁed)

(d) Inverse-Ortho (crosswalk magniﬁed)

Fig. 2.5. Inverse-ortho means that we are directly using the raw image.
Ortho means that the image is rectiﬁed into a lat/long array which entails
a slight loss of resolution and introduces additional aliasing artifacts
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2.8

Satellite Image Processing Tools
Managing satellite data requires dealing with many diﬀerent standards, coordi-

nates systems, types of metadata, etc. The work presented in this dissertation relies
on a number of open source tools that simplify the low-level processing of satellite
imagery, greatly accelerating the development process. What follows are examples of
how these tools were used in our work, not a comprehensive list of the capabilities of
each tool.
The Geospatial Data Abstraction Library (GDAL) [17] provides a number of tools
for the low-level processing of satellite imagery. We used it for loading imagery and
vector data from the ﬁle system, orthorectiﬁcation of imagery (for visualization only,
not detection), inverse orthorectiﬁcation of geodetic coordinates, and reading image
metadata.
The Orfeo Toolbox [15] is another valuable set of tools, allowing users to perform
a number of advanced satellite image processing operations like classiﬁcation and
change detection. In our work, it was used for pansharpening imagery, as well as
visualizing un-orthorectiﬁed imagery.
Quantum Geographic Information System (QGIS) [18] provides a versatile platform for visualizing multiple data sources, like imagery and vector data, together
simultaneously. It also provides a number of vector data processing tools which can
be used to obtain quick answers to problems like determining the overlap between
two regions. In particular, it was used in this work to annotate the evaluation dataset
(not the training dataset, which was collected using the active learning framework).
It also allows developers to create plugins; we created one plugin that allows the user
to click any point in the satellite imagery and apply the detector to a patch centered
on that point for debugging purposes, and another plugin to visualize the locations
being scanned during active learning process.
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3. FEATURES
As discussed in Chapter 2, satellite imagery provides a great wealth of information,
however, very little of it is necessarily relevant for the detection of an object of interest.
The ﬁrst step, then, in object detector design is feature extraction, the process of
extracting from the array of pixels that information that is in fact relevant1 . Since
our goal is to create a generic framework for constructing object detectors — generic
to the maximum extent possible — how we specify the features to be extracted from
the satellite images becomes a very important issue. For contrast, in our earlier
approach in [12], the set of features we used were engineered speciﬁcally for detecting
the alternating white and black stripes of pedestrian crosswalks. A generic framework
requires a set of features that has the potential of working for diﬀerent types of objects.
It is not necessary that the entire set of features be useful every object type; rather,
for each object type, there should be some subset of the total feature set that will
prove useful for detection. These object types may be as diﬀerent as the two we have
considered in this dissertation: pedestrian crosswalks and electric power transmissionline detectors. There is virtually nothing in common between these two object types.
We must obviously choose low-level features that are invariant to small deformations and changes in illumination. Even more importantly, the features must disregard any speciﬁc relationship between the diﬀerent visual components of the objects,
since such relationships would be object speciﬁc. Speciﬁcally, the framework uses
Haar, Local Binary Patterns, and spectral features. There are of course a number
1

Recent research in deep learning has suggested the possibility feature learning, where images are
input directly into the learning algorithm and the features are implicitly derived rather than explicitly
deﬁned. However deep learning generally requires millions of annotated samples to learn features
from scratch, which renders the technique unusable, since a core issue addressed by this work is
a lack annotated samples. Pre-trained networks have been used in prior work as a starting point,
reducing the need for additional training samples, but we are not aware of any such network that
can take full advantage of all 8 spectral bands of the imagery.
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of other feature types, e.g. histograms of oriented gradients, and the framework is
implemented in a modular fashion so that various features can be added with ease,
but these particular features were selected for the experiments described in this work
because, together, they provide broad descriptive capabilities and can be calculated
eﬃciently.
In the sections that follow, we will ﬁrst introduce the reader to the data abstractions “Scanning Window,” “Image Patch” and “Block” since the low-level features
are meant for the characterization of the pixels in a scanning window and a scanning window resides in a larger abstraction called “Image Patch,” and some features
require dividing the “Scanning Window” into “Blocks.” We will then discuss the
various features that will be used in the active learning framework.

3.1

Image Patch, Scanning Window, and Block
Our framework uses three main data abstractions for designing a detector: an

image patch, a scanning window, and a block.
The system looks for the presence/absence of the object at each position of a
moving scanning window in an image patch.2 Unfortunately, a scanning window,
meant to be a rectangular enclosure for the object being detected, is much too small
a data abstraction for the human-computer interaction for eliciting a label for the
pixels inside the window. When deciding whether or not an object is present at a
given location of the scanning window, a human also needs to see the surrounding
context for the window. Toward that end, we use the notion of an image patch that
2

Since the purpose of a scanning window is to detect an object, its size must depend on the size
of the object. As the reader will see, for tall objects that cast shadows, one may want to use
scanning windows that are aligned with the shadows, something that is easy to do since the metadata
associated with a satellite image includes the sun azimuth. When orientation is important, it is
computationally more eﬃcient to orient the patch so that one of its coordinate axes aligns with the
shadow. Subsequently, one can use a regular un-oriented scanning window inside the image patch
for detecting the objects. We will get into the speciﬁcs of the scanning window parameters in a later
section in this dissertation.
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Fig. 3.1. Illustration of a scanning window within an image patch. The
entire image, surrounded by the blue border, is an example image patch,
extracted as described in Section 6.3.2. The green rectangle is an example location of the moving scanning window. In this case, the scanning
window happens to enclose the shadow of an electric transmission-line
tower.

is several times larger than the size of a scanning window. Fig. 3.1 illustrates how an
image patch can provide additional context for a window.
That brings us to the last of the three abstractions, block. In order to make
feature measurements inside a scanning window, it is frequently necessary to divide
the scanning window into an array of blocks that may or may not be overlapping.
Subsequently, the relationship between the feature values in the diﬀerent blocks inside
a scanning window captures some discriminating aspect of the object to be detected.
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3.2

Haar-like Features
Haar-like features have been widely used in computer vision since they were suc-

cessfully demonstrated for face detection in [19]. Haar-like features are simple, robust,
and computationally eﬃcient. In this subsection, we will show how our detector design
framework represents the pixel contents of a scanning window with a large number
of Haar-like features. To give the reader a sense of how many such feature values are
calculated, for the implementation presented in Section 6.5.1, for the case of power
transmission-line towers a scanning window is of size 36 × 120 and each is represented
with 7263 Haar-like features. A reader not familiar with such features may think
that that is way too many. Consider the fact that a 24 × 24 scanning window in the
Viola and Jones face detector is represented with 173,000 Haar-like features. As will
be mentioned shortly, it takes a very small number of lookup operations, typically of
the order of unity, to calculate each Haar-like feature.
Haar-like features for characterizing a scanning window in a satellite image are
calculated through the ﬁve operators shown in Fig. 3.2. The two operators shown
in (a) and (b) are for calculating approximately the ﬁrst-order horizontal and vertical derivatives at a pixel. The operators in (c) and (d) are for approximating the
second-order horizontal and vertical derivatives. Finally, the operator in (e) is for
approximating the second-order cross-derivative. An operator is moved to each pixel
inside the scanning window and, at each pixel, one calculates the output of the operator as the diﬀerence of the sum of the “red” pixels and the sum of the “blue”
pixels. Each of the Haar features is one of these ﬁve operators with diﬀerent width
and height and placed at a diﬀerent location within the window.
In [19], the authors introduce the integral image to allow the fast computation
of Haar-like features. The integral image II(x, y) is a look-up table whose value at
column and row (x, y) is equal to the sum of all the pixels in the image I(x, y) that
are above and to the left of the pixel at (x, y).
II(x, y) =

X
xi ≤x,yi ≤y

I(xi , yi )

(3.1)
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(a)

(b)

(d)

(c)

(e)

Fig. 3.2. Example Haar features. The value of the Haar feature is calculated as the diﬀerence of the sum of the “red” pixels and the sum of the
“blue” pixels.
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The integral image can be calculated recursively because
II(x, y) = II(x − 1, y) + II(x, y − 1) − II(x − 1, y − 1)

(3.2)

As will be explained in Section 3.5, the integral image is calculated for each image
patch at a time. Once the integral image is calculated, the sum of the pixels in either
the red rectangles or the blue rectangles of the operators shown in Fig. 3.2 can be
calculated with just four calls to the data stored in the integral image. To calculate
the sum S(A) of the pixels at locations in the rectangular region A = {(x, y) : x ∈
(x0 , x1 ], y ∈ (y0 , y1 ]}, we use
S(A) = II(x1 , y1 ) − II(x0 , y1 ) − II(x1 , y0 ) + II(x0 , y0 )

(3.3)

Thus using this approach any Haar-like feature can be calculated in constant time.

3.3

Local Binary Patterns
Local binary patterns (LBP) features were originally designed to characterize the

texture in images [20, 21]. While there are now several diﬀerent version of LBP in
the literature, we make use of the rotationally invariant uniform version introduced
in [20]. More recently LBP features have also been used for face recognition [22],
and car detection in aerial images [23]. In this subsection we show how each scanning
window is represented with LBP features. As with the Haar-like features, the number
of LBP features used to represent a scanning window is again relatively large.3
With LBP, the local texture at a pixel in a single-channel image is characterized
with a local binary pattern by observing the pixel values at P locations that are
evenly spaced on a circle of radius R pixels surrounding the pixel in question. Fig.
3.3 illustrates an example of these sampling points. We compare the center pixel
to each of the points on the circle and represent these comparisons with a binary
pattern in which a ‘0’ stands for the pixel on the circle being equal to or greater than
3

For the implementation presented in Section 6.5.1 for the case of electric transmission-line towers,
a scanning window is of size 36 × 120 pixels and each such window is represented with 700 LBP
features.
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the one at the center and ‘0’ for the case when that is not true. Since the binary
pattern involves diﬀerences between pixel values, it is invariant to small changes in
illumination.
The binary patterns are made rotationally invariant by shifting them circularly
until the integer value of the pattern is the least. This happens when the largest
number of zeros occupy the most signiﬁcant bit positions in a pattern. The original
authors of LBP have recommended that only those binary patterns be retained as
features that are “uniform,” meaning that consist of a single string of 0’s followed
by a single string of 1’s [20]. For example 000011112 , 000000012 , 000000002 , and
111111112 are uniform, but not 001011112 . A uniform binary pattern is assigned a
label equal to the number of 1’s in the binary number. The labels of uniform patterns
can range from 0 to P . Each such label is used to characterizes the texture at the
pixel that is at the center of the circle. A pixel whose binary pattern is nonuniform
is assigned the label P + 1. Thus, the pixel-level local texture can be encoded using
P + 2 possible labels.
Following [20] and [22], we form a histogram of the LBP labels assigned to all
pixels in each block of an array of blocks inside a scanning window. Subsequently,
we concatenate the histograms for all the blocks in order to form a descriptor. The
histogram for each block has P + 2 bins. So if we have M × N blocks inside a
scanning window, that yields a descriptor of length M × N × (P + 2). Since our
design framework is meant to be generic, we need an LBP descriptor that would yield
a texture characterization for a couple of diﬀerent choices for P and R, for a small
number of choices for the block size, and for a small number of choices regarding the
arrangement of the blocks in a scanning window.
The choices made for P , R, M , and N can be thought of as belonging to the set
of tunable parameters of our generic detector design framework. You would need to
make appropriate choices for these parameters for each object type. Shown in Table
3.1 are the choices that have worked for us for the case of the detectors for pedestrian
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Fig. 3.3. Examples of sampling points (black squares) on circle around a
given center pixel (white squares). Below each example is indicated the
number of sampling points P and the radius of the circle R in pixels.
Image from [20].
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Table 3.1.
LBP Parameters selected for two diﬀerent object types, crosswalks and
transmission towers

P
Crosswalk

Tower

R

Block Size

Grid

(pixels)

(blocks)

8

1

8×8

3×3

8

1

4×4

5×5

16

2

8×8

3×3

16

2

4×4

5×5

8

1

24 × 36

2×5

8

1

12 × 24

3×5

16

2

24 × 36

2×5

16

2

12 × 24

3×5

crosswalks and for electric transmission-line towers. These choices result in a total of
952 LBP features for crosswalks and 700 LBP features for transmission-line towers.4
The calculation of the histograms used in the LBP features is made computationally eﬃcient through the use of integral images. A bin of the histogram is just the
number of pixels within a rectangular region that have the given LBP label. To get
this number, we ﬁrst create a binary image with a pixel set to 1 if it has the given
LBP value and 0 otherwise, and then calculate the integral image of this binary image. The value of a pixel in this integral image IILBP (x, y) gives the number of pixels
4

As to how we arrive at these numbers, as mentioned each block yields a histogram of P + 2 bins.
So a concatenation of the histograms for an arrangement of 3 × 3 blocks yields a descriptor with
9 × (P + 2) elements. For the ﬁrst row of Table 3.1 for the case of crosswalks, we have P = 8 and
a total of 9 blocks in an 3 × 3 array. So this row will contribute 10 × 9 = 90 elements to the LBP
descriptor. The second row of the table yields an additional 10 × 25 = 250 elements to the LBP
descriptor. Similarly, the third row yields 162 elements and the last row 450 elements. When we
add all these elements together, we get a descriptor with 952 elements. So we say that we represent
a scanning window for crosswalk detection with 952 LBP features. In a similar manner, the part of
the table devoted to transmission-line towers says that we represent a scanning window in that case
with 700 LBP features.
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from the original image that have the given LBP label and fall in the rectangular
region extending from the origin to (x, y), inclusive. Once such an integral image
is calculated for every possible LBP label, we can quickly calculate the frequency of
any label in any rectangular region in the image, from which we can generate the
necessary histograms.

3.4

Spectral Features
When multispectral data are available, the spectral signature recorded at a pixel in

a satellite image is another source of discriminative power with respect to the material
on the ground being imaged. Our experience with object detection has shown that,
when using multispectral data, it is best to calculate such features separately in a
small number of blocks inside the scanning window. Just to illustrate what that means
for a speciﬁc case, for the implementation of the detector for electric transmission-line
towers, the 36 × 120 scanning window is divided into four overlapping 36 × 36 blocks
and a characterizing 13-dimensional spectral signature calculated separately for each
block.
With regard to how the characterizing spectral signatures are calculated for each
block, note that the WorldView-2 multispectral imagery used in this dissertation has
8 spectral bands: Coastal, Blue, Green, Yellow, Red, Red Edge, Near Infrared 1
(NIR1), and Near Infrared 2 (NIR2). It is now generally accepted that the best way
to use pixel spectral signatures in general is through “normalized” diﬀerences between
pairs of bands [24–27]. We use four of these quantities, referred to as “Index” values,
as adapted to WorldView-2 imagery by Wolf [26]. We also include one additional
index, which we refer to as Normalized Saturation Value Diﬀerence Index, that is
based on a “saturation” based index in [27]. Shown below are these ﬁve diﬀerent
indexes derived from the spectral signature at each pixel:
• Normalized Diﬀerence Water Index (NDWI)
NDWI =

Coastal − NIR2
Coastal + NIR2

(3.4)
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for identifying standing water
• Normalized Diﬀerence Vegetation Index (NDVI)
NDVI =

NIR2 − Red
NIR2 + Red

(3.5)

for identifying vegetation
• Normalized Diﬀerence Soil Index (NDSI)
NDSI =

Yellow − Green
Yellow + Green

(3.6)

for identifying soil
• Non-Homogeneous Feature Diﬀerence (NHFD)
NHFD =

Red Edge − Coastal
Red Edge + Coastal

(3.7)

for identifying man-made structures
• Normalized Saturation Value Diﬀerence Index (NSVDI)
NSVDI =

Saturation − Value
Saturation + Value

(3.8)

for identifying shadow pixels.
Saturation and Value in the deﬁnition of NSVDI are calculated through
Saturation =

max{bands} − min{bands}
max{bands}

Value = max{bands}

(3.9)
(3.10)

where bands is the set of values, normalized to [0, 1], in each of the eight bands at the
given pixel. Note that in original deﬁnition of NSVDI in [27], Saturation and Value
were calculated using just the Red, Green, and Blue bands through the “RGB-toHSV’ transformation formulas found commonly in the literature dealing with color
in computer vision and computer graphics. We have extended that deﬁnition to take
into account all of the WorldView-2 bands.
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Fig. 3.4 is meant to give the reader a sense of the usefulness of all ﬁve indexes.
Since our goal is to create a generic object detector design framework, we must be
reasonably exhaustive in extracting the material characterizing information from the
bands.
We combine the eight WorldView-2 spectral bands with the ﬁve indexes in Equations 3.4 through 3.8 to create a 13-dimensional spectral feature vector at each pixel.
Subsequently, as an image patch is scanned with a scanning window for evidence
of an object, we aggregate these 13-dimensional pixel-based characterizations into
an overall 13-dimensional characterization of a block of pixels inside the scanning
window.
The block structure used inside a scanning window for the purpose of multispectral
characterization is shown in Fig. 3.5 for the case of the transmission tower. In each of
the four blocks, we aggregate the 13-dimensional spectral signatures at the pixels with
a Gaussian weighting function that peaks at the center of the block. In order to see
the reason for Gaussian weighting, note that our aim is to characterize a block from
the standpoint that the object we are looking for is at the center of the block. The
Gaussian weighting emphasizes the central pixels in relation to the pixels near the
boundary of the block.5 This aggregation results in a 13-dimensional characterization
of each block.

3.5

Patch Preprocessing for Eﬃcient Computation
In this section, we review some of the ﬁner aspects of how a patch is processed

so that the calculations required for the measurement of the features inside a moving
scanning window does not contribute unacceptable latencies to the human-computer
interaction. In particular, we want to take advantage of the redundancies between
any two successive positions of the scanning window. Note that the scanning window
is displaced by only a couple of pixels from one location to the next.
5

Such Gaussian weighting is common to several image descriptors such as SIFT and SURF.
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(a) RGB

(b) NDWI

(c) NDVI

(d) NDSI

(e) NHFD

(f) NSVDI

Fig. 3.4. An illustration of the usefulness of the ﬁve index values derived
from the spectral signature at each pixel. (a) The RGB image shows a
transmission tower on the left, and a dirt road and a pond on the right.
The pond has a high response in the NDWI image (b), the grass has a
high response in the NDVI image (c), the dirt road has a high response
in the NDSI image, and the shadow of the tower has a high response in
the NSVDI image.
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∈ ℝ¹³
Block
Layers

Gaussian
Kernel

Block
Signature

Fig. 3.5. Flowchart of spectral signature calculation for a single block
of pixels. A convolutional Gaussian kernel is applied to each of the 13
spectral attributes at each pixel in the block, resulting in a 13-dimensional
signature for the block. The spectral signature of a scanning window is
the concatenation of spectral signatures for each of its blocks.
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As described in Section 3.2, an integral image representation is used to facilitate
fast Haar-like feature calculation. Integral images are used as well to calculate the
histograms of LBP values in Section 3.3. In both cases, it is not the scanning window
for which an integral image representation is created — it is the image patch. Creating an integral representation for an image patch reduces redundant computations
performed for the overlapping scanning windows. Given an integral representation
for an image patch, the value of a feature for any block of pixels in a scanning window
can be calculated by locating that block in the enclosing image patch. For example
consider a scanning window whose top-left corner is at (xw , yw ) with respect to the
image patch, and a rectangular block whose top-left and bottom-right corners are at
(x0 + 1, y0 + 1) and (x1 , y1 ), respectively with respect to the scanning window itself.
The sum of the pixels within the block would then be calculated as
S(A) = II(x1 + xw , y1 + yw ) − II(x0 + xw , y1 + yw )

(3.11)

− II(x1 + xw , y0 + yw ) + II(x0 + xw , y0 + yw )
With regard to the computation of the spectral features, recall that the extraction
of spectral features involves the application of a Gaussian kernel that, if implemented
naively, can be computationally prohibitive. We consider each of the 13 spectral
attributes (8 bands and 5 ratio attributes described in Section 3.4) as a layer. Each
such layer for a patch is convolved with a Gaussian kernel. The 13-element spectral
signature associated with a block consists of the values drawn from each of the 13
layers at the center of the block. The signature of a scanning window is simply the
concatenation of the signature of each of the block signatures. In this manner, after
preprocessing, the spectral features for each scanning window can be calculated in
constant time.
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The convolution itself is made eﬃcient using separable ﬁlters [28]. The Gaussian
kernel can be separated in to two 1D kernels gx (x) and gy (y)


1
1
2
2
g(x, y) =
exp − 2 (x + y )
2σ
2πσ 2




1
1 2
1
1 2
=√
exp − 2 x · √
exp
y
−2σ 2
2σ
2πσ 2
2πσ 2

(3.12)

= gx (x) · gy (y)
which allows us to split the computation into convolution with two 1D kernels
I(x, y) ∗ g(x, y) = I(x, y) ∗ gx (x) ∗ gy (y)

(3.13)

So while a naive application of K ×K kernel to a P ×P patch would require O(K 2 P 2 )
time, the separable ﬁlter approach requires only O(KP 2 ).
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4. SUPERVISED MACHINE LEARNING
Creating object detectors for a large number of diﬀerent objects, as is needed for
the goal of geolocalization, requires an approach that is generic and less reliant on
humans to design every aspect of the detector. Supervised machine learning, where
an algorithm determines a discriminative pattern by analyzing a number of positive
and negative samples, has often served this purpose. Supervised machine learning
shifts the human burden to simply amassing the dataset of samples and labeling each
as positive or negative.
Chapter 3 introduces a number of features that extract potentially discriminative information from the satellite imagery. Supervised machine learning, provided
a suﬃcient labeled training dataset, can be used to select from a rich set of generic
features those which are most discriminative and construct a robust detector. Feature selection, thus, eliminates the human eﬀort otherwise necessary to engineer the
appropriate features for the speciﬁc object type.
This chapter will ﬁrst review computational learning theory, drawing from [29]
and [30], which describes bounds on classiﬁcation accuracy as well as the label complexity, the number of labeled samples theoretically necessary to achieve such bounds.
This review is intended to set up material in Chapter 5 that reviews theoretically guaranteed active learning algorithms and compares the label complexity to that of passive
learning. One goal of this dissertation is to investigate whether active learning can
provide a reduction in human annotation burden, as measured by label complexity,
in the design of object detectors, and while the primary contribution is an empirical
study presented in Chapter 6, the review of the theoretical attempts to answer this
question provides another perspective. The remainder of the chapter will discuss the
actual supervised learning algorithms used in this dissertation.
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4.1

Computational Learning Theory
The binary classiﬁcation learning problem is posed as such: there exists an un-

known joint distribution DX Y (x, y) on pairs of data, x ∈ X = Rd , and labels,
y ∈ Y = {−1, 1}, and the goal is to ﬁnd the optimal function h that can map a
datum x to a label y such that it has the minimal true error (also referred to as
generalization error)
err(h) = PDX Y (h(x) 6= y).

(4.1)

Rather than search the space of all possible functions, we restrict our search to a
speciﬁc hypothesis space H, i.e. h ∈ H. One example of a hypothesis space is the
space of decision stumps, H = {h(x) = sign+ (p · (x − θ)) | θ ∈ R, p ∈ {−1, , 1}},
where we place a threshold on a one-dimensional datum. Note that, for simplicity,
we will deﬁne
sign+ (z) =

⎧
⎨

1, z ≥ 0

(4.2)

⎩ −1, z < 0

Another example is the space of linear classiﬁers, H = {h(x) = sign+ (wT x + b) | w ∈
Rd , b ∈ R}. We often consider two cases of the classiﬁcation learning problem, the
realizable case, where we assume that there exists h ∈ H such that err(h) = 0, and
the unrealizable case, where we do not make such an assumption.
In passive supervised learning, the learning algorithm is supplied with a set of
labeled samples L = {xi , yi }m
i=1 drawn i.i.d from DX Y which provides approximate
information with regard to the unseen distribution and allows, for example, for the
calculation of the empirical error (also referred to as training error)
err(
ˆ h, L) =

1
m

X

1(h(xi ) 6= yi ).

(4.3)

(xi ,yi )∈L

which, for an independently selected hypothesis, is an approximation of the generalization error. Explicitly selecting a hypothesis that minimizes the empirical error,
while NP-Hard in general even for simple hypothesis spaces like linear classiﬁers [31],
is still often studied for theoretical analyses. In practice, convex relaxations of the
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minimization, like replacing 0-1 loss function 1(h(xi ) 6= yi ) with smoother loss functions, are used to make the problem tractable.
Two major concerns in supervised learning are overﬁtting and label complexity.
Overﬁtting is the oft-encountered phenomenon where a learning algorithm outputs
a classiﬁer that has low error on the training set of samples but high error on a
testing set of samples; generally, the classiﬁer has too-closely modeled, i.e. overﬁt,
a training set with too few samples. Label complexity, as described earlier, is the
number of labeled training samples a learning algorithm requires to be able to output
a classiﬁer with a low testing error, in other words, the number of samples necessary
to prevent overﬁtting. Ideally, one would ﬁnd a learning algorithm that can prevent
overﬁtting while limiting label complexity. The ﬁrst step taken in computational
learning theory to address overﬁtting and label complexity is establishing an upper
bound on generalization error of the hypothesis selected by a learning algorithm.
Since labeled training samples are drawn randomly, there is always the possibility
of drawing an “unrepresentative” set of samples, so it would be infeasible to create an
algorithm that always returns the optimal hypothesis every single time. Instead, we
can use the Probably Approximately Correct (PAC) bound as described in [32], which
in the realizable case prescribes that an algorithm should provide a hypothesis that
has true error err(h) < ε (approximately correct) with a probability 1 − δ (probably)
for any given values of ε and δ, i.e.
P (err(h) < ε) < 1 − δ.

(4.4)

In the unrealizable case, where it is not necessarily possible to achieve arbitrarily
small errors, we can instead require that
P (err(h) − err(h∗ ) < ε) < 1 − δ,
where h∗ is the optimal hypothesis in H.

(4.5)
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For a single hypothesis h selected without observing the labeled samples L, Hoeﬀding’s inequality gives a bound on the probability that empirical error is greater
than the true error by ε
P [err(h) > err(h,
ˆ
L) + ε] ≤ exp(−2mε2 )
Rearranging this equation implies that with probability at least 1 − δ
r
ln 1/δ
err(h) ≤ err(h,
ˆ
L) +
2m

(4.6)

(4.7)

If err(h)
ˆ
= 0, it is actually possible to get an even lower bound
P [err(h) > ε] ≤ exp(−mε)

(4.8)

which implies that with probability at least 1 − δ
err(h) ≤

ln 1/δ
m

(4.9)

As speciﬁed earlier, the bound in Eqn. 4.7 is only applicable for a hypothesis selected
before drawing L, which is of course problematic considering the fact that a learning
algorithm is supposed to use L as evidence for selecting a hypothesis. If, say, the
learning algorithm selects the hypothesis in H with minimum training error, the algorithm is more likely to select a hypothesis whose training error is low because, by
chance, it was one of the hypotheses that violated the bound in Eqn. 4.7. Thus, it is
necessary to ﬁnd a bound that is applicable to all of the hypotheses simultaneously.
Such a bound would hold irrespective of how the hypothesis is selected. The probability that there exists h ∈ H that violates the bound is found by applying the union
bound
P [∃h ∈ H : err(h) > err(h,
ˆ
L) + ε] ≤ |H| exp(−2mε2 )
and thus, with probability at least 1 − δ, for all h ∈ H
r
ln |H|/δ
err(h) ≤ err(h,
ˆ
L) +
2m

(4.10)

(4.11)

In this bound ln |H| only provides a non-trivial bound if the hypothesis space is
ﬁnite. However, there are a number of inﬁnite hypothesis spaces that are often used
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in machine learning applications. In such cases, it is worth noting that even an
inﬁnite hypothesis space does not necessarily contain a hypothesis that can perfectly
classify every possible labeled set of samples. In fact many of the hypotheses in a
hypothesis space may produce exactly the same set of estimated labels for a set of
samples, forming an equivalence class deﬁned by the set of labels produced for the
set of samples1 . So rather than ensuring that every hypothesis conforms to bound
on generalization error, we can instead ensure that every possible labeling conforms
to the bound. Obviously, for a set of m samples there are 2m possible labelings, so
already the number is ﬁnite, but in many cases the number of labelings possible from
a hypothesis space is polynomial in terms of m, O(md ). As shown in [30], Sauer’s
Lemma can be used to upper bound d by the Vapnik-Chervonenkis (VC) dimension,
the size of the largest set of samples for which every possible labeling can be ﬁt.
We will denote the VC dimension of a hypothesis space as VC(H). Taking the union
bound over the number of labelings instead of hypotheses shows that with probability
at least 1 − δ for all h ∈ H
r
err(h) ≤ err(h,
ˆ
L) + O

VC(H) ln(m/VC(H)) + ln 1/δ
m

!
(4.12)

If the hypothesis h is consistent, then a tighter bound is possible. With probability
at least 1 − δ, for all h ∈ H such that err(h)
ˆ
=0


VC(H) ln(m/VC(H)) + ln(1/δ)
err(h) ≤ O
m

(4.13)

It is important to note how the bound on generalization error increases as the
complexity of hypothesis space, as measured by ln |H| or VC(H), increases. This
describes well the oft-encountered phenomenon of overﬁtting, where a learning algorithm in a high dimensional space will return a hypothesis with low training error
but high testing error. Overﬁtting is arguably related to the curse-of-dimensionality.
1

Hypotheses in such an equivalence class may have the same training error, but they do not necessarily have the same generalization error. The diﬀerence in generalization and training error can be
related to the diﬀerence in error on two separately drawn sets of m samples [30]. This latter case
involves pre-speciﬁed samples, so the logic of equivalence classes can be applied. The full speciﬁcs
of the proof are beyond the scope of this dissertation
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However, this bound is very general, applicable to any learning algorithm and hypothesis space for any distribution. Some learning algorithms, like AdaBoost, can
resist overﬁtting, as will be discussed in Section 4.2.3.

4.1.1

Passive Learning Label Complexity

The generalization bounds can also be used to answer an important question: how
many labeled samples are necessary to ﬁnd a good hypothesis? Generating a labeled
dataset can often be an expensive aspect of machine learning; it’d be worthwhile to
understand how large such a dataset must truly be.
If h is consistent and
 



1
1
1
VC(H)
˜
m=O
VC(H) log + log
=O
ε
ε
δ
ε

(4.14)

˜ hides the logarithmic components for simplicity, then
where the soft-O notation O
with probability 1 − δ the hypothesis h will have a generalization error within ε of
the optimal hypothesis [29]. If h is the hypothesis in H with the minimum training
error, but is not consistent, and
 



1
1
1
VC(H)
˜
m = O 2 VC(H) log + log
=O
ε
δ
ε2
ε

(4.15)

then with probability 1 − δ the hypothesis h will have a generalization error within ε
of the optimal hypothesis [33].
It is important to note that the assumption here is that the samples are drawn
independently from the distribution D. In Chapter 5, we will consider active learning
approaches that, in many cases, can require signiﬁcantly fewer samples.

4.2

Supervised Machine Learning Algorithms
Section 4.1 addressed the analysis of supervised machine learning algorithms in

order to highlight the challenges that will be faced: overﬁtting, label complexity
and the general intractibility of empirical error minimization. In this section we
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will discuss an actual machine learning algorithm that address these issues. We will
ﬁrst discuss two basic learning algorithms, decision stump and linear SVM, and then
discuss AdaBoost, which utilizes these basic algorithms to create a strong classiﬁer.
In supervised learning the problem of empirical error minimization is often approximated by relaxing the problem into a convex minimization of empirical risk.
Empirical risk is deﬁned as
R̂(h, L) =

X

l(h(x), y)

(4.16)

(x,y)∈L

where l(ŷ, y) is a loss function. When the 0-1 loss function l01 (ŷ, y) = 1(ŷ =
6 y) is
used, the empirical risk is the same as empirical error. However, if we instead use a
convex loss function, the empirical risk minimization (ERM) problem becomes convex.
Often these loss functions take ŷ ∈ R that are scores, rather than hard classiﬁcations,
allowing the learning algorithm to consider the conﬁdence in the estimated label.
While empirical risk minimization results in a tractable problem, it does not necessarily provide any protection against overﬁtting. One way of preventing overﬁtting
is to choose a simple hypothesis space, which reduces the second term of the bound
on generalization in Eqn 4.12. The eﬀectiveness of this is dependent on the chosen
hypothesis being able to separate the positive and negative samples, which is less
likely when the hypothesis space is smaller. Structural risk minimization, the basis
of support vector machines, attempts to automatically select the simplest hypothesis space necessary to ﬁt the training data, balancing complexity and empirical risk.
AdaBoost also exhibits resistance to overﬁtting, which we will discuss later in this
chapter, by creating a classiﬁer that not only minimizes the error, but also maximizes
the margin, roughly the conﬁdence with which it correctly labels samples. Support
vector machines can also be understood as maximizing the margin, though the margin
is deﬁned diﬀerently than in AdaBoost.
In order to properly address AdaBoost, we will ﬁrst introduce the concept of
sample weights. In many supervised machine learning algorithms it is possible to
associate a diﬀerent weight to every sample in order to indicate the “importance”
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of each sample, and the learning algorithm prioritizes the correct classiﬁcation of
the highly-weighted samples. In particular, we will describe in Section 4.2.3 how
AdaBoost weights highly those samples that were misclassiﬁed in earlier stages of
the algorithm. More formally, weights are used when the samples are drawn from
one distribution, say q(x, y), but the goal is to learn the optimal classiﬁer for the
distribution p(x, y). The weight of a sample is then set to c = p(x, y)/q(x, y), which
allows for an unbiased estimator ˆl of a function l(x, y) on the distribution p(x, y), i.e.
E[ˆl] = Ep [l(x, y)], given samples {(xi , yi )}m
i=1 are drawn i.i.d from q(x)
m

X p(x, y)
ˆl = 1
· l(xi , yi )
m i=1 q(x, y)

(4.17)

This can, for example, be used to estimate the empirical error had the samples been
drawn from p(x, y) by setting l(x, y) to the 0-1 loss function. For learning algorithms
that do not account for weights, the original set of samples L can be resampled in
order to produce a set of samples from p(x, y), by drawing, with replacement, a new
set of samples from L where, on each draw, the probability of drawing sample (xi , yi )
P
is D(i) = ci / m
i=1 ci . An important caveat is that the eﬀectiveness of both the
unbiased estimator and resampling procedure are dependent on how diﬀerent p(x, y)
and q(x, y) are; for instance, if q(x, y) = 0 in regions of high probability in p(x, y),
neither the unbiased estimator nor resampling procedure are likely to produce the
desired results. Note that, in practice, analytic deﬁnitions of p(x, y) and q(x, y) are
not generally known so the weights are speciﬁed directly. Additionally, if the weights
are all set to 1, this implies q(x, y) = p(x, y) and the learning algorithm should,
ideally, return the same results as an unweighted algorithm.
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4.2.1

Decision Stumps

One of the simplest hypothesis spaces, with a VC dimension of 2, is that of the
decision stump, which consists of a threshold θ ∈ R on a single feature and a polarity
p ∈ {−1, 1} that determines which side of the threshold is considered positive
h(x) = sign+ (p · (x − θ))

(4.18)

In fact, because of the simplicity, explicit empirical error minimization is not only
tractable, but actually eﬃcient. We assume that each sample (xi , yi ) has an associated
weight D(i) and that the weights sum to one. Following [19], an eﬃcient implementation is accomplished by ﬁrst constructing a list of all the training samples sorted by
the feature value. You then step through each feature value in the list, from the lowest
to the highest, and, considering each such value as a possible decision threshold θ, you
update two quantities error rate type 1 and error rate type 2. The ﬁrst, error rate
type 1, measures the misclassiﬁcation rate if you classify all training samples that lie
above θ as being of class +1 and all training sample that lie below θ as being of class
−1. The second, error rate type 2, measures the misclassiﬁcation rate when you reverse the sense in which you use the decision threshold. That is, for error rate type 2,
you measure the misclassiﬁcation rate when all training samples above θ are labeled
−1 and all those below as +1. Note that error rate type 2 = 1 − error rate type 1.
Both quantities can be updated recursively. Initialize error rate type1 by setting θ1
to the lowest value so all of the samples are classiﬁed +1 and calculate the weighted
error:
error rate type 1(θ1 ) =

m
X

D(i)1(yi < 0)

(4.19)

i=1
th

The (i + 1)

step increases θ to the value of xi+1 which, for error rate type1 , means

h(xi ) changes from +1 to −1, and the estimated label of every other sample remains
the same2 , so the error increases in yi > 0 and decreases if yi < 0:
error rate type 1(θi+1 ) = error rate type 1(θi ) + D(i) · yi
2

(4.20)

Assume for simplicity that all of feature values are unique so the sorted list is strictly increasing.
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Thus the error rates for every possible threshold can be calculated by two passes over
the samples, once to get the initial error, and once to calculate the rest of the errors.
Finally, you choose the threshold θ which corresponds to the smallest of the
error rate type 1 and error rate type 2 values. If error rate type 1 yielded the minimum error, you say you will consider the feature with positive polarity, otherwise
you set the polarity to negative.
In the Active Learning Framework described in Chapter 6, training is not performed only once on a single set of samples; rather, the classiﬁer is continuously
updated with a small set of new samples, so it is possible to leverage calculations
performed in previous updates to reduce the runtime. The old samples have already
been sorted in the previous update, so it necessary only to sort the feature values
from just the new samples and then merge the sorted new values with the sorted
old values. The merging step requires only O(m) time, so this procedure results in a
signiﬁcant reduction in computational expense, eliminating the full O(m log m) sort
that would otherwise have dominated the runtime. Thus, an update of a decision
stump requires only O(m) time.
Because of the simplicity of the decision stump overﬁtting is an unlikely obstacle.
Of course this is because it is unlikely that the decision stump can achieve a particularly low training error. However, as we will address in Section 4.2.3, it need only
achieve an error rate somewhat better than ﬂipping a coin.

4.2.2

Linear Support Vector Machines

Linear classiﬁers, taking the form
h(x) = ω T x + b

(4.21)

where ω ∈ Rd is a normal to the decision hyperplane and b is a bias term, provide
a slightly more complex, and thus more expressive, hypothesis space, with a VC
dimension of d + 1. However, this additional complexity means that empirical error
minimization is NP-Hard in general, and the risk of overﬁtting is greater. Support
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vector machines (SVM) provide an algorithm that is tractable and has a reduced risk
of overﬁtting. An SVM is a maximum margin classiﬁer, meaning that the classiﬁer
returned minimizes the training error and also maximizes the distance between the
decision boundary and any of the training samples3 , which in turn increases the
conﬁdence with which the samples are labeled. Maximizing the margin increases the
generalizability of the learned classiﬁer, compared to a classiﬁer that only minimizes
the training error. And as described earlier the generalization properties can also be
understood through structural risk minimization, where complexity and the ability
to ﬁt the training data are balanced.
The parameters of the best separating hyperplane are found using stochastic gradient descent to solve
m

X
1
w , b = arg min α||ω||22 +
Dt (i) · hinge(ω T xi + b, yi )
2
ω,b
i=1
∗

∗

(4.22)

where α is a pre-deﬁned constant on the regularization term and the hinge loss function, hinge(h(x), y) = max{1 − h(x)y, 0}, penalizes any estimated classiﬁcation in the
margin. The margin equals 2/||ω||22 , so the smaller the regularization term ||ω||22 , the
greater the margin, and the less the complexity. Note that the hinge loss function is a
convex relaxation of the 0-1 loss function, allowing for the use of convex optimization
techniques like stochastic gradient descent.

4.2.3

AdaBoost

Boosting is an approach to machine learning where a weak learning algorithm, one
whose goal is only to ﬁnd a hypothesis with error rate better than random chance,
is used to create a team/ensemble of weak classiﬁers that, when combined, forms a
strong classiﬁer. Intuitively, the idea is to create an ensemble of weak classiﬁers that
complement one another, so that while some of the weak classiﬁers may misclassify
a sample, other weak classiﬁers in the ensemble may correctly classify the sample.
3

Obviously it is rarely possible to simultaneously optimize both criteria, so the criteria are combined
into one objective function that balances them both.
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AdaBoost creates this ensemble greedily over T rounds, each round selecting a weak
classiﬁer that correctly classiﬁes samples that were misclassiﬁed. To encourage the
weak learning algorithm to select a hypothesis that correctly classiﬁes previously
misclassiﬁed samples, each sample (xi , yi ) has an associated sample-weight Dt (i) that
is increased when the sample is misclassiﬁed by the hypothesis selected in a round.
After T rounds, AdaBoost produces a strong classiﬁer f (x) that is the weighted vote
of the selected ensemble of weak classiﬁers {ht }Tt=1 :
f (x) =

T
X

αt ht (x)

(4.23)

t=1

where {αt }Tt=1 is the set of voting-weights.
There are two important sets of weights that must be speciﬁed for the AdaBoost
T
algorithm: sample-weights {Dt (i)}m
i=1 and voting-weights {αt }t=1 . The sample-weight

on given sample (xi , yi ) in round t is set by the exponential loss of the current strong
classiﬁer ft
1
exp(−yi ft (xi ))
Zt0
m
X
exp(−yi ft (xi ))
Zt0 =

Dt+1 (i) =

(4.24)
(4.25)

i=1

where

Zt0

is a normalizing factor to ensure all of sample-weights sum to 1. With this

deﬁnition, samples that have been misclassiﬁed have higher weight. These sampleweights can also be interpreted as a distribution on the samples, where the probability
of drawing the ith sample is Dt (i). The weak learning algorithm then must return a
hypothesis with a low error t on this distribution,
t =

m
X

Dt (xi )1(h(xi ) =
6 yi )

(4.26)

i=1

The distribution Dt (i) is generally speciﬁed in recursive fashion
!
t−1
X
1
ατ hτ (xi ) + (−yi αt ht (xi ))
Dt+1 (i) = 0 exp −yi
Zt
τ =1
Dt+1 (i) =

1
Dt (i) exp(−yi αt ht (xi ))
Zt

(4.27)

(4.28)
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Zt =

m
X

Dt (i) exp(−yi αt ht (xi ))

(4.29)

i=1

Note that in this recursive deﬁnition, the weights of samples that were misclassiﬁed
by the most recently selected weak classiﬁer are increased. We only need to consider
the previous weights and the latest weak classiﬁer; we can ignore the overall strong
classiﬁer4 .
The voting weight of the selected hypothesis in each round is selected as that
which minimizes the empirical risk with the exponential loss function
m

1 X
exp(−yi ft (xi ))
R̂t =
m i=1

(4.30)

which as a function of possible voting weight αt0 is
m

R̂t (αt0 )

1 X
=
exp(−yi ft−1 (xi )) exp(−yi αt0 ht (xi ))
m i=1

(4.31)

m

=

1 X 0
Z Dt (i) exp(−yi αt0 ht (xi ))
m i=1 t−1

Z0
= t−1
m

exp(−αt0 )

m
X

Dt (i)1(ht (xi ) = yi ) + exp(αt0 )

i=1

(4.32)
m
X

!

Dt (i)1(ht (xi ) 6= yi )

i=1

(4.33)
=

0
Zt−1
(exp(−αt0 )(1 − t ) + exp(αt0 )t )
m

(4.34)

and is minimized by
αt =

1 1 − t
ln
.
2
t

(4.35)

Note that with this deﬁnition of the sampling weight
R̂t = 2

0
p
Zt−1
t (1 − t )
m

(4.36)

and, from Eqn.s 4.30 and 4.25, we have
R̂t = 2R̂t−1
4

p
t (1 − t )

(4.37)

We should also point out that the normalization factor in Eqn. 4.29 has changed slightly from Eqn.
4.25.
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and, expanding the recursion,
ˆ t = 2t
R

t
Y
p
τ (1 − τ )

(4.38)

τ =1

(4.39)
From this form of R̂t , it is possible to prove a bound on training error
m

1 X
err(
ˆ f, L) =
1(yi f (xi ) < 0)
m i=1

(4.40)

m

1 X
ˆT
≤
exp(−yi f (xi )) = R
m i=1
≤2

T

T
Y
p

t (1 − t )

(4.41)

(4.42)

t=1

≤
≤

T
Y
p

(1 − 2γt )(1 + 2γt )

t=1
T p
Y

1 − 4γt2

(4.43)

(4.44)

t=1

where γt = 1/2 − t . From this it is clear that as long as the weighted error t of each
weak classiﬁer is better than random chance, the training error will converge to zero
as the number of boosting rounds T is increased.

Theoretical Strengths of AdaBoost
The power of AdaBoost can be illustrated by two theoretical results: (1) the
training error can be made arbitrarily small with the addition of boosting rounds, and
(2) an upper bound on the generalization error that is independent of the number of
boosting rounds, which implies that additional boosting rounds can be added without
the risk of overﬁtting.
Prior to [34], the theoretical bound on AdaBoost generalization error was
!
r
)
T
·
V
C(H
weak
˜
err(f ) ≤ err(f,
ˆ
L) + O
(4.45)
m
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which increases with the complexity of the hypothesis class, encapsulating the notion that a “simpler” classiﬁer was better. This notion is very similar to the “curse
of dimensionality” and “overﬁtting.” The behavior predicted by this bound is an
initial decrease in true error as the number of boosting rounds increased, reducing
training error, but then an increase in true error when the reduction in training error
is outpaced by the increase in complexity provided by additional boosting rounds.
However this, in a number of cases, did not match the empirical results. As described
in [34], a number of empirical cases showed a continued reduction in testing error as
the number of boosting rounds was increased, even after the training error was driven
to zero.
In [34] it is shown that this resistance to overﬁtting can be accounted by considering not only whether a training sample was classiﬁed correctly, but also the
“conﬁdence” with which it was classiﬁed correctly. The authors deﬁne a measure of
conﬁdence, the margin, as
y
margin(x, y) =

P
t

αt ht (x)
P
= yf (x)
αt

(4.46)

t

If all of the weak classiﬁers correctly classify the sample, the margin is 1; whereas if
all of the weak classiﬁers misclassify the sample, the margin is -1. Thus the margin
measures not only whether the sample was correctly classiﬁed, indicated by the sign,
but the conﬁdence with the classiﬁcation was made, indicated by the magnitude. The
authors show that generalization error is upper bounded as
!
r
VC(Hweak )
err(f ) ≤ PL [margin(x, y) ≤ θ] + Ô
mθ2

(4.47)

where PL [·] is the probability given (x, y) drawn uniformly randomly from L. Brieﬂy,
this bound is achieved by (1) creating a hypothesis space An that can be used to approximate the boosted classiﬁer, (2) bounding the performance of the approximating
classiﬁers, and then (3) bounding the diﬀerence in performance between the boosted
classiﬁer and the approximating classiﬁer. Combining all the bounds, it is possible to
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show that the generalization error can be bounded without a direct dependence on
T.
The approximating classiﬁer f˜(x) is created by randomly drawing, with replacement, n weak classiﬁers from the ensemble of T weak classiﬁers {ht }Tt=1 selected for
P
the boosted classiﬁer, with probability of drawing ht set to P [ht ] = αt / Tt=1 αt . With
this deﬁnition of probabilities, the expected value of the approximating classiﬁer is
equal to the boosted classiﬁer, i.e. E[f˜(x)] = f (x).
Instead of analyzing the error of the approximating classiﬁers, the authors consider
the margin. As n increases, as one might expect, An becomes more complex and the
bound on the diﬀerence between the true and empirical margin increases. However,
an increase in n improves the approximation of the original boosted classiﬁer. The
authors are able to show that the value of n can be selected to balance all of the eﬀects
without directly relying on the value of T , thereby creating a bound on generalization
error that is independent of T . Instead, n can be selected to decrease as the margin θ
increases. This follows the intuition that if a large majority of the weak classiﬁers in
the boosted classiﬁer generally correctly classify samples, fewer weak classiﬁers need
to be drawn to approximate the boosted classiﬁer, irrespective of the number of weak
classiﬁers in the boosted classiﬁer.
In fact, the authors further show that, rather than causing overﬁtting, increasing
the number of boosting rounds actually decreases the margin5
PL [yf (x) ≤ θ] ≤ 2T

T q
Y

t1−θ (1 − t )1+θ

(4.48)

t=1

≤

p

(1 − 2γ)1−θ (1 + 2γ)1+θ

T

(4.49)

where γ is the maximum value such that t ≤ 1/2 − γ ∀t = 1, · · · , T , which should,
in fact, reduce the generalization error. Note this bound on the margin is dependent
on whether the weak learning algorithm can output a weak classiﬁer whose weighted
error is suﬃciently less than 1/2.
5

The proof is similar to the earlier described proof of the bound on training error
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Selection of the Weak Classiﬁers
AdaBoost is a fairly ﬂexible algorithm in that it only speciﬁes how the sampling
and voting weights are speciﬁed, allowing the user to specify their choice of how to
select the weak classiﬁer in each round of boosting. AdaBoost requires only that
the weak learning algorithm be able to produce a weighted error t < 1/2, though
the smaller the error, the better. And, of course, generalization error is reduced if
the complexity of the weak-learner is also low. In order to maintain low complexity
while still drawing from a rich set of features, we use a weak learning algorithm that
also serves as feature selection, similar to [19]. In [19], the weak learning algorithm
trains a large number of weak classiﬁers, one on each feature, and then selects the
weak classiﬁer with the lowest weighted error. In this work, that approach is modiﬁed
slightly, in that, rather than considering every feature individually, some features are
grouped together so that a weak classiﬁer is trained on that subset of features together.
This is done because, while some features may be discriminative by themselves —
in [19] a single Haar feature could be a strong indicator of eyes in face detection
for example — other features are more discriminative when considered together —
the color of an object is generally deﬁned by the relative levels of multiple spectral
bands rather than by any one band. The weak classiﬁers on individual features are
learned with decision stumps, as described in Section 4.2.1, while the weak classiﬁers
on grouped features are learned with linear SVMs, as described in Section 4.2.2. For
example, in the case of transmission towers, a decision stump is trained for each of
the 7 263 Haar-like features and each of the 700 LBP features, while a linear SVM
is trained for each of the four 13-dimensional spectral feature characterizations for a
scanning window. That gives us a total of 7967 weak learners outputting 7967 weak
classiﬁers, from which the best weak classiﬁer is selected, the weak classiﬁer with the
lowest weighted error. Since each weak classiﬁer only examines a small subset of the
features, the ﬁnal boosted classiﬁer requires only a small number of features out of
the total rich feature set.
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Fig. 4.1. Distributed Boosted Classiﬁer Training.

Parallelized Selection of the Best Weak Classiﬁer
Each iteration of the AdaBoost algorithm requires that, from amongst all the
potential weak learners, we ﬁnd the one that gives the best performance. That is,
taking all the previously chosen weak learners into account, for the next choice we
must again run through all possible weak learners to discover the one that does the
best job of reducing the errors generated by the previously selected learners.
This computation at each iteration lends itself well to a parallel implementation
which in our system is exploited by multiple virtual machines (VM’s) in a cloud-based
computing platform.
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Fig. 4.1 illustrates the method by which this parallelized processing is managed.
We spawn multiple worker VM’s and a head VM that coordinates everything. In each
round of AdaBoost, we train thousands of weak classiﬁers and select the one with
the least error. At initialization, the head sends each worker the initial set of samples
and assigns each worker a subset of these weak classiﬁers. Assigning each worker a
subset of the weak classiﬁers allows the worker to use information from prior updates
to accelerate training, for example the sort order necessary to employ the method
described in Section 4.2.3.
At the start of a model update, the head sends each worker the new samples, and
the workers assign all of the samples the same weight. At each round of AdaBoost,
each worker trains its set of weak learners with the same current set of sample weights,
selects the one with the least weighted error, and the reports it to the head. The head
then selects the best weak classiﬁer from the set of weak classiﬁers it has received
from the workers. The head reports this best overall weak classiﬁer to each the
workers, and the workers use it to update the sample weights according to Eq. 4.28
and proceed to the next round of AdaBoost. Note that the training of weak learners
at each worker is further parallelized over the multiple cores of the worker, providing
additional runtime reductions.
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5. ACTIVE LEARNING
5.1

Introduction
The goal of this dissertation is to not only develop robust object detectors that can

process large geographic areas, but to also develop a framework that allows a human
agent to do so with minimal eﬀort. In Chapter 4 we discussed how machine learning
could be used to replace human engineering design with the intellectually simpler
task of providing a large database of labeled example images. In this chapter we will
describe how active learning can further unburden the human agent by reducing the
number examples that must be labeled.
In passive learning, it is assumed that a set of labeled samples L = {(xi , yi )}m
i=1 can
be drawn directly from DX Y . As described earlier, this is often not the case. Instead,
in active learning, samples may be drawn from the marginal distribution DX , and
the learning algorithm can present an unlabeled sample as a query to an oracle to
obtain, at a cost, the label of the sample. Not every unlabeled sample is necessarily
informative, so to minimize the total cost, the goal of active learning then is to ﬁnd
a hypothesis with minimal error while also minimizing the number of queries.
Active learning is generally analyzed in two scenarios, stream-based sampling and
pool-based sampling [35]. In stream-based sampling the unlabeled samples come one
at a time from DX and the learner must decide whether to query each sample or else
discard it. In pool-based sampling, the learner has access to a large pool of unlabeled
U
samples U = {xi }m
i=1 at once and can select any as a query and need not discard any

sample. At ﬁrst glance, pool-based sampling better represents our problem; we have
a large database of satellite images from which we can select query patches and we
have no real reason to discard samples. Ideally the learner could search over the entire
set of satellite images for a query, get a label from the oracle, update the model, and
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keep repeating this process. A number of the algorithms discussed in Section 5.3 are
in fact pool-based. However these algorithms are evaluated on much smaller datasets
than that used in the work presented here. Additionally, the algorithms addressed
land-type classiﬁcation, where the features and classiﬁers used are simpler, and thus
less computationally expensive. Stream-based sampling represents a more practical
scenario: the learner can search through the database and present queries to the
oracle as it ﬁnds them. While the computational resources do not prevent the learner
from revisiting samples that had previously rejected, if we assume that an unobserved
sample is more likely to be a query than one that was previously rejected, it makes
sense to discard any sample not queried. The active learning framework presented in
Chapter 6 is based on stream-based learning, but this chapter will still also discuss
pool-based learning algorithms.
In the remainder of this chapter we will ﬁrst describe in Section 5.2 a number of approaches to create theoretically guaranteed active learning algorithms, then describe
heuristic approaches in Section 5.3.

5.2

Theoretically Guaranteed Active Learning
An ideal theoretically-guaranteed active learning would be able to satisfy the PAC

requirements described in Section 4.1 while minimizing the number of labeled samples
as necessary to meet the PAC requirements, a number often referred to as the label
complexity. As discussed in Section 4.1.1, passive learning algorithms can achieve a




VC(H)
VC(H)
label complexity of Õ
in the realizable case and Õ
in the unrealizable
ε
ε2
case. So ideally an active learning algorithm would have a smaller label complexity,
at least in many common cases.
The algorithms discussed in this section operate in the stream-based sampling
setting, which is to say that the algorithm is provided a single unlabeled sample at
a time and must decide whether to query the sample or discard it. Stream-based

61
sampling arguably lends itself better to theoretical analysis, and many pool-based
algorithms can be seen as extensions of stream-based algorithms.
The algorithms are presented in this section in order of increasing generality of the
problem they solve. We ﬁrst describe an algorithm that works in the realizable case
with ﬁnite hypothesis spaces, then with any hypothesis spaces, then in the unrealizable case with ﬁnite hypothesis spaces, and then in the unrealizable case with general
hypothesis spaces. These algorithms are all predicated being able to minimize the
empirical error, which is NP-Hard in general, so we additionally present an algorithm
that can handle a convex relaxation of the minimization.
One of the ﬁrst theoretically guaranteed algorithms in the realizable case was
CAL [36] (named for the authors Cohn, Atlas, and Ladner). The algorithm explicitly
maintains a set of consistent hypotheses, the version space V, and queries an unlabeled
sample x if it can reduce the size of the version space without discarding the optimal
hypothesis. The main tool used in the CAL algorithm is disagreement: if there
exist two hypotheses in the version space that output diﬀerent labels for an unlabeled
sample, this sample falls in the disagreement region and at least one of the hypotheses
can be discarded once the sample is queried. Algorithm 1 shows how disagreement is
measured for every new sample and used to reduce the version space.
Note that after drawing m samples from DX , every hypothesis remaining in the
version space would have agreed on the classiﬁcation of all m samples, and because the
version space contains the optimal hypothesis, in the realizable case, all the hypotheses
in h are thus consistent on all m samples, even those that weren’t queried. This means
that the hypothesis returned by CAL, which required only a subset of the m samples
be labeled, has the same generalization error as a hypothesis returned by a passive
learning algorithm that used all the labels for all m samples.
Explicitly maintaining the version space is infeasible for many hypothesis classes,
so [36] also proposes a variant that instead uses a subroutine LEARNH (L) that return
a hypothesis that is consistent on L, or NULL if no consistent hypothesis exists. If
LEARNH (L ∪ {(x, 1)}) returns NULL, it implies that h(x) = −1 ∀h ∈ V and there is
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Algorithm 1 CAL Algorithm [36] for the realizable case with ﬁnite hypothesis space
1: procedure CAL(DX , H)
2:

L←∅

3:

V←H

4:

for t = 1, 2, · · · do

5:

x ← random sample from DX

6:

if h1 (x) =
6 h2 (x) for any h1 , h2 ∈ V then

7:

query label y for x

8:

L ← L ∪ {(x, y)}

9:

V ← V \ {h | h(x) 6= y}

10:
11:
12:

else
discard x
return any h in V
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no disagreement in the version space. The same logic is applicable if LEARNH (L ∪
{(x, −1)}) returns NULL. It’s impossible that both calls to LEARNH return NULL
because the hypotheses have to output either 1 or −1. And, thus, though we don’t
explicitly maintain the version space, we can still draw hypotheses from it using
LEARNH (L). Algorithm 2 illustrates this method of measuring disagreement in use.
Algorithm 2 CAL Algorithm [36] for the realizable case with any learnable hypothesis space
1: procedure CAL-GENERAL(DX , H)
2:

L←∅

3:

for t = 1, 2, ... do

4:

x ← random sample from DX

5:

h1 ← LEARNH (L ∪ {(x, 1)})

6:

h2 ← LEARNH (L ∪ {(x, −1)})

7:

if neither h1 or h2 is NULL then

8:

query label y for x

9:

L ← L ∪ {(x, y)}

10:
11:
12:

else
discard x
return LEARNH (L)

A key aspect of the eﬀectiveness of CAL and CAL-GENERAL is the fact that
in the realizable case a hypothesis can be discarded if it misclassiﬁes even a single
sample. In the unrealizable case, even the optimal hypothesis may misclassify multiple
samples so a hypothesis cannot be discarded based on one misclassiﬁcation. Still one
can certainly imagine there is some threshold on error above which a hypothesis
can be discarded. For example, if a large number of labeled samples have been
collected and one hypothesis has 100% error and another has 0%, it’s quite unlikely
that the former hypothesis is optimal. The agnostic active learning (A2 ) algorithm
uses a mathematically formalized version of this concept to enable an algorithm with
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consistency in the unrealizable case. The A2 algorithm is notable because, while prior
algorithms had achieved consistency in the unrealizable case for speciﬁc noise models
or by requiring knowledge of the prior distribution of hypothesis, the A2 algorithm
requires nothing more than that the samples be drawn i.i.d.. Much like the CAL
algorithm, the A2 algorithm explicitly maintains a set of hypotheses Ṽ that may be
the optimal hypothesis and selects queries that can help reduce the set. Note that the
set of possible optimal hypotheses is no longer necessarily consistent on L and is thus
no longer strictly a version space. The algorithm requires subroutines LB(L, h, δ) and
UB(L, h, δ) than can bound the true error of a hypothesis h, i.e.
LB(L, h, δ) ≤ err(h) ≤ UB(L, h, δ)

(5.1)

with probability 1−δ. An example of such bounds is the Eqn 4.12. If the lower bound
of the true error of a hypothesis is greater than the upper bound of the true error
of another hypothesis, we can say with high probability that the former hypothesis
is not optimal and can thus be discarded from Ṽ. Algorithm 3 illustrates how this
fact is applied to reduce the size of Ṽ and ﬁnd the optimal hypothesis. Note that, in
3, the samples are drawn from only the disagreement region, which is not suﬃcient
for estimating the error on D, but is suﬃcient for comparing the error on D for the
hypotheses in the version space because, by deﬁnition, they agree on any sample
outside the disagreement region.
The A2 algorithm suﬀers the same setback as the CAL algorithm, the need to
explicitly maintain a ﬁnite set of candidate hypotheses. And in much the same way
that CAL-GENERAL solved this setback by using a learning algorithm LEARNH
to be able to implicitly draw hypotheses from the set of candidate hypotheses, so
too does the approach proposed by [38] and summarized in Algorithm 4. It uses a
subroutine LEARNH (S, T ) that returns a hypothesis that is consistent on the labeled
sample set S and has the minimum empirical error on the labeled sample set T , or
NULL if no hypothesis exists that is consistent on S. S is the set of samples with
labels that would be output by the optimal hypothesis, whether or not the label is the
true label. The fact that we do not require that S contain the correct labels ensures
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Algorithm 3 Simpliﬁed Version of the A2 algorithm [37]. We have hidden some
details not pertinent to the discussion presented here
1: procedure AGNOSTIC(DX , H)
2:

V˜ ← H

3:

for t = 1, 2, ..., T do

4:

˜ 2|Lt−1 | + 1)
Lt ← SAMPLE-DISAGREEMENT-REGION(DX , V,

5:

Ṽ ← V˜ \ {h | LB(h, Lt ) > min UB(h0 , Lt )}
h0 ∈Ṽ

6:

return h = arg min UB(LT , h)
h∈Ṽ

7:

˜ m)
procedure SAMPLE-DISAGREEMENT-REGION(DX , V,

8:

S←∅

9:

while |S| < m do

10:

x ← random sample from DX

11:

if h1 (x) =
6 h2 (x) for any h1 , h2 ∈ Ṽ then

12:

query label y for x

13:

S ← S ∪ {(x, y)}

14:
15:

else
discard x
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that we never discard the optimal hypothesis because the optimal hypothesis may still
make errors. In fact, it also allows us to discard the hypotheses that may correctly
classify the incorrectly labeled samples in S, because even though the hypotheses
are correct in those instances they do not behave like the optimal hypothesis. T
is the set of samples with correct labels obtained from the oracle, so the optimal
hypothesis may misclassify some of the samples in T . Still, the optimal hypothesis
should have minimal true error, which is why LEARNH (S, T ) returns the hypothesis
with the lowest error on T . To decide whether or not to query a sample x, the
algorithm ﬁrst calls the learning algorithm for both possible labelings of x. If either
call returns NULL, we can say the other labeling is what would be output by the
optimal hypothesis and add that labeling to S. If we get a hypothesis in both cases,
but the diﬀerences in error is large, we can say that the labeling output by the lessererror hypothesis is what would be output by the optimal hypothesis and add that
labeling to S. Only if the diﬀerence in error is less than a bound Δt does the algorithm
query the sample, in which case the labeled sample is added to T .
The bound Δt is based on similar logic as the bounds LB(h, L) and UB(h, L) used
in the A2 algorithm. Such bounds are commonly based on the assumption that labeled
samples are obtained i.i.d. from DX Y , which poses a challenge for active learning
since the reduction in label complexity comes from a biased sampling approach. In
AGNOSTIC-GENERAL, note that all of the samples drawn from DX are stored,
either in S or T , and the empirical error of a hypothesis is measured on S ∪ T . Thus
the only diﬀerence between a set of samples drawn i.i.d from DX Y and S ∪ T is the
labels of the samples in S. Both hypotheses are consistent on S, and would thus make
the same errors if the true labels had been provided for every sample in S. Therefore
the diﬀerence in empirical error on S ∪ T between the two hypotheses is exactly the
same as if the samples had been drawn i.i.d from DX Y .
Both CAL-GENERAL and AGNOSTIC-GENERAL require a learning algorithm
that can return a consistent hypothesis or NULL if none exists. While the problem is
polynomial for many hypothesis classes if a consistent hypothesis exists, a signiﬁcant
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Algorithm 4 Agnostic active learning algorithm from [38] for any learnable hypothesis space
1: procedure AGNOSTIC-GENERAL(DX , H)
2:

S, T ← ∅

3:

for t = 1, 2, ... do

4:

x ← random sample from DX

5:

h1 ← LEARNH (S ∪ {(x, 1)}, T )

6:

h2 ← LEARNH (S ∪ {(x, −1)}, T )

7:

if h1 or h2 is NULL then

8:

S ← S ∪ {(x, y)}, y is label of non-NULL h

9:

else if |err(h1 , S ∪ T ) - err(h2 , S ∪ T ) | > Δt then

10:

S ← S ∪ {(x, y)}, y is label of lesser-error h

11:

else

12:

query label y for x

13:

T ← T ∪ {(x, y)}

14:

return LEARNH (S, T )
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reduction in label complexity is only possible if for a large number samples one of
the calls returns NULL, i.e. a consistent hypothesis does not exist. And in the
unrealizable case, the problem of ﬁnding the hypothesis with the minimum empirical
error, as required in AGNOSTIC-GENERAL, is NP-Hard in general, and thus any
improvements in label complexity come at the cost of computational complexity. In
order to relax the problem of empirical error minimization, [39] proposes importance
weighted active learning (IWAL) as an approach that can instead utilize empirical
risk with broad range of loss functions. For every sample x that is drawn from DX ,
the algorithm randomly decides to query the sample with probability pt . If the sample
is queried, it is added to the labeled dataset with its label and importance weight

1
.
pt

Algorithm 5 outlines this procedure.
Algorithm 5 Importance weighted active learning algorithm
1: procedure IWAL(DX , H)
2:

L←∅

3:

for t = 1, 2, ... do

4:

x ← random sample from DX

5:

pt ← rejection-threshold(x, L)

6:

if coin ﬂip is heads, given a coin with P (heads) = pt then

7:

query label y for x

8:

L ← L ∪ {(x, y, 1/pt )}

9:
10:
11:

else
discard x
return arg minh∈H

P

(x,y,c)∈L

c · l(h(x), y)

The value of pt is set by a subroutine REJECTION-THRESHOLD that takes as
input the new unlabeled sample, as well as the previously labeled samples. It is shown
in [39] that a suﬃcient criteria for consistency is that pt be bounded away from 0. Of
course, the REJECTION-THRESHOLD must be carefully designed to ensure that
the label complexity is low. Algorithm 6 outlines one possible choice of REJECTION-
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THRESHOLD, loss-weighting, that the authors of [39] have theoretically proven has
a label complexity that is never much worse than passive learning and is signiﬁcantly
better in some cases. Loss-weighting sets the value of pt proportional to the spread
of loss function values on the unlabeled sample among candidate hypotheses and
possible labels. If there exist candidate hypotheses that have a large diﬀerence in the
loss function for a possible label, it is likely that one of the hypotheses conﬁdently
agrees with that label and the other conﬁdently disagrees with that label, in which
case it is intuitively likely that the sample should be queried so pt is set high. If there
exist no two candidate hypotheses that have a large diﬀerence in the loss function
for any possible label, it is intuitively likely that there is no disagreement among the
hypotheses and so pt is set low. The set of candidate hypotheses is selected as those
whose empirical risk is within a bound Δt−1 of the minimum empirical risk of any
candidate hypothesis. The bound Δt is calculated based on a theoretical bound on
the diﬀerence in empirical and true risk and changes as more samples are collected.
Algorithm 6 One proposed algorithm for REJECTION-THRESHOLD in IWAL:
loss-weighting
1: procedure rejection-threshold(x, L)
P
1
2:
L∗t−1 = min t−1
c · l(h(x), y)
h∈Ht−1
(x,y,c)∈L
P
1
∗
c · l(h(x), y) ≤ Lt−1
3:
Ht ← {h ∈ Ht−1 | t−1
+ Δt−1 }
(x,y,c)∈L

4:
5:

return pt = maxf,g∈Ht ,y∈{−1,1} l(f (x), y) − l(g(x), y)

Importance weighting is necessary to ensure that the estimator of risk is unbiased,
since the samples are queried based on a biased approach. Since the bias is explicitly
injected with the coin ﬂip, it can be easily accounted for to ensure that the expected
value of the weighted risk is the true error.
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5.2.1

Limited utility of theoretically guaranteed algorithms

In restricted settings, active learning algorithms have been proven capable of an
exponential reduction in label complexity compared to passive learning, i.e. O(1/ ln )
vs. O(1/). However, [40] shows that, in general for the unrealizable case, the lower
bound on active learning label complexity is the same as that of passive learning
with respect to , and that while active learning may have initial exponential gains
in the learning rate, the rate slows after achieving a certain level of accuracy. The
authors of [40] caution, however, that this does not mean active learning is useless,
rather it simply means that an exponential reduction in label complexity is unlikely.
The bound they prove leaves open the possibility of reductions with respect to other
factors. It is also possible that the desired level of accuracy is achieved before the
drop in learning rate; in real-world scenarios we generally desire a low error rate, not
the theoretically guaranteed minimal error rate. Even a constant factor reduction
in label complexity is signiﬁcant because label complexity is a measure of human
expense, rather than computational expense; while the speed of computation may be
subject to Moore’s law, human labor is not.
Even with Moore’s law, the computational expense of the theoretically guaranteed
algorithms still poses a signiﬁcant hurdle to practical use. A classiﬁer that can ﬁnd
objects over a wide area of satellite imagery must handle great variations in both target appearance and background clutter. As such, the classiﬁer must be drawn from
a suﬃciently expressive, and thus complex hypothesis class. Learning algorithms for
complex hypotheses are generally computationally expensive, which is problematic
because the algorithms described here call the learning algorithm every time an unlabeled sample is considered and the oracle is often a human who is waiting for the
system to present queries. If a human has to wait a long time in between queries, this
will present an untenable burden on the human, even if the algorithm can guarantee
exponentially fewer samples to label.
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One direction of research that might make these algorithms more computationally feasible is a study of how the label complexity and consistency guarantees are
aﬀected if the learning subroutines do not return the hypothesis with minimum training error, but rather the approximately minimum error. Many learning algorithms
iteratively reduce error and halt after the change in error falls below a threshold;
in this case the algorithm doesn’t necessarily output the minimum error hypothesis.
Many online learning algorithms also only output approximately optimal solution as
well. In the realizable case, outputting a suboptimal hypothesis may mean that the
learning subroutine may, with low probability, return NULL when a consistent hypothesis exists on the input labeled dataset. For instance, in CAL-GENERAL, if the
LEARNH (L ∪ {(x, 1)}) erroneously return NULL when there does exist a consistent
hypothesis, the active learner simply neglects to query the sample, which doesn’t
remove the optimal hypothesis from the version space. However if that happens in
AGNOSTIC-GENERAL, i.e. there exists a consistent hypothesis on S ∪ {(x, 1)} but
LEARNH (S ∪ {(x, 1)}, T ) returns NULL, Line 7 dictates that {(x, −1)} will be added
to S. However, it is possible that the optimal hypothesis would have labeled x positively and would now be discarded from the version space since the algorithm only
returns a hypothesis that is consistent on S.

5.3

Heuristic Active Learning
Arguably, the simplest form of active learning is to query those samples on which

the current classiﬁer is “uncertain.” Many types of classiﬁers, given an input sample,
will output a conﬁdence score, where a positive score indicates an estimated positive
label, and a negative score indicates an estimated negative label. Intuitively then
a score near zero could be considered “uncertain” and a sample with such a score
is more likely to provide information that could change the classiﬁer than a sample
with a score further from zero. In pool-based sampling, one might query the most

72
uncertain sample, while in stream-based sampling, the user may deﬁne an uncertainty
region around zero and query any sample whose score falls into the uncertainty region.
In the speciﬁc case of support vector machines, a common choice for the uncertainty region is the margin, earning the class of such techniques the term “margin
sampling.” The decision boundary of an SVM is deﬁned only by those samples that
are in or on the margin, so an unlabeled sample that is outside the margin, if queried,
will make no impact on the classiﬁer, unless the queried label is not the estimated
label, which is assumed to be an unlikely scenario.
Uncertainty sampling reduces the amount of labeling by avoiding samples whose
labels are assumed to be correctly estimated, which could result in a suboptimal
classiﬁer if that assumption is incorrect. Consider, for example, a scenario where
DXY consists of three clusters, two with positive labels and one with negative labels.
Suppose further that the initial samples happen to be drawn from the negative cluster
and only one of the positive clusters. It is possible that the classiﬁer learned from the
initial samples conﬁdently misclassiﬁes all of the samples from the unsampled positive
cluster, in which case uncertainty sampling will never draw samples from that cluster.
If the unsampled cluster is large enough, the true error of the learned classiﬁer could
be signiﬁcantly greater than that of the optimal classiﬁer1 .
Disagreement-based AL attempted to model the entirety of the hypothesis space.
A heuristic approximation of this approach is to draw a set of sample hypotheses,
or a committee, from the hypothesis space, and measure disagreement among the
committee of hypotheses rather than the entirety of the hypothesis space. Query
by committee (QBC) techniques generally vary in the method used to generate the
committee. Disagreement can be measured by the diﬀerence in the number committee
members classifying a sample as positive and negative. [41] explores two ensemble
classiﬁer methods, bagging and boosting, as methods of creating the committee. In
1

One might speculate, if the unsampled cluster is small, which is possible given that it wasn’t
sampled, samples from it might be considered outliers. AdaBoost is vulnerable to outliers, since it
weights highly any samples that are misclassiﬁed by many of the weak classiﬁers, so it may actually
be advantageous if uncertainty sampling rejects possible outliers.
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bagging, a number of smaller training sets are resampled, with replacement, from the
original training set, and the committee is created by training a classiﬁer on each of
the smaller training sets. Boosting, as we’ve described in Section 4.2.3, attempts to
create set of classiﬁers that complement each other, which is likely to increase the
region of the input space on which the committee disagrees. In query-by-boosting,
the vote of each committee member is weighted by the voting-weight for the weak
classiﬁer, resulting in the same deﬁnition as the boosted classiﬁer in Eqn 4.23. Note,
however, that, at least in the theoretically analyzed algorithms, query-by-committee
methods are intended to return a single classiﬁer, rather than an ensemble of classiﬁer.
Yet another method of constructing the committee, multi-view active learning [42],
proceeds by training a number of classiﬁer, all on the same labeled dataset, but with
each classiﬁer only observing a subset of the total feature set. By observing diﬀerent
subsets of the features, the members of the committee are likely to complement one
another. [42] explores a number of various approaches to selecting the subsets of
features, such as considering the correlation of contiguous bands or clustering the
bands.
One signiﬁcant computational hurdle to the direct application of the theoretically
guaranteed algorithm is the requirement that classiﬁer be trained after every new
query sample is labeled. Thus, one approximation that is often employed is to collect a
batch of samples before training the classiﬁer [43], reducing the frequency with which
the classiﬁer is trained. This has, however, the consequence of possibly collecting
redundant samples in the batch, since the classiﬁer is not updated to account for the
new information provided by labeled samples collected earlier in the batch. Therefore
many approaches have been developed to collect a diverse batch of samples. In [44],
the authors propose Most Ambiguous and Orthogonal (MAO), a pool-based SVM
margin sampling method that iteratively ﬁlls the batch, adding that sample from those
that fall in the margin (i.e ambiguous) that is least similar to any sample already in the
batch. Similarity here is deﬁned using the SVM kernel, which is the inner product in
the kernel’s feature space, and thus the sample that is added to the batch is that which
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is most orthogonal to all of the samples in the batch. Another approach, [45], clusters
the samples that fall in the margin and selects the cluster centers as the batch of query
samples. [43] extends this by clustering in the SVM-kernel feature space by using a
kernel clustering method. In land-type classiﬁcation, the aforementioned methods
consider only spectral diversity, ignoring spatial diversity. In our work, we do not
explicitly control the diversity of the batch; instead, the active learning framework is
built to draw samples from a wide geographic area covered by multiple satellite images
and relies on the variation in appearance that comes from great spatial separation as
a source of diversity.
Active learning research in land-type classiﬁcation generally addresses multiple
classes — e.g. water, low-vegetation, high-vegetation, building — so the active learning algorithms must be able to handle multiple classes. The multi-class classiﬁcation
problem is handled by creating one-against-all classiﬁers for each class. [43] measures multi-class level uncertainty, querying samples with the least diﬀerence in score
between the two highest scoring classes, which indicates uncertainty between two
classes. [46] queries samples with the greatest entropy in the posterior distribution of
classes, which indicates confusion among all of the classes. Note, when the number of
classes is reduced to 2, i.e. binary classiﬁcation, these heuristics reduce to uncertainty
sampling.
The method employed in this dissertation is most simply described as uncertainty
sampling, but it can also be understood from a number of diﬀerent methods described
in this section. For instance, because AdaBoost is used as the classiﬁer, it can be
understood as creating a committee of (weak) classiﬁers, as described by query-byboosting. And each of the weak classiﬁers examined by AdaBoost are applied to only
a small set of the full features, much like multi-view active learning. With regard to
using AdaBoost for feature selection, the SEVILLE system presented in [47] also uses
such a feature selection in an active learning framework to train pedestrian detectors.
And the authors in [23] use an online approximation to AdaBoost in order to train
an aerial imagery based car detector through active learning.
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6. THE ACTIVE LEARNING FRAMEWORK
6.1

Introduction
Object detection in remote sensing imagery may be used in various applications:

planning cities, mapping regions for disaster relief, monitoring the changes in a region,
and so on. Our particular motivation is that of geolocalization, by which we mean the
problem of localizing a photograph or a video within an ROI (Region of Interest) that
may span hundreds of thousands of square kilometers. The photographs and videos
may contain images of any number of objects: arboreal arrangements, road markings,
buildings, utility towers etc. While no single object may suﬃce for geolocalizing a
photograph (or a video), a conﬁguration of a small number of such objects can create
strong constraints on candidate locations for the photograph (or the video). However,
before attempting such solutions for geolocalization, one must create a database of
geolocalized objects as seen in the satellite images.
Since geolocalization problems often involve large areas — areas that may span
hundreds of thousands of square kilometers and may be covered by hundreds of satellite images — creating a database of geolocalized objects in the images presents
several challenges, not the least of which is the diﬃculty of a manual identiﬁcation of
the positive and the negative instances of the objects as they appear in the images.
The marked object instances must obviously capture all of the diversity in their appearance over the entire region. Since it is unlikely for a human to possess a good
grasp of this diversity, one errs on the side of caution and collects as many samples as
humanly possible. Consequently, it is frequently the case that many of the training
samples thus annotated by a human are redundant, in the sense that they do not add
to the class discriminatory power provided by the other samples.
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Fortunately, as mentioned in Chapter 5, the concepts of Active Learning can
provide signiﬁcant mitigation against the above mentioned annotation burden on a
human. The core notion of Active Learning is that the learning framework is initially
supplied with only a small number — typically just a couple dozen — of strongly
positive and negative example patches. Subsequently, as the learning framework
scans the satellite images, whenever it runs into a pixel blob for which a classiﬁcation
decision based on the training so far yields a point in the feature space that is too
close to the decision surface, the framework asks the human for help. In this manner,
the human input is required only when absolutely necessary. We apply this central
idea of active learning to the detection of objects that occur infrequently in satellite
imagery. The detection of such objects requires exceptionally low-error classiﬁers to
ensure that both the precision and the recall are suﬃciently high.
The work we present in this chapter should be seen as an attempt at the development of a more generic framework for designing object detectors than the approach we
presented in [12], which will also be discussed later in Chapter 7. That work presented
a road-following framework in which the images are scanned along OpenStreetMap
(OSM) roads for the detection of pedestrian crosswalks. The approach described in
that publication was custom designed for the detection of crosswalks — in the sense
that the features that were extracted from the pixels were tuned for detecting the
alternating black and white stripes of the crosswalks. The Active Learning based
framework we present here, while motivated primarily by our desire to mitigate the
training-data annotation burden on humans, is a more generic framework compared
to the one presented in [12] in the sense we use the same fundamental logic for discovering the best features to use for detecting pedestrian crosswalks as we do for detecting
an entirely diﬀerent object — transmission-line towers.
It is perhaps obvious that any object-detection framework that is meant to be
generic with regard to object types must possess a rich vocabulary of low-level features — features that, to the extent possible, would be a superset of the features
actually needed for any particular object. Our work here also demonstrates that it is
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possible to specify such a generic set of low-level texture and multispectral features.
The generic low-level texture features that we use in our work include a large number
of Haar-like features and those based on Local Binary Patterns (LBP) as described
in Chapter 3. And the low-level multispectral features that we add to the texture
features are based on the ratios of several spectral diﬀerences — along the lines of
the well-known NDVI (Normalized Diﬀerence Vegetation Index) feature. More specifically, in addition to NDVI, we use NDWI (Normalized Diﬀerence Water Index), NDSI
(Normalized Diﬀerence Soil Index), NHFD (Non-Homogeneous Feature Diﬀerence),
and NSVDI (Normalized Saturation Value Diﬀerence Index).1 As the reader would
expect, such a superset of low-level generic features is bound to be very large. As a
matter of fact, the set that we have used in the research reported here contains more
than 8000 low-level features. Obviously, not all of the diﬀerent features types listed
here would be needed for all types of objects. As a case in point, the Active Learning
based crosswalk detector we describe in this dissertation does not use any spectral
features when the detector is applied to panchromatic imagery.
At this point, the reader may wonder that if our framework must work with several
thousands of low-level features for characterizing pixel blobs, would that not make
the framework computationally ineﬃcient. It would seem that, regardless of the toplevel learning strategy used, it would be a formidable exercise for our framework to
zero in on just that feature subset that would give us the required discriminatory
power needed for a speciﬁc object type. We address this issue by interposing a layer
of AdaBoost between the top-level active-learning framework and the low-level features. Treating each feature as a weak classiﬁer, AdaBoost helps us select the best
N features for the ﬁrst cycle of Active Learning with the user-supplied strong positive and negative examples of the object under consideration. After after every M
1

We do not mean to imply that these features constitute an exhaustive set for all of the diﬀerent
types of objects one may be able to detect in satellite imagery. Our goal is only to present a scalable
active-learning based framework in which the set of low-level features can easily be added to, if
that is made necessary by a new object type, without any changes at all to the main logic of active
learning. Having said that, the reader should note that our low-level feature mix works well for two
very diﬀerent object types — pedestrian crosswalks and power transmission-line towers.
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annotations, we invoke AdaBoost again on all of the training data annotated so far
to create a fresh list of N features. The parameter N is typically set to 200 or 300
and M to 50.
Despite the fact that Active Learning in conjunction with AdaBoost as a feature
selector provides us with an eﬃcient framework for signiﬁcantly reducing the annotation burden on a human, we must still worry about the human-computer interaction
latencies when creating a detector for an ROI covered by hundreds of satellite images.
A conventional scan of the satellite images for a large ROI would be much too serial
an exercise to quickly capture all of the diversity across the ROI. As we demonstrate
in this dissertation, this problem is best handled with a distributed implementation
of the framework in a cloud-based platform in which several virtual machines simultaneously carry out randomized scans in diﬀerent portions of the geographic area in
order to generate active-learning based samples for human annotation.
In addition to the distributed implementation as described above, the eﬃciency
(and also, as the reader will see later, the overall performance) of the Active Learning
based detector design can be further improved by invoking object-speciﬁc considerations that either make it unnecessary to look in those portions of the satellite images
where the absence of the objects is more or less guaranteed or provide constraints for
eliminating false positives. For example, when looking for pedestrian crosswalks, by
the very deﬁnition of such objects, it makes sense to only look for them along the
roads. So if we could project the relevant portions of, say, OSM into the satellite
images, we should be able to ignore large portions of the satellite images when we
look for pedestrian crosswalks. For a diﬀerent example an object-speciﬁc consideration, consider a detector for electric power transmission-line towers. We know that
these towers are constructed on the ground in stretches of long straight lines. So why
not apply the Hough transform to the detected towers and use the straight lines thus
formed in the ﬁnal accept/reject decisions for the towers.
We demonstrate our Active Learning based framework for the detection of two
diﬀerent infrequently occurring objects in a large geographic area of Australia. One
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is for detecting pedestrian crosswalks in a region of Australia that spans over 180,000
sq. km. and is covered by 222 satellite images. The other is for detecting electric
power transmission-line towers in an area in Australia that spans over 150 000 sq.
km. and is covered by 606 satellite images. For each of these detector types, we also
exploit detector-speciﬁc domain knowledge in the overall design framework. Using
randomly selected test regions for measuring detector performance, the crosswalk
detector works with 92% precision 72% recall and the transmission tower detector
with 80% precision and 50% recall.
Chapter 5 discussed the theory and application of active learning, the latter specifically addressing the uses of active learning in land-type classiﬁcation for remote sensing data. Our own work, as reported in this dissertation, focuses on object detection
and not on image classiﬁcation in the sense described above. While one could cast
object detection as a problem of image classiﬁcation, i.e. identifying those pixels that
belong to the object class, the practical demands of the two problems diﬀer enough
that we consider them to be separate. The pixel blobs corresponding to the objects
we are interested in occur at a frequency that is far lower than what is the case for the
diﬀerent types of pixels in image classiﬁcation. So while a false positive rate of 1%
may suﬃce for image classiﬁcation, in object detection it would likely mean that the
majority of the detections are false. The rarity of positive samples also complicates
the use of active learning when applied to object detection. Obviously, a suﬃciently
large set of positive samples is necessary for accurate supervised learning.
We should also mention that one of the concerns in the previously reported research related to active learning in the image classiﬁcation context is that of capturing
adequate diversity in the positive and the negative samples. This issue is largely moot
in our own implementation of active learning since, in our cloud-based distributed implementation, samples are collected by multiple “workers” using randomized sample
selection strategies.
The remainder of the Chapter is organized as follows. Section 6.2 describes brieﬂy
the satellite data we used for the research reported here. Section 6.3 discusses the
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components of the active learning framework at a high level. Section 6.4 describes the
object-speciﬁc considerations that were used to improve the detection of transmission
towers and crosswalks. Section 6.5 discusses the results of the experiments on transmission tower detection and crosswalk detection. And ﬁnally the chapter concludes
in Section 6.6.

6.2

The Satellite Data Used in our Evaluation of Object Detectors
The work we have reported in this dissertation on the detection of pedestrian

crosswalks is based on the satellite images for an ROI covering a 180 000 sq. km area
southeast of Australia. The crosswalk experiments are performed using GeoEye-1
panchromatic images at a spatial resolution of 0.4 − 0.5

m
.
pixel

And the work we have reported on the detection of electric power transmission-line
towers is based on 0.4 − 0.5
WorldView-2 0.4 − 0.5

m
pixel

m
pixel

8-band multispectral imagery pansharpened from

panchromatic and 2

m
pixel

8-band multispectral imagery,

covering a 150 000 sq. km subset of the southeast Austraila ROI.
In both cases, top-of-atmosphere correction was applied to the satellite images in
order to remove some of the imaging eﬀects that introduce variations to the appearance of the target objects.

6.3

The Active Learning Framework
The Active Learning Framework (ALF) begins with the human agent providing

an initial set of labeled samples to the learner, which uses the samples to create
an initial classiﬁer. These initial samples would obviously be strongly positive and
strongly negative exemplars of the object for which a detector is being designed.
We refer to this step as Initializing the Detector. Subsequently, as ALF examines
a set of unlabeled training samples that it must partition into two subsets, one for
those samples that ALF can label with conﬁdence, and other for those samples that
it is not so sure about. The samples in the latter category will generally be those
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Fig. 6.1. Active learning framework.
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that are too close to the decision threshold. This sampling process can be made
to depend on the distance of a sample from the current best decision threshold.
We will refer to this action by ALF as Query Selection. The training samples that
the Query Selection step designates as requiring labels are presented to the human
agent, and are then deposited into a buﬀer with their newly-acquired labels. We refer
to this ALF action as Oracle Annotation. Subsequently, using the human supplied
annotations, ALF must update the decision thresholds using the AdaBoost logic. We
refer to this ALF action as Classiﬁer Update. After detector initialization, the Query
Selection, the Oracle Annotation, and the Classiﬁer Update steps must be repeated
until a satisfactorily accurate detector is created, as is illustrated in Fig. 6.1. The
subsections that follow elaborate on each of these four ALF steps.

6.3.1

Initializing the Detector

As mentioned, ALF is initialized with a small number of strongly positive and
strongly negative training samples supplied by a human. To ﬁnd these initial samples, we created a plugin for QGIS [18], a popular open-source desktop geographic
information system. Users can explore satellite images in QGIS, locate a desired
sample, and use the plugin to extract a blob of pixels around the sample whose size
is larger than that of a scanning window. The plugin presents this blob to the user
and allows the user to specify the window around the desired sample. To somewhat
desensitize the training process to the precise placement of the object inside the window, in addition to extracting the user-speciﬁed window, ALF also extracts eight
more training samples that are one pixel oﬀ of the original user-speciﬁed sample.
Since the negative blobs selected by the user contain no positive samples, ALF
extracts every scanning window from such blobs for the negative samples.
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6.3.2

Query Selection

For the Query Selection step, ALF shows to the user not just the scanning window
for which it cannot make a decision with conﬁdence, but the entire image patch from
which the scanning window was extracted.2 Looking at the larger image patch while
supplying a label for the training sample in question allows the user to take advantage
of the context. It is widely known in computer vision that the ability of a human to
discern objects at the threshold of detectability depends signiﬁcantly on the image
context surrounding those objects. Patches are extracted in random order by one
of two methods: grid-based, and road-based. Note that both methods specify the
location and orientation of the patches to be extracted, and once speciﬁed, the patches
can be extracted in random order. Scanning the patches in random order reduces the
correlation between samples of consecutively drawn patches, which in turn reduces
the likelihood of drawing redundant samples.
In the grid-based method, a grid of possible patches is created that covers the
satellite image, and the patches are extracted in random order. Fig. 6.2(a) illustrates
the extracted patches overlaid over a portion of a satellite image. Note that in this
particular depiction the patches do not align with the row-column axes of the satellite
image. This particular example was chosen to highlight the fact that, in general, patch
orientations may depend on what logic is being used for the detection of the objects.
For example, if the object in question is a tall structure, the shadow angle may be
derived from the satellite image meta-data, and the detector design for such a case
may include extracting the information contained in the shadow of the object.3
The road-based approach to patch extraction is the same as was presented previously in [12]. In this approach, the patches are extracted by following along a road
speciﬁed by, say, the OpenStreetMap. As explained in [12], the roads are backprojected into the satellite images. Subsequently, image patches that align with the roads
2

See Section 3.1 for the distinction between image patches and scanning windows.
As the reader will see in Section 6.4.1, this is an important part of the logic we used for designing
a detector for electric transmission-line towers.
3
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(a) Grid-based patch extraction

(b) Road-based patch extraction

Fig. 6.2. Patch Extraction Approaches. The blue boxes illustrate the
locations and orientations from which the patches are extracted. The
overlap is necessary to ensure that no region of interest goes unscanned.

are extracted at regular intervals along the center-lines of the roads. Fig. 6.2(b) illustrates the extracted patches overlaid on a portion of a satellite image. Many of
the objects of interest for geolocalization are located along roads, and the road-based
approach allows ALF to signiﬁcantly limit the search space. Furthermore, the objects
of interest are often aligned with the road, so this approach brings such objects into
what may be referred to as a canonical orientation.
As was described earlier in Section 3.1, during the interactive training stage, each
randomly selected image patch is scanned with a moving scanning window and the
detector during its current AdaBoost iteration is applied to each such window. The
classiﬁcation score for each such window is normalized to [−1, 1], with the score close
to “-1” and “+1” indicating that ALF is conﬁdent about those labels. On the other
hand, scores closer to 0 indicate a lack of such conﬁdence and such training samples
are presented to the human agent for annotation. Additionally, due to the rarity of
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(a) Uncertain samples

(b) Without redundancy

Fig. 6.3. Redundant uncertain sample reduction. (a) shows the uncertain
samples output by the detector, overlaid on the image of a tree that has
been misclassiﬁed as a transmission tower. (b) shows the uncertain samples that remain after the removal of redundant samples. The uncertain
samples are shown with dots at the center of the windows, rather than
the windows themselves, to avoid cluttering the visualization.

positive samples, conﬁdently labeled positive samples are also presented to the human
agent for annotation.
If the logic described above is used without care, it can result in too many redundant samples for the human to look at. In particular, since the translational
displacement between the successive positions of the scanning window is likely to be
very small (usually two or three pixels), any sequence of successively extracted training samples are likely to be highly correlated. To eliminate such samples from further
processing, only those such samples that are not spatially adjacent are retained, as
illustrated by the example in Fig. 6.3.

Distributed Query Selection
As mentioned earlier, ﬁnding positive samples of infrequently occurring objects
over large swaths of the Earth can result in unacceptable latencies in the human-
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computer interaction we have described so far. We address this problem by distributing the task of query selection over multiple query-selectors, each on a diﬀerent
virtual machine on a cloud platform, and coordinating the eﬀort via a head node.
Each query-selector scans diﬀerent areas of the satellite imagery and sends query
patches containing uncertain samples for which it needs human help in labeling to
the head node. The head node collects such patches and presents them one-by-one
with the uncertain samples highlighted to the human agent for annotation. The head
node additionally updates the classiﬁer with the annotated samples and sends the
new classiﬁer to each of the query-selectors. This is illustrated in Fig. 6.4.
Distributing the task of query selection over multiple workers greatly accelerates
the rate at which queries can be sent the head node for annotation. The rate at which
a single query-selector discovers queries can vary greatly as time progresses; some regions may require scanning a large number of patches before uncertain samples are
found, while other regions may be densely populated with uncertain samples. Having
multiple query-selectors reduces that amount of time when no region being scanned
has uncertain samples, thereby reducing the time the oracle spends idle. However, if
the rate of query discovery exceeds the rate of annotation for too long, for example
if the human oracle becomes fatigued or distracted, then the un-annotated queries
may accumulate. Because the detector is only updated after the buﬀer of annotated
samples is ﬁlled, accumulating un-annotated queries increases the possibility that
the query selectors send redundant samples, as well as the possibility that the query
selector may ignore samples that would have been considered uncertain had the detector been updated with the accumulated queries. Thus, in order to prevent such
an accumulation, a query selector is limited to scanning only if the head node has at
most one un-annotated query patch from that query selector. Note that this means
that the head node may still accumulate query patches, as many as there are workers,
but a small accumulation of query patches creates a buﬀer from which the oracle can
draw if the rate of query discovery slows, rather than idling.
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Fig. 6.4. Distributed Query Selection. In (a) we illustrate how each queryselector (pink rectangles) scans over a diﬀerent region of a large geographic
area, and how they ﬁt into the overall active learning framework. In (b)
we illustrate how distributed query selection is implemented using multiple worker in communication with the head. At the head, the “Collect
Queries”, “Annotate Queries”, “Update Model” tasks operate in separate
threads and communicate with one another with queues (illustrated with
the stacks of gray rectangles)
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An important step in any distributed framework is dividing the problem into a
number of smaller tasks, which, for the purposes of distributed query selection, is
accomplished by chopping the large satellite images into smaller 1 km × 1 km tiles.
Each query-selector scans a sequence of tiles, which can be loaded into memory more
readily than entire satellite images. Scanning small tiles rather than large satellite
images additionally reduces the amount of time for which a query-selector draws
samples from the same spatial area, which in turn improves the diversity of samples
used for training the detector. Of course, the size of the tile must still be large enough
to take advantage of some computational eﬃciencies: for instance, transmission tower
detection requires patches be rotated to a ﬁxed angle (as will be discussed in Section
6.4.1) which is accomplished by rotating the entire tile only once rather than rotating
each individual patch.
The sequence in which each query-selector scans the tiles is speciﬁed during initialization. Because we are attempting to detect infrequently occurring objects, if it
can be determined a priori that some tiles are more likely to contain positive samples,
then it is preferable to scan those tiles ﬁrst. In the case of crosswalks, tiles containing
more roads are assumed to have a greater chance of containing positive samples, so
the tiles are scanned in decreasing order of the quantity of roads4 with some random
shuﬄing to avoid the possibility of having all of the query selectors scanning only
one area of one satellite image that is densely paved with roads. When there is no
a priori information about the likelihood of a tile containing positive samples, the
tiles from all of the satellite images are scanned in random order because this better
approximates the “natural distribution.” In stream-based sampling as discussed in
5.1, it is generally assumed that the stream provides unlabeled samples drawn i.i.d
from the “natural distribution,” which in object detection is a uniform distribution
over all of the windows in the images being scanned. An eﬃcient drawing of samples
from the true “natural distribution,” i.e. drawing a window from a random location
4
The quantity of roads is determined by size of the OSM road ﬁle that is clipped to fall within the
tile. Arguably, the total length of road would be the ideal metric, but ﬁle size should serve as a
suﬃcient approximation and is more quickly calculated.
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in any part of any satellite image, would require that every query selector have every
satellite image stored in memory. Tiles provide a reasonable approximation: tiles ﬁt
readily in memory, and though the query-selector violates the assumption of independence by scanning a tile exhaustively before loading a new tile, samples drawn
from diﬀerent tiles can be considered independent and the small size of tiles reduces
number of pairs samples that are not drawn independent of one another. Samples
that are drawn independently of one another are, presumably, more likely to provide
new discriminative information than samples drawn from a limited spatial area, as
would be the case if the tiles were scanned in, say, raster order.
Communication between the head and workers is dependent on the network, whose
reliability can vary based on the computing environment and the degree of congestion
imposed by other users. The work presented here is implemented on an in-house
cloud with limited traﬃc from other users. However, an eﬀort was made to allow
the framework to be used on less dedicated environments, like Amazon Web Services.
Thus, it is important to reduce the amount of network traﬃc necessary to operate
the framework, especially during the interactive training phase.
In order to minimize the latencies resulting from data communication and retrieval
in a distributed framework we mimic two data structures that accomplish the same
in centralized computing architectures: pointers and caches. When a worker has
found a patch that should be queried, rather than sending the actual array of pixels
that constitutes the patch, the worker instead sends a pointer, in the form of the
tuple (image number, tile number, patch number), from which the head can locate
and extract the exact patch itself. The tiles are stored on a networked attached
storage (NAS) accessible by all of the workers and head. To explicitly retrieve a
tile over the network from the NAS during the interactive training could introduce
unnecessary latencies. Instead the head and workers maintain local caches of tiles
that will be used throughout the interactive training. The tiles that will be used are
pre-speciﬁed in lists for each worker, so the necessary tiles can be loaded into the
caches for the workers and head during initialization. Because the head will have to
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extract the patches for queries from all of the workers, it must load the tiles to be
scanned by all of the workers into its cache.
When the head has ﬁlled the buﬀer of labeled samples, it initiates the training
of a new detector on all the samples that have been collected. As mentioned earlier,
it is important to prevent the query-selectors from scanning imagery with a detector
that has not been updated with all possible samples, and thus the head sends a
signal to pause the query selection process at each of the workers. This pause also
frees the computational resources of the VM’s running the query selectors, and they
can therefore be used as workers in the distributed AdaBoost algorithm described in
Section 4.2.3. When the training is complete, the head sends the new detector to
each of the query selectors, which then resume scanning for queries.

6.3.3

Oracle Annotation

If a patch contains query samples, the learner presents the patch to the human
oracle with the query locations marked with dots as shown in Fig. 6.5. At this
point the human oracle may mark any location in the patch as a positive sample
or a negative sample. Generally, the locations the oracle marks are queries, however
allowing the human to choose any location can correct misalignments. In many cases,
all of the presented uncertain samples are negative; in such cases, the human oracle
may press a key to label all the uncertain samples as negative and move on, as
done in [47] to accelerate the human interaction. If the queried samples cannot be
conclusively labeled, the human oracle may ignore them and the learner will not use
them for updating the classiﬁer.
Samples that have been labeled by the human oracle are collected in a buﬀer.
When the buﬀer is ﬁlled, the samples are added to the previously collected labeled
samples, and the classiﬁer is trained on all of the collected samples. Therefore the decision boundary is not actually updated every time a new sample is labeled. Updating
the decision boundary is necessary to ensure that redundant unlabeled samples are

91

Fig. 6.5. Interactive training user interface. The samples ALF is presenting for annotation are represented with dots, with the color indicating the conﬁdence (yellow: weakly-negative, orange: weakly-positive, red:
strongly-positive). The red window is a human-oracle-supplied negative
sample. The GUI is built on top of Matplotlib [48]
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not presented to the user. If we keep the buﬀer size small, it is unlikely that too many
redundant samples will be encountered before the decision boundary is updated.

6.3.4

Classiﬁer Update

Ordinarily, the Oracle Annotation step would involve only one training sample
at a time and the decision boundaries of the detector would be updated with each
annotation. Our experience with satellite images has shown that it is best to update
the decision thresholds in the classiﬁer in a batch mode. In this mode, you place the
human-annotated training samples in a special buﬀer and then when the buﬀer is full,
you use all the annotated samples in the buﬀer for updating the decision boundaries of
the classiﬁer. This results in a more computationally eﬃcient framework. In addition,
we believe it creates a stronger classiﬁer at each iteration on account of the diﬀerent
types of class discriminatory information that are incorporated in the classiﬁer all at
once.

6.4

Incorporating Object-Speciﬁc Information in Detector Design
Our detector design methodology presented so far in this dissertation has been

generic — generic in the sense that it can be applied to any object type. We can
expect a wide class of object types to yield discriminatory Haar-like, LBP, and spectral
features that can be exploited in an Active Learning based framework for detector
design.
However, we can also expect that each object type may provide us with special
opportunities that could be leveraged to enhance the performance of a detector that
was originally based entirely on generic considerations.
For example, we know that electric transmission-line towers are constructed, for
the most part, along long straight lines on the ground. So why not take advantage of
that fact to ﬁne tune the decision thresholds for this object detector? That is, why
not carry out an initial detection with generic logic and then use the Hough transform
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to group together the detections along linear paths on the ground? Subsequently, we
can lower the detection thresholds along such linear paths to capture a few more
detections.
For another example, we know that pedestrian crosswalks can only occur on the
roads. So why not limit the application of the generic object detection logic in this
case to image patches that are along the roads.
We believe such “higher level” considerations apply to a large number of manmade object types on the ground. So it becomes a question of how to best integrate
those considerations with the generic design considerations we have presented so far.
The next two subsections illustrate how these higher-level considerations can be
brought into play for two diﬀerent object types that would generally be considered
to be at the two opposite ends of the detection diﬃculty challenge.5

6.4.1

The Case of Electric Transmission-Line Towers

Electric transmission-line towers are tall objects made from thin metal struts.
Their footprint on the ground is a very small fraction of their height and recognizing
them from aerial views is extremely challenging — unless you also use the information in their shadows on the ground. Fortunately, the metadata associated with the
satellite images frequently contains the sun angle, from which we can easily derive
the shadow angle. The challenge then becomes how to best incorporate the sun-angle
information in the design of the detector.
We can think of the sun-angle (also referred to as the sun azimuth) as one of
the higher-level object-speciﬁc considerations that ought to be integrated with the
generic design considerations.
5

Our choice of these two object types was dictated partially by the fact that one represents a tall
3D structure on the ground and the other a ﬂat 2D pattern. The arguments we make for electric
transmission-line towers could be applied to several classes of tall 3D structures on the ground. And
the arguments we make for pedestrian crossings could be applied to several class of 2D man-made
structures on the ground.
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For a second higher-level consideration, we can exploit the fact that electric
transmission-line towers are placed mostly along long straight-line paths on the ground.
As it turns out, the logic needed for exploiting the sun azimuth is easy. All that
needs to be done is to rotate the image patches so that they align with the direction
of the shadow of a tower. The rotation transform we use makes the shadow align
length-wise with the horizontal axis on an image patch.
As the reader would expect, the logic need for invoking the second higher-level
consideration — exploiting the fact that transmission-line towers occur mostly along
straight-line paths — is slightly more complex and will be presented in the rest of
this subsection.
The fact that transmission-line towers lie on the ground along paths that contain
long straight sections is evident from the example of the detections shown in Fig.
6.6(a). The ﬁgure also shows that we can certainly expect to ﬁnd towers in what
appear to be arbitrary relationship to the other nearby towers.6 However, when a
set of tower detections do form a straight line, we can exploit that fact to lower
the detection threshold along that line on the ground to accept even more candidate
detections that may otherwise be rejected. We refer to this approach of detecting
and exploiting transmission lines as transmission line augmentation (TLA). In what
follows, we will present a two-stage algorithm for how this can be accomplished. The
ﬁrst stage ﬁnds an initial set of lines, while the second stage attempts to remove
falsely detected lines.

Stage-1 Detect an initial set of lines
We detect an initial set of lines using a modiﬁed version of the Hough Transform.
To avoid ﬁnding lines that erroneously connect transmission tower detections over
too great a distance we only look for lines within one small 4.5 × 4.5 km window at
6

This may happen on account of the local topography or obstructions on the ground that may cause
a transmission line to follow a locally zigzag path.
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(a) Before TLA

(b) After TLA

(c) Detected Lines

Fig. 6.6. Transmission tower detections (a) before and (b) after transmission line augmentation. The color of the detection indicates the detectionscore, with yellow being low and red being high. The linear arrangement
of many sets of detections should be apparent in (a). Note that the detections shown here cover both training and testing regions. (c) shows the
detected transmission lines (green for true positive, red for false positive)
and the ground truth OSM transmission lines (blue)

96
a time. This procedure is applied to a grid of overlapping windows that covers the
entire ROI.
In the traditional Hough transform, the support for a line is determined by the
number of points that fall on it, and the line is accepted if its support exceeds a
threshold. In our modiﬁed approach, the support is instead deﬁned as the sum of the
conﬁdence scores of the detections that fall on the line
X

lineScore(l) =

towerScore(p)

(6.1)

p∈P (l)

where the support set P (l) is the set of tower detections located within a threshold
distance of the line l.
This allows us to still consider lines that are supported by a large number of weak
detections. The traditional Hough transform assumes that the points being ﬁt exist
with high conﬁdence, so we’d need to apply a threshold to discard weak detections
before detecting lines.
The Hough Transform outputs lines whose parameter values are quantized, so the
lines are not necessarily the best ﬁt to the detections that support the line. The points
are within a threshold distance of the line, but the geometric error, i.e. the sum of
the squared point-to-line distances, is not necessarily optimal. Therefore, we reﬁne
the line by using principal components analysis to minimize the geometric error.

Stage-2 Score lines without sharing
Among the lines detected with the Hough transform, a common source of false
positives is a single high-scored tower-detection in the support set of multiple linedetections; while the remainder of the support set of such lines are low-scored towerdetections, the single high-scored tower detection is enough to push the lineScore
above the threshold. In reality, it is rare that a transmission tower carries multiple
non-parallel transmission lines. Therefore, we calculate a new lineScore(2) for each
detected line, this time imposing the constraint that no tower-detection may be in
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the support set of multiple line-detections. We approach this problem with a greedy
algorithm:
1. Sort line-detections descending by lineScore
2. For each line-detection l in the sorted order, remove from the support set P (l)
any tower-detection that is in the support set of a higher-scored line-detection
and calculate the new lineScore with this modiﬁed support set.
lineScore(2) (l) =

X

towerScore(p)

(6.2)

p∈P (2) (l)

P (2) (l) = P (l) \

[

P (l0 )

(6.3)

l0 ∈L>l

L>l = {l0 |lineScore(l0 ) > lineScore(l)}

(6.4)

3. Threshold the set of line-detections based on the new lineScore(2)
Fig. 6.6(c) shows the transmission line detection results for the region in which
the detector was evaluated.

6.4.2

The Case of Crosswalks

A crosswalk detector must contend with a number of challenges. At 0.5 m resolution, the striped pattern that generally distinguishes crosswalks is barely captured
at the Nyquist limit; each stripe is often only one pixel wide. Crosswalks are often
occluded, partially or fully, by cars, trees, and buildings. The ROIs over which the
detectors in this dissertation are applied are arguably very large, so there is a great
variation of background clutter to which the detectors must become immune. In [12]
we developed a road-following framework and demonstrated that it was possible to
detect crosswalks with a human-engineered detector. In this work, we aim to demonstrate that the generic active learning framework can be applied to achieve similar
results.
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NFS
Lock
Directories

VM Instance

Images

VM Instance

Results

VM Instance

Fig. 6.7. Distributed Detection. Each virtual machine (VM) instance
pulls images from the Networked File System (NFS), prevents other VM
instances from re-processing the same images by creating lock directories
on the NFS, and writes the object detection ﬁles to the NFS.

We again utilize the road-following framework to create the crosswalk detector,
this time using it for patch extraction in the query selection component of the active
learning framework. This approach is powerful for the detection of object classes that
occur on or near roads, e.g. crosswalks, because it not only reduces the search region,
but it also often brings such object classes into a canonical orientation.

6.5

Experimental Results
We apply a trained detector to a large database of satellite images by distributing

the task over multiple virtual machines on a cloud platform in the same manner as
described in [12]. This approach has been tested both on our in-house cloud platform
as well Amazon Web Services (AWS).
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As is often the case with detection algorithms, a single object is often marked
with multiple adjacent detections. Each detection has a classiﬁer score, and, given
a set of adjacent detections, we want to select only the detection with maximum
classiﬁer score, i.e. we want to perform non-max suppression. Our non-max suppression algorithm simply removes any detection that is within a threshold distance of a
higher-scoring detection.
The non-max suppression algorithm is applied to all of the detections found in a
single satellite image, with each detection location represented with geo-spatial coordinates rather than pixel coordinates. After non-max suppression is applied to each
individual satellite image, the same procedure can be applied to non-max-suppressed
set of detections from multiple overlapping satellite images to ensure that objects are
only detected once.
For crosswalk detection, we use a slightly modiﬁed variant of this non-max suppression. Rather than scoring a detection using the classiﬁer score, we instead score
the detection by the number of other detections within the threshold distance. A
long crosswalk is often marked with a number of detections along its length, since the
crosswalk pattern can be repeated to ﬁt diﬀerent widths of roads, so we have found
that the number of adjacent detections is a better indicator of the trustworthiness of
a detection.
In order to apply the detectors over databases of satellite imagery covering hundreds of sq. km with hundreds of satellite images, we distribute the task over multiple
worker VM instances, as we did in [12] and have illustrated in Fig. 6.7. This is accomplished using the “blackboard” method: all of the workers independently draw
tasks from a centralized list of tasks, locking a task on the list before processing it to
ensure no other worker processes the same task. The centralized list is maintained
on a Network Attached Storage (NAS) and tasks, each the name of a satellite image
to be scanned with the detector, are locked by the creation of a lock directory on
the NAS7 . Each worker iterates through the list of satellite images until it ﬁnds one
7

In the Network File System (NFS), the operation of making a directory is atomic, preventing race
conditions. When the distributed detection was implemented on AWS, an NFS server was created
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without a lock directory, creates the lock directory, downloads and scans the satellite
image, and stores the results on the NAS. Each worker further accelerates the process
by chopping a satellite image into smaller tiles, which can be scanned in parallel.

6.5.1

Experimental Results for Electric Transmission-Line Towers

We evaluated the transmission tower detector training and testing on four satellite
images covering 1 000 sq. km that are spatially adjacent and captured at about the
same time. As described in Section 6.2, we used WorldView-2 8-band pansharpened,
top-of-atmosphere-corrected satellite images with a spatial resolution of 0.4-0.5

m
.
pixel

To initialize the active learning framework, the human user selected 25 positive samples of transmission towers and 25 image patches containing only negative samples
from one of the satellite images. The active learning framework was applied with the
distributed query selection, each worker machine drawing patches randomly from one
of the four satellite images.
A window size of 36 × 120 was used, from which 7 263 Haar, 700 LBP and 52
spectral features were extracted for a total of 8 015 features. During interactive training the classiﬁer was trained with 300 rounds of boosting, but a ﬁnal detector was
trained with 400 rounds of boosting once all the samples were collected. At the end
of the training, we had accumulated a total of 1 591 positive samples8 and 35 607
negative samples. 225 of the positive samples, and 29 750 of the negative samples
were extracted from initial patches, and the remaining 7 223 were extracted during
the interactive training phase. The interactive training phase took about 7 hours to
complete.
The evaluation was performed on the same four satellite images. A human created
a ground truth set of transmission towers by visually scanning the four satellite images
to locate any transmission towers. This ground truth set was corroborated with the
on one of the virtual machines to maintain this functionality and an AWS S3 Bucket was used to
store the images and results.
8
Shifted windows were used for both initial positive samples, as well as during interactive training
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OpenStreetMap transmission tower layer to ensure accuracy. We created a training
mask that contained any area within 45 m of any initial positive samples or within
any of the patches scanned during training, regardless of whether or not the patch
was shown the human oracle9 . This training mask is used to ensure that detector
performance is not evaluated on any training regions. The evaluation area covers
840.6 sq. km and contains 744 ground truth transmission towers. To evaluate the
detector, we applied the detector to all four satellite images. Any detections or ground
truth transmission towers that fell in the training mask were discarded. A detection
was considered a true positive if there was a ground truth transmission tower within
45 m of the detection. The recall and precision rates are deﬁned as
Precision Rate =
Recall Rate =

number of true detections
total number of detections

number of true detections
number of ground truth objects

(6.5)
(6.6)

When evaluating the transmission-line-augmented detections, we applied the detector to all four satellite images, discarded those detections that fall within the
training mask, and then applied the transmission-line-augmentation only with those
remaining detections. The evaluation of transmission-line-augmentation presented
unique challenges: detections that fell within the training mask should not be considered for evaluation, but removing them before applying the transmission line detection
could “disrupt” transmission lines that span regions both in and out of the training
mask and thereby make it more diﬃcult to detect such lines. Therefore the evaluation scheme described here provides a conservative estimate of the performance of
transmission-line-augmentation.
Table 6.1 shows the improvement in detector performance provided by transmissionline-augmentation. Fig. 6.8 shows examples of true-positive, false-positive, and false
negative detection. Fig. 6.9 provides insight into the detector itself, showing the
highest weighted selected features from the AdaBoost-trained classiﬁer. A number of
9

Note that because the patches were selected randomly during interactive training, this is equivalent
to randomly partitioning the entire dataset into training and testing set as is often done in evaluating
passive learning algorithms.
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Table 6.1.
Eﬀect of Transmission Line Augmentation (TLA). This table illustrates
the transmission tower detector performance before and after transmission
line augmentation
Precision Recall
Before TLA

74%

44%

After TLA

80%

50%

features seem to draw information about the shadow and the spectral signature of the
tower. The highest weighted feature seems oddly placed, but this is simply due the
imbalance of the dataset; in the ﬁrst round, when all of the samples have the same
weight, the minimum error is generally achieved by classifying all of the samples as
negative, which can be accomplished with any feature.

6.5.2

Experimental Results for Crosswalks

We evaluated the crosswalk detector training and testing on small sections of
six satellite images from various regions of Australia. We used GeoEye-1 satellite
panchromatic top-of-atmosphere-corrected imagery with a spatial resolution of 0.4 0.5

m
.
pixel

To create the initial detector, the human user located 25 positive and 25

negative samples of crosswalks in a satellite image using the QGIS plugin as described
earlier. The initial detector was trained on these samples. Then the human agent
applied the interactive training using the road-based patch extraction and four queryselectors, drawing patches randomly from the regions containing the most OSM roads
in ﬁve of the six satellite images10 . A window size of 20 × 20 was used, from which
Haar and LBP features were extracted for a total of 5 977 features. The classiﬁer was
trained with 200 rounds of boosting.
10

We halted the interactive training before the framework could draw any patches from the sixth
satellite image.
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Fig. 6.8. Example transmission tower detections (marked with red dots).
The top row shows true positive detections, the middle row shows false
positive detections, and the bottom row shows false negative, i.e. missed,
detections.
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(a) LBP(2,16,2)

(b) Haar

(c) Spectral

(d) Haar

(e) Spectral

(f) Haar

Fig. 6.9. Highest weighted selected features. For the selected LBP and
spectral features, the block from which the features are calculated is highlighted with a red box. The caption of the LBP feature also shows the
parameter values (LBP Label, P , R). The feature visualizations are overlaid on an example transmission tower.
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At the end of the training, we had accumulated a total of 391 positive samples
and 25 778 negative samples. 225 positive samples were extracted from the initial
positive patches, with 9 shifted windows from each, and the remaining 166 positive
samples were collected during the interactive training11 . 24 025 negative samples
were extracted from initial negative patches, and the remaining 1 753 negative were
extracted during the interactive training phase. The interactive training phase took
about a 1.5 hours to complete. As can be seen in Fig. 6.13, active learning produced
strong detector performance early on in the experiment, but we ran the interactive
training phase for additional time to ﬁnd out if and when the detector performance
converges.
The crosswalk detector in this dissertation is evaluated on the same ground truth
data used in [12]. The evaluation dataset spans 104.1 sq. km and is comprised of eight
separate test sections drawn from six diﬀerent satellite images over the ROI. Each test
section is a rectangular region with dimensions between 1 to 5 km. A human agent
scanned the evaluation dataset exhaustively, marking any visible crosswalk that was
in the vicinity of an OSM road. In total, the evaluation dataset contains 157 ground
truth crosswalks. A detection is considered a true detection if it is within 7.5 m of
a ground truth crosswalk. The crosswalk detector presented in this dissertation has
a precision and recall of 92% and 72%, a signiﬁcant improvement on the precision
and recall of 89% and 63% in [12]. Fig. 6.10 shows examples of true-positive, falsepositive, and false negative detection.

Feature comparison
To understand how well Haar and LBP features can describe objects by themselves, we trained one crosswalk detector using only Haar features, and trained an11

While shifted windows were used for the initial positive samples, the positive samples collected
during interactive training were not shifted. The shifting was useful for increasing recall in the
beginning of interactive training. However a crosswalk is a small object and the alignment of the
window must be precise; continuing to shift positive samples during the interactive training caused
too many false positives.
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Fig. 6.10. Example crosswalk detections (marked with red dots). The
top row shows true positive detections, the middle row shows false positive detections, and the bottom row shows false negative, i.e. missed,
detections.
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Table 6.2.
Eﬀect of diﬀerent features for crosswalk detection. Crosswalk detectors
were trained on using only Haar features, only LBP features, or both Haar
and LBP features.
Features

Precision Recall

Haar

87%

12%

LBP

90%

48%

Haar & LBP

92%

72%

other crosswalk detector using only LBP features. Table 6.2 compares the performance of these detectors on the evaluation ground truth data. Note that the samples
used were those collected while using the active learning framework to train the detector with Haar and LBP features. When creating the detector with only Haar
features, the LBP features for each sample were discarded before training. A similar
process was used to create the LBP-only detector. As is shown in Table 6.2, a feature may be used in multiple rounds, though the classiﬁer will likely have diﬀerent
parameters in that case. It is interesting to note that LBP features have a relatively
high detector performance, which might be expected considering the distinct striped
texture of a crosswalk. Though, of course, texture alone is not enough to characterize
a crosswalk, as can be seen by the signiﬁcantly improved performance of the detector utilizing both sets of features. Fig. 6.11, which shows the six highest weighted
features, also illustrates how both types of features contribute to creating a strong
detector. In particular, the illustrated Haar features measure the response on the
edge between the crosswalk and the road, and the illustrate LBP features measure
the texture in the striped area of the crosswalk.
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Table 6.3.
Analysis of selected features for crosswalk detector. Column 2 shows the
number boosting rounds that use each type of feature. The number in
parentheses shows the number of unique features; a feature may be used
in multiple boosting rounds

Features

Number of Selected Features

Total Normalized Voting Weight

(Number unique)
Haar

119 (115)

0.567

LBP

81 (65)

0.433

(a) LBP(1,8,1)

(b) Haar

(c) LBP(1,16,2)

(d) Haar

(e) LBP(0, 8, 1)

(f) LBP(4,16,2)

Fig. 6.11. The features selected by the Active Learning Framework for the
crosswalk detector. For the selected LBP features, the block from which
the feature is calculated is highlighted with a red box and the captions
show the associated parameter values (LBP Label, P , R)
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6.5.3

Active Learning vs. Passive Learning and Hard Negative Mining

Passive Learning I
As a comparison we also collected samples using passive learning, where patches
are presented to the human oracle as queries at random without any prior processing.
Passive learning was implemented using the same framework as active learning, except
that query patches were selected by ﬂipping a coin and selecting a random window as a
query sample, rather than applying the detector to ﬁnd uncertain samples. To ensure
a comparable spatial spread of samples to that of active learning, the probability of
a patch being queried was set to the average number of samples collected per patch
scanned during the interactive training phase of active learning (0.2 for crosswalks,
0.3 for transmission towers). The passive learning experiment was allowed to collect
more samples in order to see if passive learning could eventually create a detector
with similar performance as that created by active learning if allowed to continue.
The same initial samples that were used for the active learning experiment were also
used for the passive learning experiment, since the initial samples were not actually
selected with active learning. The results of these experiments are illustrated in Figs.
6.12 and 6.13.
Table 6.4 describes the number of samples collected beyond the initial samples
during the active and passive experiments. Note that for both object types, signiﬁcantly more positive samples are collected with active learning than passive learning,
even if passive learning is allowed to continue beyond the number of samples collected
with active learning. In classiﬁcation problems with unbalanced datasets, it is especially important to collect as large a number of positive samples, which some methods
accomplish by simulating or duplicating positive samples [49], so this demonstrates
an advantage of active learning, which can collect actual positive samples.
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Passive Learning II
In studies of active learning in land-type classiﬁcation and more theoretical works,
the human eﬀort is generally measured in terms of the number of samples collected.
However in this work, and many object detection datasets [50], the human annotator
observes an entire image patch rather than a single window, so multiple samples may
be drawn from the patch. In the common scenario when a queried patch contains no
positive samples, all of the queried samples in the patch can be marked negative with
a single button. In the active learning transmission tower experiment, though 7223
samples are labeled during the interactive training phase, only 1396 patches were
observed and annotated by the human agent. Thus the number of patches queried is
arguably the better measure of human eﬀort. To reﬂect this alternative measure of
human eﬀort, the number of queried patches, a second passive learning experiment
was performed, one where passive learning was restricted to using the same number
of patches as queried active learning, npatches,AL . During the experiment described
in Passive Learning I, a large set SPL-I of annotated patches were collected, much
more than were queried during active learning. In a single trial of this second passive
learning experiment, a subset SPL-II of npatches,AL patches is randomly drawn from
SPL-I and labeled samples are drawn from the patches in SPL-II to create a training
set of sample LPL-II . If a patch contains positive samples, then those same positive
samples are added to LPL-II . Otherwise, multiple random samples are drawn from
the patch and added to LPL-II as negative samples, rather than just one sample as
done in Passive Learning I. The number of negative samples drawn from such a patch
is set so that, at the end of the trial, the total number of samples is slightly greater
than the number of samples collected during active learning. Multiple such trials
were performed and the results are summarized in Figs. 6.14 and 6.15.
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Hard Negative Mining
A popular method of obtaining labeled samples for object detection, that can
arguably be categorized somewhere between passive learning and active learning,
is hard negative mining. Hard negative mining takes advantage of the fact that,
in object detection, the human annotator will often observe a large image, rather
than an individual window, and, ﬁnding no positive samples, label the entire image
as all-negative. An initial detector, trained with an original set of labeled samples
collected using passive learning, is then applied over all of the all-negative images.
Any positively-scored samples are obviously false-positives, and can be added to the
original set of labeled samples as negative samples. These positively-scored samples
are deemed “hard negatives,” since they were incorrectly classiﬁed. A new, and
hopefully improved, detector can then be trained on the new set of samples that
includes the hard negatives. This is a method that is often used to improve detection
results [19,50]. Note that, unlike active learning, the images annotated by the human
agent are not actively selected by the learning framework, and are instead selected
arbitrarily. To measure the performance of hard negative mining, we performed
another experiment similar to that in Passive Learning II, where the same number
of patches as queried during active learning is used to draw samples, though in this
experiment hard negative mining is used rather than random sampling. In order to
reduce the number of redundant samples, the adjacency ﬁltering technique described
in Section 6.3.2 and illustrated in Fig. 6.3 is applied to the set of hard negatives
originally returned by the detector. The results of this experiment are summarized in
Figs. 6.14 and 6.15, where it is clear that active learning outperforms hard negative
mining.
One may also note that hard negative mining provides greater improvement for
crosswalk detection than it does for transmission tower detection. While a deﬁnitive
explanation would likely require further experimentation, one possible explanation is
that positive samples of crosswalks are simpler and more frequent than transmission
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0.8
0.7

Recall (active)
Precision (active)
Recall (passive)
Precision (passive)

Detector Performance

0.6
0.5
0.4
0.3
0.2
0.1
0.0
28000

30000

32000

34000
36000
Number of samples

38000

40000

42000

Fig. 6.12. Comparison of precision and recall for the transmission tower
detector as it is trained interactively vs. passive learning. For simpler
comparison, the thresholds are set so that the precision will be roughly
75%. These results are without transmission-line-augmentation

towers, so fewer randomly selected patches were necessary to collect a suﬃcient number positive crosswalk samples. In the case of transmission tower detection, randomly
selecting patches could not provide enough positive samples, so false-positive detections were less a source of error than false-negative detections, and hard-negative
mining, which is best suited for ﬁxing false-positive detections, is thus less helpful in
improving performance. It is also worth noting that the number of patches used for
hard negative mining was set to the number queried in the active learning experiment
and the active learning experiment was run for additional time in the case of crosswalks. If the hard-negative mining experiment were run instead using only the number
of patches queried when a strong crosswalk detector performance was ﬁrst achieved
during the active learning experiment, it is possible that hard-negative mining might
not have provided as signiﬁcant an increase in crosswalk detector performance.
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Detector Performance

0.8
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Recall (active)
Precision (active)
Recall (passive)
Precision (passive)

0.6
0.5
0.4
0.3
0.2
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25500 26000 26500
Number of samples

27000

27500

Fig. 6.13. Comparison of precision and recall for the crosswalk detector
as it is trained interactively vs. passive learning. For simpler comparison,
the thresholds are set so that the precision will be roughly 75%.

Table 6.4.
Number of positive samples collected beyond the initial samples during
passive, hard negative mining, and active learning experiments. Note that
each positive transmission tower window annotated by the user is shifted
one pixel in each possible direction, generating a total of nine positive
samples unless the window is located on an edge, meaning that number of
positive samples is roughly nine times the number of transmission towers
annotated
Crosswalk Transmission Tower
Passive-I

48

573

Passive-II

16

125

Hard Negative

16

125

Active

166

1366
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0.6
0.5

Recall

0.4
0.3
0.2
0.1
0.0
0.1

passive learning
hard negative mining
active learning
0.2

0.3

0.4

0.5
0.6
Precision

0.7

0.8

0.9

1.0

Fig. 6.14. Comparison of precision and recall for the transmission tower
detector trained with passive learning, hard negative mining and active
learning. To ensure comparable human annotation eﬀort, each method
draws samples from the same number of patches as active learning. Additionally, the number of samples drawn from each patch in passive learning
is set so that the total number of samples is roughly equal to the number
of samples used for training in active learning. 20 trials were simulated
with passive learning and hard negative mining. The dashed lines are
one standard deviation away from the mean. These results are without
transmission-line-augmentation
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0.4
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passive learning
hard negative mining
active learning
0.2

0.4

Precision

0.6

0.8
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Fig. 6.15. Comparison of precision and recall for the crosswalk detector
trained with passive learning, hard negative mining and active learning.
To ensure comparable human annotation eﬀort, each method draws samples from the same number of patches as active learning. Additionally, the
number of samples drawn from each patch in passive learning is set so that
the total number of samples is roughly equal to the number of samples
used for training in active learning. 20 trials were simulated with passive
learning and hard negative mining. The dashed lines are one standard
deviation away from the mean
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6.6

Conclusion
In this chapter we have demonstrated how active learning can be used to create

detectors for infrequently occurring objects over wide swaths of the earth covered by
hundreds of satellite images. We demonstrated that active learning can signiﬁcantly
reduce the human annotation burden since a human’s help is sought for only those
candidate samples whose class label the system is not certain about. Since scanning
satellite images for the presence/absence of objects is fundamentally a serial operation,
even an active-learning based framework may result in unacceptable latencies in the
human-computer interaction needed for eliciting the annotations. This dissertation
describes how we solved this problem through a cloud-based implementation of the
framework in which several virtual machines simultaneously work on the image data
over the diﬀerent portions of a region of interest in order to more quickly generate
the samples that require human annotation.
We have demonstrated the power of our approach on two very diﬀerent types of
objects — pedestrian crossings and electric power transmission-line towers. Considering how diﬀerent these two object types are, we have reason to believe that our
framework is quite generic with regard to the types of objects it can be used for.
Obviously, each diﬀerent object type is likely to require some customization of the
overall framework, which may take the form of some preprocessing logic and/or some
post-processing tuneup. For the two object types we addressed in this dissertation,
the customization for pedestrian crossings consisted of limiting the search to roads,
and, for the case of transmission-line towers, the customization consisted of exploiting
properties of the spatial layout of such towers on the ground.
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7. A DIRECT APPROACH FOR DESIGNING A
PEDESTRIAN CROSSWALK DETECTOR
7.1

Introduction
The preceding chapters of this dissertation described an approach to object detec-

tor design in which as much of the design eﬀort as possible — from feature selection
to informative sample collection — is borne by the the machine so that framework
can be applied to creation of detectors for a wide variety of object types.
However, it is possible to create an object detector directly with a human specifying the low-level features to be used for detection, as was demonstrated by our own
research reported in [12]. That research showed how it was possible to create a powerful detector (although not as powerful as what we ﬁnally achieved though the active
learning based framework presented previously in this dissertation) for pedestrian
crosswalks in a large ROI in Australia.
The main disadvantage of the direct approach is that it is speciﬁc to each object
type and the fact that the human is highly likely to make errors in what low-level
features might be most appropriate for a given object type. And, for the case of large
ROIs, an additional disadvantage is the large burden on the human for supplying the
needed ground truth samples.
Nevertheless, there can arise situations in which the direct approach is the right
way to detector design. This would be the case when one is interested in just one or
two diﬀerent object types and the amount of data to be digested for training is small.
We will therefore go ahead and present in this chapter the direct approach that
was ﬁrst reported by us in [12].
Objects and markings that need to be detected in satellite imagery are obviously
characterized by certain spatial patterns. And, for these patterns to be recognized,
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we must look for the low-level features that characterize the patterns. For the sort
of objects and markings that are typically needed for solving a geolocalization problem, these low-level features often exist at or beyond the spatial resolution limits in
commercially available satellite imagery.
The above-mentioned fact related to spatial resolution implies that great care must
be exercised in how one goes about extracting the low-level features associated with
the objects and markings on the ground. In the work we report in this chapter, this
care translates into extracting the low-level features only along and near the roads —
a processing step greatly facilitated by the easy availability of OSM (OpenStreetMap)
road maps for many parts of the world.
In [12], we present two applications of this generic road-following framework for
object detection: detecting pedestrian crosswalks and linear trees in large geographic
areas. When we say large, we mean geographic areas that may be as large as 180,000
sq. km. in area and that are covered by hundreds of satellite images. Note that this
dissertation will only address the crosswalk detector.
Requiring our detection framework to work over large geographic areas implies
that any decision thresholds we use in our computer vision algorithms cannot be ﬁnetuned to individual satellite images. Therefore, any detection performance numbers
we present must be seen against a background of this fact.
To give a reader a brief preview of the sort of performance numbers we are talking
about, our system can detect pedestrian crosswalks from the satellite images of a
180,000 sq. km. ROI (Region of Interest) in Australia with a recall rate of 63% and
a precision of 89%.
With regard to the organization of the rest of this chapter, we start with a brief
review of the relevant literature in Section 7.2. Section 7.3 then presents a brief
description of the satellite data we have used in our experimental work. Section
7.4 describes in detail the direct approach to pedestrian crosswalk detection. The
experimental results are presented in Section 7.5. Finally, we conclude in Section 7.6.
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7.2

Related Literature
A great deal of work has been done in extracting objects from remote sensing

imagery, but the objects targeted have rarely been useful to the task of geolocalizing
user-generated visual data. Much of the object detection literature has focused on
buildings [51–54], roads [53, 55–57], and vehicles [23, 58–66].
The work presented in [67] is one of the few to address road marking detection.
The overall goal is actually road extraction, but it does include a crosswalk detector
as a means of improving the road extraction. Their crosswalk detector applies morphological operators to a segmented image in order to create blobs, and then accepts
blobs as crosswalks based on size and shape. Unlike our approach, their work makes
no use of the striped pattern of a crosswalk. Furthermore, their work presents no
quantitative analysis of the detection results, making comparisons diﬃcult.
There has been some work in the past on the detection of trees and forests in
general [68, 69]. The contribution in [68] requires very close-range photography as it
is based on the assumption that inter-pixel distances are of the order of 30 centimeters
at most. The contribution in [69] models the treetops as circular clusters of pixels and
then estimates the presence of those clusters and their associated radii by scale-space
analysis of the NDVI values. The authors have shown their results on two time-lapsed
satellite images to demonstrate the eﬀectiveness of their algorithm. We believe that
scale-space analysis, while ideal for processing an entire satellite image all at once,
would be inappropriate for a road-following based tree detector in which only those
pixels that are on or in the vicinity of roads are examined.
It should also be noted here that crosswalks are included in OSM under the tag
“crossing.” However, this tag shows up very infrequently in all of the geographic
areas we have looked at. Additionally, the tag “crossing” may also be used in OSM
to indicate a pedestrian walkway delineated by two parallel lines perpendicular to the
road – an object that is not of any interest to us.
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Since this work deals with object detection on or in the vicinity of the roads, and
since there have been past contributions on vehicle detection in satellite imagery, here
we cite those contributions that are relevant to our work. In general, the steps involved
in vehicle detection consist of two stages: feature extraction and machine learning
[23, 58–66]. The features that have been investigated include: Haar-like features
[23, 61], Histogram of Oriented Gradients [23, 58], and Local Binary Patterns [23].
The machine learning techniques used include: adaptive boosting [23,61], partial least
squares for dimensionality reduction [58], support vector machines [58], linear and
quadratic discriminant analysis [60], and morphological share-weight neural networks
[59].
The work described in [58] creates a 2-stage cascade of SVM classiﬁers to detect vehicles. The initial feature set consists of 70,000 dimensions, but using partial
least squares for dimensionality reduction, and ordered predictors selection for feature
selection, the descriptor is reduced to a much lower dimension before the SVM classiﬁers are trained. The work presented in [59] creates a classiﬁer using morphological
shared-weight neural networks (MSNN), which is essentially a linear shared-weight
neural network where the features are morphological. In the work described in [61],
the authors detect individual vehicles using a classiﬁer trained by adaptively boosting Haar-like features, as well as queues of vehicles using a line extraction technique.
Additional individual vehicles can then be extracted from the vehicle queues. In the
work described in [66], the authors use morphological operations to detect vehicles
against light or dark backgrounds.
With regard to the relationship of the road-following aspect of our work to how
road networks have been used in the past, many vehicle detection and traﬃc ﬂow
estimation algorithms make use of GIS road network data [61–65]. The road-following
approach described in [62], meant for helicopter-based overhead imagery, is similar to
ours in that their approach extracts patches along the road and rotates the patches to
a canonical orientation. However, in addition to using high-quality images recorded
at low altitudes, their work uses orthorectiﬁed images, rather than raw images. As
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we have mentioned, and as we will discuss further, orthorectiﬁcation can introduce
aliasing artifacts and a slight loss of resolution that can hinder algorithmic detection
of objects whose features are at the limits of spatial resolution.
We should also mention that in contrast with how road networks have been used
by other authors in the past, we focus not only on the road pixels per se, but also
on the pixels in the vicinity of the roads. Some of the objects and the markings
we are interested in are not on the roads themselves, but on the sides of the roads.
This distinction is important, because it means our detectors must handle a variety
of clutter that is greater than what is seen on just the roads. At the same time, using
a processing patch larger than the width of a road means an object detector is less
likely to miss the targets because of any misalignment between the OSM roads and
the images.

7.3

The Satellite Data Used in our Evaluation of Object Detectors
For the purpose of this study, satellite images are drawn from a large ROI covering

a 180,000 sq. km area in the southeast of Australia. The images are panchromatic
at a spatial resolution of 0.4 − 0.5 meters per pixel taken by the GeoEye-1 satellite.
From the corresponding OSM layers, we extract only major roads and exclude smaller
service roads. As demonstrated in later sections, our road guided framework makes
it easy to incorporate intelligent search strategies to eliminate many possible sources
of confusion to the object detectors as well as to handle the issues of scalability to
big data. Working within this framework, our detectors take only a few hours to run
across these large ROIs using just a 5-node cluster of PC-class machines.

7.4

Pedestrian Crosswalk Detector
Typically, a pedestrian crosswalk appears in a satellite image as a rectangular

portion of a road that contains pixels corresponding to the black and white stripes
of the crosswalk. When such pixels are reliably sensed, the striped pattern exhibits
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a periodicity that is a fairly discriminative feature which can be leveraged by the
crosswalk detector.
Since this detector is expected to work over large geographic areas that may be
covered by hundreds of satellite images, there can be signiﬁcant variation in how the
pixels corresponding to a crosswalk appear in the images. Another complicating factor
relates to the spatial resolution in the images. It is often the case that each stripe
of a crosswalk is sampled by just one pixel.1 This makes it diﬃcult to estimate the
periodicities associated with the pixels that fall on a crosswalk. Additionally, many
crosswalks that have been subject to much traﬃc without repainting can appear
faded. Occlusions from cars and trees can further confound detection. All of these
are reasons for why an actual crosswalk on the ground may not be detectable as such
in a satellite image. On the other side of the coin, we also have situations when
non-crosswalk blobs of pixels may be detected as crosswalks. For example, rows of
windows on buildings, lines of cars in parking lots, lane markings on wide roads, etc.,
all present high degrees of periodicity that may be mistaken for crosswalks if they
appear inside a search patch.

7.4.1

The Crosswalk Detection Algorithm

The pedestrian crosswalk detector involves a cascade of three stages, with the ﬁrst
stage choosing pixels of interest from within a search patch where one should test for
periodicity, the second stage applying a periodicity detector to the image windows
centered at the pixels of interest, and the third stage agglomerating those periodic
pixels of interest into groups so that a crosswalk is marked with a single detection
With regard to why only certain pixels should be chosen for testing for periodicities, note that, as mentioned earlier, a search patch that is placed on a road point
for crosswalk detection is larger than a typical crosswalk in order to compensate for
residual mis-registration errors between the projected roads and the satellite image.
1

When the sampling rate falls below one-pixel per stripe (as does occur in some regions of the world),
the Nyquist limit is violated, which injects aliasing noise into the estimation of the periodicities.
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Road Following Framework
(a)

Raw Tile

(b)

Inverse
Orthorectify
Roads

(c)

Place search
patch on road

(d)

Rotated Image
Patch

Crosswalk Detector
(e)

Pixels of
Interest Stage

(f)

Periodicity
Analysis Stage

(g)

Agglomeration
Stage

(h)

Detected
Crosswalk

Fig. 7.1. Flowchart illustrating our road following framework, as well
as the downstream crosswalk detector. (e) Pixels Of Interest Stage:
Extract pixels that may fall on a crosswalk. (f ) Periodicity Analysis
Stage: Analyze pixels of interest for periodicity, culling those without signiﬁcant periodicity. (g) Agglomeration Stage: Agglomerate periodic
pixels into groups, and use size and orientation to ﬁlter groups
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Road
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M

Periodicity
Test Window

Search Patch
M

Fig. 7.2. Periodicity Analysis Stage. The search patch placed on the road
is shown in cyan. A window of the image, shown in red, is extracted and
analyzed for periodicity. The windows are only extracted around pixels
of interest
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(a)

(b)

(c)

(d)

Fig. 7.3. Comparison of Pixels of Interest with just edge detection and
with a combination of edge detection and Integral Image features. For
the case when only edge detection is used, shown in (a) are the pixels of
interest (white pixels) and in (c) the periodicity detections (pink dots).
For the case when the pixels of interest are extracted with a combination
of edge detection and Integral Image Features, shown in (b) are the pixels
of interest (white pixels) and in (d) the periodicity detections (pink dots).
Note that only a few pixels of interest are included within the crosswalk
when just the edges are used. The resulting periodicity detections are too
few for the crosswalk to be detected reliably.
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Therefore, it makes no sense to apply Stages 2 and 3 to every pixel in a search patch.
A pixel within a search patch is considered to be a “pixel of interest” if it satisﬁes
certain necessary (although by no means suﬃcient) conditions for a window situated
there to be a candidate for periodicity testing. These conditions are described in the
next subsection.
Fig. 7.1 illustrates the 3-stage cascade, as well as how the detector ﬁts into the
road following framework. The schematic in Fig. 7.2 illustrates placing an M × M
search patch at a point on the road segment and the placement of windows at the
pixels of interest within the search patch for the detection of periodicities.
We provide further details regarding the three stages of the cascade in the subsections that follow.

Stage 1: Identifying Pixels of Interest within a Search Patch
The purpose of this ﬁrst stage is to identity those pixels in a search patch — as
mentioned, we refer to these as pixels of interest — where an image window may lend
itself well to periodicity analysis. This stage is a ﬁrst pass over the pixels in a search
patch in which we use simple heuristics to limit the number of locations that must
be processed by the more computationally expensive Periodicity Analysis Stage.
Depending on how close the frequency of stripes is to the Nyquist sampling criterion, a crosswalk may appear as strongly or weakly periodic. This stage uses the
union of the two approaches described below to ensure that neither type is ﬁltered
out before the Periodicity Analysis stage.
Strongly periodic blobs are indicated by the presence of edge pixels. The edge
pixels will correspond to the contrast diﬀerences between the white stripes and the
background road portions of a crosswalk. So if edges pixels are clearly discernible
inside a candidate window in a search patch, those windows can subsequently be
subject to the Stage 2 processing for the detection of periodicity. Pixels on strongly
periodic crosswalks are detected using Canny edge detection. Subsequently, only the
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image windows centered at these edge pixels are analyzed for periodicity by Stage 2
that is described in the next subsection.
Unfortunately, since crosswalks may be faded and/or because their periodicities
may be beyond the Nyquist limit with regard to the image resolution, a detector that
uses edge pixels for preﬁltering the candidate locations is likely to miss a signiﬁcant
number of crosswalks. In order to cope with this problem, our detector also uses a
second approach that is geared speciﬁcally toward such cases. Before we describe the
second approach in what follows, we want to add quickly that the two approaches are
complementary — in the sense each works where the other fails.
About the second approach, when a crosswalk is faded and/or when its depiction
in a satellite image is pushing the Nyquist limit, it frequently appears as a gray band
with relatively weak variations in the image gray levels. Fig. 7.3(c) shows an example
of what we mean by a gray band with a weakly periodic structure. If we were to apply
an edge detector to such pixels, we may only be able to get some pixels on the border
of the gray band, as shown by the white pixels in Fig. 7.3(a). Image windows centered
at such pixels are unlikely to yield the periodicity information needed for identifying
a crosswalk. In Fig. 7.3(c), the periodicity detections found at these edge pixels of
interest are shown as magenta dots.
Therefore, in order to detect such weakly periodic crosswalk renderings, we must
ﬁrst search for appropriately oriented gray bands in a search patch and then subject
the pixels inside the gray bands to periodicity analysis as described in the next subsection. So in this case, many of the pixels inside the gray band become our pixels of
interest.
We detect the gray bands by applying appropriately shaped Haar-like derivative
operators to the pixels inside a search patch. The Haar features are convenient
for ensuring that we look for a rectangular region for which the contrasts at the
enclosing boundary correspond roughly to those present at the rectangular enclosure
of a crosswalk and for which the contrast variations within the rectangular enclosure
are within a certain bound. A threshold on the mean brightness within the regions
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above and below the candidate crosswalk location ensures that the values are low
enough to be sections of road. And a threshold on the variance within the candidate
crosswalk ensures that the variance is low, as one would expect in a solid gray band.
All of these features can be calculated quickly using an integral image representation
of the pixels inside the search patch [19].
Finally, from the pixels of interest derived from both methods — the edge based
pixels of interest and the Haar based pixels of interest — we delete those where the
brightness levels fall below a threshold. This ensures that they do not fall on areas
that are too dark to be crosswalks, like asphalt.

Stage 2: Periodicity Analysis Stage
In this stage, we consider a window around each pixel of interest returned by the
ﬁrst stage for periodicity analysis. The goal is to select just those pixels of interest
where the periodicity is suﬃciently strong.
Given a pixel of interest returned by Stage 1, the periodicity detector ﬁrst extracts
a p × q window centered at that pixel. It then sums the pixel values along the vertical
columns of the window, creating a 1-D p-sample signal. This integration along the
road suppresses some of the noise, while maintaining the periodicity of the crosswalk
stripes that are typically perpendicular to the road. The periodicity detector then
calculates the Discrete Fourier Transform of the 1-D p-sample signal.
Two diﬀerent thresholds are applied to the calculated 1-D Fourier transform: one
for the frequency and the other for the magnitude of the transform itself at the selected
frequencies. Through our prior knowledge about pedestrian crosswalks generally, and
also our prior knowledge of spatial resolution in a satellite image, we know that, for
valid windows, the peaks in the 1-D Discrete Fourier Transform must occur close
to the highest frequency for which the DFT is calculated. We can therefore choose
a frequency below which we can simply ignore the output of the Fourier transform
calculator.
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The second threshold is related to the magnitude of the peak in the frequency
window that is let through by the ﬁrst threshold. If the magnitude falls below this
threshold, the peak is too weak for the window to be considered periodic. This
threshold is set relative to the maximum magnitude in the DFT, excluding the DC
component. This allows the threshold to adapt to diﬀerent illuminations (as caused
by diﬀerent sun angles, cloud cover, etc.). However, we do not allow the threshold to
fall below a certain value; this suppresses those cases when the maximum magnitude
is very low, as might happen when the variation in the window is just noise.
Note that at this point, a single crosswalk is likely to be marked by multiple
periodic pixels. For convenience, we refer to those pixels of interest where periodicity
is detected as periodic pixels.

Stage 3: The Agglomeration Stage
This stage not only groups together those periodic pixels that mark the same
crosswalk, but also ﬁlters out false positives. Unlike the other two stages, which
process one search patch at a time, the Agglomeration Stage processes the periodic
pixels from all the search patches in a given satellite image all at once. This stage
agglomerates the periodic pixels into clusters, which can be further ﬁltered.
The agglomeration proceeds by ﬁrst creating a binary image for the entire satellite
image, with all the periodic pixels set to 1. Subsequently this binary image is subject
to a moving window aggregation with a disk-shaped window. By this we simply mean
that we place a disk-shaped window at every location in the image, ﬁnd the number
of pixels set to 1 within the window, and return the resulting total as the output
value at that location. By applying a threshold Ngroup to this output, small spurious
groups of periodic pixels are removed. We discuss how to choose the value of Ngroup
in Section 7.5. The next step is to ﬁnd the connected components of the thresholded
image. Each connected component serves as a mask that contains all the periodic
pixels in a cluster.
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The detector ﬁnally ﬁlters the clusters based on their orientation with respect
to the road. True crosswalks are, with a few exceptions, oriented at 90◦ to the
road, where the angle is measured between the line perpendicular to the crosswalk
stripes and the line along the center of the road. We ﬁnd the orientation of the
cluster by carrying out a Principal Components Analysis (PCA) of the coordinates
of the periodic pixels within the cluster. The angle of the cluster is calculated as
that between the eigenvector with the largest eigenvalue, and the road through the
cluster. If this angle falls below a threshold, the cluster is rejected. However, if the
ratio of the eigenvalues is too close to 1, it implies that the angle measurement may
not be accurate enough to warrant rejection. The centers of the accepted clusters are
reported as the ﬁnal crosswalk detections.
We have discussed the intuition behind the various thresholds used in the detector,
but the selection of the actual values of the thresholds was aided by the development
of a debugging plugin for QGIS that would allow the user to select any location in
the satellite images, after which the plugin would extract the patch centered at the
location, apply the detector, and display visualizations of the intermediate stages.
This allowed the designer to select the appropriate thresholds and verify them by
applying the plugin to a number of diﬀerent locations in the satellite images. For
instance the plugin would display the 1-D DFT of any selected point within the patch,
thereby allowing the designer to select the thresholds necessary for the periodicity
analysis stage. The multi-stage detection process described here is highly non-linear,
making the approach of optimizing thresholds on a training set of images diﬃcult.
The plugin, instead, allows the designer to quickly identify problems in individual
stages, rather than trying to optimize thresholds based simply on the ﬁnal output of
the detector.
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7.5

Experiments
As mentioned in the Introduction, we started with the goal of creating object

detectors that could be applied to possibly hundreds of satellite images covering large
geographic ROI’s. Our underlying motivation was to be able to detect objects that
could subsequently be used for the geolocalization of photographs and videos. Since
the objects we are interested in possess features at the limits of spatial resolution in the
available imagery, we decided to create road based detectors (since the photographs
and videos are highly likely to be recorded from locations on or in the vicinity of the
roads anyway).
As our experimental results in this section demonstrate, detectors based on roadfollowing logic possess usable performance despite the image-to-image variability in
the satellite data and despite the fact that the low-level features representing the
objects of interest are at the limits of spatial resolution in the satellite data.
As a part of the Intelligence Advanced Research Project Activity geolocalization
project, the crosswalk detector described in Section 7.4 was applied to a 180,000
sq. km. ROI in Australia and the detected crosswalks supplied as an object layer
to our prime contractor Applied Research Associates where it is being used in the
development of matchers for geolocalization of photographs and videos.
The various parameters used for the crosswalk are chosen based on observations
of the satellite data. For instance, the window size used for the Periodicity Analysis
Stage is set to 10 m × 5 m based on the observation that most crosswalks are about 5
m wide along the road and at least 10 m wide across it. The threshold on frequency is
set to 0.33 cycles per pixel based on the observation that the imaged stripe frequency
varies near the Nyquist limit of 0.5 cycles per pixel. Where intuitive deﬁnitions are
not possible, we test various values and choose that value that provides desirable
detector performance. Fig. 7.6 shows how the detector performance varies as the
threshold on group size in the Agglomeration Stage is varied over [0, 100] detections,
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(a)

(b)

(c)

(d)

Fig. 7.4. True Positive Detections in Australia. The green dots are the
detections, the yellow dots the ground truth, and the blue lines the OSM
roads.
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(a)

(b)

(c)

Fig. 7.5. Missed Detections (a) and False Positives (b,c) in Australia.
The green dots are the detections, the yellow dot the ground truth, and
the blue lines the OSM roads.
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Fig. 7.6. Recall vs. False Positives per sq. km for the crosswalk detector as Ngroup is varied. Ngroup is the threshold on the group size in the
Agglomeration stage.
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leading to the choice of 15 detections as the threshold for the baseline detector. Here,
we deﬁne false positives per sq. km (FPPSK) as
FPPSK =

number of false positive detections
ground truth area in sq. km

(7.1)

To evaluate the crosswalk detector, we manually created ground truth for eight
test sections in six satellite images over the ROI.2 Each test section is rectangular
with height and width between 1 and 5 km. The total area of all the test sections
is 104.1 sq. km. A human operator generated the ground truth by visually scanning
each test section in its entirety and accepting a crosswalk as a part of the ground
truth if its location is in the vicinity of an OSM road. This check against the OSM
roads — important since our road-following framework works oﬀ the OSM roads —
is carried out by using the QGIS open-source tool to overlay the OSM roads on the
satellite images. In total, 142 crosswalks were found in the ground truth sections.
For measuring the performance of the detector, the number of true positives is
calculated as the number of detections within the test sections for which there is a
ground truth crosswalk within a threshold distance. The recall and precision rates
are deﬁned as
number of true detections
total number of detections
number of true detections
Recall Rate =
number of ground truth crosswalks
Precision Rate =

(7.2)
(7.3)

Overall, the recall and precision in the test sections were 63% and 89%, respectively. Examples of true positive detections are illustrated in Fig. 7.4. To better
understand the eﬀect of each stage, we tested the detector performance when each
stage was removed and the others kept. When the Pixels of Interest stage (Stage 1) is
removed, we instead simply apply the periodicity analysis to all running placements
of 20 × 10 windows with their centers 4 pixels apart. When the Periodicity Analysis Stage (Stage 2) is removed, we simply pass the pixels of interest directly to the
2

The only constraint on the test sections was that they be in urban and semi-urban areas. This
constraint was necessitated by the fact that crosswalks are relatively rare outside the urban areas.
Note that crosswalk detection was applied to all of the satellite data covering 180,000 sq. km. It
is only for the evaluation process that we limited the sections for manual ground truthing to urban
and semi-urban areas.
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Table 7.1.
Pedestrian Crosswalk Detector Performance
Recall

Precision

Without Stage 1

52

89

Without Stage 2

33

0.3

Limited Stage 3

79

12

With all Stages

63

89

Agglomeration Stage. Finally rather than completely removing the Agglomeration
Stage, we allowed it to form the groups of pixels, but we removed the step that culls
groups based on size and orientation. Table 7.1 summarizes the results of these experiments. As the table shows, each step is important to the performance, especially
the Periodicity Analysis stage.
As a test of the eﬀects of orthorectiﬁcation, the detector was also tested on the
same regions, with exactly the same parameters, but using orthorectiﬁed satellite
images rather than the raw images in our inverse orthorectiﬁcation based framework.
With orthorectiﬁed images, the recall and the precision were 42% and 65%, respectively. These performance numbers speak for themselves with regard to how the
loss of spatial resolution and the aliasing artifacts introduced into the images by orthorectiﬁcation aﬀect the detection of features at the limit of the available spatial
resolution.
The detector misses those crosswalks that are not aligned perpendicularly to OSM
road. This can happen when the crosswalk is painted diagonally across a road, and
when the OSM road is not correctly aligned with the road in the satellite image. One
example of the latter case is when the crosswalk is in a curved turn lane as in Fig.
7.5(a).
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7.6

Discussion and Conclusion
The matching step in the algorithms for geolocalizing photographs and videos

must of necessity be based on objects and markings on the ground. There is hence a
need to create object layers for large geographic areas of the earth using, for example,
satellite imagery. This work demonstrates how such object layers can be created for
areas that span hundreds of thousands of sq. km. and that are covered by hundreds
of satellite images.
One main advantage of the road-based object detection framework we have used
in this chapter is that it can easily be customized for the detection of any object (that
is likely to be seen on or in the vicinity of the roads) by simply plugging into it a
computer vision module that is appropriate for the object. In [12], we demonstrated
this ease of customizability by showing two diﬀerent types of detectors — a crosswalk
detector and a linear trees detector — that are based on the same road following
framework.
A great beneﬁt of detecting objects by just following the roads is that it significantly reduces the search space, besides reducing the occurrence of false positives.
This is borne out by the performance numbers for the detectors presented in this chapter. As shown in Section 7.5, our statistical evaluation indicates that our crosswalk
detector works with a recall of 63% and precision of 89%.
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8. CONCLUSIONS AND FUTURE WORK
In this dissertation we set out to address the problem of object detection of infrequently occurring objects in wide-area satellite imagery. This challenge itself presents
a number of further challenges that must all be overcome. Satellite imagery has relatively low-resolution with respect to the objects in which we are interested. Satellite
imagery also contains a wide variety of background clutter from which we must cull
target object, which themselves present with great variation in appearance. To characterize the target object in the face of such complications using supervised machine
learning requires a great number of positive example images, which, by the deﬁnition
of “infrequently occurring,” are not easily collected.
To this end, we have presented an active learning framework through which a
human user may quickly create object detectors capable of being applied over hundreds of thousands of sq. km. Where a traditional passive learning approach would
require the annotation of a large dataset of annotated samples, we show that this
active learning framework requires signiﬁcantly fewer labeled samples, accomplished
searching over a large database of imagery to ﬁnd only those samples that would likely
improve the detector. We additionally show how distributed computing can be used
to reduce latencies in the human-computer interactions. The active learning framework is demonstrated with the creation of both a pedestrian crosswalk detector and
a transmission tower detector, applied over 180,000 and 150,000 sq. km, respectively.
There are a number of potential avenues of future research. The framework was
designed in modular fashion, allowing diﬀerent features and classiﬁers to be easily
integrated, which should facilitate the goal of investigating active learning on widearea satellite imagery. In Chapter 5, we detail a number of diﬀerent active learning
algorithms which may be explored as means of further reducing the annotation burden. The distributed query selection could easily be accelerated with the addition of
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workers, which could be used to accumulate a pool of candidate samples at the head,
on which pool-based active learning techniques could be investigated. Our method
accumulates a batch of samples before updating the classiﬁer and attempts to avoid
collecting redundant samples in the batch by drawing from a wide area; it is, however,
possible that some of the methods of imposing diversity in the pool-based methods
discussed in Section 5.3 may still help in reducing redundancy.
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A. ROAD-FOLLOWING FRAMEWORK
Object detection in general requires an exhaustive search over a large space of not
only spatial locations, but also orientations. If the orientation of the object is not
known beforehand, a detector must scan every possible orientation at each location, or else rely on rotationally invariant features that may sacriﬁce discriminative
power. The road-following framework, originally presented in [12], greatly reduces
this search space by using vector data describing the locations of the roads in the
region, downloaded from OpenStreetMap (OSM) [70], to restrict greatly only those
locations scanned, but also the orientations. Brieﬂy, it works by extracting patches
along the roads, with the patches rotated to align with the road, and applying the
detector to each patch. This greatly reduces the number of locations that must be
scanned as well as ﬁxes the orientation, since many road-based objects are aligned to
road.
A critical issue related to the use of OSM road maps for guiding the search for the
low-level image features (that characterize the objects) is how to project them into the
satellite images. One has only two choices: Either you ﬁrst orthorectify the satellite
images before projecting the roads into the images; or, you ﬁrst inverse-orthorectify
the road maps and then project the road data directly into the raw satellite data. By
inverse-orthorectiﬁcation, we mean the process of taking a geodetic coordinate pair as
input and computing the corresponding row and column pixel indices in the original
raw image.
Orthorectifying individual satellite images arguably presents a large computational burden when dealing with geographic areas that are as large as 180,000 sq.
km. and that may be covered by hundreds of images. Even if we discount the
computational eﬀort involved, a more serious issue with orthorectiﬁcation is that it
introduces aliasing and other artifacts into the images that signiﬁcantly impair the
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extraction of low-level features at the limits of spatial resolution in the imagery, as is
demonstrated in Chapter 2. Given that the features of the objects in which we are
interested, e.g. crosswalk stripes, are in fact captured at the limits of spatial resolution, it is imperative that the degradation of the imagery be minimized. Hence, we
have chosen the second option. That is, we ﬁrst inverse orthorectify the OSM road
data and then project them into the raw satellite images.
As a consequence, our overall problem of object detection in satellite images boils
down to the following: (1) Inverse orthorectify the OSM roads into the satellite images; (2) Scan the roads in the images with a search patch that straddles the OSM
roads, the search patch being suﬃciently wide to compensate for any registration
errors associated with projecting the roads into the images; and (3) Invoke the computer vision algorithms for extracting the low-level features that deﬁne the objects of
interest.
The ﬁrst step requires the road data be inverse orthorectiﬁed to align with the raw
satellite imagery. The road vector data is stored as a number of line segments that
trace along the road; this step uses the method described in Section 2.7 to convert
lat/long coordinates of each end of the line segment into pixel coordinates. Figure
A.1 illustrates the OSM roads overlaid on the satellite imagery.
Each road segment is scanned one at a time. A number of points are interpolated
between the ends of the road segment, spaced to ensure suﬃcient coverage with
reasonable overlap so that possible target objects are not omitted. A patch centered
on each point is extracted, rotated to lie along the road as in Figure A.2. While
image rotation may introduce artifacts, there is no change in resolution and Lanczos
interpolation [71, 72] is used to minimize artifacts.
As can be seen in Figure 7.4, road vector data is not always well-aligned to the
underlying imagery. This problem is mitigated by selecting the dimensions of the
patch such that, even with moderate misalignment, the patch will still contain enough
pixels from the road to allow for object detection. This approach does, however,
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Fig. A.1.
Example Pedestrian Crosswalk in Australia from GeoEye
Panchromatic Imagery. The green lines are the overlaid OSM roads

introduce additional clutter into the patch and thus requires an object detector that
is more robust to false positives.
The road following framework, further illustrated in Figure 7.1 (a-d), allows the
designer of the object detector to focus on developing the individual module that
detects the target object within the extracted patch. In [12], the eﬀectiveness and
versatility of the road-following framework is demonstrated for both crosswalk and
linear tree detection, though in this dissertation we shall address only crosswalk detection.
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Fig. A.2. Rotating the road to align with the vertical axis
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B. RVL CLOUD
The RVL Cloud is an in-house cloud-computing platform based on OpenStack that
allows for distributed computing over massive datasets. It allows users to create
multiple virtual machines, dividing up the computing resources of the underlying
physical nodes, in order to parallelize the computationally expensive tasks.
Beyond distributed computing, the cloud also provides a ﬂexible platform in which
multiple users can customize virtual machines with diﬀerent operating systems and
libraries, and maintain full admin privileges without interfering with one another.
Users can share the computing resources with one another by creating VMs that
only take up the resources the user actually requires. This is especially useful for
organizations, e.g. research labs, with multiple separate projects, each requiring highperformance computing resources.
At the time of our experiments, the RVL Cloud was comprised of ﬁve highperformance physical nodes, each with up to 48 logical cores and 256 GB of RAM,
and a 36-TB Network Attached Storage (NAS) connected to the cloud contains all
the satellite images. Since then, the RVL Cloud has been expanded with ﬁve additional physical nodes, each with 56 logical cores and 128 GB or RAM, and a 72 TB
NAS. The physical nodes are connected with a 10 Gb network switch, ensuring that
the virtual machines can communicate with one another and the NAS with minimal
latency.
The minimial network latency is, in particular, a signiﬁcant advantage over using
cloud services like Amazon AWS where the network must be shared with users from all
over the world. External cloud services do not allow, or at least make more diﬃcult,
the ability to physically co-locate ones virtual machines and storage, so they may be
communicating over multiple hops rather than a single network switch.
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