coming-a) ; Bock (1975: 506-559) ; Goodman (1971 Goodman ( , 1972a Goodman ( , 1972b Goodman ( , 1973 ; see also Davis, 1973) ; Bishop, Fienberg, and Holland (1975;  see also Fienberg, 1970) ; Nelder and Wedderburn (1972) ; and Davis (1975a Davis ( , 1975b Davis ( , 1976 + log n-2) n =l/4{[log(~.)+log(n.~)-log(n..)] - [log (n~ .) . + log (n.2) -log (n..)] -[log (n2.) + log (n. 1) log (n..)]
+ [log (n2.) + log (n'2) -log (~ ..)l ) [4] = 0. Blalock, 1972: 230-232) : f;-f(p;l~p;2~P;3~ Pir)' [34] For, the log-odds model, we must choose some subset of the odds: e f. = p../f(P'l,P.2,P.3' ... ,pir) [35] where f(PH , Pi2' Pi3' ... , ?Pir) represents some function of the dependent variable categories other than category j.4
The major difference between conditional proportions and logodds is the metric associated with each of the formulations.
The choice between the two is essentially a question for the substantive theory underlying the statistical analysis. Models using conditional proportions assume that the theoretical distance between proportions of .5 and .6 is equal to the distance between proportions of .8 and .9. Models using log-odds stretch out the distance between the proportions as one approaches the limits of 0 and 1; for example, the distance between .8 and .9 is approximately twice the distance between .5 and .6 (see Table 1 ). Because of the difference in the metric, the results obtained with the two formulations can differ (see Goodman, 1975 produces a significant goodness-of-fit test, indicating that one or more parameters have been omitted (see Table 3 ). Wright, 1976; or Giles, Gatlin, and Cataldo, 1976 Kritzer, 1978: 209) . A detailed illustration of the use of conditional models with the data shown in Nelder, 1975; Kritzer, 1976 ) must be used. Goodman has argued that a method involving the specification of constrained marginals is easier to use than one in which the dummy variables must be explicitly specified (1971: 60; 1972a: 45 (Goodman, 1971; Nelder and Wedderburn, 1972; Bock, 1975; and Bishop, Fienberg, and Holland, 1975) , minimum discriminant ; information (Ku, Varner, and Kullback, 1971) , and weighted least squares (Grizzle, Starmer, and Koch, 1969; Theil, 1970 (Bishop, Fienberg, and Holland, 1975: 58) and WLS estimates (Bishop, Fienberg, and Holland, 1975: 352) are BAN. How then can we choose between ML and WLS? Rao (1961 Rao ( , 1962 Rao ( , 1965 generated hypothetical data for sample sizes of 100, 200, 500, 1,000, 2,500, 10,000 (ten trials for each sample size). We then fitted two models to the log-linear dependent variable function using both ML (with ECTA) and WLS (with NONMET II). The two models used were (1) the hierarchical model Goodman found to fit the data which included the mean, R, 0, L; and L x 0, and (2) the main effects model which omitted the L x 0 interaction. The difference in the goodness-of-fit chi squares between these two models is a test of significance for the interaction term;~3 the higher this difference is, the greater the 322 difference in the power of the tests of significance and, by implication, the more efficient the estimation procedure. The results of the experiment are shown in (Goodman and Fay, 1973: 10 (Hildebrand, Laing, and Rosenthal, 1977) and entropy analysis (Darcy and Aigner, 1977 (Goodman and Fay, 1973) (Kritzer, 1976 Lehnen and Koch, 1974: 293-300).
9. See Southwood (1978) for an extensive discussion of interactive models for interval data, including nonmultiplicative interactions.
10. We could obtain the nonhierarchical model mentioned above by dropping the sixth column of matrix XH.
11. Note that in the models above "effect" (or "centered") coding has been used (see Fennessey, 1968) rather than the more familiar "dummy" (or "cornered") coding (see Miller and Erickson, 1974) . For a discussion of why this is the case, see Shih, Giles, Cataldo, and Gatlin (1975: 640-645) ; and Kritzer (1978: 219-224 (Plackett, 1974: 73).
13. The goodness-of-fit statistic used here is Neyman's chi square. This is equivalent to the minimum logit chi square which Odoroff (1970) found to be the most sensitive.
14. One potential problem in applying interative WLS to linear dependent variable function (i.e., those which use proportions directly) is that the estimation procedure will break down in the rare case that p>1.0 or p<0.0.
