In this paper we consider Positive Definite functions on products Ω 2q × Ω 2p of complex spheres, and we obtain a condition, in terms of the coefficients in their disc polynomial expansions, which is necessary and sufficient for the function to be Strictly Positive Definite. The result includes also the more delicate cases in which p and/or q can be 1 or ∞.
Introduction
The main purpose of this paper is to obtain a characterization of Strictly Positive Definite functions on products of complex spheres, in terms of the coefficients in their disc polynomial expansions: these results are contained in the Theorems 1.1, 1.2 and 1.3.
Positive Definiteness and Strict Positive Definiteness are important in many applications, for example, Strict Positive Definiteness is required in certain interpolation problems in order to guarantee the unicity of their solution. From a theoretical point of view, the problem of characterizing both Positive Definiteness and Strict Positive Definiteness has been considered in many recent papers, in different contexts. More details on the applications and the literature related to this problem will be given in Section 1.2.
Let Ω be a nonempty set. A kernel K : Ω × Ω → C is called Positive Definite (PD in the following) on Ω when for any L ≥ 1, c = (c 1 , . . . , c L ) ∈ C L and any subset X := {x 1 , . . . , x L } of distinct points in Ω. Moreover, K is Strictly Positive Definite (SPD in the following) when it is Positive Definite and the inequality above is strict for c = 0.
If S q is the q-dimensional unit sphere in the Euclidean space R q+1 , we say that a continuous function f : [−1, 1] → R is PD (resp. SPD) on S q , when the associated kernel
is PD (resp. SPD) on S q (here " · R " is the usual inner product in R q+1 ). In [Sch42] it was proved that a continuous function f is PD on S q , q ≥ 1, if, and only if, it admits an expansion in the form f (t) = (1.2)
In (1.2), P (q−1)/2 m are the Gegenbauer polynomials of degree m associated to (q − 1)/2 (see [Sze59, page 80] ) and Z + = N ∪ {0}. In [CMS03] it was proved that the function f in (1.2) is also SPD on S q , q ≥ 2 if, and only if, the set {m ∈ Z + : a m > 0} contains an infinite number of odd and of even numbers. This condition is equivalent to asking that {m ∈ Z + : a m > 0} ∩ (2N + x) = ∅ for every x ∈ N.
(1.
3)
The complex case is defined in a similar way: if Ω 2q is the unit sphere in C q , q ≥ 2, and D is the unit closed disc in C, then a continuous function f : D → C is said to be PD (resp. SPD) on Ω 2q if the associated kernel K(z, z ′ ) := f (z · z ′ ) is PD (resp. SPD) on Ω 2q , where " · " is the usual inner product in C q . As proved in [MP01b] , a continuous function f : D → C is PD on Ω 2q , q ≥ 2 if, and only if, it has the representation in series of the form f (ξ) = m,n∈Z + a m,n R q−2 m,n (ξ), ξ ∈ D, where a m,n < ∞ and a m,n ≥ 0 for all m, n ∈ Z + .
(1.4)
The functions R q−2 m,n in (1.4) are the disc polynomials, or generalized Zernike polynomials (see Equation (2.1)). The condition for f to be SPD was obtained in [GM18, MP01a] : f as in (1.4) is SPD on Ω 2q if, and only if, the set {m − n ∈ Z : a m,n > 0} intersects every full arithmetic progression in Z, that is, {m − n ∈ Z : a m,n > 0} ∩ (NZ + x) = ∅ for every N, x ∈ N.
(1.5)
The characterization of SPD functions on the spheres S 1 , Ω 2 , S ∞ and Ω ∞ were also considered in [MOP06, Men99, GM18] , obtaining similar results (see also in Section 5).
Products of real spheres where considered in [GMP16a, GM16, GMP16b, GMP17] : a continuous PD function on S q × S p , q, p ≥ 1 can be written as
where
and, for q, p ≥ 2, it is also SPD on S q ×S p if, and only if, the following condition, obtained in [GM16] , holds true: in each intersection of the set {(m, k) ∈ Z 2 + : a m,k > 0} with the four sets (2Z + + x) × (2Z + + y), x, y ∈ {0, 1}, there exists a sequence (m i , k i ) such that m i , k i → ∞. In fact, this condition is equivalent to the following one:
for every x, y ∈ N.
(1.7)
Again, when considering S 1 in the place of S q and/or S p , similar (but not analogous) results are obtained: see [GMP16b, GMP17] and Section 5.
Main results
The purpose of this paper is to consider the same kind of problems described above for the case of the products Ω 2q × Ω 2p of two complex spheres.
The characterization of Positive Definiteness in this setting was obtained in [BPP17, Theorem 7.1] for q, p ∈ N, q, p ≥ 2: it was proved that a continuous function f : D × D → C is PD on Ω 2q × Ω 2p if, and only if, it admits an expansion in the form
where a m,n,k,l < ∞ and a m,n,k,l ≥ 0 for all m, n, k, l ∈ Z + .
(1.8)
If p and/or q can take the values 1 or ∞, a characterization of Positive Definiteness is also known (see in Section 2.2), except for the case p = q = ∞, which we address in Theorem 4.1. In fact, if we define R It is worth noting the similarities between the characterizations of SPD in the various cases described here, actually, they can always be reduced to a condition on the intersection between a set constructed with the indexes of the nonnegative coefficients in the expansion of the function, and certain arithmetic progressions or products of them: compare the conditions (1.3-1.5-1.7-1.9).
When p and/or q can take the value 1, we obtain the following characterizations.
, is also SPD on Ω 2 × Ω 2p if, and only if, considering its expansion as
intersects every product of full arithmetic progressions in Z.
× Ω 2 if, and only if, considering its expansion as
where a m,k < ∞ and a m,k ≥ 0 for all m, k ∈ Z,
We observe that the Theorems 1.2 and 1.3 will follow immediately from the same proof as Theorem 1.1, after rewriting the expansions (1.10) and (1.11) in order to be formally identical to (1.8) (see Lemma 2.2). This is a remarkable fact considering that, in the real case, when the product involves the sphere S 1 (see [GMP17, GMP16b] ) one had to use quite different arguments with respect to the higher dimensional case in [GM16] . We remark however that Theorem 1.3 is not new, as it is a particular case of the main result in [GM17] . This paper is organized in the following way. In Section 1.2 we discuss some further literature related to our problem. In Section 2 we set our notation and discuss some known results that will be used later. Theorem 1.1 is proved in Section 3. In Section 4 we state and prove the mentioned characterization of PD functions on Ω ∞ × Ω ∞ . Finally, Section 5 is devoted to showing how one can deduce, from Theorem 1.3, the characterization of SPD functions on S 1 × S 1 proved in [GMP17] . 
Literature
where X = {x 1 , . . . , x L } ⊂ Ω is given and K is a known Strictly Positive Definite kernel in Ω; then the matrix of the system obtained from the interpolation conditions F (
, whose determinant is positive, thus giving a unique solution for the system. In particular, the case where Ω is a real sphere is very important in applications where one needs to assure unicity for interpolation problems with datas given on the Earth surface (which can be identified with the real sphere S 2 ). Also, the case where Ω is the product of a sphere with some other set turns out to be of particular interest for its application to geostatistical problems in space and time, whose natural domain is S 2 × R (see [PBG16] and references therein). Immediate applications in the case of complex spheres are less obvious: we refer to [MPP17] , where parametric families of Positive Definite functions on complex spheres are provided. It is also worth noting that the Zernike polynomials are used in applications such as optics and optical engineering (cf. [RSFM16, Tor08] and references therein).
Motivated by these and other applications, several papers appeared dealing with the theoretical problem of characterizing Positive Definiteness and Strict Positive Definiteness: along with those already mentioned in the introduction, we cite [Mus14] , where a characterization of real-valued multivariate Positive Definite functions on S q is obtained, and [Yag87, Han70, BM16b] , where matrix-valued Positive Definite functions are investigated.
In [BP17] , the characterization in [Sch42] is extended to the case of Positive Definite functions on the cartesian product of S q times a locally compact group G, which includes the mentioned case S q × R and also generalizes the result obtained in [GMP16a] about Positive Definite functions on products of real spheres. Also, the Positive Definite functions on Gelfand pairs and on products of them were characterized in [BPP17] , while those on the product of a locally compact group with Ω ∞ in [BPP18] .
Concerning the characterization of Strictly Positive Definite functions, we cite also the cases of compact two-point homogeneous spaces and products of them ( [BM16a, BM17] ) and the case of a torus ([GM17]).
Notation and known results
We first give a brief introduction on the disc polynomials that appear in the Equations (1.4) and (1.8): for 2 ≤ q ∈ N, the function R q−2 m,n , defined in the disc D = {ξ ∈ C : |ξ| ≤ 1}, is called disc polynomial (or generalized Zernike polynomial) of degree m in ξ and n in ξ associated to q − 2, and can be written as (see [Koo72] )
is the usual Jacobi polynomial of degree k associated to the real numbers α, β > −1 and normalized by R
For future use we also define
It is well known (see [Koo72, Koo78] ) that the disc polynomials, as well as those defined in (2.2), satisfy, for q ∈ N ∪ {∞}, ξ ∈ D, and m, n ∈ Z + ,
Observe that, by (2.3), the series in (1.4) and (1.8) converge uniformly in their domain. Moreover, the characterization in (1.8) implies that the functions (ξ, η)
Another important property is contained in the following lemma.
For the proof of (2.6) when q ≥ 2 see [GM18] . It is worth noting that the limit is true even without the condition m = n, except for the special case q = 2 and ξ = 0. On the other hand, (2.7) follows from (2.3-2.4).
Positive Definiteness on complex spheres
As we anticipated in the introduction, it is known by [MP01b] that a continuous function f : D → C is PD on Ω 2q , 2 ≤ q ∈ N, if, and only if, the coefficients a m,n in the series representation (1.4) satisfy a m,n < ∞ and a m,n ≥ 0 for all m, n ∈ Z + . In the case of the complex sphere Ω 2 , when associating a continuous function f to a kernel via the formula K(z, z ′ ) := f (z · z ′ ), one has that z · z ′ ∈ ∂D for every z, z ′ ∈ Ω 2 , then it becomes natural to consider functions f defined in ∂D. The PD functions on Ω 2 were also characterized in [MP01b] , namely, f : ∂D → C is PD on Ω 2 if, and only if,
where a m < ∞ and a m ≥ 0 for all m ∈ Z.
(2.8)
In order to write this formula as (1.4), and then to be able to use the same expansion for all q ∈ N, we use the polynomials R −1 m,n defined in (2.2) and we rearrange the coefficients in (2.8) so that
with the additional requirement that a m,n = 0 if mn > 0, implying that
In this way, f is PD on Ω 2 if, and only if, it satisfies the characterization (1.4) with a m,n = 0 for mn > 0 and ∂D in the place of D.
The complex sphere Ω ∞ is defined as the sphere of the sequences in the Hilbert complex space ℓ 2 (C) having unitary norm. In [CR82] , it was proved that a continuous function f : D → C is PD on Ω ∞ if, and only if, it admits the series representation
where a m,n < ∞ and a m,n ≥ 0 for all m, n ∈ Z + , (2.10) which becomes analogous to the characterization (1.4) if we use the definition of R ∞ m,n in (2.2). It is also worth noting that f is PD on Ω ∞ if, and only if, f is PD on Ω 2q for every q ≥ 2.
Positive Definiteness on products of spheres
From now on, in order to simplify the exposition, we will use the symbol Ξ to designate either ∂D or D, depending if we are considering, respectively, the sphere Ω 2 or a higher dimensional sphere.
When considering products of spheres Ω 2q ×Ω 2p , q, p ∈ N∪{∞}, a continuous functions f : Ξ × Ξ → C is said to be PD (resp. SPD) on Ω 2q × Ω 2p , if the associated kernel
is PD (resp. SPD) on Ω 2q × Ω 2p . In this section we will justify the following claim:
if and only if, it admits an expansion in the form
where a m,n,k,l < ∞ and a m,n,k,l ≥ 0 for all m, n, k, l ∈ Z + , (2.12)
adding the requirement that a m,n,k,l = 0 if q = 1 and mn > 0 (resp. p = 1 and kl > 0).
Lemma 2.2 is a generalization of the characterization (1.8) to include the cases when q, p can take the values 1 or ∞, replacing D with Ξ and redefining the coefficients in the series, where p or q is 1, as we did in Equation (2.9).
In order to justify the claim, we will use results from [BPP17] and [BPP18] , which are stated in a more general setting. Let U(p) be the locally compact group of the unitary p × p complex matrices. A continuous function Φ :
The following remark will be useful to translate from this setting to the case of complex spheres in which we are interested (see also [BPP17, Section 6]). 
Now Lemma 2.2 is obtained as follows:
1. When q, p ∈ N, q, p ≥ 2, the lemma is exactly the characterization (1.8).
2. When q = 1 and p ∈ N (or vice-versa) we can use Corollary 3.5 in [BPP17] , observing that we can identify functions on Ω 2 with periodic functions on R, and we can take the locally compact group L = U(p), obtaining a characterization for PD functions on Ω 2 × U(p). Then we can translate the characterization from U(p) to Ω 2p , using Remark 2.3.
3. When q = ∞ and p ∈ N (or vice-versa) we can use Theorem 1.3 in [BPP18] , taking the locally compact group L = U(p) and proceeding as above.
4. When q = p = ∞ the claim is a consequence of Theorem 4.1 in Section 4.
Proof of the main results
In the following we will need to consider matrices whose elements are described by many indexes: for this we will write
.,I, j=i,..,J, ... , where the indexes in the lower line are intended to be line indexes and those in the above line are column indexes. Also, we will specify the indexes alone when their ranges are clear.
Let q, p ∈ N ∪ {∞}. From (1.1) and (2.11), the definition of Positive Definiteness on Ω 2q × Ω 2p , for a continuous function f :
As a consequence, if we define the matrix A X associated to the function f and to the set X by
then:
• f is PD if, and only if, for every choice of L, X, and Let now f be a continuous function, PD on Ω 2q × Ω 2p , which we can write uniquely as in Lemma 2.2. If we define the set
, we can write
is the positive semidefinite matrix associated to X and to the function R q−2 m,n (ξ)R p−2 k,l (η). With these definitions, the following lemma holds.
Lemma 3.1. The matrix A X is a positive definite matrix if, and only if, the equivalence
holds true.
Lemma 3.1 is a consequence of the following one.
Lemma 3.2. Let A = j A j , where A j are positive semidefinite matrices. Then A is positive semidefinite and the condition that A is positive definite is equivalent to
Proof. First, c t Ac = j c t A j c ≥ 0, then one has that A is positive semidefinite too. If A is positive definite and c t A j c = 0 for every j, then of course c t Ac = 0 and so c = 0. Finally, if c t Ac = 0 then (sum of nonnegative terms) c t A j c = 0 ∀j; if we assume that this system implies c = 0 then A is positive definite.
In the following proposition we prove one of the two implications of Theorem 1.1. Proposition 3.3. Let q, p ∈ N∪{∞}, f be a continuous function which is PD on Ω 2q ×Ω 2p and consider
If f is SPD on Ω 2q × Ω 2p then
Proof. Assume J ′ ∩ (NZ + x) × (MZ + y) = ∅ for some N, M, x, y ∈ N. Without loss of generality we may assume M, N ≥ 2. Fix a point (z, w) ∈ Ω 2q × Ω 2p and take the set of points X = (e i2πτ /N z, e i2πσ/M w) ∈ Ω 2q × Ω 2p : τ = 1, .., N, σ = 1, .., M ; then, using the Equations (2.3-2.4), the matrix in (3.5) reads as By our assumption, for every (m, n, k, l) ∈ J, either m − n − x is not a multiple of N or k − l − y is not a multiple of M. This implies that one of the two sums in (3.9) is zero and then bc = 0. Then c is a nontrivial solution of the system in (3.6). We have thus proved that J ′ ∩ (NZ + x) × (MZ + y) = ∅ implies that f is not SPD.
The rest of this section is dedicated to proving the following proposition, which contains the remaining implication of Theorem 1.1.
Proposition 3.4. Let q, p, f and J ′ be as in Proposition 3.3. If condition (3.8) holds true, then f is SPD on Ω 2q × Ω 2p .
First of all, we prove the following consequence of condition (3.8). As a consequence (DZ + x) × (DZ + y) ∩ A = ∅, which contradicts (3.10).
The next step will be to prove that we can verify Strict Positive Definiteness only on certain special sets X ⊆ Ω 2q × Ω 2p (see Lemma 3.9).
In view of Lemma 2.1, when calculating R q−2 m,n (z µ · z ν ) and considering the limit for m + n → ∞, the obtained behavior is quite different if |z µ · z ν | < 1 or |z µ · z ν | = 1. In particular, we will have to treat carefully the cases when |z µ · z ν | = 1. This happens either if z µ = z ν (observe that the points in the set X must be distinct but they can have one of the two components in common), or if z µ = e iθ z ν with θ ∈ (0, 2π). In this last case we say that the two points z µ , z ν ∈ Ω 2q are antipodal. Our strategy to deal with antipodal points is inspired by [GM18] . We will say that a set of (distinct) points Y = {(z µ , w µ ) : µ = 1, . . . , L} in Ω 2q ×Ω 2p is Antipodal Free if the following property holds:
(AF) if µ = ν then |z µ · z ν | < 1 unless z µ = z ν and |w µ · w ν | < 1 unless w µ = w ν .
Of course, since the points in Y are distinct, if z µ = z ν then |w µ · w ν | < 1 (resp. if w µ = w ν then |z µ · z ν | < 1).
Remark 3.6. Since two distinct points in Ω 2 are always antipodal, if, for instance, q = 1, then, in an antipodal free set Y in Ω 2 × Ω 2p , all the z µ are the same and then |w µ · w ν | < 1 for µ = ν. When p = q = 1 then an antipodal free set Y in Ω 2 × Ω 2 contains a unique point (z, w).
Consider now an antipodal free set Y ⊆ Ω 2q × Ω 2p and two sets of angles Θ = {θ τ : τ = 1, . . . , t} and ∆ = {δ σ : σ = 1, . . . , s} in [0, 2π). We define the enhanced set associated to Y, Θ and ∆ as the set X = (e iθτ z µ , e iδσ w µ ) : µ = 1, . . . , L, τ = 1, . . . , t, σ = 1, . . . , s .
(3.11)
Observe that, by construction, the points that appear in X are all distinct (but now there exist many antipodal points among them).
The following lemma provides a sort of inverse construction.
Lemma 3.7. Given a finite set S ⊆ Ω 2q × Ω 2p one can always obtain an antipodal free set Y ⊆ Ω 2q × Ω 2p and two sets Θ and ∆ of angles in [0, 2π), such that S is contained in the enhanced set X associated to Y, Θ and ∆.
Proof. For a finite set X 1 ⊆ Ω 2q one can select a maximal subset Y 1 not containing antipodal points and then define the set Θ containing 0 and all the distinct θ ∈ (0, 2π) that are needed to produce the remaining points as e iθ z µ with z µ ∈ Y 1 . For the set S ⊆ Ω 2q × Ω 2p one produces with this algorithm a maximal subset Y 1 not containing antipodal points along with a corresponding set of angles Θ from all the first coordinates z in S, than a maximal subset Y 2 not containing antipodal points along with a corresponding set of angles ∆ from all the second coordinates w in S.
Then Y := Y 1 × Y 2 will be such that S is contained in the enhanced set associated to Y, Θ and ∆.
The following two lemmas will make clear why it is useful to consider antipodal free sets.
is positive definite provided n = m, k = l and m + n, k + l are large enough.
Proof. Actually, the diagonal elements of the matrix are all equal to R q−2 m,n (1)R p−2 k,l (1) = 1, moreover, condition (AF) implies that if z µ ·z ν = 1 then |w µ ·w ν | < 1 and if w µ ·w ν = 1 then |z µ · z ν | < 1. As a consequence, the non-diagonal elements converge to zero by (2.6), when n = m, k = l and min {m + n, k + l} → ∞. Then the matrix, which is Hermitian and with real positive diagonal, becomes strictly diagonally dominant, thus positive definite ([HJ90, Theorem 6.1.10]).
Lemma 3.9. Let q, p ∈ N∪{∞} and f be a continuous function which is PD on Ω 2q ×Ω 2p . Then the following assertions are equivalent:
(ii) the matrix A X defined in (3.2) is positive definite for every finite set X being the enhanced set associated to some antipodal free set Y ⊆ Ω 2q × Ω 2p and two sets Θ and ∆ of angles in [0, 2π).
Proof. First observe that (i) is equivalent to:
(iii) A S is a positive definite matrix for every finite set S ⊆ Ω 2q × Ω 2p .
The implication (iii) =⇒ (ii) is trivial. In order to prove that (ii) =⇒ (iii) observe that, given S, one can obtain X as described in Lemma 3.7: since S ⊆ X, then A S is a principal submatrix of the positive definite matrix A X and then it is a positive definite matrix itself.
At this point we can prove Proposition 3.4.
Proof of Proposition 3.4. Let X (finite) be the enhanced set associated to an antipodal free set Y ⊆ Ω 2q × Ω 2p and two sets Θ and ∆ of angles in [0, 2π) and consider the system
In view of the Lemmas 3.1 and 3.9, all we have to do is to prove that this system implies c = 0. Using the property in (2.4), with the notation introduced in (3.11) for the elements of X, we have
It is convenient to write this matrix as a block matrix as follows:
τ,σ λ,ζ . The vector c will be correspondingly split as
We have then
Similar to the proof of Proposition 3.3, the matrix A m,n,k,l factors as
then we may write
Observe that since Y is antipodal free we will be able to use Lemma 3.8 in order to discuss this quadratic form.
We suppose now for the sake of contradiction that c = 0. Without loss of generality we assume that c 1,1 1 = 0 and we first aim to prove that
for certain (m, n, k, l) ∈ J. Actually, by the Theorem 2.4 and the Lemmas 2.5 and 2.6 in [GMP17] , which use the theory of linear recurrence sequences, and in particular a generalization of the Skolen- is not zero for all (α, β) in the set P := (NZ + x) × (MZ + y). By Lemma 3.5 applied to J ′ , there exists a sequence S := {(α i , β i )} ⊆ P ∩ J ′ such that |α i |, |β i | → ∞. As a consequence, (3.14) holds true for every (m, n, k, l) ∈ J such that (m − n, k − l) ∈ S. Now we can select (m − n, k − l) ∈ S with |m − n|, |k − l| as large as we want (which implies that m = n, k = l and that m + n and k + l are also large). For the corresponding (m, n, k, l) ∈ J, the equation in (3.12) can not be zero in view of Equation (3.14) and Lemma 3.8.
We have then proved that a nontrivial solution of system (3.12) can not exist.
Remark 3.10. Observe that in the case p = q = 1, in view of Remark 3.6, the sum in Equation (3.13) has only one term which is |bc 1 | 2 , then the contradiction follows readily after proving (3.14).
At this point, Theorem 1.1 is a consequence of the Propositions 3.3 and 3.4. The Theorems 1.2 and 1.3 follow from the same two propositions after translating back from the expansion in Lemma 2.2 to the usual ones in the Equations (1.10) and (1.11) (see in the Sections 2.1 and 2.2).
Characterization of Positive Definiteness on
In this section we aim to prove the following:
(4.1)
Moreover, the series in Equation (4.1) is uniformly convergent on D × D.
In the proof we will use ideas from [BPP18] and we will need the following lemma, whose proof is analogous to that of Lemma 4.1 in [BPP18] and will be omitted.
Lemma 4.2. Let q, p ∈ N ∪ {∞} , q, p ≥ 2 and f : D × D → C be a continuous and PD function on Ω 2q × Ω 2p . Given points w 1 , . . . , w L ∈ Ω 2p and numbers c 1 , . . . , c L ∈ C, the function F : D → C defined by
is continuous and PD on Ω 2q .
Proof of Theorem 4.1. First observe that f is PD on Ω ∞ × Ω ∞ if, and only if, f is PD on Ω 2q × Ω 2p for every q, p ≥ 2. It is also easy to see that the function g(ξ) = ξ, ξ ∈ D, is PD on Ω 2q for every q ≥ 2, as well as its conjugate. By the Schur Product Theorem for Positive Definite kernels, cf. [BCR84, Theorem 3.1.12], one obtains that also h(ξ) = ξ m ξ n is PD on Ω 2q for q ≥ 2 and m, n ∈ Z + , and that ξ m ξ n η k η l is PD on Ω 2q × Ω 2p for q, p ≥ 2 and m, n, k, l ∈ Z + . As a consequence, any function of the form (4.1) is continuous and PD on Ω 2q × Ω 2p for every q, p ≥ 2, and then on Ω ∞ × Ω ∞ too.
Now let the continuous function
consider the special case of (4.2) with L = 2, q = ∞, p = 2, w 1 = (η, w), w 2 = (1, 0) ∈ Ω 4 , c 1 = 1, c 2 = c, that is,
By Lemma 4.2, F η,c is a continuous PD function on Ω ∞ . Then, using a theorem due to Christensen and Ressel, see [CR82] , it can be written as
where a m,n (η, c) ≥ 0 are uniquely determined and satisfy m,n∈Z + a m,n (η, c) < ∞. 1.6) , the set {(m, k) ∈ Z 2 : a |m|,|k| > 0} intersects every product of full arithmetic progressions in Z, that is,
Actually, condition (5.1) has more similarities with the conditions we obtain here in the Theorems 1.1, 1.2 and 1.3 for the complex spheres, where an intersection with every product of full arithmetic progressions in Z is required, rather than with the known conditions for real spheres in higher dimensions, where only progressions of step 2 are involved (see Equations (1.3) and (1.7)).
The polynomials P 0 m in (1.6) are also known as Tchebichef polynomials of the first kind (see [Sze59, page 29] ) and can be written as P 0 m (cos φ) = cos(mφ), φ ∈ [0, π]. As a consequence, a way of writing (1.6) often used in literature when p = q = 1 is the following:
Below, we will show that one can establish a correspondence between PD (and between SPD) functions on S 1 × S 1 and a subset of those on Ω 2 × Ω 2 . We will do it first for the case of a single sphere.
Lemma 5.1. There exists a bijection between PD (resp. SPD) functions on S 1 and PD (resp. SPD) functions on Ω 2 which are invariant under conjugation, that is, f (e iφ ) = f (e −iφ ), φ ∈ [0, 2π).
Proof. Let f : ∂D → C be a PD function on Ω 2 satisfying f (e iφ ) = f (e −iφ ), then it is real valued and it only depends on the real part. Consider the bijection
and the surjective map
which admits a right inverse C − : x → e i arccos(x) . Then C • C − = id [−1,1] and since f only depends on the real part,
Also observe that C(w · w ′ ) = Aw · R Aw ′ , w, w ′ ∈ Ω 2 . (5.4) Therefore, the bijection in the claim is the following:
whose inverse is given by B −1 : f → f := f • C .
Actually, for kernels K and K associated, respectively, to f and f , it holds, by (5.3-5.4),
then the definition of PD (resp. SPD) in (1.1) becomes equivalent for the two kernels.
The case on a product of spheres is very similar.
Lemma 5.2. There exists a bijection between PD (resp. SPD) functions on S 1 × S 1 and PD (resp. SPD) functions on Ω 2 × Ω 2 that are invariant under conjugation in both variables, that is, f (e iφ , e iψ ) = f (e −iφ , e iψ ) = f (e iφ , e −iψ ), φ, ψ ∈ [0, 2π).
Proof. Consider a function f : ∂D × ∂D → C which is PD on Ω 2 × Ω 2 and satisfies f (e iφ , e iψ ) = f (e −iφ , e iψ ) = f (e iφ , e −iψ ), then it is real valued and it only depends on the real part of both e iφ and e iψ . Thus the proof follows the same lines as that of Lemma 5.1, where now the bijection is defined as B : f → f (△, ⋆) := f (C − (△), C − (⋆)) .
Now we need to establish the correspondence between the coefficients in the expansions of f and f .
For the single sphere case, a continuous function f which is PD on Ω 2 can be written as in (2.8). The condition that f is invariant under conjugation, assumed in Lemma 5.1, is equivalent to a m = a −m , m ∈ Z, then we can rewrite Again, when considering the product of two spheres, the argument is similar. A continuous function f , which is PD on Ω 2 × Ω 2 , is written as in (1.11) and the condition that f is invariant under conjugation in both variables, assumed in Lemma 5.2, is equivalent to a m,k = a −m,k = a m,−k = a −m,−k , m, k ∈ Z.
Then, proceeding as above, one obtains which then translates, via (5.9), to the condition (5.1) that we were seeking.
