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A p-ADIC INTERPRETATION OF SOME INTEGRAL IDENTITIES FOR
HALL-LITTLEWOOD POLYNOMIALS
VIDYA VENKATESWARAN
Abstract. If one restricts an irreducible representation Vλ of Gl2n to the orthogonal group (respectively the
symplectic group), the trivial representation appears with multiplicity one if and only if all parts of λ are even
(resp. the conjugate partition λ′ is even). One can rephrase this statement as an integral identity involving
Schur functions, the corresponding characters. Rains and Vazirani considered q, t-generalizations of such
integral identities, and proved them using affine Hecke algebra techniques. In a recent paper, we investigated
the q = 0 limit (Hall-Littlewood), and provided direct combinatorial arguments for these identities; this
approach led to various generalizations and a finite-dimensional analog of a recent summation identity
of Warnaar. In this paper, we reformulate some of these results using p-adic representation theory; this
parallels the representation-theoretic interpretation in the Schur case. The nonzero values of the identities
are interpreted as certain p-adic measure counts. This approach provides a p-adic interpretation of these
identities (and a new identity), as well as independent proofs. As an application, we obtain a new Littlewood
summation identity that generalizes a classical result due to Littlewood and Macdonald. Finally, our p-adic
method also leads to a generalized integral identity in terms of Littlewood-Richardson coefficients and Hall
polynomials.
1. Introduction
A crucial problem in representation theory can be described in the following way: let G and H be complex
algebraic groups, with an embedding H →֒ G. Also let V be a completely reducible representation of G, and
W an irreducible representation of H . What information can one obtain about [V,W ] := dim HomH(W,V ),
the multiplicity of W in V ? Here V is viewed as a representation of H by restriction. Such branching rules
have important connections to physics as well as other areas of mathematics. There are often beautiful
combinatorial objects describing these multiplicities. One prototypical example is that of the symmetric
groups G = Sn and H = Sn−1: the resulting rule has a particularly nice description in terms of Young
tableaux.
Two particularly interesting examples involving matrix groups are the restriction of Gl(2n) to Sp(2n)
(the symplectic group) and Gl(n) to O(n) (the orthogonal group); the combinatorics of these branching
rules was first developed by D. Littlewood and continues to be a well-studied and active area at the forefront
of algebraic combinatorics and invariant theory. These pairs are also important because they give examples
of symmetric spaces. That is, G is a reductive algebraic group and H is the fixed point set of an involution
on G; S = G/H is the resulting symmetric space. The multiplicities in these branching rules are given in
terms of Littlewood-Richardson coefficients, another important entity described in terms of tableaux and and
lattice permutations. In fact, since Schur functions are characters of irreducible polynomial representations
of Gl(2n), one may rephrase these rules in terms of Schur functions and symplectic characters (respectively,
orthogonal characters). This gives the following integral identities
Theorem 1.1. [4, 10] (1) For any even integer n ≥ 0, we have∫
S∈Sp(n)
sλ(S)dS =
{
1, if all parts of λ have even multiplicity
0, otherwise
(where the integral is with respect to Haar measure on the symplectic group).
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(2) For any integer n ≥ 0 and partition λ with at most n parts, we have∫
O∈O(n)
sλ(O)dO =
{
1, if all parts of λ are even
0, otherwise
(where the integral is with respect to Haar measure on the orthogonal group).
Proofs of these identities may be found in [10]; they involve structure results for the two Gelfand pairs
(GLn(H), Un(H)) and (GLn(R), On(R)). Using the Weyl integration formula, we may rephrase the above
identities in terms of the eigenvalue densities for the orthogonal and symplectic groups. For example, the
left hand side of the symplectic integral above can be rewritten as
(1)
1
2nn!
∫
T
sλ(z1, z
−1
1 , z2, z
−1
2 , . . . , zn, z
−1
n )
∏
1≤i≤n
|zi − z−1i |2
∏
1≤i<j≤n
|zi + z−1i − zj − z−1j |2dT,
where
T = {(z1, . . . , zn) : |z1| = · · · = |zn| = 1}
dT =
∏
j
dzj
2π
√−1zj
are the n-torus and Haar measure, respectively.
Macdonald polynomials, Pλ(x; q, t), are an important family of symmetric polynomials generalizing the
Schur polynomials (Pλ(x; t, t) = sλ(x)) (see [10]). In [13], Rains and Vazirani provided (q, t)-generalizations of
the restriction identities for Schur functions. That is, they exhibited densities such that when one integrates
a Macdonald polynomial against it (over the n-torus), the integral vanishes unless the indexing partition
satisfies an explicit condition. Moreover, when q = t, one obtains a known Schur identity. In fact, they
were also able to find Macdonald identities with interesting vanishing conditions, but whose significance is
unknown at the Schur level. To prove these results, Rains and Vazirani used techniques involving affine
Hecke algebras; however, this method does not work directly at q = 0 (another important special case of
Macdonald polynomials: the Hall-Littlewood polynomials, Pλ(x; t)), although one can obtain the results as
a limit.
In previous work [14], we provided a combinatorial approach for proving the results of Rains and Vazirani
at q = 0; this method allowed for several generalizations, one of which provided a connection with a sum-
mation identity of Warnaar [16]. We were also able to use this approach to settle some conjectures of Rains
at the q = 0 level. In some cases, the affine Hecke algebra technique of Rains and Vazirani allowed them to
determine when a given integral vanishes, but did not yield the nonzero values in the case that the integral
is non-vanishing. Using our method, we were able to compute these values explicitly.
This paper provides an interpretation of the results of [14] in terms of p-adic representation theory. The
motivation for this connection stems from the appearance of Hall-Littlewood polynomials in the represen-
tation theory of p-adic groups [9], [10, Ch. V]. In particular, let G = Gln(Qp), and let K = Gln(Zp) be
its maximal compact subgroup. Then G/K is the affine Grassmannian and the spherical Hecke algebra
H(G,K) is the convolution algebra of compactly supported, K-bi-invariant, complex valued functions on G;
it has a basis given by {cλ}l(λ)≤n, where cλ is the characteristic function of the double coset KpλK and
pλ = diag(pλ1 , . . . , pλn). Macdonald provides a Plancherel theorem in this context, where the zonal spherical
functions are given in terms of Hall-Littlewood polynomials with t = p−1. One consequence of this is another
interpretation of the statement of Hall-Littlewood orthogonality:
Proposition 1.2. [9], [10, Ch. V] For partitions λ, µ of length at most n, we have∫
T
Pλ(z1, . . . , zn; p
−1)Pµ(z
−1
1 , . . . , z
−1
n ; p
−1)∆˜
(n)
S (z; p
−1)dT =
n!
vn(p−1)
p−〈λ,ρ〉−〈µ,ρ〉
∫
G
cλ(g)cµ(g)dg,
where ρ = 12 (n− 1, n− 3, . . . , 1− n) and vn(p−1) =
(∏n
i=1(1− p−i)
)
/(1− p−1)n.
Here ∆˜S is the symmetric q = 0 Macdonald density [13]. Since the double cosets Kp
λK and KpµK do not
intersect unless λ = µ, the right hand side vanishes unless λ = µ. In the case λ = µ, one may also compute
the p-adic measure of KpλK using [9]; in particular, this provides an alternate approach for computing the
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left-hand side of the integral. Given the structural similarity between orthogonality and the vanishing results
of [14], we were lead to search for p-adic interpretations of the latter results.
In this paper, we show that the vanishing results for Hall-Littlewood polynomials have a p-adic interpre-
tation analogous to that of the Schur branching rules. We also consider some evaluation identities, and show
that they, too, may be proved using p-adic representation theory. More precisely, let F be a non-archimedean
local field with residual field of odd characteristic. Let E be an unramified quadratic extension of F . We set
up the following cases:
Cases G H
Case 1 Gl2n(F ) Gln(E)
Case 2 Gl2n(E) Gl2n(F )
Case 3 Gl2n(F ) Sp2n(F )
Case 4 Gl2n(F ) Gln(F )×Gln(F )
For simplicity, we will assume F = Qp and E = Qp(
√
a), for p an odd prime and a prime to p and without a
square root. However, our arguments used in this paper apply to any F,E satisfying the above conditions.
Let K denote the maximal compact subgroup of G and K ′ the maximal compact subgroup of H . In all four
cases, there is an embedding of H inside G, and an involution on G that has H as its set of fixed points;
S := G/H is the resulting p-adic symmetric space (see Background subsection 2 for more details). For these
symmetric spaces, relative zonal spherical functions and a Plancherel theorem were computed by Offen in
[11] and Hironaka-Sato in [3]. The method used is that of Casselman and Shalika [1, 2], who provide another
derivation of Macdonald’s formula for zonal spherical functions (see [9] for the general reductive group case)
using the theory of admissible representations of p-adic reductive groups. We use these works to prove the
following integral identities in the third section of the paper:
Theorem 1.3. Let l(λ) ≤ 2n, l(µ) ≤ n, and cλ ∈ H(G,K) be the characteristic function of the double coset
KpλK. Then we have the following integral evaluations
(1) (Case 1)
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x; p−1;±p−1/2, 0, 0)dT
= p〈µ,ρ1〉−〈λ,ρ2〉
V0
Vµ
∫
H
cλ(gµh)dh
(2) (Case 2)
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−2)KBCnµ (x; p
−2; 1, p−1, 0, 0)∆˜
(n)
K (x; p
−2; 1, p−1, 0, 0)dT
= p2〈µ,ρ1〉−2〈λ,ρ2〉
V0
Vµ
∫
H
cλ(gµk0h)dh
(3) (Case 3)
1
Z
∫
T
P
(2n)
λ (p
±1/2xi; p
−1)P (n)µ (x
−1; p−2)∆˜
(n)
S (x; p
−2)dT
= p〈µ,ρ3〉−〈λ,ρ2〉
V0
Vµ
∫
H
cλ(g−µh)dh
(4) (Case 4)
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1; p−1/2, p−1/2, 0, 0)∆˜
(n)
K (x; p
−1; p−1/2, p−1/2, 0, 0)dT
= p〈µ,ρ1〉−〈λ,ρ2〉
V0
Vµ
∫
H
cλ(gµk0h)dh
where ρ1 = (n − 1/2, n− 3/2, . . . , 1/2) ∈ Cn, ρ2 = (n − 1/2, n− 3/2, . . . , 1/2− n) ∈ C2n, ρ3 = (n − 1, n−
3, . . . , 1−n) ∈ Cn and the normalization Z is the evaluation of the integral at λ = µ = 0. Thus, when µ = 0,
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up to a scaling factor it is equal to ∫
H
cλ(h)dh.
Explicit formulas for Vµ, gµ ∈ G, and k0 ∈ K for each case may be found in Sections 2 and 3, respectively.
Also, KBCnµ (x; t; a, b, c, d) are the Koornwinder polynomials at q = 0; they are generalizations of symplectic
and orthogonal group characters and multivariate generalizations of Askey-Wilson polynomials, see [7].
These Laurent polynomials are invariant under permutations of variables and inverting variables. We note
the symmetric function theory interpretation of the above identities: in Case 1 for example, if one expands
the specialized Hall-Littlewood polynomial P
(2n)
λ (x
±1
i ; t) in terms of the corresponding Koornwinder basis,
the integral gives the coefficient on KBCnµ (x; t;±
√
t, 0, 0) (with t = p−1).
In the first three cases, specializing µ = 0 in the above theorem provides an interpretation of Corollary
14, Corollary 15 and Theorem 22 of [14] using p-adic representation theory. It also provides a p-adic proof of
these identities: we will evaluate the right hand side by using the Cartan decompositions for G and H , along
with some measure computations. As a consequence, we will show that the µ = 0 version of the integrals
above in Case (1) and (3) vanish unless λ = ν2 for some ν (resp. λ = νν¯), and if this is satisfied it is a
certain p-adic measure count. In Case (2), we obtain an explicit integral evaluation at µ = 0, again in terms
of a rational function arising from a certain p-adic quantity. The last case, Case (4), provides a new integral
evaluation at µ = 0, which is a t-generalization of Theorem 1.1 part (1) (in a different direction than Case
(1), which is also a t-generalization of the same result). One can refer to Theorem 3.8 within the paper for
details.
We remark that the above integrals at µ = 0 have a direct application to Littlewood summation identities.
Indeed, as demonstrated in [14], one can start with the integral identities and use a procedure of [12] to show
that in the n → ∞ limit, one obtains a Littlewood summation identity. In particular, we do this for Case
(4) in this paper and obtain a new Littlewood summation identity:
Theorem 1.4. The following formal identity holds:
∑
µ,ν
Pµ∪ν(x; t)t
〈µ+ν,ρ〉− 12 〈µ∪ν,ρ〉
bµ∪ν(t)
bµ(t)bν(t)
=
∏
j<k
1− txjxk
1− xjxk
∏
j
1 +
√
txj
1−√txj
,
where ρ = (1, 3, 5, . . . ).
One can refer to Section 2 for the definition of bλ(t), µ ∪ ν etc. This is a t-generalization of the classical
Littlewood identity for Schur functions (see [8], [10]):∑
λ
λ′ even
sλ(x) =
∏
i<j
1
1− xixj .
Our method of using integration over p-adic groups supports a generalization of the usual vanishing
identities at the Hall-Littlewood level; this is provided in the second part of the paper, and we briefly detail
it here. Note that Theorem 1.1 part (1) provides the coefficient on the trivial character when one expands
the restricted Schur function in the basis of symplectic characters. A natural question, then, is whether
there are interesting vanishing conditions for the other coefficients in this expansion. This is addressed by
the following classical result:
Theorem 1.5. (Littlewood and Weyl) If l(λ) ≤ n, we have the branching rule
s
(2n)
λ (x
±1) =
∑
l(µ)≤n
spµ(x1, . . . , xn)
( ∑
β∈Λ+2n
β=ν2
cλµ,β
)
,
where cλµ,β are the Littlewood-Richardson coefficients and spµ is an irreducible symplectic character.
One may rephrase this in terms of an integral identity as follows: for l(λ) ≤ n, the integral∫
S∈Sp(2n)
sλ(S)spµ(S)dS
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vanishes if and only if cλµ,β = 0 for all β = ν
2 := (ν1, ν1, ν2, ν2, . . . ) ∈ Λ+2n. We prove the following t-analog
of this result:
Theorem 1.6. Let λ, µ ∈ Λ+n . Then the following three statements are equivalent:
(1) The generalized integral
1∫
T
∆˜
(n)
K (x;±
√
t, 0, 0; t)dT
∫
T
P
(2n)
λ (x
±1
i ; t)K
BCn
µ (x; t;±
√
t, 0, 0)∆˜
(n)
K (x;±
√
t, 0, 0; t)dT
vanishes as a rational function of t.
(2) The Hall polynomials
gλµ,β(t)
vanish as a function of t, for all β ∈ Λ+2n with β = ν2 for some ν.
(3) The Littlewood-Richardson coefficients
cλµ,β
are equal to 0 for all β ∈ Λ+2n with β = ν2 for some ν.
The proof of this relies on p-adic arguments similar to those used to prove Theorem 1.3, as well as some
technical arguments involving Hall polynomials. We also provide some examples following the proof of The-
orem 1.6 that makes use of known information about the vanishing of the Littlewood-Richardson coefficients
(or Hall polynomials).
In the first section of the paper, we’ll review some relevant background and notation. In the second
section, we’ll give an interpretation of some identities in [14] using p-adic representation theory that may be
viewed as an analog of the Schur identities. Finally, in the last section, we’ll use this approach to provide a
generalization of the integral identities considered in this paper.
Acknowledgements: The author would like to thank E. Rains for initially suggesting this problem and
for many helpful conversations along the way. She would also like to thank A. Borodin and M. Vazirani for
useful discussions. She also thanks O. Warnaar for pointing out a typo in the density computation in Case
4 in an earlier version of this article.
2. Background
2.1. Symmetric function theory. We first review the relevant notations that we will be using in this
paper.
Let
Λ+n = {(λ1, . . . , λn) ∈ Zn|λ1 ≥ · · · ≥ λn ≥ 0}
be the set of partitions. We will refer to the λi as the parts of λ. The length of a partition λ is the number of
nonzero λi. Also let mi(λ) be the number of λj equal to i for each i ≥ 0; this is the multiplicity of the part
i in λ. We will write λ = µ2 if λ = (µ1, µ1, µ2, µ2, . . . ) and we will say λ has all parts occuring with even
multiplicity. Note that this is the same as the conjugate partition λ′ having all even parts. For example, if
λ = (3, 3, 2, 2, 1, 1, 1, 1) then λ = µ2 with µ = (3, 2, 1, 1).
Following [10], we define λ∪µ to be the partition whose parts are those of λ and µ, arranged in descending
order. For example, if λ = (3, 2, 1) and µ = (2, 2) then λ ∪ µ = (3, 2, 2, 2, 1). Also 〈λ, µ〉 = λ · µ =
λ1µ1 + · · ·+ λnµn.
We define
ρ1 = (n− 1/2, n− 3/2, . . . , 1/2) ∈ Cn
ρ2 = (n− 1/2, n− 3/2, . . . , 1/2− n) ∈ C2n
ρ3 = (n− 1, n− 3, . . . , 1− n) ∈ Cn;
which will be used throughout the paper.
The symmetric q = 0 Macdonald density [13] is
∆˜
(n)
S (x; t) =
1
n!
∏
1≤i6=j≤n
1− xix−1j
1− txix−1j
(2)
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and the symmetric q = 0 Koornwinder density [7] is
(3) ∆˜
(n)
K (x; t; a, b, c, d) =
1
2nn!
∏
1≤i≤n
1− x±2i
(1 − ax±1i )(1 − bx±1i )(1− cx±1i )(1− dx±1i )
∏
1≤i<j≤n
1− x±1i x±1j
1− tx±1i x±1j
,
where we write 1 − x±2i for the product (1 − x2i )(1 − x−2i ) and 1 − x±1i x±1j for (1 − xixj)(1 − x−1i x−1j )(1 −
x−1i xj)(1 − xix−1j ) etc.
Hall-Littlewood polynomials P
(n)
λ (x; t) indexed by partitions λ with length at most n form an orthogonal
basis with respect to (2). Similarly, Koornwinder polynomials K
(n)
µ (x; t; a, b, c, d) indexed by partitions µ
with length at most n form an orthogonal basis with respect to (3). An explicit formula forK
(n)
µ (x; t; a, b, c, d)
was provided in [15].
We also define
vm(t) =
m∏
i=1
1− ti
1− t =
φm(t)
(1− t)m .
We use this to define
vλ(t) =
∏
i≥0
vmi(λ)(t);
this is the factor that makes the Hall-Littlewood polynomials of type A monic. Also let
bλ(t) =
∏
i≥1
φmi(λ)(t).
Finally, for ease of notation, we set-up some shorthand notation for some specific densities that will be
used throughout the paper. Let p be a prime, and define
(4) ∆1 = ∆˜
(n)
K (x; p
−1;±p−1/2, 0, 0)
(5) ∆2 = ∆˜
(n)
K (x; p
−2; 1, p−1, 0, 0)
(6) ∆3 = ∆˜
(n)
S (x; p
−2)
(7) ∆4 = ∆˜
(n)
K (x; p
−1; p−1/2, p−1/2, 0, 0).
2.2. P -adic represention theory. Let F be a non-archimedean local field with residual field of odd char-
acteristic. Let E be an unramified quadratic extension of F . We set up the following cases corresponding to
the above theorems:
Case 1: G = Gl2n(F ), H = Gln(E)
Case 2: G = Gl2n(E), H = Gl2n(F )
Case 3: G = Gl2n(F ), H = Sp2n(F )
Case 4: G = Gl2n(F ), H = Gln(F )×Gln(F ).
For simplicity, from now on we will assume F = Qp and E = Qp(
√
a), for p an odd prime and a prime
to p and without a square root. However, the argument applies to any F,E satisfying the above conditions.
The number of elements in the residual field of F is p, and for E it is p2. Throughout, we will use K to
denote the maximal compact subgroup of G (so K = Gl2n(Zp) in Cases 1 and 3 and K = Gl2n(Zp(
√
a)) in
Case 2) and K ′ the maximal compact subgroup of H .
Define
Λ+n = {λ = (λ1, . . . , λn) ∈ Zn|λ1 ≥ · · · ≥ λn ≥ 0}
and
Λn = {λ = (λ1, . . . , λn) ∈ Zn|λ1 ≥ · · · ≥ λn},
so that Λ+n is the set of partitions with length at most n, while λ ∈ Λn is allowed to have negative parts.
We set-up some notation following [11], [3]. Let g 7→ g∗ denote the involution on G given by:
Case 1: g∗ = g−1.
Case 2: g∗ = g¯−1.
Case 3: g∗ = gt.
A p-ADIC INTERPRETATION OF SOME INTEGRAL IDENTITIES FOR HALL-LITTLEWOOD POLYNOMIALS 7
Case 4: g∗ = ǫg−1ǫ, where
ǫ =
(
In 0
0 −In
)
∈ G
Fix the element s0 ∈ G to be
s0 =


(
0 wn
awn 0
)
, Case 1
I2n, Case 2
Jn, Case 3
I2n, Case 4
,
where Jn = (
0 In
−In 0
) and wn is the n× n matrix with ones on the anti-diagonal and zeroes everywhere else.
Define S = G · s0, where the action is g · s0 = gs0g∗. In all cases, H may be identified with the stabilizer of
s0 in G:
In Case 1:
Stab(s0) =
{(
i j
awnjwn wniwn
)
∈ G|i, j ∈ Gln(Qp)
}
∼= Gln(Qp(
√
a)).
In Case 2:
Stab(s0) = GL2n(F ).
In Case 3:
Stab(s0) = Sp2n(F )
In Case 4:
Stab(s0) =
{(
g1 0
0 g2
)
∈ G|g1, g2 ∈ Gln(Qp)
}
∼= Gln(Qp)×Gln(Qp).
In Case 1, we identify the maximal compact subgroup K ′ = Gln(Zp(
√
a)) ⊂ Gln(Qp(
√
a)) with K ∩H ⊂
Gl2n(Qp). In the other two cases, K
′ = Gl2n(Zp) and Sp2n(Zp), respectively. (In all cases, we identify K
′
(the maximal compact subgroup of H) with its image in G under the corresponding embedding.) The map
θ : G→ S defined by θ(g) = gs0g∗ = g · s0 induces a bijection between G/H and S.
Let H(G,K) be the Hecke algebra of G with respect to K; it is the convolution algebra of compactly
supported, K-bi-invariant, complex valued functions on G. Let C∞(K \ S) be the space of K-invariant
complex valued functions on S. Also define S(K \S) to be the H(G,K)-submodule of K-invariant functions
on S with compact support. Define a H(G,K)-module structure on C∞(K \S) via the convolution operation
f ⋆ φ(s) =
∫
G
f(g)φ(g−1 · s)dg
where f ∈ H(G,K) and φ ∈ C∞(K \ S) and dg is the Haar measure on G normalized so ∫
K
dg = 1.
Definition 2.1. [11, 3] A relative spherical function on S is an eigenfunction Ω ∈ C∞(K \S) of H(G,K)
under this convolution, normalized so that Ω(s0) = 1.
Define the elements dλ in G as follows:
Case 1:
dλ = antidiag.(p
λ1 , . . . , pλn , ap−λn , . . . , ap−λ1).
Case 2:
dλ = antidiag.(p
λ1 , . . . , pλn , p−λn , . . . , p−λ1).
Case 3:
dλ = antidiag.(p
λ1 , . . . , pλn ,−pλn , . . . ,−pλ1).
Case 4:
dλ = antidiag.(p
λ1 , . . . , pλn ,−p−λn , . . . ,−p−λ1).
Note that d0 = s0 in Cases 1 and 3.
Theorem 2.2. [11, Proposition 3.1], [3] The K-orbits of S are given by the disjoint union
S = ∪K · dλ,
varying over λ ∈ Λ+n .
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Let chλ denote the characteristic function for the K-orbit K · dλ, then the space S(K \ S) is spanned by
the functions {chλ|λ ∈ Λ+n }.
Theorem 2.3. (Cartan decomposition for G, see [10] for example) We have the disjoint union
G = ∪KpλK,
varying over λ ∈ Λ2n, and pλ denotes the diagonal matrix diag.(pλ1 , pλ2 , . . . , pλ2n).
Let cλ, with λ ∈ Λ2n, be the characteristic function for the double coset KpλK inside G. These functions
form a basis for H(G,K).
Let the constant Vλ (for any l(λ) ≤ n) be given via the following integral evaluations (see Equations 4, 5,
6, 7 for notation):
In Case 1:
1
Vλ
=
∫
T
KBCnλ (x; p
−1;±p−1/2, 0, 0)2∆1dT
In Case 2:
1
Vλ
=
∫
T
KBCnλ (x; p
−2; 1, p−1, 0, 0)2∆2dT
In Case 3:
1
Vλ
=
∫
T
P
(n)
λ (x; p
−2)P
(n)
λ (x
−1; p−2)∆3dT
In Case 4:
1
Vλ
=
∫
T
KBCnλ (x; p
−1; p−1/2, p−1/2, 0, 0)2∆4dT
In particular, V0 is the reciprocal of the integral of the density function in each of the cases. Note that for
Cases 1, 2, and 4, the Vλ are determined explicitly in [15] for general parameters t0, . . . , t3 of the Koornwinder
q = 0 polynomials and in [9] for these choices of parameters. In the third case, the norm is computed in [14],
for example.
Finally, for z = (z1, . . . , zn) ∈ Cn and f ∈ H(G,K), define (for Case 1, Case 2, and Case 4)
f˜(z) = fˆ(z1, . . . , zn,−z1, . . . ,−zn)
whereˆdenotes the Satake transform on H(G,K). For Case 3, define
f˜(z) = fˆ(z1 + 1/2, z1 − 1/2, . . . , zn + 1/2, zn − 1/2)
In fact by [11, Lemma 4.2] and [3, Lemma 2.1], f → f˜(z) is the eigenvalue map, that is
(f ⋆ Ωz)(s) = f˜(z)Ωz(s),
where Ωz(s), z ∈ Cn are the relative spherical functions, as determined in [11] and [3].
Also for f ∈ H(G,K), g ∈ G put fˇ(g) := f(g−1).
3. Main Results
In this section, we will prove Theorem 1.3 and discuss the related corollaries. The technique is to use the
results of [11, 3] as well as additional p-adic arguments.
Proposition 3.1. Let l(λ) ≤ 2n and l(µ) ≤ n. Then we have∫
S
(cλ ⋆ ch0)(s)chµ(s)ds
=


p〈µ,ρ1〉+〈λ,ρ2〉
Z
∫
T P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆1dT, in Case 1
p2〈µ,ρ1〉+2〈λ,ρ2〉
Z
∫
T P
(2n)
λ (x
±1
i ; p
−2)KBCnµ (x; p
−2; 1, p−1, 0, 0)∆2dT, in Case 2
p〈µ,ρ3〉+〈λ,ρ2〉
Z
∫
T P
(2n)
λ (p
±1/2xi; p
−1)P
(n)
µ (x−1; p−2)∆3dT, in Case 3
p〈µ,ρ1〉+〈λ,ρ2〉
Z
∫
T P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1; p−1/2, p−1/2, 0, 0)∆4dT, in Case 4,
where ρ1 = (n − 1/2, n− 3/2, . . . , 1/2) ∈ Cn, ρ2 = (n − 1/2, n− 3/2, . . . , 1/2− n) ∈ C2n, ρ3 = (n − 1, n−
3, . . . , 1− n) ∈ Cn and the normalization Z is the evaluation of the integral at λ = µ = 0.
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Proof.
Case 1. We use the spherical Fourier transform on S(K \ S):∫
S
f1(s)f2(s)ds =
∫
T
fˆ1(z)fˆ2(z)dµ(z);
here dµ(z) is the Plancherel measure on S(K \ S). We apply this to∫
S
(cλ ⋆ ch0)(s)chµ(s)ds.
Note that the spherical Fourier transform satisfies (by Lemma 4.4 [11])
(cλ ⋆ ch0)ˆ(z) = c˜λ(z)cˆh0(z) = c˜λ(z),
since cˆh0(s) = 1. Here
c˜λ(z) = cˆλ(z1, . . . , zn,−z1, . . . ,−zn)
where cˆλ denotes here the usual Satake transform on H(Gl2n(Qp), Gl2n(Zp)). But [10, Ch. V] , this is equal
to
p〈λ,ρ2〉P
(2n)
λ (p
−z1 , . . . , p−zn , pz1 , . . . , pzn ; p−1).
Also, using [11] Theorem 1.2 and Proposition 5.15, we have
ˆchµ(z) =
{∫
K·dµ
ds
}
Ωz(dµ) =
{
p2〈µ,ρ1〉
V0
Vµ
}
p−〈µ,ρ1〉
Vµ
V0
KBCnµ (p
zi ; p−1;±p−1/2, 0, 0)
= p〈µ,ρ1〉KBCnµ (p
zi ; p−1;±p−1/2, 0, 0).
Finally, by [11] Theorem 1.3 the Plancherel density is
∆˜
(n)
K (p
zi ; p−1;±p−1/2, 0, 0)∫
T
∆˜
(n)
K (p
zi ; p−1;±p−1/2, 0, 0)dT
.
Combining these, using Equation 4, and putting xi = p
zi gives the result.
Case 2. The argument is the same as Case 1, but the Plancherel measure and zonal spherical functions
are different. We indicate the differences (see the above references of [11] but for Case 2, and [10, Ch. V]
for the group Gl2n(E)):
c˜λ(z) = cˆλ(z1, . . . , zn,−z1, . . . ,−zn) = p2〈λ,ρ2〉P (2n)λ (p−2z1 , . . . , p−2zn , p2z1 , . . . , p2zn ; p−2).
We also have
ˆchµ(z) =
{∫
K·dµ
ds
}
Ωz(dµ) =
{
p4〈µ,ρ1〉
V0
Vµ
}
p−2〈µ,ρ1〉
Vµ
V0
KBCnµ (p
2zi ; p−2; 1, p−1, 0, 0)
= p2〈µ,ρ1〉KBCnµ (p
2zi ; p−2; 1, p−1, 0, 0).
Finally, the Plancherel density is
∆˜
(n)
K (p
2zi ; p−2; 1, p−1, 0, 0)∫
T
∆˜
(n)
K (p
2zi ; p−2; 1, p−1, 0, 0)dT
.
Combining these, and putting xi = p
2zi gives the result.
Case 3. The argument is the same as in the above cases, but the Plancherel measure and zonal spherical
functions are different. We indicate the differences (see [3]):
c˜λ(z) = cˆλ(z1 + 1/2, z1 − 1/2, . . . , zn + 1/2, zn − 1/2)
= p〈λ,ρ2〉P
(2n)
λ (p
−z1−1/2, p−z1+1/2, . . . , p−zn−1/2, p−zn+1/2; p−1).
We also have
ˆchµ(z) =
{∫
K·dµ
ds
}
Ωz(dµ) =
{
p2〈µ,ρ3〉
V0
Vµ
}
p−<µ,ρ3>
Vµ
V0
Pµ(p
z1 , . . . , pzn ; p−2)
= p〈µ,ρ3〉Pµ(p
z1 , . . . , pzn ; p−2).
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Finally, the Plancherel density is
∆˜
(n)
S (p
zi ; p−2)∫
T ∆˜
(n)
S (p
zi ; p−2)dT
.
Combining these, and putting xi = p
zi gives the result.
Case 4. The argument is the same as Case 1, but the Plancherel measure and zonal spherical functions
are different. We indicate the differences (see the above references of [11] but for Case 1, as well as [10]):
c˜λ(z) = p
〈λ,ρ2〉P
(2n)
λ (p
−z1 , . . . , p−zn , pz1 , . . . , pzn ; p−1).
We also have
ˆchµ(z) =
{∫
K·dµ
ds
}
Ωz(dµ) =
{
p2〈µ,ρ1〉
V0
Vµ
}
p−〈µ,ρ1〉
Vµ
V0
KBCnµ (p
zi ; p−1; p−1/2, p−1/2, 0, 0)
= p〈µ,ρ1〉KBCnµ (p
zi ; p−1; p−1/2, p−1/2, 0, 0).
Finally, the Plancherel density is
∆˜
(n)
K (p
zi ; p−1; p−1/2, p−1/2, 0, 0)∫
T
∆˜
(n)
K (p
zi ; p−1; p−1/2, p−1/2, 0, 0)dT
.
Combining these, and putting xi = p
zi gives the result.

Definition 3.2. Let gµ = diag(1, . . . , 1, p
−µn , . . . , p−µ1) ∈ Gl2n(Qp) for µ = (µ1, . . . , µn).
Proposition 3.3. We have
∫
S
(cˇλ ⋆ ch0)(s)chµ(s)ds =


p2〈µ,ρ1〉 V0Vµ
∫
H cλ(gµh)dh, in Case 1
p4〈µ,ρ1〉 V0Vµ
∫
H cλ(gµk0h)dh, in Case 2
p2〈µ,ρ3〉 V0Vµ
∫
H
cλ(g−µh)dh, in Case 3
p2〈µ,ρ1〉 V0Vµ
∫
H cλ(gµk0h)dh, in Case 4,
where k0 ∈ K is a specific element in Cases 2,4. In particular, when µ = 0, the RHS is
∫
H
cλ(g)dg.
Proof.
Case 1: We first note that d0 = s0 in this case. We have∫
S
(cλ ⋆ ch0)(s)chµ(s)ds =
∫
K·dµ
(cλ ⋆ ch0)(s) = meas.(K · dµ)(cλ ⋆ ch0)(dµ),
where the first equality follows since chµ(s) vanishes off of K · dµ, and the second follows since (cλ ⋆ ch0) is
K-invariant. Now by definition of the convolution action, we have
(cλ ⋆ ch0)(dµ) =
∫
G
cλ(g
−1)ch0(g · dµ)dg.
Letting Hµ = {g ∈ G|g · d0 = dµ}, we have
g · dµ ∈ K · d0 ⇔ (kg) · dµ = d0 for some k ∈ K ⇔ g ∈ KH−1µ .
Now one can check that gµ · d0 = dµ, so that Hµ = gµH (clearly gµH ⊂ Hµ, for the other direction let
g ∈ Hµ then g · d0 = dµ = gµ · d0, so g−1µ g ∈ H) and so KH−1µ = KHg−1µ . Thus, the above integral can be
rewritten as ∫
KHg−1µ
cλ(g
−1)dg =
∫
KH
c−λ(gg
−1
µ )dg.
Finally, write
KH = ∪Kxi,
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a disjoint union and xi ∈ H . Then we claim H = ∪K ′xi, again a disjoint union. That the union is contained
inside H is clear, suppose next that h ∈ H . But then h = kxi for some k ∈ K and xi. But since h, xi ∈ H
we have k ∈ H , i.e., k ∈ K ′. Clearly the union is disjoint, since K ′xi ⊂ Kxi for all i. Thus,∫
KH
c−λ(gg
−1
µ )dg =
∑
xi
∫
Kxi
c−λ(gg
−1
µ )dg =
∑
xi
c−λ(xig
−1
µ )dg
=
∑
xi
∫
K′xi
c−λ(xig
−1
µ )dg =
∫
H
c−λ(hg
−1
µ )dh.
Finally, we have to multiply this by meas.(K · dµ), see the previous proof for these values in each Case.
Case 3: Analogous to Case 1, except that g−µ · d0 = dµ, so one uses g−µ instead of gµ.
Case 2 and Case 4: We have s0 = I2n 6= d0. In both cases, s0 ∈ K · d0, so s0 = k0 · d0 for some k0 ∈ K.
Then one can check that Stab(d0) = k
−1
0 Hk0, so that Hµ = gµk
−1
0 Hk0 in the proof above. Using this, we
have KH−1µ = Kk
−1
0 Hk0g
−1
µ = KHk0g
−1
µ , so repeating the arguments of Case 1, we have∫
KHk0g
−1
µ
cλ(g
−1)dg =
∫
KH
c−λ(gk0g
−1
µ )dg.
Exactly as argued in Case 1, we have∫
KH
c−λ(gk0g
−1
µ )dg =
∫
H
c−λ(hk0g
−1
µ )dh.
Finally, we have to multiply this by meas.(K · dµ), see the previous proof for these values in each Case.
The last part follows since
g0 = diag(1, . . . , 1) = Id2n,
and cλ(k0h) = cλ(h) as the characteristic functions are K-bi-invariant.

Proof of Theorem 1.3. Putting the previous two propositions together proves the theorem in the introduc-
tion. 
We will now focus on the special case µ = 0, where we can obtain some more explicit results. First, we
will use measure-theoretic arguments to compute the RHS of the integral identity in Theorem 1.3.
Lemma 3.4. We have the following:
Case 1: ∫
H
cλ(h)dh =
{
0 if λ 6= µ2 for any µ,
p2〈µ,ρ3〉 vn(p
−2)
vµ(p−2)
if λ = µ2 for some µ.
Case 2: ∫
H
cλ(h)dh = p
2〈λ,ρ2〉
v2n(p
−1)
vλ(p−1)
.
Case 3: ∫
H
cλ(h)dh =
{
0 if λ 6= µµ¯ for any µ,
p2<µ,ρ1> φn(p
−2)
φn−l(µ)(p−2)(1−p−1)l(µ)vµ+ (p
−1)
if λ = µµ¯ for some µ.
Case 4: ∫
H
cλ(h)dh =
∑
µ∪ν=λ
p〈µ,ρ3〉+〈ν,ρ3〉
vn(p
−1)2
vµ(p−1)vν(p−1)
Proof.
Case 1: Note first that the integral of the LHS is the measure of the intersection H ∩KpλK. We recall
the Cartan decomposition of G = Gl2n(Qp):
Gl2n(Qp) = ∪KpλK, (disjoint union)
where pλ is the element diag.(pλ1 , . . . , pλ2n) inG. Similarly, we have the Cartan decomposition forGln(Qp(
√
a)):
Gln(Qp(
√
a)) = ∪K ′pµK ′, (disjoint union)
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where pµ is the element diag.(pµ1 , . . . , pµn) in Gln(Qp(
√
a)) and K ′ = Gln(Zp(
√
a)). Note that under the
isomorphism Gln(Qp(
√
a)) → H , K ′ is mapped to K ∩ H , which is contained in K. Also the element
diag.(pµ1 , . . . , pµn) ∈ Gln(Qp(
√
a)) is mapped to the diagonal matrix diag.(pµ1 , . . . , pµn , pµn , . . . , pµ1), which
is an element of KpλK, where λ = µ1µ1µ2µ2 . . . µnµn. Thus, H may be realized inside G as the disjoint
union of the double cosets {(K ∩H)p(µ1,...,µn,µn,...,µ1)(K ∩H)}, where µ is a partition of length at most n.
This implies H ∩KpλK is empty unless λ = µ2 for some partition µ, which gives the vanishing part of
the claim. If λ = µ2, the integral is equal to meas.((K ∩H)p(µ1,...,µn,µn,...,µ1)(K ∩H)), which is equivalent
to meas.(K ′pµK ′) inside Gln(Qp(
√
a)). We can compute this last quantity using [10, Ch. V]. Applying that
result to the group Gln(Qp(
√
a)), and noting that p2 is the size of the residue field of Qp(
√
a) gives
|K ′pµK ′| = (p2)〈µ,ρ3〉
(∏n
i=1(1− p−2i)
)
/(1− p−2)n(∏
j≥0
∏mj(µ)
i=1 (1− p−2i)
)
/(1− p−2)n
= p2〈µ,ρ3〉
vn(p
−2)
vµ(p−2)
.
Case 2: Note that we have the following Cartan decompositions:
G = Gl2n(Qp(
√
a)) =
⋃
λ∈Λ2n
(
Gl2n(Zp(
√
a))pλGl2n(Zp(
√
a))
)
and
H = Gl2n(Qp) =
⋃
λ∈Λ2n
(
Gl2n(Zp)p
λGl2n(Zp)
)
,
where in both cases the unions are disjoint. Note also that Gl2n(Zp) = K
′ ⊂ K = Gl2n(Zp(
√
a)). Thus, the
intersection KpλK ∩H is exactly K ′pλK ′. Finally, from [10, Ch. V (2.9)], we have
measure of K ′pλK ′ = p2〈λ,ρ2〉
v2n(p
−1)
vλ(p−1)
= p2〈λ,ρ2〉
φ2n(p
−1)∏
i≥0 φmi(λ)(p
−1)
,
as desired.
Case 3: Note that we have the following Cartan decompositions:
G = Gl2n(Qp) =
⋃
λ∈Λ2n
(
Gl2n(Zp)p
λGl2n(Zp)
)
and
H = Sp2n(Qp) =
⋃
λ=µµ¯
in Λ2n
(
Sp2n(Zp)p
λSp2n(Zp)
)
where in both cases the unions are disjoint. This implies that the intersection KpλK ∩H is zero if λ 6= µµ¯
for some µ giving the vanishing part of the result. If λ = µµ¯, the intersection is K ′pλK ′. We use [9] (which
deals with the general reductive p-adic group case) to compute
measure of K ′pµµ¯K ′ = p2〈µ,ρ1〉
φn(p
−2)
φn−l(µ)(p−2)(1− p−1)l(µ)vµ+(p−1)
,
as desired.
Case 4: Analogous to the arguments of the previous cases. We will indicate the differences. The double
coset KpλK in G = Gl2n(Qp) contains Gln(Zp)p
µGln(Zp) × Gln(Zp)pνGln(Zp), for any µ, ν such that
µ ∪ ν = λ (identifying this with its image in G under the embedding of Case 4), since the element(
pµ 0
0 pν
)
is in KpλK and (k1, k2) ∈ Gl2n(Zp) for any k1, k2 ∈ Gln(Zp). One can also easily show that KpλK only
contains double cosets of H of this form. Finally, one computes the measures of Gln(Zp)p
µGln(Zp) and
Gln(Zp)p
νGln(Zp) using [10, Ch. V], for example, to obtain the result.

We now discuss the related integral identities corresponding to the special case µ = 0.
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Theorem 3.5. Symplectic identity (Case 1), [14, Corollary 14]. Let λ be a partition of length at most 2n.
Then
1
Z
∫
T
P
(2n)
λ (x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (x; t;±
√
t, 0, 0)dT = 0,
unless λ = µ2. In this case, the nonzero value is
vn(t
2)
vµ(t2)
(here the normalization factor Z =
∫
T
∆˜
(n)
K (x; t;±
√
t, 0, 0)dT ).
Theorem 3.6. Finite-dimensional version of Kawanaka’s identity (Case 2), [14, Corollary 15]. Let λ be a
partition of length at most 2n. Then
1
Z
∫
T
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (x; t; 1,
√
t, 0, 0) =
v2n(
√
t)
vλ(
√
t)
(here the normalization factor Z =
∫
T ∆˜
(n)
K (x; t; 1,
√
t, 0, 0)dT ).
Theorem 3.7. (Case 3), [14, Theorem 22]. Let λ be a weight of the double cover of GL2n, i.e., a half-integer
vector such that λi − λj ∈ Z for all i, j. Then
1
Z
∫
T
P
(2n)
λ (· · · t±1/2zi · · · ; t)∆˜(n)S (x; t2)dT = 0,
unless λ = µµ¯. In this case, the nonzero value is
φn(t
2)
(1 − t)nvµ(t)(1 + t)(1 + t2) · · · (1 + tn−l(µ))
(here the normalization factor Z =
∫
T
∆˜S(z; t
2)dT ).
Theorem 3.8. (Case 4). Let λ be a partition of length at most 2n. Then
1
Z
∫
T
P
(2n)
λ (x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (x; t;
√
t,
√
t, 0, 0)dT =
∑
µ∪ν=λ
t−〈µ,ρ3〉−〈ν,ρ3〉+〈λ,ρ2〉
vn(t)
2
vµ(t)vν(t)
Note that the second identity is not a vanishing identity. This identity is a finite-dimensional analog of a
result of Kawanaka (see [6], [5]). Kawanaka’s identity has an interesting representation-theoretic significance
for general linear groups over finite fields: it encodes the fact that the symmetric space Gln(Fp2)/Gln(Fp) is
multiplicity free.
We also note that the fourth identity is new (as far as we know); also if we set t = 0, we recover Theorem
1.1, part (1), so it is a generalization of that result.
We are now prepared to provide p-adic proofs of Theorems 3.5, 3.6, 3.7, and 3.8.
Proof of Theorem 3.5. The vanishing part of the statement is automatic from Case 1 of Theorem 1.3 and
Lemma 3.4. To obtain the nonzero value, let λ = µ2. Then we can compute
2〈µ, ρ3〉 = 2
(
(n−1)µ1+(n−3)µ2+· · ·+(1−n)µn
)
= (n−1)(µ1+µ1)+(n−3)(µ2+µ2)+· · ·+(1−n)(µn+µn)
= (n− 1)(λ1 + λ2) + (n− 3)(λ3 + λ4) + · · ·+ (1− n)(λ2n−1 + λ2n)
= λ1(n− 1/2) + λ2(n− 3/2) + · · ·+ λ2n(1/2− n) = 〈λ, ρ2〉.
Thus, we obtain
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)∆˜
(n)
K (x;±p−1/2, 0, 0; p−1)dT =
{
0 if λ 6= µ2 for any µ,
vn(p
−2)
vµ(p−2)
if λ = µ2 for some µ.
Thus the equation in the statement of Theorem 3.5 holds for all t = p−1, for p an odd prime, and the left
hand side of the equation is a rational function in t. This provides an infinite sequence of values for t for
which the equation holds, so in particular it holds for all values of t as desired. 
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Proof of Theorem 3.6. The identity follows from Case 2 of Theorem 1.3 and Lemma 3.4, as in the proof of
Theorem 3.5 above. Note that these arguments show that the theorem holds for all t = p−2. This provides
an infinite sequence of values for t for which the equation holds, so in particular it holds for all values of t
as desired. 
Proof of Theorem 3.7. The identity follows from Case 3 of Theorem 1.3 and Lemma 3.4, as in the proof of
Theorem 3.5 above. If λ = µµ¯ for some µ, the integral is non-vanishing. The evaluation follows by noting
that 2〈µ, ρ1〉 = 〈λ, ρ2〉. Note that these arguments show that the theorem holds for all t = p−1. This provides
an infinite sequence of values for t for which the equation holds, so in particular it holds for all values of t
as desired. 
Proof of Theorem 3.8. The identity follows from Case 4 of Theorem 1.3 and Lemma 3.4, as in the proof of
Theorem 3.5 above. Note that these arguments show that the theorem holds for all t = p−1. This provides
an infinite sequence of values for t for which the equation holds, so in particular it holds for all values of t
as desired. 
Remarks. In Case 1, the involution is g → g⋆ = g−1 and the action is g ·x = gxg∗. Then H is the stabilizer
in G of s0 under this action. But H = {g ∈ G|gs0g∗ = s0} = {g ∈ G|g = s0g∗−1s−10 }. So H is the set of
fixed points of the order 2 homomorphism g → s0g∗−1s−10 . This provides an analog of Theorem (1.1), where
one restricts sλ to the subgroup of fixed points of a suitable involution. The other cases are analogous.
We now demonstrate how one can use Theorem 3.8 to obtain a new Littlewood summation identity,
namely that of Theorem 1.4.
Proof of Theorem 1.4. From [12, Lemma 7.18], we obtain the following integral identity
(8)
1
Z
∫
T
∏
j,k
1− txjy±1k
1− xjy±1k
∆˜K(y; t;
√
t,
√
t, 0, 0)dT =
∏
j<k
1− txjxk
1− xjxk
∏
j
1− tx2j
(1−√txj)(1 −
√
txj)
,
where the integral in the LHS is with respect to the y-variables. Recall that the Cauchy identity for Hall-
Littlewood functions is ∑
λ
Pλ(x; t)Qλ(y; t) =
∏
i,j≥1
1− txiyj
1− xiyj ,
where
Qλ(x; t) = bλ(t)Pλ(x; t).
Using this on the product in the LHS of (8) allows us to rewrite that equation as
(9)
∑
λ
Pλ(x; t) lim
n→∞
1
Z
[∫
T
bλ(t)Pλ(y
±1
1 , . . . , y
±1
n ; t)∆˜
(n)
K (y; t;
√
t,
√
t, 0, 0)dT
]
=
∏
j<k
1− txjxk
1− xjxk
∏
j
1− tx2j
(1−√txj)2
=
∏
j<k
1− txjxk
1− xjxk
∏
j
1 +
√
txj
1−√txj
.
Recall that by Theorem 3.8, we have
1
Z
[∫
T
bλ(t)Pλ(y
±1
1 , . . . , y
±1
n ; t)∆˜
(n)
K (y; t;
√
t,
√
t, 0, 0)dT
]
=
∑
µ∪ν=λ
l(µ),l(ν)≤n
t−〈µ,ρ3〉−〈ν,ρ3〉+〈λ,ρ2〉
vn(t)
2bλ(t)
vµ(t)vν(t)
.
So we want to compute
(10) lim
n→∞
∑
µ∪ν=λ
l(µ),l(ν)≤n
t−〈µ,ρ3〉−〈ν,ρ3〉+〈λ,ρ2〉
vn(t)
2bλ(t)
vµ(t)vν(t)
.
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First, note that
vn(t)
2bλ(t)
vµ(t)vν(t)
=
φn(t)
2
∏
i≥1 φmi(λ)(t)∏
i≥0 φmi(µ)(t)
∏
i≥0 φmi(ν)(t)
.
Also
lim
n→∞
φn(t)
2
φm0(µ)(t)φm0(ν)(t)
= lim
n→∞
(1− tm0(µ)+1) · · · (1− tn)(1 − tm0(ν)+1) · · · (1 − tn) = 1,
since as n→∞, we have m0(ν),m0(µ)→∞ with n−m0(µ), n−m0(ν) fixed. Note that
ρ2 = n
2n −
(1
2
,
3
2
, . . . ,
(
2n− 1
2
))
,
and
ρ3 = n
n − (1, 3, 5, . . . , (2n− 1)).
So for µ, ν such that µ ∪ ν = λ we have
−〈µ+ ν, nn〉+ 〈λ, n2n〉 = 0.
Thus, (10) is equal to ∑
µ∪ν=λ
t〈µ+ν,(1,3,5,... )〉−〈λ,(
1
2 ,
3
2 ,... )〉
bλ(t)
bµ(t)bν(t)
.
Putting this back into (9), the resulting Littlewood identity is
∑
µ,ν
Pµ∪ν(x; t)t
〈µ+ν,ρ〉− 12 〈µ∪ν,ρ〉
bµ∪ν(t)
bµ(t)bν(t)
=
∏
j<k
1− txjxk
1− xjxk
∏
j
1 +
√
txj
1−√txj
.

4. Generalized integral identity
In this section, we deal only with the symplectic case, Case 1; the notation is as in that case. We will
prove some stronger results by extending the methods above.
Throughout this section, we fix l(λ) ≤ 2n and l(µ) ≤ n. Then, by Theorem 1.3 (Case 1), we have
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x;±p−1/2, 0, 0; p−1)dT
= p〈µ,ρ1〉−〈λ,ρ2〉
V0
Vµ
∫
H
cλ(hg
−1
µ )dh.
Using the Cartan decomposition for (Gln(Qp(
√
a)), Gln(Zp(
√
a))) and the embedding into Gl2n(Qp), we have∫
H
cλ(hg
−1
µ )dh =
∑
β∈Λ2n
β=ν1...νnνn...ν1
for some ν
∫
K′pβK′
cλ(hg
−1
µ )dh;
also note that ∫
K′pβK′
cλ(hg
−1
µ )dh = meas.(Kp
λKgµ ∩K ′pβK ′),
where the measure is with respect to the measure on H . Thus,
(11)
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x;±p−1/2, 0, 0; p−1)dT
= p〈µ,ρ1〉−〈λ,ρ2〉
V0
Vµ
∑
β∈Λ2n
β=ν1...νnνn...ν1
for some ν
meas.(KpλKgµ ∩K ′pβK ′).
Lemma 4.1. Let β = ν1 . . . νnνn . . . ν1 ∈ Λ2n have at least one negative part. Then meas.(KpλKgµ ∩
K ′pβK ′) = 0.
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Proof. Note that if KpλK ∩ K ′pβK ′g−1µ 6= ∅, then KpλK ∩ pβK ′g−1µ 6= ∅. We will show that KpλK ∩
pβK ′g−1µ = ∅, which proves the claim.
Note first that g−1µ = diag.(1, . . . , 1, p
µn , . . . , pµ1). We will write µ¯ = (µn, . . . , µ1). Suppose for contradic-
tion that
k′ =
(
i j
awnjwn wniwn
)
is an element in K ′ such that pβk′g−1µ ∈ KpλK. By a direct computation we have
pβk′g−1µ =
(
pν 0
0 pν¯
)(
i j
awnjwn wniwn
)(
1 0
0 pµ¯
)
=
(
pνi pνjpµ¯
pν¯awnjwn p
ν¯wniwnp
µ¯
)
.
Now noting that pν¯wn = wnp
ν , the above becomes(
pνi pνjpµ¯
awnp
νjwn wnp
νipµwn
)
.
Since pβk′g−1µ ∈ KpλK ⊂M2n(Zp), it follows that pνi and pνj are in Mn(Zp). Since νn < 0, it follows that
the n-th row of k′ has entries all of which are divisible by p in Zp. Let B be the matrix obtained from k
′ by
dividing the n-th row by p; note that B ∈M2n(Zp). Then
det(k′) = p det(B) ∈ p · Zp,
which contradicts | det(k′)| = 1. 
Thus, using the previous lemma, (11) now becomes
(12)
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x;±p−1/2, 0, 0; p−1)dT
= p〈µ,ρ1〉−〈λ,ρ2〉
V0
Vµ
∑
β∈Λ+2n
β=ν1...νnνn...ν1
for some ν
meas.(KpλKgµ ∩K ′pβK ′).
Littlewood-Richardson coefficients and Hall polynomials:
Recall that the Littlewood-Richardson coefficient cλµν is equal to the number of tableaux T of shape λ−µ
and weight ν such that w(T ), the word of T , is a lattice permutation. We have
sµsν =
∑
λ
cλµνsλ,
where sµ is the Schur function (see [10] for more details).
We briefly recall the Hall polynomials gλµν(q) [10, Chs. II and V]. Let O be a complete (commutative)
discrete valuation ring, P its maximal ideal and k = O/P the residue field. We assume k is a finite field. Let
q be the number of elements in k. Let M be a finite O-module of type λ. Then the number of submodules
of N of M with type ν and cotype µ is a polynomial in q, called the Hall polynomial, denoted gλµν(q). One
can consider our motivating case of Qp and its ring of integers O = Zp and G = Gln(Qp), so that q = p.
Then they are also the structure constants for the ring H(G+,K). That is, for µ, ν ∈ Λ+2n, we have
cµ ⋆ cν =
∑
λ∈Λ+2n
gλµν(p)cλ.
Note that, in particular,
gλµν(p) = (cµ ⋆ cν)(p
λ) =
∫
G
cµ(p
λy−1)cν(y)dy = meas.(p
λKp−νK ∩KpµK).
Several important facts are known (see [10, Ch. II]):
(1) If cλµν = 0, then g
λ
µν(t) = 0 as a function of t.
(2) If cλµν 6= 0, then gλµν(t) has degree n(λ)−n(µ)−n(ν) and leading coefficient cλµν , where the notation
n(λ) =
∑
(i− 1)λi.
(3) We have gλµν(t) = g
λ
νµ(t).
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Also if one multiplies two Hall-Littlewood polynomials, and expands the result in the Hall-Littlewood
basis, one has
Pµ(x; t)Pν(x; t) =
∑
λ
fλµν(t)Pλ(x; t),
with fλµν(t) = t
n(λ)−n(µ)−n(ν)gλµν(t
−1).
Lemma 4.2. Let λ, µ, β ∈ Λ2n. Then we have∫
G
c−µ(g
′)
∫
G
cβ(g)cλ(gg
′)dgdg′ = meas.(Kp−µK)
∫
G
c−λ(p
µg−1)cβ(g)dg
Proof. Write Kp−µK as the disjoint union ∪kip−µK, where ki ∈ K. Then∫
G
c−µ(g
′)
∫
G
cβ(g)cλ(gg
′)dgdg′ =
∫
Kp−µK
∫
G
cβ(g)cλ(gg
′)dgdg′ =
∑
kip−µ
∫
K
∫
G
cβ(g)cλ(gkip
−µk)dgdk
=
∑
kip−µ
∫
G
cβ(g)cλ(gkip
−µ)dg =
∑
kip−µ
∫
G
cβ(yk
−1
i )cλ(yp
−µ)dy =
∑
kip−µ
∫
G
cβ(y)cλ(yp
−µ)dy
= meas.(Kp−µK)
∫
G
cβ(g)cλ(gp
−µ)dg = meas.(Kp−µK)
∫
G
c−λ(p
µg−1)cβ(g)dg.

Proposition 4.3. Let λ ∈ Λ+2n and µ ∈ Λ+n and fix a prime p 6= 2. Suppose gλµ,β(p) = 0 for all β ∈ Λ+2n with
all parts occurring with even multiplicity. Then the integral
1∫
T
∆˜
(n)
K (x;±p−1/2, 0, 0; p−1)dT
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x;±p−1/2, 0, 0; p−1)dT
vanishes.
Proof. The starting point is (12) from the discussion above, recall that we have
1
Z
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x;±p−1/2, 0, 0; p−1)dT
= p〈µ,ρ1〉−〈λ,ρ2〉
V0
Vµ
∑
β∈Λ+2n
β=ν1...νnνn...ν1
for some ν
meas.(KpλKgµ ∩K ′pβK ′).
Now if we write
(KpλKgµ ∩K ′pβK ′) = ∪K ′xi,
a disjoint union and xi ∈ pβK ′, then the above measure is the number of xi’s. But we also have
∪Kxi ⊂ (KpλKgµ ∩KpβK),
and the union is disjoint (k1xi = k2xj implies k
−1
2 k1xi = xj , but xi, xj ∈ H so k−12 k1 ∈ K ′, a contradiction
to the definition of the xj ’s). Thus,
meas.(KpλKgµ ∩K ′pβK ′) = #{xi} = meas.(∪Kxi) ≤ meas.(KpλKgµ ∩KpβK),
so that ∫
K′pβK′
cλ(hg
−1
µ )dh ≤
∫
KpβK
cλ(gg
−1
µ )dg =
∫
G
cβ(g)cλ(gg
−1
µ )dg =
∫
G
c−λ(gµg
−1)cβ(g)dg.
Recall that gµ = p
(0n,−µn,...,−µ1). By Lemma (4.2), we have∫
G
c−λ(gµg
−1)cβ(g)dg =
1
meas.(Kpµ0nK)
∫
G
cµ0n(g
′)
∫
G
cβ(g)cλ(gg
′)dgdg′.
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But, using a change of variables, we have∫
G
cµ0n(g
′)
∫
G
cβ(g)cλ(gg
′)dgdg′ =
∫
G
cµ0n(g
′)
∫
G
cβ(yg
′−1)cλ(y)dydg
′
=
∫
G
cµ0n(g
′)
∫
G
cβ(y
−1g′−1)c−λ(y)dydg
′ =
∫
G
c−λ(y)
∫
G
cµ0n(g
′)c−β(g
′y)dg′dy
= meas.(Kp−λK)
∫
G
cβ(p
λg−1)cµ0n(g)dg = meas.(Kp
−λK)gλβ,µ0n(p).
Thus, ∫
G
c−λ(gµg
−1)cβ(g)dg =
meas.(Kp−λK)
meas.(Kpµ0nK)
gλβ,µ0n(p) =
meas.(Kp−λK)
meas.(Kpµ0nK)
gλµ0n,β(p),
where the last equality follows from Fact 3 about Hall polynomials above.
Thus, we have∫
H
cλ(hg
−1
µ )dh =
∑
β∈Λ+2n
β=ν1...νnνn...ν1
for some ν
meas.(KpλKgµ ∩K ′pβK ′) ≤
∑
β∈Λ+2n
β=ν2
for some ν
meas.(Kp−λK)
meas.(Kpµ0nK)
gλµ0n,β(p).
Since by assumption gλµ,β(p) = 0 for all β = ν
2 ∈ Λ+2n, the result follows. 
Proposition 4.4. Let λ, µ ∈ Λ+n . Then the integral
1∫
T ∆˜
(n)
K (x; 0, 0, 0, 0; t)dT
∫
T
s
(2n)
λ (x
±1
i )spµ(x1, . . . , xn)∆˜
(n)
K (x; 0, 0, 0, 0; t)dT
vanishes if and only if the integral
1∫
T
∆˜
(n)
K (x;±
√
t, 0, 0; t)dT
∫
T
P
(2n)
λ (x
±1
i ; t)K
BCn
µ (x; t;±
√
t, 0, 0)∆˜
(n)
K (x;±
√
t, 0, 0; t)dT
vanishes as a rational function of t.
Proof. The “if” direction follows by setting t = 0 in the Hall-Littlewood polynomial integral to obtain the
Schur case. We consider the other direction: i.e., suppose the integral involving Schur polynomials vanishes.
We will show the integral involving the Hall-polynomial vanishes.
Fix an odd prime p. By Theorem 1.5, since the above Schur integral vanishes, we must have cλµ,β = 0 for
all β ∈ Λ+2n with all parts occurring with even multiplicity.
By Fact 1 about Hall polynomials above, this implies gλµ,β(p) = 0 for all β ∈ Λ+2n with all parts occurring
with even multiplicity. Thus, by the previous proposition, we have
1∫
T
∆˜
(n)
K (x;±p−1/2, 0, 0; p−1)dT
∫
T
P
(2n)
λ (x
±1
i ; p
−1)KBCnµ (x; p
−1;±p−1/2, 0, 0)∆˜(n)K (x;±p−1/2, 0, 0; p−1)dT = 0.
This shows that the integral in question vanishes for all values t = p−1, p an odd prime. Thus it vanishes
for all values of t. 
We are now ready to provide a proof of Theorem 1.6, mentioned in the Introduction.
Proof of Theorem 1.6. Follows from Proposition 4.4 and Theorem 1.5. 
Example (1). Let λ have all parts occurring with even multiplicity, and µ = (r) only one part (assume
r 6= 0). Let β have all parts occurring with even multiplicity. We have gλβ,(r)(t) = 0 unless λ − β is a
horizontal r-strip [10]. But λ − β is a horizontal-strip if and only if λ1 ≥ β1 ≥ λ2 ≥ β2 · · · (interlaced), so
λ = β. Thus gλ(r),β(t) = 0 for all β with all parts occurring with even multiplicity. So for these conditions
on λ, µ, the integral of Theorem 1.6 part (1) vanishes.
Example (2). Let µ = 0. Then by [10], cλµ,β = 0 for all β 6= λ. Thus, the integral of Theorem 1.6 part (1)
vanishes unless λ = β, where β has all parts occuring with even multiplicity.
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