Abstract. In this paper, we consider Vannimenus model with competing nearest-neighbors and prolonged next-nearest-neighbors interactions on a Cayley tree. For this model we define Markov random fields with memory of length 2. By using a new approach, we obtain new sets of Gibbs measures of Ising-Vannimenus model on Cayley tree of order 2. We construct the recurrence equations corresponding Ising-Vannimenus model. We prove the Kolmogorov consistency condition. We investigate the translation-invariant and periodic non transition-invariant Gibbs measures for the model. We find new sets of Gibbs measures different from the Gibbs measures given in the references [20, 25] . We show that some of the measures are extreme Gibbs distributions.
Introduction
Two important advantages of using tree models to determine Gibbs measures are that they eliminate the need for approximations and calculations can be carried out to high degrees of accuracy. In addition, models such as Ising and Potts on the Cayley tree can be helpful in discovering additional systems with related properties. As a result, many researchers have employed the Ising and Potts models in conjunction with the Cayley tree (Bethe lattices) [4, 5, 6, 7, 9, 17, 18, 33] . The Ising model has relevance to physical, chemical, and biological systems [12, 21, 22, 23] . The Ising model investigated by Vannimenus [34] consists of Ising spins (σ = ±1) on a rooted Cayley tree with a branching ratio of 2 [1] , in which two coupling constants are present: nearestneighbour (NN) interactions of strength and next-nearest-neighbour (NNN) interactions. This paper discusses the Ising model corresponding to the Hamiltonian given by Vannimenus [34] .
Specifically, researchers used a new method to investigate a rigorous description of Gibbs measures with a memory of length 2 that corresponds to the Ising-Vannimenus Model on the Cayley tree of order 2. Classically, Gibbs states (or measures) only consider finite subsets of Z d which are then used to compute various thermodynamic quantities and examine their corresponding limiting behaviour [8, 10, 11, 21] . For example, Preston studied Gibbs states on a countable tree [26] . In addition, Fannes and Verbeure [11] took into account correlations between n successive lattice points as they studied one-dimensional classical lattice systems with an increasing sequence of subsets of the state space. These states correspond in probability theory to so-called Markov chains with memory of length n. Furthermore, Mukhamedov and Akin [25] proposed a rigorous measure-theoretical approach to investigate Gibbs measures with a memory of length 2 and free energies in the Ising-Vannimenus Model on the Cayley tree. This study further bases its investigation of Gibbs measures on the Markov random field on trees and on recurrent equations following from this theory [1, 2, 4, 9, 18, 19, 20, 13, 35] . Rozikov, Akin, and Uguz [30] analyzed the recurrent equations of a generalized Axial Next-Nearest-Neighbour Ising (ANNNI) model on a Cayley tree and documented critical temperatures and curves, number of phases, and partition function. This paper also attempts to determine when phase transition occurs. Significant research has determined that a finite graph corresponds to exactly one Gibbs state with potential F for a given potential F and that graphs that are not finite lack this quality, i.e., for some potentials F , there may be more than one corresponding Gibbs state with potential F [21, 26, 31] . When there is more than one corresponding Gibbs measure, we say that phase transition occurs for the potential F .
Thus, this paper investigates new Gibbs measures with memory of length 2 for generalized ANNNI (Ising-Vannimenus) models on a Cayley tree of order 2. The Markov random field is one of many approaches to studying the equation solutions that describe Gibbs measures for lattice models on Cayley tree, [1, 2, 9, 20] . This paper uses the Markov random field to achieve the following objectives: construct the recurrence equations corresponding to a generalized ANNNI model; formulate the problem in terms of nonlinear recursion relations along the branches of a Cayley tree; prove the Kolmogorov consistency condition; describe the translation-invariant and periodic (non translation-invariant) Gibbs measures with period 2 for the model; and show that some measures are extreme Gibbs distributions.
This article is organized as follows: Section 2 provides definitions and preliminaries. Section 3 presents a general structure of Gibbs measures with memory of length 2 on a Cayley tree, with functional equations, and proves the Kolmogorov consistency condition. Section 4 describes translation-invariant Gibbs measures corresponding to the associated model (2.1), demonstrating that some occurrences are extreme. Section 5 constructs periodic non translation-invariant Gibbs measures with period 2. Finally, Section 6 contains concluding remarks and discussion of the consequences of the results.
Preliminaries and Definitions
On non-amenable graphs, Gibbs measures depend on boundary conditions [27] . This paper considers this dependency for Cayley trees, the simplest of graphs. For this paper, let Γ k = (V, L, i) be the uniform Cayley tree of order k with a root vertex x (0) ∈ V , where each vertex has k + 1 neighbors with V as the set of vertices and the set of edges. The notation i represents the incidence function corresponding to each edge ℓ ∈ L, with end points x 1 , x 2 ∈ V . There is a distance d(x, y) on V the length of the minimal point from x to y, with the assumed length of 1 for any edge.
We denote the sphere of radius n on V by
and the ball of radius n by
The set of direct successors of x for any x ∈ W n is denoted by
The Ising model with competing nearest-neighbors interactions is defined by the Hamiltonian
where the sum runs over nearest-neighbor vertices < x, y > and the spins σ(x) and σ(y) take values in the set Φ = {−1, +1}.
A finite-dimensional distribution of measure µ in the volume V n has been defined by formula
with the associated partition function defined as
where the spin configurations σ n belongs to Φ Vn and h = {h x ∈ R, x ∈ V } is a collection of real numbers that define boundary condition (see [9, 14, 15] ). Previously, researchers frequently used memory of length 1 over a Cayley tree to study Gibbs measures [9, 14, 15] . The Hamiltonian
defines the Ising-Vannimenus model with competing nearest-neighbors and next-nearest-neighbors, with the sum in the first term representing the ranges of all nearest-neighbors. In addition, J p , J ∈ R are coupling constants corresponding to prolonged next-nearest-neighbor and nearestneighbour potentials. In [20, 25] , the next generalizations are considered. These authors have defined Gibbs measures or Gibbs states with memory of length 2 for generalized ANNNI models on Cayley trees of order 2 with the following formula:
Here, as before, β = 1 kT and σ n : x ∈ V n → σ n (x) and Z n corresponds to the following partition function:
We consider increasing subsets of the set of states for one dimensional lattices [11] as follows:
.., where G n is the set of states corresponding to non-trivial correlations between n-successive lattice points; G 1 is the set of mean field states; and G 2 is the set of BethePeierls states, the latter extending to the so-called Bethe lattices. All these states correspond in probability theory to so-called Markov chains with memory of length n.
This paper discusses a new method of defining Markov chains with memory of length 2 using methods described by Fannes and Verbeure [11] . In [19, 20, 25] , the authors have studied Gibbs measures with memory of length 2 for generalized ANNNI models on a Cayley tree of order 2 by means of a vector valued function h :< x, y >→ h xy = (h xy,++ , h xy,+− , h xy,−+ , h xy,−− ) ∈ R 4 , where h xy,σ(x)σ(y) ∈ R and x ∈ W n−1 , y ∈ S(x). By contrast, this paper assumes that vector valued function is defined by
where h xyz,σ(x)σ(y)σ(z) ∈ R and x ∈ W n−1 , y, z ∈ S(x).
For brevity, we adopt a natural definition for the quantities h z, y x as h xyz (see the Fig 2) .
Finally, we use the function h xyz,σ(x)σ(y)σ(z) to describe the Gibbs measure of any configuration σ(z), σ(y) σ(x) that belongs to Φ V 1 .
General Structure of Gibbs Measures with Memory of Length 2 on the Cayley tree and Associated Functional Equations
This section presents the general structure of Gibbs measures with memory of length 2 on the Cayley tree. An arbitrary edge < x (0) , x 1 >= ℓ ∈ L deleted from a Cayley tree Γ k 1 and Γ k 0 splits into two components: semi-infinite Cayley tree Γ k 1 and semi-infinite Cayley tree Γ k 0 . This paper considers a semi-infinite Cayley tree Γ k 0 (see Fig. 1 ). We define the finite-dimensional Gibbs Figure 1 . Cayley tree of order two, k = 2.
probability distributions on the configuration space
with the corresponding partition function defined by
We will obtain Gibbs measures that differ from previous studies [20, 25] . These new measures consider translation-invariant boundary conditions. We will consider a construction of an infinite volume distribution with given finite-dimensional distributions. More exactly, we will attempt to find a probability measure µ on Ω that is compatible with given measures µ
for any σ n−1 ∈ Ω V n−1 . This condition implies the existence of a unique measure µ h defined on Ω with a required condition (3.2). Such a measure µ h is a Gibbs measure with memory of length 2 corresponding to the model.
We define interaction energy on V with the inner configuration σ n−1 ∈ V n−1 and the boundary condition η ∈ W n as
The following theorem describes the conditions of quantity h xyz,σ(x)σ(y)σ(z) that guarantee the consistency condition (3.3) of Gibbs measures µ
are compatible if and only if for any x, y, z ∈ V (y, z ∈ S(x)) the following equations hold:
l,m,n,p∈{∓1}
where a = e 2βJ and b = e 2βJp .
Proof: Necessity. According to the consistency condition (3.3), we have
where
Zn and
Next, let us fix < x, y >, < x, z > by rewriting (3.6) for all values of σ(x), σ(y), σ(z) ∈ {−1, +1}. 
Then from (3.6), we have
Because of the arbitrariness in the choice of the origin, we must have
. Thus, we obtain 
.
Finally we have
These equations imply the desired equations. This completes the proof. Sufficiency: Now assume that the system of equations in (3.5) is valid, then from [24, Lemma 2.4] we derive
From the previous equation, one can conclude
Multiply both sides of the equation (3.8) by e −βH n−1 (σ) results in
From (3.8) we have
Therefore, we can conclude
As µ n (n ≥ 1) is a probability measures, i.e.
so from these equalities and the equation (3.9) we have Z n = U n−1 Z n−1 . Thus, as a result of equation (3.9), we can imply that (3.3) holds.
Translation-invariant Gibbs measures with memory of length 2
This section establishes the existence of Gibbs measures by analyzing the equations (3.5). Recall that a function h = {h xyz,σ(x)σ(y)σ(z) : σ(x), σ(y), σ(z) ∈ {−1, +1}} is considered translationinvariant if h xyz,ijk = h uvw,ijk for all < x, y >, < x, z >, < u, v >, < u, w >∈ L and i, j, k ∈ {−1, +1}. A translation-invariant Gibbs measure is defined as a measure, µ h , corresponding to a translation-invariant function h. For convenience, we will use a shorter notation for the recurrence system [34] : Next, through direct enumeration, we have
Note that u ; therefore, we obtain only 4 variables. When we consider new variables such as u i = √ v i , the new recurrence system can be expressed in a simpler form:
Creating conditions favourable to the occurrence of phase transition depends in part on finding a so-called critical temperature. Note that the equations above describe the fixed points of equation (3.3), which satisfies the consistency condition. When there is more than 1 solution for equations (3.5), then more than 1 translation-invariant Gibbs measure corresponds to those solutions. When equations (4.5) and (4.6) have more than 1 positive solution, a phase transition occurs for model (2.1). This possible non-uniqueness corresponds in the language of statistical mechanics to the phenomenon of phase transition [26] . Phase transitions usually occur at low temperatures. Finding an exact value for T c , where T c is the critical value of temperature, can enable the creation of conditions in which a phase transition occurs for all T . Solving models for T c will lead to finding the exact value of the critical temperatures.
The number of the solutions of the Equations (4.7), (4.13) and (4.19) naturally depends on the parameter β = 1/kT . Thus, we will find positive fixed points of the nonlinear dynamical systems (4.8), (4.14) and (4.19), respectively.
For the second and the third cases, we will use same method, i.e., obtain the fixed points of the recurrences equations. From the equations (4.5) and (4.6), one can obtain the following nonlinear dynamical system:
The fixed points h = F (h) of equation (4.7), where h = (h 1 , h 2 ), describe translation-invariant Gibbs measures with memory of length 2 for the Ising-Vannimenus model. Let us now investigate the fixed points of the dynamic system (4.7), i.e., v = f (v), where
If we define f : R + → R + then f is bounded and thus the curve y = f (v) must intersect the line y = mv. Therefore, this construction provides one element of a new set of Gibbs measures with memory of length 2, corresponding to the model (2.1) for any v ∈ R + . 
Then, taking the first and the second derivatives of the function f , we have Preston [26] in Proposition 10.7, there can be more than one solution if and only if there is more than one solution to vf ′′ (v) = f (v), which is the same as
With some elementary analysis, we have
Thus, the proof is readily completed. . As a result, we get
Secondly, we can obtain
From (4.10) and (4.11), we have
From (4.10) and (4.12), we obtain
By investigating the fixed points of the rational function g(y), the equation (4.13) has the following form:
which is equivalent to the following equation:
We use Descartes' Rule of Signs to find the zeroes of a polynomial. Thus, we determine the number of real solutions to the equation (4.15). Furthermore, if ab + b 2 − 2 > 0 and a > b there are seven sign changes in the positive case. Seven is the maximum possible number of positive zeroes for the polynomial in the equation (4.15). Next we will examine p 7 (−y), which is the negative case of the polynomial:
By counting the number of sign changes, we can determine that if ab + b 2 − 2 > 0 and a > b, then there is no sign change in this negative case, so there are no negative roots. Therefore, if ab + b 2 − 2 > 0 and a > b, there are 7, 5, 3, or 1 positive roots, and no negative roots. Also, it is obvious that lim y→∞ g(y) = 0 any g(0) = 1 a > 0, there is at least 1 positive root such that g(y) = y. Using another approach,
On the other hand, equation (4.13) has more than one solution if and only if there is more than one solution of the yg ′ (y) = g(y), which is the same as where
Standard calculus arguments describe the region where there are at most 7 positive fixed points, i.e., the region where phase transition occurs. In this case, also for parameters a and b in the phase transition region, equation (4.13) has at most 7 positive roots, at least 2 of them stable, the others potentially unstable. In Figure 5 , for a = 1.064 and b = 3.72, there are 5 positive fixed points, at least 2 of them stable, the others unstable. Elementary analysis allows us to obtain positive fixed points of function (4.14) by finding real positive roots of equation (4.13) . Thus, we obtain a polynomial equation of degree 7. Previously documented analysis has solved these equations, which we will not show here due to the complicated nature of formulas and coefficients [36] . Nonetheless, we have manipulated the polynomial equation p 7 (y) via Mathematica [36] .
In Figure 6 Therefore, in the Second Case, there is a critical temperature T c > 0 such that for T < T c this system of equations has 5 solutions: h * 1 ; h * 2 ; h * 3 ; h * 4 ; h * 5 . We denote the Gibbs measure that corresponds to the root h * 1 (and respectively h * 2 ; h * 3 ; h * 4 ; h * 5 ) by µ (1) (and respectively µ (2) ,µ (3) ,µ (4) ,µ (5) 
For simplicity, we assume v 1 = y and v 3 = x. From (4.17), we substitute y = x(x−ab)
(1−abx) . Then from equation (4.18) we have
As a result, we have where
This proof makes clear that x = 1 is one of the positive roots of equation (4.19) . Next, we will find the other roots. By using Descartes' Rule of Signs to find the zeroes of a polynomial, we can determine the number of real solutions to equation (4.20) .
Clearly, if A > 0, B > 0 and C > 0 for the polynomial p 4 (x) = (Ax 4 −Bx 3 +Cx 2 −Bx+A) then there are 4 sign changes in the positive case, and a maximum of 4 positive zeroes (y-intercepts) for the polynomial p 4 (x). Next, we will examine the negative polynomial (p 4 (−x)):
We can count the number of sign changes. If A > 0, B > 0 and C > 0, then there is no sign change in this negative case, so there are no negative roots. Therefore, if A > 0, B > 0 and C > 0, there are either 4, 2, or 0 positive roots, and there are no negative roots. Similarly, we can estimate the number of positive roots of the polynomial p 4 (x) ( Table 1) . Elementary analysis allows us to obtain the fixed points of function (4.19) by finding real positive roots of equation (4.20) . Thus, we can obtain a polynomial equation of degree 5. Previously documented analysis has solved these equations, which we will not show here due to the complicated nature of formulas and coefficients [36] . Nonetheless, we have manipulated the polynomial equation p 4 (x) via Mathematica [36] .
For the Third Case, we have obtained 5 positive real roots for some parameters a and b. In Figure 7 (a), for a = 9, b = 0.9 and m = 1, we obtained 3 positive roots. In Figure 7 (b), for Remark 4.3. We conclude that there are at most 5 translation-invariant Gibbs measures corresponding to the positive real roots of equation (4.19) . Also, one can show that translationinvariant Gibbs measures corresponding stable solutions are extreme.
The periodic Gibbs measures
The notion of periodic Gibbs measures is discussed by Sinai [31] and Ganikhodjaev and Rozikov [16] . This section discusses periodic solutions of equations (3.5).
To describe phases (Gibbs measures) of a given Hamiltonian on a Cayley tree, we must have correspondence between Gibbs measures and a collection of vectors {h ℓ : ℓ ∈ L}, that satisfy a given non-linear equation. We denote the periodic point of the function f given in (4.8) as a point, v ∈ R + , if there exists p so that f p (v) = v where f p is the p th iterate of f . The smallest positive integer p satisfying the above conditions is the least period of the point v. We denote the set of periodic points with period p with the notation P er p (f ) (see [3, 16] ).
To inside the surface, a phase transition occurs. 
Conclusions
This paper documents several analytical points:
• We have used a new approach to investigate Gibbs measures of Vannimenus model on a Cayley tree of order 2.
