A chi-square test for dimensionality with non-Gaussian data  by Bai, Z.D. & He, Xuming
Journal of Multivariate Analysis 88 (2004) 109–117
A chi-square test for dimensionality with
non-Gaussian data
Z.D. Baia,b,,1 and Xuming Hec,2
aDepartment of Mathematics, Northeast Normal University, Changchun 130024, China
bDepartment of Statistics and Applied Probability, National University of Singapore,
Singapore 119260, Singapore
cDepartment of Statistics, University of Illinois at Urbana-Champaign, IL, USA
Received 2 September 2001
Abstract
The classical theory for testing the null hypothesis that a set of canonical correlation
coefﬁcients is zero leads to a chi-square test under the assumption of multi-normality. The test
has been used in the context of dimension reduction. In this paper, we study the limiting
distribution of the test statistic without the normality assumption, and obtain a necessary and
sufﬁcient condition for the chi-square limiting distribution to hold. Implications of the result
are also discussed for the problem of dimension reduction.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
An important class of dimension reduction techniques assumes that the relation-
ship between xARp and yAR can be described by
y ¼ gðx0b1;y; x0bK ; eÞ; ð1Þ
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where b1;y; bK span a K-dimensional subspace with Kpp; e is independent of x;
and g is an unspeciﬁed function. When p is relatively large and K is small, the
objective of dimension reduction is achieved by ﬁnding the K-dimensional subspace
of x:
Li [10] and Duan and Li [5] laid the foundation for sliced inverse regression (SIR)
as a tool of estimating the subspace spanned by bj’s. Subsequent work by Cook [3]
provided a supplementary method using the sliced average variance estimation
(SAVE). He and Shen [9] and Fung et al. [8] proposed CANCOR, a variant of SIR
that uses canonical correlation between x and a spline basis for y: We refer to a
recent discussion paper by Cook and Yin [4] for a general framework for
understanding dimension reduction.
One practical question associated with those methods is to determine the
necessary number of dimensions K : Under model (1) and under a linearity
condition given in [10], the rank of the matrix CovðEðxjyÞÞ is at most K : Li
[10] proposed a chi-square test based on the eigenvalues of an estimated matrix
of CovðEðxjyÞÞ: An equivalent test may be illustrated using CANCOR as
follows.
Following Fung et al. [8], we assume without loss of generality that yA½0; 1
and let pðyÞARqþ1 be a B-spline basis function on the support of y; where q is the
number of linearly independent basis functions in p: Consider the nontrivial case
with q4K : Let #l1X?X#lr be the canonical correlation coefﬁcients between fxig and
fpðyiÞg; where r ¼ minðp; qÞ: As shown by Fung et al. [8], the rank of CovðEðxjyÞÞ is
equal to the number of nonzero (population) canonical correlation coefﬁcients.
To test the null hypothesis that the rank of CovðEðxjyÞÞ is K so that the last
p  K canonical correlation coefﬁcients are zero, we may use the following test
statistic:
Tn ¼ ðn  ðp þ q þ 3Þ=2Þ
Xr
j¼Kþ1
logð1 #l2j Þ ð2Þ
and reject the null hypothesis at level a if Tn4w2ðpKÞðqKÞ;a: The basic form of
the test statistic and Bartlett’s modiﬁcation used in (2) can be found in [1, p. 498].
If x is normally distributed, Li [10, Theorem 5.1] showed in the context of SIR
that Tn is asymptotically chi-square distributed. Fung et al. [8] used this test in a
simulation comparison with some other tests and found that the chi-square test is
often reliable under model (1) even when x is not normal provided that the
distribution of x is not highly skewed or heavy-tailed. The purpose of this
note is to provide general assumptions under which the chi-square test is
asymptotically valid for model (1). In some cases, the normality of x is not needed
to apply the chi-square test. Our main result is given in Section 2 but some
convergence results on singular value decompositions and their proofs are provided
in Section 3. The techniques used in Section 3 can be viewed as an extension of those
in [6].
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2. Main result
For notational simplicity, we shall use ðxi; yiÞ i ¼ 1; 2;y; n as random vectors in
Rpþq: We can replace y by pðyÞ for the purpose of applying our result to the
CANCOR method described above.
Thanks to the afﬁne invariance property of canonical correlation coefﬁcients, we
can assume without loss of generality that
Cov
x
y
 !
¼ Ip S
S0 Iq
 !
;
where Ip denotes the p  p identity matrix, and S is a p  q diagonal matrix with only
K positive canonical correlations on the north-west corner. The afﬁne transforma-
tion used on x enables us to split x as x ¼ ðx01; x02Þ0ARK  RpK so that y is
uncorrelated with x2 under the null hypothesis. This corresponds to the case
ðb1;y; bKÞ ¼ ðIK ; 0Þ0 in model (1).
First, we consider the matrices Sx ¼ 1n
Pn
i¼1 xix
0
i; Sy ¼ 1n
Pn
i¼1 yiy
0
i; Sn ¼
1
n
Pn
i¼1 xiy
0
i: By the central limit theorem, we have
Sx Sn
S0n Sy
 !
¼ Ip S
S0 Iq
 !
þ 1ﬃﬃﬃ
n
p Rnx Rn
R0n Rny
 !
; ð3Þ
with ðRnx;Rny;RnÞ!d: ðRx;Ry;RÞ in distribution, where ðRx;Ry;RÞ is jointly
distributed as three matrices of normal entries with mean 0 and variance–covariance
structure determined by the variance–covariances of x#x; y#y and x#y; where#
denotes the Kronecker product. By Skorohod theorem, we may assume
ðRnx;Rny;RnÞ-ðRx;Ry;RÞ holds almost surely. That is
Sx Sn
S0n Sy
 !
¼ Ip S
S0 Iq
 !
þ 1ﬃﬃﬃ
n
p Rx R
R0 Ry
 !
þ oð1= ﬃﬃﬃnp Þ: ð4Þ
The sample canonical correlations between x and y are the singular values of
S1=2x SnS
1=2
y : By Taylor expansion, it follows from (4) that
S1=2x SnS
1=2
y ¼ Sþ
1ﬃﬃﬃ
n
p R 1
2
ðRxSþ SRyÞ
 
þ oð1= ﬃﬃﬃnp Þ:
Now, suppose that the multiplicities of the population canonical correlations
are p1;y; ps; i.e., the matrix S has the form S ¼ ðdiagfl1Ip1 ;y; lsIps ; 0pK ;qKgÞ
with l14?4ls40; p1 þ?þ ps ¼ K and 0pK ;qK being a zero matrix of order
ðp  KÞ  ðq  KÞ:
Consider the singular value decomposition of S1=2x SnS
1=2
y as
S1=2x SnS
1=2
y ¼ UnLnV0n;
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where r ¼ minðp; qÞ; Ln is a r  r diagonal matrix with nonnegative and decreasing
diagonal elements, Un is a p  r orthonormal matrix and Vn is a q  r orthonormal
matrix, that is, U0nUn ¼ V0nVn ¼ Ir:
Based on the block diagonals of S; we split the matrix
Ln ¼ diag½Ln;1;y;Ln;s;Ln;sþ1;
where Ln; j is a pj  pj matrix for j ¼ 1;y; s þ 1 with psþ1 ¼ r  K :
By Lemma 3 given in Section 3, we have, under the null hypothesis, that the
diagonal elements of
ﬃﬃﬃ
n
p
Lsþ1 tend to the set of singular values of the ðp  KÞ 
ðq  KÞ lower-right submatrix of R 1
2
ðRxSþ SRyÞ; which is the same as the
ðp  KÞ  ðq  KÞ lower-right submatrix of R since the corresponding submatrices
of RxS and SRy are both 0.
To get the distribution of the ðp  KÞ  ðq  KÞ lower-right submatrix of R; note
that
CovðvecðR0ÞÞ ¼ S1 0
0 S2
 !
;
where S1 ¼ Covðx1#yÞ; S2 ¼ Covðx2#yÞ; and vecðRÞ denotes the vectorization of
the matrix R (by stacking up the columns of R). This shows that the entries of the
ðp  KÞ  ðq  KÞ lower-right submatrix of R are jointly normally distributed with
mean 0. Consider the trace of R0R as a quadratic function of the ðp  KÞðq  KÞ
normal variables. By Theorem 2 on page 57 of [12], the trace of R0R has a chi-square
distribution with ðp  KÞðq  KÞ degrees of freedom if and only if S2 ¼ IðpKÞðqKÞ:
In our setting, this condition is equivalent to x2 and y being second-order
uncorrelated, that is, for any components a1; a2 of x2 and any components b1; b2
of y; the equality Eða1b1a2b2Þ ¼ Eða1a2ÞEðb1b2Þ holds.
Let #lj (K þ 1pjpp) be the diagonal elements of Ln;sþ1: We have obtained our
main result as follows.
Theorem 1. Suppose that Covðx#yÞ exists. Then under model (1) the necessary and
sufficient condition for Tn ¼ n
Pp
j¼Kþ1 #l
2
j-w
2
ðpKÞðqKÞ as n-N is that x2 and y are
second-order uncorrelated in the sense described above.
Remark 1. In Section 3, we prove Lemma 3 which also implies that the diagonal
elements of
ﬃﬃﬃ
n
p ðLnj  ljIpj Þ converge to the set of eigenvalues of the pj  pj
symmetric matrix 1
2
ðRjj þ Rjj  ljðRx; jj þ Ry; jjÞÞ; where Rjj denotes the pj  pj
diagonal block of R: It also implies the convergence of the eigenmatrices Un and
Vn: We omit the details here.
Note that x2 is always orthogonal to x1 by construction, the conditions of
Theorem 1 holds automatically if x is normally distributed. Also note that the
statistic Tn in Theorem 1 is asymptotically equivalent to (2) of Section 1. It may
appear that Theorem 1 applies to CANCOR of [8] but not directly to SIR of [10].
However, SIR is equivalent to the canonical correlation approach when the spline
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basis pðyÞ is replaced by a set of indicator functions. Therefore, Theorem 5.1 of [10]
can be viewed as a special case of Theorem 1 with normally distributed x:
The condition of second-order uncorrelatedness holds as long as y is independent
of x2 even if x is not normal. On the other hand, if we apply Theorem 1 to the test of
dimension reduction in CANCOR, y is formed by spline basis functions for y: For
the second-order uncorrelatedness to hold for a sequence of such basis functions, we
essentially require y to be independent of x2: This implies that the strict validity of
the chi-square test for dimension reduction is quite limited.
In general, the limiting distribution of Tn is a mixture of chi-squares. The mixture
coefﬁcients depend on the eigenvalues of S2; which is not directly estimable.
Therefore a transformation of the variables x towards normality is desirable before
using the chi-square test.
There are several other issues that are worth further discussions.
First, the chi-square test is valid only when the ﬁrst K singular values of S are
nonzero but the rest are zero. If in the null hypothesis the value K is chosen to be
larger than the rank of S; the chi-square limiting distribution no longer holds and the
test becomes conservative. Therefore, it is recommended that one conducts
sequential tests starting from the smallest possible K :
Second, we note that our study assumes that the dimension q is ﬁxed. In theory,
this could tend to inﬁnity with n: In the latter case, all we need is to check (3) to make
sure that the limiting matrix R has the same property as in the case of ﬁnite q: The
limiting distribution of the test statistic would be normal upon a proper
standardization. The work by Portnoy [11] provided a means to handle such
problems. We also refer to [10, Remark 5.4] for a similar discussion.
Third, the chi-square approximation given by Theorem 1 may not be accurate in
some small-sample problems. The simulation study of Fung et al. [8] indicates that in
ﬁnite-sample problems the chi-square approximation is less accurate when x is more
skewed or heavier-tailed. Cook and Yin [4] proposed a permutation test for the same
null hypothesis without explicit moment assumptions, but it has to use the estimated
dimension reduction space so its asymptotic distributional theory is not yet
available. On the other hand, the chi-square test discussed here does not involve
estimating bj:
Finally, note that the chi-square test is not consistent for all alternatives to model
(1). The number of nonzero canonical correlations or the rank of S is in general less
than or equal to K of model (1) under a linearity condition on the conditional mean
of x given ðx0b1;y; x0bKÞ: The test Tn concerns the rank of S; so it could fail to
recover all directions needed in model (1).
3. Lemmas
The proof of Theorem 1 is based on Lemma 3 below. Lemmas 1 and 2 are used as
prelude to Lemma 3 in this section.
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Lemma 1. Let A and B be two p  q ðppqÞ matrices with singular values ai and
bi ði ¼ 1;y; pÞ; arranged in descending order, respectively. Then
Xp
i¼1
ðai  biÞ2ptracefðA BÞðA BÞg;
where A denotes the complex conjugate transpose of any matrix A:
Proof. We have
P
i a
2
i ¼ traceðAAÞ and
P
i b
2
i ¼ traceðBBÞ: By Fan [7], we also
have X
i
aibpiþ1pRealftraceðABÞgp
X
i
aibi:
Therefore, we getX
i
ðai  biÞ2 ¼
X
i
a2i þ
X
i
b2i  2
X
i
aibi
ptraceðAAÞ þ traceðBBÞ  ftraceðABÞ þ traceðBAÞg
¼ traceððA BÞðA BÞÞ: &
A similar result can be found in Lemma 2.7 of [2, p. 614] with more details about
Fan’s inequality.
Lemma 2. Let A and An be p  q complex matrices satisfying
(1) A has rank r with positive singular values l14?4lr:
(2) An-A as n-N;
(3) Let A ¼ ULV be the singular value decomposition where L ¼ diagfl1;y; lrg;
UARpr and VARqr are matrices satisfying UU ¼ VV ¼ Ir: Assume that the
diagonal elements of U are all positive.
(4) An ¼ UnLnVn þ oð1Þ; where UnUn ¼ Ir þ oð1Þ; VnVn ¼ Ir þ oð1Þ and Ln ¼
diagfln1;y; lnrg is r  r with ln1X?XlnrX0: For each column of Un; assume
that the first nonzero element on or below the diagonal is positive.
Then we have Ln-L; Un-U and Vn-V:
Remark 2. From the proof below, it is clear that the convergence Ln-L does not
require distinct singular values of A:
Remark 3. If both An and A are symmetric (or Hermitian) matrices, similar
conclusions hold for eigenvalues. In the proof, one only needs to take Vn ¼ Un and
to allow lnj taking negative values.
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Proof. The conclusion Ln-L follows from Lemma 1 and condition (2). It then
implies that ln1 are uniformly bounded. Hence,
AnA

n ¼ UnL2nUn þ oð1Þ:
By condition (4), we have
AnA

nUn ¼ UnL2n þ oð1Þ: ð5Þ
Write Un ¼ ½un1^?^unr and Vn ¼ ½vn1^?^vnr: By (5), we have
AnA

nunj ¼ l2njunj :
For jpr; let *uj be an arbitrary limit point of the bounded sequence funjg: By
condition (2) and the fact that lnj-lj; we have
AA *uj ¼ l2j *uj:
This shows that *uj is a unit eigenvector of AA
; corresponding to the eigenvalue l2j :
By condition (1), the dimension of the eigenspace of AA corresponding to l2j is one.
Hence, *uj ¼ cuj; where jcj ¼ 1 and uj is the jth column of U: Since the jth element of
uj is positive and the jth element of *uj is nonnegative, we conclude that c ¼ 1; or
equivalently *uj ¼ uj: Consequently, unj-uj: This proves that Un-U:
By conditions (2)–(4),
Vn ¼ L1n ðUnUnÞ1UnAn þ oð1Þ-L1ðUUÞ1UA ¼ V;
from which the rest of the lemma follows. &
Lemma 3. Let an-0 and A and An be p  q complex matrices satisfying
An ¼ Lþ anRþ oðanÞ; ð6Þ
where L ¼ diagfl1Ip1 ;y; lsIps ; 0psþ1qsþ1g; p1 þ?þ ps ¼ K ; psþ1 ¼ p  K ; qsþ1 ¼
q  K and l14?4ls40: Furthermore, let
R ¼
R11 ? R1;sþ1
^ & ^
Rsþ1;1 ? Rsþ1;sþ1
0
B@
1
CA
where Rgh is a pg  qh matrix ðg; h ¼ 1;y; s þ 1Þ with qg ¼ pg for g ¼ 1;y; s: Let the
singular value decomposition of An take the form
An ¼ UnLnVn
where Ln ¼ diag½ln1;y; ln;r; UnUn ¼ VnVn ¼ Ir: Then, we have the following results.
(i) For kps;
fa1n ðlnj  lkÞ; p1 þ?þ pk1ojpp1 þ?þ pkg
tends to the set of eigenvalues of ðRkk þ RkkÞ=2; and
fa1n lnj ; Kojprg
tends to the set of singular values of Rsþ1;sþ1:
ARTICLE IN PRESS
Z.D. Bai, X. He / Journal of Multivariate Analysis 88 (2004) 109–117 115
(ii) If the p  r matrix Un ¼ ðUnijÞsþ1i; j¼1 is split into blocks of the p1;y; ps; r  K
columns and p1;y; ps; p  K rows, and the q  r matrix Vn ¼ ðVnijÞsþ1i; j¼1 is split into
blocks of p1;y; ps; r  K columns and p1;y; ps; q  K rows, then for iaj;
Unij-0; and Vnij-0:
(iii) If the eigenvalues of ðRkk þ RkkÞ=2; kps; are distinct and its eigenmatrix Ukk
has positive diagonal elements, then
Unkk-Ukk and Vnkk-Ukk;
provided that Un;kk is chosen to have nonnegative diagonal elements.
(iv) If the singular values of Rsþ1;sþ1 are positive and distinct and its left eigenmatrix
Usþ1;sþ1 has positive diagonal elements, then
Un;sþ1;sþ1-Usþ1;sþ1 and Vn;sþ1;sþ1-Vsþ1;sþ1;
provided that Un;sþ1;sþ1 is chosen to have nonnegative diagonal elements, where Vsþ1;sþ1
is the right eigenmatrix in the singular value decomposition of Rsþ1;sþ1:
Proof. By Lemma 1, we have jlnj  lkj ¼ OðanÞ for p1 þ?þ pk1ojpp1 þ?
þpk: We also have
UnL
2
n ¼ LL0Un þ anðRL0 þ LRÞUn þ oðanÞ: ð7Þ
Note that
Un ¼
Un11 ? Un;1;sþ1
^ & ^
Un;sþ1;1 ? Un;sþ1;sþ1
0
B@
1
CA
where the order of Unjk is pj  pk with psþ1 ¼ p  K :
Comparing both sides of (7), we ﬁnd that, for jak;
Un; jk ¼ OðanÞ
which, together with the fact that Un1;kUn1;k þ?þUn;sþ1;kUn;sþ1;k ¼ Ipk ; implies
that, for j ¼ k ¼ 1;y; s;
UnkkUnkk ¼ Ipk þ Oða2nÞ and Un;sþ1;sþ1Un;sþ1;sþ1 ¼ IrK þ Oða2nÞ:
Also, by (7), we have
Unkk½a1n ðL2nk  l2kIpk Þ ¼ lkðRkk þ RkkÞUn;kk þ oð1Þ
for kps: Note that the left-hand side of above is asymptotically equivalent to
2lkUnkk½a1n ðLnk  lkIpkÞ: Then by Remark 3, we know that a1n ðLnk  lkIpkÞ tends
to the diagonal matrix consisting of the eigenvalues of ðRkk þ RkkÞ=2: Furthermore,
if the eigenvalues of the matrix ðRkk þ RkkÞ=2 are distinct and the diagonal elements
of Ukk and Unkk are chosen to have positive diagonal elements, then Unkk-Ukk:
Similarly, we have
VnL
2
n ¼ L0LVn þ anðRLþ L0RÞVn þ oðanÞ: ð8Þ
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From (8), we obtain for iaj;
Vn;ij ¼ OðanÞ:
By multiplying Vn to both sides of the equation UnLnV

n ¼ Lþ OðanÞ and extracting
the kth diagonal block for kps; we obtain
UnkkLnk ¼ lkVnkk þ OðanÞ:
It then follows that Vnkk-Ukk:
Finally, consider the case k ¼ s þ 1: We have from (6)
a1n Un;sþ1;sþ1Ln;sþ1V

n;sþ1;sþ1 ¼ Rsþ1;sþ1 þ oð1Þ:
By Lemma 2, a1n lnj ðKojprÞ tend to the set of singular values of Rsþ1;sþ1 and the
conclusion (iv) also follows. All parts of Lemma 3 are now proven. &
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