We construct a sequence of functions that uniformly converge (on compact sets) to the price of Asian option, which is written on a stock whose dynamics follows a jump diffusion, exponentially fast. We show that each of the element in this sequence is the unique classical solutions of a parabolic partial differential equation (not an integro-differential equation). As a result we obtain a fast numerical approximation scheme whose accuracy versus speed characteristics can be controlled. We analyze the performance of our numerical algorithm on several examples.
Introduction
We develop an efficient numerical algorithm to price Asian options, which are derivatives whose pay-off depends on the average of the stock price, for jump diffusions. The jump diffusion models are heavily used in the option pricing context since they can capture the excess kurtosis of the stock price returns and along with the skew in the implied volatility surface (see Cont and Tankov (2003) ). Two well-known examples of these models are i) the model of Merton (1976) , in which the jump sizes are log-normally distributed, and ii) the model of Kou (2002) , in which the logarithm of jump sizes have the so called double exponential distribution. Here we consider a large class of jump diffusion models including these two.
The pricing of Asian options is complicated because it involves solving a partial differential equation (PDE) with two space dimensions, one variable accounting for the average stock price, the other for the stock price itself. However, Večeř (2001) and Večeř and Xu (2004) were able to reduce the dimension of the problem by using a change of measure argument (also see Section 2.1). When the stock price is a geometric Brownian motion Večeř (2001) showed that the price of the Asian option at time t = 0, which we will denote by S 0 → V (S 0 ), satisfies V (S 0 ) = S 0 · v(z = z * , t = 0) for a suitable constant z * , in which the function v solves a one dimensional parabolic PDE. When the stock price is a jump diffusion, then under the assumptions that v t , v z and v zz are continuous Večeř and Xu (2004) (Theorem 3.3 and Corollary 3.4) showed that the function v solves an integro-partial differential equation using Itô's lemma. However, a priori it is not clear that these assumptions are satisfied. In this paper, we show that for the jump diffusion models these assumptions are indeed satisfied (see Theorem 2.1), i.e. we directly show that v is the unique classical solution of the integro-partial differential equation in Večeř and Xu (2004) . We do this by showing that v is the limit of a sequence of functions constructed by iterating a suitable functional operator, which we will denote by J, that takes functions with certain regularity properties into the unique classical solutions of parabolic differential equations and gives them more regularity and finally showing that v is the fixed point of the functional operator and that it satisfies the certain regularity properties. This proof technique is similar to that of Bayraktar (2007) , in which the regularity of the American put option prices are analyzed. In the current paper, some major technical difficulties arise because the pay-off functions we consider are not bounded and also because the sequence of functions constructed is not monotonous (Bayraktar (2007) was able to construct a monotonous sequence because of the early exercise feature of the American options).
The iterative construction of the sequence of functions which converge to the Asian option price naturally leads to an efficient numerical method for computing the price of Asian options. We prove that the constructed sequence of functions converges to the function v uniformly (on compact sets) and exponentially fast. Therefore, after a few iterations one can obtain the function v to the desired level of accuracy, i.e. the accuracy versus speed characteristics of the numerical method we propose can be controlled. On the other hand, since each element of the approximating sequence solves a parabolic PDE (not an integro-differential equation), we can use one of the classical finite difference schemes to determine it. We propose a numerical scheme in Section 3 and analyze the performance it in the same section.
So far numerical methods for the pricing Asian options were proposed for diffusion models: Večeř (2001) , Rogers and Shi (1995) , Zhang (2003) developed PDE methods, Geman and Yor (1993) developed a single Laplace inversion method, Linetsky (2004) developed a spectral expansion approach, Cai and Kou (2007) developed a double Laplace inversion method. On the other hand Rogers and Shi (1995) and Thompson (1998) obtained tight bounds for the prices. We should mention that Cai and Kou (2007) also considered pricing Asian option for the double exponential jump diffusion model of Kou (2002) .
The rest of the paper is organized as follows: In Section 2.1, we summarize the findings of Večeř and Xu (2004) in the context of jump-diffusion models. In Section 2.2, we present our main theoretical results: Theorem 2.1 and Corollary 2.1. We propose a numerical algorithm in Section 3.1 and analyze the convergence properties of our algorithm in Section 3.2 (see Propositions 3.1 and 3.2). Then we perform numerical experiments for two particular jump diffusion models and analyze the performance of our numerical algorithm in Section 3.3. Section 4 is devoted to development of the proof of Theorem 2.1. In Sections 4.1 and 4.2 we develop the properties of the functional operator J and the properties of the sequence obtained by iterating J, respectively. These results are used to prove Theorem 2.1 in Section 4.3. A brief summary of our proof technique can be found in Section 2.2. right after the definition of the operator J in (2.11).
A Sequential Approximation to Price of an Asian Option

Dimension Reduction
Let (Ω, F, P) be a complete probability space hosting a Wiener process {B t ; t ≥ 0} and a Poisson random measure N , whose mean measure is λν(dy)dt, independent of the Wiener process. Let (F t ) t≥0 denote the natural filtration of B and N . In this filtered probability space, let us define a Markov process S = {S t ; t ≥ 0} via its dynamics as
in which r is the risk free rate, µ λ(ξ − 1) with assumption ξ R + yν(dy) < ∞. The process S is the price of a traded stock, and under the measure P, the discounted stock price e −rt S t t≥0 is a martingale. In this framework the stock price jumps from at time t the stock price moves from S t− to S t− Y , in which Y 's distribution is given by ν. Y is a positive random variable and note that when Y < 1 then the stock price S jumps down when Y > 1 the stock price jumps up. In Merton's jump diffusion model (see Merton (1976) ) Y = exp(X) where X is a Gaussian random variable. In Kou's model (Kou (2002) ) Y = exp(X) in which X has the double exponential distribution.
To reduce the dimension of the Asian option pricing problem, Večeř and Xu (2004) 
Here, T is the maturity of the Asian option. Večeř and Xu (2004) also introduce a numeraire process
where X = {X t ; t ∈ [0, T ]} is a self-financing portfolio, which replicates the pay-off of the Asian option, whose dynamics are given by 4) in which q t defined as
is the number of shares invested in the stock, and
(2.6) Večeř and Xu (2004) showed that the price of the continuous averaging Asian option with floating strike K 1 and fixed strike K 2 defined by
can also be represented as
for some v that is the classical solution, i.e. v ∈ C 2,1 , of an integro-partial differential equation (see Theorem 2.1 and Corollary 2.1). We will also show that v is the limit of a sequence of functions constructed by iterating a functional operator, which is defined in (2.11). We will show that each of the functions in this sequence are classical solutions of partial differential equations (not integro-differential equations) and that they converge to v locally uniformly and exponentially fast (see Theorem 2.1). The analytical properties of the functional operator (listed in the lemmas of Section 4.1) used in the construction of the approximating sequence play important roles in proving our main mathematical result. We will summarize the role of the functional operator below after we introduce it. Let us introduce the following sequence of functions
in which the functional operator J is defined, through its action on a test function f : R×[0, T ] → R + , as follows: 11) in which Z = {Z t ; t ≥ 0} has the dynamics
(2.12)
We will show that the sequence of functions defined in (2.10) by iterating J are classical solutions of PDEs thanks to the following analytical properties of the operator J (which are developed in Section 4.1) : 1) J maps functions that are Lipschitz continuous with respect to the z-variable (uniformly in the t-variable) and Hölder continuous with respect to the t-variable into classical solutions of PDEs (see Proposition 4.1), 2) J preserves Lipschitz continuity with respect to the z-variable (see Lemma 4.1), 3) J transforms Lipschitz continuous functions, with respect to the z-variable, that satisfy a linear (in the z-variable) growth condition (uniformly in the t-variable) into Hölder continuous functions of the t-variable (see Lemma 4.3), 4) J preserves the linear growth condition in the z−variable (see Lemma 4.2 and Remark 4.1). The analytical properties of J can be summarized as "J maps nice functions (set of functions with a few regularity properties), to nicer functions (set of functions that are the classical solutions of partial differential equations, and have the same regularity properties as before).
It is a priori not clear that the sequence of functions defined in (2.10) has a limit. Using the properties of the operator J we show that this sequence is Cauchy (see Lemma 4.6) and therefore has a limit (in fact the sequence converges locally uniformly and exponentially fast). We show that, the limit of this sequence, which we denote by v ∞ , is a classical solution of an integro-PDE using 1) the fact that it is a fixed point of the operator J (see Lemma 4.7), 2) the facts that it is Lipschitz continuous with respect to the z-variable (uniformly in the t-variable) (see Lemma 4.8) and Hölder continuous with respect to the t-variable (see Corollary 4.3).
Finally, using a verification argument we will show that the limit v ∞ is indeed the function that satisfies (2.9) (see Corollary 2.1).
The main theoretical results that are summarized above will be stated in the next theorem and its corollary. The proof of Theorem 2.1 is given in Section 4.3 which uses the results of Sections 4.1 and 4.2 as summarized above. (
13)
where M D is a constant depending on D and η = max{ξ, 1}.
(iii) For n ≥ 0, the function v n+1 is the unique classical solution, i.e. v n+1 ∈ C 2,1 , of
Proof. See Section 4.3.
The iterative procedure in (2.14) simply collapses to the Vecer's PDE (see Večeř (2001) ) when λ = 0, i.e. when the underlying asset is a geometric Brownian motion. That is, the iteration in (2.14) is designed for the models in which the asset price jumps. 
where Z J , defined in (2.3), has the initial value Z J 0 = z. It follows from (2.17) and the Itô's lemma that M t is a Q-martigale, i.e.
The last identity follows from the representation (2.8).
Computing the Prices of Asian Options Numerically
It follows from Theorem 2.1 that the the sequence of functions (v n ) n≥0 converges uniformly and exponentially fast to v ∞ on any compact domain. Therefore a few iterations of (2.14) and (2.15), starting from v 0 will produce an accurate approximation to v ∞ . To perform the iterations we will make use of the finite difference methods for PDEs. Since each v n+1 (·, ·) is the classical solution of a partial differential equation (not an integro-partial differential equation) we can use Crank-Nicolson discretization (see page 155 of Wilmott et al. (1995) ) along with the SOR algorithm (see e.g. page 150 of Wilmott et al. (1995) ) to solve the sparse system of linear equations. In this iteration we will need to compute the integral P v n , and we do this by the trapezoidal rule. We will describe this numerical method more precisely in Section 3.1 and investigate the convergence properties in Section 3.2. In Section 3.3 we determine the performance (the speed and accuracy characteristics) of our numerical method for the jump diffusion models of Kou (2002) and Merton (1976) . In this section we will take the Monte-Carlo simulation results as a benchmark.
A numerical algorithm
Let us discretize (2.17) using the Crank-Nicolson method. For fixed ∆t, ∆z, z max and z min , let M ∆t = T and K∆z = z max − z min . Let us denote z k z min + k∆z k = 0, 1, · · · , K. Byṽ we will denote the solution of the difference equation
and appropriate boundary conditions. The coefficients p
In (3.1),P is a linear operator which is the discrete version of the operator P in (2.12). Letting x = log y, we can write P f as
in which F (dx) is the distribution of a random variable X, such that the distribution of e X is given by the jump measure ν. We approximate the integral in (3.3) using trapezoidal rule. Discretizing a sufficiently large interval [x min , x max ] into L subintervals, we obtain the grid
This grid may not be equally spaced. One can choose the grid to be finer where density of the distribution F is large. The left hand side of (3.3) will be evaluated on grid point (z k , m∆t). However for some m, k and ℓ, z k /e x ℓ + q m∆t (e x ℓ − 1)/e x ℓ , as the first variable of f in the integrand, may not land on z k ′ for some k ′ . Consequently, we will determine the value of the integrand in (3.3) by linear interpolation. If
in which w is the interpolation weight. On the other hand, if z k /e x ℓ + q m∆t (e x ℓ − 1)/e x ℓ is out side the interval [z min , z max ], the value of the function is determined by the boundary conditions. Now the integral in (3.3) can be approximated as
where ∆x = max ℓ (x ℓ+1 − x ℓ ), and g is the density of F . Note that numerically solving the system of equations in (3.1) is quite difficult due to the contributions from the integral terms (i.e. the Pṽ(k, m) term). Discretizing (2.14) recursively (using the Crank-Nicolson discretization) we obtain sequenceṽ n (k, m), n = 0, 1, · · · , by setting
(3.5)
For each n the terminal conditionṽ n+1 (k, m) = (ζ · (k∆z − K 1 )) + and appropriate boundary conditions are satisfied. We will solve the sparse linear system of equations using the SOR method (see e.g. Wilmott et al. (1995) ).
Convergence of the Numerical Algorithm
In what follows we will first show that as n → ∞,ṽ n converges toṽ. Next, we will argue that as the mesh sizes ∆t and ∆z go to zeroṽ converges to v ∞ . For the sake of simplicity of the presentation, in what follows we will assume that ( P 1)(k, m) ≤ R + yν(dy) = ξ. Otherwise the order of error of the discretization of the integral will have to be sufficiently small for the following statement to be true.
Proposition 3.1. For sufficiently small ∆t and ∆z,ṽ n converges toṽ uniformly and at an exponential rate.
Since P is a linear operator e n will satisfy (3.5) when we replaceṽ n by e n andṽ n+1 by e n+1 . Now let us define
Choosing ∆t and ∆z small enough we can guarantee that p for all (k, m). As a result it follows from the difference equation e n satisfies that
in which we used the assumption that ( P 1)(k, m) ≤ ξ. It follows from (3.8) that
Since the right-hand-side of (3.9) does not depend on k, we can take k = k * on the left-hand-side to write
as a result of the assumption p
Because of the terminal condition ofṽ n , we have E M n+1 = 0. In addition, (3.12) is satisfied for all m we get that 15) which shows that the convergence rate in (3.14) agrees with the convergence rate in (4.61).
Proof. Using the triangle inequality let us write
for some positive constants C and C. The first and the third terms in the right-hand-side of the second inequality are due to (4.61) and (3.13). The second term arises since the order of error from discretizing a PDE using a Crank-Nicolson scheme is O((∆z) 2 + (∆t) 2 ), the interpolation and the discretization error from the numerical integration are of order (∆z) 2 and (∆x) 2 and that the total error made at each step propagates at most linearly in n when we sequentially discretize the PDEs in (2.14). Letting ∆t, ∆z → 0 in (3.17) we obtain that lim ∆t,∆z→0
in which we used (3.15). Since n is arbitrary the result follows. 
Numerical results for Kou's and Merton's models
There are two well-known examples of jump diffusion in the literature, the double exponential model as in Kou (2002) and the normal model as in Merton (1976) . In this section, we will demonstrate our algorithm in Section 3.1 in pricing Asian options for these two models. We will introduce the jump distributions chosen by Kou (2002) and Merton (1976) next. Let X be a random variable whose probability distribution function is equal to a given distribution F and let the jump measure ν be equal to the distribution of the random variable e X . In Kou's model, F is the double exponential distribution whose density is
In Merton's model, F is the normal distribution whose density is
The price of the Asian option with floating strike K 1 and fixed strike K 2 , whose pay-off function is given by (2.7), can be calculated in terms of v ∞ (z, 0) as a result of Corollary 2.1. On the other hand, in Proposition 3.2 we have shown that v ∞ can be approximated by its discrete versionṽ. Furthermore, Proposition 3.1 tells us thatṽ can be approximated by the sequence (ṽ n ) n≥0 with exponentially fast convergence. Therefore, we will approximate the price of Asian options by iteratively solving a sequence of difference equations in (3.5), which are discretization of a sequence of parabolic partial differential equations (not integro-differential equations) given by (2.14) and (2.15).
In the following, we will list the numerical results for the prices of Asian options. Since we could not find any numerical results on European Asian options for jump diffusion models in the literature, we use the Put-Call parity for Asian options as a consistency check for our results. For the European Asian option with floating strike K 1 and fixed strike K 2 , the putcall parity gives the following identity between call and put option price
This identity does not depend on dynamics of the underlying process S. Using our algorithm, we will calculate the call and put option price independently. Then we will compare the difference between our call and put price with the difference predicted by (3.21). In addition, we will also compare our numerical results with the Monte Carlo results.
In Tables 1 and 2 , we will list the numerical results for the prices of European Asian options for both Kou's model and Merton's model. Run times are in seconds. All our computations are performed on a Pentium IV 3.0 GHz machine with C++ implementation. In Tables 3, 4 and 5, we will list the convergence results of the for the Asian option prices for the double exponential jump model. The parameters for both call and put options are the same as the 7th row in Table 1 , i.e. r = 0.15, S 0 = 100, K 1 = 0, K 2 = 90, T = 1, σ = 0.2, λ = 1 and η 1 = η 2 = 25.
As we can see from these tables, our algorithm is stable with respect to all parameters and the convergence is fast. Moreover, our difference between call and put option prices are within ±0.01 comparing to the difference predicted by put-call parity in (3.21). The call option prices are almost within the standard error of the Monte Carlo results.
If the dynamics of Z J only contains the diffusion part (i.e. λ = 0), our algorithm is simply SOR. Using the same parameters chosen in Večeř (2001) , the SOR gives approximate option price with error ±1 × 10 −3 dollar (we compared our results to Table 2 in Večeř (2001)), and the run times are below 0.02 second. Comparing the numerical results in Tables 1 and 2 , we see that the evaluation of the integral term by numerical integral is the time consuming part. This can be speeded up by using the Fast Fourier Transform (see e.g. Almendral and Oosterlee (2007) for the application of the Fast Fourier Transform in American options under the Variance Gamma model).
Mathematical Analysis
The purpose of this section is to provide the necessary background to prove Theorem 2.1. First, in Section 4.1 we will analyze the properties of functional operator J: We will analyze how J increases the regularity of certain class of functions. J takes functions with certain regularity properties into the unique solutions of parabolic differential equations and gives them more regularity (see Lemmas 4.1-4.3 and Proposition 4.1).
Next, in Section 4.2, we will develop the properties of the functions defined in (2.10) in a sequence of lemmas and corollaries using the results developed in Section 4.1. These properties will then be used to prove Theorem 2.1 in Section 4.3.
Properties of Operator J
First, we will develop a representation of the functional operator J that is amenable to regularity analysis, which is carried out in this section. Using the notation in page 8 of Pham (1998) , we can rewrite J as where {W s } s≥0 is a Wiener process under the measure Q. It is possible to determine the solution to (4.3) explicitly. For this purpose it will be convenient to work with the process Z s q t+s − Z t,z s . It follows from (4.3) that the dynamics ofZ are given by
in which g(t) = d dt q t . Now it is easy to obtain the solution of stochastic differential equation (4.4) asZ
As a result we have that the solution of (4.3) is given by
It follows from (4.7) that the solution of the stochastic differential equation (4.3) is linear with respect to its initial value z. Inserting its solution (4.7) back into the definition of the operator J in (4.1), we obtain
(4.9) In the following, we will study the regularity properties of the operator J with respect to both space and time. When the function f is Lipschitz continuous with respect to its first variable, the following lemmas show Jf is not only Lipschitz with respect to its first variable, but also Hölder continuous with respect to the second variable. 
Lemma 4.1. For any t ∈ [0, T ], let us assume the function f satisfies
|f (z, t) − f (z, t)| ≤ D |z −z|, z,z ∈ R,(4.|Jf (z, t) − Jf (z, t)| ≤ E |z −z|, z,z ∈ R,(4.
11)
with E = max{1, D}.
Proof. ¿From the definition of operator J in (4.9), we have
Let us obtain a bound on the right hand side of (4.12). First observe that
and
On the other hand, from the definition of H 0 s in (4.6), we have that
( 4.15) Inserting (4.13), (4.14) and (4.15) back into the equation (4.12), we have 
(4.21)
In the next two lemmas we will need the following moment estimates of Z t,z s . (4.23) in which 0 ≤ s ≤ T and C is a constant depending on T . These estimates can be found in Pham (1998) (Lemma 3.1) .
Lemma 4.2. We have that (4.24) in which α = 1 − e −λξT < 1, and U , B are positive constants depending on T .
Proof. We will estimate M Jf using the definition of the operator J in (4.1). First, we have that
in which we obtain the last inequality using the expression of Z t,z in (4.7) with z = 0. First, it follows from (4.22) with z = 0 that
Letting U C + K 1 , which is a finite positive constant depending on T , we have that
Second, we will estimate the second term in the definition of J in (4.1). From the definition of P f in (4.2), we have
To obtain the first inequality we use the inequality (4.20), whereas the second inequality follows from |y − 1| ≤ y + 1. To obtain the last inequality, we use the inequality (4.22) with z = 0. Now, using (4.27) we obtain
(4.28) Since 0 ≤ s ≤ T − t, we have q t+s ≤ 1 rT . Let us define
which is a finite positive constant depending on T . Now, we have the following estimation on the left hand side of (4.28)
¿From inequalities (4.26) and (4.30), we conclude that
Remark 4.2. Lemma 4.2 and Remark 4.1 indicate that
in whichD = max{M f , D} andẼ = max{U + α(M f + B/ξ), E}. We will use these linear growth properties to show a regularity property of the operator J with respect to time in the next lemma.
Lemma 4.3. Assume the function z → f (z, t) satisfies
in which F is a positive constant that only depends on λ, ξ, T and M f .
Proof. For any h ∈ [t, T ], it follows from the definition of operator J in (4.1) and the Markov property of Z t,z s that
In what follows we will bound the terms on the right-hand-side of this inequality. Since the condition (4.34) holds, Lemma 4.1 applies. As a result it follows from (4.11) that
Using the estimate in (4.32) we have that
To obtain the last inequality we use the estimation (4.22) and the fact that q t+v ≤ 1 rT for v ∈ [0, s − t]. On the other hand, from (4.33), we have that
(4.40)
In the inequalities above, the constants E,D andẼ are as in Lemma 4.1 and Remark 4.2. Now, using (4.38), (4.39), (4.40) and the inequalities e −λξv < 1, and 1 − e −λξ(s−t) ≤ λξ(s − t), (4.41)
we can bound (4.37) as follows:
where F is a positive constant only depending on λ, ξ, T and M f . To obtain the second inequality, we use the moment estimates (4.23). To obtain the last inequality, we use the fact that s − t ≤ T .
In the following proposition we show that Jf satisfies a parabolic partial differential equation. 
Proof. It is clear that Jf satisfies the terminal condition. For any point (z,
Consider the following parabolic partial differential equation
Because of the condition (4.43), z → f (z, t) is Lipschitz in its first variable uniformly in the second variable, it follows from Lemmas 4.1 and 4.3 that z → Jf (z, t) is Lipschitz and t → Jf (z, t) is Hölder continuous. As a result Jf (·, ·) is a continuous function on R × R + . On the other hand, for (z, t), (z, s) ∈ R, it follows from the condition (4.43) that 48) in whichF only depends on T and ξ. Since R is a bounded domain, the factor 1+|z| in (4.48) is bounded in R, so z → P f (z, t) is Lipschitz and t → P f (z, t) is Hölder, uniformly with respect to the other variable. Now by Theorem 5.2 in Chapter 6 of Friedman (1975) , the parabolic partial differential equation (4.46) and (4.47) has a unique classical solution in the bounded domain R. Moreover this solution can be represented by
in which the exit time τ inf s∈[0,T −t] {Z t,z s = z 1 or z 2 } ∧ (T − t). The second equality follows from the definition of the operator J in (4.1) and the strong Markov property of Z t,z .
So far we have shown that Jf agrees with the unique classical solution of (4.46) and (4.47) in the bounded domain R. Since this statement holds for arbitrary R, it is clear that Jf is a solution of the parabolic partial differential equation (4.44) and (4.45) for all (z, t) ∈ R × [0, T ]. The uniqueness of the solution follows from Corollary 4.4 in Chapter 6 in Friedman (1975) , since the coefficients of the derivative operators in (2.16) satisfy linear and quadratic growth conditions respectively.
Properties of the Sequence of Functions Defined in (2.10)
Our first goal is to prove z → v n (z, t) is Lipschitz and t → v n (z, t) is Hölder continuous for all n. To this end we will apply Lemmas 4.1 and 4.3. To be able to apply the latter lemma we need to show that M n sup
In the next lemma, we will dominate the sequence of constants (M n ) n≥0 by a universal constant M ∞ , which depends only on T .
Lemma 4.4. Let us define the sequence of constants (M n ) n≥0 as in (4.49) , then
in which the constants U , B and α are defined in Lemma 4.2.
Proof. When n = 0, by the definition of v 0 (·, ·) in (2.10), we have
in which the last inequality is saturated when ζ = −1. It follows from Lemma 4.2 that (4.50) in which α < 1. It can be proven by induction that
Since U , B and ξ are positive constants and 0 < α < 1, it is clear from (4.51) that
Lemma 4.5. Let (v n (·, ·)) n≥0 be as in (2.10) . We have that (4.53) in which F n are all finite constants depending on T .
Proof. ¿From the definition of v 0 (·, ·) in (2.10), we have
Now, the inequality (4.52) follows from induction and Lemma 4.1. On the other hand, (4.53) holds as a result of Lemma 4.3 which we can apply as a result of Lemma 4.4.
As a corollary of Remark 4.2 and Lemma 4.4, we can show that (v n (z, t)) n≥0 satisfies a linear growth condition in the z-variable, uniformly in the t-variable. This will be used to show that this sequence has a limit.
Corollary 4.1. For any n ≥ 0,
(4.55)
Proof. An induction argument using the inequality (4.54), Lemma 4.1 and Remark 4.2 gives
Now, the result follows from Lemma 4.4.
As a result of Corollary 4.1, next we show that, for a fixed (z, t) ∈ R × [0, T ], the sequence {v n (z, t)} n≥0 is a Cauchy sequence.
Lemma 4.6. For any (z, t) ∈ R × [0, T ] and n, m ≥ 0. (4.56) where A = 1 − e −λξ(T −t) , B = 1 − e −λ(T −t) and C is the same constant as in (4.22) .
Proof. We will prove the estimation (4.56) by induction on m. When m = 0, it follows from Corollary 4.1 that
It is clear that (4.56) is satisfied in this case. Assuming (4.56) holds for m case, we will show that it holds when we replace m by m + 1. From the definition of {v n (·, ·)} n≥0 , we have
In the right hand side of above inequality, the induction assumption gives us
In (4.57), the third inequality follows, because q t+s ≤ 1 rT , and for m ≥ 1
On the other hand, from (4.7), we have
s |} ≤ C from (4.22). Therefore we have
Taking expectation on both side of (4.57) and plugging (4.58) back into (4.57), we have
Multiplying both sides of (4.59) with e −λξs λ and integrating with respect to s over [0, T −t], and using the identity µ − λξ = −λ, we obtain the inequality (4.56) with m replaced by m + 1.
As a result of the previous lemma we can define the pointwise limit for the sequence (v n (·, ·)) n≥0 :
Moreover, as a corollary of Lemma 4.6, we have
Proof. Observing that the right hand side of (4.56) is independent of n and |z| is uniformly bounded in D, the result follows from Lemma 4.6.
In the following, we will begin to study properties of v ∞ (·, ·).
Lemma 4.7. The function v ∞ is a fixed point of the operator J.
As a result, we have
The third equality follows by applying dominated convergence theorem three times. We can use the dominated convergence theorem due to Corollary 4.1 and (4.62).
Using Lemmas 4.5 and (4.61), we can show z → v ∞ (z, t) is Lipschitz continuous and t → v ∞ (z, t) is Hölder continuous.
(4.64)
Proof. For fixed z andz, let us choose a compact domain D z,z ⊆ R, so that z,z ∈ D z,z . Then we have
In order to obtain the last inequality, we use Lemmas 4.5 and Corollary 4.2. Since n in the second inequality in (4.65) is arbitrary, the result follows. = 100, T = 1, p = 0.6 and η 1 = η 2 = 25. Monte Carlo method uses 10 6 simulations and 10 3 time steps."C -P" is the difference between our approximated call and put option prices. "Parity" is the difference predicted by the put-call parity. Run times are in seconds.
European Asian call option prices for a double exponential jump diffusion model Table 2 : The approximated price for continuously averaged European type Asian options for normal jump diffusion model. r = 0.15, S 0 = 100, T = 1, λ = 1,μ = −0.1 andσ = 0.3. Monte Carlo method uses 10 6 simulations and 10 3 time steps. "C -P" is the difference between our approximated call and put option prices. "Parity" is the difference predicted by the put-call parity. Run times are in seconds.
European Asian call option with normal jump The parameters for Asian options in the following three tables are the same as the parameters used in the 7th row in Table 1 , i.e. r = 0.15, S 0 = 100, K 1 = 0, K 2 = 90, T = 1, σ = 0.2, λ = 1, p = 0.6 and η 1 = η 2 = 25. Table 3 : The convergence of the option price with respect to the truncation length of the numerical integral.
As we introduced in (3.4), the integral term in (2.12) is approximated by the trapezoidal rule on an interval [x min , x max ] with x min = x 0 < x 1 < · · · < x L = x max . In this table, fixing the discretization, we study the convergence with respect to the length of the truncation interval [x min , x max ]. We choose x min = −N/η 2 and x max = N/η 1 . In (3.3), if the distribution F is the double exponential, when N is large, the probability that the random variable X be outside the interval [−N/η 2 , N/η 1 ] is very small (for example, when N = 15 the probability is less than 10 −6 ).
Convergence with respect to truncation N Call Option (C) Time Put Option (P) Time (C -P) - Because we fix the discretization of the numerical integral, the difference between the calculated value and predicted value in the last column doesn't seem to converge to 0. But as ∆x → 0, the difference will converge to 0 as we will see in the next Table. Table 4: The convergence of the option price with respect to the grid size of the numerical integral. In this table, we fix the truncation of the numerical integral as x min = −10/η 2 and x max = 10/η 1 , we will show the convergence with respect to the number of grids L in the discretization of numerical integral in (3.4). Since the density of double exponential distribution has a cusp at zero, we choose an unequaly spaced grid here. The closer x to zero is, the finer the grid is. While fixing the truncation interval [x min , x max ], the larger L is the finer the grid is (see Table  4 for the notation).
Convergence with respect to discretization L Call Option (C) Time Put Option (P) Time (C -P) Table 5 : The convergence of the option price with respect to the grid sizes used in the finite difference scheme. In this table we fix x min = −10/η 2 and x max = 10/η 1 , L = 1000 (See Table 4 for the notation). Moreover, we fix z min = z − 0.5 and z max = z + 0.5 with z = 1 − e −rT /(rT ) − e −rT K 2 /S 0 defined in (2.20). We will show the convergence with respect to time and space grid sizes that are used in implementing the finite difference scheme. 
