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ABSTRACT
Let u be a nonzero linear functional acting on the space of polynomials. Let Dq,ω be
a Hahn operator acting on the dual space of polynomials. Suppose that there exist
polynomials φ and ψ, with degφ ≤ 2 and degψ ≤ 1, so that the functional equation
Dq,ω(φu) = ψu
holds, where the involved operations are defined in a distributional sense. In this note
we state necessary and sufficient conditions, involving only the coefficients of φ and
ψ, such that u is regular, that is, there exists a sequence of orthogonal polynomials
with respect to u. A key step in the proof relies upon the fact that a distributional
Rodrigues-type formula holds without assuming that u is regular.
KEYWORDS
Orthogonal polynomials; moment linear functionals; Hahn’s operator; regularity
conditions
1. Introduction and main result
Let P be the space of all polynomials with complex coefficients and let Pn be its
subspace of all polynomials of degree less than or equal to n (n = 0, 1, . . .). The classical
orthogonal polynomial sequences (OPS) of Hermite, Laguerre, Jacobi, and Bessel,
constitute the most studied class of OPS. In the framework of regular orthogonality,
these OPS are defined as orthogonal with respect to a moment linear functional u :
P → C such that there exist two nonzero polynomials φ ∈ P2 and ψ ∈ P1 so that u
satisfies the functional equation
D(φu) = ψu . (1)
Here, P∗ being the (algebraic) dual space of P, the left multiplication of a functional
u ∈ P∗ by a polynomial φ ∈ P, and the (distributional) derivative of u ∈ P∗, are the
functionals φu ∈ P∗ and Du ∈ P∗ defined, respectively, by
〈φu, f〉 := 〈u, φf〉 , 〈Du, f〉 := −〈u, f ′〉 (f ∈ P) . (2)
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Hermite and Laguerre functionals (corresponding to the Hermite and Laguerre OPS)
appear in (1) taking φ ≡ const. 6= 0 and degφ = 1, respectively. If deg φ = 2 we obtain
a Jacobi functional whenever the zeros of φ are distinct, and a Bessel functional if
φ has a double zero. As fundamental references on this issue, we mention Maroni’s
works [1–3]. For the general theory of OPS (continuous and discrete) we refer the
reader to the influential monographs by Chihara [4], Ismail [5], Nikiforov, Suslov, and
Uvarov [6], and Koekoek, Lesky, and Swarttouw [7]. We also mention here the recent
unpublished class notes [8] (where the emphasis in on the algebraic approach developed
by Maroni). A natural question arises: if u is a nonzero linear functional defined on P
satisfying (1), with φ ∈ P2 and ψ ∈ P1, and if at least one among φ and ψ is not the
zero polynomial, to determine necessary and sufficient conditions, involving only the
coefficients of φ and ψ, such that u is regular (i.e., there exists an OPS with respect
to u). This question has been answered in the following
Theorem 1.1. [9, Lemma 2 and Theorem 2] Let u ∈ P ′ \ {0}. Suppose that
D(φu) = ψu , (3)
where φ ∈ P2, ψ ∈ P1, and at least one of φ and ψ is not the zero polynomial. Write
φ(x) := ax2 + bx+ c , ψ(x) := dx+ e , dn := d+ an , en := e+ bn .
(a, b, c, d, e ∈ C; |a|+ |b|+ |c|+ |d|+ |e| 6= 0.) Then, u is regular if and only if
dn 6= 0 , φ
(
−
en
d2n
)
6= 0 , ∀n ∈ N0 . (4)
Under these conditions, the monic OPS (Pn)n≥0 with respect to u satisfies the three-
term recurrence relation
Pn+1(x) = (x− βn)Pn(x)− γnPn−1(x) , (5)
with P−1(x) = 0, being
βn =
nen−1
d2n−2
−
(n + 1)en
d2n
, γn+1 = −
(n+ 1)dn−1
d2n−1d2n+1
φ
(
−
en
d2n
)
(n = 0, 1, . . .) . (6)
In addition, the following (distributional) Rodrigues formula holds
Pnu = knD
n
(
φnu
)
, kn :=
n−1∏
j=0
d−1n+j−1 (n = 0, 1, . . .) . (7)
The aim of this contribution is to state a (q, ω)−analogue of Theorem 1.1, replacing
in the functional equation (3) the derivative operator D by an appropriate (distribu-
tional) Hahn’s operator, denoted by Dq,ω.
Given complex numbers q and ω, the (ordinary) Hahn’s operator Dq,ω : P → P is
Dq,ωf(x) :=
f(qx+ ω)− f(x)
(q − 1)x+ ω
(f ∈ P) . (8)
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This operator has been studied by Hahn [10]. Hereafter (when referring to Dq,ω) we
will assume that q and ω fulfill the conditions
|q − 1|+ |ω| 6= 0 , q 6∈
{
0, e2ijpi/n | 1 ≤ j ≤ n− 1 ; n = 2, 3, . . .
}
. (9)
The first condition in (9) ensures that the right-hand side of (8) is well defined. The
second one is imposed in order to ensure the existence of OPS in Hahn’s sense (this
will be made clear later — cf. Theorem 1.2). The (ordinary) Hahn’s operator Dq,ω
induces a (distributional) Hahn’s operator Dq,ω : P
∗ → P∗, defined by
〈Dq,ωu, f〉 := −q
−1〈u,D∗q,ωf〉 (u ∈ P
∗ , f ∈ P) , (10)
where D∗q,ω := D1/q,−ω/q. This definition of Dq,ω appears in Foupouagnigni’s PhD
thesis [11, Definition 3.4]. A slightly different one was considered in Ha¨cker’s PhD
thesis [12, (1.16)] (under the supervision of P. Lesky and reviewed for AMS by R.
Askey), where the adopted definition is 〈Dq,ωu, f〉 = −〈u,Dq,ωf〉, as it may seem
more natural a priori, taking into account the standard definition appearing in (2) for
the continuous case. The main results appearing in this thesis can be found also in
[13]. The advantage of (10) stems from the facts pointed out in Remark 3. We also
need the operators Lq,ω : P → P and Lq,ω : P
∗ → P∗ given by
Lq,ωf(x) := f(qx+ ω) , 〈Lq,ωu, f〉 := 〈u, L
∗
q,ωf〉
(
f ∈ P , u ∈ P∗
)
,
where L∗q,ω := L1/q,−ω/q. Recall that the q−bracket is defined by
[α]q :=


qα − 1
q − 1
, if q 6= 1
α , if q = 1
(α, q ∈ C) .
Note that for each nonnegative integer number n, we have [0]q := 0 and [n]q → n as
q → 1. Note also that (9) ensures that [n]q 6= 0 for each n = 1, 2, . . .. Our main result
is the following:
Theorem 1.2. Fix q, ω ∈ C fulfilling (9). Let u ∈ P ′ \ {0}. Suppose that
Dq,ω(φu) = ψu , (11)
where φ ∈ P2, ψ ∈ P1, and at least one of φ and ψ is not the zero polynomial. Set
φ(x) := ax2 + bx+ c , ψ(x) := dx+ e , (12)
dn ≡ dn(q) := dq
n + a[n]q , en ≡ en(q, ω) := eq
n + (ωdn + b)[n]q . (13)
Then, u is regular if and only if
dn 6= 0 , φ
(
−
en
d2n
)
6= 0 , ∀n ∈ N0 . (14)
Under these conditions, the monic OPS (Pn)n≥0 ≡ (Pn(·; q, ω))n≥0 with respect to u
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satisfies the three-term recurrence relation
Pn+1(x) = (x− βn)Pn(x)− γnPn−1(x) , (15)
with P−1(x) = 0, being
βn := ω[n]q +
[n]qen−1
d2n−2
−
[n+ 1]qen
d2n
, (16)
γn+1 := −
qn[n+ 1]qdn−1
d2n−1d2n+1
φ
(
−
en
d2n
)
(n = 0, 1, . . .) . (17)
In addition, the Rodrigues-type formula
Pnu = knD
n
1/q,−ω/q
(
Φ(·;n)Lnq,ωu
)
(n = 0, 1, . . .) (18)
holds in P∗, where
kn := q
n(n−3)/2
n−1∏
j=0
d−1n+j−1 , Φ(x;n) :=
n∏
j=1
φ
(
qjx+ ω[j]q
)
. (19)
Remark 1. Under the assumption that u is regular, the Rodrigues-type formula (18)
appears in Me´dem et al. [14] for ω = 0 and q 6= 1, and in Salto [15] for q = 1 and
ω 6= 0. However, we will prove a more general result (cf. Lemma 3.3), showing that
(18) holds without assuming the regularity of u, provided that (Pn)n is a simple set
of polynomials defined by (15)–(17), which we see is well defined requiring only (the
admissibility condition) dn 6= 0 for each n = 0, 1, . . .. It is worth mentioning that this
(non trivial) fact is known for the continuous case [9, Lemma 2], but for the (q, ω)−case
we did not found a reference in the available literature.
Remark 2. Taking ω = 0 and letting q → 1 in Theorem 1.2 yields Theorem 1.1.
We highly that Ha¨cker [12, Theorem 1.4 (p. 26)] gave regularity conditions different
from (14), considering a definition of Dq,ω in the sense discussed above. Ha¨cker’s
approach is very different from ours, since his results are derived from the analysis of
a discrete Sturm-Liouville problem, while our proof of Theorem 1.2 uses appropriate
modifications of some ideas appearing in [9], based in the McS thesis [16] and obtained
independently of Ha¨cker’s results. Indeed, our approach is supported on the algebraic
theory of orthogonal polynomials developed by Maroni [1].
Remark 3. As we mentioned before, there is some advantages in defining Dq,ω as
in (10). For instance, in the regularity condition (14) as well as in the expression for
γn given by (17), the polynomial appearing therein is precisely φ. The same does not
holds in the formulas given in Ha¨cker thesis (cf. [12, Section 2.4]).
In the next section some background needed throughout this work is introduced.
Section 3 is devoted to the proof of Theorem 1.2.
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2. Basic results and notations
We start by recasting some basic definitions. For a ∈ C \ {0} and b ∈ C, the dilation
operator ha : P → P and the translation operator τb : P → P are defined by
haf(x) := f(ax) , τbf(x) := f(x− b) (f ∈ P) . (20)
Note that if q = 1 in (8) then, setting △ωf(x) := f(x+ ω)− f(x), we have
D1,ω =
△ω
ω
,
while if q 6= 1 then, setting Dq := Dq,0, we have
Dq,ω = τω0Dqτ−ω0 , ω0 := ω/(1− q) (21)
(see e.g. [17, (7.1)]). Thus, if q 6= 1 then there is no loss of generality by assuming
ω = 0, a fact remarked by Hahn himself [10]. Despite this, it seems to us preferable to
present the theory for general (q, ω) fulfilling (9), in order to emphasize that there is
no significant simplification by presenting it for specific q or ω and, more interesting,
there is no need to study separately the case q = 1 and q 6= 1. As a matter of fact, the
general formulas appearing in Theorem 1.2 allow us to emphasize a complete similarity
with the corresponding ones for the continuous case (appearing in Theorem 1.1).
Next we introduce some basic definitions and useful notations.
Definition 2.1. Let q ∈ C \ {0} and ω ∈ C.
(i) The operator Lq,ω : P → P is defined by
Lq,ω := hq ◦ τ−ω .
(ii) The operators L∗q,ω : P → P and D
∗
q,ω : P → P are defined by
L∗q,ω := h1/q ◦ τω/q = L1/q,−ω/q , D
∗
q,ω := D1/q,−ω/q .
(iii) The operators Dq,ω : P
∗ → P∗ and Lq,ω : P
∗ → P∗ are defined by
〈Dq,ωu, f〉 := −q
−1〈u,D∗q,ωf〉 , 〈Lq,ωu, f〉 := q
−1〈u, L∗q,ωf〉 (u ∈ P
∗ , f ∈ P) .
(iv) The operators D∗q,ω : P
∗ → P∗ and L∗q,ω : P
∗ → P∗ are defined by
D∗q,ω := D1/q,−ω/q , L
∗
q,ω := L1/q,−ω/q .
Remark 4. As far as we know, the definitions appearing in (i), (ii), and (iv) were
given in [12], while the ones appearing in (iii) were proposed in [11].
Note that Lq,ω and L
∗
q,ω are linear operators, given explicitly by
Lq,ωf(x) = f(qx+ ω) , L
∗
q,ωf(x) = f
(x− ω
q
)
(f ∈ P) .
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In bellow we summarize some useful properties involving the above operators, where
u ∈ P∗ and f, g ∈ P (see [7,11,12]):
L∗q,ωLq,ω = Lq,ωL
∗
q,ω = I ; L
∗
q,ωLq,ω = Lq,ωL
∗
q,ω = I ; (22)
L−1q,ω = L
∗
q,ω ; L
−1
q,ω = L
∗
q,ω ; (23)
Lnq,ωf(x) = f
(
qnx+ ω[n]q
)
(n = 0,±1,±2, . . .) ; (24)
D∗q,ωDq,ω = qDq,ωD
∗
q,ω ; Dq,ωL
∗
q,ω = q
−1L∗q,ωDq,ω ; Dq,ωLq,ω = qLq,ωDq,ω ; (25)
D∗q,ωLq,ω = qDq,ω ; D
∗
q,ωLq,ω = qDq,ω ; (26)
Lq,ω(fg) = (Lq,ωf)(Lq,ωg) ; Lq,ω(fu) = Lq,ωf Lq,ωu ; (27)
Dq,ω(fg) = (Dq,ωf)(Lq,ωg) + fDq,ωg (28)
Dq,ω(fu) = Dq,ωf Lq,ωu+ fDq,ωu = Dq,ωf u+ Lq,ωf Dq,ωu . (29)
(In (22), I and I denote the identity operators in P and in P∗, respectively.) We also
point out the following analogue of Leibnitz formula:
Dnq,ω(fg) =
n∑
k=0
[
n
k
]
q
Lkq,ω
(
Dn−kq,ω f
)
·Dkq,ωg (f, g ∈ P) , (30)
where, defining the q−factorials as [0]q! := 1 and [n]q! := [1]q[2]q · · · [n]q for n ∈ N, the
q−binomial number is given by
[
n
k
]
q
:=
[n]q!
[k]q![n − k]q!
(n, k ∈ N0 ; k ≤ n) .
Note that (30) can be easily deduced from the well known Leibnitz formula for the
operator Dq (see e.g. [5, Exercise 12.1] or [7, (1.15.6)]) and using the relation (21)
between Dq and Dq,ω. There is also a functional version of the Leibnitz formula:
Dnq,ω(fu) =
n∑
k=0
[
n
k
]
q
Lkq,ω
(
Dn−kq,ω f
)
Dkq,ωu (f ∈ P , u ∈ P
∗) . (31)
A basic property of Hahn’s operator relies upon the fact it maps a polynomial of degree
n into one of degree n − 1. Indeed, since Dq,ωx
n =
∑n−1
k=0(qx + ω)
kxn−1−k, applying
the binomial formula to (qx+ ω)k, we obtain
Dq,ωx
n =
n−1∑
k=0
[n, k]q,ωx
n−1−k = [n]qx
n−1 + (lower degree terms) , (32)
where the number [n, k]q,ω is defined by
[n, k]q,ω := ω
k
n−1−k∑
j=0
(
k + j
j
)
qj (n, k = 0, 1, . . .) .
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We adopt the convention that an empty sum equals zero, hence
[n, k]q,ω = 0 if n ≤ k .
We also point out the following useful representations:
[n, k]q,ω =
ωk
k!
dk
dqk

n−1∑
j=k
qj

 = ωk
k!
dk
dqk
(
qn − qk
q − 1
)
=
ωk
k!
dk
dqk
(
[n]q − [k]q
)
.
In particular, for k ∈ {0, 1, 2}, we compute
[n, 0]q,ω = [n]q ,
[n, 1]q,ω =
(
n[n− 1]q − (n− 1)[n]q
)
ω0 ,
[n, 2]q,ω =
(
n(n− 1)[n − 2]q − 2n(n− 2)[n− 1]q + (n− 2)(n − 1)[n]q
)
ω20/2 ,
where ω0 is given by (21). Taking ω = 0 in (32) we see that Dq fulfills
Dqx
n = [n]qx
n−1 (n = 0, 1, . . .) . (33)
The usefulness of this property relies upon the following fact: if u ∈ P∗, φ ∈ P2,
and ψ ∈ P1, then u satisfies the functional equation Dq(φu) = ψu if and only if the
sequence of moments (un := 〈u, x
n〉)n≥0 satisfies the homogeneous second order linear
difference equation
dn(q)un+1 + en(q)un + fn(q)un−1 = 0 (n = 0, 1, . . .) , (34)
where dn(q), en(q), and fn(q) are complex numbers. Of course, taking into account
(32), the analogous to property (33) no longer holds true if Dq is replaced by Dq,ω
(ω 6= 0). Hence, one can not expect that the moments corresponding to a functional
u fulfilling Dq,ω(φu) = ψu —being u, φ, and ψ as above— satisfy a second order
difference equation like (34). Ha¨cker replaced the power basis (xn)n≥0 by a different
polynomial basis, (Xn)n≥0 ≡ (Xn(·; q, ω))n≥0, chosen so that
Dq,ωXn = αnXn−1 (n = 1, 2, . . .) , (35)
for suitable αn ≡ αn(q, ω) ∈ C \ {0}. This is achieved by choosing [12, p. 12]
X0 := 1 , Xn := f Hq,ω(f)H
2
q,ω(f) · · ·H
n−1
q,ω (f) (n = 1, 2, . . .) , (36)
where Hq,ω := L
∗
q,ω and f(x) := x. For this sequence (Xn)n≥0, Ha¨cker [12, Lemma
C.4] shown that the number αn appearing in (35) is given explicitly by αn := q
1−n[n]q
(so, indeed, it does depend on q and not on ω). It is easy to see that
Xn+1(x) = q
−n
(
x− ω[n]q
)
Xn(x) (n = 0, 1, . . .) ,
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and so we arrive at the explicit expression
Xn(x) = q
−(n
2
)
n−1∏
j=0
(
x− ω[j]q
)
(n = 0, 1, . . .) .
For our purposes it is more convenient to use a basis (of P) of monic polynomials,
namely (Yn)n≥0 ≡ (Yn(·; q, ω))n≥0, where Yn := q
(n
2
)Xn, so that
Y0(x) = 1 , Yn+1(x) =
(
x− ω[n]q
)
Yn(x) =
n∏
j=0
(
x− ω[j]q
)
(n = 0, 1, . . .) .
Clearly, (Yn)n≥0 fulfills the desired property:
Dq,ωYn(x) = [n]qYn−1(x) (n = 1, 2, . . .) . (37)
Finally, using (37) it is straightforward to show that u ∈ P∗ satisfies the functional
equation Dq,ω(φu) = ψu (being φ ∈ P2 and ψ ∈ P1) if and only if the sequence of
moments with respect to the basis (Yn)n≥0, (yn := 〈u, Yn〉)n≥0, fulfills
dnyn+1 +
(
en + ω[n]qdn−1)
)
yn + [n]q(c+ ωen−1)yn−1 = 0 (n = 0, 1, . . .) , (38)
where dn ≡ dn(q) and en ≡ en(q, ω) are defined as in (13).
3. Proof of Theorem 1.2
3.1. Preliminary results
Given a nonnegative integer number k and a monic polynomial Pn of degree n, we
denote by P
[k]
n ≡ P
[k]
n (·; q, ω) the monic polynomial of degree n defined by
P [k]n (x) :=
Dkq,ωPn+k(x)∏k
j=1[n+ j]q
=
[n]q!
[n+ k]q!
Dkq,ωPn+k(x) (k, n = 0, 1, . . .). (39)
(If k = 0, it is understood that D0q,ωf = f and that empty product equals one.) We
assume that u ∈ P∗ satisfies the functional equation
Dq,ω(φu) = ψu , (40)
where φ ∈ P2 and ψ ∈ P1. Set
u[0] := u , u[k] := Lq,ω
(
φu[k−1]
)
= Lq,ωφLq,ωu
[k−1] (k = 1, 2, . . .) , (41)
where the last equality holds by (27). Iterating (41) and taking into account (24) yields
u[k] =
( k∏
j=1
Ljq,ωφ
)
Lkq,ωu = Φ(·; k)L
k
q,ωu (k = 0, 1, . . .) , (42)
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where Φ(·; k) is the polynomial given by (19). Moreover, u[k] fulfils the functional
equation (see [11, Theorem 3.1])
Dq,ω
(
φu[k]
)
= ψ[k]u[k] (k = 0, 1, . . .) , (43)
where ψ[k] ∈ P1 is defined by
ψ[0] := ψ , ψ[k] := Dq,ωφ+ qLq,ωψ
[k−1] (k = 1, 2, . . .) . (44)
We point out that equality (43) was stated in [11] under the assumption that u is a
regular functional, but inspection of the proof given therein shows that the equality
remains true without such assumption. Using mathematical induction on k, we prove
that ψ[k] is explicitly given by
ψ[k](x) = d2kx+ ek (k = 0, 1, . . .) , (45)
where d2k and ek are defined by (13). This representation (45) has not been observed
in [11]. It will play a central role along this work.
Definition 3.1. (φ,ψ) is called a (q, ω)−admissible pair if
φ ∈ P2 , ψ ∈ P1 , dn := ψ
′ qn + 12φ
′′
[n]q 6= 0
(
∀n ∈ N0
)
. (46)
Lemma 3.2. Let u ∈ P∗ \ {0}. Suppose that u satisfies (40), where φ ∈ P2 and
ψ ∈ P1. Let (Qn)n≥0 be any simple set of polynomials and define
Rn+1(x) := φ(x)D
∗
q,ωQn(x) + qψ(x)Qn(x)
= anq
1−ndnx
n+1 + (lower degree terms) ,
(47)
where an ∈ C \ {0} is the leading coefficient of Qn and dn is defined as in (46). Then
the following functional equation holds:
D∗q,ω
(
Qnu
[1]
)
= Rn+1u (n = 0, 1, . . .) . (48)
Moreover, (Rn)n≥0 is a simple set of polynomials if and only if (φ,ψ) is a
(q, ω)−admissible pair, provided that we define R0(x) := 1.
Proof. Fix n ∈ N0 and take arbitrarily f ∈ P. Then〈
D∗q,ω
(
Qnu
[1]
)
, f
〉
= −q〈Lq,ω(φu), QnDq,ωf〉 = −
〈
φu,
(
L∗q,ωQn
)(
L∗q,ωDq,ωf
)〉
= −
〈
φu,
(
L∗q,ωQn
)(
D∗q,ωf
)〉
.
Now, using relation (28) with D∗q,ω instead of Dq,ω, we obtain
〈
D∗q,ω
(
Qnu
[1]
)
, f
〉
= −〈φu,D∗q,ω(fQn)− fD
∗
q,ωQn〉
= q
〈
Dq,ω(φu), Qnf〉+ 〈φD
∗
q,ωQn, f〉
=
〈
u,
(
qψQn + φD
∗
q,ωQn
)
f
〉
= 〈Rn+1u, f〉 .
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This proves (48). Moreover, taking into account (32), we have
D∗q,ωQn(x) = anD1/q,−ω/q x
n + (lower degree terms)
= anq
1−n[n]q x
n−1 + (lower degree terms) ,
where we also took into account that [n]q−1 = q
1−n[n]q. Hence
Rn+1(x) =
(
aanq
1−n[n]q + qand
)
xn+1 + (lower degree terms) ,
and so we obtain the expression for Rn+1 given in (47). Thus, degRn+1 = n + 1 for
each n = 0, 1, . . . if and only if dn 6= 0 for each n = 0, 1, . . ., i.e., if and only if (φ,ψ) is
a (q, ω)−admissible pair. This concludes the proof.
In the statement of the next lemma, which is interesting for its own sake, we empha-
size that neither the given functional u needs to be regular nor the sequence (Pn)n≥0
needs to be an OPS. Under the assumption that u is regular and satisfies (40), formula
(49) in bellow may be derived in a very simple way (see Remark 7 below).
Lemma 3.3. Let u ∈ P∗ \ {0}. Suppose that u satisfies (40), where (φ,ψ) is a
(q, ω)−admissible pair. Then the Rodrigues-type formula
Pnu = knD
n
1/q,−ω/q u
[n] (n = 0, 1, . . .) (49)
holds in P∗, where kn is defined as in (19) and (Pn)n≥0 is a simple set of monic
polynomials given by the three-term recurrence relation (15)–(17).
Proof. Since (φ,ψ) is a (q, ω)−admissible pair, then dn 6= 0 for each n = 0, 1, . . ..
Hence the sequence (Pn)n≥0 given by (15)–(17) is well defined. For simplicity, we set
Hq,ω := D
∗
q,ω := D1/q,−ω/q, and so (49) reads as
Pnu = knH
n
q,ω u
[n] (n = 0, 1, . . .) . (50)
Notice that the second relation in (26) can be rewritten as
Hq,ω Lq,ω = qDq,ω , (51)
while, setting Hq,ω := D
∗
q,ω, Leibnitz rule (31) applied to D
∗
q,ω gives
Hnq,ω(fu) =
n∑
k=0
[
n
k
]
q−1
L∗kq,ω
(
Hn−kq,ω f
)
Hkq,ωu (f ∈ P) . (52)
We will prove (50) by mathematical induction on n. For n = 0, (50) becomes a trivial
equality. For n = 1, we use (41) and (51) to deduce
Hq,ω u
[1] = Hq,ωLq,ω
(
φu
)
= qDq,ω
(
φu
)
= qψu .
Therefore, since P1(x) = x − β0 = x − (−e0/d0) = x + e/d = d
−1ψ(x), and so
qψ = qdP1 = k
−1
1 P1, we obtain (50) for n = 1. Assume now that (50) holds for given
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consecutive numbers n− 1 and n (n ∈ N), i.e., suppose that (induction hypothesis)
Pn−1u = kn−1H
n−1
q,ω u
[n−1] , Pnu = knH
n
q,ω u
[n] . (53)
We need to show that
Pn+1u = kn+1H
n+1
q,ω u
[n+1] . (54)
To prove (54), we start by noting that
Hn+1q,ω u
[n+1] = qHnq,ω
(
ψ[n]u[n]
)
. (55)
Indeed, using successively (41) and (51), we have
Hn+1q,ω u
[n+1] = Hnq,ω
(
Hq,ωLq,ω(φu
[n]
))
= qHnq,ω
(
Dq,ω
(
φu[n]
))
,
and so (55) follows taking into account (43). Next, by (52) with f = ψ[n] = d2nx+ en,
Hnq,ω
(
ψ[n]u[n]
)
=
(
L∗nq,ω ψ
[n]
)
Hnq,ωu
[n] + [n]q−1d2nH
n−1
q,ω u
[n] .
Replacing this into (55) and using the second identity in (53), we deduce
[n]q−1d2nH
n−1
q,ω u
[n] = q−1Hn+1q,ω u
[n+1] − k−1n
(
L∗nq,ω ψ
[n]
)
Pnu . (56)
Taking into account both identities appearing in (53), we may change n into n− 1 in
the preceding reasoning, to obtain
[n− 1]q−1d2n−2H
n−2
q,ω u
[n−1] =
(
q−1k−1n Pn − k
−1
n−1
(
L∗n−1q,ω ψ
[n−1]
)
Pn−1
)
u . (57)
Next, by the analogue of (29) for D∗q,ω, we have
Hq,ω
(
ψ[n]u[n]
)
=
(
D∗q,ωψ
[n]
)
L∗q,ωu
[n] + ψ[n]Hq,ωu
[n]
= d2nL
∗
q,ωLq,ω
(
φu[n−1]
)
+ ψ[n]Hq,ωLq,ω
(
φu[n−1]
)
=
(
d2nφ+ qψ
[n]ψ[n−1]
)
u[n−1] , (58)
where in the last equality we used (22), (51), and (43). From (55) and (58), we obtain
Hn+1q,ω u
[n+1] = qHn−1q,ω
(
θ2(·;n)u
[n−1]
)
, (59)
where θ2(x;n) := d2nφ + qψ
[n]ψ[n−1]. Since deg θ2(·;n) ≤ 2, applying the Leibnitz
formula (52) to the right-hand side of (59), we obtain
Hn+1q,ω u
[n+1] = qL∗n−1q,ω
(
θ2(·;n)
)
Hn−1q,ω u
[n−1]
+ q[n− 1]q−1L
∗n−2
q,ω
(
D∗q,ωθ2(·;n)
)
Hn−2q,ω u
[n−1] (60)
+
q[n− 1]q−1 [n− 2]q−1
[2]q−1
L∗n−3q,ω
(
D∗ 2q,ωθ2(·;n)
)
Hn−3q,ω u
[n−1] .
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Now, since φ(x) = ax2 + bx+ c, ψ[k] = d2kx+ ek, and the relations
dk+1 = a+ qdk , ek+1 = b+ qek + ωd2k+1 , d2k+2 + qd2k = (1 + q)d2k+1
hold for each k = 0, 1, . . ., we show that θ2(·;n) is given explicitly by
θ2(x;n) = d2nd2n−1x
2 + d2n−1
(
(1 + q)en − ωd2n
)
x+ cd2n + qenen−1 .
(Hence, deg θ2(·;n) = 2.) From this and taking into account (32), we compute
D∗q,ω
(
θ2(·;n)
)
= [2]q−1d2n−1
(
d2nx+ qen − ωd2n
)
,
D∗ 2q,ω
(
θ2(·;n)
)
= [2]q−1d2n−1d2n .
Moreover, by (24),
L∗kq,ω1 = 1 , L
∗k
q,ωx = q
−k
(
x− ω[k]q
)
, L∗kq,ωx
2 = q−2k
(
x2 − 2ω[k]qx+ ω
2[k]2q
)
for each k = 0, 1, . . ., hence we deduce
L∗n−1q,ω
(
θ2(·;n)
)
= q2−2nd2nd2n−1x
2
+ q1−nd2n−1
(
(1 + q)en − ωd2n
(
[n]q−1 + q
−1[n− 1]q−1
))
x
+ ω2q1−nd2nd2n−1[n− 1]q[n]q−1
+ qen
(
en−1 − ω(1 + q)d2n−1q
−n[n− 1]q
)
+ cd2n , (61)
L∗n−2q,ω
(
D∗q,ωθ2(·;n)
)
= [2]q−1d2n−1
(
d2nq
2−nx+ qen − ωd2n[n− 1]q−1
)
, (62)
L∗n−3q,ω
(
D∗ 2q,ωθ2(·;n)
)
= [2]q−1d2n−1d2n . (63)
Relation (63) allow us to rewrite (60) as
q[n− 1]q−1 [n− 2]q−1d2n−1d2nH
n−3
q,ω u
[n−1]
= Hn+1q,ω u
[n+1] − qL∗n−1q,ω
(
θ2(·;n)
)
Hn−1q,ω u
[n−1] (64)
− q[n− 1]q−1L
∗n−2
q,ω
(
D∗q,ωθ2(·;n)
)
Hn−2q,ω u
[n−1] .
On the other hand,
Hn−1q,ω u
[n] = Hn−2q,ω
(
Hq,ωLq,ω
(
φu[n−1]
)
= qHn−2q,ω
(
Dq,ω
(
φu[n−1]
)
= qHn−2q,ω
(
ψ[n−1]u[n−1]
)
= qL∗n−2q,ω
(
ψ[n−1]
)
Hn−2q,ω u
[n−1] + q[n− 2]q−1L
∗n−3
q,ω
(
D∗q,ωψ
[n−1])
)
Hn−3q,ω u
[n−1] ,
where in the last equality we used once again the Leibnitz formula. As a consequence,
since L∗n−3q,ω
(
D∗q,ωψ
[n−1])
)
= d2n−2, we obtain
q[n− 2]q−1d2n−2H
n−3
q,ω u
[n−1] = Hn−1q,ω u
[n] − qL∗n−2q,ω
(
ψ[n−1]
)
Hn−2q,ω u
[n−1] . (65)
Substituting in (64) the expression for Hn−3q,ω u
[n−1] given by (65), and then taking into
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account (56) and (57), as well as the first equation in (53), we deduce
(
1−
q−1[n− 1]q−1
[n]q−1
d2n−1
d2n−2
)
Hn+1q,ω u
[n+1] =
(
A(·;n)Pn +B(·;n)Pn−1
)
u , (66)
where A(·;n) and B(·;n) are polynomials given by
A(x;n) :=
k−1n
d2n−2
{
−
[n− 1]q−1d2n−1
(
L∗nq,ωψ
[n]
)
[n]q−1
+L∗n−2q,ω
(
D∗q,ωθ2(·;n)
)
−
d2n−1d2n
d2n−2
(
L∗n−2q,ω ψ
[n−1]
)}
and
B(x;n) :=
qk−1n−1
d2n−2
{
d2n−2L
∗n−1
q,ω
(
θ2(·;n)
)
−
(
L∗n−1q,ω ψ
[n−1]
)
×
×
(
L∗n−2q,ω
(
D∗q,ωθ2(·;n)
)
−
d2n−1d2n
d2n−2
(
L∗n−2q,ω ψ
[n−1]
))}
.
Now, taking into account (61) and (62), as well as the relations
L∗nq,ωψ
[n](x) = q−nd2nx+ en − ω[n]qq
−nd2n ,
L∗n−2q,ω ψ
[n−1](x) = q2−nd2n−2x+ en−1 − ω[n− 2]qq
2−nd2n−2 ,
and also making use of the identities
k−1n =
qn−1dn−1
d2nd2n−1
k−1n+1 , k
−1
n−1 =
q2n−3dn−1dn−2
d2nd2n−1d2n−2d2n−3
k−1n+1 ,
it is straightforward to verify that
A(x;n) = k−1n+1
qn−1dn−1
[n]qd2n−2
(
x− βn
)
, B(x;n) = −k−1n+1
qn−1dn−1
[n]qd2n−2
γn ,
βn and γn being given by (16)–(17). Finally, replacing these expressions for A(·;n) and
B(·;n) in the right-hand side of (66), and taking into account (15) and the identity
1−
q−1[n− 1]q−1
[n]q−1
d2n−1
d2n−2
=
qn−1dn−1
[n]qd2n−2
,
(54) follows.
Lemma 3.4 in bellow can be easily proved (see [11, Lemma 3.1]).
Lemma 3.4. Let u ∈ P∗. Suppose that u is regular and fulfills (40), with φ ∈ P2 and
ψ ∈ P1. If at least one of the polynomials φ and ψ is not the zero polynomial, then
none of these polynomials can be the zero polynomial and, moreover, degψ = 1.
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The statement of the next lemma is given in [11, Lemma 3.5]. We highlight that
the proof of the (q, ω)−admissibility condition is incorrect (see [11, Lemma 3.5–(i)]),
and so the proof therein may be regarded as incomplete. For sake of completeness, we
present a proof following the ideas presented in [9].
Lemma 3.5. Let u ∈ P∗. Suppose that u is regular and satisfies (40), where φ ∈ P2,
ψ ∈ P1, and at least one of the polynomials φ and ψ is not the zero polynomial. Then
(φ,ψ) is a (q, ω)−admissible pair and u[k] is regular for each k ∈ N. Moreover, if
(Pn)n≥0 is the monic OPS with respect to u, then
(
P
[k]
n
)
n≥0
is the monic OPS with
respect to u[k].
Proof. We start by considering the case k = 1. SetQn := P
[1]
n = Dq,ωPn+1/[n+1]q and
let Rn+1 be the corresponding polynomial defined by (47). Fix arbitrarily m,n ∈ N0,
with m ≤ n. Then, by Lemma 3.2,
[m+ 1]q
〈
u[1], QnQm
〉
= −
〈
D
∗
q,ω
(
Qnu
[1]
)
, Pm+1
〉
= −q−1〈Rn+1u, Pm+1〉
= −q−ndn〈u, P
2
n+1〉δm,n ,
hence we obtain
〈
u[1], P [1]n P
[1]
m
〉
= −
q−ndn
[n+ 1]q
〈u, P 2n+1〉δm,n (m,n = 0, 1, . . .) . (67)
Next, let s := deg φ ∈ {0, 1, 2}. Then
0 6=
〈
u, φ
(
L∗q,ωP
[1]
n
)
Pn+s
〉
=
〈
φu, L∗q,ω
(
P [1]n Lq,ωPn+s
)〉
= q
〈
u[1], P [1]n Lq,ωPn+s〉 . (68)
Since Lq,ωPn+s(x) =
∑n+s
m=0 cn,mP
[1]
m (x) for some coefficients cn,m ≡ cn,m(s; q, ω) ∈ C,
from (67) and (68) we deduce
0 6=
n+s∑
m=0
cn,m
〈
u[1], P [1]n P
[1]
m
〉
= −
q−ndncn,n
[n+ 1]q
〈u, P 2n+1〉 (n = 0, 1, . . .) . (69)
This implies dn 6= 0 (and also cn,n 6= 0) for each n = 0, 1, . . ., which means that (φ,ψ)
is a (q, ω)−admissible pair. Thus, it follows from (67) that
(
P
[1]
n
)
n≥0
is a monic OPS
with respect to u[1]. This proves the last statement in the theorem for k = 1. Now, by
(43), u[1] fulfills Dq,ω
(
φu[1]
)
= ψ[1]u[1], hence, since P
[2]
n = Dq,ωP
[1]
n+1/[n + 1]q and, by
(45), ψ[1](x) = d2x+ e1, from (67) with u, ψ, and (Pn)n≥0 replaced (respectively) by
u[1], ψ[1], and (P
[1]
n )n≥0, we deduce, for every n,m ∈ N0,
〈u[2], P [2]n P
[2]
m 〉 = −
q−nd
[1]
n
[n+ 1]q
〈u[1],
(
P
[1]
n+1
)2
〉δnm
where d
[1]
n is defined as in (46) corresponding to the pair (φ,ψ[1]), so that
d[1]n :=
(
ψ[1]
)′
qn + 12φ
′′
[n]q = d2q
n + a[n]q = dn+2 .
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Therefore, and taking into account once again (67), we obtain
〈u[2], P [2]n P
[2]
m 〉 = q
−(2n+1) dn+1dn+2
[n+ 1]q[n+ 2]q
〈u, P 2n+2〉δnm (n,m ∈ N0) ,
and so {P
[2]
n }n≥0 is a monic OPS with respect to u
[2]. Arguing by induction, we prove
〈u[k], P [k]n P
[k]
m 〉 = (−1)
kq−k(2n+k−1)/2
( k∏
j=1
dn+k+j−2
[n+ j]q
)
〈u, P 2n+k〉δnm (k, n,m ∈ N0) ,
(70)
hence {P
[k]
n }n≥0 is a monic OPS with respect to u
[k], for each k ∈ N0.
3.2. Proof of Theorem 1.2
Suppose that u is regular. Fix n ∈ N0. Since u satisfies (11), Lemma 3.5 ensures that
(φ,ψ) is a (q, ω)−admissible pair, and so dn 6= 0. Moreover, u
[n] is regular and
(
P
[n]
j
)
j≥0
is the corresponding monic OPS, which fulfills a three-term recurrence relation:
P
[n]
j+1(x) = (x− β
[n]
j )P
[n]
j (x)− γ
[n]
j P
[n]
j−1(x) (j = 0, 1, . . .) , (71)
where P
[n]
−1(x) = 0, being β
[n]
j ∈ C and γ
[n]
j ∈ C \ {0} for each j. Let us compute γ
[n]
1 .
We first show that (for n = 0) the coefficient γ1 ≡ γ
[0]
1 , appearing in the three-term
recurrence relation for {Pj}j≥0, is given by
γ1 = −
1
dq + a
φ
(
−
e
d
)
. (72)
This may be proved taking n = 0 and n = 1 in the relation 〈Dq,ω(φu), x
n〉 = 〈ψu, xn〉.
Indeed, setting un := 〈u, x
n〉, for n = 0 we obtain 0 = du1 + eu0, and for n = 1 we
find −q−1(au2 + bu1 + cu0) = du2 + eu1. Therefore,
u1 = −
e
d
u0 , u2 = −
1
dq + a
[
−(qe+ b)
e
d
+ c
]
u0 . (73)
On the other hand, since P1(x) = x− β0 = x− u1/u0, we also have
γ1 =
〈u, P 21 〉
u0
=
u2u0 − u
2
1
u20
=
u2
u0
−
(
u1
u0
)2
. (74)
Substituting u1 and u2 given by (73) into (74) yields (72). Now, since equation (43) is
of the same type as (11), with the same polynomial φ and being ψ replaced by ψ[n], we
see that γ
[n]
1 may be obtained replacing in (72) the coefficients d and e of ψ(x) = dx+e
by the corresponding coefficients of ψ[n](x) = d2nx+ en. Hence,
γ
[n]
1 = −
1
d2nq + a
φ
(
−
en
d2n
)
= −
1
d2n+1
φ
(
−
en
d2n
)
. (75)
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Since u[n] is regular, then γ
[n]
1 6= 0, hence φ
(
− end2n
)
6= 0. Thus, (14) holds.
Conversely, suppose that (14) holds. Then, by Favard’s theorem, the sequence
(Pn)n≥0 defined by the three-term recurrence relation (15)–(17) is a monic OPS. We
claim that {Pn}n≥0 is an OPS with respect to u. To prove this sentence we only need
to show that (see e.g. [4, Chapter I, Exercise 4.14] or [8, Corollary 6.2])
〈u, 1〉 6= 0 , 〈u, Pn〉 = 0 (n = 1, 2, . . .) . (76)
Suppose that 〈u, 1〉 = 0. Since the functional equation (11) is equivalent to the second
order difference equation (38) fulfilled by the moments yn := 〈u, Yn〉, and noting that
for n = 0 (38) yields dy1 + ey0 = 0, we get y1 = 0 (because y0 = 〈u, 1〉 = 0 and
d = d0 6= 0); hence y0 = y1 = 0 and so it follows recurrently from (38) that yn = 0 for
each n ∈ N0. Therefore u = 0, in contradiction with the hypothesis. Thus, 〈u, 1〉 6= 0.
On the other hand, by Lemma 3.3, for each n ≥ 1 we may write
〈u, Pn〉 = 〈Pnu, 1〉 = −qkn
〈
Dn−11/q,−ω/qu
[n],Dq,ω1
〉
= 0 .
Thus (76) is proved, hence u is regular and (Pn)n≥0 is the corresponding monic OPS.
Finally, the Rodrigues-type formula (18) follows from Lemma 3.3 and (42), concluding
the proof of Theorem 1.2.
Remark 5. Since −en/d2n is the unique zero of ψ
[n](x) = d2nx + en, the regularity
conditions (14) for u given in Theorem 1.2 may be restated as follows: u is regular if
and only if (φ,ψ) is a (q, ω)−admissibe pair and ψ[n] ∤ φ for each n = 0, 1, . . .. Thus,
comparing with [12, Theorem 1.4], we see once again that it is advantageous to define
Dq,ω as in Definition 2.1–(iii).
Remark 6. It may seems somehow intricate the way how formulas (16) and (17)
appear on the course of the proof of Theorem 1.2. In fact, they were given in the proof
of the sufficiency of the condition, hence without assuming a priori the regularity of
u (as a matter of fact, they were used to prove the regularity of u). Assuming the
regularity of u, there is a more transparent way to obtain those formulas. Indeed,
going back to the end of the proof of the necessity of the condition on Theorem 1.2,
we may deduce (16) and (17) as follows. First, from (70), we may write
γ
[n]
j =
〈
u[n],
(
P
[n]
j
)2〉
〈
u[n],
(
P
[n]
j−1
)2〉 = q−n[j]qdj+2n−2[j + n]qdj+n−2
〈u, P 2j+n〉
〈u, P 2j+n−1〉
=
q−n[j]qdj+2n−2
[j + n]qdj+n−2
γj+n
for every j = 1, 2, . . . and n = 0, 1, . . .. Taking j = 1 and using (75), we obtain
γn+1 =
qn[n+ 1]qdn−1
d2n−1
γ
[n]
1 = −
qn[n+ 1]qdn−1
d2n−1d2n+1
φ
(
−
en
d2n
)
.
This proves (17). To prove (16), set
P [k]n (x) = x
n + t[k]n x
n−1 + (lower degree terms) ,
16
for each k = 0, 1, . . .. It is well known (see e.g. [4, Theorem 4.2-(d)]) that
t[k]n = −
n−1∑
j=0
β
[k]
j (k = 0, 1, . . . ; n = 1, 2, . . .) .
Using (32), and recalling that P
[0]
n = Pn, we deduce
Dq,ωPn+1(x) = Dq,ω(x
n+1) + t
[0]
n+1Dq,ω(x
n) + (lower degree terms)
= [n+ 1]qx
n +
{(
(n+ 1)[n]q − n[n+ 1]q
)
ω0 + t
[0]
n+1[n]q
}
xn−1
+ (lower degree terms) ,
hence, since P
[1]
n (x) := Dq,ωPn+1(x)/[n + 1]q, we obtain
t[1]n =
((n+ 1)[n]q
[n+ 1]q
− n
)
ω0 + t
[0]
n+1
[n]q
[n+ 1]q
(n = 1, 2, . . .) .
Rewrite this equality as
t
[0]
n+1 + (n+ 1)ω0
[n+ 1]q
=
t
[1]
n + nω0
[n]q
(n = 1, 2, . . .) .
Applying successively this relation, yields
t
[0]
n+1 + (n+ 1)ω0
[n+ 1]q
=
t
[n]
1 + 1 · ω0
[1]q
= −β
[n]
0 + ω0 (n = 1, 2, . . .) ,
hence
t
[0]
n+1 =
(
[n+ 1]q − (n+ 1)
)
ω0 − [n+ 1]qβ
[n]
0 (n = 0, 1, . . .) .
(Note that this equality is trivial if n = 0.) Therefore,
βn = β
[0]
n = t
[0]
n − t
[0]
n+1 =
(
[n]q − [n+ 1]q + 1
)
ω0 + [n]qβ
[n−1]
0 − [n + 1]qβ
[n]
0 .
This proves (16), since β0 = u1/u0 = −e/d, hence β
[n]
0 = −en/d2n, and taking into
account that ([n]q − [n+ 1]q + 1)ω0 = [n]qω.
Remark 7. Suppose that u ∈ P∗ is regular and satisfies the functional equation
(11). Then the Rodrigues-type formula (18) is a simple consequence of the relation
between the dual basis (an)n≥0 and
(
a
[k]
n
)
n≥0
associated to the monic OPS (Pn)n≥0
and (P
[k]
n )n≥0 (k = 0, 1, . . .), respectively. To see why this holds we first observe that
until now we only have made use of the space P∗, the algebraic dual of P. Consider
now P endowed with the strict inductive limit topology induced by the spaces Pn
(n = 0, 1, . . .), each Pn being regarded as a finite dimensional normed space. Then,
denoting by P ′ the topological dual of P, the equality P∗ = P ′ holds (see e.g. [1,8]).
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As a consequence, we may write (in the sense of the weak dual topology in P ′):
Dk1/q,−ω/q
(
a[k]n
)
=
∞∑
j=0
〈Dk1/q,−ω/q
(
a[k]n
)
, Pj〉aj (n = 0, 1, . . .) .
Since 〈Dk1/q,−ω/q
(
a
[k]
n
)
, Pj〉 = 0 if j < k and, if j ≥ k,
〈Dk1/q,−ω/q
(
a[k]n
)
, Pj〉 = (−q)
k〈a[k]n ,D
k
q,ωPj〉 = (−q)
k [j]q!
[j − k]q!
〈a[k]n , P
[k]
j−k〉 ,
we deduce
Dk1/q,−ω/q
(
a[k]n
)
= (−q)k
[n+ k]q!
[n]q!
an+k (n, k = 0, 1, . . .) .
Taking n = 0 and then replacing k by n, we obtain
Dn1/q,−ω/q
(
a
[n]
0
)
= (−q)n[n]q!an (n = 0, 1, . . .) .
Therefore, since a
[n]
0 = 〈u
[n], 1〉−1u[n] and an = 〈u, P
2
n〉
−1Pnu (see [1,3]), we deduce
Dn1/q,−ω/q
(
u[n]
)
= (−q)n[n]q!
〈u[n], 1〉
〈u, P 2n〉
Pnu (n = 0, 1, . . .) .
Finally, taking into account (42) and (70), (18) follows.
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