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Abstract
We present a nested algebraic Bethe ansatz for one-dimensional so2n- and sp2n-symmetric open spin 
chains with diagonal boundary conditions. The monodromy matrix of these spin chains satisfies the defining 
relations on the extended twisted Yangians Xρ(so2n, so
ρ
2n)
tw and Xρ(sp2n, sp
ρ
2n)
tw
, respectively. We use a 
generalisation of the De Vega and Karowski approach allowing us to relate the spectral problem of so2n- or 
sp2n-symmetric open spin chain to that of gln-symmetric open spin chain studied by Belliard and Ragoucy. 
We explicitly derive the structure of Bethe vectors, their eigenvalues and the nested Bethe equations. We 
also provide a proof of Belliard and Ragoucy’s trace formula for Bethe vectors of gln-symmetric open spin 
chains.
© 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
The Bethe ansatz is a large collection of methods to find the spectrum and common eigenvec-
tors of commuting families of operators (transfer matrices) occurring in the theory of quantum 
integrable models. It was Faddeev’s Leningrad school of mathematical physics which refor-
mulated the spectral problem of quantum integrable models into a question of representation 
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groups [8,9]. More precisely, the spaces of states of such models, called quantum spaces, are 
associated to tensor products of irreducible representations of these quantum groups. The com-
muting operators are then images of elements in the commutative subalgebra, known as Bethe 
subalgebra, on the quantum space. By acting with appropriate algebra elements on the vacuum 
vectors one then constructs the so-called Bethe vectors that depend on sets of complex param-
eters. In the case when these parameters satisfy certain algebraic equations, known as Bethe 
equations, the corresponding Bethe vectors become eigenvectors of the commuting operators. In 
this form, the Bethe ansatz is called the algebraic Bethe ansatz. The general conjecture is that 
the constructed eigenvectors form a basis in the space of states of the model, see reviews [38,
43].
The algebraic Bethe ansatz has been very fruitful in the study of glN -symmetric integrable 
models [30,4,36,37,11]. Finding eigenvectors and their eigenvalues provides the necessary first 
step in the study of scalar products and norms [19,20,28], correlation functions and form factors 
[23–27,42]. The study of the soN - and spN -symmetric models so far has been less productive. 
One of the obstacles is that the R-matrix in this case is not quite of a six-vertex type, which is 
the key property used in the study of the glN -symmetric models. Another obstacle is that not 
every irreducible highest weight soN - or spN -representation can be lifted to a representation 
of the corresponding quantum group, such as Yangian or quantum loop algebra. Moreover, the 
lifting itself is often not straightforward and requires use of the fusion procedure or some other 
method, such as a spinor or oscillator algebra realization [3,18]. Consequently, the study of one-
dimensional soN - or spN -symmetric spin chains has mostly been restricted to the cases when the 
quantum space of the model is a tensor product of fundamental representations (“fundamental 
models”). The nested algebraic Bethe ansatz for fundamental periodic spin chains in the orthog-
onal case was addressed by De Vega and Karowski [7] (see also [40]) and in the symplectic case 
by Reshetikhin [39]. The latter paper uses a combination of analytic and algebraic methods to 
study periodic spin chains with more general quantum spaces. The fundamental open spin chains 
in the symplectic case were addressed by Guang-Liang, Kang-Jie and Rui-Hong [10] and, more 
recently, in the orthogonal case by Gombor and Palla [13,12]. The algebraic Bethe ansatz for the 
ortho-symplectic (supersymmetric) closed spin chain was studied by Martins and Ramos [32]. 
The analytical Bethe ansatz for orthogonal, symplectic and ortho-symplectic open spin chains 
was studied by Arnaudon et al. in [1,2].
In the present paper we study the spectral problem of soN - and spN -symmetric open spin 
chains with more general quantum spaces and certain diagonal boundary conditions. The 
R-matrix of the spin chain is that introduced by Zamolodchikov and Zamolodchikov [45] (see 
also [5]) for soN and by Kulish and Sklyanin [31] for spN . We focus on the case when N = 2n. 
We choose the left boundary to be a trivial diagonal boundary. The right boundary is chosen 
to be a diagonal boundary corresponding to symmetric pairs of types CI, DIII, CII, DI and 
CD0 in terms of the Cartan’s classification of symmetric spaces (the precise details are given 
in Section 2.3). Our approach relies on the decomposition C2n ∼= C2 ⊗ Cn, which allows us 
to rewrite the R-matrix as an End(Cn ⊗ Cn)-valued six-vertex matrix and thus apply conven-
tional algebraic Bethe ansatz methods, subject to necessary modifications, to solve the spectral 
problem of the chain. The space of states is given by a tensor product of symmetric irreducible 
so2n-representations or by a tensor product of skew-symmetric irreducible sp2n-representations. 
We use fusion procedure to extend these so2n- and sp2n-representations to those of the Extended 
Yangians X(so2n) and X(sp2n) studied in [3]. The monodromy matrix of the chain satisfies the 
defining relations of the extended Twisted Yangian X(g2n, gρ )tw studied by the second named 2n
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try relation of X(g2n, gρ2n)
tw
, which allows us to rewrite the exchange relations involving the D
operator of the transfer matrix in terms of the A operator, thus effectively reducing the prob-
lem to that of the gln-symmetric open spin chains studied by Belliard and Ragoucy in [4]. Our 
main results are Theorems 5.21 and 5.29 stating eigenvalues of symplectic and orthogonal Bethe 
vectors and the Bethe equations. Here by a symplectic Bethe vector we mean a Bethe vector 
for a sp2n-symmetric open spin chain. An orthogonal Bethe vector means a Bethe vector for a 
so2n-symmetric open spin chain. The eigenvalues of Bethe vectors and Bethe equations for fun-
damental chains in this paper agrees with the results obtained in [12] and [1]. The differences 
amount to a factor of g(v)2v−2κ−ρ which we have introduced in the definition of the transfer matrix (Definition 5.16, see also (3.20)), and additional factors which appear in the definitions of the 
reflection K-matrices (given by Lemma 3.10). We also present in Section 4 a detailed survey 
of the algebraic Bethe ansatz for a gln-symmetric open spin chain studied in [4], since it is a 
prerequisite to our approach to sp2n- and so2n-symmetric open spin chains. Our main objectives 
in this survey are Theorems 4.13 and 4.15. Theorem 4.13 rephrases the relevant to the current 
paper results obtained in Section 6 of [4]. Theorem 4.15 states a trace formula for Bethe vec-
tors of a gln-symmetric open spin chain. This formula may be viewed as a special case of the 
supertrace formula given by Theorem 7.1 in [4], which presented only an outline of the proof. In 
the current paper we provide a detailed proof of the trace formula under consideration. However, 
we were unable to find (reasonably simple) trace formulas for Bethe vectors of the sp2n- and 
so2n-symmetric open spin chains, and hence have limited ourselves to providing examples of 
the explicit form of Bethe vector with a small number of excitations. These are given in Exam-
ples 5.23 and 5.32.
We note for the reader that the approach presented in this paper may be used for any irre-
ducible representations of sp2n and so2n that can be extended to representations of X(sp2n) and 
X(so2n). In Section 5.8 we have demonstrated this in case of the so-called SO2n/(Un ×Un) and 
SP2n/(Un ×Un) magnets, in the periodic cases studied in [39].
The paper is organised as follows. In Section 2 we introduce the notation used in the paper and 
provide details of the symmetric pairs that describe boundary conditions of the open spin chains. 
In Section 3 we set up the algebraic description of the spin chains. We recall the definition of 
the orthogonal and symplectic extended Yangians and twisted Yangians, and relevant details of 
their representation theory. We then present the fusion procedure. We also recall the necessary 
details of the Molev-Ragoucy reflection algebra and present the six-vertex block-decomposition 
of the extended twisted Yangian. In Section 4 we present the nested algebraic Bethe ansatz for 
an open gln-symmetric open spin chain first addressed by Belliard and Ragoucy in [4]. Section 5
contains the main results of this work. We first derive technical identities that provide key steps 
of the algebraic Bethe ansatz. We introduce a creation operator of (multiple-)excitations and 
describe its algebraic properties: we derive the exchange relations for the creation operator and 
the monodromy matrix that lead to the so-called wanted and unwanted terms. We then present 
the nested algebraic Bethe ansatz. We provide the complete set of Bethe equations and examples 
of the Bethe vectors. We end this section with a brief discussion of the SO2n/(Un × Un) and 
SP2n/(Un × Un) magnets and the nearest-neighbour Hamiltonian operator for the fundamental 
open spin chain.
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2. Preliminaries and definitions
2.1. Lie algebras
Fix n ∈N . Let gl2n denote the general linear Lie algebra and let Eij with 1 ≤ i, j ≤ 2n be the 
standard basis elements of gl2n satisfying
[Eij ,Ekl] = δjkEil − δilEkj .
The orthogonal Lie algebra so2n or the symplectic Lie algebra sp2n can be realized as a Lie sub-
algebra of gl2n as follows. For any 1 ≤ i, j ≤ 2n set θij = θiθj with θi = 1 in the orthogonal case 
and θi = δi>n − δi≤n in the symplectic case. Introduce elements Fij = Eij − θijE2n−j+1,2n−i+1
satisfying the relations
[Fij ,Fkl] = δjkFil − δilFkj + θij δj,2n−l+1Fk,2n−i+1 − θij δi,2n−k+1F2n−j+1,l , (2.1)
Fij + θijF2n−j+1,2n−i+1 = 0, (2.2)
which in fact are the defining relations of the Lie algebra so2n or sp2n. Namely, we may identify 
so2n or sp2n with spanC{Fij : 1 ≤ i, j ≤ 2n} and we will use h2n = spanC{Fii : 1 ≤ i ≤ n} as a 
Cartan subalgebra. It will be convenient to denote both Lie algebras so2n and sp2n simply by g2n.
For any n-tuple λ = (λ1, . . . , λn) ∈Cn we will denote by V (λ) the irreducible highest weight 
representation of the Lie algebra g2n. In particular, V (λ) is generated by a non-zero vector ξ such 
that
Fij ξ = 0 for 1 ≤ i < j ≤ 2n and
Fii ξ = λi ξ for 1 ≤ i ≤ n.
The representation V (λ) is finite-dimensional if and only if
λi − λi+1 ∈Z+ for i = 1, . . . , n− 1 and
λn−1 + λn ∈Z+ if g2n = so2n,
λn ∈Z+ if g2n = sp2n.
The subalgebra of g2n generated by the elements Fij with 1 ≤ i, j ≤ n is isomorphic to the 
Lie algebra gln. We will be interested in the following restriction of V (λ):
V (λ) = {v ∈ V (λ) : Fi,n+j v = 0 for 1 ≤ i, j ≤ n}. (2.3)
The vector space V (λ) is an irreducible representation of gln ⊂ g2n. It is finite-dimensional if 
V (λ) is.
Given a Lie algebra g its universal enveloping algebra will be denoted by U(g).
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We need to introduce some operators on CN ⊗ CN , where the tensor product ⊗ is defined 
over the field of complex numbers, ⊗ = ⊗C , and N = n or N = 2n (it will always be clear from 
the context which N is used). Let eij ∈ End(CN) be the standard matrix units and let ei be the 
standard basis vectors of CN . Then P will denote the permutation operator on CN ⊗ CN and 
we set Q = P t1 = P t2 where the transpose t is defined by (eij )t = θij eN−j+1,N−i+1; explicitly,
P =
N∑
i,j=1
eij ⊗ eji, Q =
N∑
i,j=1
θij eij ⊗ eN−i+1,N−j+1. (2.4)
Let I denote the identity matrix on CN ⊗ CN or CN (again, it will always be clear from 
the context which I is used). Then P 2 = I , PQ = QP = ±Q, Q2 = NQ, which will be useful 
below. Here, and further in this paper, the upper sign in ± and ∓ corresponds to the orthogonal 
(or “+”) case and the lower sign to the symplectic (or “−”) case. Also note that P(eij ⊗I ) = (I ⊗
eij )P . Taking the transpose of this, we obtain a pair of relations for Q and any M ∈ End(CN):
Q(M ⊗ I ) = Q(I ⊗Mt), (M ⊗ I )Q = (I ⊗Mt)Q. (2.5)
Note that the transposition t can be equivalently written as
Mt = JMTJ
where T denotes the usual transposition of matrices, i.e., eTij = eji , and J =
∑N
i=1 ei,N−i+1.
For a matrix X with entries xij in an associative (or Lie) algebra A we write
Xs =
N∑
i,j=1
I ⊗ · · · ⊗ I︸ ︷︷ ︸
s−1
⊗ eij ⊗ I ⊗ · · · ⊗ I ⊗ xij ∈ End(CN)⊗k ⊗A.
Where appropriate, we will use the notation [X]ij to denote matrix elements xij of a matrix 
operator X. Products of matrix operators will be ordered using the following rules:
s∏
i=1
Xi = X1 X2 · · ·Xs and
1∏
i=s
Xi = Xs Xs−1 · · ·X1. (2.6)
Here k ≥ 2 and 1 ≤ s ≤ k; it will always be clear from the context what k is.
We will denote the generating matrix of gl2n by E =
∑
1≤i≤j≤2n eij ⊗Eij and the generating 
matrix of g2n by F =∑2ni,j=1 eij ⊗ Fij .
2.3. Symmetric pairs
The symmetric pairs that we are interested in are of the form (g2n, gρ2n), where ρ is an in-
volution of g2n and gρ2n denotes the ρ-fixed subalgebra of g2n. The involution ρ is given by 
ρ(F ) = GFG−1 for a particular matrix G ∈ End(C2n); we will use the matrices G in agreement 
with those in Section 2.2 of [16]. This allows us to view gρ2n as the subalgebra of g2n generated 
by the elements Fρij = Fij + (GFG−1)ij . Its generating matrix is given by Fρ = F + GFG−1. 
We also recall the further refinement of Cartan’s classification of symmetric spaces introduced 
in [16] that reflects the explicit form of G listed below and differences in the study of represen-
tation theory of twisted Yangians.
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we indicate the corresponding symmetric pair and give our choice of matrix G:
• CI: (g2n, gρ2n) = (sp2n, gln) and G =
∑n
i=1(eii − en+i,n+i ).• DIII: (g2n, gρ2n) = (so2n, gln) and G =
∑n
i=1(eii − en+i,n+i ).• CII: (g2n, gρ2n) = (sp2n, spp ⊕ spq) such that both p and q are even and p ≥ q . The matrix 
G is
G =
2n− q2∑
i= q2 +1
eii −
q
2∑
i=1
(eii + e2n−i+1,2n−i+1). (2.7)
In this case the subalgebra of gρ2n spanned by Fij with 
q
2 +1 ≤ i, j ≤ 2n − q2 is isomorphic to 
spp and the subalgebra of g
ρ
2n spanned by Fij with 1 ≤ i, j ≤ q2 and 2n − q2 + 1 ≤ i, j ≤ 2n
is isomorphic to spq .
• DI: (g2n, gρ2n) = (so2n, sop ⊕ soq) such that both p and q are even and p ≥ q . We choose G
to be the same as for CII case, i.e. given by (2.7). Hence the subalgebras sop and soq of gρ2n
are defined analogously.
• CD0: (g2n, gρ2n) = (g2n, g2n) and G = I .
Note that we have excluded the DI case, when both p and q are odd (called DI(b) in [16]). In 
this case the matrix G can not be chosen to be diagonal. Also note that the last case, CD0, can 
be viewed as a limiting case of types CII and DI, when p = 2n and q = 0.
3. Setting up symmetries and representations of the spin chain
3.1. The Yangian X(g2n)
We briefly recall necessary details of the Extended Yangian X(g2n) and its representation 
theory, adhering closely to [3]. We will drop “Extended” part of the name to ease the notation. 
We then use the fusion procedure of [21,22] and follow arguments presented in Sections 6.4 
and 6.5 of [33] (see also Section 2 in [34]) to extend symmetric representations of so2n and 
skew-symmetric representations of sp2n to representations of X(g2n). They are examples of the 
so-called Kirillov-Reshetikhin modules of X(g2n) [29]. A multiple tensor product of such repre-
sentations will serve as the bulk quantum space of the open spin chains.
Introduce a rational function acting on C2n ⊗C2n
R(u) = I − 1
u
P + 1
u− κ Q, where κ = n∓ 1, (3.1)
called Zamolodchikov’s R-matrix [31,45]. It satisfies the unitarity and cross-unitarity relations
R(u)R(−u) = R(u)Rt (u+ κ) = (1 − u−2) · I
and is a solution of the quantum Yang-Baxter equation,
R12(u− v)R13(u− z)R23(v − z) = R23(v − z)R13(u− z)R12(u− v). (3.2)
We introduce elements t (r)ij with 1 ≤ i, j ≤ 2n and r ≥ 0 such that t (0)ij = δij . Combining 
these into formal power series tij (u) =∑r≥0 t (r)ij u−r , we can then form the generating matrix 
T (u) =∑2n eij ⊗ tij (u).i,j=1
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(r)
ij with 1 ≤ i, j ≤ 2n and r ∈Z≥0 satisfying the relation
R(u− v)T1(u)T2(v) = T2(v)T1(u)R(u− v). (3.3)
The Hopf algebra structure of X(g2n) is given by
 : tij (u) →
2n∑
k=1
tik(u)⊗ tkj (u), S : T (u) → T −1(u), ε : T (u) → I. (3.4)
We now collect several useful facts about the algebra X(g2n). The matrix T (u) satisfies the 
symmetry (cross-unitarity) relation
T (u)T t (u+ κ) = T t (u+ κ)T (u) = z(u) I, (3.5)
where z(u) is a formal series in u−1 with coefficients central in X(g2n). Let c ∈ C and f (u) ∈
C[[u−1]]. The shift and twist automorphisms of X(g2n) are defined by, respectively,
τc : T (u) → T (u− c), μf : T (u) → f (u)T (u). (3.6)
We will make use of the following anti-automorphisms of X(g2n):
sign : T (u) → T (−u), tran : T (u) → T T(u), rev : T (u) → T t (u). (3.7)
Next, we recall the definition of the lowest weight representation of X(g2n).
Definition 3.2. A representation V of X(g2n) is called a lowest weight representation if there 
exists a non-zero vector η ∈ V such that V = X(g2n) η and
tij (u)η = 0 for 1 ≤ j < i ≤ 2n and tii (u)η = λi(u)η for 1 ≤ i ≤ 2n, (3.8)
where λi(u) is a formal power series in u−1 with a constant term equal to 1. The vector η is 
called the lowest vector of V and the 2n-tuple λ(u) = (λ1(u), . . . , λ2n(u)) is called the lowest 
weight of V .
The Yangian X(g2n) contains the universal enveloping algebra U(g2n) as a Hopf subalgebra. 
An embedding U(g2n) ↪→ X(g2n) is given by
Fij → τ (1)ij := 12 (t(1)ij − θij t (1)2n−j+1,2n−i+1) (3.9)
for all 1 ≤ i, j ≤ 2n. We will identify U(g2n) with its image in X(g2n) under this embed-
ding. However, in contrast to the Yangian Y(gl2n) of the Lie algebra gl2n, there is no surjective 
homomorphism from the Yangian X(g2n) onto the algebra U(g2n). As a consequence, not ev-
ery irreducible finite-dimensional representation of g2n can be extended to a representation of 
X(g2n). The fusion procedure allows us to extend any symmetric representation of so2n and any 
skew-symmetric representation of sp2n to a representation of X(g2n). In the remaining part of 
this section we briefly recall the main aspects of the fusion procedure starting with the vector 
representation of g2n.
The vector representation of g2n on C2n is a highest weight representation of weight λ =
(1, 0, . . . , 0) and the highest vector e1 given by the assignment Fij → eij − θij e2n−j+1,2n−i+1. 
The assignment
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 : tij (u) 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u
eij − 1
u+ κ θij e2n−j+1,2n−i+1
equips C2n with a structure of a X(g2n)-module. Since we are interested in the lowest weight 
X(g2n)-modules, we need to compose the map  with the anti-automorphisms sign and tran. We 
also include the shift automorphism τc. Denoting the resulting map by c :=  ◦ sign ◦ tran ◦ τc
we have
c : tij (u) → δij −
1
u− c eji +
1
u− c − κ θij e2n−i+1,2n−j+1.
It follows that
c(T (u)) = R(u− c),
c(T (u))−c(T (−u)) = c(T (u))c(T t (u+ κ)) = 1 −
1
(u− c)2 .
This allows us to view the space C2n as an irreducible lowest weight X(g2n)-module with weight 
λ(u) given by
λ1(u) = 1 − 1
u− c , λ2(u) = . . . = λ2n−1(u) = 1, λ2n(u) = 1 +
1
u− c − κ . (3.10)
We denote this module by L(λ)c. We will use this notation for all irreducible finite-dimensional 
representations of g2n that can be equipped with a structure of a X(g2n)-module.
Consider the tensor product space (C2n)⊗k with k ≥ 2. Each C2n carries the vector repre-
sentation of g2n so that the vector space (C2n)⊗k is a representation of g2n. The Brauer algebra 
Bk(±2n) acts naturally on this tensor space and commutes with the action of g2n, see e.g. Chap-
ter 10 of [14]. The Brauer-Schur-Weyl duality allows us to obtain irreducible representations of 
g2n by studying primitive idempotents in Bk(±2n). Recall that irreducible representations of 
Bk(±2n) are labelled by all partitions λ = (λ1, λ2, . . .) of the non-negative integers k, k − 2, 
k − 4, . . . . Denote by λ′ the partition conjugate to λ, e.g. if λ = (2, 1, 1), then λ′ = (3, 1). Then 
the vector space (C2n)⊗k decomposes as
(C2n)⊗k ∼=
k/2⊕
f=0
⊕
λk−2f
λ′1+λ′2≤2n
Vλ ⊗L(λ)
in the orthogonal case, and as
(C2n)⊗k ∼=
k/2⊕
f=0
⊕
λk−2f
2λ′1≤2n
Vλ′ ⊗L(λ)
in the symplectic case; here Vλ and L(λ) are irreducible representations of Bk(±2n) and g2n, 
respectively, labelled by the partition λ. We will focus on the symmetric representation labelled 
by the partition (k) and the skew-symmetric representation labelled by the partition (1, . . . , 1)
of k. Assume that k ≥ 1 in the orthogonal case and 1 ≤ k ≤ n in the symplectic case. By The-
orem 2.2 of [22] (see also Example 2.4 (iii) and Section 4 therein) the corresponding primitive 
idempotents act on the space (C2n)⊗k via operators ±k defined by
±1 = 1 and ±k =
1
k!
k∏(
R1i (∓(i − 1)) · · ·Ri−1,i (∓1)
)
if k ≥ 2. (3.11)i=2
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weight representation L(λ) of weight λ = (k, 0, . . . , 0) in the orthogonal case and of weight 
λ = (1, . . . , 1, 0, . . . , 0), where the number of 1’s is k, in the symplectic case. The highest vector 
in the orthogonal case is
ξ = e1 ⊗ · · · ⊗ e1.
In the symplectic case it is
ξ =
∑
σ∈Sk
sign(σ ) eσ(1) ⊗ · · · ⊗ eσ(k),
where Sk is the group of permutations on the set {1, 2, . . . , k}.
By combining the comultiplication in (3.4) with the map c and an appropriate choice of the 
shift automorphisms, we obtain a representation of X(g2n) on the vector space (C2n)⊗k given 
by the assignment
T (u) → R01(u− c)R02(u− c ∓ 1) · · ·R0k(u− c ∓ k ± 1) ∈ End((C2n)⊗(k+1)) (3.12)
where the “zero” space denotes the matrix space of T (u).
Proposition 3.3. The subspace L±k ⊂ (C2n)⊗k is stable under the action of X(g2n) defined by 
(3.12). Moreover, the representation of X(g2n) on L±k obtained by restriction is an irreducible 
lowest weight representation of weight λ(u) given by, for 1 ≤ i ≤ n,
λi(u) = 1 − λi
u− c , λ2n−i+1(u) = 1 +
λi
u− c ∓ k ± 1 − κ , (3.13)
where λ = (k, 0, . . . , 0) in the orthogonal case and λ = (1, . . . , 1, 0, . . . , 0), with the number of 
1’s being k, in the symplectic case.
Proof. Using the explicit form of the idempotent ±k and the Yang-Baxter equation multiple 
times we find
R01(u− c)R02(u− c ∓ 1) · · ·R0k(u− c ∓ k ± 1)±k
= ±k R0k(u− c ∓ k ± 1) · · ·R02(u− c ∓ 1)R01(u− c),
which implies the first part of the proposition. Since U(g2n) ⊂ X(g2n) we have X(g2n)(e1 ⊗· · ·⊗
e1) = L±k . By Lemma 5.17 in [3] adapted to lowest weight representations, the tensor product 
of lowest vectors e1 ⊗ · · · ⊗ e1 is again a lowest vector of weight given by the product of the 
individual weights with respect to the action (3.12), namely ∏k−1j=0 λi(u ∓ j), where λi(u ∓ j)
are those given by (3.10). This implies the second part of the proposition for the orthogonal case. 
For the symplectic case we refer the reader to the proof of Theorem 5.16 in [3]. 
These representations of X(g2n) will be denoted by L(λ)c. We define the Lax operator L(u)
of X(g2n) by T (u) ·L(λ)c = L(u − c) L(λ)c . It will be useful to know that
L(u)Lt (u+ κ) = Lt (u+ κ)L(u) =
k−1∏
i=0
(u∓ i)2 − 1
(u∓ i)2 · I =
u± 1
u
· u∓ k
u∓ k ± 1 · I (3.14)
which follows from the relations R(u) Rt(κ + u) = Rt(κ + u) R(u) = (1 − u−2) I and (3.12).
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L(u). We nevertheless provide an example of L(u) in the case when g2n = sp4 and k = 2. Then 
−2 = 12R12(1) projects the space C4 ⊗ C4 to the 5-dimensional subspace L−2 , an irreducible 
highest-weight representation of sp4 of weight λ = (1, 1). Choose
v−2 = 1√2 e1 ∧ e2, v−1 =
1√
2
e1 ∧ e3, v1 = 1√2 e2 ∧ e4, v2 =
1√
2
e3 ∧ e4,
v0 = 12 (e2 ⊗ e3 − e3 ⊗ e2 − e1 ⊗ e4 − e4 ⊗ e1),
where a ∧ b = a ⊗ b − b ⊗ a, to be an orthonormal basis of L−2 . Let xij ∈ End(L−2 ) denote the 
matrix units of End(L−2 ) with respect to the above basis, namely xijvk = δjkvi for all i, j, k. 
Then the Lax operator can be written as L(u) = ∑i,j,k,l ijkl(u) eij ⊗ xkl where ijkl(u) =
(e∗i ⊗ v∗k ) R01(u)R02(u + 1) (ej ⊗ vl). In particular,
L(u) = u− 1
u− 2
(
I − 2
u
(P + P¯ )
)
,
where
P = 1√
2
(
(e12 − e34)⊗ (x0,−1 − x10)− (e13 + e24)⊗ (x0,−2 + x20)
)
+ e33 ⊗ (x−1,−1 + x22)+ e44 ⊗ (x11 + x22)− e14 ⊗ (x1,−2 + x2,−1)
+ e23 ⊗ (x−1,−2 + x21)
and P¯ is obtained from P using the transposition rule eij ⊗ xkl → e5−i,5−j ⊗ x−k−l .
3.2. The twisted Yangian Xρ(g2n, gθ2n)tw
We now focus on the Extended twisted Yangian Xρ(g2n, gθ2n)tw and its representation theory 
adhering closely to [15–17]. As before, we drop the “Extended” part of the name to simplify the 
notation. We introduce an additional “shift” parameter ρ ∈C in the definition of Xρ(g2n, gθ2n)tw
which will play a role in the algebraic Bethe ansatz discussed in Sections 4 and 5.
Recall the definition of the matrix G from Section 2.3. Introduce a matrix-valued rational 
function
G(u) = dI − uG
d − u where d =
1
4
trG, (3.15)
so that d = 0 for symmetric pairs CI and DIII, d = n/2 for CD0, and d = (p − q)/4 for CII and 
DI.
Definition 3.5. The twisted Yangian Xρ(g2n, gθ2n)tw is the subalgebra of X(g2n) generated by 
the coefficients of the entries of the matrix
(u) = T (u− κ2 )G(u+ ρ2 ) T t (u˜− κ2 ) where u˜ = κ − u− ρ. (3.16)
The “ρ-shifted” twisted Yangian defined above is isomorphic to the one introduced by one of 
the authors in [15]. The isomorphism is provided by the map (u) → S(u + ρ2 ). (Note that (u)
is used to denote the special twisted Yangian in [15].) The Lemma below is due to Lemmas 4.1 
and 4.3 in [15].
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relation:
R(u− v)1(u)R(u+ v + ρ)2(v) = 2(v)R(u+ v + ρ)1(u)R(u− v), (3.17)
t(u) = (±)(u˜)± (u)−(u˜)
u− u˜ +
tr(G(u+ ρ2 ))(u˜)− tr((u)) · I
u− u˜− κ , (3.18)
where the lower sign in (±) distinguishes symmetric pairs CI and DIII from the remaining ones.
The relations (3.17) and (3.18) are in fact the defining relations of Xρ(g2n, gθ2n)tw . Their form 
in terms of matrix elements σij (u) of (u), for ρ = 0, can be found in (4.4) and (4.5) of [15]
(note that indices i, j, k, l are indexed by −n, −n + 1, . . . , n − 1, n in [15]). In this work we will 
utilize a special “block” form of the defining relation; these are discussed in Section 3.3.
We want to obtain a more compact form of the symmetry relation (3.18). Introduce a rational 
function
g(u) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 for CI, DIII,
2u− κ ± 1 + ρ for CII, DI when p = q,
u− u˜− κ
tr(G(u+ ρ2 ))
for CD0 and CII, DI when p > q.
(3.19)
Note that in the last case we have
u− u˜− κ
tr(G(u+ ρ2 ))
= (u− κ +
ρ
2 )(u− d + ρ2 )
d (2u− n+ ρ) .
Define the matrix
S(u) = g(u)(u) ∈ Xρ(g2n,gθ2n)tw((u−1)). (3.20)
Lemma 3.7. The matrix S(u) satisfies the “compact” symmetry relation:
St (u) = −
(
1 ± 1
u− u˜
)
S(u˜)± S(u)
u− u˜ −
tr(S(u)) · I
u− u˜− κ . (3.21)
Proof. Substituting (3.20) to (3.21) gives
t(u) = −g(u˜)
g(u)
(
1 ± 1
u− u˜
)
(κ − u− ρ)± (u)
u− u˜ −
tr((u)) · I
u− u˜− κ . (3.22)
For symmetric pairs CI and DIII we have g(u) = 1 giving
−g(u˜)
g(u)
(
1 ± 1
u− u˜
)
= −1 ∓ 1
u− u˜ .
For symmetric pairs CII and DI when p = q we have instead g(u) = 2u − κ + 1 + ρ and so
−g(u˜)
g(u)
(
1 ∓ 1
u− u˜
)
= 1 ∓ 1
u− u˜ .
Thus for the above symmetric pairs (3.22) becomes
t(u) =
(
(±)1 ∓ 1
u− u˜
)
(κ − u− ρ)± (u)
u− u˜ −
tr((u)) · I
u− u˜− κ ,
which is equivalent to (3.18), since the above cases have tr(G(u)) = 0.
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itself satisfies the symmetry relation (3.18), namely
Gt(u+ ρ2 ) = G(κ − u− ρ2 )±
G(u+ ρ2 )−G(κ − u− ρ2 )
u− u˜
+ tr(G(u+
ρ
2 ))G(κ − u− ρ2 )− tr(G(u+ ρ2 )) · I
u− u˜− κ .
Recall (3.19). Taking the trace of both sides we find
−u− u˜− κ
2u+ ρ
(
1 ∓ 1
u− u˜ +
2κ ± 2
u− u˜− κ
)
g(u˜) =
(
1 ∓ 1
u− u˜ +
g−1(u)
u− u˜− κ
)
g(u)
and rearrange to
−g(u˜)
g(u)
(
1 ± 1
u− u˜
)
=
(
1 ∓ 1
u− u˜ +
g−1(u)
u− u˜− κ
)
.
This allows us to rewrite (3.22) as
t(u) =
(
1 ∓ 1
u− u˜ +
g−1(u)
u− u˜− κ
)
(κ − u− ρ)± (u)
u− u˜ −
tr((u)) · I
u− u˜− κ
= (u˜)± (u)−(u˜)
u− u˜ +
tr(G(u+ ρ2 ))(u˜)− tr((u)) · I
u− u˜− κ ,
which coincides with the symmetry relation (3.18), as required. 
The “compact” symmetry relation (3.21) is more convenient than (3.18) in the context of the 
algebraic Bethe ansatz for the Xρ(g2n, gθ2n)tw-chain. This will become evident in Sections 5.4
and 5.5, where the so-called exchange relations are obtained.
Next, we focus on the lowest weight representations. We will rephrase some of the statements 
given in Section 4 of [16], where the highest weight representation theory of Xρ(g2n, gθ2n)tw was 
introduced.
Definition 3.8. A representation V of Xρ(g2n, gθ2n)tw is called a lowest weight representation if 
there exists a non-zero vector η ∈ V such that V = Xρ(g2n, gθ2n)tw η and
σij (u)η = 0 for 1 ≤ j < i ≤ 2n and σii(u)η = μi(u)η for 1 ≤ i ≤ n, (3.23)
where μi(u) are formal power series in u−1 with the constant term equal gii . The vector η is 
called the lowest weight vector of V , and the n-tuple μ(u) = (μ1(u), . . . , μn(u)) is called the 
lowest weight of V .
Symmetry relation (3.18) implies that η is also an eigenvector for σii(u) with n < i ≤ 2n. 
Given an n-tuple μ(u), we will often make use of the corresponding n-tuple μ˜(u) with compo-
nents defined by (cf., eq. (4.10) in [16])
μ˜i(u) := (2u+ ρ − i + 1)μi(u)+
i−1∑
μj (u). (3.24)
j=1
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weight X(g2n)- and Xρ(g2n, gθ2n)tw-representations. With this goal in mind we need the follow-
ing rephrase of Proposition 4.10 in [16].
Proposition 3.9. Let ξ be the lowest vector of a lowest weight X(gN)-module L(λ(u))
and let η be the lowest vector of a lowest weight Xρ(g2n, gθ2n)tw-module V (μ(u)). Then 
Xρ(g2n, g
θ
2n)
tw(ξ ⊗ η) is a lowest weight Xρ(g2n, gθ2n)tw-module with the lowest vector ξ ⊗ η
and the lowest weight γ (u) with components determined by the relations
γ˜i (u) = μ˜i(u)λi(u− κ2 ) λ2n−i+1(u˜− κ2 ) for 1 ≤ i ≤ n, (3.25)
with γ˜i (u) defined by (3.24).
Proof. The proof is very similar to that of Proposition 4.10 in [16] and is essentially the same as 
that of Proposition 3.17 stated in Section 3.5 below; we refer the reader to the latter. 
We will restrict to the cases when V (μ(u)) is a one-dimensional representation of
Xρ(g2n, g
θ
2n)
tw
. It will be interpreted as the boundary quantum space of the open spin chain. 
The Lemma below rephrases Lemma 2.3 in [16] and Lemma 5.4 in [17].
Lemma 3.10. Let a, b ∈C. Then the matrices
K(u) = G− a
u+ ρ2
I (3.26)
when n ≥ 1 and G is type CI, or n ≥ 2 and G is of type DIII, and
K(u) = −
(
1 − b
u+ ρ2
)((
1 − a
u+ ρ2
)
e11 −
(
1 + a
u+ ρ2
)
e22
)
+
(
1 + b
u+ ρ2
)((
1 − a
u+ ρ2
)
e33 −
(
1 + a
u+ ρ2
)
e44
)
, (3.27)
when n = 2, and
K(u) = (u− a +
ρ
2 )(u+ a − 2d + ρ2 )
(u− d + ρ2 )2
(
I − 2u+ ρ
u− a + ρ2
e11 − 2u+ ρ
u+ a − 2d + ρ2
e2n,2n
)
,
(3.28)
when n > 2 and d = n2 −1, are one- or two-parameter solutions of (3.17) satisfying the symmetry 
relation (3.18) (with (u) replaced by K(u)).
The non-zero matrix elements of K(u) in (3.26-3.28) are power series in u−1 of the form 
gii +u−1C[[u−1]], so that K(u) ∈ G +u−1C[[u−1]] with G type DI with p = 2 for (3.27–3.28). 
This implies the following statement.
Proposition 3.11. (i) The assignment (u) → K(u) yields a one-dimensional representation of 
Xρ(g2n, g
θ
2n)
tw of weight μ(u) given by, in the case-by-case way,
• for CI and DIII by (3.26):
μ1(u) = . . . = μn(u) = 1 − a
u+ ρ2
, (3.29)
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μ1(u) =
(
−1 + a
u+ ρ2
)(
1 − b
u+ ρ2
)
,
μ2(u) =
(
1 + a
u+ ρ2
)(
1 − b
u+ ρ2
)
,
(3.30)
• for DI when n > 2, p = 2n − 2, q = 2 by (3.28):
μ1(u) = − (u+ a +
ρ
2 )(u+ a − 2d + ρ2 )
(u− d + ρ2 )2
,
μ2(u) = . . . = μn(u) = (u− a +
ρ
2 )(u+ a − 2d + ρ2 )
(u− d + ρ2 )2
.
(3.31)
(ii) The assignment (u) → K(u) = G(u + ρ2 ) with G(u) defined by (3.15) yields a one-
dimensional representation of Xρ(g2n, gθ2n)tw of weight μ(u) given, case-by-case, by
• for CII when p ≥ q and DI when p ≥ q ≥ 4:
μi(u) = d − (u+
ρ
2 ) gii
d − u− ρ2
for 1 ≤ i ≤ n, (3.32)
• for CD0:
μ1(u) = . . . = μn(u) = 1. (3.33)
3.3. Block decomposition of X(g2n) and Xρ(g2n, gρ2n)tw
In this section, inspired by the arguments presented in [39,7] (see also Section 2.3 in [11]) 
we demonstrate a block decomposition of the Yangian X(g2n) and the twisted Yangian 
Xρ(g2n, g
θ
2n)
tw
. We decompose the 2n × 2n dimensional matrices T (u) and S(u) into n × n
dimensional blocks as follows:
T (u) =
(
A(u) B(u)
C(u) D(u)
)
, S(u) =
(
A(u) B(u)
C(u) D(u)
)
. (3.34)
Our goal is to derive algebraic relations between these smaller matrix operators (blocks), which 
is the crucial first step of the algebraic Bethe ansatz for a Xρ(g2n, gθ2n)tw-chain. We will denote 
the matrix elements of A(u) by aij (u) with 1 ≤ i, j ≤ n, and similarly for matrices B(u), C(u)
and D(u), and their barred counterparts.
Recall that C2n ∼= C2 ⊗ Cn. Let eij with 1 ≤ i, j ≤ 2n denote the standard matrix units of 
End(C2n). Moreover, let xij with 1 ≤ i, j ≤ 2 (resp. eij with 1 ≤ i, j ≤ n) denote the standard 
matrix units of End(C2) (resp. End(Cn)). Then, for any 1 ≤ i, j ≤ n, we may write
eij = x11 ⊗eij , en+i,j = x21 ⊗eij , ei,n+j = x12 ⊗eij , en+i,n+j = x22 ⊗eij . (3.35)
Hence any matrix M ∈ End(C2n) with entries (M)ij ∈C can be written as
M =
2∑
xab ⊗ Mab ∈ End(C2)⊗ End(Cn),
a,b=1
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End(C2n ⊗C2n). Then we may write
M =
2∑
a,b,c,d=1
xab ⊗ xcd ⊗ Mabcd ∈ End(C2 ⊗C2)⊗ End(Cn ⊗Cn),
where Mabcd are obtained as follows. Writing M =∑2ni,j,k,l=1[M]ijkl eij ⊗ ekl we have
Mabcd =
n∑
i,j,k,l=1
[M]i+n(a−1),j+n(b−1),k+n(c−1),l+n(d−1) eij ⊗ ekl. (3.36)
Denote the R-matrix (3.1) acting on C2n ⊗ C2n by R˜(u). Viewing R˜(u) as element in 
End(C2 ⊗C2) ⊗End(Cn⊗Cn)[[u−1]] and using (3.36) we recover the familiar six-vertex block 
structure,
R˜(u) =
⎛⎜⎜⎝
R(u)
Rt (κ − u) U(u)
U(u) Rt (κ − u)
R(u)
⎞⎟⎟⎠ . (3.37)
The operators inside the matrix above are each acting on Cn ⊗Cn and are given by
R(u) = I − 1
u
P, U(u) = − 1
u
P ± 1
u− κ Q, (3.38)
where both the transpose t and the projector Q =∑Ni,j=1 eij ⊗ ej¯ ı¯ are of the orthogonal type 
(recall the notation ı¯ = n − i + 1), and I is the identity matrix. These operators satisfy the 
following unitarity relations
R(u)R(−u) = (1 − u−2) I, Rt (u)Rt (n− u) = I. (3.39)
In a similar way, the matrices T1(u) and T2(u), as elements of End(C2 ⊗C2) ⊗End(Cn ⊗Cn) ⊗
X(g2n)[[u−1]], take the form
T1(u) =
⎛⎜⎜⎝
A1(u) B1(u)
A1(u) B1(u)
C1(u) D1(u)
C1(u) D1(u)
⎞⎟⎟⎠ ,
T2(u) =
⎛⎜⎜⎝
A2(u) B2(u)
C2(u) D2(u)
A2(u) B2(u)
C2(u) D2(u)
⎞⎟⎟⎠ ,
(3.40)
where A1(u) means A(u) ⊗ I ∈ End(Cn ⊗ Cn) ⊗ X(g2n)[[u−1]], and similarly for the other 
blocks. Substituting (3.37) and (3.40) to (3.3) allows us to rewrite the defining relations of X(g2n)
in terms of the matrices A(u), B(u), C(u) and D(u). The relations that we will need are:
R(u− v)A1(u)A2(v) = A2(v)A1(u)R(u− v), (3.41)
R(u− v)D1(u)D2(v) = D2(v)D1(u)R(u− v), (3.42)
Rt(κ − u+ v)C1(u)A2(v) = A2(v)C1(u)R(u− v)+Q(u− v)A1(u)C2(v), (3.43)
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t (κ − u+ v) = R(u− v)D1(u)C2(v)−D2(v)C1(u)K(u− v), (3.44)
A2(v)D1(u)R
t (κ − u+ v)−Rt(κ − u+ v)D1(u)A2(v)
= Q(u− v)B1(u)C2(v)−B2(v)C1(u)Q(u− v). (3.45)
In particular, the coefficients of the matrix entries of A(u) generate a Y(gln) subalgebra of 
X(g2n). The same is true for D(u). We will recall the necessary details of the Yangian Y(gln) in 
Section 3.4 below.
We now repeat the same steps for the twisted Yangian Xρ(g2n, gθ2n)tw . We substitute (3.37) to 
(3.17) and view the matrices S1(u) and S2(u) as elements of End(C2 ⊗C2) ⊗ End(Cn ⊗Cn) ⊗
Xρ(g2n, g
θ
2n)
tw((u−1)), so that they take the same form as in (3.40). This allows us to write the 
defining relations of Xρ(g2n, gθ2n)tw in terms of the matrices A(u), B(u), C(u) and D(u). The 
relations that we will need are:
R(u− v)A1(u)R(u+ v + ρ)A2(v)
= A2(v)R(u+ v + ρ)A1(u)R(u− v)−R(u− v)B1(u)Q(u+ v + ρ)C2(v)
+B2(v)Q(u+ v + ρ)C1(u)R(u− v), (3.46)
A2(v)R(u+ v + ρ)B1(u)Q(u− v)
= R(u− v)B1(u)Q(u+ v + ρ)A2(v)−B2(v)Q(u+ v + ρ)A1(u)Q(u− v)
−B2(v)Q(u+ v + ρ)D1(u)Q(u− v), (3.47)
Rt(u˜− v)C1(u)R(u+ v + ρ)A1(v)
= A1(v)Rt (u˜− v)C1(u)R(u− v)−Q(u− v)A1(u)Rt (u˜− v)C2(v)
−Rt(u˜− v)D1(u)Q(u+ v + ρ)C1(v), (3.48)
R(u− v)B1(u)Rt (u˜− v)B2(v) = B2(v)Rt (u˜− v)B1(u)R(u− v). (3.49)
It remains to cast the symmetry relation (3.21) in the block form. Observe that
St (u) =
(
Dt(u) ±Bt(u)
±Ct(u) At (u)
)
, (3.50)
which allows us to immediately extract linear relations between the operators A(u), B(u), C(u)
and D(u), of which we will need the following two only:
Dt(u) = −
(
1 ± 1
u− u˜
)
A(u˜)± A(u)
u− u˜ −
tr(S(u)) · I
u− u˜− κ , (3.51)
Bt(u) =
(
∓ 1 − 1
u− u˜
)
B(u˜)+ B(u)
u− u˜ . (3.52)
Let V be a lowest weight finite-dimensional representation of Xρ(g2n, gθ2n)tw and let V 0 ⊂ V
be the subspace annihilated by the operator C(u). Then operators A(u) in the space V 0 satisfy 
the defining relations of the extended reflection algebra B exρ (n, r), cf. (3.46). We will recall the 
necessary details about the algebra B exρ (n, r) in Section 3.5 further below.
3.4. The Yangian Y(gln)
We now briefly recall necessary details of the Yangian Y(gln) and its representation theory 
adhering closely to [33]. We will often use the superscript ◦ to indicate operators associated 
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algebra X(g2n) and having the same name.
We first recall the R-matrix R(u) = I −u−1P stated in (3.38) and called the Yang’s R-matrix. 
It is a unitarity solution of the quantum Yang-Baxter equation, i.e., (3.2). We then introduce 
elements t◦(r)ij with 1 ≤ i, j ≤ n and r ≥ 0 such that t◦(0)ij = δij . Combining these into for-
mal power series t◦ij (u) =
∑
r≥0 t
◦(r)
ij u
−r
, we can then form the generating matrix T ◦(u) =∑n
i,j=1 eij ⊗ t◦ij (u).
Definition 3.12. The Yangian Y(gln) is the unital associative C-algebra generated by elements 
t
◦(r)
ij with 1 ≤ i, j ≤ n and r ≥ 0 satisfying (3.3) with the R-matrix R(u) = I − u−1P . The Hopf 
algebra structure of Y(gln) is given by the same formulae as in (3.4).
Note that analogues of the (anti-)automorphisms (3.6) and (3.7) hold for the algebra Y(gln). 
The symmetry (cross-unitarity) relation is replaced with an identity for quantum determinant and 
quantum comatrix, which we will discuss a bit further below. We first recall the definition of the 
lowest weight representation of Y(gln).
Definition 3.13. A representation V of Y(gln) is called a lowest weight representation if there 
exists a non-zero vector η ∈ V such that V = Y(gln) η and
t◦ij (u) ξ = 0 for 1 ≤ j < i ≤ n and t◦ii (u) ξ = λ◦i (u) ξ for 1 ≤ i ≤ n,
where λ◦i (u) is a formal power series in u−1 with a constant term equal to 1. The vector η is 
called the lowest vector of V , and the n-tuple λ◦(u) = (λ◦1(u), . . . , λ◦n(u)) is called the lowest 
weight of V .
Given a lowest weight representation V of Y(gln) and a lowest vector ξ ∈ V the action of the 
inverse matrix T ◦−1(u) on ξ is defined as follows. Introduce the quantum determinant qdetT ◦(u)
of the matrix T ◦(u) by (see Definition 1.6.5 and Proposition 1.6.6 in [33])
qdetT ◦(u) =
∑
σ∈Sn
sgn(σ ) t◦1σ(1)(u− n+ 1) · · · t◦nσ(n)(u).
In particular, qdetT ◦(u) is a formal power series in u−1 with coefficients central in Y(gln) and 
constant term 1. Define quantum comatrix T̂ ◦(u) with matrix elements ̂t◦ij (u) by T̂ ◦(u) T ◦(u −
n +1) = qdetT ◦(u). Then the inverse matrix T ◦−1(u) with matrix elements t ′◦ij (u) can be defined 
by
t ′◦ij (u) = (qdetT ◦(u+ n− 1))−1 · t̂◦ij (u+ n− 1).
It follows from the definitions of qdetT ◦(u), T̂ ◦(u) and ξ that
t ′◦ij (u) ξ = 0 for 1 ≤ j < i ≤ n and t ′◦ii (u) ξ = λ′◦i (u) ξ for 1 ≤ i ≤ n
with the “inverse-weights” λ′◦i (u) defined by
λ′◦i (u) =
λ◦1(u+ 1) · · ·λ◦i−1(u+ i − 1)
λ◦(u) · · ·λ◦(u+ i − 1) . (3.53)1 i
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quantum determinant of the submatrix of T ◦(u) obtained by removing the ith column and the 
j th row, and application of the quantum determinant to ξ , see Proposition 1.9.2 in [33]. (Also 
see the proof of Theorem 4.2 in [35], where an analogue of formula (3.53) for the highest weight 
was obtained.)
The Yangian Y(gln) contains the universal enveloping algebra U(gln) as a Hopf subalgebra. 
An embedding U(gln) ↪→ Y(gln) is given by Eij → t◦(1)ij for all 1 ≤ i, j ≤ n. We will identify 
U(gln) with its image in Y(gln) under this embedding. Conversely, the map t
◦(1)
ij → Eij and 
t
◦(r)
ij → 0 for all r ≥ 2 defines a surjective homomorphism ev : Y(gln) → U(gln) called the 
evaluation homomorphism. We compose the map ev with the anti-automorphisms sign and tran
and the shift automorphism τc. Denoting the resulting map by evc := ev ◦ sign ◦ tran ◦ τc we 
have
evc : t◦ij (u) → δij −Eji(u− c)−1. (3.54)
By the virtue of the map evc , any gln-representation can be regarded as Y(gln)-module. 
Moreover, any irreducible gln-representation remains irreducible over Y(gln), by surjectivity of 
evc. We will denote by L◦(λ◦)c the Y(gln)-module obtained from the irreducible representation 
L◦(λ◦) of gln via the map (3.54). Clearly, L◦(λ◦)c is a lowest weight Y(gln)-module with the 
components of the lowest weight given by
λ◦i (u) = 1 −
λ◦i
u− c for 1 ≤ i ≤ n.
We will mostly be interested in the representations L◦(λ◦)c when λ◦i (u) for 1 ≤ i ≤ n coincide 
with those in (3.13). Formula (3.53) implies that the “inverse-weights” of the lowest vector of 
L◦(λ◦)c are given by
λ′◦i (u) =
u− c
u− c ∓ k ·
u− c ∓ k ± 1
u− c ± 1
(
1 + λi
u− c ∓ k ± 1
)
. (3.55)
3.5. Reflection algebra B exρ (n, r)
We now focus on the extended ρ-shifted Molev-Ragoucy reflection algebra B exρ (n, r) and its 
lowest weight representation theory, adhering closely to [35]. (We use notation B ex instead of B˜
used in [35] to avoid overuse of the tilded notation.) We will need to prove some additional state-
ments that are necessary for the algebraic Bethe ansatz along the way. We start with introducing 
the non-extended reflection algebra Bρ(n, r).
Definition 3.14. The reflection algebra Bρ(n, r) is the subalgebra of Y(gln) generated by the 
coefficients of the entries of the matrix
B◦(u) = T ◦(u)G◦T ◦−1(−u− ρ) where G◦ =
n∑
i=r+1
eii −
r∑
i=1
eii .
The reflection algebra defined above is isomorphic to the usual one studied in [35]. The iso-
morphism is provided by the map Bρ(n, r) → B(n, n − r), B◦(u) → −B(u − ρ ). The matrix 2
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tarity relation
B◦(u)B◦(−u− ρ) = I. (3.56)
The reflection equation and the unitarity relation are in fact the defining relations of Bρ(n, r). 
Their form in terms of matrix elements b◦ij (u) of B◦(u), for ρ = 0, are given by formulas (2.7) 
and (2.8) in [35]. We will recall them in a suitable form in Section 4.1.
We now turn to the extended reflection algebra B exρ (n, r). We will use the same notation B◦(u)
to denote the generating matrix of B exρ (n, r).
Definition 3.15. The extended reflection algebra B exρ (n, r) is the unital associative algebra 
generated by the coefficients of the entries of the abstract generating matrix B◦(u) satisfy-
ing the reflection equation and its constant part being equal to the matrix G◦, that is b◦ij (u) =
g◦ij +
∑
r≥1 b
◦(r)
ij u
−r
.
By the same arguments as in Proposition 2.1 in [35], the product B◦(u) B◦(−u − ρ) is a 
matrix
B◦(u)B◦(−u− ρ) = f ◦(u) I, (3.57)
where f ◦(u) is an even series in u−1 with coefficients central in B exρ (n, r). In fact, the algebra 
Bρ(n, r) may be viewed as the quotient of B exρ (n, r) by the two-sided ideal generated by the 
unitarity relation (3.56). It is important to note that the algebra B exρ (n, r) has the same coalgebra 
structure as Bρ(n, r),
(b◦ij (u)) =
n∑
a,b=1
t◦ia(u) t ′◦bj (−u− ρ)⊗ b◦ab(u).
Definition 3.16. A representation V of B exρ (n, r) is called a lowest weight representation if there 
exists a non-zero vector ξ ∈ V such that V = B exρ (n, r) ξ and
b◦ji(u) ξ = 0 for 1 ≤ i < j ≤ n and b◦ii (u) ξ = μ◦i (u) ξ for 1 ≤ i ≤ n,
where μi(u) are formal power series in u−1 with constant terms equal to 1 if i ≤ n − r and 
−1 if i > n − r . The vector ξ is called the lowest vector of V , and the n-tuple μ◦(u) =
(μ◦1(u), . . . , μ◦n(u)) is called the lowest weight of V .
We note that any representation of V of Bρ(n, r) may be extended to a representation of 
B exρ (n, r) by allowing the series f ◦(u) to act as the identity operator on V .
The Proposition below is an analogue of Proposition 3.9 for the algebra B exρ (n, r).
Proposition 3.17. Let ξ be the lowest vector of a lowest weight Y(gln)-module L(λ(u)) and let 
η be the lowest vector of a lowest weight B exρ (n, r)-module V (μ(u)). Then B exρ (n, r)(ξ ⊗ η) is a 
lowest weight B exρ (n, r)-module with the lowest vector ξ ⊗ η and the lowest weight γ ◦(u) with 
components determined by the relations
γ˜ ◦i (u) = μ˜◦i (u)λ◦i (u)λ′◦i (−u− ρ) for 1 ≤ i ≤ n (3.58)
with γ˜ ◦(u) and μ˜◦(u) defined by (3.24).i i
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“≡” to denote equality of operators on the spaces C(ξ ⊗ η) or Cξ . We begin by showing that 
b◦ij (u) · (ξ ⊗ η) = 0 for all i > j . We have
(b◦ij (u)) ≡
∑
1≤a≤b≤n
t◦ia(u) t ′◦bj (−u− ρ)⊗ b◦ab(u).
Since t ′◦bj (−u −ρ) ξ = 0 if b > j , we can assume b ≤ j implying a ≤ b ≤ j < i and t◦ia(u) ξ = 0. 
The defining relations (4.33) in [35]
[t◦ia(u), t ′◦bj (v)] =
1
u− v
n∑
k=1
(
δab t
◦
ik(u) t
′◦
kj (v)− δij t ′◦bk(v) t◦ka(u)
) (3.59)
further imply t◦ia(u) t ′◦bj (v) ≡ 0 unless a = b. Hence it suffices to show that t◦ia(u) t ′◦aj (v) ≡ 0 for 
i > j and a ≤ j . By (3.59) we have, for all a ≤ j ,
t◦ia(u) t ′◦aj (v) ≡
1
u− v
j∑
b=1
t◦ib(u) t ′◦bj (v)
Summing both sides over 1 ≤ a ≤ j we obtain
j∑
a=1
t◦ia(u) t ′◦aj (v) ≡
j
u− v
j∑
a=1
t◦ia(u) t ′◦aj (v),
implying t◦ia(u) t ′◦aj (v) ≡ 0. This proves that (b◦ij (u))(ξ ⊗ η) = 0 for all i < j .
It remains to compute (b◦ii(u))(ξ ⊗ η) for all 1 ≤ i ≤ n. By similar arguments as above we 
deduce that tia(u) t ′bi(v) ξ = 0 whenever a < b. Therefore,
(b◦ii (u))(ξ ⊗ η) =
i∑
a=1
t◦ia(u) t ′◦ai(−u− ρ) ξ ⊗ b◦aa(u)η = (bˆ◦ii (u) ξ)⊗ η, (3.60)
where bˆ◦ii (u) is the operator defined by the formula
bˆ◦ii (u) =
i∑
a=1
μ◦a(u) t◦ia(u) t ′◦ai(−u− ρ).
Define the operator Ai(u) =∑ia=1 t◦ia(u) t ′◦ai(−u − ρ). We first show that Ai(u) ξ = μ•i (u) ξ for 
some formal series μ•i (u) ∈C[[u−1]]. From (3.59) we obtain that, for all a < i,
t◦ia(u) t ′◦ai(−u− ρ) ≡
1
2u+ ρ
(
i∑
k=1
t◦ik(u) t ′◦ki (−u− ρ)−
a∑
k=1
t ′◦ak(−u− ρ) t◦ka(u)
)
. (3.61)
Summing both sides over 1 ≤ a < i we obtain
Ai(u) ≡ t◦ii (u) t ′◦ii (−u− ρ)+
i − 1
2u+ ρAi(u)−
1
2u+ ρ
i−1∑
Ba(u),a=1
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2u+ ρ − i + 1
2u+ ρ Ai(u) ≡ λ
◦
i (u)λ
′◦
i (−u− ρ)−
1
2u+ ρ
i−1∑
a=1
Ba(u). (3.62)
In a similar way we find that, for 1 ≤ i ≤ n,
2u+ ρ − i + 1
2u+ ρ Bi(u) ≡ λ
◦
i (u)λ
′◦
i (−u− ρ)−
1
2u+ ρ
i−1∑
a=1
Aa(u).
A simple induction on i shows that Bi(u) ≡ Ai(u) for all 1 ≤ i ≤ n. This allows us to rewrite 
(3.62) as
2u+ ρ − i + 1
2u+ ρ Ai(u) ≡ λ
◦
i (u)λ
′◦
i (−u− ρ)−
1
2u+ ρ
i−1∑
a=1
Aa(u). (3.63)
Recall the notation (3.24). Using induction on i once again we deduce that Ai(u) ξ = μ•i (u) ξ
with the series μ•i (u) determined by
μ˜•i (u) = (2u+ ρ)λ◦i (u)λ′◦i (−u− ρ), (3.64)
Since Bi(u) ≡ Ai(u) ≡ μ•i (u), we may rewrite (3.61) as t◦ia(u) t ′◦ai(−u − ρ) ≡ 12u+ρ (μ•i (u) −
μ•a(u)) yielding the identity
bˆ◦ii ≡ μ◦i (u)λ◦i (u)λ′◦i (−u− ρ)+
1
2u+ ρ
i−1∑
a=1
μ◦a(u)
(
μ•i (u)−μ•a(u)
)
.
We have thus shown that (b◦ii(u))(ξ ⊗ η) = γ ◦i (u) (ξ ⊗ η) with the series γ ◦i (u) given by the 
r.h.s. above. Next, using μ•i (u) = 12u+ρ−i+1
(
μ˜•i (u) −
∑i−1
b=1 μ•b(u)
)
and the above expression for 
μ˜•i (u) we rewrite the series γ ◦i (u) as
(2u+ ρ − i + 1) γ ◦i (u)
= 2u+ ρ − i + 1
2u+ ρ μ
◦
i (u) μ˜
•
i (u)+
1
2u+ ρ
i−1∑
a=1
μ◦a(u) μ˜•i (u)
− 1
2u+ ρ
i−1∑
a,b=1
μ◦a(u)μ•b(u)−
2u+ ρ − i + 1
2u+ ρ
i−1∑
a=1
μ◦a(u)μ•a(u). (3.65)
Induction on i then shows that
i−1∑
a=1
γ ◦a (u) =
1
2u+ ρ
i−1∑
a,b=1
μ◦a(u)μ•b(u)+
2u+ ρ − i + 1
2u+ ρ
i−1∑
a=1
μ◦a(u)μ•a(u).
By combining this with (3.65) and (3.64) we obtain
(2u+ ρ − i + 1) γ ◦i (u)+
i−1∑
a=1
γ ◦a (u)
=
(
(2u+ ρ − i + 1)μ◦i (u)+
i−1∑
a=1
μ◦a(u)
)
λ◦i (u)λ′◦i (−u− ρ)
which, by (3.24), coincides with (3.58). 
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by the formulas
γ ◦i (u) = μi (u)λ◦i (u)λ′◦i (−u− ρ)−
i−1∑
j=1
μ

j (u)λ
◦
j (u)λ
′◦
j (−u− ρ)
2u+ ρ − j , (3.66)
μ

i (u) = μ◦i (u)+
i−1∑
j=1
μ◦j (u)
2u+ ρ − i + 1 . (3.67)
For ρ = 0 these agree with formulas (4.38) and (4.39) in [4].
Proposition 3.19. Let M be a lowest weight B exρ (n, r)-module. For any 1 ≤ k ≤ n − 1 define a 
subspace M(k) ⊆M by
M(k) := {v ∈M : b◦ij (u) v = 0 for i > j and j < k}.
Then operators
b
(k)
ij (u) := b◦ij
(
u+ k−12
)+ δij k−1∑
l=1
b◦ll
(
u+ k−12
)
2u+ ρ , (3.68)
where k ≤ i, j ≤ n form a representation of the algebra B˜(n −k+1, r−k+1) or B˜(n −k+1, 0)
in M(k) for r > k − 1 or r ≤ k − 1, respectively.
Proof. The k = 1 case is trivial. The k = 2 case follows by the same arguments presented in the 
proof of Theorem 4.6 in [35], yielding b(2)ij (u) = b◦ij
(
u + 12
)+ δij 12u+ρ b◦11(u + 12). The k ≥ 3
case then follows by a simple induction. 
The Proposition above in fact rephrases Theorem 3.1 in [4] for the algebra Bρ(n, r).
Remark 3.20. We note the reader that an analogue of Proposition 3.19 for the “non-extended” 
reflection algebra Bρ(n, r) would require operators b(k)ij (u) in (3.68) to be multiplied by a suitable 
series in u−1 with coefficients central in Bρ(n, r) to ensure that the corresponding generating 
matrix B◦(k)(u) satisfies the unitarity relation in the space V (k).
For any a ∈C define a matrix-valued rational function
K◦(u) = G◦ − a
u+ ρ2
I. (3.69)
It is a one-parameter solution of the reflection equation (3.17) with the R-matrix given by (3.38). 
We thus have the following.
Proposition 3.21. (i) Let r = 0. The assignment B◦(u) → I yields a one-dimensional represen-
tation of Bρ(n, 0) of weight
μ◦(u) = . . . = μ◦(u) = 1. (3.70)1 n
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Bρ(n, r) of weight μ◦(u) given by
μ◦1(u) = . . . = μ◦r (u) = −1 −
a
u+ ρ2
, μ◦r+1(u) = . . . = μ◦n(u) = 1 −
a
u+ ρ2
. (3.71)
4. Algebraic Bethe ansatz for a B exρ (n, r)-chain
This section provides the necessary prerequisites to our main results stated in Section 5. Here 
we study a spectral problem in the space:
M◦ = L◦ ⊗ V (μ◦) = L◦(λ(1))c1 ⊗ · · · ⊗L◦(λ())c ⊗ V (μ◦),
where L◦(λ(i))ci is an arbitrary lowest weight evaluation Y(gln)-module (irreducible and 
finite-dimensional) and V (μ◦) is a one-dimensional B exρ (n, r)-module described by Proposi-
tion 3.21. In particular, the space M◦ is a lowest weight B exρ (n, r)-module of weight γ ◦(u) with 
components γ ◦i (u) determined by (recall (3.24), (3.53) and Proposition 3.17)
γ˜ ◦i (u) = μ˜◦i (u)
∏
j=1
λ
(j)
i (u)λ
′(j)
i (u) with λ
(j)
i (u) =
u− cj − λ(j)i
u− cj (4.1)
and μ◦i (u) given by (3.70) and (3.71). We say that M◦ is a (full) quantum space of a 
B exρ (n, r)-chain, a gln-symmetric open spin chain with (trivial left and non-trivial right) diag-
onal boundary conditions. The spectral problem for such a chain was first addressed by Belliard 
and Ragoucy in [4], thus we will keep this section concise and provide the key steps in the proofs 
only.
The main result of this section is Theorem 4.13 stating eigenvectors, their eigenvalues and 
Bethe equations for a B exρ (n, r)-chain with the quantum space M◦. This provides a necessary 
step in solving the spectral problem for a Xρ(g2n, gθ2n)tw-chain in Section 5.6 (in the symplectic 
case) and Section 5.7 (in the orthogonal case). We note the reader that Theorem 4.13 may be 
viewed as a special case of the results presented in Section 6 of [4].
We also provide a trace formula for Bethe vectors. This formula may be viewed as a special 
case of the supertrace formula given by Theorem 7.1 in [4]. This is the second main result of this 
section. We note the reader that only an outline of the proof of Theorem 7.1 in [4] was given; 
here we provide a detailed proof of the trace formula under consideration.
4.1. Exchange relations
For any matrix A =∑ni,j=1 aij eij with eij ∈ End(Cn) and any 1 ≤ k ≤ n define a k-reduced 
matrix A(k) =∑ni,j=k aij e(k)i−k+1,j−k+1 with e(k)ij ∈ End(Cn−k+1). We use this notation to define 
k, l-reduced R- and Rˇ-matrices acting on the spaces V (k)a ∼=Cn−k+1 and V (l)b ∼=Cn−l+1 by
R
(k,l)
ab (u) :=
u
(
I
(k,l)
ab −
1
P
(k,l)
ab
)
, Rˇ
(k,l)
ab (u) := P (k,l)ab R(k,l)ab (u).u− 1 u
24 A. Gerrard, V. Regelskis / Nuclear Physics B 952 (2020) 114909Note that P (k,l)e(k)i ⊗ e(l)j = 0 if k < l and i + k − l ≤ 0, and R(n,n)ab (u) and Rˇ(n,n)ab (u) are identity 
operators. We denote the k-reduced generating matrix of B exρ (n, r) in End(V (k)a ) as D(k)a (u) and 
decompose it as
D(k)a (u) =
(
a(k)(u) B
(k)
a (u)
C
(k)
a (u) D
(k+1)
a (u)
)
. (4.2)
We also set
Dˆ(k)a (u) := D(k)a
(
u+ k−12
)+ k−1∑
i=1
a(i)
(
u+ k−12
)
2u+ ρ I
(k)
a , (4.3)
aˆ(k)(u) := a(k)(u+ k2)+ k−1∑
i=1
a(i)
(
u+ k2
)
2u+ 1 + ρ , Bˆ
(k)
a (u) := B(k)a
(
u+ k2
) (4.4)
leading to the following recursive relations:[
Dˆ(k)a (u)
]
ij
= [Dˆ(k−1)(u+ 12)]1+i,1+j + δij2u+ ρ [Dˆ(k−1)(u+ 12)]11 , (4.5)
aˆ(k)(u) = [Dˆ(k)a (u+ 12)]11 = [Dˆ(k−1)a (u+ 1)]22 + 12u+ 1 + ρ aˆ(k−1)(u+ 12), (4.6)[
Dˆ(k)a (u)
]
1,1+l =
[
Bˆ(k)
(
u− 12
)]
l
(4.7)
for 1 ≤ i, j ≤ n − k + 1 and 1 ≤ l ≤ n − k. We note that operator Dˆ(k)a (u) is a generalisation of 
Sklyanin’s D˜(u) operator (see Section 5 in [41]) for arbitrary rank.
Lemma 4.1. Let M be a lowest weight B exρ (n, r)-module. For any 1 ≤ k ≤ n − 1 define a sub-
space
M(k) := {ξ ∈M : b◦ij (u) ξ = 0 for i > j and j < k}. (4.8)
Let ≡ denote equality of operators in the space V (k)a ⊗ V (k)b ⊗M(k). Then
Bˆ(k)a (v) Bˆ
(k)
b (u) ≡ Bˆ(k)a (u) Bˆ(k)b (v) Rˇ(k+1,k+1)ab (v − u), (4.9)
aˆ(k)(v) Bˆ
(k)
b (u) ≡
(v − u+ 1)(v + u+ 1 + ρ)
(v − u)(v + u+ ρ) Bˆ
(k)
b (u) aˆ
(k)(v)
− 2u+ 1 + ρ
(v − u)(2u+ ρ) Bˆ
(k)
b (v) aˆ
(k)(u)+ 1
v + u+ ρ Bˆ
(k)
b (v) Dˆ
(k+1)
b (u),
(4.10)
Dˆ(k+1)a (v) Bˆ
(k)
b (u)
≡ (v − u− 1)(v + u− 1 + ρ)
(v − u)(v + u+ ρ) Bˆ
(k)
b (u)R
(k+1,k+1)
ab (v + u+ ρ)
× Dˆ(k+1)a (v)R(k+1,k+1)ab (v − u)
− (2v − 1 + ρ)(2u+ 1 + ρ)
(2v + ρ)(2u+ ρ)(v + u+ ρ) Bˆ
(k)
b (v)R
(k+1,k+1)
ab (2v + ρ)P (k+1,k+1)ab aˆ(k)(u)
+ 2v − 1 + ρ Bˆ(k)b (v)R(k+1,k+1)ab (2v + ρ) Dˆ(k+1)a (u)P (k+1,k+1)ab , (4.11)(v − u)(2v + ρ)
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(k+1)
b (u)
≡ Dˆ(k+1)b (u) aˆ(k)(v)+
1
v − u tra P
(k+1,k+1)
ab
(
Bˆ
(k)
b (u) Cˆ
(k)
a (v)− Bˆ(k)a (u) Cˆ(k)b (u)
)
+ 1
(v − u)(2u− 1 + ρ) trb
(
Bˆ
(k)
b (v) Cˆ
(k)
b (u)− Bˆ(k)b (u) Cˆ(k)b (v)
)
· I (k+1,k+1)b . (4.12)
Proof. The k = 1 case (M(1) =M) is a restatement of the defining relations of B exρ (n, r). When 
k > 1 we additionally need to use Proposition 3.19. 
4.2. Quantum spaces and monodromy matrices
Choose m1, . . . , mn−1 ∈ Z≥0, which we call excitation numbers. Let k = 1, . . . , n − 1. For 
each mk , assign an mk-tuple u(k) = (u(k)1 , . . . , u(k)mk ) of complex parameters and a set of labels 
ak = {ak1, . . . , akmk }. We will use notation from [4] to denote multi-tuples:
u(1...k) := (u(1), . . . ,u(k)), a1...k := (a1, . . . ,ak). (4.13)
We will say that M◦ is a level-1 quantum space and denote it by M(1). Then for each 2 ≤ k ≤ n
we define a level-k quantum space M(k) recursively by
M(k) := W(k)
ak−1 ⊗ (M(k−1))0 (4.14)
where
W
(k)
ak−1 := V
(k)
ak−11
⊗ · · · ⊗ V (k)
ak−1mk−1
and (M(k−1))0 is level-(k − 1) vacuum sector defined by
(M(k−1))0 := {ξ ∈ M(k−1) : b◦ij (u) ξ = 0 for i > j and j < k − 1}. (4.15)
Propositions 3.17 and 3.19 imply that the space M(k) is a B˜ρ(n − k + 1, r − k + 1)- or
B˜ρ(n − k + 1, 0)-module for k < r + 1 or k ≥ r + 1, respectively. In particular, for k ≥ 2,
M(k) = W(k)
ak−1 ⊗ (Ce
(k−1)
1 )
⊗mk−2 ⊗ · · · ⊗ (Ce(2)1 )⊗m1
⊗L(k−1)(λ(1))c1 ⊗ · · · ⊗L(k−1)(λ())c ⊗ V (μ◦)
where
L(k−1)(λ(i))ci := {ξ ∈ L◦(λ(i))ci : t◦ij (u) ξ = 0 for i > j and j < k − 1}
are evaluation Y(gln−k+2)-modules. (In the case when L◦(λ(i)) ∼= Cn, i.e. the bulk quantum 
space is a tensor product of fundamental gln-modules, L(k−1)(λ(i))ci ∼=C.)
Definition 4.2. We will say that Dˆ(1)a (v) := D(1)a (v) is a level-1 monodromy matrix. For each 
2 ≤ k ≤ n we recursively define a level-k monodromy matrix, acting on the space M(k), via
Dˆ
(k)
aa1...k−1
(
v;u(1...k−1)) := (mk−1∏
i=1
R
(k,k)
aak−1i
(
v + u(k−1)i + ρ
))
× Dˆ(k)
aa1...k−2
(
v;u(1...k−2))( 1∏
i=mk−1
R
(k,k)
aak−1i
(
v − u(k−1)i
))
, (4.16)
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aa1...k−2(v; u(1...k−2)) is defined by (4.5),[
Dˆ
(k)
aa1...k−2
(
v;u(1...k−2))]
ij
:= [Dˆ(k−1)
aa1...k−2
(
v + 12 ;u(1...k−2)
)]
1+i,1+j
+ δij
2v + ρ
[
Dˆ
(k−1)
aa1...k−2
(
v + 12 ;u(1...k−2)
)]
11 (4.17)
for 1 ≤ i, j ≤ n − k + 1.
Proposition 4.3. Let ≡ denote equality of operators in the space V (k)a ⊗M(k) for any 2 ≤ k ≤ n. 
Then
Dˆ
(k)
aa1...k−1
(
v;u(1...k−1))≡
⎛⎝ 1∏
j=k−1
mj∏
i=1
R
(k,j+1)
aa
j
i
(
v + u(j)i + k−1−j2 + ρ
)⎞⎠
× Dˆ(k)a (v)
⎛⎝k−1∏
j=1
1∏
i=mj
R
(k,j+1)
aa
j
i
(
v − u(j)i + k−1−j2
)⎞⎠ . (4.18)
Introduce a rational function
±(v;u(k)) :=
mk∏
i=1
(v + u(k)i ± 1 + ρ)(v − u(k)i ± 1)
(v + u(k)i + ρ)(v − u(k)i )
(4.19)
The technical lemma below will help us to prove Proposition 4.3.
Lemma 4.4. Let A(k)a (v) ∈ End(V (k)a )[[v−1]] be a matrix operator such that [A(k)a (v)]1+i,1 = 0
for i ≥ 1. Set
A
(k)
aak−1(v;u(k−1))
:=
(
mk−1∏
i=1
R
(k,k)
aak−1i
(
v + u(k−1)i + ρ
))
A(k)a (v)
( 1∏
i=mk−1
R
(k,k)
aak−1i
(
v − u(k−1)i
))
.
Then, for 1 ≤ i, j ≤ n − k and ξ = (e(k)1 )⊗mk−1 ∈ W(k)ak−1 ,[
A
(k)
aak−1(v;u(k−1))
]
11ξ =
[
A(k)a (v)
]
11ξ,
[
A
(k)
aak−1(v;u(k−1))
]
1+i,1ξ = 0, (4.20)[
A
(k)
aak−1(v;u(k−1))
]
1+i,1+j ξ =
1
−(v;u(k−1))
([
A(k)a (v)
]
1+i,1+j
+ δij 1 −
−(v;u(k−1))
2v − 1 + ρ
[
A(k)a (v)
]
11
)
ξ. (4.21)
Proof. The first two identities follow from[
R
(k,k)
aak−1l
(v)
]
11ξ = ξ,
[
R
(k,k)
aak−1l
(v)
]
1+i,1ξ = 0.
To prove the third identity we need to use[
R
(k,k)
k−1(v)
]
1+i,1+j ξ =
v
δij ξ,
aal v − 1
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R
(k,k)
aak−1l
(v)
]
1+i,1
[
R
(k,k)
aak−1l
(u)
]
1,1+j ξ =
vu
(v − 1)(u− 1) ·
1
vu
δij ξ
giving[
M
(k)
aak−1(v;u(k−1))
]
1+i,1+j ξ
= 1
−(v;u(k−1))
([
M(k)a (v)
]
1+i,1+j − δij f (v;u(k−1))
[
M(k)a (v)
]
11
)
ξ
where
f (v;u(k−1))
=
mk−1∑
i=1
1
(v + u(k−1)i + ρ)(v − u(k−1)i )
i−1∏
j=1
(v + u(k−1)i − 1 + ρ)(v − u(k−1)i − 1)
(v + u(k−1)i + ρ)(v − u(k−1)i )
.
A simple induction on mk−1 then yields
f (v;u(k−1)) = 1 −
−(v;u(k−1))
2v − 1 + ρ ,
implying the third identity. 
Proof of Proposition 4.3. It is sufficient to prove that (cf. (4.17))
Dˆ
(k)
aa1...k−2(v;u(1...k−2)) ≡
⎛⎝ 1∏
j=k−2
mj∏
i=1
R
(k,j+1)
aa
j
i
(
v + u(j)i + k−1−j2 + ρ
)⎞⎠
× Dˆ(k)a (v)
⎛⎝k−2∏
j=1
1∏
i=mj
R
(k,j+1)
aa
j
i
(
v − u(j)i + k−1−j2
)⎞⎠ . (4.22)
We will use induction on k to prove the claim. The k = 2 case follows from the definition and 
provides a base for induction. Now assume that the statement holds for Dˆ(k−1)
aa1...k−3(v; u(1...k−3)). 
Note that[
R
(k,l)
ab (v)
]
ij
e
(l)
1 =
v
v − 1 δij e
(l)
1 (4.23)
for 1 ≤ i, j ≤ n − k + 1 and any k > l. Combining this with Lemma 4.4 we obtain
[
Dˆ
(k−1)
aa1...k−2(v + 12 ;u(1...k−2))
]
11 ≡
( 1∏
l=k−3
1
−
(
v + k−1−l2 ;u(l)
))[Dˆ(k−1)a (v + 12 )]11,[
Dˆ
(k−1)
aa1...k−2(v + 12 ;u(1...k−2))
]
1+i,1+j
≡
( 1∏
l=k−2
1
−
(
v + k−1−l2 ;u(l)
))([Dˆ(k−1)a (v + 12 )]1+i,1+j
+ δij 1 −
−(v + 12 ;u(k−2))
2v + ρ
[
Dˆ(k−1)a (v + 12 )
]
11
)
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[
Dˆ
(k)
aa1...k−2
(
v;u(1...k−2))]
ij
≡
( 1∏
l=k−2
1
−
(
v + k−1−l2 ;u(l)
))[Dˆ(k)a (v)]ij
which is equivalent to (4.22), as required. 
The Corollary below follows from Propositions 4.3 and 3.19 and a virtue of the Yang-Baxter 
equation.
Corollary 4.5. Let ≡ denote equality of operators in the space V (k)a ⊗ V (k)b ⊗ M(k) for any 
2 ≤ k ≤ n. Then
R
(k,k)
ab (v −w)D(k)aa1...k−1
(
v;u(1...k−1))R(k,k)ab (v +w)D(k)ba1...k−1(w;u(1...k−1))
≡ D(k)
ba1...k−1
(
w;u(1...k−1))R(k,k)ab (v +w)D(k)aa1...k−1(v;u(1...k−1))R(k,k)ab (v −w).
In other words, matrix entries of the level-k monodromy matrix satisfy the defining relations of 
the algebra B˜ρ(n − k + 1, r − k + 1) or B˜ρ(n − k + 1, 0) in M(k) for r > k − 1 or r ≤ k − 1, 
respectively.
4.3. Transfer matrix, creation operators and Bethe vectors
We are now ready to introduce transfer matrices and creation operators acting on the level-k
quantum space M(k).
Definition 4.6. The level-k a-operator is the first diagonal entry of the level-k monodromy ma-
trix, namely
aˆ
(k)
a1...k−1
(
v;u(1...k−1)) := [Dˆ(k)
aa1...k−1
(
v + 12 ;u(1...k−1)
)]
11. (4.24)
Definition 4.7. The level-k transfer matrix for a B exρ (n, r)-chain is obtained by taking trace of 
the level-k monodromy matrix, namely
τ (k)
(
v;u(1...k−1))
:= tra Dˆ(k)aa1...k−1
(
v − k−12 ;u(1...k−1)
)
= 2v − n+ ρ
2v − k + ρ · aˆ
(k)
a1...k−1
(
v − k2 ;u(1...k−1)
)+ tra Dˆ(k+1)aa1...k−1(v − k2 ;u(1...k−1)). (4.25)
Our goal is to find eigenvectors (Bethe vectors) of the level-1 transfer matrix τ (1)(v) and the 
corresponding eigenvalues. With this goal in mind we introduce a lowest weight vector with 
respect to the action of the level-n monodromy matrix,
η(n) := (e(n)1 )⊗mn−1 ⊗ · · · ⊗ (e(2)1 )⊗m1 ⊗ η ∈ M(n).
This vector will serve as a vacuum vector for constructing Bethe vectors.
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aˆ
(k)
a1...k−1
(
v − k2 ;u(1...k−1)
)
η(n) =
(
k−2∏
i=1
1
−
(
v − i2 ;u(i)
)) γ˜ ◦k (v)
2v − k + 1 + ρ η
(n). (4.26)
Proof. Recall that η is a lowest vector of weight γ ◦(v) with components γ ◦i (v) determined by 
(4.1). It follows from (4.3) and (3.24) that
[
Dˆ(k)a
(
v − k−12
)]
11η
(n) =
(
γ ◦k (v)+
k−1∑
i=1
γ ◦i (v)
2v − k + 1 + ρ
)
η(n) = γ˜
◦
k (v)
2v − k + 1 + ρ η
(n).
All that remains is to apply Proposition 4.3, Lemma 4.4 and identity (4.23). 
From now on we will view B-operators (cf. (4.2)) of the nested monodromy matrix 
Dˆ
(k)
aa1...k
(
v; u(1...k−1)) as row-vectors, that is
Bˆ
(k)
aa1...k−1
(
v;u(1...k−1)) ∈ (V (k+1)a )∗ ⊗ End(M(k))[v−1].
These row-vectors will give rise to level-k creation operators and level-k Bethe vectors. Since 
M(k) is a finite-dimensional vector space, we can evaluate the formal parameter v to any non-zero 
complex number.
Definition 4.9. The level-k creation operator is defined by
B
(k)
a1...k
(
u(1...k)
) := mk∏
i=1
Bˆ
(k)
aki a
1...k−1
(
u
(k)
i ;u(1...k−1)
)
.
Note that operator B(k)
a1...k
(
u(1...k)
)
is a row-vector with respect to all tensorands in W(k+1)
ak
.
Definition 4.10. The level-k Bethe vector is defined by
(k)
(
u(k...n−1);u(1,...k−1)) := n−1∏
i=k
B
(i)
a1...i
(
u(1...i)
) · η(n),
where u(1,...k−1) are viewed as fixed parameters.
The level-1 Bethe vector (1)
(
u(1...n−1)
) ∈ M(1) is a vector in the level-1 quantum space. For 
arbitrary u(1...n−1) it is called an off-shell Bethe vector.
Example 4.11. Recall (4.7). Given e(k+1)j ∈ V (k+1)aki observe that
Bˆ
(k)
aki a
1...k−1
(
u
(k)
i ;u(1...k−1)
)
e
(k+1)
j =
[
Dˆ
(k)
aki a
1...k−1
(
u
(k)
i + 12 ;u(1...k−1)
)]
1,1+j
= (e(k)1 )∗Dˆ(k)aki a1...k−1
(
u
(k)
i + 12 ;u(1...k−1)
)
e
(k)
j+1.
Let n ≥ 2, m1 ≥ 1 and m2 = · · · = mn−1 = 0. Then
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(
u
(1)
1 , . . . , u
(1)
m1
)= Bˆ(1)
a11
(u
(1)
1 ) · · · Bˆ(1)a1m1 (u
(1)
m1) · (e(2)1 )⊗m1 ⊗ η
= [D(1)
a11
(
u
(1)
1 + 12
)]
12 · · ·
[
D
(1)
a1m1
(
u(1)m1 + 12
)]
12 · η.
Let n ≥ 3, m1 = m2 = 1 and m3 = · · · = mn−1 = 0. Then
(1)
(
u
(1)
1 , u
(2)
1
)= Bˆ(1)
a11
(u
(1)
1 ) Bˆ
(2)
a21
(u
(2)
1 ) · e(3)1 ⊗ e(2)1 ⊗ η
= (e(2)1 )∗ ⊗ (e(1)1 )∗ · Dˆ(1)a11
(
u
(1)
1 + 12
)
R
(2,2)
a21a
1
1
(
u
(2)
1 + u(1)1 + 12 + ρ
)
× Dˆ(2)
a21
(
u
(2)
1 + 12
)
R
(2,2)
a21a
1
1
(
u
(2)
1 − u(1)1 + 12
) · e(2)2 ⊗ e(2)1 ⊗ η
= u
(2)
1 + u(1)1 + 12 + ρ
u
(2)
1 + u(1)1 − 12 + ρ
· u
(2)
1 − u(1)1 + 12
u
(2)
1 − u(1)1 − 12
· (e(1)1 )∗ · Dˆ(1)a11
(
u
(1)
1 + 12
)
×
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
12 e
(2)
1 −
1
u
(2)
1 − u(1)1 + 12
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
11 e
(2)
2
− 1
u
(2)
1 + u(1)1 + 12 + ρ
2∑
i=1
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
i2 e
(2)
i
)
· η
= 1
u
(2)
1 − u(1)1 − 12
((
u
(2)
1 − u(1)1 + 12
)[
Dˆ
(1)
a11
(
u
(1)
1 + 12
)]
12
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
12
− u
(2)
1 + u(1)1 + 12 + ρ
u
(2)
1 + u(1)1 − 12 + ρ
[
Dˆ
(1)
a11
(
u
(1)
1 + 12
)]
13
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
11
− u
(2)
1 − u(1)1 + 12
u
(2)
1 + u(1)1 − 12 + ρ
[
Dˆ
(1)
a11
(u
(1)
1 + 12 )
]
13
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
22
)
· η.
Let n ≥ 4, m1 = m2 = m3 = 1 and m4 = · · · = mn−1 = 0. Then
(1)
(
u
(1)
1 , u
(2)
1 , u
(3)
1
)= Bˆ(1)
a11
(u
(1)
1 ) Bˆ
(2)
a21
(u
(2)
1 ) Bˆ
(3)
a13
(u
(3)
1 ) · e(4)1 ⊗ e(3)1 ⊗ e(2)1 ⊗ η
= (e(3)1 )∗ ⊗ (e(2)1 )∗ ⊗ (e(1)1 )∗ · Dˆ(1)a11
(
u
(1)
1 + 12
)
×R(2,2)
a21a
1
1
(
u
(2)
1 + u(1)1 + 12 + ρ
)
Dˆ
(2)
a21
(
u
(2)
1 + 12
)
R
(2,2)
a21a
1
1
(
u
(2)
1 − u(1)1 + 12
)
(4.27)
×R(3,3)
a31a
2
1
(
u
(3)
1 + u(2)1 + 12 + ρ
)
R
(3,2)
a31a
1
1
(
u
(3)
1 + u(1)1 + 1 + ρ
) (4.28)
× Dˆ(3)
a31
(
u
(3)
1 + 12
)
R
(3,2)
a31a
1
1
(
u
(3)
1 − u(1)1 + 1
)
R
(3,3)
a31a
2
1
(
u
(3)
1 − u(2)1 + 12
)
· e(3)2 ⊗ e(3)1 ⊗ e(2)1 ⊗ η. (4.29)
Acting with (e(3)1 )
∗ on lines (4.28) and (4.29) gives, up to an overall scalar,
u
(3)
1 + u(2)1 − 12 + ρ
u
(3) + u(2) + 1 + ρ
[
Dˆ
(3)
a31
(
u
(3)
1 + 12
)]
12 · e(3)1 ⊗ e(2)1 ⊗ η1 1 2
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(
1
u
(3)
1 − u(2)1 + 12
[
Dˆ
(3)
a31
(
u
(3)
1 + 12
)]
11 +
1
u
(3)
1 + u(2)1 + 12 + ρ
[
Dˆ
(3)
a31
(
u
(3)
1 + 12
)]
22
)
· e(3)2 ⊗ e(2)1 ⊗ η.
Writing the above expression as A1 · e(2)2 ⊗ e(2)1 ⊗ η+A2 · e(2)3 ⊗ e(2)1 ⊗ η and acting with (e(2)1 )∗
and (4.27) we obtain, up to an overall scalar,
u
(2)
1 + u(1)1 − 12 + ρ
u
(2)
1 + u(1)1 + 12 + ρ
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
12A1 +
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
13A2
)
· e(2)1 ⊗ η
−
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
11A1
u
(2)
1 − u(1)1 + 12
+
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
22A1 +
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
23A2
u
(2)
1 + u(1)1 + 12 + ρ
)
· e(2)2 ⊗ η
−
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
12A2
u
(2)
1 + u(1)1 + 12 + ρ
+
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
13A1
u
(2)
1 − u(1)1 + 12
)
· e(2)3 ⊗ η.
Finally, acting with (e(1)1 )
∗ · Dˆ(1)
a11
(
u
(1)
1 + 12
)
yields, up to an overall scalar,
(
u
(2)
1 + u(1)1 − 12 + ρ
u
(2)
1 + u(1)1 + 12 + ρ
[
Dˆ
(1)
a11
(
u
(1)
1 + 12
)]
11
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
12A1 +
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
13A2
)
− [Dˆ(1)
a11
(
u
(1)
1 + 12
)]
12
×
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
11A1
u
(2)
1 − u(1)1 + 12
+
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
22A1 +
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
23A2
u
(2)
1 + u(1)1 + 12 + ρ
)
− [Dˆ(1)
a11
(
u
(1)
1 + 12
)]
13
([
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
12A2
u
(2)
1 + u(1)1 + 12 + ρ
+
[
Dˆ
(2)
a21
(
u
(2)
1 + 12
)]
13A1
u
(2)
1 − u(1)1 + 12
))
· η.
The total overall scalar is −
(
u
(2)
1 + 12 ; u(1)1
)
−
(
u
(3)
1 + 12 ; u(1)1
)
−
(
u
(3)
1 + 12 ; u(2)1
)
.
Set Smk,...,mn−1 :=Smk ×· · ·×Smn−1 . For any σ (l) ∈Sml with k ≤ l ≤ n −1 define an action 
of Smk,...,mn−1 on (k)(u(k...n−1)) by
σ (l) : u(k...n−1) → u(k...n−1)
σ (l)
:= (u(k), . . . ,u(l)
σ (l)
, . . . ,u(n−1))
where we have set u(l)
σ (l)
:= (u(l)
σ (l)(1), . . . , u
(l)
σ (l)(ml)
). The relation (4.9) together with the identity 
Rˇ
(l,l)
ali a
l
j
(u) η(n) = η(n) implies the following Lemma.
Lemma 4.12. The level-k Bethe vector (k)
(
u(k...n−1); u(1...k−1)) is invariant under the action of 
Smk,...,mn−1 .
The Theorem below is the first main result of Section 4.
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(
u(1...n−1)
)
is an eigenvector of τ (1)(v) with the 
eigenvalue
(1)
(
v;u(1...n−1))
:= 2v − n+ ρ
2v − 1 + ρ 
+(v − 12 ;u(1)) γ˜ ◦1 (v)2v + ρ +−(v − n−12 ;u(n−1)) γ˜ ◦n (v)2v − n+ 1 + ρ
+
n−1∑
i=2
2v − n+ ρ
2v − i + ρ 
−(v − i−12 ;u(i−1))+(v − i2 ;u(i)) γ˜ ◦i (v)2v − i + 1 + ρ (4.30)
provided
Res
v→u(j)i
(1)
(
v + j2 ;u(1...n−1)
)= 0 (4.31)
for all 1 ≤ i ≤ mj and 1 ≤ j ≤ n − 1.
Remark 4.14. The equations (4.31) are Bethe equations for a B exρ (n, r)-chain. Their explicit 
form is
γ˜ ◦k
(
u
(k)
j + k2
)
γ˜ ◦k+1
(
u
(k)
j + k2
) mk∏
i=1
i =j
(u
(k)
j − u(k)i + 1)(u(k)j + u(k)i + 1 + ρ)
(u
(k)
j − u(k)i − 1)(u(k)j + u(k)i − 1 + ρ)
=
mk−1∏
i=1
(u
(k)
j − u(k−1)i + 12 )(u(k)j + u(k−1)i + 12 + ρ)
(u
(k)
j − u(k−1)i − 12 )(u(k)j + u(k−1)i − 12 + ρ)
×
mk+1∏
i=1
(u
(k)
j − u(k+1)i + 12 )(u(k)j + u(k+1)i + 12 + ρ)
(u
(k)
j − u(k+1)i − 12 )(u(k)j + u(k+1)i − 12 + ρ)
(4.32)
for 1 ≤ j ≤ mk and 1 ≤ k ≤ n − 1 assuming m0 = mn = 0. For example, when n = 2, we have 
k = 1 and the r.h.s. of (4.32) equals 1.
Proof of Theorem 4.13. Using Lemma 4.1, symmetry Smk,...,mn−1 of (k)
(
u(k...n−1); u(1...k−1))
and standard arguments, we obtain
aˆ
(k)
a1...k−1
(
v − k2 ;u(1...k−1)
)
(k)
(
u(k...n−1);u(1...k−1))
=
(
+
(
v − k2 ;u(k)
)
B
(k)
a1...k
(
u(1...k)
)
aˆ
(k)
a1...k−1
(
v − k2 ;u(1...k−1)
)
−
mk∑
i=1
1
v − k2 − u(k)i
Res
w→u(k)i
+
(
w;u(k))B(k)
a1...k
(
u
(1...k)
σ
(k)
i ,u
(k)
i →v− k2
)
aˆ
(k)
a1...k−1
(
u
(k)
i ;u(1...k−1)
)
−
mk∑
i=1
2u(k)i + ρ
(v − k2 + u(k)i + ρ)(2u(k)i − n+ k + ρ)
Res
w→u(k)i
−
(
w;u(k))
×B(k)
a1...k
(
u
(1...k)
σ
(k)
i ,u
(k)
i →v− k2
)
tra Dˆ
(k+1)
aa1...k
(
u
(k)
i ;u(1...k)σ (k)i
))
(k+1)
(
u(k+1...n−1);u(1...k)) (4.33)
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tra Dˆ
(k+1)
aa1...k−1
(
v − k2 ;u(1...k−1)
)
(k)
(
u(k...n−1);u(1...k−1))
=
(
−
(
v − k2 ;u(k)
)
B
(k)
a1...k
(
u(1...k)
)
tra Dˆ
(k+1)
aa1...k
(
v − k2 ;u(1...k)
)
−
m1∑
i=1
2v − n+ ρ
(2v − k + ρ)(v − k2 + u(k)i + ρ)
Res
w→u(k)i
+
(
w;u(k))
×B(k)
a1...k
(
u
(1...k)
σ
(k)
i ,u
(k)
i →v− k2
)
aˆ
(k)
a1...k−1
(
u
(k)
i ;u(1...k−1)
)
−
m1∑
i=1
(2u(k)i + ρ)(2v − n+ ρ)
(2v − k + ρ)(v − k2 − u(k)i )(2u(k)i − n+ k + ρ)
Res
w→u(k)i
−
(
w;u(k))
×B(k)
a1...k
(
u
(1...k)
σ
(k)
i ,u
(k)
i →v− k2
)
tra Dˆ
(k+1)
aa1...k
(
u
(k)
i ;u(1...k)σ (k)i
))
(k+1)
(
u(k+1...n−1);u(1...k)).
(4.34)
Here σ (k)i ∈Smk denotes a cyclic permutation such that
u
(k)
σ
(k)
i
= (u(k)i , u(k)i+1, . . . , u(k)mk , u(k)1 , u(k)2 , . . . , u(k)i−1).
Below we indicate key identities that were used in obtaining (4.33) and (4.34). For this we 
need to introduce additional notation. Set ak
/akj
= (ak1, . . . , akj−1, akj+1, . . . , akmk ) and u(k)/u(k)j =
(u
(k)
1 , . . . , u
(k)
j−1, u
(k)
j+1, . . . , u
(k)
mk ). Then let
Dˆ
(k+1)
aa1...k
/ak1
(
v;u(1...k)
σ
(k)
j ,/u
(k)
j
) := (mk∏
i=2
R
(k+1,k+1)
aaki
(
v + u(k)
σ
(k)
j (i)
+ ρ))
× Dˆ(k+1)
aa1...k−1
(
v;u(1...k−1))
⎛⎝ 2∏
i=mk
R
(k+1,k+1)
aaki
(
v − u(k)
σ
(k)
j (i)
)⎞⎠
(4.35)
and
±
(
w;u(k)
/u
(k)
j
) := mk∏
i=1
i =j
(w − u(k)i ± 1)(w + u(k)i ± 1 + ρ)
(w − u(k)i )(w + u(k)i + ρ)
so that
Res
w→u(k)j
±(w;u(k)) = ±2u
(k)
j ± 1 + ρ
2u(k)j + ρ
±
(
u
(k)
j ;u(k)/u(k)j
)
.
Also note that
tra R
(k+1,k+1)
ab (u)P
(k+1,k+1)
ab =
u− n+ k
u− 1 · I
(k+1,k+1)
b .
To obtain the second terms in the r.h.s. of (4.34) we used
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w→u(k)i
+
(
w;u(k))= 2u(k)i + 1 + ρ
2u(k)i + ρ
· 2v − k − 1 + ρ
2v − n+ ρ
×+(u(k)i ;u(k)/u(k)i ) tra R(k+1,k+1)aak1 (2v − k + ρ)P (k+1,k+1)aak1 .
To obtain the third term in the r.h.s. of (4.33) we used the second equality below, and to obtain 
the third term in the r.h.s. of in (4.34) we used the third equality below:
Res
w→u(k)i
−
(
w;u(k)) tra Dˆ(k+1)aa1...k (u(k)i ;u(1...k)σ (k)i )
= −2u
(k)
i − 1 + ρ
2u(k)i + ρ
−
(
u
(k)
i ;u(k)/u(k)i
)
× tra
(
R
(k+1,k+1)
aak1
(
2u(k)i + ρ
)
Dˆ
(k+1)
aa1...k
/ak1
(
u
(k)
i ;u(k)σ (k)i ,/u(k)i
)
P
(k+1,k+1)
aak1
)
= −2u
(k)
i − n+ k + ρ
2u(k)i + ρ
−
(
u
(k)
i ;u(k)/u(k)i
)
Dˆ
(k+1)
ak1a
1...k
/ak1
(
u
(k)
i ;u(k)σ (k)i ,/u(k)i
)
= −2u
(k)
i − n+ k + ρ
2u(k)i + ρ
· 2v − k − 1 + ρ
2v − n+ ρ
×−(u(k)i ;u(k)/u(k)i ) tra
(
R
(k+1,k+1)
aak1
(2v − k + ρ)Dˆ(k+1)
aa1...k
/ak1
(
u
(k)
i ;u(k)σ (k)i ,/u(k)i
)
P
(k+1,k+1)
aak1
)
.
Combining (4.33) and (4.34) gives
τ (k)
(
v;u(1...k−1))(k)(u(k...n−1);u(1...k−1))
=B(k)
a1...k
(
u(1...k)
)(2v − n+ ρ
2v − k + ρ 
+(v − k2 ;u(k)) aˆ(k)a1...k−1(v − k2 ;u(1...k−1))
+−(v − k2 ;u(k)) tra Dˆ(k+1)aa1...k (v − k2 ;u(1...k)))(k+1)(u(k+1...n−1);u(1...k))
−
mk∑
i=1
Fn,k
(
v,u
(k)
i
)
B
(k)
a1...k
(
u
(1...k)
σ
(k)
i ,u
(k)
i →v− k2
)
× Res
w→u(k)i
(
2w − n+ k + ρ
2w + ρ 
+(w;u(k)) aˆ(k)
a1...k−1
(
w;u(1...k−1))
+−(w;u(k)) tra Dˆ(k+1)aa1...k
(
w;u(1...k)
σ
(k)
i
))
(k+1)
(
u(k+1...n−1);u(1...k)) (4.36)
where
Fn,k(v,u) = (2v − n+ ρ)(2u+ ρ)
(v − k2 − u)(v − k2 + u+ ρ)(2u− n+ k + ρ)
.
When k = n − 1 and n = 2, using (4.24) and (4.26) we have that (k+1)(u(k+1...n−1))= η and
aˆ(1)(w)η = γ˜
◦
1 (w + 12 ) η, tra Dˆ(2)aa1
(
w;u(1)(1)
)
η = γ˜
◦
2 (w + 12 ) η,2w + 1 + ρ σi 2w + ρ
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τ (1)(v)(1)
(
u(1)
)
=
(
2v − 2 + ρ
2v − 1 + ρ 
+(v − 12 ;u(1)) γ˜ ◦1 (v)2v + ρ +−(v − 12 ;u(1)) γ˜ ◦2 (v)2v − 1 + ρ
)
(1)
(
u(1)
)
−
m1∑
i=1
F2,1
(
v,u
(1)
i
)
Res
w→u(1)i
(
2w − 1 + ρ
2w + ρ 
+(w;u(1)) γ˜
◦
1 (w + 12 )
2w + 1 + ρ
+−(w;u(1)) γ˜
◦
2 (w + 12 )
2w + ρ
)
(1)
(
u
(1)
σ
(1)
i ,u
(1)
i →v− 12
)
= (1)(v − 12 ;u(1))(1)(u(1))
−
m1∑
i=1
F2,1
(
v,u
(1)
i
)
Res
w→u(1)i
(1)
(
w;u(1))(1)(u(1)
σ
(1)
i ,u
(1)
i →v− 12
)
.
This completes the proof when n = 2. Assuming 1 < k < n and n > 2 introduce notation
(k)
(
v;u(k−1...n−1))
:=
n−1∑
l=k
2v − n+ ρ
2v − l + ρ 
−(v − l−12 ;u(l−1))+(v − l2 ;u(l)) γ˜ ◦l (v)2v − l + 1 + ρ
+−(v − n−12 ;u(n−1)) γ˜ ◦n (v)2v − n+ 1 + ρ
and notice that, for all k ≤ l ≤ n − 1 and 1 ≤ i ≤ ml ,
Res
w→u(l)i
(k)
(
w + k−12 ;u(k−1,k)
)= Res
w→u(l)i
(1)
(
w;u(1...n−1)).
Hence, when k = n − 1 and n > 2, using similar arguments as before and symmetry of the Bethe 
vector, we find that
τ (n−1)
(
v;u(1...n−2))(n−1)(u(n−1);u(1...n−2))
=
(
n−2∏
j=1
−
(
v − j2 ;u(j)
))−1( 2v − n+ ρ
2v − n+ 1 + ρ 
−(v − n−22 ;u(n−2))
×+(v − n−12 ;u(n−1)) γ˜ ◦n−1(v)2v − n+ 2 + ρ
+−(v − n−12 ;u(n−1)) γ˜ ◦n (v)2v − n+ 1 + ρ
)
(n−1)
(
u(n−1);u(1...n−2))
−
mn−1∑
i=1
Fn,n−1
(
v,u
(n−1)
i
)( n−2∏
j=1
−
(
u
(n−1)
i − j−n+12 ;u(j)
))−1
× Res
w→u(n−1)
(
2w − 1 + ρ
2w + ρ 
−(w + 12 ;u(n−2))+(w;u(n−1)) γ˜ ◦n−1(w + n−12 )2w + 1 + ρi
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2w + ρ
)
(n−1)
(
u
(n−1)
u
(n−1)
i →v− n−12
;u(1...n−2))
=
(
n−2∏
j=1
−
(
v − j2 ;u(j)
))−1
(n−1)
(
v;u(n−2,n−1))(n−1)(u(n−1);u(1...n−2))
provided Res
w→u(n−1)i
(1)
(
w; u(1...n−1))= 0 for all 1 ≤ i ≤ mn−1. Next, when 1 < k < n − 1 and 
n > 3, using negative inductive arguments we obtain
τ (k)
(
v;u(1...k−1))(k)(u(k...n−1);u(1...k−1))
=
(
k−1∏
j=1
−
(
v − j2 ;u(j)
))−1
(k)
(
v;u(k−1...n−1))(k)(u(k...n−1);u(1...k−1))
provided Res
w→u(l)i
(1)
(
w + l2 ; u(1...n−1)
)= 0 for all 1 ≤ i ≤ ml and k ≤ l ≤ n − 1. Finally, when 
k = 1 and n > 2, we obtain
τ (1)(v)(1)
(
u(1...n−1)
)= (1)(v;u1...n−1)(1)(u(1...n−1))
provided Res
w→u(l)i
(1)
(
w + l2 ; u(1...n−1)
) = 0 for all 1 ≤ i ≤ ml and 1 ≤ l ≤ n − 1, which com-
pletes the proof. 
4.4. A trace formula for Bethe vectors
A trace formula for Bethe vectors for a gln|m-symmetric open spin chain was given in Theorem 
7.1 of [4]. Below we state a specialization of that theorem for a gln-symmetric open spin chain, 
namely a B exρ (n, r)-chain.
Theorem 4.15. A Bethe vector for a B exρ (n, r)-chain can be written as
(1)
(
u(1...n−1)
)= trV
[(
n−1∏
i=1
m(i)∏
j=1
((
j−1∏
k=1
R
(1)
aij a
i
k
(u
(i)
j + u(i)k + ρ + 1)
)
×
( 1∏
b=i−1
m(b)∏
c=1
R
(i,b+1)
aij a
b
c
(
u
(i)
j + u(b)c + ρ + i−b2
))
× D˜(i)
aij
(
u
(i)
j + 12
)( i−1∏
b=1
1∏
c=m(b)
R
(i,b+1)
aij a
b
c
(
u
(i)
j − u(b)c + i−b2
))))
× (en,n−1)⊗m(n−1) ⊗ · · · ⊗ (e21)⊗m(1)
]
· η, (4.37)
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an−1
m(n−1)
⊗· · ·⊗Va11 ∼= (C
n)⊗m with m =∑n−1i=1 m(i), 
vector η is a lowest vector in M(1), and the matrix operator D˜(i)
aij
(u
(i)
j ) is defined by
D˜
(i)
aij
(u
(i)
j ) =
n∑
c,d=i
ecd ⊗
[
Dˆ
(i)
aij
(u
(i)
j )
]
cd
∈ End(Vaij )⊗B
ex
ρ (n, r)[[(u(i)j )−1]].
Proof. We will make use of both the full expression of the Bethe vector,
(1)
(
u(1...n−1)
)= n−1∏
i=1
mi∏
j=1
Bˆ
(i)
aija
1...i−1
(
u
(i)
j ;u(1...i−1)
) · η(n),
as well as a recursive definition,
(i)
(
u(i...n−1);u(1...i−1))= mi∏
j=1
Bˆ
(i)
aija
1...i−1
(
u
(i)
j ;u(1...i−1)
) ·(i+1)(u(i+1...n−1);u(1...i)).
Recall that the auxiliary space labelled by aij is a copy of Cn−i . Our first step, however, is to 
reconsider each such space as embedded within a copy of Cn. As a slight abuse of notation, we 
use the same labelling for these spaces. With this, we are able to write the following,
Bˆ
(i)
aija
1...i−1(u
(i)
j ;u(1...i−1))
=
n∑
k=i+1
e∗k ⊗ [Dˆ(i)ba1...i−1(u
(i)
j + 12 ;u(1...i−1))]ik
= e∗i Dˆ(i)aija1...i−1(u
(i)
j + 12 ;u(1...i−1))− e∗i ⊗ aˆ(i)a1...i−1(u
(i)
j ;u(1...i−1)).
Acting with e∗i ∈ V ∗aij on the level-(i + 1) Bethe vector, we have
(e∗i )aij 
(i+1)(u(i+1...n−1);u(1...i))= 0, (4.38)
as (i+1)(u(i+1...n−1); u(1...i)) belongs to the vector subspace in which each Vaij is treated as a 
copy of Cn−i . As such, we may write the following expression for the level-1 Bethe vector
(1)(u(1...n−1)) = (e∗n−1)⊗mn−1 ⊗· · ·⊗(e∗1)⊗m1
n−1∏
i=1
mi∏
j=1
Dˆ
(i)
aija
1...i−1(u
(i)
j + 12 ;u(1...i−1)) ·η(n).
From this expression, it is relatively simple to recover the form of the trace formula given in [4]. 
Consider now the expression, which we denote by (i)
(
u(i...n−1); u(1...i−1)), obtained from vec-
tor (i)
(
u(i...n−1); u(1...i−1)) by inserting a permutation operator between the first two excitations 
as follows,
(i)
(
u(i...n−1);u(1...i−1)) := (e∗i )⊗mi Dˆ(i)ai1 (u(i)1 + 12 ;u(1...i−1))Pai1ai2Dˆ(i)ai2 (u(i)2 + 12 ;u(1...i−1))
×
mi∏
j=3
Dˆ
(i)
aij
(u
(i)
j + 12 ;u(1...i−1)) ·(i+1)
(
u(i+1...n−1);u(1...i)).
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(i)
(
u(i...n−1);u(1...i−1))= (e∗i )⊗mi Pai1ai2Dˆ(i)ai2 (u(i)1 + 12 ;u(1...i−1))Dˆ(i)ai2 (u(i)2 + 12 ;u(1...i−1))
×
mi∏
j=3
Dˆ
(i)
aij
(u
(i)
j + 12 ;u(1...i−1)) ·(i+1)
(
u(i+1...n−1);u(1...i))
= (e∗i )⊗mi Dˆ(i)ai2 (u
(i)
1 + 12 ;u(1...i−1))Dˆ(i)ai2 (u
(i)
2 + 12 ;u(1...i−1))
×
mi∏
j=3
Dˆ
(i)
aij
(u
(i)
j + 12 ;u(1...i−1)) ·(i+1)
(
u(i+1...n−1);u(1...i)).
The expression subsequently vanishes, due to (4.38). Such an argument applies to any permuta-
tion of the spaces Vaij , provided each permutation operator is inserted between the D operators 
associated with the auxiliary spaces on which it acts. Therefore, we may insert R matrices at 
these positions in the formula for the Bethe vector,
(1)(u(1...n−1))
= f (u(1...n−1))(e∗1)⊗m1 ⊗ · · · ⊗ (e∗n−1)⊗mn−1
×
n−1∏
i=1
mi∏
j=1
(
j−1∏
k=1
R
(i)
aij a
i
k
(u
(i)
j + u(i)k + 1 + ρ)
)
Dˆ
(i)
aija
1...i−1(u
(i)
j + 12 ;u(1...i−1)) · η(n),
where f (u(1...n−1)) =∏n−1i=1 ∏mij=1∏j−1k=1 u(i)j +u(i)k +1+ρu(i)j +u(i)k +ρ .
From here we insert the expression for Dˆ(i)
aija
1...i−1(u
(i)
j + 12 ; u(1...i−1)) from (4.18),
Dˆ
(i)
aija
1...i−1
(
u
(i)
j ;u(1...i−1)
)≡ ( 1∏
b=i−1
mb∏
c=1
R
(i,b+1)
aij a
b
c
(
u
(i)
j + u(b)c + i−1−b2 + ρ
))
× Dˆ(i)
aij
(u
(i)
j )
(
i−1∏
b=1
1∏
c=mb
R
(i,b+1)
aij a
b
c
(
u
(i)
j − u(b)c + i−1−b2
))
,
yielding
(1)(u(1...n−1)) = f (u(1...n−1))(e∗1)⊗m1 ⊗ · · · ⊗ (e∗n−1)⊗mn−1
×
[
n−1∏
i=1
mi∏
j=1
((
j−1∏
k=1
R
(i)
aij a
i
k
(u
(i)
j + u(i)k + 1 + ρ)
)
×
( 1∏
b=i−1
mb∏
c=1
R
(i,b+1)
aij a
b
c
(
u
(i)
j + u(b)c + i−b2 + ρ
))
× Dˆ(i)
aij
(u
(i)
j + 12 )
(
i−1∏
b=1
1∏
c=mb
R
(i,b+1)
aij a
b
c
(
u
(i)
j − u(b)c + i−b2
)))) · η(n).
From here the result is obtained simply by noting, for a matrix M , e∗i M ej = tr(eji M). 
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tw
-chain
This section contains our main results. We study a spectral problem in the space
M := L(λ(1))c1 ⊗L(λ(2))c2 ⊗ . . .⊗L(λ())c ⊗ V (μ), (5.1)
where each L(λ(i))ci is viewed as a lowest weight X(g2n)-module obtained by the restriction 
described in Proposition 3.3 with k set to ki , c to ci and λ to λ(i), and V (μ) is the one-dimensional 
Xρ(g2n, g
θ
2n)
tw
-module described in Proposition 3.11. The generating matrix S(u) (cf. (3.20)) of 
Xρ(g2n, g
θ
2n)
tw acts on this space as
S(u) ·M = g(u)
(
∏
i=1
Li (u− ci − κ2 )
)
K(u)
( 1∏
i=
Lti (u˜− ci − κ2 )
)
M, (5.2)
where Li (u) are the fused Lax operators of X(g2n), K(u) are given by Lemma 3.10, and u˜ =
κ −u − ρ. By Proposition 3.9, the space M is a lowest weight Xρ(g2n, gθ2n)tw-module of weight 
γ (u) with components defined by (3.25) with μi(u) as in Proposition 3.11 and λi(u) given by
λi(u) =
∏
j=1
λ
(j)
i (u) (5.3)
with weights λ(j)i (u) as in (3.13). We say that M is the (full) quantum space of a Xρ(g2n, gθ2n)tw-
chain, a g2n-symmetric open spin chain with (trivial left and non-trivial right) diagonal boundary 
conditions. The image of S(u) on M given by (5.2) is the monodromy matrix of the open spin 
chain.
Our approach to the spectral problem of the Xρ(g2n, gθ2n)tw-chain is as follows. We start by 
defining creation operators that create top-level excitations in the quantum space. They corre-
spond to the root vectors associated to the roots in +\′+, where + is the set of positive 
roots of g2n and ′+ is the set of positive roots of the canonical gln ⊂ g2n. We then determine 
the exchange relations for creation operators. The exchange relations allow us to identify the 
nested monodromy matrix which turns out to be a monodromy matrix for a Bρ(n, r)-chain. Our 
main results are Theorems 5.21 and 5.29, which state eigenvectors, their eigenvalues and Bethe 
equations for a Xρ(g2n, gθ2n)
tw
-chain with the quantum space M is symplectic and orthogonal 
cases, respectively.
5.1. Creation operator for a single excitation
We begin by reinterpreting the B operator of the generating matrix S(u), viz. (3.34), as a row 
vector in two auxiliary spaces, V ∗
a˜1
⊗V ∗a1 ∼= (Cn)∗ ⊗ (Cn)∗, with components given by the matrix 
elements bij (u).
Definition 5.1. The creation operator for a single (top-level) excitation is given by
βa˜1a1(u) :=
N∑
i,j=1
e∗i ⊗ e∗j ⊗ bı¯j (u) ∈ V ∗a˜1 ⊗ V ∗a1 ⊗Xρ(g2n,gθ2n)tw((u−1)). (5.4)
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the above notation. In general, we may switch between the two notations using the following 
relation, in matrix elements,
(Xa Ba(u)Ya)ij =
∑
1≤k,l≤n
xik bkl(u) ylj = (βa˜a(u)Xta˜ Ya)ı¯j , (5.5)
where X, Y are matrix operators with entries in C((u−1)) and may act nontrivially on the addi-
tional auxiliary spaces. The Lemma below states some useful properties of the creation operator.
Lemma 5.2. The (top-level) creation operator satisfies the following two identities:
βa˜1a1(u1)βa˜2a2(u2)Ra1a˜2(−u1 − u2 − ρ) Rˇa˜1a˜2(u1 − u2)
= βa˜1a1(u2)βa˜2a2(u1)Ra1a˜2(−u1 − u2 − ρ) Rˇa1a2(u1 − u2), (5.6)
βa˜1a1(v)Qa˜1a Qa1a =
(
∓ 1 − 1
v − v˜
)
βa˜1a1(v˜)Qa1a +
βa˜1a1(v)Qa1a
v − v˜ . (5.7)
Proof. The operator B(u) satisfies the same exchange relation as the equivalent operator in [11], 
with an additional shift of κ . Following Lemma 3.2 in [11], with ρ replaced by ρ−κ , we arrive at 
(5.6). To prove (5.7) we work from (3.52). Acting from the right by Qa1a , and using the equalities 
Xta1Qa1a = XaQa1a = Pa1aXa1Qa1a , we obtain
Pa1a Ba1(v)Qa1a =
(
∓ 1 − 1
v − v˜
)
Ba1(v˜)Qa1a +
Ba1(v)Qa1a
v − v˜ .
Implementing (5.5) then yields the desired result. 
5.2. The AB exchange relation for a single excitation
Our next step is to rewrite the AB exchange relation (3.47) in terms of the creation operator 
(5.4). Typically, the Bethe ansatz method would also require us to consider the DB exchange 
relation. However, the operators A and D will enter the exchange relations under a trace. Because 
of this the symmetry relation (3.51) will allow us to rewrite all the relations involving D operators 
in terms of the A operators only. Indeed, the Lemma below allows us to rewrite the trace of the 
monodromy matrix trS(u) = trA(u) + trD(u) in terms of the A operator only. We will often 
make use of the following notation. For a function f we define a symmetrisation operation by
{f (u)}u := f (u)+ f (u˜). (5.8)
We also introduce the rational function
p(u) = 1
u− u˜ . (5.9)
Lemma 5.3. We have
− trS(u˜)
u− u˜+ κ =
trS(u)
u− u˜− κ = {p(u) trA(u)}
u .
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trS(u) =
(
1 ± 1
u− u˜
)
tr(A(u)−A(u˜))− (κ ± 1) trS(u)
u− u˜− κ .
Rearranging this, and dividing by (u − u˜± 1), we find
trS(u)
u− u˜− κ =
tr(A(u)−A(u˜))
u− u˜ ,
which, by (5.8), proves the second equality. The first equality is obtained by sending u → u˜, and 
noting that the r.h.s. remains unchanged. 
Applying Lemma 5.3 to (3.51) we obtain a new symmetry relation for the A and D operators:
Dt(u) = −
(
1 ± 1
u− u˜
)
A(u˜)± A(u)
u− u˜ −
{
tr(A(u)) · I
u− u˜
}u
. (5.10)
This symmetry relation allows us to obtain a D-independent form of the AB exchange relation.
Lemma 5.4. The AB exchange relation (3.47) may be equivalently written as
Aa(v)βa˜1a1(u) = βa˜1a1(u)S(1)a a˜1a1(v;u)+U+ +U−, (5.11)
where
S
(1)
a a˜1a1
(v;u) := Rta˜1a(u− v)Rta1a(u˜− v)Aa(v)Rta1a(u− v ± 1)Rta˜1a(u˜− v ± 1), (5.12)
U+ := βa˜1a1(v)
u− v Qa˜1a R
t
a1a(u˜− u)Aa(u)Rta1a(±1)Rta˜1a(u˜− u± 1), (5.13)
U− := ±βa˜1a1(v)
u− v˜ Qa˜1aQa1a
(
1 ± 1
u− u˜
)
Aa(u˜)R
t
a1a(u− u˜± 1)Rta˜1a(±1). (5.14)
The matrix S(1)
a a˜1a1
(v; u) is the nested monodromy matrix for a single excitation. The matrices 
U± are the “unwanted terms” (written in our equations as “UWT ”).
Proof of Lemma 5.4. The first step is to rewrite (3.47) in terms of βa˜1a1(u). We obtain, using 
(5.5),
Aa(v)βa˜1a1(u)R
t
a˜1a
(u+ v + ρ)Rta1a(κ − u+ v)
= βa˜1a1(u)Rta˜1a(u− v)Rta1a(u˜− v)Aa(v)
− βa˜1a1(v)Qa˜1a Pa1a Rta1a(u˜− v)Aa1(u)Ua1a(u− v)
− βa˜1a1(v)Qa˜1a Pa1aUa1a(u+ v + ρ)Da1(u)Rta1a(κ − u+ v).
Since Q is a rank n projector, Rt(u) is invertible for u = n, with inverse Rt(n − u) = Rt(κ −
u ± 1). Multiplying the expression above by the appropriate inverses, we have
Aa(v)βa˜1a1(u)
= βa˜1a1(u)Rta˜1a(u− v)Rta1a(u˜− v)Aa(v)Rta1a(u− v ± 1)Rta˜1a(u˜− v ± 1)
− βa˜1a1(v)Qa˜1aPa1aRta1a(u˜− v)Aa1(u)Ua1a(u− v)Rta1a(u− v ± 1)Rta˜1a(u˜− v ± 1)
− βa˜1a1(v)Qa˜1a Pa1aUa1a(u+ v + ρ)Da1(u)Rta˜1a(u˜− v ± 1)
= βa˜1a1(u)S(1)a a˜ a (v;u)+UA +UD, (5.15)1 1
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UA := −βa˜1a1(v)Qa˜1aPa1aRta1a(u˜− v)Aa1(u)Ua1a(u− v)Rta1a(u− v ± 1)
×Rta˜1a(u˜− v ± 1),
UD := −βa˜1a1(v)Qa˜1a Pa1aUa1a(u+ v + ρ)Da1(u)Rta˜1a(u˜− v ± 1).
So far the first term, the “wanted term”, matches the desired expression (5.11). We must now 
manipulate UA +UD to match the remaining terms. First, note that
U(u− v)Rt (u− v ± 1)
=
(
− P
u− v ±
Q
u− v − κ
)(
1 − Q
u− v ± 1
)
= − P
u− v +
(
1
(u− v)(u− v ± 1) ±
1
u− v − κ
(
1 − κ ± 1
u− v ± 1
))
Q
= − P
u− v +
(
1
(u− v)(u− v ± 1) ±
1
u− v ± 1
)
Q
= −P R
t(±1)
u− v .
Thus,
UA = βa˜1a1(v)
u− v Qa˜1a Pa1a R
t
a1a(u˜− v)Aa1(u)Pa1a Rta1a(±1)Rta˜1a(u˜− v ± 1)
= βa˜1a1(v)
u− v Qa˜1a R
t
a1a(u˜− v)Aa(u)Rta1a(±1)Rta˜1a(u˜− v ± 1). (5.16)
With UD , our strategy will be to use the symmetry relation (5.10), allowing us to combine the 
term with UA. We first make the following manipulations in preparation:
UD = −βa˜1a1(v)Qa˜1a Pa1aUa1a(u+ v + ρ)Rta˜1a(u˜− v ± 1)Da1(u)
= −βa˜1a1(v)Qa˜1a
(
− 1
u+ v + ρ ±
Qa1a
u− v˜
)(
1 + Qa˜1a
u− v˜ ∓ 1
)
Da1(u)
= −βa˜1a1(v)
(
− Qa˜1a
u+ v + ρ ±
Qa˜1a Qa1a
u− v˜ +
Qa˜1a
u− v˜ ∓ 1
(
− κ ± 1
u+ v + ρ ±
1
u− v˜
))
×Da1(u).
The final term may be factorised as follows:
− κ ± 1
u+ v + ρ ±
1
u− v˜ = −
κ(u− v˜ ∓ 1)
(u+ v + ρ)(u− v˜) .
Thus,
UD = −βa˜1a1(v)
(
− Qa˜1a
u+ v + ρ ±
Qa˜1a Qa1a
u− v˜ −
κ Qa˜1a
(u+ v + ρ)(u− v˜)
)
Da1(u)
= −βa˜1a1(v)
(
± Qa˜1a Qa1a
u− v˜ −
Qa˜1a
u− v˜
)
Da1(u)
= −βa˜1a1(v)
u− v˜
(±Qa˜1a Qa1a −Qa˜1a)Da1(u).
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Va1 , rather than Va as desired. To remedy this, we use the following identity:
Qa˜1aDa1(u) = Qa˜1a tra(Qa1aDa1(u)) = Qa˜1a tra(Qa1aDta(u)) = Qa˜1aQa1aDta(u)Qa˜1a,
where we have used that tra(Qa1a) = Ia1 . Therefore, using also Qa1aDa1(u) = Qa1aDta(u),
UD = ∓βa˜1a1(v)
u− v˜ Qa˜1aQa1aD
t
a(u) (1 ∓Qa˜1a).
Applying the symmetry relation (5.10) we obtain
UD = ∓βa˜1a1(v)
u− v˜ Qa˜1aQa1a
(
−
(
1 ± 1
u− u˜
)
Aa(u˜)± Aa(u)
u− u˜ −
{
tr(A(u)) · Ia
u− u˜
}u)
× (1 ∓Qa˜1a).
Since all terms in UA +UD contain Aa(u) or Aa(u˜), we reorganise the sum UA +UD accord-
ingly. Define
U+ := βa˜1a1(v)
u− v Qa˜1a R
t
a1a(u˜− v)Aa(u)Rta1a(±1)Rta˜1a(u˜− v ± 1)
− βa˜1a1(v)
u− v˜ Qa˜1aQa1a
(
Aa(u)∓ tr(A(u))
u− u˜
)
(1 ∓Qa˜1a),
U− := ±βa˜1a1(v)
u− v˜ Qa˜1aQa1a
((
1 ± 1
u− u˜
)
Aa(u˜)− tr(A(u˜))
u− u˜
)
(1 ∓Qa˜1a),
so that UA + UD = U+ + U−. It remains to match the expressions for U+ and U− with 
those in the desired expressions (5.13), (5.14). With U−, we simply use Qa1a tr(A(u˜)) =
Qa1a Aa(u˜) Qa1a to obtain the required form,
U− = ±βa˜1a1(v)
u− v˜ Qa˜1aQa1a
(
1 ± 1
u− u˜
)
Aa(u˜)R
t
a1a(u− u˜± 1)Rta˜1a(±1).
We now turn our attention to U+. Using again the trace property of Qa1a ,
U+ = βa˜1a1(v)
u− v Qa˜1a R
t
a1a(u˜− v)Aa(u)Rta1a(±1)Rta˜1a(u˜− v ± 1)
− βa˜1a1(v)
u− v˜ Qa˜1aQa1a
Aa(u)
u− u˜ R
t
a1a(±1)(1 ∓Qa˜1a).
The Qa˜1a and Rta1a(±1) matrices are present in both terms as desired. The simplest way forward 
is to expand the remaining matrices in terms of projectors, then match term by term. Indeed,
U+ = βa˜1a1(v)Qa˜1a
(
1
u− vAa(u)R
t
a1a(±1)+
Aa(u)R
t
a1a(±1)Qa˜1a
(u− v)(u− v˜ ∓ 1)
+ 1
u− v˜
(
1
u− v −
1
u− u˜
)
Qa1aAa(u)R
t
a1a(±1)
± 1
u− v˜
(
1
u− u˜ ±
1
(u− v)(u− v˜ ∓ 1)
)
Qa1aAa(u)R
t
a1a(±1)Qa˜1a
)
= βa˜1a1(v)Qa˜1a
(
1
Aa(u)R
t
a1a(±1)+
Aa(u)R
t
a1a(±1)Qa˜1au− v (u− v)(u− v˜ ∓ 1)
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(u− u˜)(u− v)(u− v˜ ∓ 1)Qa1aAa(u)R
t
a1a(±1)Qa˜1a
)
.
Although all the terms have been fully written out, it is still not clear that this is equal to the 
desired expression. The discrepancy arises due to the terms on the last line. These terms contain 
two Qa˜1a operators, and so elements sandwiched between these operators appear as a trace. This 
leads to the following identities
Qa˜1aQa1aAa(u)Qa1aQa˜1a = Qa˜1aAa(u)Qa˜1a,
Qa˜1aQa1aAa(u)Qa˜1a = Qa˜1aAa(u)Qa1aQa˜1a.
(5.17)
Then, expanding the Rta1a(±1) matrices,
U+ = βa˜1a1(v)
u− v Qa˜1aR
t
a1a(u˜− u)Aa(u)Rta1a(±1)
+ βa˜1a1(v)
(
α1Qa˜1aQa1aAa(u)Qa˜1a + α2Qa˜1aQa1aAa(u)Qa1aQa˜1a
)
,
where we find
α1 = ∓α2 = ∓ 1
(u− v)(u− v˜ ∓ 1) ±
u− v ± 1
(u− u˜)(u− v)(u− v˜ ∓ 1) = ∓
1
(u− v)(u− u˜) .
So
U+ = βa˜1a1(v)
u− v
(
Qa˜1aR
t
a1a(u˜− u)Aa(u)Rta1a(±1)
∓ Qa˜1aQa1aAa(u)Qa˜1a
u− u˜ +
Qa˜1aQa1aAa(u)Qa1aQa˜1a
u− u˜
)
.
Writing
1
u− u˜ =
1
u− u˜ ·
u− u˜∓ 1
u− u˜∓ 1 =
1
u− u˜∓ 1
(
1 ∓ 1
u− u˜
)
,
and using (5.17) we obtain
U+ = βa˜1a1(v)
u− v
(
Qa˜1aR
t
a1a(u˜− u)Aa(u)Rta1a(±1)∓
Qa˜1aAa(u)Qa1aQa˜1a
u− u˜∓ 1
+ Qa˜1aQa1aAa(u)Qa˜1a
(u− u˜)(u− u˜∓ 1) +
Qa˜1aAa(u)Qa˜1a
u− u˜∓ 1 ∓
Qa˜1aQa1aAa(u)Qa1aQa˜1a
(u− u˜)(u− u˜∓ 1)
)
= βa˜1a1(v)
u− v Qa˜1a R
t
a1a(u˜− u)Aa(u)Rta1a(±1)Rta˜1a(u˜− u± 1),
which matches (5.13), as required. 
From Lemma 5.4, to obtain most elegant form of the unwanted terms, written as a residue of 
the “wanted term”, we must symmetrise over v → v˜. We will employ the notation (5.8).
Lemma 5.5. The AB exchange relation for a single excitation is{
p(v)Aa(v)
}v
βa˜1a1(u) = βa˜1a1(u)
{
p(v)S
(1)
a a˜1a1
(v;u)}v
+ 1
p(u)
{
p(v)
βa˜1a1(v)
u− v
}v
Res
w→u
{
p(w)S
(1)
a a˜1a1
(w;u)}w.
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p(v)Aa(v)
}v
βa˜1a1(u)
= βa˜1a1(u)
{
p(v)Rta˜1a
(u− v)Rta1a(u˜− v)Aa(v)Rta1a(u− v ± 1)Rta˜1a(u˜− v ± 1)
}v
+
{
p(v)
βa˜1a1(v)
u− v
}v
Qa˜1a R
t
a1a(u˜− u)Aa(u)Rta1a(±1)Rta˜1a(u˜− u± 1)
+
{
p(v)
βa˜1a1(v)
u− v
}v
Rta˜1a
(u− u˜)Qa1a Aa(u˜)Rta1a(u− u˜± 1)Rta˜1a(±1).
(5.18)
We will work from (5.11), and obtain this expression. Multiplying (5.11) by p(v) and symmetris-
ing over v → v˜ reveals that the “wanted term” and U+ term are already of the correct form, while 
U− is of the form{
p(v)U−
}v
= ±
{
p(v)
βa˜1a1(v)
u− v˜
}v
Qa˜1aQa1a
(
1 ± 1
u− u˜
)
Aa(u˜)R
t
a1a(u− u˜± 1)Rta˜1a(±1).
From here, we will use the identity (5.7) to construct Rt(u − u˜), and arrive at the desired expres-
sion. We must split the r.h.s. into two portions, on one of which we will use the to construct the 
“identity” part of the Rt -matrix. Combining this with the other portion will result in the desired 
Rt -matrix. It turns out the correct proportions to take are given as follows:
1
u− v˜
(
1 ± 1
u− u˜
)
= 1
u− v˜
(
1 ± 1
u− v ∓
1
u− v ±
1
u− u˜
)
= 1
u− v˜
(
1 ± 1
u− v ∓
u− v˜
(u− v)(u− u˜)
)
= 1
u− v˜
(
1 ± 1
u− v
)
∓ 1
(u− v)(u− u˜) .
Then,{
p(v)U−
}v = ±{p(v) βa˜1a1(v)
u− v
(
u− v ± 1
u− v˜ ∓
1
u− u˜
)}v
×Qa˜1aQa1aAa(u˜)Rta1a(u− u˜± 1)Rta˜1a(±1).
Applying (5.7) to the first of these terms, we have
±
{
p(v)
βa˜1a1(v)
u− v
(
u− v ± 1
u− v˜
)}v
Qa˜1aQa1a
= ±
{
p(v)
u− v
(
u− v ± 1
u− v˜
)((
∓ 1 − 1
v − v˜
)
βa˜1a1(v˜)Qa1a +
βa˜1a1(v)Qa1a
v − v˜
)}v
= ±
{
p(v)
βa˜1a1(v)
(u− v)(u− v˜)
(
(u− v˜ ± 1)
(
± 1 − 1
v − v˜
)
+ u− v ± 1
u− v˜
)}v
Qa1a
=
{
p(v)
βa˜1a1(v)
(u− v)(u− v˜)
(
(u− v˜ ± 1)(v − v˜ ∓ 1)± (u− v ± 1)
v − v˜
)}v
Qa1a
=
{
p(v)
βa˜1a1(v)
(
(v − v˜)(u− v˜))}v
Qa1a(u− v)(u− v˜) v − v˜
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{
p(v)
βa˜1a1(v)
u− v
}v
Qa1a.
Therefore{
p(v)U−
}v = {p(v) βa˜1a1(v)
u− v
}v
Rta˜1a
(u− u˜)Qa1a Aa(u˜)Rta1a(u− u˜± 1)Rta˜1a(±1),
(5.19)
which agrees with the last term in (5.18). 
Lemmas 5.4 and 5.5 provide us with an insight into the expression for the nested monodromy 
matrix of the spin chain. The next step is to generalise the result of Lemma 5.5 for an arbitrary 
number of excitations.
5.3. Creation operator for multiple excitations
Choose m ∈ N , the number of (top-level) excitations, and introduce m-tuple u = (u1, u2,
. . . , um) of formal parameters and m-tuples a˜ = (a˜1, . . . , a˜m) and a = (a1, . . . , am) of labels. 
For each label we associate an auxiliary vector space, Va˜1, Va1 , . . . , Va˜m, Vam , each isomorphic 
to Cn. Then we define a tensor space Wa˜a and its dual W ∗a˜a by
Wa˜a := Va˜1 ⊗ Va1 ⊗ · · · ⊗ Va˜m ⊗ Vam, W ∗a˜a := V ∗a˜1 ⊗ V ∗a1 ⊗ · · ·V ∗a˜m ⊗ V ∗am. (5.20)
Definition 5.6. The creation operator for m (top-level) excitations is given by
βa˜a(u) :=
m∏
i=1
(
βa˜iai (ui)
1∏
j=i−1
Raj a˜i (u˜i − uj )
)
∈ W ∗a˜a ⊗X(g2n,gρ2n)tw((u−11 , . . . , u−1m )).
Note that βa˜a(u) satisfies the following recursion relation:
βa˜1a1...a˜mam(u1, . . . , um) = βa˜1a1...a˜m−1am−1(u1, . . . , um−1)βa˜mam(um)
×Ram−1a˜m(u˜m − um−1) · · ·Ra1a˜m(u˜m − u1).
Our next step is to obtain an identity relating βa˜a(u) with βa˜a(ui↔i+1), where ui↔i+1 denotes 
the m-tuple obtained from u by interchanging ui with ui+1 for any 1 ≤ i ≤ m − 1. For this 
purpose, we define
Rˇ(u) := u
u− 1 PR(u).
The normalisation here is chosen such that Rˇ(u) Rˇ(−u) = I .
Lemma 5.7. The creation operator for m (top-level) excitations obeys the following Rˇ-symmetry
βa˜a(u) = βa˜a(ui↔i+1) Rˇaiai+1(ui − ui+1) Rˇa˜i a˜i+1(ui+1 − ui)
for 1 ≤ i ≤ m − 1.
Proof. The operator B(u) satisfies the same defining relations as those in [11], with an additional 
shift of κ . Following the same argument as in Lemma 3.2 of [11], with ρ − κ instead of ρ, we 
arrive at the same conclusion. Finally, the normalised Rˇ allows us to write Rˇ−1(u) = Rˇ(−u). 
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We now generalise the single excitation nested monodromy matrix S(1)
a a˜1a1
(v; u1) introduced 
in Lemma 5.5 to multiple excitations.
Definition 5.8. The nested monodromy matrix for k (top-level) excitations is given by
S
(1)
a a˜1a1...a˜kak
(v;u1, . . . , uk) :=
(
k∏
i=1
Rta˜ia
(ui − v)
)(
k∏
i=1
Rtaia(u˜i − v)
)
×Aa(v)
( 1∏
i=k
Rtaia(ui − v ± 1)
)( 1∏
i=k
Rta˜ia
(u˜i − v ± 1)
)
.
(5.21)
We will often omit the a˜1a1 . . . a˜kak from the subscript, writing simply S(1)a (v; u1, . . . , uk).
Lemma 5.9. The following identity holds
S(1)a (v;u1, . . . , uk−1)
(
βa˜kak (uk)
1∏
j=k−1
Raj a˜k (u˜k − uj )
)
=
(
βa˜kak (uk)
1∏
j=k−1
Raj a˜k (u˜k − uj )
)
S(1)a (v;u1, . . . , uk)+UWT,
where UWT denotes the “unwanted terms” that do not contain Aa(v).
Proof. Working from the definition of S(1)a (v; u1, . . . , uk−1), and commuting matrices which act 
on different spaces, we use Lemma 5.4 to obtain
S(1)a (v;u1, . . . , uk−1)
(
βa˜kak (uk)
1∏
j=k−1
Raj a˜k (u˜k − uj )
)
= βa˜kak (uk)
(
k−1∏
i=1
Rta˜ia
(ui − v)
)(
k−1∏
i=1
Rtaia(u˜i − v)
)
×Rta˜ka(uk − v)Rtaka(u˜k − v)Aa(v)Rtaka(uk − v ± 1)Rta˜ka(u˜k − v ± 1)
×
( 1∏
i=k−1
Rtaia(ui − v ± 1)
)( 1∏
i=k−1
Rta˜ia
(u˜i − v ± 1)
)( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
+UWT.
To obtain the result, we must move the rightmost product of R-matrices to the left, using the 
Yang-Baxter equation. The first move is simply commuting the rightmost product of R-matrices 
to the left, through the product of Rt -matrices, as there is no intersection of spaces on which 
these products act non-trivially.
48 A. Gerrard, V. Regelskis / Nuclear Physics B 952 (2020) 114909Next, we write
Rta˜ka
(u˜k − v ± 1)
( 1∏
i=k−1
Rtaia(ui − v ± 1)
)( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
=
[(
k−1∏
i=1
Raia(ui − v ± 1)
)
Ra˜ka(u˜k − v ± 1)
( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)]ta
.
From here, repeated use of the Yang-Baxter equation allows us to swap the matrices on the left 
with those on the right. Indeed, the Yang-Baxter equation is
Raia(ui − v ± 1)Ra˜ka(u˜k − v ± 1)Rai a˜k (u˜k − ui)
= Rai a˜k (u˜k − ui)Ra˜ka(u˜k − v ± 1)Raia(ui − v ± 1).
Note that after performing each swap, the R-matrix swapped to the left commutes with the re-
maining product of R-matrices on the left, and similarly for the R-matrix swapped to the right. 
Thus
Rta˜ka
(u˜k − v ± 1)
( 1∏
i=k−1
Rtaia(ui − v ± 1)
)( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
=
[( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
Ra˜ka(u˜k − v ± 1)
(
k−1∏
i=1
Raia(ui − v ± 1)
)]ta
=
( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)( 1∏
i=k−1
Rtaia(ui − v ± 1)
)
Rta˜ka
(u˜k − v ± 1).
So far we have
l.h.s. = βa˜kak (uk)
(
k−1∏
i=1
Rta˜ia
(ui − v)
)(
k−1∏
i=1
Rtaia(u˜i − v)
)
×Rta˜ka(uk − v)Rtaka(u˜k − v)Aa(v)Rtaka(uk − v ± 1)
×
( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)( 1∏
i=k−1
Rtaia(ui − v ± 1)
)( 1∏
i=k
Rta˜ia
(u˜i − v ± 1)
)
+UWT.
Note that the product of R-matrices that we were moving commutes with Rtaka(u˜k − v) Aa(v)×
Rtaka(uk − v ± 1). Then, moving further leftwards, we must use the Yang-Baxter relation again. 
Specifically, we use
Rtaia(u˜i − v)Rta˜ka(uk − v)Rai a˜k (u˜k − ui) = Rai a˜k (u˜k − ui)Rta˜ka(uk − v)Rtaia(u˜i − v),
giving(
k−1∏
Rtaia(u˜i − v)
)
Rta˜ka
(uk − v)
( 1∏
Raj a˜k (u˜k − uj )
)i=1 j=k−1
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( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
Rta˜ka
(uk − v)
(
k−1∏
i=1
Rtaia(u˜i − v)
)
.
Therefore,
l.h.s. = βa˜kak (uk)
(
k−1∏
i=1
Rta˜ia
(ui − v)
)( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
Rta˜ka
(uk − v)
×
(
k∏
i=1
Rtaia(u˜i − v)
)
Aa(v)
( 1∏
i=k
Rtaia(ui − v ± 1)
)( 1∏
i=k
Rta˜ia
(u˜i − v ± 1)
)
+UWT
= βa˜kak (uk)
( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)(
k∏
i=1
Rta˜ia
(ui − v)
)
×
(
k∏
i=1
Rtaia(u˜i − v)
)
Aa(v)
( 1∏
i=k
Rtaia(ui − v ± 1)
)( 1∏
i=k
Rta˜ia
(u˜i − v ± 1)
)
+UWT
= βa˜kak (uk)
( 1∏
j=k−1
Raj a˜k (u˜k − uj )
)
S(1)a (v;u1, . . . , uk)+UWT
as required. 
We may apply this result inductively to the creation operator for m excitations βa˜a(u).
Corollary 5.10. The AB exchange relation for multiple excitations has the form
{p(v)Aa(v)}v βa˜a(u) = βa˜a(u)
{
p(v)S(1)a (v;u)
}v +UWT (5.22)
where S(1)a (v; u) is the nested monodromy matrix for m excitations defined by (5.21) and UWT
denotes the terms that do not contain Aa(v). 
5.5. Exchange relations for the nested monodromy matrix
We introduce a vector space M(1), which we call the nested vacuum sector, and a ma-
trix S(1)a (v; w, u), called the generalised nested monodromy matrix, acting on this space, with 
w = (w1, w2, . . . , wm) and u = (u1, u2, . . . , um) being m-tuples of non-zero complex parame-
ters. We show that S(1)a (v; w, u) satisfies the defining relations of the algebra B exρ (n, r) in the 
space M(1). This allows us to identify S(1)a (v; w, u) as the monodromy matrix for the residual 
B exρ (n, r)-chain, in a suitable sense. The space M(1) is then reinterpreted as the (full) quantum 
space of this residual chain, which we have studied in Section 4.
For each bulk vector space L(λ(i))ci in (5.1) denote by L0(λ(i))ci the subspace consisting of 
vectors annihilated by the operator C(u) of the generating matrix T (u) of X(g2n), namely
L0(λ(i))ci := {ζ ∈ L(λ(i))ci : tn+k,l(u) · ζ = 0 for 1 ≤ k, l ≤ n}. (5.23)
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Proof. Relation (3.43) implies that L0(λ(i))ci is stable under the action of A(u). Then (3.41)
allows us to view L0(λ(i))ci as a Y(gln)-module. Thus we only need to show that L0(λ(i))ci is an 
irreducible Y(gln)-module. Let ξ ∈ L(λ(i))ci be a lowest vector and note that ξ ∈ L0(λ(i))ci . Set 
L := Y(gln) ξ and note that L ⊆L0(λ(i))ci . Since there are no more lowest vectors in L0(λ(i))ci , 
it follows that L = L0(λ(i))ci . 
Introduce a vacuum sector M0 of the full quantum space M by
M0 := L0(λ(1))c1 ⊗ · · · ⊗L0(λ())c ⊗ V (μ) ⊂ M.
The Lemma below is an analogue of Lemma 3.8 in [11].
Lemma 5.12. The operator C(u) of the matrix S(u) acts by zero on the space M0. Consequently, 
M0 is stable under the action of the operator A(u) of the matrix S(u). 
Recall (5.20). We define the level-1 nested vacuum sector by
M(1) := Wa˜a ⊗M0. (5.24)
Here an overlap of notation with M(1) defined in Section 4.2 is intentional. It will be shown 
below that M(1) can be viewed as the (full) quantum space for a residual B exρ (n, r)-chain.
Next, we define a generalised nested monodromy matrix which differs from the one in Def-
inition 5.8 by an addition m-tuple of complex parameters, w. These parameters will play a 
prominent role in Section 5.7.
Definition 5.13. The generalised nested monodromy matrix is defined by
S(1)a (v;w,u) :=
(
m∏
i=1
Rta˜ia
(ui − v)
)(
m∏
i=1
Rtaia(wi − v)
)
×Aa(v)
( 1∏
i=m
Rtaia(w˜i − v ± 1)
)( 1∏
i=m
Rta˜ia
(u˜i − v ± 1)
)
. (5.25)
Matrix S(1)a (v; u) defined by (5.21) is recovered by setting wi = u˜i . It will be useful to know 
that (3.39) allows us to rewrite (5.25) as
S(1)a (v;w,u) =
(
m∏
i=1
Rta˜ia
(ui − v)
)(
m∏
i=1
Rtaia(wi − v)
)
×Aa(v)
(
m∏
i=1
Rtaia(wi + v + ρ)
)−1( m∏
i=1
Rta˜ia
(ui + v + ρ)
)−1
. (5.26)
Set r = 0 for types CI, DII and CD0, and r = n − p2 for types DI and CII.
Proposition 5.14. The mapping
B exρ (n, r) → End(M(1))⊗Xρ(g2n,gθ2n)tw, B◦a (v) → S(1)a (v;w,u) (5.27)
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given by
γ˜j (v;w,u) = g(v) μ˜◦j (v)
(
∏
i=1
λ
(i)
j (v − κ2 ) λ¯(i)j (v˜ − κ2 )
)
, (5.28)
γ˜n(v;w,u)
= g(v) μ˜◦n(v)
(
m∏
i=1
v − ui + 1
v − ui ·
v −wi + 1
v −wi ·
v − w˜i ∓ 1 + 1
v − w˜i ∓ 1 ·
v − u˜i ∓ 1 + 1
v − u˜i ∓ 1
)
×
(
∏
i=1
λ(i)n (v − κ2 ) λ¯(i)n (v˜ − κ2 )
)
(5.29)
for 1 ≤ j ≤ n − 1 with g(v) defined by (3.19), μj (v), μn(v) defined in Proposition 3.11, and 
λ
(i)
j (v − κ2 ), λ¯(i)j (v˜ − κ2 ) given by
λ
(i)
j (v) = 1 −
λ
(i)
j
v − ci , λ¯
(i)
j (v) = 1 +
λ
(i)
j
v − ci ∓ ki ± 1 − κ (5.30)
for 1 ≤ j ≤ n, where λ(i) = (ki, 0, . . . , 0) in the orthogonal case and λ(i) = (1, . . . , 1, 0, . . . , 0), 
with the number of 1’s being ki , in the symplectic case.
Proof. We start by proving the Proposition in the case m = 0. Relation (3.46) with Lemma 5.12
imply that A(v) satisfies the reflection equation on M0. That is, for any ζ ∈ M0,
Rab(v − x)Aa(v)Rab(v + x + ρ)Ab(x) · ζ = Ab(x)Rab(v + x + ρ)Aa(v)Rab(v − x) · ζ.
The remaining terms, which contain C(u) as the rightmost operator, vanish due to Lemma 5.12. 
It follows that M0 is a lowest weight B exρ (n, r)-module, with weights obtained from (3.13) and 
Proposition 3.9. The m > 0 case is then immediate from Proposition 3.9 and (5.26), as the aux-
iliary spaces are regarded as dual vector evaluation representations of Y(gln) with shifts of ui or 
wi for 1 ≤ i ≤ m, and lowest weight vector e1. 
Proposition 5.14 implies that M(1) can be viewed as the (full) quantum space for a residual 
B exρ (n, r)-chain (since S(1)a (v; w, u) satisfies (3.57) but not (3.56)). We end this section with a 
lemma which will assist us in finding the explicit expressions of the unwanted terms. Recall that 
Rˇ(u) := u
u−1 PR(u).
Lemma 5.15. The following identities hold:
Rˇ(u) e1 ⊗ e1 = e1 ⊗ e1,
Rˇa˜i a˜i+1(ui+1 − ui) skl(v;w,u) = skl(v;w,ui↔i+1) Rˇa˜i a˜i+1(ui+1 − ui),
Rˇaiai+1(wi+1 −wi) skl(v;w,u) = skl(v;wi↔i+1;u) Rˇaiai+1(wi+1 −wi).
Proof. The first identity follows from the definition of Rˇ(u). To obtain the second identity we 
need to move Rˇa˜ a˜ (ui+1 − ui) rightward through the products of R-matrices in the definition i i+1
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For Rˇa˜i a˜i+1(ui+1 − ui) in the leftmost product,
Rˇa˜i a˜i+1(ui+1 − ui)Rta˜ia(ui − v)Rta˜i+1a(ui+1 − v)
= Rta˜ia(ui+1 − v)Rta˜i+1a(ui − v)Rˇa˜i a˜i+1(ui+1 − ui),
and in the rightmost product,
Rˇa˜i a˜i+1(ui+1 − ui)Rta˜i+1a(u˜i+1 − v ± 1)Rta˜ia(u˜i − v ± 1)
= Rta˜i+1a(u˜i − v ± 1)Rta˜ia(u˜i+1 − v ± 1)Rˇa˜i a˜i+1(ui+1 − ui).
Applying these identities, we obtain the second identity. The third identity is obtained simi-
larly. 
5.6. Transfer matrix and Bethe vectors for a Xρ(sp2n, spθ2n)tw-chain
We are now ready to introduce the transfer matrix acting on the quantum space M defined in 
(5.1) and find its eigenvectors, the Bethe vectors.
Definition 5.16. The transfer matrix τ(v) ∈ End(M)[v, v−1] is the representative of
trS(v)
2v − 2κ − ρ
on the space M .
From arguments given in [41] (see also Section 2.2 in [44]) the reflection equation (3.17)
implies that transfer matrices commute,
[τ(u), τ (v)] = 0.
Lemma 5.3 allows us to deduce the following symmetry properties of the transfer matrix.
Corollary 5.17. The transfer matrix satisfies the following equivalence relation:
τ(v˜) = τ(v) = {p(v) trA(v)}v.
Recall the generalised nested monodromy matrix S(1)a (v; w, u) defined in Definition 5.13, 
and the nested vacuum sector M(1) from (5.24). By Proposition 5.14 we regard M(1) as the (full) 
quantum space of a residual B exρ (n, r)-chain. Let (1)(u(1...n−1); w, u) denote the level-1 Bethe 
vector constructed from S(1)a (v; w, u) according to Definition 4.10.
Lemma 5.18. The level-1 Bethe vector satisfies
Rˇa˜i a˜i+1(wi −wi+1)(1)(u(1...n−1);w,u) = (1)(u(1...n−1);wi↔i+1;u),
Rˇaiai+1(ui − ui+1)(1)(u(1...n−1);w,u) = (1)(u(1...n−1);w,ui↔i+1).
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elements skl(v; w, u) of the generalised nested monodromy matrix acting on the highest weight 
vector. The result is therefore immediate from Lemma 5.15. 
Recall the creation operator βa˜a(u) for m excitations from Definition 5.6. In what follows we 
will use the notation u(n)i := ui − κ2 = ui − n+12 and mn := m. Additionally, we will use u+ a to 
mean (u1 + a, . . . , um + a).
Definition 5.19. The (top-level) symplectic Bethe vector is defined by
(u(1...n)) := βa˜a(u(n) + κ2 ) ·(1)(u(1...n−1); κ2 − u(n) − ρ,u(n) + κ2 )
= βa˜a(u) ·(1)(u(1...n−1); u˜,u),
where u˜ = (u˜1, . . . , u˜m) with u˜i = κ − ui − ρ.
As with the B exρ (n, r) case, Sm := Sm1 × · · · ×Smn−1 ×Smn acts on the symplectic Bethe 
vector by reordering parameters. The invariance of the Bethe vector under this action can then 
be shown by combining Lemma 5.7 and Lemma 5.18.
Corollary 5.20. The symplectic Bethe vector is invariant under the action of Sm. 
Recall the notation ±(v; u(k)) in (4.19) and in addition define
+2(v,u(n)) :=
mn∏
i=1
(v + u(n)i + 2 + ρ)(v − u(n)i + 2)
(v + u(n)i + ρ)(v − u(n)i )
.
The Theorem below is our first main result.
Theorem 5.21. The symplectic Bethe vector (u(1...n)) is an eigenvector of the transfer matrix 
τ(v) with eigenvalue
(v;u(1...n)) := {p(v)(1)(v;u(1...n))}v (5.31)
where
(1)
(
v;u(1...n)) := 2v − n+ ρ
2v − 1 + ρ 
+(v − 12 ,u(1)) γ˜1(v)2v + ρ
+
n−1∑
i=2
2v − n+ ρ
2v − i + ρ 
−(v − i−12 ,u(i−1))+(v − i2 ,u(i)) γ˜i (v)2v − i + 1 + ρ
+−(v − n−12 ,u(n−1))+2(v − κ2 ,u(n)) γ˜n(v)2v − n+ 1 + ρ
and
γ˜j (v) = g(v) μ˜◦j (v)
∏
i=1
λ
(i)
j (v − κ2 )
∏
i=1
λ
′(i)
j (v˜ − κ2 )
for 1 ≤ j ≤ n, provided
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v→u(i)j
(v + i2 ;u(1...n)) = 0 and Res
v→u(n)k
(v + κ2 ;u(1...n)) = 0 (5.32)
for 1 ≤ j ≤ mi , 1 ≤ i ≤ n − 1 and 1 ≤ k ≤ mn.
Remark 5.22. The equations (5.32) are Bethe equations for a Xρ(sp2n, spθ2n)tw-chain. Their 
explicit form for u(i)j with 1 ≤ i ≤ n − 2 is the same as in (4.32). Those for u(n−1)j receive an 
additional factor due to the top-level excitations,
γ˜n−1
(
u
(n−1)
j + n−12
)
γ˜n
(
u
(n−1)
j + n−12
) mn−1∏
i=1
i =j
(u
(n−1)
j − u(n−1)i + 1)(u(n−1)j + u(n−1)i + 1 + ρ)
(u
(n−1)
j − u(n−1)i − 1)(u(n−1)j + u(n−1)i − 1 + ρ)
=
mn−2∏
i=1
(u
(n−1)
j − u(n−2)i + 12 )(u(n−1)j + u(n−2)i + 12 + ρ)
(u
(n−1)
j − u(n−2)i − 12 )(u(n−1)j + u(n−2)i − 12 + ρ)
×
mn∏
i=1
(u
(n−1)
j − u(n)i + 1)(u(n−1)j + u(n)i + 1 + ρ)
(u
(n−1)
j − u(n)i − 1)(u(n−1)j + u(n)i − 1 + ρ)
. (5.33)
The top-level Bethe equations, for u(n)j , are
γ˜n(u
(n)
j + κ2 )
γ˜n(
κ
2 − u(n)j − ρ)
mn∏
i=1
i =j
(u
(n)
j − u(n)i + 2)(u(n)j + u(n)i + 2 + ρ)
(u
(n)
j − u(n)i − 2)(u(n)j + u(n)i − 2 + ρ)
=
mn−1∏
i=1
(u
(n)
j − u(n−1)i + 1)(u(n)j + u(n−1)i + 1 + ρ)
(u
(n)
j − u(n−1)i − 1)(u(n)j + u(n−1)i − 1 + ρ)
. (5.34)
Proof of Theorem 5.21. In order to prove the theorem, it will be necessary to calculate an 
expression for the unwanted terms. As such, we will first expand on the exchange relations of the 
twisted Yangian, studied in Section 5.4. Recall Corollary 5.10,
{p(v)Aa(v)}vβa˜a(u) = βa˜a(u) {p(v)S(1)a (v;u)}v +UWT.
Let XB denote the subalgebra of Xρ(sp2n, spθ2n)tw generated by elements of the B block matrix, 
i.e. s(k)i,n+j with 1 ≤ i, j ≤ n, k ≥ 1. The closure of XB is guaranteed by (3.49). Then, considering 
repeated applications of Lemma 5.4, it is possible to write UWT above such that, in each term, 
elements of the XB subalgebra appear to the left of the expression. That is, there exist B±,kij ∈
W ∗
a˜a
⊗XB((v−1)) such that
tra{p(v)Aa(v)}vβa˜a(u) = βa˜a(u) tra{p(v)S(1)a (v;u)}v
+
m∑
k=1
n∑
i,j=1
(
B
+,k
ij aij (uk)+B−,kij aij (u˜k)
)
.
Since we will not need the exact form the B±,kij , we define the combination
Uk(v;u) :=
n∑ (
B
+,k
ij aij (uk)+B−,kij aij (u˜k)
)
,i,j=1
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expression for the unwanted terms for a single excitation. Applying this to the leftmost creation 
operator βa˜1a1(u1), followed by Lemma 5.9, we are able to extract an expression for U1(v; u):
U1(v;u) = 1
p(u1)
{
p(v)
βa˜1a1(v)
u1 − v
}v
×
m∏
i=2
(
βa˜iai (ui)
1∏
j=i−1
Raj a˜i (−uj − ui − ρ)
)
Res
w→u1
tra
{
p(w) S(1)a (w;u)
}w
.
(5.35)
From here, to find Uk(v; u) for 2 ≤ k ≤ m we make use of Lemma 5.7. Specifically, by repeat-
edly applying transpositions, we may apply any permutation σ ∈ Sm to the parameters u. Let 
uσ denote (uσ(1), . . . , uσ(m)), and let σk denote the cyclic permutation (k, k + 1, . . . , 1, m, . . . ,
k − 1). Then
βa˜a(u) = βa˜a(uσk ) Rˇa[σk](u) Rˇa˜[σk](u˜)
where Rˇa[σk](u) is the product of Rˇ matrices necessary to implement this cyclic permutation,
Rˇa[σk](u) =
1∏
j=k−1
( 1∏
i=m−1
Rˇaiai+1(uj − uj+1)
)
.
With this permuted creation operator, repeating the arguments used to find (5.35) yields
Uk(v;u) = 1
p(uk)
{
p(v)
uk − v βa˜1a1(v)
}v m∏
i=2
(
βa˜iai (uσk(i))
1∏
j=i−1
Raj a˜i (−uσk(j) − uσk(i) − ρ)
)
× Res
w→uk
{
p(w) tra S(1)a (w;uσk )
}w
Rˇa[σk](u) Rˇa˜[σk](u˜), (5.36)
and therefore a full expression for the unwanted terms,
tra{p(v)Aa(v)}vβa˜a(u) = βa˜a(u) tra{p(v)S(1)a (v;u)}v
+
m∑
k=1
1
p(uk)
{
p(v)
uk − v βa˜1a1(v)
}v m∏
i=2
(
βa˜iai (uσk(i))
1∏
j=i−1
Raj a˜i (−uσk(j)−uσk(i)−ρ)
)
× Res
w→uk
tra
{
p(w)S(1)a (w;uσk )
}w
Rˇa[σk](u) Rˇa˜[σk](u˜).
Acting now with this expression on the level-1 Bethe vector gives the full action for the transfer 
matrix on the top level Bethe vector with u(n)i = ui − κ2 ,
τ(v) ·(u(1...n)) = βa˜a(u) tra{p(v)S(1)a (v;u)}v ·(1)(u(1...n−1); u˜,u)
+
m∑
k=1
1
p(uk)
{
p(v)
uk − v βa˜1a1(v)
}v m∏
i=2
(
βa˜iai (uσk(i))
1∏
j=i−1
Raj a˜i (−uσk(j)−uσk(i)−ρ)
)
× Res
w→uk
tra
{
p(w)S(1)a (w;uσk )
}w
Rˇa[σk](u) Rˇa˜[σk](u˜) ·(1)(u(1...n−1); u˜,u)
= βa˜a(u) tra{p(v)S(1)(v;u)}v ·(1)(u(1...n−1); u˜,u)a
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m∑
k=1
1
p(uk)
{
p(v)
uk − v βa˜1a1(v)
}v m∏
i=2
(
βa˜iai (uσk(i))
1∏
j=i−1
Raj a˜i (−uσk(j)−uσk(i)−ρ)
)
× Res
w→uk
tra
{
p(w)S(1)a (w;uσk )
}w ·(1)(u(1...n−1); u˜σk ,uσk ).
The last equality follows from Lemma 5.18. From the full expression (5.31), the condition (5.32)
for the parameters u(j)i is equivalent to Resv→u(j)i
(1)(v + j2 ; u(1...n)) = 0 with u(n)i = ui − κ2 , as 
these poles are not present in (1)(v˜ − j2 ; u(1...n)). Therefore, from Theorem 4.13, using weights 
from Proposition 5.14,
τ(v) ·(u(1...n))
= (v;u(1...n))(u(1...n))+ m∑
k=1
Res
w→uk
(w;u(1...n)
σ
(n)
k
)
1
p(uk)
{
p(v)
uk − v βa˜1a1(v)
}v
×
m∏
i=2
(
βa˜iai (uσk(i))
1∏
j=i−1
Raj a˜i (−uσk(j)−uσk(i)−ρ)
)
·(1)(u(1...n−1); u˜σk ,uσk ),
where (v; u(1...n)) = {p(v)(1)(v; u(1...n))}v as required. Note that, owing to Corollary 5.20, 
we have (v; u(1...n)) = (v; u(1...n)
σ (n)
) for any σ (n) ∈ Smn . Therefore, (u(1...n)) is an eigen-
vector of τ(v) with eigenvalue (v; u(1...n)) provided Res
v→uk
(v; u(1...n)) = 0, or equivalently 
Res
v→u(n)k
(v + κ2 ; u(1...n)) = 0, for 1 ≤ k ≤ mn. 
Example 5.23. The symplectic Bethe vector with m top-level excitations and m1 = . . . = mn−1 =
0 is given by
(u(n)) = [B(u(n)1 + κ2 )]n,1 · · · [B(u(n)m + κ2 )]n,1 · η
= [S(u(n)1 + κ2 )]n,n+1 · · · [S(u(n)m + κ2 )]n,n+1 · η.
For m1 = mn = 1 and m2 = . . . = mn−1 = 0, the on-shell symplectic Bethe vector, that is, when 
the parameters satisfy the Bethe equations, takes the form
(u(n), u(n−1)) = (u
(n) − u(n−1) − 1)(u(n) + u(n−1) + ρ + 1)
(u(n) − u(n−1))(u(n) + u(n−1) + ρ)
×
([
B(u(n) + κ2 )
]
n,1
[
Aˆ(n−1)(u(n−1) + 12 )
]
12
− γ˜n−1(u
(n−1) + n−12 )
(u(n) − u(n−1) − 1)(u(n) + u(n−1) + ρ + 1)
×
([
B(u(n) + κ2 )
]
n,2 +
[
B(u(n) + κ2 )
]
n−1,1
))
· η, (5.37)
where Aˆ(n−1)(v) refers to the level-(n − 1) nested version of the A operator of S(v) obtained via 
(4.3).
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We now focus on the orthogonal case. We define the transfer matrix τ(v) acting on the quan-
tum space M defined in (5.1) in the same way as we did in the symplectic case. However, the 
definition of the orthogonal Bethe vector will differ from its symplectic counterpart in Defi-
nition 5.19. Indeed, looking at Proposition 5.14, the weights γ˜n(v; u˜; u) do not have poles at 
v = ui , and so making the same ansatz as in the symplectic case would yield Bethe equations 
that are trivially satisfied. Such an ansatz therefore must be identically equal to zero. To remedy 
this we use a limiting procedure proposed in [7]. Recall that (1)(u(1...n−1); w; u) denotes the 
level-1 Bethe vector constructed from S(1)a (v; w; u) according to Definition 4.10.
Definition 5.24. The level-1 orthogonal Bethe vector is defined by

(1)
lim(u
(1...n−1), u˜;α,β) := lim
→0 
(1)(u(1...n−2), (u(n−1), u˜ − κ2 − ); u˜ − β ;u + α ).
In the above definition, as well as parameters u(1...n−1), the Bethe vector includes m additional 
excitations at level-(n −1), with parameters u˜i − κ2 −  = κ2 −ui −ρ− . The shift of κ2 = 12 (n −
1) is simply to account for the parameter shifts in the nested Bethe ansatz for the B exρ (n, r)-chain. 
Parameters α and β have been introduced to control the limit as  → 0. These parameters should 
be thought of as additional Bethe parameters, which will eventually be determined by the Bethe 
equations. We obtain the same parameter symmetry as Lemma 5.18.
Lemma 5.25. The level-1 orthogonal Bethe vector satisfies
Rˇa˜i a˜i+1(ui+1 − ui)Rˇaiai+1(ui − ui+1)(1)lim(u(1...n−1), u˜;α,β)
= (1)lim(u(1...n−1), u˜i↔i+1;αi↔i+1,βi↔i+1).
Proof. We use Lemma 4.12 to write

(1)
lim(u
(1...n−1), u˜;α,β) = (1)lim(u(1...n−1), u˜i↔i+1;α,β).
Then
Rˇa˜i a˜i+1(ui+1 − ui)Rˇaiai+1(ui − ui+1)
× lim
→0 
(1)(u(1...n−2), (u(n−1), u˜− κ2 − ); u˜− β;u + α)
= lim
→0 Rˇa˜i a˜i+1(ui+1 − ui + (βi − βi+1) )Rˇaiai+1(ui − ui+1 + (αi − αi+1) )
× (1)(u(1...n−2), (u(n−1), u˜− κ2 − ); u˜− β;u + α)
= lim
→0
(1)(u(1...n−2), (u(n−1), u˜− κ2 − ); u˜i↔i+1 − βi↔i+1;ui↔i+1 + αi↔i+1),
where the last equality follows from Lemma 5.15, as in the symplectic case. Then, using 
Lemma 4.12 to exchange u˜ − κ2 −  with u˜i↔i+1 − κ2 − , we obtain the desired result. 
Corollary 5.26. The level-1 orthogonal Bethe vector satisfies
τ (1)(v; u˜;u)(1)lim(u(1...n−1), u˜;α,β)
= (1)(v;u(1...n−2), (u(n−1), u˜− κ2 ); u˜,u)(1)lim(u(1...n−1), u˜;α,β)
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(1)
(
v;u(1...n−1);w,u)= 2v − n+ ρ
2v − 1 + ρ 
+(v − 12 ,u(1)) γ˜1(v)2v + ρ
+
n−1∑
i=2
2v − n+ ρ
2v − i + ρ 
−(v − i−12 ,u(i−1))+(v − i2 ,u(i)) γ˜i (v)2v − i + 1 + ρ
+−(v − n−12 ,u(n−1))+(v − n2 ,w − n2 )+(v − n2 ,u − n2 ) γ˜n(v)2v − n+ 1 + ρ
(5.38)
provided
Res
v→u(i)j
(1)
(
v + i2 ;u(1...n−2), (u(n−1), u˜− κ2 ); u˜,u
)= 0 for 1 ≤ j ≤ mi, 1 ≤ i ≤ n− 1,
(5.39)
lim
→0 Resv→u˜j−
(1)
(
v;u(1...n−2), (u(n−1), u˜− κ2 − ); u˜− β,u + α
)= 0 for 1 ≤ j ≤ m.
(5.40)
Proof. By Theorem 4.13 and Proposition 5.14, vector (1)(u(1...n−2), (u(n−1), u˜ − κ2 − );
u˜ − β ; u + α ) is an eigenvector of the nested transfer matrix τ (1)(v; u˜ − β; u + α)
with eigenvalue (1) = (1)(v; u(1...n−2), (u(n−1), u˜ − κ2 − ); u˜ − β; u + α) provided 
Res
v→u(i)j + i2 
(1) = 0 for 1 ≤ j ≤ mi , 1 ≤ i ≤ n − 1 and Resv→u˜j− κ2 −+ n−12 
(1) = 0 for 
1 ≤ j ≤ m. Taking the  → 0 limit gives the wanted result. 
Direct evaluation of the residue and the limit in (5.40) yield the following Bethe equations for 
1 ≤ j ≤ m,
2uj − n+ ρ + 2
2uj − n+ ρ
γ˜n−1(u˜j )
γ˜n(u˜j )
= −1 − αj
1 − βj
1
+(uj − n2 ,u(n−2))
+(uj − n−12 ,u(n−1))
−(uj − n−12 ,u(n−1))
.
For any collection of Bethe roots u(1...n−1), the above equations can be thought to constrain α in 
terms of β . With this perspective, for any m-tuple u, as the equations depend on αj and βj only 
through the combination (1 − αj )/(1 − βj ), there is a 1-parameter family of eigenvectors of the 
nested transfer matrix with the same eigenvalue. We conclude that any choice of β must give the 
same nested Bethe vector. In particular, there will be two choices of interest:
αj = 0, βj = δj and αj = 1 − 11 − δj =: δˆj , βj = 0,
with eigenvector

(1)
lim(u
(1...n−1), u˜;0, δ) = (1)lim(u(1...n−1), u˜; δˆ,0). (5.41)
Note that this equality has only been shown to hold “on-shell”, i.e. when the u(1...n−1) satisfy 
Bethe equations. We are now ready to define the top-level orhtogonal Bethe vector. In what 
follows, we will write u(n) := ui − κ = ui − n−1 , v¯ := −v − ρ and mn := m.i 2 2
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(u(1...n); δ) := βa˜a(u) ·(1)lim(u(1...n−1), u˜;0, δ)
= βa˜a(u(n) + κ2 ) ·(1)lim(u(1...n−1), u¯(n) + κ2 ;0, δ)
with δj defined by, for 1 ≤ j ≤ mn,
δj := 1 +
2u(n)j + ρ − 1
2u(n)j + ρ + 1
γ˜n(u¯
(n)
j + κ2 )
γ˜n−1(u¯(n)j + κ2 )
1
+(u(n)j − 12 ,u(n−2))
+(u(n)j ,u(n−1))
−(u(n)j ,u(n−1))
. (5.42)
We now have an Sm :=Sm1 × · · · ×Smn−1 ×Smn action on the orthogonal Bethe vector by 
reordering parameters. The invariance of the Bethe vector under this action can then be shown 
by combining Lemma 5.7 and Lemma 5.25.
Corollary 5.28. The orthogonal Bethe vector is invariant under the action of Sm. 
The Theorem below is our second main result. Recall (5.38).
Theorem 5.29. The orthogonal Bethe vector (u(1...n); δ) is an eigenvector of the transfer matrix 
τ(v) with eigenvalue
(v;u(1...n)) := {p(v)(1)(v;u(1...n−2), (u(n−1), u¯(n)); u¯(n) + κ2 ,u(n) + κ2 )}v (5.43)
provided
Res
v→u(i)j
(v + i2 ;u(1...n)) = 0 (5.44)
for 1 ≤ j ≤ mi , 1 ≤ i ≤ n − 2, and
γ˜n−1(u(n−1)j + κ2 )
γ˜n(u
(n−1)
j + κ2 )
mn−1∏
i=1
i =j
(u
(n−1)
j − u(n−1)i + 1)(u(n−1)j + u(n−1)i + ρ + 1)
(u
(n−1)
j − u(n−1)i − 1)(u(n−1)j + u(n−1)i + ρ − 1)
= 1
−(u(n−1)j + 12 ,u(n−2))
(5.45)
for 1 ≤ j ≤ mn−1, and
γ˜n(u
(n)
j + κ2 )
γ˜n−1(u¯(n)j + κ2 )
mn∏
i=1
i =j
(u
(n)
j − u(n)i + 1)(u(n)j + u(n)i + ρ + 1)
(u
(n)
j − u(n)i − 1)(u(n)j + u(n)i + ρ − 1)
= 1
−(u(n)j + 12 ,u(n−2))
(5.46)
for 1 ≤ j ≤ mn.
Remark 5.30. The equations (5.44–5.46) are Bethe equations for a Xρ(so2n, soθ2n)tw-chain. 
Their explicit form for u(i)j with 1 ≤ i ≤ n − 3 and i = n − 1 is the same as in (4.32). For 
i = n − 2 there is an additional factor, corresponding to the extra excitations at level n − 1,
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(
u
(n−2)
j + n−22
)
γ˜n−1
(
u
(n−2)
j + n−22
) mn−2∏
i=1
i =j
(u
(n−2)
j − u(n−2)i + 1)(u(n−2)j + u(n−2)i + 1 + ρ)
(u
(n−2)
j − u(n−2)i − 1)(u(n−2)j + u(n−2)i − 1 + ρ)
=
mn−3∏
i=1
(u
(n−2)
j − u(n−3)i + 12 )(u(n−2)j + u(n−3)i + 12 + ρ)
(u
(n−2)
j − u(n−3)i − 12 )(u(n−2)j + u(n−3)i − 12 + ρ)
×
mn−1∏
i=1
(u
(n−2)
j − u(n−1)i + 12 )(u(n−2)j + u(n−1)i + 12 + ρ)
(u
(n−2)
j − u(n−1)i − 12 )(u(n−2)j + u(n−1)i − 12 + ρ)
×
mn∏
i=1
(u
(n−2)
j − u(n)i + 12 )(u(n−2)j + u(n)i + 12 + ρ)
(u
(n−2)
j − u(n)i − 12 )(u(n−2)j + u(n)i − 12 + ρ)
. (5.47)
The sets of parameters u(n−1) and u(n) correspond to the two branching Dynkin nodes of so2n, 
and are often denoted u(+) and u(−).
Remark 5.31. For n = 2, the Bethe equations (5.45) and (5.46) decouple into two sets of Bethe 
equations for open sl2 spin chains, and can be solved separately. This is consistent with the 
isomorphism so4 ∼= sl2 ⊕ sl2. Similarly, for n = 3, the isomorphism so6 ∼= sl4 is borne out in the 
Bethe equations (5.45), (5.46) and (5.47).
Proof of Theorem 5.29. The calculation of unwanted terms is identical to the symplectic case. 
In particular, using Lemma 5.25 we find
τ(v) ·(u(1...n); δ) = βa˜a(u) {p(v) τ (1)(v; u˜;u)}v ·(1)lim(u(1...n−1), u˜;0, δ)
+
mn∑
j=1
1
p(uj )
{
p(v)
uj − v βa˜1a1(v)
}v
×
mn∏
i=2
(
βa˜iai (uσj (i))
1∏
k=i−1
Raka˜i (−uσj (k)−uσj (i)−ρ)
)
× Res
w→uj
{
p(w)τ (1)(w; u˜σj ;uσj )
}w ·(1)lim(u(1...n−1), u˜σj ;0, δσj ).
Recall notation u(n)j = u − κ2 . Corollary 5.26 applied to the wanted term together with the identity
Res
v→u(i)j
(1)
(
v˜ − i2 ;u(1...n−2), (u(n−1), u¯(n)); u¯(n) + κ2 ,u(n) + κ2
)= 0
for 1 ≤ j ≤ mi and 1 ≤ i ≤ n − 2 yields (5.43) and (5.44). The above identity does not hold for 
i = n − 1. Thus the Bethe equations (5.45) for u(n−1)j are obtained by evaluating directly
Res
v→u(n−1)j
(1)
(
v − n−12 ;u(1...n−2), (u(n−1), u¯(n)); u¯(n) + κ2 ,u(n) + κ2
)= 0
and the help of
−
(
v, u¯(n)
)
+
(
v − 1 , u¯(n) − 1)+(v − 1 ,u(n) − 1)= +(v, u¯(n)).2 2 2 2
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terms. However, some care must be taken so as not to exchange the order of the residue and limit. 
Using the same arguments as in the proof of Corollary 5.26 and assuming (5.44) and (5.45), so 
that (5.41) holds, we write
Res
w→uj
{
p(w)τ (1)(w; u˜σj ;uσj )
}w ·(1)lim(u(1...n−1), u˜σj ;0, δσj )
= lim
→0 Resw→uj
(
p(w)τ (1)(w; u˜σj − δσj ;uσj )
×(1)(u(1...n−2), (u(n−1), u˜σj − κ2 − ); u˜σj − δσj ;uσj )
+ p(w˜) τ (1)(w˜; u˜σj ;uσj + δˆσj )
×(1)(u(1...n−2), (u(n−1), u˜σj − κ2 − ); u˜σj ;uσj + δˆσj )
)
.
This expression equates to zero if
lim
→0 Resw→uj
(
p(w)(1)
(
w;u(1...n−2), (u(n−1), u˜− κ2 − ); u˜− δ,u
)
+ p(w˜)(1)(w˜;u(1...n−2), (u(n−1), u˜− κ2 − ); u˜,u + δˆ))
= lim
→0 Resw→uj
(
p(w)−
(
w − n−12 ,u(n−1)
)
−
(
w − n−12 , w˜ − κ2 − 
)
×+(w − n2 , w˜ − δ − n2 )+(w − n2 ,u − n2 ) γ˜n(w)2w − n+ 1 + ρ
+ p(w˜)−(w˜ − n−12 ,u(n−1))−(w˜ − n−12 , u˜− κ2 − )
×+(w˜ − n2 , u˜− n2 )+(w˜ − n2 ,u + δˆ − n2 ) γ˜n(w˜)2w˜ − n+ 1 + ρ
)
= 0.
Note that the terms that contain a pole at uj are +
(
w − n2 , u − n2
)
and +
(
w˜ − n2 , u˜ − n2
)
. 
Now evaluate the residue and use identities ±(v¯, w) = ∓(v, w), ±(v, w¯) = ±(v, w) and 
p(w) = −p(w˜). Then, upon rewriting ui ’s in terms of u(n)i ’s, we obtain
lim
→0
(
−
(
u
(n)
j ,u
(n−1))−(u(n)j ,u(n) + )+(u(n)j − 12 ,u(n) + δ + 12)
× γ˜n(u
(n)
j + κ2 )
2u(n)j + ρ − 1
mn∏
i=1
i =j
u
(n)
j − u(n)i + 1
u
(n)
j − u(n)i
u
(n)
j + u(n)i + ρ
u
(n)
j + u(n)i + ρ − 1
−+(u(n)j ,u(n−1))+(u(n)j ,u(n) + )−(u(n)j + 12 ,u(n) + δˆ − 12)
× γ˜n(u¯
(n)
j + κ2 )
2u(n)j + ρ + 1
mn∏
i=1
i =j
u
(n)
j − u(n)i − 1
u
(n)
j − u(n)i
u
(n)
j + u(n)i + ρ
u
(n)
j + u(n)i + ρ + 1
)
= 0. (5.48)
Observe that
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→0
−(u(n)j ,u(n) + )+(u(n)j − 12 ,u(n) + δ + 12)= δj 2u(n)j + ρ − 12u(n)j + ρ
2u(n)j + ρ + 1
2u(n)j + ρ
×
mn∏
i=1
i =j
u
(n)
j − u(n)i − 1
u
(n)
j − u(n)i
u
(n)
j + u(n)i + ρ − 1
u
(n)
j + u(n)i + ρ
u
(n)
j − u(n)i
u
(n)
j − u(n)i − 1
u
(n)
j + u(n)i + ρ + 1
u
(n)
j + u(n)i + ρ
and
lim
→0
+(u(n)j ,u(n) + )−(u(n)j + 12 ,u(n) + δˆ − 12)= δˆj 2u(n)j + ρ − 12u(n)j + ρ
2u(n)j + ρ + 1
2u(n)j + ρ
×
mn∏
i=1
i =j
u
(n)
j − u(n)i + 1
u
(n)
j − u(n)i
u
(n)
j + u(n)i + ρ + 1
u
(n)
j + u(n)i + ρ
u
(n)
j − u(n)i
u
(n)
j − u(n)i + 1
u
(n)
j + u(n)i + ρ − 1
u
(n)
j + u(n)i + ρ
.
Hence taking the  → 0 limit in (5.48) gives
−
(
u
(n)
j ,u
(n−1)) δj γ˜n(u(n)j + κ2 )
2u(n)j + ρ − 1
mn∏
i=1
i =j
u
(n)
j − u(n)i + 1
u
(n)
j − u(n)i
u
(n)
j + u(n)i + ρ
u
(n)
j + u(n)i + ρ − 1
−+(u(n)j ,u(n−1)) δˆj γ˜n(u¯(n)j + κ2 )2u(n)j + ρ + 1
mn∏
i=1
i =j
u
(n)
j − u(n)i − 1
u
(n)
j − u(n)i
u
(n)
j + u(n)i + ρ
u
(n)
j + u(n)i + ρ + 1
= 0.
Recall that δˆj = −δj /(1 − δj ). We may thus rewrite the equality above as
2u(n)j + ρ + 1
2u(n)j + ρ − 1
γ˜n(u
(n)
j + κ2 )
γ˜n(
κ
2 − u(n)j − ρ)
×
mn∏
i=1
i =j
(u
(n)
j − u(n)i + 1)(u(n)j + u(n)i + ρ + 1)
(u
(n)
j − u(n)i − 1)(u(n)j + u(n)i + ρ − 1)
= − 1
1 − δj
+(u(n)j ,u(n−1))
−(u(n)j ,u(n−1))
.
Substituting the definition of δj from (5.42) and using +(u(n)j − 12 , u(n−2)) −(u(n)j +
1
2 , u
(n−2)) = 1 we obtain (5.46), as required. 
Example 5.32. The orthogonal Bethe vector with a single top-level excitation and m1 = . . . =
mn−1 = 0 is given by
(u(n)) =
(
− 2u
(n) + ρ − 1
2u(n) + ρ
[
B(u(n) + κ2 )
]
n−1,1
[
Aˆ(n−1)(u¯(n) + 12 )
]
11
+ 1
1 − δ ·
1
2u(n) + ρ + 1
[
B(u(n) + κ2 )
]
n−1,1
×
([
Aˆ(n−1)(u¯(n) + 12 )
]
22 −
[
Aˆ(n−1)(u¯(n) + 12 )
]
11
(n)
)
2u + ρ
A. Gerrard, V. Regelskis / Nuclear Physics B 952 (2020) 114909 63− 1
1 − δ ·
2u(n) + ρ
2u(n) + ρ + 1
[
B(u(n) + κ2 )
]
n,2
×
([
Aˆ(n−1)(u¯(n) + 12 )
]
22 −
[
Aˆ(n−1)(u¯(n) + 12 )
]
11
2u(n) + ρ
))
· η,
where Aˆ(n−1)(v) refers to the level-(n − 1) nested version of the A operator of S(v) obtained 
via (4.3). Note that the level-(n − 1) excitations contribute only diagonal elements, which do not 
modify the vacuum vector. Hence the expression above may be simplified by using (5.42) and
[
Aˆ(n)(u¯(n))
]
11 · η = −
γ˜n(u¯
(n) + κ2 )
2u(n) + ρ η,[
Aˆ(n−1)(u¯(n) + 12 )
]
11 · η = −
γ˜n−1(u¯(n) + κ2 )
2u(n) + ρ − 1 η, x
resulting in
(u(n)) = γ˜n−1(u¯
(n) + κ2 )
2u(n) + ρ − 1
([
S(u(n) + κ2 )
]
n−1,n+1 −
[
S(u(n) + κ2 )
]
n,n+2
)
· η.
5.8. SO2n/(Un ×Un) and SP2n/(Un ×Un) magnets
In this section we focus on orthogonal open spin chains with the bulk quantum space 
being an –fold tensor product of the highest weight so2n representations L(λ) of weight 
λ = (k, . . . , k, ±k) with k ∈ 12Z+, and symplectic open spin chains with the bulk quantum 
space being an –fold tensor product of the highest weight sp2n representation L(λ) of weight 
λ = (k, . . . , k) with k ∈Z+. Such spin chains were called SO2n/(Un ×Un) and SP2n/(Un ×Un)
magnets in [39]. We will consider both chains simultaneously.
Define operators Fij by FijL(λ) = FijL(λ) and set F =∑2ni,j=1 eij ⊗ Fij . The generating 
matrix F satisfies the quadratic identity
F2 = k(k + κ)I + κF . (5.49)
Remark 5.33. For g2n = so2n and k = 12 an explicit realisation of the operators Fij in terms of 
anti-commuting variables is given in the proof of Theorem 5.16 in [3].
Define a Lax operator
L(u) = I + F
u− κ2
. (5.50)
Lemma 5.34. We have
R(u− v)L1(u)L2(v) = L2(v)L1(u)R(u− v), (5.51)
L(u)L(−u) = L(u)Lt (u+ κ) = Lt (u+ κ)L(u) = u
2 − (k + κ2 )2
u2 − κ24
I. (5.52)
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U in that Lemma equates to zero. Indeed, using symmetry F t = −F and identity (5.49) we find
U = Q(F1 + κ)F2 −F2(F1 + κ)Q = Q(F2κ −F22 )− (F2κ −F22 )Q
= Qk(k + κ)− k(k + κ)Q = 0.
Relation (5.52) follows by a direct computation using similar arguments. 
Consider space M defined in (5.1) and replace each L(λ(i))ci with a ci -shifted X(so2n)-module 
of weight λ(i) = (ki, . . . , ki, ±ki) with 2ki ∈ Z+, or a ci -shifted X(sp2n)-module of weight 
λ(i) = (ki, . . . , ki) with ki ∈ Z+. (Recall (5.23) and note that L0(λ(i))ci ∼= C unless g2n = so2n
and λ(i) = (ki, . . . , ki, −ki), in which case L0(λ(i))ci ∼=Cn.) Then Proposition 5.14 holds except 
(5.30) should be replaced with
λ
(i)
j (v) = 1 +
λ
(i)
j
v − ci − κ2
, λ¯
(i)
j (v) = 1 −
λ
(i)
j
v − ci − κ2
. (5.53)
Finally, Theorems 5.21 and 5.29 also hold.
5.9. Hamiltonian for the fundamental open spin chain
In this section, we discuss the case in which each bulk quantum space is the fundamental 
representation of g2n and each ci = −κ/2, i.e., M ∼= (C2n)⊗. Additionally, set ρ = 0. Let K(u)
denote the K-matrix associated to a one-dimensional representation of Xρ(g2n, gθ2n)tw , as listed 
in Proposition 3.11. Additionally, let K∗(u) denote a solution of the dual reflection (obtained by 
substituting u → u˜ and v → v˜ in the reflection equation, so that K∗(u) = K(u˜)). Note that in the 
above Sections we have taken K∗(u) = I . For such an open spin chain, the transfer matrix given 
in Definition 5.16 takes the form
τ(u) = g(u)
2u− 2κ − ρ tra
(
K∗a (u)
(
∏
i=1
Rai(u)
)
Ka(u)
( 1∏
i=
Rai(u)
))
.
Prior to extracting a Hamiltonian, we may cancel the poles at u = 0 and u = κ by multiplying by 
a certain rational function in u to obtain
t (u) = tra
(
K∗a(u)
(
∏
i=1
Rai(u)
)
Ka(u)
( 1∏
i=
Rai(u)
))
, (5.54)
where
R(u) = −u(κ − u)
κ
R(u) = −u(κ − u)
κ
+ κ − u
κ
P + u
κ
Q ∈ End(C2n ⊗C2n)[u],
and K(u), K∗(u) are normalised such that K(0) = K∗(κ) = I , with trK(κ) and trK∗(0) both 
non-zero.
Proposition 5.35. The following Hamiltonian commutes with τ(u):
H 0 = H 0L +
−1∑
H 0i,i+1 +H 0R, (5.55)
i=1
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H 0L =
tra
(
K∗a(0)H 0a1
)
trK∗(0)
, H 0R = 12K′(0), H 0i,i+1 = Pi,i+1 ±
Qi,i+1
κ
.
Proof. Observe that R(0) = P , and K(0) = I , so Proposition 4 in [41] allows us to extract a 
nearest neighbour interaction Hamiltonian for the system. 
The Hamiltonian (5.55) is equivalent to the one considered in [10]. The two-site interaction 
term Hi,i+1 is equivalent to that given in [39].1
An additional Hamiltonian may be extracted from t (u) by looking instead at the point u = κ . 
At this point, R(κ) is equal to Q, rather than P . Nevertheless, the following procedure allows a 
nearest neighbour interaction Hamiltonian to be extracted.
Proposition 5.36. The following Hamiltonian commutes with τ(u):
Hκ = HκL +
−1∑
i=1
Hκi,i+1 +HκR, (5.56)
with
HκL = 12
(
K∗′1 (κ)
)t
, HκR =
tra
(
HκaK
t
a(κ)
)
traKta(κ)
, Hκi,i+1 = Pi,i+1 ∓
Qi,i+1
κ
.
Proof. We begin by differentiating t (u) at u = κ to obtain
t ′(κ) = tra
(
K∗′a (κ)Qa1 · · ·QaKa(κ)Qa · · ·Qa1 +Qa1 · · ·QaK′a(κ)Qa · · ·Qa1
+
∑
j=1
Qa1 · · ·R′aj (κ) · · ·QaKa(κ)Qa · · ·Qa1
+
∑
j=1
Qa1 · · ·QaKa(κ)Qa · · ·R′aj (κ) · · ·Qa1
)
.
Repeated applications of QaiMaQai = Qai trM and tra Qai = I allow us to reduce this to:
t ′(κ) = tra
(
K∗′a (κ)Qa1
)
trbKb(κ)+ trK′(κ)
+
−1∑
j=1
tra
(
R′aj (κ)Qa,j+1Qaj
)
trbKb(κ)+ tra
(
R′a(κ)Ka(κ)Qa
)
+
−1∑
j=1
tra
(
QajQa,j+1R′aj (κ)
)
trbKb(κ)+ tra
(
QaKa(κ)R
′
a(κ)
)
.
Since R′(κ) = I − P/κ + Q/κ , it commutes with Q acting on the same spaces, allowing us to 
apply the cyclicity of the partial trace. With this, and the identity QaiMa = QaiMti , we obtain
1 We believe there is a sign typo in (5.2) of [39].
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+ 2 traKa(κ)
−1∑
j=1
R′j,j+1(κ)tPj,j+1 + 2 tra
(
Ka(κ)R
′
a(κ)Qa
)
.
From here we divide by traKa(κ) and subtract appropriate constants to extract the Hamilto-
nian. 
Remark 5.37. Note that in the case where both conditions on K and K∗ hold, the Hamiltonian 
H 0 +Hκ has nearest neighbour interaction in the bulk given by Pi,i+1.
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