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Abstract
If X is a Banach space with a normalized unconditional Schauder basis (xn), we define μX,(xn) =
inf{t; (aj ) ∈ t whenever x =
∑∞
j=1 aj xj ∈ X} and obtain estimates for μX,(xn) when every continuous
m-homogeneous polynomial from X into Y is absolutely (q,1) summing. Our results provide new infor-
mation on coincidence situations between the space of absolutely summing m-homogeneous polynomials
and the whole space of continuous m-homogeneous polynomials. In particular, when m = 1, we obtain new
contributions to the linear theory of absolutely summing operators.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Since the famous paper “Absolutely summing operators in Lp spaces and their applications”
by J. Lindenstrauss and A. Pełczyn´ski [5], the theory of absolutely summing linear operators
has been broadly studied and coincidence situations are a central topic of investigation. By co-
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special real numbers p and q we have that every continuous linear operator from X to Y is ab-
solutely (p;q)-summing. The recent development of nonlinear theory of absolutely summing
mappings transported this question to polynomials and multilinear mappings. In this paper we
will be mainly concerned with coincidence situations for polynomials. Our results generalize
estimates obtained by the second author in [8] and [9]. When restricted to the linear case, our
results provide some new contributions to the linear theory of absolutely summing operators on
r spaces.
Throughout this paper X,Y will stand for Banach spaces, X′ denotes the topological dual of X
and the scalar field K can be either R or C. The Banach space of all continuous m-homogeneous
polynomials from X into Y with the sup norm is denoted by P(mX,Y ) (P(mX) if Y = K).
The linear space of all sequences (xj )∞j=1 in X such that ‖(xj )∞j=1‖p = (
∑∞
j=1 ‖xj‖p)1/p <∞ will be denoted by p(X). We will also denote by wp (X) the linear subspace of p(X) com-
posed by the sequences (xj )∞j=1 in X such that (ϕ(xj ))∞j=1 ∈ p for every continuous linear func-
tional ϕ :X → K. We define ‖.‖w,p in wp (X) by ‖(xj )∞j=1‖w,p = supϕ∈BX′ (
∑∞
j=1 | ϕ(xj ) |p)1/p .
The case p = ∞ is the case of bounded sequences and in ∞(X) we use the sup norm. It can be
proved that ‖.‖p (‖.‖w,p) is a p-norm in p(X) (wp (X)) for p < 1 and a norm in p(X) (wp (X))
for p  1.
A continuous m-homogeneous polynomial P : X → Y is absolutely (p;q)-summing (or
(p;q)-summing) if (P (xj ))∞j=1 ∈ p(Y ) for all (xj )∞j=1 ∈ wq (X). The space of all absolutely
(p;q)-summing m-homogeneous polynomials from X into Y is denoted by Pas(p;q)(mX;Y)
(Pas(p;q)(mX) if Y = K). When m = 1, we have the concept of absolutely summing operators
and Pas(p;q)(1X;Y) is represented by Las(p;q)(X;Y).
As in the linear case, we have useful characterizations. For example, in [6] it is shown that
P ∈ Pas(p;q)(mX;Y) if and only if there exists L > 0 such that(
k∑
j=1
∥∥P(xj )∥∥p
)1/p
 L
∥∥(xj )kj=1∥∥mw,q ∀k ∈ N and xj ∈ X.
The infimum of all L > 0 for which the inequality always holds is a norm for the case p  1 or a
p-norm for the case p < 1 on the space of absolutely (p;q)-summing polynomials. In any case,
we have complete topological metrizable spaces and this norm (p-norm) will be represented by
‖.‖as(p;q).
2. Results
If X is an infinite dimensional Banach space with a normalized unconditional Schauder ba-
sis (xn), we define
μX,(xn) = inf
{
t; (aj ) ∈ t whenever x =
∞∑
j=1
ajxj ∈ X
}
.
For X = c0, 1 or 2, we can write μX unambiguously because every unconditional basis is
equivalent to the canonical basis. For X = p , 1 < p < ∞, p 	= 2, when we write μX it must be
understood that we are considering the canonical basis.
In order to obtain new results concerning eventual coincidence between the space of all
absolutely (p, q) summing m-homogeneous polynomials and the whole space of continuous
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conditional basis (xn) and Pas(q;1)(mX;Y) =P(mX;Y), how is the behavior of μX,(xn)?
Some partial answers are already known as we can see in the results below:
Theorem 2.1. (Pellegrino [8]) Let X and Y be infinite dimensional Banach spaces and sup-
pose that X has an unconditional Schauder basis (xn). If Y finitely factors the formal inclusion
p → ∞ for some δ and Pas(q;1)(mX;Y) =P(mX;Y), then
(a) μX,(xn)  mpqp−q if q < p;
(b) μX,(xn) mq if q  p2 .
Theorem 2.2. (Pellegrino [9]) Let X be an infinite dimensional Banach space with an uncondi-
tional Schauder basis (xn). If Pas(q;1)(mX) =P(mX), then
(a) μX,(xn)  mq1−q if q < 1;
(b) μX,(xn) mq if q  12 .
In this paper we will obtain better estimates for μX,(xn), improving Theorems 2.1 and 2.2.
These new estimates will provide several interesting consequences. Besides the contribution
given to the polynomial/multilinear case, our results also provide improvements to the (linear)
theory of absolutely summing operators.
The following lemma will be fundamental in order to obtain better (and optimal) estimates:
Lemma 2.1. Suppose that Y satisfies the following condition:
There exist C1,C2 > 0 and p  1 such that for every n ∈ N, there are y1, . . . , yn in Y with
‖yj‖ C1 for every j and∥∥∥∥∥
n∑
j=1
ajyj
∥∥∥∥∥ C2
(
n∑
j=1
|aj |p
)1/p
for every a1, . . . , an ∈ K.
In this case, if X has a normalized unconditional Schauder basis (xn), q < p and
Pas(q;1)(mX;Y) =P(mX;Y), then μX,(xn) mq .
Proof. The proof will be done by induction. When K = R it is not hard to prove that
‖(zj )nj=1‖w,1 = maxεj∈{1,−1}{‖
∑n
j=1 εj zj‖} and when K denotes the complex scalar field, we
have ‖(zj )nj=1‖w,1  2 maxεj∈{1,−1}{‖
∑n
j=1 εj zj‖}. Hence, in order to cover both cases, it will
be convenient to make use of the last inequality.
Using the Open Mapping Theorem, one can find a K > 0 such that ‖P ‖as(q;1)  K‖P ‖ for
all continuous m-homogeneous polynomials P :X → Y .
Let n be a fixed natural number and {μi}ni=1 be such that
∑n
j=1 |μj |s = 1, where s = p/q .
Define P :X → Y by
Px =
n∑
|μj |1/qamj yj , if x =
∞∑
ajxj .j=1 j=1
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∞∑
j=1
εj aj xj
∥∥∥∥∥ ρ
∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥= ρ‖x‖ for any εj = 1 or εj = −1.
Hence ‖∑kj=1 εj aj xj‖ ρ‖x‖ for all k and any εj = 1 or −1. So, if x =∑∞j=1 ajxj ∈ X, we
have |aj | ρ‖x‖ for all j and then we get
‖Px‖ =
∥∥∥∥∥
n∑
j=1
|μj |1/qamj yj
∥∥∥∥∥ C2
(
n∑
j=1
∣∣|μj |1/qamj ∣∣p
)1/p
 C2ρm‖x‖m
(
n∑
j=1
|μj |p/q
)1/p
= C2ρm‖x‖m
(
n∑
j=1
|μj |s
)1/p
. (2.1)
We thus have ‖P ‖ C2ρm, ‖P ‖as(q;1) KC2ρm and achieve the estimate below:(
n∑
j=1
∣∣amj |μj |1/qC1∣∣q
)1/q

(
n∑
j=1
∥∥amj |μj |1/qyj∥∥q
)1/q
=
(
n∑
j=1
‖Pajxj‖q
)1/q
 ‖P ‖as(q;1)
∥∥(aj xj )nj=1∥∥mw,1
 ‖P ‖as(q;1)2m max
εj∈{1,−1}
{∥∥∥∥∥
n∑
j=1
εj aj xj
∥∥∥∥∥
}m
 ‖P ‖as(q;1)
(
2ρ‖x‖)m KC22mρ2m‖x‖m. (2.2)
Note that the last inequality holds whenever
∑n
j=1 |μj |s = 1. Hence, since 1/s + 1/( ss−1 ) = 1,
we have(
n∑
j=1
|aj | ss−1 mq
)1/( s
s−1 )
= sup
{∣∣∣∣∣
n∑
j=1
μj |aj |mq
∣∣∣∣∣;
n∑
j=1
|μj |s = 1
}
 sup
{
n∑
j=1
|μj ||aj |mq;
n∑
j=1
|μj |s = 1
}
.
Again, by (2.2), it follows that(
n∑
j=1
(|aj | ss−1 mq)
)1/( s
s−1 )

(
C−11 KC22
mρ2m‖x‖m)q, (2.3)
and then(
n∑
j=1
|aj | ss−1 mq
)1/( s
s−1 )mq

(
C−11 KC22
mρ2m‖x‖m)1/m.
Since s mq = mpq and n is arbitrary, we have μX,(xn)  mpq .s−1 p−q p−q
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Sx =
n∑
j=1
amj yj if x =
∞∑
j=1
ajxj .
Since mp  s
s−1mq , combining the preceding estimates, we obtain
‖Sx‖ =
∥∥∥∥∥
n∑
j=1
amj yj
∥∥∥∥∥ C2
(
n∑
j=1
|amj |p
)1/p
= C2
((
n∑
j=1
|aj |mp
)1/(mp))m
 C2
((
n∑
j=1
|aj | ss−1 mq
)1/( s
s−1 )mq)m
 C−11 KC
2
2 2
mρ2m‖x‖m.
Thus ‖S‖ C−11 KC22 2mρ2m and ‖S‖as(q;1)  C−11 K2C222mρ2m. Hence
n∑
j=1
∣∣amj C1∣∣q 
n∑
j=1
∥∥amj yj∥∥q =
n∑
j=1
‖Sajxj‖q
 ‖S‖qas(q;1)2mq max
εj∈{1,−1}
{∥∥∥∥∥
n∑
j=1
εj ajxj
∥∥∥∥∥
}mq

(
C−11 K
2C224
mρ3m
)q‖x‖mq.
Consequently, since n is arbitrary, we have
∑∞
j=1 |aj |mq < ∞ whenever x =
∑∞
j=1 ajxj ∈ X
and μX,(xn) mq if q  p/2.
Now we state the induction hypothesis:
Suppose that we have
(i) μX,(xn)  mpqjp−jq and (
∑∞
k=1 |ak|
mpq
jp−jq )1/(
mpq
jp−jq ) Aj‖x‖, if jpj+1 < q < p,
(ii) μX,(xn) mq and (
∑∞
k=1 |ak|mq)1/(mq)  Bj‖x‖, if q  jpj+1 ,
where
• A1 = (C−11 C2K2mρ2m)1/m,
• B1 = (C−21 C22K24mρ3m)1/m,
• Aj = (C−11 C2K2mρmAmj−1)1/m for j  2,
• Bj = (C−21 C22K24mρ2mAmj−1)1/m for j  2.
Note that the case j = 1 is done. We assume that (i) and (ii) hold for j and prove that they
hold for j + 1. To prove (i), assume (j+1)p
j+2 < q < p.
Fix n and let {μi}ni=1 be such that
∑n
i=1 |μi |sj = 1, where sj = p(j+1)q−jp . Define Pj :X → Y
by
Pjx =
n∑
k=1
|μk|1/qamk yk, if x =
∞∑
k=1
akxk.
Putting lj = pq and tj = pq , we have 1 + 1 = 1 , mlj = mpq and sojp−jq (j+1)q−jp tj lj p jp−jq
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∥∥∥∥∥
n∑
k=1
|μk|1/qamk yk
∥∥∥∥∥C2
(
n∑
k=1
∣∣|μk|1/qamk ∣∣p
)1/p
 C2
(
n∑
k=1
∣∣|μk|1/q ∣∣tj
)1/tj( n∑
k=1
|amk |lj
)1/lj
 C2
(
n∑
k=1
|μk|sj
)1/tj( n∑
k=1
|amk |lj
)1/lj
 C2Amj ‖x‖m.
Writing L = C2Amj , we obtain ‖Pj‖ L and ‖Pj‖as(q;1) KL and achieve the estimate below:(
n∑
k=1
∣∣amk |μk|1/qC1∣∣q
)1/q

(
n∑
k=1
∥∥amk |μk|1/qyk∥∥q
)1/q
=
(
n∑
k=1
‖Pjakxk‖q
)1/q
 ‖Pj‖as(q;1)
∥∥(akxk)nk=1∥∥mw,1
 ‖Pj‖as(q;1)2m max
εk∈{1,−1}
{∥∥∥∥∥
n∑
k=1
εkakxk
∥∥∥∥∥
}m
 ‖Pj‖as(q;1)
(
2ρ‖x‖)m KL2mρm‖x‖m. (2.4)
Since 1
sj
+ 1/( sj
sj−1 ) = 1, we have
(
n∑
k=1
|ak|
sj
sj −1 mq
)1/( sj
sj −1 )
= sup
{∣∣∣∣∣
n∑
k=1
μk|ak|mq
∣∣∣∣∣;
n∑
k=1
|μk|sj = 1
}
 sup
{
n∑
k=1
|μk||ak|mq;
n∑
k=1
|μk|sj = 1
}
. (2.5)
It is plain that (2.4) holds whenever ∑nk=1 |μk|sj = 1. Thus, by (2.4) and (2.5), it follows that(
n∑
k=1
|ak|
sj
sj −1 mq
)1/( sj
sj −1 )

(
C−11 KL2
mρm‖x‖m)q,
and then(
n∑
k=1
|ak|
sj
sj −1 mq
)1/( sj
sj −1 )mq

(
C−11 KL2
mρm‖x‖m)1/m.
Since sj
sj−1mq =
mpq
(j+1)p−(j+1)q and n is arbitrary, we have μX,(xn) 
mpq
(j+1)p−(j+1)q and( ∞∑
k=1
|ak|
mpq
(j+1)p−(j+1)q
)1/( mpq
(j+1)p−(j+1)q )

(
C−11 C2KA
m
j 2
mρm
)1/m‖x‖,
which proves (i) for j +1. To prove (ii), assume q  (j+1)p
j+2 . Let us invoke, for a fixed n, S again.
We have mp  mpq = sj mq , so
(j+1)p−(j+1)q sj−1
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∥∥∥∥∥
n∑
k=1
amk yk
∥∥∥∥∥ C2
(
n∑
k=1
∣∣amk ∣∣p
)1/p
C2
(
n∑
k=1
|ak|
sj
sj −1 mq
)1/( sj
sj −1 )q
 C2C−11 KL2
mρm‖x‖m.
Thus ‖S‖ C2C−11 KL2mρm and ‖S‖as(q;1)  C2C−11 K2L2mρm and then we get
n∑
k=1
∣∣amk C1∣∣q 
n∑
k=1
∥∥amk yk∥∥q =
n∑
k=1
‖Sakxk‖q
 ‖S‖qas(q;1)2mq max
εk∈{1,−1}
{∥∥∥∥∥
n∑
k=1
εkakxk
∥∥∥∥∥
}mq

(
C−11 C2K
2L4mρ2m
)q‖x‖mq.
Consequently, since n is arbitrary, we have( ∞∑
k=1
|ak|mq
)1/(mq)

(
C−21 C
2
2K
24mρ2mAmj
)1/m‖x‖
whenever x =∑∞k=1 akxk ∈ X, proving (ii) for j + 1. The induction is done.
Finally, since limj→∞ (j+1)pj+2 = p, the proof is concluded. 
Henceforth we denote inf{q; Y has cotype q} by cotY . Now we state the main result of the
paper:
Theorem 2.3. Let X be an infinite dimensional Banach space with a normalized unconditional
basis (xn) and Pas(q;1)(mX;Y) =P(mX;Y). Then μX,(xn) mq if :
(i) q < 1 and dimY < ∞;
(ii) q < cotY and dimY = ∞.
Proof. (i) Since Banach spaces of the same finite dimension are isomorphic, it suffices to
deal with the case Y = Kn. Moreover, we just need to treat the case n = 1. In fact, if
Pas(q;1)(mX;Kn) =P(mX;Kn), we have Pas(q;1)(mX;K) =P(mX;K). For the case n = 1, it is
enough to call on Lemma 2.1 with p = C1 = C2 = y1 = · · · = yn = 1.
(ii) If q < 2, from [4, Theorem 4.2], we know that Y finitely factors the inclusion 2 → ∞,
so it suffices to choose p = 2 in Lemma 2.1.
For 2 q < cotY , since Y finitely factors the inclusion cotY → ∞ (see [4, p. 304]), we just
have to apply Lemma 2.1 with p = cotY . 
The case m = 1 is useful and seems to be unknown. So, due the relevance of the linear theory,
it worths to extract the linear case (written in a more convenient form) from Theorem 2.3:
Corollary 2.1. Let X be an infinite dimensional Banach space with unconditional basis (xn) and
Y be an infinite dimensional Banach space. If q < cotY and μX,(xn) > q , then Las(q;1)(X;Y) 	=
L(X;Y).
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Example 2.1. If Y is an infinite dimensional Banach space and Las(q;1)(c0;Y) = L(c0;Y), then
q  cotY . In fact, from Corollary 2.1 it follows that
inf
{
q;Las(q;1)(c0;Y) = L(c0;Y)
}= cotY. (2.6)
A well known result due to Maurey and Pisier [7] says that
inf
{
q; idY ∈ Las(q;1)(Y ;Y)
}= cotY (2.7)
and thus, combining (2.6) and (2.7), we get
inf
{
q;Las(q;1)(c0;Y) = L(c0;Y)
}= inf{q; idY ∈ Las(q;1)(Y ;Y)}.
More generally, if X has an unconditional Schauder basis (xn) and μX,(xn) > cotY , then the
estimate of Corollary 2.1 provides
inf
{
q;Las(q;1)(X;Y) = L(X;Y)
}= cotY.
Remark 2.1. Let us note that Theorem 2.3 is optimal is many directions.
• In (i) we cannot expect the result for q  1. In fact, Pas(1;1)(23) = P(23) [6, Proposi-
tion 2.12] and μ3 = 3 > 2 = mq .• In (ii) we cannot expect the result for q  cotY . In fact, Las(2;1)(c0;2) = L(c0;2) and
μc0 = ∞ > 2 = mq .
• The estimate mq is also optimal. In fact, for q  2
m
we have Pas(q;1)(mmq;Y) =
P(mmq;Y) for every Y [2, Theorem 2.2] and μmq = mq , showing that the estimate mq
cannot be improved.
• Lemma 2.1 and its consequences obviously have natural adaptations to multilinear map-
pings.
In [8, Theorem 7] it is shown that if m ∈ N, r  2 and Y is an infinite dimensional Banach
space with cotY = ∞, then
Pas(q;1)
(m
r ;Y
)=P(mr ;Y ) ⇔ q  r
m
.
It is also shown that if Y has cotype cotY , then Pas(q;1)(m∞;Y) =P(m∞;Y) ⇔ q  cotY .
If Y = K, in [9, Corollary 7] it is proved that for q  12 we have Pas(q;1)(mr) = P(mr) ⇔
q  r
m
.
As a consequence of Theorem 2.3, we have a result showing all possible coincidence results
for (q,1)-summing polynomials on r spaces (r  2), generalizing the aforementioned results.
Corollary 2.2. Let m ∈ N.
(i) If r  1, dimY = ∞ and Y has cotype cotY , we have
Pas(q;1)
(m
r ;Y
)=P(mr ;Y ) ⇒ q min
{
r
m
, cotY
}
.
(ii) If r  2, dimY = ∞ and Y has cotype cotY , we have
Pas(q;1)
(m
r ;Y
)=P(mr ;Y ) ⇔ q min
{
r
m
, cotY
}
.
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Proof. (i) Suppose q < min{ r
m
, cotY }. Since q < cotY , r has unconditional basis and
Pas(q;1)(mr ;Y) =P(mr ;Y), Theorem 2.3 provides r = μr mq (contradiction).
(ii) Suppose that q  min{ r
m
, cotY }. Then q  r
m
or q  cotY . If q  r
m
, since r has co-
type r , [2, Theorem 2.2] asserts that Pas(q;1)(mr ;X) = P(mr ;X) for every X. In the case that
q  cotY , since Y has cotype cotY , we have Pas(cotY ;1)(mr ;Y) = P(mr ;Y) and, a fortiori,
Pas(q;1)(mr ;Y) =P(mr ;Y). The converse follows from (i).
(iii) Suppose that q min{ r
m
,1}. If q  1, from [6, Theorem 2.2] we have thatPas(q;1)(mX) =
P(mX) for every X. If q  r
m
, since r has cotype r , [2, Theorem 2.2] yields that Pas(q;1)(mr) =
P(mr). Reciprocally, suppose Pas(q;1)(mr) =P(mr). If q < min{r/m,1}, then μr = r > mq ,
but this contradicts Theorem 2.3(i). 
Remark 2.2. A well known result due (independently) to G. Bennet [1] and B. Carl [3] (see, e.g.,
[4, p. 209]) says that if 1 r  s ∞ and s  2, then the inclusion r → s is (r;1)-summing
and that this result cannot be improved. We thus have the noncoincidence Las(q;1)(r ;s) 	=
L(r ;s) if 1 q < r and s  2. In the following two cases:
(i) 1 < r < 2 and
(ii) r, s  2 and q < min{r, s},
Corollary 2.2 (with m = 1) extends the aforementioned noncoincidence in the sense that s can
be replaced by any infinite dimensional Banach space Y having cotype s = cotY .
Acknowledgment
The authors thank Andreas Defant for his valuable suggestions.
References
[1] G. Bennet, Inclusion mappings between p spaces, J. Funct. Anal. 12 (1973) 420–427.
[2] G. Botelho, Cotype and absolutely summing multilinear mappings and homogeneous polynomials, Proc. Roy. Irish
Acad. Sect. A 97 (1997) 145–153.
[3] B. Carl, Absolut (p,1)-summierende identische operatoren von u nach v , Math. Nachr. 63 (1974) 353–360.
[4] J. Diestel, H. Jarchow, A. Tonge, Absolutely Summing Operators, Cambridge Univ. Press, 1995.
[5] J. Lindenstrauss, A. Pełczyn´ski, Absolutely summing operators in Lp spaces and their applications, Studia Math. 29
(1968) 275–326.
[6] M.C. Matos, Absolutely summing holomorphic mappings, An. Acad. Bras. Ci. 68 (1996) 1–13.
[7] B. Maurey, G. Pisier, Séries de variables aléatoires vectorielles independantes et proprietés géométriques des espaces
de Banach, Studia Math. 58 (1976) 45–90.
[8] D.M. Pellegrino, Cotype and absolutely summing homogeneous polynomials in Lp spaces, Studia Math. 157 (2003)
121–131.
[9] D.M. Pellegrino, On scalar-valued nonlinear absolutely summing mappings, Ann. Polon. Math. 83 (2004) 281–288.
