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Abstract 
Structural modeling is one of the concepts in systems engineering to handle the complexity of technical products. In the process 
of modeling the choice of the abstraction level and the grade of detail are afflicted with uncertainties. Current methods support in 
identifying wrong elements or dependencies but support during the verification of the abstraction level is missing. This paper 
presents an approach to identify errors and not adequately chosen levels of abstraction. Using domain mapping matrices and 
matrix-multiplication, the approach supports the identification of elements, whose definition should be reconsidered. The 
approach is applied within an industrial case study. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the University of Southern California. 
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1. Introduction 
In engineering markets the customers’ expectations and requirements, as well as their variance grow. This is one of 
the reasons, why the complexity of products is steadily increasing.1 Moreover the number of variants and thus the size 
of the product portfolio are increased to satisfy the individual customer expectations. As a result we observe a hardly 
manageable amount of variants and evolutionary grown complex systems in the industry.2 It is associated with a huge 
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amount of information, which represents the system and its behavior. To handle this amount of information and to 
understand and to improve these complex systems, methodologies and techniques of systems engineering, such as the 
decomposition of the systems into elements and their interactions are used.3,4 
For the system decomposition several matrix-based models have been developed, as they provide a simple and 
compact representation of complex systems.4 The methodology of Structural Complexity Management (StCM) is one 
approach, which uses these models in order to deal with the challenge of complexity.1 Based on the modeling of the 
system by its underlying structure, this methodology supports systems engineers during all necessary steps from 
modeling to structural analysis. Thereby a structural model is the result of the system decomposition, representing it 
by its elements and their interactions. However, the capability of StCM and thus the quality of its analyses and results 
is strongly influenced by uncertainties.5 Failures in the definition of the elements and interactions reduce the quality 
of subsequent analyses’ results. Though, the proper choice of the grade of detail and the adequate level of abstraction 
are crucial. Considering the previously mentioned huge amount of information associated to the complex systems, the 
choice of the grade of detail and level of abstraction are critical tasks.  
In this paper we present an approach to identify not adequately defined elements of structural models within the 
StCM methodology. The approach uses matrix multiplication and the deduction of indirect dependencies to 
systematically obviate errors in the calculation steps of the approach itself, as well as to analyze the level of 
abstraction. Moreover conclusions for the refinement of the level of abstraction can be drawn. 
In the following we first provide the necessary background of our approach. This includes a brief overview on the 
structural modeling of complex products. We present uncertainties and their influence on the modeling process. Then 
we provide an overview on the StCM methodology, associated principles and the state of the art. We point out the 
challenges during the information acquisition as well as resulting advantages of reduced uncertainties in this phase. In 
this context we introduce our approach consisting of three steps. We define the necessary input data, preconditions 
and based on this develop each of the three steps in detail. We validate our approach within an industrial case study, 
where we use it in order to find the adequate level of abstraction for the structural modeling of an evolutionary grown 
mechatronic product. Finally, we discuss the results and conclude with an outlook on future work. 
2. State of the Art 
2.1. Structural modeling of complex products 
Boardman and Sauser6 state that every system, which consists of at least two parts, possesses an underlying 
structure, which is determined by elements and links. Especially in complex technical products, the underlying 
structure is built up by multiple components, which are linked by various dependencies with high diversity.7 The 
analysis of this structure is one approach to handle the system’s complexity.8 In the context of systems engineering it 
is necessary to identify the internal dependencies between the elements of the system. For example before changing a 
component of the system, the impact of this adaption onto other elements has to be considered. Thus the knowledge of 
a system’s structural dependencies improves the developer’s capability to manage complexity.1 
To support the decomposition and modeling of complex systems, Felgen et al.7 identified fundamental principles 
for complexity management within systems engineering. In the context of our paper, we point out the two principles 
of “abstraction” and “selectivity”. The principle of “abstraction” implies the concentration on the essential, while un-
essential aspects of a system are omitted. In this process the “selectivity” is one partial step. However it implies a risk 
of neglecting essential entities and vice versa, which is a source of uncertainty. Fig. 1 illustrates these principles in the 
process of structural modeling together with possible uncertainties. Hence we identify the proper choice of the grade 
of detail and the level of abstraction as key factors determining the model’s quality. 
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2.2. The Structural Complexity Management methodology 
The StCM is a matrix-based approach to handle complex systems and their structural dependencies.1 It combines 
the approaches of the Design Structure Matrix (DSM)4 and the Domain Mapping Matrix (DMM).8 This is achieved by 
the classification of the elements in domains. These domains can be combined to a Multiple Domain Matrix (MDM), 
building the framework in which the DSMs and DMMs are arranged.1 
StCM offers a procedure consisting of five phases, which are visualized in Fig. 2. In detail these phases support the 
user in the system definition, the information acquisition, the deduction of dependencies, the structure analysis and the 
application on product design. Whereas StCM originally was created in the context of engineering design, it also 
proofed its benefits e.g. in knowledge transfer9, security management10, or variant management.11  
The goals of the information acquisition phase can be outlined as the acquisition of available information data, the 
decomposition of the system into elements and relations as well as the ensuring of the quality of the input data. Thus 
the result of this phase is a structural model, built up by direct dependencies between the system’s elements.1 In this 
phase the system decomposition is performed and during the definition of the elements the principles of abstraction 
and selection are applied. The quality of information acquisition is a key factor for subsequent analyses and made 
mistakes can merely be compensated.1  
2.3. Support during the information acquisition and research gap 
Regarding the information acquisition, Kasperek et al.5 identify the definition of elements and relations as being 
critical process steps during the StCM procedure due to the strong influence of uncertainties. One identified reason is, 
that modelers often are experts in modeling, but not in the field of the modeled system. Therefore elements and 
relations are often defined in interviews or workshops. To improve these and to identify critical elements some 
approaches have been published. For example Biedermann et al.12 developed a measurement system to estimate the 
Fig. 1: The principles of “abstraction” and “selection” during structural modeling of complex systems. 
Fig. 2: The 5 phases of the StCM procedure (adapted from [1]) 
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properties of the discussed relations concerning the probability and the impact of possible errors. Thus, methods to 
identify erroneous elements or relations do exist, but approaches which support in finding the adequate level of 
abstraction are not published. The question is how defined elements can be analyzed in respect of their abstraction 
level and grade of detail and possible errors therein can be identified.  
3. Approach to identify a non-adequately chosen level of abstraction 
In order to verify the abstraction level of structural models we developed an approach to support modelers. It 
reduces the risk of failures and thus the uncertainties in the phase of information acquisition. In the following we will 
present the approach step by step. However it is only applicable if the following preconditions are fulfilled: A 
structural modeling and analysis according to the StCM procedure is aspired. The system’s elements should be 
classifiable into at least three different domains. And a Goal of the modeling task is to achieve definite correlations 
between elements of two different domains. 
To introduce our approach, we assume a complex technical system, with the three Domains A, B and C, each with 
a number of elements na, nb and nc, which is illustrated in Fig 3 and we note the elements of these domains, using 
small letters, as follows: 
୧ א ሾͳǡ ୟሿǡ ୨ א ሾͳǡ ୠሿǡ ୩ א ሾͳǡ ୡሿǤ ሺͳሻ
Based on these elements, which are supposed to be defined during the information acquisition phase of StCM, the 
direct dependencies are recorded. In our example the dependencies between the elements of domain A and domain B 
as well as the dependencies between elements of the domains A andC are identified. The entries of the DMMs AB and 
AC represent these dependencies. In the following we name them as xij and yik. We use these DMMs in their binary 
form, which means that we abstain from using any weighting for these dependencies. Fig. 3 visualizes our meta-model 
in MDM-format. The DMMs that represent the direct dependencies are highlighted within the figure. 
As we explained in the previous chapter the definition of the elements is afflicted with uncertainty, especially 
regarding the principle of abstraction. Thus it is neither sure that we chose the level of abstraction adequately nor that 
the chosen level of abstraction or the grade of detail among these elements suits. At this point our approach helps to 
identify, if the level of abstraction is properly chosen in respect to the goals of the analysis. Therefore, we anticipate 
the next phase of the StCM procedure and we deduce indirect dependencies. We choose two domains, whose elements 
we want to analyze and between which we do not have identified direct dependencies yet. In the given example we 
deduce the indirect dependencies between the domains B and C, represented by the DMM BC, which is also 
visualized in the MDM context (Fig. 3). Following the StCM procedure we use matrix multiplication to calculate BC: 
Fig. 3: Meta-model as the base for the introduction of the approach and required preliminary steps 
 Michael Roth et al. /  Procedia Computer Science  28 ( 2014 )  497 – 504 501
 ൌ  ሺሻ୘ ൈ   ሺʹሻ
The governed matrix BC usually is calculated as a binary matrix and might be strongly interconnected. This can be 
a hint of a not properly chosen abstraction level, but it does not have to. At this stage our approach is suitable for both, 
identifying an adequate abstraction level as well as handling high interconnectivity. Therefore we keep the entries of 
the deduced DMM BC with their values and use it in a non-binary form. 
In order to systematically reduce the impacts of uncertainties, we propose a procedure of three steps, which we 
present in the following sections. In the first two steps we target the obviation of possible errors, which have been 
made in the phase of information acquisition, as well as during the computation of the indirect dependencies within 
our approach. With these errors being eliminated, the third step supports the interpretation of the connectivity and 
simultaneously helps to identify elements, whose level of abstraction has to be refined. 
3.1. Step I – elimination of computation errors 
One possible source of a high grade of interconnectivity in the matrix BC is the occurrence of computation errors. 
To identify possible errors, made during the matrix-multiplication we check the elements of the governed DMM and 
their associated values zjk. These values represent the existing number of relations between the elements of the 
domains B and C via one element of the domain A. Thus, the values zjk cannot exceed the number of available 
elements in domain A, which is considered as limit zmax. In case any entry of the DMM BC does not satisfy the 
condition 
୨୩ ൑ ୫ୟ୶୫ୟ୶ ൌ ୟǡ  (3) 
an error occurred during the computation process of these dependencies. In this case we propose a recalculation, 
if applicable by using another calculation tool to avoid systematic errors of the used algorithm. 
3.2. Step II – elimination of errors in the DMMs of direct dependencies  
In the second step we analyze the deduced DMM BC row by row. For each row, we define the limit of the values 
zij as zjmax. Same as in step one this limit is determined by the number of elements ai, which are connected to the 
element bj. Hence this limit corresponds to the sum of the (binary) entries of row j in the DMM AB, this condition can 
be formulated as: 
ݖ௝௞ ൑ ௝௠௔௫ݓ݅ݐ݄௝௠௔௫ ൌ σ ݔ௜௝௡ೌ௜ୀଵ    (4) 
In case this condition is not fulfilled, there also might be a calculation error. Besides these errors, typical copy-
paste-errors can be another reason. In both cases, we propose a check of the input data of the algorithm. 
3.3. Step III – handling high interconnectivity by relation-wise analysis 
While the steps I and II help to identify possible errors which caused the high grade of interconnectivity we switch 
our focus in step III to the interpretation of the interconnectivity. Therefore we narrow the focus on the relation-wise 
analysis and define the parameter Δjk as the difference between the actual number of relations and the maximum 
number of possible relations between the associated elements: 
ȟ୨୩ ൌ  ୨୫ୟ୶ െ ୨୩ȟ୨୩ ൌ ൝
Ͳ
୨୫ୟ୶

  ሺͷሻ
502   Michael Roth et al. /  Procedia Computer Science  28 ( 2014 )  497 – 504 
Based on this parameter, we derive three interpretations, respectively options for further proceeding: In case 
Δjk = 0 (case 1), there is a definite correlation between the elements bj and ck. This denotes that if bj is connected to 
the domain A, ck will also be connected to these elements in the domain A. In this case xij and yik are congruent: 
୧୨ ൌ ୧୩ א ሾͳǡ ୟሿ  ሺ͸ሻ
If Δjk = zjmax (case 2), there is no relation between the element bj and ck via the domain A. In the other cases, if 
Δjk ≠ 0 and Δjk ≠ zjmax (case 3), no definite assignment is possible. 
If there are elements without either any definite or excluding correlation, we propose the reconsideration of the 
chosen level of abstraction and a refinement if applicable. To evaluate made changes, the approach should be 
conducted again. 
4. Industrial Case Study 
For the application of our presented approach, we choose the modeling of a sub-system of an evolutionary grown 
mechatronic system. The system originates from the mobility sector and it consists of a large number of mechatronic 
modules. Mainly mechanic and electronic functions are integrated in these modules. Each module is available in a 
huge number of variants and as the system evolved during decades, the overview over the system and all its variants 
is not completely given.  
In order to understand the system with all its variants and dependencies it is necessary to build up a structural 
model. However the functions and dependencies of the system are neither properly documented nor completely 
known. During the modeling of the system it was not possible to identify the model’s elements directly by using the 
common the StCM procedure. Therefore we use our previously published approach for the modeling of evolutionary 
grown systems and analyze the system starting from the existing components.2 The goal is to understand the 
dependencies between the needed information and the realized functions. We define the domains functions, input 
information, output information and variants in the system definition phase of StCM. 
In the first phase of information acquisition, we proceed to the definition of the system’s elements. While the 
definition of the variants is a trivial task, we observe uncertainties during the definition of the elements of the 
domains information and functions even though we use workshops with experts to support our modeling. In the 
following we want to depict exemplary uncertainties. 
In all examined variants, there is a common actor, which is used to generate a certain pressure. However it exists 
in different specifications. In the first specification, the generator is able to realize one discrete pressure level. In its 
second form, the generator is able to adjust the pressure on two levels, dependent on the vehicle speed. The third and 
most advanced actor adjusts the pressure level continuously dependent on the vehicle speed. As we identify all 
actors realizing the same function “control pressure”, the function characteristics strongly differ. In the modeling 
process we are not sure, which abstraction level will be adequate in respect of our desired analyses. We decide to 
model the different characteristics as separate functions. Thus we define the elements “control pressure 1-step”, 
“control pressure 2-step” and “control pressure continuously”. 
Depending on the requested function, the generated pressure is directed to up to four different pipes to execute 
one of four functions. In the examined variants this function is realized by valves. Thus according to our modeling 
approach, we define the function “switch over”. At this point we choose a medium level of abstraction, 
incorporating the switch over between each of the concrete receivers in one abstract function. 
Using these elements, we record the direct dependencies in the DMMs of variants and functions as well as in the 
DMM of variants and input/output information. As our goal is to identify the dependencies of functions and 
information, we first continue with the StCM procedure and deduce the indirect dependencies in the DMM of 
functions and input/output information without using our approach to identify possible failures within the element 
definition. Since the resulting DMM is strongly interconnected, we are not able to either draw any conclusions or 
conduct any further analyses. Hence, we produced one example for the influence of uncertainties during the 
structural modeling and the need of methods to reduce these. 
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So we have to identify occurred errors during the modeling of the system. Therefore we use the previously 
deduced DMM of functions and input/output information in its non-binary form and proceed to the application of 
our approach. 
In step one, the elimination of computation errors, every dependency of the DMM satisfies the condition (3). 
Thus the probability of any errors in the computation process can be considered as very low. However in step two 
we are able to identify one error in the DMMs of direct dependencies. It is a copy-and-paste error, which could have 
strong impact on the analyses’ results. In step three we calculate the parameter Δjk according to (5) for each of the 
matrix fields. Fig. 4 presents the results, where we colored the fields of definite correlations and whitened excluding 
correlations according to the parameter Δjk. 
Especially in case of the function “switch over”, we are not able to find any definite relations. Thus we assume 
this function as being not properly chosen. We reconsider the definition of this function and decide that the level of 
detail was chosen too high during the definition of this function. We raise the level of abstraction and define, that the 
activation of the functions 1 to 4 includes a “switch over” to enable the functions execution. Moreover we 
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reconsider the definition of the valves’ control signals. The level of abstraction figures out to be too low by 
representing the connection logic of the valves and pipes. Hence we redefine this output information as “valve 
activation (of function)”. With these adjustments we once more conduct our approach. The new results of the 
calculation of the parameter Δjk are depicted in Fig. 5. For each element of the output information, we now are able 
to find a definite assignment to at least one function. The only exception is the signal “switch steps high/low”. 
However a closer examination shows that this information is adequately defined, as the function “control pressure 2-
step” in some variants is realized by the same equipment as the function “control pressure continuously”. This 
confirms the choice of the abstraction level during the definition of the “control pressure” functions. 
With the now adequately chosen level of abstraction we can understand the dependencies between functions and 
information. Moreover we could proceed to further analyses with the validated definition of elements and reduced 
impact of uncertainties. 
5. Conclusions and Outlook 
This paper presents an approach for the elimination of possible errors and for the checking of the level of 
abstraction as well as the grade of detail in order to reduce the impact of uncertainties in the phases of system 
definition and information acquisition of the StCM methodology. Based on defined elements and relations the 
approach derives indirect dependencies and uses analytical constraints of the matrix multiplication to analyze the 
chosen level of abstraction of the elements. In an industrial case study we ourselves experienced uncertainties in the 
process of structural modeling of an evolutionary grown mechatronic system and successfully used the approach to 
verify the made assumptions and refine the element’s definition if necessary.  
The approach enables modelers to test their structural models and to identify a not adequately chosen level of 
abstraction. Thus it can reduce the uncertainties during structural modeling and improve the quality of the model. 
This simultaneously improves the quality and the possible benefit of subsequent analyses. Especially with growing 
size of the analyzed systems the approach is a reliable solution for the verification of structural models.  
However the approach in future work has to be validated in further applications and embedded in structural 
modeling tasks with other goals or preconditions. Also further support in the process of analyzing the identified 
errors and the readjustment of the elements has to be researched. Therefore support and tools which help the 
modelers to identify the adequate level of abstraction are currently developed. 
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