An analytical model of Cellular Automata (CA) that uses the metaphor of natural language to explore the organizational complexity of CA
Introduction
Complex systems such as Cellular Automata (CA) allow an extraordinary production of patterns, starting from a limited set of elements and some combination rules which are usually expressed through a language. Typical examples of this systems are: the DNA code, the languages of chemistry and physics, human languages, music and formal languages. Currently, digitalization allows these different kinds of language to be handled very easily, with the discovery that behind a different surface structure, there are universal similarities to all biological and non-biological expressions [4, 8] . These languages are organized into different levels of complexity, with each level having its own combination rules. CA are representatives of this class of languages. Like a natural language [15] , a CA system can be viewed as consisting of the following elements:
• symbols, which are abstract entities with no intrinsic meaning;
• an alphabet (for example, B = {0, 1} states that B is an alphabet consisting of two symbols, "0" and "1");
• words, which are finite sequences of symbols belonging to the alphabet (thus, "001010" and "110" are words constructed from the alphabet B);
• a grammar, which consists of a system of rules providing a mathematical representation of a (usually infinite) set of finite sequences of symbols (strings), created from an alphabet, which is also finite. There are two kinds of formal grammar. A generative grammar consists of a system of rules with the ability to generate all possible strings belonging to a given language. It is a computational system in which an algorithm generates language strings. By contrast, an analytical grammar is a system of rules that starts with an arbitrary input string, and applies an algorithm to the string, determining a series of outputs. When these outputs are combined using Boolean operators they produce a Yes/No response, determining whether the string belongs to the language described by the grammar;
• semantics (the local and global behaviors of the particles, the overall behavior of the system). Semantics could help us to classify different levels of CA behavior. One key notion is that of a semantic field [19, 20, 34] . This is a set of concepts whose mutual relations define a whole field of related meanings. At the lexical level, these concepts map a set of terms linked by paradigmatic relations in a "lexical field". One example of a semantic field is the naming of colors. The names of colors have been studied both by psychologists [24, 33] and by researchers in linguistics. Different languages and cultures use different sets of color names. From a superficial viewpoint, it would thus appear that different languages structure the domain in different ways. All of them, however, refer to the same chromatic range and share the same underlying organization.
In terms of CA, we can use the concept of semantic field to describe the global dynamics of the system and its basins of attraction (see [37] ). In other words, we can take a specific attractor as a starting point, study the objects that fall into its basin and the relations (e.g., those coming from composition) with other domains and gliders.
The use of this method to investigate CA is not itself a novelty [23, 31] . In nearly all cases, this approach provides an abstract representation of the system, based on a similar set of elements. In this article, after a paragraph on formal aspects of CA [9] , it is demonstrated from a theoretic and mathematical point of view, that a Cellular Automaton (CA) can be analyzed as a language, through the identification of all the elements of a language at the morphological, syntactic and semantic levels. This is done through the analysis of regular domains, the identification of the basic elements of a language, the emergence of production rules and the CA coupling structures, the formalization of the language and the identification of the networks of a given string in the global dynamics.
Cellular automata and patterns
Cellular Automata are discrete dynamical systems which made of a lattice of sites whose states can only have discrete values; these states evolve simultaneously at each time step t according to a local rule. From a formal point of view, a CA can be seen as a 4-tuple
where d is a positive integer that sets the CA dimension (one-, two-, threedimensional or more), S is a finite set of states called the states space, N = (w 1 , . . . , w n ) is a neighborhood vector consisting of n different elements of Z d (Z being the set of integers) and f is the local update rule of the CA, i.e. a mapping
A CA configuration (or global state) is a function
which gives an S value to each cell or site. If C indicates the set of all configurations, f determines the so-called global transition function
which describes the CA dynamics. For each state s ∈ S, conf(s) indicates the homogeneous configuration where all cells are in the state s, while a quiescent state q ∈ S is defined by the property f (q, q, . . . , q) = q. For the state space S we take the set {0, 1, . . . , k − 1}, where k is a positive integer; recall that the local rule (2) associates an element of S to every n-tuple of elements of S, i.e.
now, varying s i from 0 to k − 1 in the left-hand side of (5), we get the so-called 
with s i ∈ S. In the case of a finite CA of dimension d and total number of cells m d , a configuration as in (3) takes the form
for a suitable subset Q ⊂ Z of cardinality m.
In this work we limit our attention to one-dimensional CA (d = 1) with state space S = {0, 1, . . . , k − 1}, k ∈ N; if a 1-dim CA is finite, then it simply consists of an array of m cells, and any configuration can also be represented as a string composed by the elements of S associated with the m cells, as follows
The configuration (8) evolves as a function of time following the rule (5), i.e. if we consider a generic x i of x and a neighborhood N x i of x i , then at each time step t the new value of the site is given by (5). Since we deal only with 1-dim CA, then, a neighborhood N x i with radius r consists of the r neighboring cells on the right and on the left of x i , the center; so, the evolution rule of the value of the site x i can also be written as
when i − r 1 and i + r m (m is the number of cells of the CA). The configuration x at the next time step is given by the collection of these values computed for each site. In this work we consider periodic boundary conditions, that is, for any z ∈ Z we pose x z := x i where z = tm + i, 1 i m; in this way the relation (9) is valid for 1 i m. In the case k = 2, i.e. S has only two elements, say S = {0, 1}, we call Boolean the CA, otherwise we will refer to a multi-state CA. In the case r = 1, the CA will be called elementary. For a given configuration c, labeled as initial configuration or initial state, (4) allows the generation of other configurations at the next time step, obtaining a list like c = x(0), x(1), . . . , x(t), . . . It can be represented through a matrix or a spacetime diagram, where the cells values can be associated with conventionally defined colors. These diagrams produce some patterns and a very important characteristic of CA is to carry information. Information is embodied into the space-temporal model, producing unexpected patterns. Information is enclosed in the CA rules (linguistically called with the term type, which is an ideal, abstract model of the CA), revealing itself in the physical spatiotemporal patterns the CA produce as outputs (linguistically called with the term tokens) (please see [32, sec. 4 .537] for more details). Different CA, having different rules of evolution, allow the unpredictability of these complex systems behavior.
3 The linguistic metaphor adapted to the CA systems
Let us adapt the metaphor to the CA systems. According to the current literature [9] , CA patterns can be regarded as a configuration in which it is possible to discriminate objects and backgrounds. The objects are called emergent particles and the backgrounds are called uniform domains [16, 22] . So, drawing a parallel with natural languages, a CA configuration can be seen as a structured set of distinctive features such as:
• phonemes, the cells belonging to different states of the CA, which have different characteristics; the CA states shape the phonetic inventory of the language derived from it;
• the composition rules of phonemes to create organized elements, (they are the systems combining structures that join together, allowing the emergence of a more complex structure such as morphemes in natural languages);
• the composition rules of the syntactic level, how we are able to compose higher-level structures through the basic elements such as words, identified in the system (for more information see [3] );
• the lexicon of a CA system (it is the catalogue of all words, strings of numerical data, belonging to the evolved CA spatio-temporal patterns);
• the semantics, which correspond to the dynamical behavior of the CA systems. The CA semantics describe the global dynamic of the system (see [37] ).
The structure of a configuration can be represented as follows from Figure 1 . As it is possible to see, the CA configuration is the object in which it is possible to find objects (particles) and backgrounds (regular domains). The next level is the detection of particles and emergent particles, and the definition of each domain, arriving to define the numerical data for the whole configuration. The simulation program we have realized allows for the analysis of all the configuration units going from the top to the bottom and, vice versa, to create applications able to produce, giving the set of elements of the analysis and the constitution of a lexicon, rules as concatenation, intersection, union, complementation and reverse of strings. With these set of applications, we can create unpredictable spatio-temporal patterns. The structure of a CA pattern could be represented as a hierarchy of components. As we descend the hierarchy, the pattern is broken into elements of lower order. As we go up the hierarchy, the components of the pattern are combined or synthesized into elements of higher order [21] . In what follows, we will present an example of the used method by analyzing regular domains and giving concrete application of the possibility the method allows. 
Regular domains analysis
As already mentioned, the complex CA, whether Boolean or multi-state, show a high number of emerging structures, for example regular domains and gliders. These structures are characterized by symmetry, either spatial or temporal. A catalogue is the set of all the regular domains, of all the gliders and of their interactions, and it supplies a description of high level CA independent of the local rules which regulate the single cell evolution constituting the CA [16] . The gliders are very important because they are responsible for the transport and processing of information, which occurs inside the CA [26, 28] . The construction of a catalogue is a process that is computationally very expensive and it can be obtained implementing only CA with a limited number of cells. Later on, we will give some rules for generating the elements of a catalogue for a lattice of large dimensions and we will identify some laws, which regulate the relations among regular domains and between regular domains and gliders.
We recall that S = {0, 1, . . . , k − 1} and we denote by Ω m the set of all the strings (or words) of length m that we can form with the symbols contained in S. An element of Ω m is often indicated with a subscript m, like λ m , ρ m or λ m (t) in case the string depends from the time t, and we pose Ω := m∈N Ω m . Let us now consider the function
that moves all the characters of the string λ m by h positions, i. 
this means that the characters of the string ρ m are moved by h positions compared to those of the string λ m ; for example, if λ 8 = 12020032 then ρ 8 = 03212020 is shifted by three positions with respect to λ 8 . Let p ∈ N, s ∈ Z with 0 s m − 1 (or any s ∈ Z if we consider it modulo m) and t 0 ∈ N 0 be such that
and λ m (t 0 + q) is not a translate of λ m (t 0 ) for every 0 q p − 1; then we call the p-tuple D := (λ m (t 0 ), λ m (t 0 + 1), . . . , λ m (t 0 + p − 1)) a regular domain of module s and period p or sometimes, we will refer to the generating string λ m (t 0 ) itself, as a regular domain. Moreover the elements π Let us now consider a string λ m composed of the union of n substrings λ h , that is
and, obviously, m = hn. Assume that λ m generates a regular domain with phases {π
We say that λ h itself generates the whole regular domain and we also refer to the set C h := {c i h | i = 0, . . . , p − 1} as the set of the phases. Note, at this point, that if the CA is finite with string length m and periodic boundary conditions, we can consider only the substring λ h in (14) with its dynamics, reducing in this way the CA to only h cells; but if the CA has an infinite number of cells (for example if on the right/left of λ m there is an infinite string µ) or in the case of coupling domains, it is necessary to shorten notation.
Analysis of a language in a CA rule
To clarify the above mentioned concepts, let us consider the example of a CA in which k = 4 and whose string (6) In Figure 2 we observe a sample of regular domains whose generative string differs. For such domains, the length of the generative string varies from 4 to 9 and the period varies from 1 to 3. The module varies from 1 to 2. The speed of movement is worth 1 (maximum speed), 2/3 and 1/2 (minimum speed). The characteristics of each regular domain of the Figure • Domain 2:
• Domain 3:
Phases: c 0 6 = 111200, c 1 6 = 111123. C 6 = {111200, 111123}.
• Domain 4:
• Domain 5: First row: the figure on the left represents the domain generated by the string 31202020202020200, while the figure on the right represents the domain generated by 33333331202020202020200. Second row: the figure on the left represents the domain generated by the string 1121010111, while the figure on the right the domain generated by the string 1121010111111200.
• Domain 6: λ 45 (0) = λ 9 λ 9 λ 9 λ 9 λ 9 , λ 9 = 312020200, m = 9 · 5, p = 1,
Phases: c 0 9 = 312020200.
Rules of combination
If we carefully analyze the structure of various strings generating other domains, we note that there are elements that repeat themselves and that can produce new domains. For example from the domain 312020200 we can create other domains inserting strings 20 or by using strings 33, obtained from the domain 33120200. In the first line of Figure 3 , we observe two new domains obtained in this way: 31202020202020200 and 33333331202020202020200. The characters in italics represent the elements added to the generative strings.
As concerns the domains obtained by the generative strings 1121010 and 111200 whose speed is equal to 1/2, we can generate new domains by using the sequence of characters 111. For example, we can obtain new domains 1121010111, 111200111, 1121010111111200.
The last domain is obtained uniting the strings of the two domains using the sequence 111 as a glue (last image of Figure 3 ). This behavior is noticeably not limited only to this particular CA, but it represents a general characteristic of the complex rules, for which:
(a) there is a wide range of regular domains whose generative string differs in size, (b) the speed of movement, the module and the period vary, (c) within the strings related to the domains, some substrings can be identified as the most basic compositional elements for generating new domains, or to bind to each other at the same speed.
These observations lead us to suppose that within complex behavior, we can identify basic elements and composition techniques between these elements.
7 The semantic structure of the attraction basins
The generative strings of regular domains for a one-dimensional CA, can be found directly by investigating the patterns or using the CA's attraction basins. Given a one-dimensional CA composed of m cells, the number of the possible configurations will be equal to k m . Because the system is autonomous and deterministic, starting from any initial configuration, after a time t k m (and very often after a much smaller time than k m ) the trajectory will pass through the same state. The system therefore, after a finite time, will cover a limit cycle or settle on a fixed point. These fixed points or limit cycles will be the attractors for the CA dynamics. Given an attractor a, we can collect all the states of the CA whose trajectory ends on the given attractor: we will call the set B a of all these states, basin of attraction for the attractor a. It is clear that a CA state can not belong to more than one attractor; the path described by a string before to fall into its attractor is called transient. The set of all the attractors and their attraction basins constitute the CA global dynamics. The CA global dynamics are strictly connected to the presence of a regular domain. For example a homogenous domain represents a fixed point in the CA dynamics and any limit cycle, clearly, gives rise to regular domains. Now we go to study, close up, some concrete cases and examples which can be take as prototypes for a very large class of CA. Consider a CA with k = 4, n = 3 (radius equals 1) and whose string (6) associated with the table of rules is l = 3000210133003300220031133320310310022102023030 013301123202233203.
For the global dynamics of this CA, in the case m = 4 we find 14 attraction basins (see Table 1 ): 13 of these lead to an attractor composed of a limit cycle of length > 1, and only one basin leads to a fixed point. The largest basin has 152 elements (see Table 2 ) and its attractor is made up of a limit cycle of 20 elements. The transient has a maximum size of 7 time steps. We can observe experimentally that the number of basins varies greatly with the variation in the number of cells that constitute the CA. As the number of cells increases, Table 1 : An overview of some data concerning the CA with k = 4, r = 1, n = 3, associated string (16) and with m varying from 4 to 10. In the second column we recall the number of all the possible states of the CA (i.e. 4 m ) compared with the total number of attractors (in the third column) and with the number of those with a limit cycle of period 30 (fourth column).
the number of basins, in general, increases also substantially going from an odd number m to an even number m + 1 of cells (see Table 1 ); while, generally, it stays constant or decreases slightly, going from an even number m to an odd number m + 1. Instead it is typical to find that the size of the attraction basins increases greatly in both cases. Consider again the CA with k = 4, r = 1, n = 3 and whose associated string to the rule table is (16) . We resume in the Table 1 some experimental data about its attractors when m runs from 4 to 10. In Table 2 we can observe how the size of the largest basin varies in relation to the number of cells m that make up the CA. The possible representations of these basins are multiple and the obtained images can also be very spectacular (see Figure 4 (a)) [9, 37] . Now, as an example, we see how we can generate regular domains ( Figure  4(b) ) from the attractors of the considered CA given by (16) . In the case m = 4 we give a detailed list of its attractors: = 3231. C 4 = {0203, 3231}. Note that, in this case, the limit cycle is made up of a single regular domain, so its phases and the states of the limit cycle coincide.
• Attractor 4: Limit cycle with states 0232, 1121, 3202, 2111.
Generating string λ 4 = 0232, p = 2, s = 2, λ 4 (t 0 + 2) = f mod 2 (λ 4 (t 0 )). Phases: c • Attractor 5: Limit cycle with states 0302, 3132. Generating string λ 4 = 0302, p = 2, s = 0, λ 4 (t 0 + 2) = λ 4 (t 0 ).
• Attractor 6: Limit cycle with states 0303, 3131. Generating string λ 4 = 0303, p = 2, s = 0, λ 4 (t 0 + 2) = λ 4 (t 0 ). C 4 = {0303, 3131}.
• Attractor 7: Limit cycle with states 0333, 3330, 3303, 3033. Generating string λ 4 = 0333, p = 1, s = −1, λ 4 (t 0 + 1) = f mod −1 (λ 4 (t 0 )). C 4 = {0333}.
• Attractor 8: Limit cycle with states 1112, 2320, 1211, 2023. Generating string λ 4 = 1112, p = 2, s = 2, λ 4 (t 0 + 2) = f mod 2 (λ 4 (t 0 )). C 4 = {1112, 2320}.
• Attractor 9: Limit cycle with states 1122, 2211. Generating string λ 4 = 1122, p = 1, s = 2, λ 4 (t 0 + 1) = f mod 2 (λ 4 (t 0 )). C 4 = {1122}.
• Attractor 10: Limit cycle with states 1221, 2112. Generating string λ 4 = 1221, p = 1, s = 2, λ 4 (t 0 + 1) = f mod 2 (λ 4 (t 0 )). C 4 = {1221}.
• Attractor 11: Limit cycle with states 1313, 3030. Generating string λ 4 = 1313, p = 2, s = 0, λ 4 (t 0 + 1) = λ 4 (t 0 ).
• Attractor 12: Limit cycle with states 1323, 3020. Generating string λ 4 = 1323, p = 2, s = 0, λ 4 (t 0 + 2) = λ 4 (t 0 ). C 4 = {1323, 3020}.
• Attractor 13: Limit cycle with states 2030, 2313. Generating string λ 4 = 2030, p = 2, s = 0, λ 4 (t 0 + 2) = λ 4 (t 0 ).
• Attractor 14: Limit cycle with the only state 3333 (fixed point).
Generating string λ 4 = 3333, p = 1, s = 0, λ 4 (t + 1) = λ 4 (t). C 4 = {3333}.
Note that some limit cycles are translated from others, see for example attractors 5, 12, 13, or 6, 11, or 9, 10. The attractor 14, being a fixed point, creates a homogeneous domain. As regards the transients, we have one, none or several, in the different basins of attraction. For example, the duration of the longest transient in the basins correspondent to the attractors of the previous list is, respectively, 7, 4, 2, 0, 2, 4, 0, 0, 0, 0, 4, 2, 2, 3.
Coupling rules
As we have seen in the previous section, regular domains are closely related to attraction basins and to the corresponding attractors. The latter increase significantly as the dimension of the CA increases. Consequently we will have a huge number of possible regular domains, making it useless to create an atlas of these emerging structures. Since the computation of the basins is NP complex, the corresponding computation of the domains is of the same nature. We also verified through experiments that we can compose regular domains to form others, using in some cases strings (enzymes), which allow these bonds. In fact, we have verified in many CA that it is possible and interesting to study an application "&", called composition operation. It is defined as expected: if (a, b) ∈ Ω 2 is a couple of words, the operation "&" associates to it a new word a&b obtained by their juxtaposition:
For example, if a = 1003421 and b = 0034233 then a&b = 10034210034233. Given a CA which we consider fixed, let Σ m ⊆ Ω m be the set of all strings (of length m made up with characters in S) which generate regular domain for the given CA and pose moreover Σ := m Σ m ⊆ Ω. Many interesting questions and problems come out in this context, for example:
• What is the nature of the set Σ?
• Is there any composition law in it?
• Is it possible to obtain elements of Σ, starting from other elements of Σ (using some manipulation techniques)?
Through experiments we observed that these composition laws exist [6] . For example, it is clear from the arguments in the previous sections, that if C h = {c i h | i = 0, 1, . . . , p − 1} is the set of phases of a regular domain, then C h is contained in Σ h and moreover if we compose a phase c As an example of the concepts introduced, we notice about the composition of domains in the case of the CA identified by (16) . As we saw in Table 2 , the total number of attractors when the number of cells varies from 4 to 10, is, respectively 14, 13, 23, 17, 54, 43, 103. Restricting our attention to the case m = 4 we find that only the domain associated with the attractor 14 proves to be complete. Among the other 13 attractors, 3 of them have partially completed domains, i.e. the attractor 1, 2 and 7. The total number of new produced regular domains (with m = 8, clearly) is 14 and in the following we analyze them in details.
• Level of completion 5, 26315789473684 · 10 −3 .
• Domain 2. Period 4, phases 3300, 3003, 0033, 0330. New generated domains: Figure 5 : Domains total. Below each image, the string generator is reported. Two domains will be called equivalent if a generating string of the first can be obtained by a translation of a generating string of the second. For the considered CA, the new 14 sum domains above reduce to only 4 non equivalent classes ( Figure 5) . Note, moreover, that all they have the same period p = 8. Now consider sums between different domains. Recall that a phase of a domain can be coupled with different phases of another domain: we find that all domains, except for 4, 8, 9, 10, are compatible with some other (see Figure  6(a) ). Among the 14 domains (with m = 4) there are overall 30 connections, producing a total of 80 different sum domains. The difference between the number of connections and the number of sum domains is linked to the fact that two domains can couple with each other using different phases. In Figure  6 (b), we indicate the greater number of produced sum domains by increasing the thickness of the connection. Below is the adjacency matrix A ∈ M 14 (N 0 ) that provides details of the connections between the different domains: 
The preceding analysis can also be repeated for attractors whose string length is greater than 4. For example, if m = 5 we have 13 attractors (see Table  1 ) and among the 13 regular domains associated with them, 4 are partially complete and they generate 74 new sum domains. Instead, when we consider coupling between phases belonging to different domains, we find a total of 28 connections which give rise to 260 sum domains (Figure 7(a) ). Note that in this case the number of sum domains and of their connections is much higher than the previous case m = 4. In the case of length m = 6, the number of domains is 23 as we read in Table 1 ; there are 6 partially complete ones generating 82 sum domains. The number of couplings between different domains is 178, while the total number of new sum domains becomes a much higher number, 876 (Figure 7(b) ). We can observe, in the case of size 6 attractors, that the network of couplings has become very complex with a greater number of connections between nodes (see also Figure  7 (c)).
Creation of complex structures
In the previous section, we examined the case in which two phases of the same attractor or of two different attractors may be coupled to form a sum domain. It very often happens that this coupling does not provide a regular domain and therefore the spatio-temporal symmetry is lost. The same thing often occurs also in the presence of a perturbation within a regular domain. In the case of complex rules however, we will observe one of the most spectacular phenomena of self-organization in the presence of particles moving within the space-time pattern, with a distinct individuality that is maintained for a long period. In the literature it is referred to as gliders. Many authors think that these particles are responsible for the computational capacity of the CA [25] . From a formal point of view, a glider can be considered as a perturbation within or between two regular domains [22] . Gliders can be defined in various ways and also for dimension greater than one. As already said, in this paper we treat only one-dimensional CA and so, for our purposes, we can take the following as guide-example of a glider. Consider the CA with d = 1, k = 3, n = 3 (radius r = 1) and with string (6) associated with the rule table as follows (see also [36] ) 
for some m 1 , m 2 ∈ N, we obtain the glider in Figure 9 (a) which is similar to a "tape" with two white "subdomains" (represented by a field of zeros) on the left and on the right side. We do not want to give definitions of glider and subdomain in a too formal way, because it is not very useful for our concrete cases; but, for the interested reader, we draw some guidelines and a method to obtain them. Keeping well in mind the previous example, consider a string λ m (t 0 ) = λ m 1 &λ G &λ m 2 (or simply λ m 1 λ G λ m 2 , where clearly, m 1 + G + m 2 = m) generating a domain of period p and module s = 0. Assume now that λ m 1 (t) and λ m 2 (t) are subdomains with module zero and periods p 1 and p 2 , very short compared with p (in the previous example p 1 = p 2 = 1 and in many cases p 1 = p 2 2): this construct gives a typical case of a glider λ G of period, or temporal dimension, equals to p and moving with velocity v G = s/p (which is zero in this case). A glider with velocity zero is also said stationary. Moreover the strings λ G (t) for t 0 t t 0 + p − 1 are called the glider phases. Now it is not difficult to get a formal definition of glider with generic velocity v G (positive or negative): it passes through the obvious generalization of f mod h (λ m 1 . . . λ mν ) when λ m = λ m 1 . . . λ mν is made up of ν substrings, and through the suitable, natural definition of subdomain. We are interested in the behavior of gliders when they meet together: for example, when they have different velocities the result can be one or more new gliders, or their annihilation, or a resulting regular domain, or they can emerge into a chaotic situation. Going further to see other concrete examples, we point out that gliders are very different in size and shape, both spatially and temporally, as it is evident from Figure and developing between the regular domains 10100 on the left and 1010 on the right. In this case, the string (6) associated with the rule table is l = 0000020020003331000000003000330303000301 120100100100201211002012.
Another interesting example of glider is given in Figure 9 (a) (see also [36] ): it is generated from the starting sequence 102201 by the CA whose string (6) is l = 011111110111110102110102020.
If we couple two such gliders spacing them sufficiently, for example using the generating string 10220100000000000 00000000000102201, we obtain the doubling of the original shape as in Figure 9 (b). In this case, the two gliders are synchronized, generating an emerging single particle. The glider generated from the string 10012200222222, shown in Figure 9 (c), is more complex and emerges from coupling portions of the phasing strings from the same glider. As for regular domains, the ability of gliders to form structures of greater complexity is not only limited to the rule in Figure 9 , but it seems to be a quite general characteristic of CA systems. For example, consider the great temporal period of the glider in Figure 8 (a), generated from the string 1202011 and emerging in the CA whose string (6) is the following l = 12022121112020010020010102220220222022111011010 21221212001001221112201212122101001120202021211101 10120220000102212110111100210201111002201120210201 12212021211000010112222012110121010220200111220012 2100100100100211000211202200111102000121220000.
Such a glider, or in general different gliders all having the same velocity, can be coupled as in Figure 10 (a) rightly distancing the various gliders as necessary in the string generator; in our case we used 1202011000000000000000000000000000001202 011000000000000000000000000000001202011. In this CA, the string generator 2002010000000000000000000000000200201 allows a synchronism between the two emerging gliders (Figure 11(a) ). Also the behavior of the glider 0001012 that develops between two uniform regions (1 on the left and 0 on the right, see Figure 11 (b)), is very interesting. By coupling two different phases of this glider as in Figure 11 (c), we lose synchronization and obtain a new structure in the periodic domain 0-1; this structure, unlike the previous glider, does not develop more between two As seen in the previous examples and similarly to what happened for regular domains, we can in general assert that even gliders can exist together to form other gliders or different more complex structures. From a formal point of view we can define a composition rule between gliders
where A, A 1 , A 2 indicate some sets of gliders of a certain CA and a is a string (possibly empty) called connector. This operation will be indicated with ⊕ a to distinguish it from "&", the pure juxtaposition of strings. Note, in particular, that the operation ⊕ a depends from the chosen connector a to glue two gliders. By way of example, consider the CA whose string (6) associated with the rule be a (countable) set of gliders whose first four elements are α = 10001, β = 20001, γ = 310320020001, δ = 220200000011220001. On this set we can define a composition operation of type (21) using the connector a = 000, i.e.
For example, the following gliders can be obtained by repeatedly applying (23):
010001000220200000011220001.
It is reasonable, but not obvious, that (23) is not the only composition law which can be defined on our CA; for example, we can consider another set of gliders
where ρ = 22, σ = 20022, τ = 3020022, ν = 31020022, ω = 31020000 22000001020000020300022, ζ = 220000310200002200000102000002030 0022, λ = 2200002200002200002200003102000022000001020000020300 022, together with another connector b = 0000. We can define a composition operation of type (21) by setting
x ⊕ b y = x0000y ∀x ∈ B and y = ρ, σ,
and, for example, it is easy to check computationally that the following strings generate new gliders
Other new gliders for our CA can be created joining gliders of the type ρ, σ, τ , on the left of the starting particle, using every time the connector b: going forward, this process produces ever more elaborate gliders. There are also many other and much more complex composition laws than (23) and (25) . In fact this coupling behavior between gliders seems to be a common property of a very large number of complex rules.
After the examples seen above, we can now set topics and issues from a more general point of view; for example, fixed a CA, we can ask questions similar to those for the set Σ in Section 8:
• Given two sets of gliders A and A 1 , does there exist a connector a which gives a composition law between (at least) some elements of these sets?
• Are there a glider set A and a connector a such that A is closed with respect to the operation ⊕ a ? (In other words we can ask for which sets A and connectors a, if there are any, the couple (A, ⊕ a ) is a semigroup, since the transitive property is clear.)
• Are there couples (A, ⊕ a ) with a richer structure than a semigroup? For example, if we choose a particular domain (or a class of domains under a relation of equivalence) as unit element, are there couples (A, ⊕ a ) with a group structure?
It is important to notice that gliders tend to couple with each other when they possess the same speed. But the coupling of gliders does not give always gliders; for instance, if we take the coupling process ⊕ b of the last example and repeat it many times as above, we obtain some regular domains shown in Figure 12 , whose generative codes are respectively 100010001000, 10000012302013200001000, 200220000200220000 and 20310200220000. This example shows that gliders and regular domains share the same nature and it is this characteristic that allows, through appropriate interactions, to transform and/or generate one into the other and vice versa. With this in mind, many other questions can be added to the previous list. For instance, are there glider sets A and composition laws ⊕ a which generate only regular domains? Assume now that D is a set of domains, A a set of gliders and ⊕ a a composition rule with connector a: considering the union D ∪ A, how can we describe the coupling operation between domains and domains, gliders and gliders, domains and gliders? When does such a coupling generate a chaotic behavior? Through numerous experiments and simulations we can point out that one of the most important discriminant which distinguishes the composition results is the velocity of the coupling components. But it seems quite difficult to find a general set of principles and rules, i.e. a grammar, which governs this kind of behaviors and interactions between different structures. And the difficulties Figure 12 : The coupling between gliders can produce regular domains.
grow if, in addition, we also consider other more complex structures than domains and gliders. We hope that the insights from this work throw new light and increase the interest in the study of such phenomena.
Conclusions
This work highlights a new approach to the construction of CA languages with criteria very similar to those found in biological systems or natural languages. It is based on emerging behaviors and production rules set out by the same system, rather than formally made by a computational system (for example, a formal language constructed as a Turing machine, or a generative or transformational grammar, as in Chomsky's hierarchy). After having modeled a CA as a system with structures corresponding to a natural language, we have highlighted key components of this language, consisting of the coupling of cells or particles with specific values, which give rise to different spatio-temporal patterns that a CA produces. These rules of composition within a CA show the presence of an emerging language, which is proposed as a higher-level description than the simple rule of evolution. This means that starting from the dynamics of CA attractors, through the rules of composition, we can generate a virtually unlimited number of new structures (either domains, or gliders). The extraction of all CA components, the creation of inventories for the different levels of the emerging language, the patterns of the linguistic structures and the combination of morpho-syntactic rules that emerge from the process of analysis we have shown, suggest a new approach in the CA studies. The evidence of the emergence of such structures is detected through different empirical approaches that have been used in this work.
times. These patterns produce linguistic processes of morpho-syntactic coupling, either the creation of new types of words by combining two existing words, or uniting grammatically prefixes and suffixes, so perfectly modifying the morphological value of the first element, perfectly.
4. Through the analytical methods and by comparing the generated regular domains and gliders, we have highlighted the strong correlation between these two components, since a glider is able to generate regular domains and vice versa.
5. Finally, we have discovered and developed a method showing that the temporal and spatial patterns are not random, but rather that they are structured with very simple numerical relationships, similar to the rules of Pythagorean harmony.
We consider the CA patterns as models that show real biological-like processes. These patterns are governed by natural laws that we have discovered and partially tried to explain, even though much work remains to be done. The rules that emerge show that the wonderful design that nature creates is not directly accessible. The only aspect that we can study is complex representation methods, which usually produce patterns. In the artificial context of the CA, we have found rules such as those in linguistic structures, which, once known, have enabled us to develop new linguistic-like processes for the construction of patterns and the emergence of new meanings in self-organizing systems.
