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ABSTRACT
Driven by advances in computer vision and the falling costs of
camera hardware, organizations are deploying video cameras
en masse for the spatial monitoring of their physical premises.
Scaling video analytics to massive camera deployments, how-
ever, presents a new and mounting challenge, as compute cost
grows proportionally to the number of camera feeds. This
paper is driven by a simple question: can we scale video
analytics in such a way that cost grows sublinearly, or even
remains constant, as we deploy more cameras, while infer-
ence accuracy remains stable, or even improves. We believe
the answer is yes. Our key observation is that video feeds
from wide-area camera deployments demonstrate significant
content correlations (e.g. to other geographically proximate
feeds), both in space and over time. These spatio-temporal
correlations can be harnessed to dramatically reduce the size
of the inference search space, decreasing both workload and
false positive rates in multi-camera video analytics. By dis-
cussing use-cases and technical challenges, we propose a
roadmap for scaling video analytics to large camera networks,
and outline a plan for its realization.
1 Introduction
Driven by plummeting camera prices and the recent successes
of computer vision-based video inference, organizations are
deploying cameras at scale for applications ranging from
surveillance and flow control to retail planning and sports
broadcasting [33, 24, 45]. Processing video feeds from large
deployments, however, requires a proportional investment
in either compute hardware (i.e. expensive GPUs) or cloud
resources (i.e. GPU machine time), costs from which easily
exceed that of the camera hardware itself [41, 26, 5]. A key
reason for these large resource requirements is the fact that,
today, video streams are analyzed in isolation. As a result,
the compute required to process the video grows linearly with
the number of cameras. We believe there is an opportunity to
both stem this trend of linearly increasing costs, and improve
accuracy, by viewing the cameras collectively.
This position paper is based on a simple observation—
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(a) Current video analytics system (b) Example gains by leveraging 
cross-camera correlations
Turn	A	off,	if	B’s	view	
overlaps	with	A’s
Cross-camera	
correlations
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to	reduce	error
Figure 1: Contrasting (a) traditional per-camera video an-
alytics with (b) the proposed approach that leverages cross-
camera correlations.
cameras deployed over any geographic area, whether a large
campus, an outdoor park, or a subway station network, demon-
strate significant content correlations—both spatial and tem-
poral. For example, nearby cameras may perceive the same
objects, though from different angles or at different points in
time. We argue that these cross-camera correlations can be
harnessed, so as to use substantially fewer resources and/or
achieve higher inference accuracy than a system that runs
complex inference on all video feeds independently. For ex-
ample, if a query person is identified in one camera feed, we
can then exclude the possibility of the individual appearing in
a distant camera within a short time period. This eliminates
extraneous processing and reduces the rate of false positive
detections (Figure 1(a)). Similarly, one can improve accuracy
by combining the inference results of multiple cameras that
monitor the same objects from different angles (Figure 1(b)).
Our initial evaluation on a real-world dataset with eight cam-
eras shows that using cameras collectively can yield resource
savings of at least 74%, while also improving inference accu-
racy. More such opportunities are outlined in §3.
Given the recent increase in interest in systems infrastruc-
ture for video analytics [43, 36, 16], we believe the important
next step for the community is designing a software stack
for collective camera analytics. Video processing systems
today generally analyze video streams independently even
while useful cross-camera correlations exist [43, 19, 16]. On
the computer vision side, recent work has tackled specific
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multi-camera applications (e.g., tracking [33, 45, 38]), but
has generally neglected the growing cost of inference itself.
We argue that the key to scaling video analytics to large
camera deployments lies in fully leveraging these latent cross-
camera correlations. We identify several architectural aspects
that are critical to improving resource efficiency and accuracy
but are missing in current video analytics systems. First, we
illustrate the need for a new system module that learns and
maintains up-to-date spatio-temporal correlations across cam-
eras. Second, we discuss online pipeline reconfiguration and
composition, where video pipelines incorporate information
from other correlated cameras (e.g., to eliminate redundant
inference, or ensemble predictions) to save on cost or im-
prove accuracy. Finally, to recover missed detections arising
from our proposed optimizations, we note the need to process
small segments of historical video at faster-than-real-time
rates, alongside analytics on live video.
Our goal is not to provide a specific system implementation,
but to motivate the design of an accurate, cost-efficient multi-
camera video analytics system. In the remainder of the paper,
we will discuss the trends driving the proliferation of large-
scale analytics (§2), enumerate the advantages of using cross-
camera correlations (§3), and outline potential approaches to
building such a system (§4). We hope to inspire the practical
realization of these ideas in the near future.
2 Camera trends & applications
This section sets the context for using many cameras collabo-
ratively by discussing (1) trends in camera deployments, and
(2) the recent increase in interest in cross-camera applications.
Dramatic rise in smart camera installations: Organiza-
tions are deploying cameras en masse to cover physical areas.
Enterprises are fitting cameras in office hallways, store aisles,
and building entry/exit points; government agencies are de-
ploying cameras outdoors for surveillance and planning. Two
factors are contributing to this trend:
1. Falling camera costs enable more enterprises and business
owners to install cameras, and at higher density. For
instance, today, one can install an HDTV-quality camera
with on-board SD card storage for $20 [41], whereas
three years ago the industry’s first HDTV camera cost
$1,500 [35].
2. Falling camera costs allow more enterprises and busi-
ness owners to install cameras, and at higher density.
For instance, today, one can install an HDTV-quality
camera with on-board SD card storage for $20 [41],
where as three years ago the industry’s first HDTV cam-
era cost $1,500 [34]. Driven by the sharp drop in camera
costs, camera installations have grown exponentially, with
566 PT of data generated by new video surveillance cam-
eras worldwide every day in 2015, compared to 413 PT
generated by newly installed cameras in 2013 [35].
There has been a recent wave of interest in “AI cameras”
– cameras with compute and storage on-board – that are
designed for processing and storing the videos [4, 1, 30].
These cameras are programmable and allow for running
arbitrary deep learning models as well as classic computer
vision algorithms. AI cameras are slated to be deployed
at mass scales by enterprises.
3. Advances in computer vision, specifically in object de-
tection and re-identification techniques [45, 31], have
sparked renewed interest among organizations in camera-
based data analytics. For example, transportation depart-
ments in the US are moving to use video analytics for
traffic efficiency and planning [23]. A key advantage of
using cameras is that they are relatively easy to deploy
and can be purposed for multiple objectives.
Increased interest in cross-camera applications: We fo-
cus on applications that involve video analytics across cam-
eras. While many cross-camera video applications were en-
visaged in prior research, the lack of one or both of the above
trends made them either prohibitively expensive or insuffi-
ciently accurate for real-world use-cases.
We focus on a category of applications we refer to as spot-
light search. Spotlight search refers to detecting a specific
type of activity and object (e.g., shoplifting, a person), and
then tracking the entity as it moves through the camera net-
work. Both detecting activities/objects and tracking require
compute-intensive techniques, e.g., face recognition and per-
son re-identification [45]. Note that objects can be tracked
both in the forward direction (“real-time tracking”), and in
the backward direction (“investigative search”) on recorded
video. Spotlight search represents a broad template, or a core
building block, for many cross-camera applications. Cameras
in a retail store use spotlight search to monitor customers
flagged for suspicious activity. Likewise, traffic cameras use
spotlight search to track vehicles exhibiting erratic driving
patterns. In this paper, we focus on spotlight search on live
camera feeds as the canonical cross-camera application.
Metrics of interest: The two metrics of interest in video
analytics applications are inference accuracy and cost of pro-
cessing. Inference accuracy is a function of the model used
for the analytics, the labeled data used for training, and video
characteristics such as frame resolution and frame rate [43,
16, 19]. All of the above metrics also influence the cost of
processing – larger models and higher quality videos enable
higher accuracy, at the price of increased resource consump-
tion or higher processing latency. When the video feeds are
analyzed at an edge or cloud cluster, cost also includes the
bandwidth cost of sending the videos over a wireless network,
which increases with the number of video feeds.
3 New opportunities in camera deployments
Next, we explain the key benefits – in efficiency and accu-
racy – of cross-camera video analytics. The key insight is
that scaling video analytics to many cameras does not nec-
essarily stipulate a linear increase in cost; instead, one can
significantly improve cost-efficiency as well as accuracy by
leveraging the spatio-temporal correlations across cameras.
Figure 2: Camera topology and traffic flow (in % of outgo-
ing traffic) in the DukeMTMC dataset.
3.1 Key enabler: Cross-camera correlations
A fundamental building block in enabling cross-camera col-
laboration are the profiles of spatio-temporal correlations
across cameras. At a high level, these spatio-temporal correla-
tions capture the relationship between the content of camera
A and the content of camera B over a time delta ∆t.1 This cor-
relation manifests itself in at least three different forms. First,
the same object can appear in multiple cameras, i.e., content
correlation, at the same time (e.g., cameras in the same room)
or at different points in time (e.g., cameras placed at two ends
of a hallway). Second, multiple cameras may share similar
characteristics, i.e., property correlation, e.g., the types, veloc-
ities, and sizes of contained objects. Third, one camera may
have a different viewpoint on objects than another, resulting
in a position correlation, e.g., some cameras see larger/clearer
faces since they are deployed closer to eye level.
As we will show next, the prevalence of these cross-camera
correlations in dense camera networks enables key opportuni-
ties to use the compute (CPU, GPU) and storage (RAM, SSD)
resources on these cameras collaboratively, by leveraging
their network connectivity.
3.2 Better cost efficiency
Leveraging cross-camera correlations improves the cost ef-
ficiency of multi-camera video analytics, without adversely
impacting accuracy. Here are two examples.
C1: Eliminating redundant inference
In cross-camera applications like spotlight search, there
are often far fewer objects of interest than cameras. Hence,
ideally, query resource consumption over multiple cameras
should not grow proportionally to the number of cameras.
We envision two potential ways of doing this by leveraging
content-level correlations across cameras (§3.1).
• When two spatially correlated cameras have overlapping
views (e.g., cameras covering the same room or hallway),
the overlapped region need only be analyzed once.
• When an object leaves a camera, only a small set of rel-
evant cameras (e.g., cameras likely to see the object in
1The correlation reduces to “spatial-only”, when ∆t→ 0.
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Figure 3: Number of people detections on different cam-
eras in the DukeMTMC dataset.
the next few seconds), identified via their spatio-temporal
correlation profiles, need search for the object.
In spotlight search, for example, once a suspicious activity
or individual is detected, we can selectively trigger multi-class
object detection or person re-identification models only on
the cameras that the individual is likely to traverse. In other
words, we can use spatio-temporal correlations to narrow the
search space by forecasting the trajectory of objects.
We analyze the popular “DukeMTMC” video dataset [32],
which contains footage from eight cameras on the Duke Uni-
versity campus. Figure 2 shows a map of the different cam-
eras, along with the percentage of traffic leaving a particular
camera i that next appears in another camera j. Figures are
calculated based on manually annotated human identity la-
bels. As an example observation, within a time window of
90 minutes, 89% of all traffic leaving Camera 1 first appears
at Camera 2. At Camera 3, an equal percentage of traffic,
about 45%, leaves for Cameras 2 and 4. Gains achieved by
leveraging these spatial traffic patterns are discussed in §3.4.
C2: Resource pooling across cameras
Since objects/activities of interest are usually sparse, most
cameras do not need to run analytics models all the time.
This creates a substantial heterogeneity in workloads across
different cameras. For instance, one camera may monitor
a central hallway and detect many candidate persons, while
another camera detects no people in the same time window.
Such workload heterogeneity provides an opportunity for
dynamic offloading, in which more heavily utilized cameras
transfer part of their analytics load to less-utilized cameras.
For instance, a camera that runs complex per-frame inference
can offload queries on some frames to other “idle” cameras
whose video feeds are static. Figure 3 shows the evident
imbalance in the number of people detected on two cameras
across a 500 second interval. By pooling available resources
and balancing the workload across multiple cameras, one can
greatly reduce resource provisioning on each camera (e.g.,
deploy smaller, cheaper GPUs), from an allocation that would
support peak workloads. Such a scheme could also reduce
the need to stream compute tasks to the cloud, a capability
constrained by available bandwidth and privacy concerns.
Content correlations, §3.1 directly facilitate this offloading as
they foretell query trajectories, and by extension, workload.
3.3 Higher inference accuracy
We also observe opportunities to improve inference accuracy,
without increasing resource usage.
A1: Collaborative inference
Using an ensemble of identical models to render a predic-
tion is an established method for boosting inference accu-
racy [12]. The technique also applies to model ensembles
consisting of multiple, correlated video pipelines (e.g., with
different perspectives on an object). Inference can also bene-
fit from hosting dissimilar models on different cameras. For
instance, camera A with limited resources uses a specialized,
low cost model for flagging cars, while camera B uses a gen-
eral model for detection. Then camera A can offload its video
to camera B to cross-validate its results when B is idle.
Cameras can also be correlated in a mutually exclusive
manner. In spotlight search, for example, if a person p is
identified in camera A, we can preclude a detection of the
same p in another camera whose view does not overlap with
A. Knowing where an object is likely not to show up can
significantly improve tracking precision over a naïve baseline
that searches all of the cameras. In particular, removing un-
likely candidates from the space of potential matches reduces
false positive matches, which tend to dislodge subsequent
tracking and bring down precision (see §3.4).
A2: Cross-camera model refinement
One source of video analytics error stems from the fact that
objects look differently in real-world settings than in training
data. For example, some surveillance cameras are installed
on ceilings, which reduces facial recognition accuracy, due
to the oblique viewing angle [28]. These errors can be al-
leviated by retraining the analytics model, using the output
of another camera that has an eye-level view as the “ground
truth”. As another example, a traffic camera under direct
sunlight or strong shadows will tend to render poorly ex-
posed images, resulting in lower detection and classification
accuracy than images from a camera without lighting interfer-
ence [10]. Since lighting conditions change over time, two
such cameras can complement each other, via collaborative
model training. Opportunities for such cross-camera model
refinement are a direct implication of position correlations
(§3.1) across cameras.
3.4 Preliminary results
Table 1 contains a preliminary evaluation of our spotlight
search scheme on the Duke dataset [32], which consists of
8 cameras. We quantify resource savings by computing the
ratio of (a) the number of person detections processed by the
baseline (i.e. 76,500) to (b) the number of person detections
processed by a particular filtering scheme (e.g. 22,500). Ob-
serve that applying spatio-temporal filtering results in signifi-
cant resource savings and much higher precision, compared
to the baseline, at the price of slightly lower recall.
Table 1: Spotlight search results for various levels of spatio-
temporal correlation filtering. A filtering level of k% signi-
fies that a camera must receive k% of the traffic from a par-
ticular source camera to be searched. Larger k (e.g. k= 10)
corresponds to more aggressive filtering, while k= 0 corre-
sponds to the baseline, which searches all of the cameras.
All results are reported as aggregate figures over 100 track-
ing queries on the 8 camera DukeMTMC dataset [32].
Filtering Detections Savings Recall Precis.
level (%) processed (vs. baseline) (%) (%)
0% 76,510 0.0 57.4 60.6
1% 29,940 60.9 55.0 81.4
3% 22,490 70.6 55.1 81.9
10% 19,639 74.3 55.1 81.9
4 Architecting for cross-camera analytics
We have seen that exploiting spatio-temporal correlations
across cameras can improve cost efficiency and inference
accuracy in multi-camera settings. Realizing these benefits
in practice, however, requires re-architecting the underlying
video analytics stack. This section articulates the key missing
pieces in current video analytics systems, and outlines the
core technical challenges that must be addressed in order to
realize the benefits of collaborative analytics.
4.1 What’s missing in today’s video analytics?
The proposals in §3.2 and §3.3 require four basic capabilities.
#1: Cross-camera correlation database: First, a new sys-
tem module must be introduced to learn and maintain an
up-to-date view of the spatio-temporal correlations between
any pair of cameras (§3.1). Physically, this module can be
a centralized service, or a decentralized system, with each
camera maintaining a local copy of the correlations. Different
correlations can be represented in various ways. For example,
content correlations can be modeled as the conditional prob-
ability of detecting a specific object in camera B at time t,
given its appearance at time t−∆t in camera A, and stored as
a discrete, 3-D matrix in a database. This database of cross-
camera correlations must be dynamically updated, because
the correlations between cameras can vary over time: video
patterns can evolve, cameras can enter or leave the system,
and camera positions and viewpoints can change. We dis-
cuss the intricacy of discovering these correlations, and the
implementation of this new module, in §4.2.
#2: Peer-triggered inference: Today, the execution of a
video analytics pipeline (what resources to use and which
video to analyze) is largely pre-configured. To take advantage
of cross-camera correlations, an analytics pipeline must be
aware of the inference results of other relevant video streams,
and support peer-triggered inference at runtime. Depending
on the content of other related video streams, an analytics
task can be assigned to the compute resources of any rele-
vant camera to process any video stream at any time. This
effectively separates the logical analytics pipeline from its
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uration (c, d) and pipeline composition (e, f) using an ex-
ample logical pipeline (a) running on two cameras (b).
execution. To eliminate redundant inference (C1 of §3.2), for
instance, one video stream pipeline may need to dynamically
trigger (or switch off) another video pipeline (Figure 4.c).
Similarly, to pool resources across cameras (C2 of §3.2), a
video stream may need to dynamically offload computation
to another camera, depending on correlation-based workload
projections (Figure 4.d). To trigger such inference, the cur-
rent inference results need to be shared in real-time between
pipelines. While prior work explores task offloading across
cameras and between the edge and the cloud [7, 20], the trig-
ger is usually workload changes on a single camera. We argue
that such dynamic triggering must also consider events on the
video streams of other, related cameras.
#3: Video pipeline composition: Analyzing each video
stream in isolation also precludes learning from the content
of other camera feeds. As we noted in §3.3, by combining the
inference results of multiple correlated cameras, i.e., compos-
ing multiple video pipelines, one can significantly improve
inference accuracy. Figure 4 shows two examples. Firstly, by
sharing inference results across pipelines in real-time (Fig-
ure 4.e), one can correct the inference error of another less
well-positioned camera (A1 in §3.3). Secondly, the inference
model for one pipeline can be refined/retrained (Figure 4.f)
based on the inference results of another better positioned
camera (A2 in §3.3). Unlike the aforementioned reconfigura-
tion of video pipelines, merging pipelines in this way actually
impacts inference output.
#4: Fast analytics on stored video: Recall from §2 that
spotlight search can involve tracking an object backward for
short periods of time to its first appearance in the camera
network. This requires a new feature, lacking in most video
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correlation	info
Triggering	reconfig.
Compositing	pipelines
Figure 5: End-to-end, cross-camera analytics architecture
stream analytics systems: fast analysis of stored video data,
in parallel with analytics on live video. Stored video must
be processed with very low latency (e.g., several seconds),
as subsequent tracking decisions depend on the results of
the search. In particular, this introduces a new requirement:
processing many seconds or minutes of stored video at faster-
than-real-time rates.
Putting it all together: Figure 5 depicts a new video analyt-
ics system that incorporates these proposed changes, along
with two new required interfaces. Firstly, the correlation
database must expose an interface to the analytics pipelines
that reveals the spatio-temporal correlation between any two
cameras. Secondly, pipelines must support an interface for
real-time communication, to (1) trigger inference (C1 in §3.2)
and (2) share inference results (A1 and A2 in §3.3). This
channel can be extended to support the sharing of resource
availability (C2) and optimal configurations (C3).
4.2 Technical challenges
In this section, we highlight the technical challenges that must
be resolved to fully leverage cross-camera correlations.
1) Learning cross-camera correlations: To enable multi-
camera optimizations, cross-camera correlations need to be
extracted in the first place. We envision two basic approaches.
One is to rely on domain experts, e.g., system administrators
or developers who deploy cameras and models. They can,
for example, calibrate cameras to determine the overlapped
field of view, based on camera locations and the floor plan.
A data-driven approach is to learn the correlations from the
inference results; e.g., if two cameras identify the same person
in a short time interval, they exhibit a content correlation.
The two approaches represent a tradeoff— the data-driven
approach can better adapt to dynamism in the network, but
is more computationally expensive (e.g., it requires running
an offline, multi-person tracker [33] on all video feeds to
learn the correlations). A hybrid approach is also possible:
let domain experts establish the initial correlation database,
and dynamically update it by periodically running the tracker.
This by itself is an interesting problem to pursue.
2) Resource management in camera clusters: Akin to
clusters in the cloud, a set of cameras deployed by an en-
terprise also represents a “cluster” with compute capacity
and network connectivity. Video analytics work must be as-
signed to the different cameras in proportion to their available
resources, while also ensuring high utilization and overall
performance. While cluster management frameworks [11]
perform resource management, two differences stand out in
our setting. Firstly, video analytics focuses on analyzing
video streams, as opposed to the batch jobs [42] dominant in
big data clusters. Secondly, our spatio-temporal correlations
enable us to predict person trajectories, and by extension, fore-
cast future resource availability, which adds a new, temporal
dimension to resource management.
Networking is another important dimension. Cameras often
need to share data in real-time (e.g., A1, A2 in §3.3, #3 in
§4.1). Given that the links connecting these cameras could be
constrained wireless links, the network must also be appropri-
ately scheduled jointly with the compute capacities.
Finally, given the long-term duration of video analytics
jobs, it will often be necessary to migrate computation across
cameras (e.g., C2 in §3.2, #2 in §4.1). Doing so will require
considering both the overheads involved in transferring state,
and in loading models onto the new camera’s GPUs.
3) Rewind processing of videos: Rewind processing (#4 in
§4.1)—analyzing recently recorded videos—in parallel with
live video requires careful system design. A naïve solution is
to ship the video to a cloud cluster, but this is too bandwidth-
intensive to finish in near-realtime. Another approach is to
process the video where it is stored, but a camera is unlikely
to have the capacity to do this at faster-than-real-time rates,
while also processing the live video.
Instead, we envision a MapReduce-like solution, which
utilizes the resources of many cameras by (1) partitioning the
video data and (2) calling on multiple cameras (and cloud
servers) to perform rewind processing in parallel. Care is
required to orchestrate computation across different cameras,
in light of their available resources (compute and network).
Statistically, we expect rewind processing to involve only
a small fraction of the cameras at any point in time, thus
ensuring the requisite compute capacity.
5 Related Work
Finally, we put this paper into perspective by briefly surveying
topics that are related to multi-camera video analytics.
Video analytics pipelines: Many systems today exploit a
combination of camera, smartphone, edge cluster, and cloud
resources to analyze video streams [19, 36, 43, 16, 22]. Low
cost model design [9, 19, 37], partitioned processing [44, 15,
6], efficient offline profiling [36, 16], and compute/memory
sharing [21, 25, 17] have been extensively explored. Our goal,
however, is to meet the joint objectives of high accuracy and
cost efficiency in a multi-camera setting. Focus [14] imple-
ments low-latency search, but targets historical video, and
importantly does not leverage any cross-camera associations.
Chameleon [16] exploits content similarity across cameras
to amortize query profiling costs, but still executes video
pipelines in isolation. In general, techniques for optimizing
individual video pipelines are orthogonal to a cross-camera
analytics system, and could be co-deployed.
Camera networks: Multi-camera networks (e.g., [3, 2, 27])
and applications (e.g., [18, 8]) have been explored as a means
to enable cross-camera communication (e.g., over WiFi), and
allow power-constrained cameras to work collaboratively.
Our work is built on these communication capabilities, but
focuses on building a custom data analytics stack that spans a
cluster of cameras. While some camera networks do perform
analytics on video feeds (e.g., [38, 39, 44]), they have specific
objectives (e.g., minimizing bandwidth utilization), and fail
to address the growing resource cost of video analytics, or
provide a common interface to support various vision tasks.
Geo-distributed data analytics: Analyzing data stored in
geo-distributed services (e.g., data centers) is a related and
well-studied topic (e.g., [29, 40, 13]). The key difference
in our setting is that camera data exhibits spatio-temporal
correlations, which as we have seen, can be used to achieve
major resource savings and improve analytics accuracy.
6 Conclusions
The increasing prevalence of enterprise camera deployments
presents a critical opportunity to improve the efficiency and
accuracy of video analytics via spatio-temporal correlations.
The challenges posed by cross-camera applications call for a
major redesign of the video analytics stack. We hope that the
ideas in this paper both motivate this architectural shift, and
highlight potential technical directions for its realization.
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