Abstract-Automatic speech recognition (ASR) systems are used daily by millions of people worldwide to dictate messages, control devices, initiate searches or to facilitate data input in small devices. The user experience in these scenarios depends on the quality of the speech transcriptions and on the responsiveness of the system. For multilingual users, a further obstacle to natural interaction is the monolingual character of many ASR systems, in which users are constrained to a single preset language. In this work, we present an end-to-end multi-language ASR architecture, developed and deployed at Google, that allows users to select arbitrary combinations of spoken languages. We leverage recent advances in language identification and a novel method of real-time language selection to achieve similar recognition accuracy and nearly-identical latency characteristics as a monolingual system. Index Terms-Automatic speech recognition (ASR), deep neural network (DNN), language identification (LID), multilingual.
I. INTRODUCTION
A UTOMATIC speech recognition (ASR) has become increasingly relevant to date, tracking the explosive growth of mobile devices. The use of voice as a natural and convenient method of human-device interaction is especially applicable to hands-free scenarios (e.g., while driving) and interaction with small form-factor devices (e.g., wearables). The quality of the user experience in these scenarios is primarily affected by the transcription accuracy and real-time responsiveness of the ASR system.
For multilingual users, another obstacle to natural interaction is the common monolingual character of ASR systems, in which users can speak in only a single preset language. According to several sources [1] - [3] , multilingual speakers already outnumber monolingual speakers, and predictions point to a larger number of multilingual speakers in the future. The capacity to transparently recognize multiple spoken languages is, therefore, a desirable feature of ASR systems.
Several architectures have been considered to achieve multilingual speech recognition. One technique has been to train a universal speech model capable of recognizing multiple languages. Efforts in this direction are presented in [4] - [6] . This approach seeks to exploit similarities among languages and dialects, and lends itself to an easily deployable system. However, universal models tend to be larger and higher in perplexity relative to their monolingual equivalents, leading to potentially adverse effects on transcription accuracy and decoding latency.
Other architectures have attempted to detect the language of an utterance as a preprocessing step, through the use of language identification (LID) classifiers [7] [8] . Here, the outcome of the LID classification determines which of several monolingual speech recognizers is activated. The main drawbacks of this method are the latency introduced by the LID step, and the propagation of language classification errors to the final transcription.
Here, we present an integrated end-to-end multilingual architecture that builds upon the work described in [9] . In this architecture, monolingual speech recognizers decode the input signal simultaneously in each of the selected languages, while the LID system tries to determine which language is spoken. A decision is then made, based on the LID decision and on the confidence scores of the individual recognizers as to which recognition result best matches the user input. This architecture avoids the extra latency that an early language decision would introduce, and benefits from the extra scores from the recognizers to better decide which result to return to the user. These benefits come however with an increased processing cost since the input is recognized multiple times.
In this paper, we further improve upon [9] in two major directions. First, we replace the LID classifier with a more accurate Deep Neural Network (DNN) based classifier. Second, we propose a method to dynamically combine confidence scores and LID decisions from partial recognition results together with various timeout strategies to maintain the streaming nature of the monolingual system and to greatly reduce computing costs. One such strategy is shown to perform with near-ideal characteristics in both dimensions, minimizing latency and misrecognitions caused by language confusions.
Both the ASR and LID backend engines are based on DNNs [10] - [12] . During recent years, DNNs have achieved outstanding performance in diverse and challenging machine learning applications. Those including acoustic modelling [13] [14], visual object recognition [15] , and many others [16] . Compared to previous acoustic modelling based on GMMs, the use of DNNs presents several advantages. First, unlike GMMs, DNNs employ a multilevel distributed representation of the input [14] . This fact makes DNNs exponentially more compact than GMMs [17] . Second, DNNs, being purely discriminative, do not impose any assumptions about the input data distribution. Further, DNNs have proved successful in exploiting large amounts of data, achieving more robust models without lapsing into overfitting. We leverage this last point to employ large quantities of training data recorded from user traffic.
The rest of this paper is organized as follows. Section II presents the overall architecture of the system. Section III describes the frontend component which is responsible for language selection. Section IV describes the backend components, with Section IV-A focusing on the LID classifier and Section IV-B focusing on the monolingual speech recognizers. In Section V we present the databases and evaluation metrics used to assess system performance. We present results in Section VI. Finally, conclusions are outlined in Section VII.
II. OVERALL ARCHITECTURE
The end-to-end multilingual speech recognition system consists of the following components represented in Fig. 1 :
• Client : a mobile phone, browser, or similar internet connected device capable of recording audio, issuing voice requests and displaying results.
• Frontend: an HTTP server exposing a voice recognition API, which serves as an intermediary between the client and the backend(s). The frontend supports several activity pipelines. For example, one activity called "recognize" simply converts an audio request to a text transcription. A more complex activity pipeline called " " executes a web search based on the transcription, and then synthesizes an audio summary for the user. Frontend activity pipelines are composed of modules, each of which performs some task such as communicating with a backend over RPC. In the multi-language configuration, we add an additional MultiRecognizer module which is responsible for making language selection decisions.
• Backends:
-LID Backend: a Remote Procedure Call (RPC) server that accepts an audio stream and returns language identification scores for many languages, as described in Section IV-A. -Speech Recognizer Backend: hereafter Recognizer, an RPC server that accepts an audio stream and streams back transcription results for a particular language (e.g., US English), as described in Section IV-B . -Web Search Backend: an RPC server that accepts a recognition transcription and retrieves search results.
The results sometimes include a text summary which is intended to be read back to the user. Search results are also determined by the selected language, which affects the search corpus, query normalization procedure, and result summarization procedure. -Voice Synthesizer Backend: an RPC server that accepts text (in this case the search summary), and produces a speech waveform. Again, voice synthesis is influenced by the selected language. For example, depending on which of two dialects is selected, the speech output will be accented toward that dialect. All components communicate via bi-directional streams. The Client begins sending audio segments to the Frontend as soon an utterance begins. The Frontend forwards those segments to a Recognizer to obtain partial transcriptions results, which are then returned to the Client for display. Typically, the Client receives several partial transcriptions before the user finishes speaking an utterance, followed by a final transcription. For the purpose of display, each subsequent transcription overrides the previous, providing real-time feedback to the user.
In the single-language voice recognition system, the Client provides one spoken language preference which directs the Frontend to the corresponding Recognizer. In the multi-language system, the client may provide several language candidates, causing the Frontend to forward the audio stream to multiple Recognizers in parallel as well as to the LID Backend. The Frontend then makes real-time language selection decisions based on all of these backend results and some strategy. Only transcription results from the selected language are returned to the Client, thus emulating a universal speech recognizer. In the event that the language selection decision changes mid-stream, the Frontend emits enqueued transcription responses for the new selected language, causing the Client to display the transcription for the new language.
III. MULTILINGUAL RECOGNIZER FRONTEND

A. MultiRecognizer Module
The MultiRecognizer module encapsulates the language selection logic in the Frontend. It accepts as inputs ) a stream of transcription results from multiple Recognizers, where each transcription includes a confidence score indicating the probability that the transcription is correct and ) a stream of language classification scores from the LID Backend. Its output is a single stream of transcription results. As the MultiRecognizer module receives transcription results from the Recognizers it adds them to a queue. This queue withholds results until appropriate language selection decisions have been made. A Strategy class examines all Recognizer and LID input events and outputs language selection decisions. The decisions are designated either partial or final, and cause the queue to release partial or final transcription results for the selected language. Released results are then returned to the client. Pseudocode for this process is depicted in Fig. 2 .
The Strategy class must decide which language to select, and also importantly, when to emit its decisions. It will generally make more accurate decisions as more information becomes available. However, delaying a decision may introduce latency, particularly because Recognizers typically respond more slowly when decoding audio from an unexpected language. Note that latency is incurred precisely when the correct Recognizer has finished, but the Strategy is waiting for results from incorrect ones. In principle, latency could also be incurred waiting for classification scores from the LID Backend, but in practice this typically responds faster than any Recognizer, and furthermore can be tuned to provide frequent partial responses (e.g., every 200 ms) which are cumulatively averaged.
Formally, after an input event at time , the Strategy class updates partial scores for language , , as a combination of the speech transcription confidence and the LID Backend output probability for that language. In this work, we use linear weighting to combine these as (1) where, is the confidence of the last transcription received at time using the Recognizer model for language , . is the language identification output probability for language , at time , produced for the LID model . and and are adjustable parameters to weight the influence of the Recognizers and the LID system. Note that one of or will be equal to depending on whether the input event is produced by a Recognizer or by the LID Backend. If the input event was produced by the LID Backend, we do not compute for languages, , where the corresponding Recognizer has not yet returned any transcription. The final score for a given language, , is also updated as in (1) when a final response for the corresponding Recognizer is received . After the update step, the Strategy class tests for certain decision triggers. In this work we consider three timeout strategies for the final decision trigger. Those are: • Infinite timeout strategy: always wait for the final response from all Recognizers.
• Constant timeout strategy: wait for the first final response from any Recognizer, then timeout after some constant duration . Setting to 1s provided the best experimental results.
• Variable timeout strategy: modify the constant timeout duration by examining the difference between the highest available final score and the highest available partial score from a Recognizer that we are still waiting on. Let be the set of languages that have already received a final Recognizer response and let be the remaining languages that we are still waiting on; formally we set the variable timeout as:
with (3) Thus, when is positive, the timeout duration is shorter (or zero). On the other hand when is negative, is longer. We tune to control the variability of the timeout. Note that if either or is zero, the equation degenerates to the Constant timeout strategy. Setting to 1s and to 2.0 provided the best experimental results. Given one of the above timeout strategies, the Strategy class uses the following triggers for emitting partial or final language decisions:
• Partial language decision: if there exists a previous partial language decision, , then a new partial decision is triggered when . Otherwise, if does not yet exist, then the trigger is .
• Final language decision: a final decision is produced when either there is a final response from all the Recognizers or the timeout from the given timeout strategy is exceed .
IV. BACKENDS
We describe in this section the language identification and monolingual speech recognition backend engines.
A. Deep Neural Networks for LID 1) Architecture:
The DNN used for LID is a fully-connected feed-forward neural network with hidden units implemented as rectified linear units (ReLU). Thus, an input at level , , is mapped to its corresponding activation (input of the layer above) as (4) (5) where is an index over the units of the layer below and is the bias of the unit .
The output layer is then configured as a softmax, where hidden units map input to a class probability in the form (6) where is an index over all the classes. As a cost function for backpropagating gradients in the training stage, we use the cross-entropy function defined as (7) where represents the target probability of the class for the current evaluated example, taking a value of either 1 (true class) or 0 (false class).
2) Implementing DNN for LID: From the conceptual architecture explained above, we construct a language identification system to work at the frame level as follows.
As the input of the net we used 40 mel filterbanks. Specifically, the input layer was fed with 26 frames formed by stacking the current processed frame and its , left/right neighbors. Thus, the input layer comprised a total number of visible units, . The reason behind using an asymmetric context is to reduce the undesirable latency on processing every frame in a real-time scenario. Note that just 5 frames in the future are required . On top of the input layer, we stacked a total number of (4) hidden layers, each containing (2560) units. Then, we added the softmax layer, whose dimension corresponds to the number of target languages . Overall, the net was defined by a total of free parameters , . The complete topology of the network is depicted in Fig. 3 . Regarding the training procedure, we used asynchronous stochastic gradient descent within the DistBelief framework [10] , a software framework that uses computing clusters with thousands of machines. This distributed allows us to exploit large amounts of data to train large models. The learning rate and minibatch size were fixed to 0.001 and 200 samples 1 .
Note that the presented architecture works at the frame level, meaning that each single frame (plus its corresponding context) is fed-forward through the network, obtaining a class posterior probability for all of the target languages. This fact makes DNNs particularly suitable for real-time applications since, unlike other approaches (i.e., i-vectors), we can potentially make a decision about the language at each new frame. Indeed, at each frame, we can combine the evidence from past frames to get a single similarity score between the test utterance and the target languages. A simple way of doing this combination is to assume that frames are independent and multiply the posterior estimates of the last layer. The score for the language of a given test utterance is computed by multiplying the output probabilities obtained for all its frames; or equivalently, accumulating the logs as (8) where represents the class probability output for the language corresponding to the input example at time , by using the DNN defined by parameters . Fig. 4 shows the frame-by-frame DNN outputs (log probabilities ), produced for an American English test utterance of 4s duration 2 . The color intensity of each cell (frame/ language) represents the output probability of the given frame to belong to the corresponding language.
B. Speech Recognizers
For ASR, we use the same features and similar neural network architectures as are described in Section IV-A for language identification. For each language, we use exactly 1 We define sample as the input of the DNN: the feature representation of a single frame besides those from its adjacent frames forming the context. 2 For the sake of clarity, just 8 out of 34 outputs (languages) are showed.
the same 26-frame asymmetric window of normalized 40-dimensional filterbank energy features, feeding into a network with eight hidden layers of 2560 ReLUs each. The final layer is again a softmax, but here trained to estimate posteriors for 14,000 context dependent triphone states. Such a network has 85 million trainable parameters. The network is trained with asynchronous gradient descent, first to a cross-entropy criterion and then with sequence discriminative training. [18] . Each language's neural network is trained on thousands of hours of speech, using anonymized live traffic utterances. For some languages these are manually-transcribed and in others they are machine transcribed using an earlier generation recognizer. Each language uses a pruned 5-gram language model with on-the-fly rescoring using a much larger 5-gram language model. Numerous optimizations are made to enable decoding in real time on conventional hardware [19] .
V. DATABASES AND EVALUATION METRICS
1) Google 5M Language Identification Corpus:
We generated the Google 5M LID corpus dataset by randomly picking anonymized queries from several Google speech recognition services such as Voice Search or the Speech Android API. Following the user's phone Voice Search language settings, we labelled a total of million utterances, 150 k utterances by 34 different locales languages dialects yielding 87,5 h of speech per language and a total of h. A held-out test set of 1k utterances per language was created while the remainder was used for training and development. Involved languages and data description is presented in Figs. 5 and 6 .
Non-speech queries were discarded. Selected queries ranged from 1s up to 10s in duration with average speech content of 2.1s. Fig. 6 shows the duration distribution before and after doing this activity detection process.
2) Google Multilang Corpus: In order to constrain the combinatorial explosion of language tuples to be evaluated, we selected 8 languages for the Google Multilang Speech Recognition Corpus. This list is given in Fig. 5 . The Google Multilang Speech Recognition Corpus is a subset of the Google 5M LID corpus, containing 1k manually-annotated utterances per language. We refer to [20] for more details on the training data used in our LVCSR systems. It is worth mentioning that focusing on tuples with up to 8 languages also reduces the computational load on our system. In particular, running many monlingual speech recognizers in parallel is computationally expensive. In the final deployed system, we artificially restrict the number of languages that can be selected, both to improve accuracy and to protect the production system from excessive load.
3) Evaluation Metrics: Given an utterance with a known language and transcription, we evaluate the multilingual recognition system on three metrics:
• Language Id Accuracy: the ratio of the cases in which the top scored language is the true language out of a pool of N candidate languages.
• Word Error Rate (WER): the edit distance between the expected transcription and the system's transcription.
• Real-time Factor (RTF): the ratio of the speech recognition response time to the utterance duration. We examine both mean RTF (average over all utterances), and 90th percentile RTF. Accuracy is the most direct measurement of the system's language selection performance, but it penalizes language-ambiguous utterances, consisting for example of names and loanwords, where multiple recognizers may produce similar transcripts. The WER metric typically produces a weaker penalty on utterances where the language is ambiguous. It is important to note that the language selection itself may be an important output of the system, independent of the transcription. This is true, for example, in the " " activity pipeline shown in Fig. 1 where the selected language influences search results and voice synthesis.
For this work we developed a real-time evaluation framework that streams test utterances to the system at their natural playback rate and records responses from the system. A typical test scenario involves choosing some language tuple, sampling test utterances for each language in the tuple, and querying the system with all utterances, providing the unordered tuple as the language candidates. Thus, the system has an equal prior probability of selecting any of the languages in the tuple. The framework collects Accuracy, WER, and RTF for each utterance in the test set.
VI. RESULTS
In this section we aim to study the perceived performance of the multi-language speech recognition system, as compared to a corresponding monolingual system in which the user selects the true spoken language for each utterance in advance. In a multilanguage environment, language uncertainty will normally contribute to degraded performance on speech recognition accuracy and latency. In the following subsections we present data measuring the performance of our system along those dimensions.
A. Language Identification Performance
In previous works we showed our DNN-based LID system outperforms previous state-of-the-art approaches [12] . Over the Google 5M LID corpus, our DNN-based system surpassed previous state-of-the-art i-vector-based systems [21] , [22] by 70% relative. Fig. 10 (in appendix A) depicts the confusion matrix across languages and dialects. This matrix is built by taking hard identification decisions (i.e., selecting the language with highest associated DNN-output). On average the system achieves an accuracy of . However, confusion submatrices around dialects (i.e ar-EG/ar-GULF/ar-LV) illustrate the difficulty of dialect identification using only acoustic features [23] . This suggests that complementary high-level features (e.g., phonetic, phonotactic or prosodic) would be helpful, particularly when dealing with dialects or non-native accented speech. [24] - [26] . With this in mind, we use ASR confidence scores to complement the acoustic LID classifier, since these confidence scores incorporate language model cost. Fig. 7 shows various score distributions for trials labelled either target or non-target depending on whether the score corresponds to the correct language for the given utterance. It shows the individual distributions for ASR confidence (7.a) and DNNbased LID scores after applying Z-norm [27] (7.b), as well as the linear weighted combination of the two (7.c). The set of ASR confidence scores with value zero represents trials where a speech recognizer did not emit a transcription. As expected, this occurs most often in non-target trials. The average LID accuracy achieved by these three systems (ASR confidences, DNN-based LID and Combination) for over the Google Multilang Corpus is presented in Fig. 8 . The DNN-only classifier outperformed ASR confidence-only classifier (88% vs 58% of accuracy), but the weighted combination achieved the best results (90% of accuracy).
In Figs. 7 and 8, we also examine ASR response times as a potential signal for language identification. Supplying a wronglanguage utterance to a speech recognizer typically results in a wider effective lattice beam, reflecting a greater degree of uncertainty, and therefore a slower average response time. This effect can be observed in (7.d), where we show the distribution of final response times for target and non-target trials. Note that the non-target distribution is shifted to the right ( ). As a further illustration, in Fig. 8 we present language identification accuracy for a system that simply selects the first language recognizer to return a final transcription. This system achieved an accuracy of 44%, which is significantly better than chance (12.5% when ). These results endorse the use of response times as a signal for language identification. In our system, this is exploited through the use of timeout strategies which seek to reduce latency without adversely affecting accuracy.
B. Monolingual Speech Recognition Performance
The monolingual speech recognition performance defines the ceiling for the multilingual recognizer in terms speech recognition performance and latency. We computed WER and RTF for all 8 languages in the Google Multilang Corpus, which are presented in Table I . There is significant variation in the WER metric across languages. This is due to actual variations in recognition quality, caused for example by differences in the type or amount of data used in training [20] , and also synthetic variations in the WER metric computation due to text normalization and word tokenization procedures that vary by language. Thus, it is difficult to draw conclusions from a comparison of absolute WER values across languages. However, WER remains an useful metric for examining relative performance of language selection strategies over the same set of test utterances, such as the results presented in Fig. 9 .
C. Multilingual Speech Recognition Performance
In order to examine the performance of the system across a range of language combinations, we adopt the following procedure using test utterances from the Google Multilang Corpus:
• Select a set of languages.
• Sample utterances per language.
• Select a tuple size interval , bounded by .
• Select the number of language combinations, , to test for each tuple size in the interval.
• For each tuple size, , randomly select language combinations of that size, or at most the number of -combinations ( choose ).
• For each language combination, send utterances from each of the languages to the multilang system, giving all languages as candidates; record the metrics described in Section V-A3. The resulting number of trials is:
In the results below, , , , , for a total of 232,000 trials. We held the adjustable weighting parameters and constant and varied only the timeout strategy (Constant, Infinite, and Variable) as described in Section III-A. The results from all trials with same number of candidate languages were averaged to produce the graphs in Fig. 9 . Looking at the plots for the Infinite timeout strategy, we see that it provides the best Accuracy and WER out of all the strategies, but also had the worst performance on RTF. The plots for the Constant timeout strategy show improvement on RTF at the cost of Accuracy and WER.
The Variable timeout strategy was clearly the best of the three, closely tracking the Accuracy and WER curve of the Infinite timeout strategy, while performing close to the monolingual ceiling on the RTF metric. Indeed, the difference in 90th percentile RTF for vs was barely perceptible for the Variable timeout strategy at relative, compared to a very noticeable relative for the Infinite timeout strategy. Under the Infinite (or Variable) strategy, recognition slowly degrades as the number of candidate languages increases. For candidate languages the degradation is around relative absolute-. Even for , the performance degradation is still acceptable, relative absolute-.
VII. SUMMARY
Through this paper we presented a novel end-to-end multilingual speech recognizer architecture developed at Google. This architecture supports multiple languages, allowing users to naturally interact with the system in several languages.
The language detection relies on the combination of a specific DNN-based LID classifier and the transcription confidences emitted by the individual speech recognizers. Thus, complementing the acoustic information exploited by the DNN-based LID classifier with the high-level information associated to the language model of the speech recognizer.
Unlike other approaches, this architecture establishes a mechanism to perform language selection in nearly real time. This allows users to transparent switch among different languages under the appearance of using a monolingual ASR.
We assessed the system in terms of both accuracy (speech recognition and LID performance) and response time in a large database including real traffic data and 34 languages. Results show that the proposed architecture is capable of managing multiple languages without significant impact on accuracy and latency compared to our monolingual speech recognizers.
