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Abstract 
In Bauslaugh (1995) we defined and explored the notion of homomorphic compactness for 
infinite digraphs. In this paper we show that there are exactly 2 ~° compact digraphs, up to 
homomorphic equivalence. We then define the notion of finite equivalence for infinite digraphs. 
We show that for almost any infinite digraph G, the class of digraphs which are finitely equiv- 
alent to G (modulo homomorphic equivalence) is either a proper class or consists of a single 
homomorphic equivalence class. For undirected graphs we show that this is true in all cases. We 
also examine some basic properties of a natural partial order we may impose on these classes 
of digraphs. 
1. Introduction 
A digraph G is an ordered pair (V(G),E(G))  where V(G) is a non-empty, possibly 
infinite set, and E(G)C_ V(G)× V(G). We will generally write uv to denote the edge 
(u, v). Note that we allow edges of  the form vv, called loops. 
By convention we will consider the size (or cardinality) of a digraph to be the size 
of  its vertex-set, and so IG[ is defined to be equal to IV(G)[. If each vE V(G) occurs 
in only finitely many edges of  G then we say that G is locally finite. 
I f  G and H are digraphs with V(G)c  V(H) and E(G)C_ E(H) then G is called 
a subdigraph of H and we write G _C H. 
An oriented path P of length n in a digraph G is a sequence Vo . . . . .  v,, of distinct 
vertices together with a set of n edges containing exactly one of 1)ivi+ 1 or Ui+lU i for 
each i from 0 to n - 1. These will be called Jorward and backward edges of P, 
respectively. If each edge of  P is of  the form uil)i+ | then P is called a directed path. 
An oriented cycle C of length n is a sequence Vo,...,v,7-1 of  distinct vertices together 
with a set of n edges containing exactly one of  vivi+l or Ui+ll)i for each i from 0 to 
n -  1 (with subscript addition performed modulo n). Forward and backward edges are 
defined as for oriented paths. I f  all edges of C are forward edges or all edges of C 
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are backward edges then C is called a directed cycle. Henceforth, we will use Dn to 
denote a directed cycle of  length n. The net length of an oriented cycle C, denoted 
net(C), is defined to be the absolute value of the difference between the number of 
forward and backward edges of  C. Note that the net length of an oriented cycle does 
not depend on which vertex in the cycle is chosen to be v0 or on the direction in 
which the cycle is traversed. A digraph G is said to be connected i f for all u, v E V(G) 
there is an oriented path from u to v in G. 
Let G and H be digraphs. A homomorphism from G to H is a mapping f : V(G) --+ 
V(H) sueh that uv E E(G) implies f (u ) f (v )EE(H)  for all u, v E V(G). We will often 
use the notation f : G ---+ H when f is a homomorphism from G to H. We write 
G -~ H to indicate that a homomorphism from G to H exists. A homomorphism is
said to preserve non-edges i f uv ¢_ E(G) implies f (u ) f (v )  ~ E(H) for all u, v E V(G). 
I f  a homomorphism f is a bijection and preserves non-edges then f is called an 
isomorphism. I f G ~ H and H --~ G then we write G +-+ H and say that G and H 
are homomorphically equivalent or simply equivalent. I f  G 7 c, H and H 74 G then 
G and H are said to be incompatible. A collection of digraphs is called mutually 
incompatible if the digraphs in the collection are pairwise incompatible. 
I f  A and B are sets of  finite digraphs we say that A and B are equivalent and 
write A ------ B if each digraph in A admits a homomorphism to some digraph in B, and 
vice versa. 
A homomorphism from a digraph G to itself is called an endomorphism of G. An 
endomorphism which is not a surjection is called a proper endomorphism. 
An isomorphism from G to itself is called an automorphism. 
A digraph G is called a core i f  every endomorphism of G is an automorphism 
of  G. This definition first appears in [2], where it is shown to be equivalent to standard 
definitions for finite digraphs. We say that a digraph H is a core of G i f  H is a core, 
H C G, and G --, H. I f  such an H exists for a given digraph G, we say that G contains 
a core. Cores of digraphs are extremely useful, as the core of  a digraph preserves many 
of  the interesting homomorphic properties of  the digraph, while lacking any extraneous 
structure. 
The sets we refer to in this paper are those of Zermelo-Fraenkel (ZF) set theory, 
and so every element of a set is itself a set. By a class we mean any well-defined 
collection of sets, e.g. the class of  all digraphs. Such a class may or may not be 
a set. A class which is not a set is called a proper class. We will assume the Axiom 
of  Choice [8] to hold throughout his paper. 
I f  ~c is a cardinal we denote the least cardinal arger than ~c by tc +. 
We say that a digraph H is homomorphically compact, or simply compact, i f  for 
every digraph G, we have G ~ H if and only if G ~ ---+ H for every finite G~C G. 
Observe that this condition is true for every digraph G if and only if it is true 
for every connected G. This notion of  compactness i  explored in [1], where it is 
shown that every compact digraph contains a core which is unique up to isomorphism. 
In Section 3 we show that there are exactly 2 s° compact digraphs, up to homomorphic 
equivalence. Some consequences of  this fact are discussed. 
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The study of homomorphic ompactness is the study of the extent to which the 
homomorphic properties of an infinite digraph are determined by its finite subdigraphs. 
In Section 4 we determine exactly those digraphs G for which G is determined, up 
to homomorphic equivalence, by its set of finite subdigraphs. We then show that for 
most other digraphs G, there is a proper class of pairwise inequivalent digraphs, each 
of which has the same set of finite subdigraphs (up to equivalence) as G. 
In Section 5 we discuss undirected graphs, and are able to improve the results of 
Section 4. We show that an undirected graph G is either determined up to homomorphic 
equivalence by its finite subgraphs, or there is a proper class of pairwise inequivalent 
graphs, each of which has the same set of finite subgraphs as G, 
2. Ordered classes of digraphs 
Throughout his paper, we will use --+ to impose a binary relation on the digraphs 
under discussion, i.e. G is related to H if G -~ H. This relation is reflexive and 
transitive, and so defines a natural partial order on homomorphic equivalence classes 
of digraphs. Many interesting properties of this ordering are examined in [3]. In this 
context, the digraph consisting of a single vertex v with a loop vv is particularly 
important. This digraph is named one because it is maximum with respect to -+, i.e., 
G ~ one for all digraphs G. 
We now define three operations which will be very useful to us. Let G and H be 
digraphs. We denote by G U H the disjoint union of G and H. We denote by G × H 
the categorical product of G and H, i.e., V(G x H)  = V(G) x V(H) and E(G × H) 
{(r,u)(s,r) : rs E E(G) and uv E E(H)}.  We denote by H d the digraph defined by 
V(H C) = { f  : f is a mapping from V(G) to V(H)} and E(H C) = { f ,q :uc~E(G)  
implies f (u) ,q(v)CE(H)}.  This digraph has also been called the map-graph [7]. 
Let G, H, and K be any digraphs. It is a simple exercise to verify the following 
facts: 
• G-~GUH andH~GUH,  
• i fG- - -~K and H--+ K then GUH-- -+K,  
• G×H~GandG×H-+H,  
• i fK~G and K-- -+H thenK~G×H,  
• one~H c if and only i fG~H.  
Slightly more difficult are the following [3]: 
• Ha×G- - ,H ,  
• K×G- - -+H if and only i fK~H (j. 
For any digraph G we define [G] to be the class of all digraphs which are homo- 
morphically equivalent o G. It is easy to verify that if [GI] = [G2] and [HI] = [H2], 
then [GI UHI ]  = [G2 UH2], [G1 x HI] = [G2 × H2], and [Gtl f~] = [G~4-~]. Thus, 
we may define U, ×, and exponentiation for two equivalence classes of digraphs by 
applying the given operation to two arbitrary representatives of the classes. Wherever 
it is appropriate to the context we will take G to mean [G]. 
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3. Compact digraphs 
In this section we examine the class of  all compact digraphs. We define c£ to be the 
class of all compact digraphs. Observe that (g is a proper class, since for any cardinal 
K, an independent set of size t¢ is a compact digraph. However, we may still hope to 
reduce ~ to a more reasonable size by partitioning it into homomorphic equivalence 
classes• We define ~ to be the class of all homomorphic equivalence classes of com- 
pact digraphs. Strictly speaking, we would like to define g to be a class containing 
one representative from each homomorphic equivalence class of compact digraphs, as 
a proper class cannot be an element of a class• One must be careful in these situations, 
and so we will verify that we can define ~ in this way. 
For each cardinal ~¢, let A~ be the set of all compact digraphs of cardinality x or 
less. Let B~ be a set of representatives of the homomorphic equivalence classes of A~ 
(this is possible since each such equivalence class is a set). Furthermore, choose the 
sets B~ so that B~ _C B/~ whenever ct ~< ft. We may now define g to be the union of all 
of  the BK. 
We will denote by S(G) the set of all finite subdigraphs of G, sometimes called the 
age of G. 
Theorem 1. The class ~ is a set and ]8[ = 2 ¢°. 
Proof. Observe that if G and H are compact digraphs such that S(G) = S(H),  then 
G ~-* H.  In other words, if G ~/~ H then S(G) ~ S(H). Thus, there can be no more 
equivalence classes of compact digraphs than there are distinct sets of finite digraphs. 
Clearly, there are exactly R0 distinct finite digraphs (up to isomorphism) and so 
there are no more than 2 ~° equivalence classes of compact digraphs. 
We must now show that there are at least this many distinct equivalence classes• 
It suffices to show that there exists a set of 2 ~° pairwise inequivalent compact digraphs. 
Let ~ be the set of all directed cycles of prime length. The elements of ~ are pairwise 
incompatible cores. We claim that for any nonempty subset ~ C ~, the disjoint union 
H~ = [ - Ja~ G is a compact digraph• Let K be any digraph and suppose that every 
finite subdigraph K ~ CK admits a homomorphism to 11:.:. Assume, without loss of 
generality, that K is connected. 
The digraph H~ is a disjoint union of  directed cycles of distinct prime lengths. I f  K 
contains no cycle C with net(C) > 0 then it is a simple matter to verify that K ~ Dn 
for any directed cycle Dn [7], and so K ~ H~. On the other hand, if K contains an 
oriented cycle C with net(C) = k > 0, then it is again easy to verify that C ---+ Dn if 
and only if n]k. This trivially implies that n<~k, and so there are only finitely many 
• r O components Dp, . . . .  Dp, of H~ such that C ---+ Dp. Let D = Ui=l p,. Since K is 
connected we know that K ~ H~ if and only if K ~ D. But D is finite, and so is 
compact [1]. Also, given any finite K ~ C K there exists a finite connected K"  such that 
K ~ C K"  C K, and C C K ' .  We know that K" ~ H:~, and so it must be the case that 
K"  ---+ D. Thus, K '  ~ D. Now by compactness K ~ D and so K ---+ H~. 
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Also observe that if c£1 7¢ N2 then H~, ~ H~,i,. Since ~ is countably infinite, it has 
2 ¢~' nonempty subsets, and so we are done. [] 
Corollary 2. There are exactly 2 ~° compact cores up to isomorph&m. 
Proof. Since every compact digraph contains a unique core [1], and the cores of homo- 
morphically equivalent digraphs are isomorphic [2], we know that every homomorphic 
equivalence class of  digraphs contains exactly one core. [] 
Note that in the proof of  Theorem 1, the 2 ¢° inequivalent digraphs we construct all 
have countable vertex sets. In other words, cardinality arguments give us no reason 
to believe that compact cores of uncountable size exist. However, in [1], we have 
shown that the well-known unit-distance graph (regarded as a symmetric digraph) is 
a compact core of  size 2 ~°. 
Open Problem 3. What is the maximum cardinality o f  a compact core? 
Since there are only 2 ¢° compact cores, we know there must be some cardinal ~,- 
such that every compact core has size at most ~c. However, we have no concrete upper 
bound at this point. It would not be surprising to find that there are no compact cores 
of size greater than 2 ¢° . It is shown in [12] that there exist cores of arbitrarily large 
cardinality, and so although we know that every, compact digraph contains a core, 
any sufficiently large core is not compact. The actual result contained in [12] is that 
there exist rigid digraphs of  arbitrarily large cardinality. A digraph G is called rigid 
if the only endomorphism of G is the identity, which clearly implies that G is a 
core. 
Since ff is a set, we may impose the partial order ~ on g to obtain a partially 
ordered set. Our next few results, in the spirit of  [3], show that the partially ordered 
set ( i f , -+) is in fact a distributive lattice with exponentiation. 
We claim that U and x define join and meet operations, respectively, for (~,-~). 
Given digraphs G and H, it is shown in [3] that G U H is the least upper bound of 
G and H with respect o ---+ and G x H is the greatest lower bound of G and H with 
respect to -~. It is also shown that U and × satisfy the distributive laws. Thus, it 
suffices to show that the class of compact digraphs is closed under U and ×. 
Lemma 4. I f  G and H are compact digraphs then G U H and G x H are compact. 
Proof. Let G and H be compact digraphs. Let K be a digraph such that all finite 
subdigraphs K t C K admit a homomorphism to G U H. Assume, without loss of gen- 
erality, that K is connected. It cannot be the case that there exist finite subdigraphs 
K', K"  C K such that K t 7~ G and K" 74 H, for then there would be a finite connected 
subdigraph of K containing K ~ and K". This finite subdigraph of K would admit no 
homomorphism to G U H. 
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Thus, it must be the case that every finite subdigraph K ~ of K admits a homomor- 
phism to G, or every finite subdigraph K ~ of  K admits a homomorphism to H. By 
compactness of  G and H we have K --+ G or K ~ H, so K ~ G UH,  and so we 
conclude that G U H is compact. 
Suppose now that all finite K'C_ K admit a homomorphism to G x H. Then since 
G x H ~ G and G x H ~ H, all such finite K / admit homomorphisms to both G 
and H. And so by compactness of  G and H we know that K --~ G and K --~ H, and 
so K - - - *GxH.  D 
The interested reader may verify that the non-disjoint union of  two compact digraphs 
can fail to be compact. 
We may also show that H a defines an exponentiation operation for ~.. Again, it is 
shown in [3] that this operation satisfies the properties of  an exponentiation operation, 
and so it suffices to prove that i f  G and H are compact hen H a is also compact. We 
will in fact prove the following stronger esult. 
Lemma 5. A digraph H is compact if and only if H a is compact for every digraph G. 
ProoL Suppose that H is compact and let G and Z be arbitrary digraphs uch that every 
finite subdigraph of  Z admits a homomorphism to H G. Let W be an arbitrary finite 
subdigraph of  Z x G. Then for some finite Z ~ C Z and G ~ C G we must have W C_ Z ~ x G t. 
But Z ~ ---+ H G and G ~ ---+ G so Z ~ x G ~ ---+ H c x G ~ H. Thus, every finite subdigraph 
of  Z x G admits a homomorphism to H,  and so Z x G --~ H. Therefore Z --+ H a. 
Now suppose that H is not compact. Then H °ne +-4 H and so H °ne is not compact. 
It is also possible to prove the more interesting fact that if G is a certificate of non- 
compactness for H,  then H a is not compact. [] 
Observe that the lattice (g, ---~) has a maximum element, namely one, and a minimum 
element, namely the trivial digraph with a single vertex and no edges. 
4. Finite equivalence 
In the study of compact digraphs, we are interested in studying the connection be- 
tween the existence of  homomorphisms of infinite digraphs and the existence of homo- 
morphisms of  finite digraphs. We therefore define the following notion: two digraphs 
G and H are finitely equivalent i f  for any finite G I _C G we have G / ---+ H, and vice 
versa. This is clearly an equivalence relation. 
Recalling the equivalence relation ~- we defined on sets of  finite digraphs, we may 
observe that two digraphs G and H are finitely equivalent exactly when S(G) =-- S(H). 
Digraphs which are homomorphically equivalent are certainly finitely equivalent, but 
finitely equivalent digraphs may not be equivalent (consider, for example, the Ray and 
the Line: Fig. 1). 
Q 
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In this section we will examine classes of digraphs which are pairwise finitely equiv- 
alent. Let c6~(G) be the class of all digraphs which are finitely equivalent o G, and let 
~N(G) be the class of  homomorphic equivalence classes of ~(G). Again, we should 
strictly consider .N(G) to be a class containing a representative from each homo- 
morphic equivalence class of  q6(G). If necessary this can be rigorously defined as 
before. We partially order ~(G)  by -*. 
We will discover in this section that ~(G)  can be a proper class. In other words, it 
is possible for there to exist a proper class of pairwise homomorphically inequivalent 
digraphs which are pairwise finitely equivalent. In fact, this will turn out to be true for 
'most' digraphs. 
We will also show that (Y (G) , -~)  has the properties of  a distributive lattice. It is 
not, strictly speaking, a lattice because a lattice must be defined on a set rather than 
a class. However, by slight abuse of terminology we will call an object a lattice if its 
ordering satisfies the properties of  a lattice, even if it is defined over a proper class. 
We again define the join and meet operations by using U and x, respectively. 
Theorem 6. For an), digraph G, (.~-(G),-~) is a distributive lattice. 
Proof. It suffices to show that C6(G) is closed under U and ×. If HI,H2 ~ C6(G), 
then certainly any finite subdigraph of G admits a homomorphism to H1 U H2. If K is 
a finite subdigraph of HI U//2, on the other hand, then any component of K must be 
a finite subdigraph of either Hi or //2, and so in either case admits a homomorphism 
to G. Thus, Ht UH2 is finitely equivalent to G. Note that this argument applies equally 
well to arbitrary unions of digraphs. 
Now, any finite subdigraph of G admits a homomorphism to both Ht and //2, and 
so admits a homomorphism to H1 x //2. Also, any finite subdigraph H of Hi × H2 
admits a homomorphism to G, since H1 x/42 --~ H~, and the image of H under such 
a homomorpbism is finite. Thus, H1 x / /2  is finitely equivalent o G. 
Unlike the set d ~ in the previous section, -~(G) is generally not closed under expo- 
nentiation. For example, given any digraph G, we have G cs ~ one since G ---* G, but 
one ~ ~-(G) unless G contains a loop. 
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The class Z(G)  is also unlike 8 in that it does not always contain a maximum 
element with respect o --% although it does always have a minimum element. Our 
next theorem proves this and more. We denote by So the digraph which is the disjoint 
union of all finite subdigraphs of a digraph G. 
Theorem 7. Let G be a digraph and let M be a diqraph in ~(G) .  The follow&9 are 
equivalent: 
1. M is maximal in the lattice (Z(G),---~), 
2. M is maximum in the lattice (~(G),---+), 
3. M is compact. 
Also, So is a minimum element of the lattice (Z(G),---~). 
Proof. (1)=~ (2): I f  M is a maximal element of (Z (G) ,~) ,  then M must be maxi- 
mum, since if H 74M for some H C Z(G)  then M U H is strictly greater than M. 
(2) => (1): Is trivial. 
(2) ~ (3): I f  M is maximum then given any H, all of whose finite subdigraphs 
admit homomorphisms to M, the digraph H U SM will be finitely equivalent to M, so 
H U SM ~ M, and therefore H --~ M. Thus M is compact. 
(3) => (2): I f  M is compact, then by definition H ~ M for any H finitely equivalent 
to M. 
The digraph So is always a minimum element of (~(G),---+), since each component 
of So is finite, and so maps to every other element of i f (G) .  [] 
Our next series of results deal with the possible sizes of i f (G) .  We will first char- 
acterize the digraphs G for which i f (G)  consists of a single homomorphic equivalence 
class. We will then show that in almost all other cases ~-(G) is a proper class. 
The case where o~(G) consists of a single homomorphic equivalence class is par- 
ticularly interesting. Since any digraph with the same set of finite subdigraphs as G is 
finitely equivalent to G, this condition implies that such a digraph must be homomor- 
phically equivalent to G, and so G is determined (up to homomorphic equivalence) by 
its set of finite subdigraphs. 
Lemma 8. The class ~,~( G) consists of a single homomorphic equivalence class if and 
only if there exists a digraph H ~ G such that H is compact and is a disjoint union 
of finite digraphs. 
Proof. Suppose that [if(G)[ = 1. Let H = So, so H is a disjoint union of finite 
digraphs. Obviously, H is finitely equivalent to G, and so H ~ G. Also, H is trivially 
maximum in Z(G) ,  and so H is compact. 
Now suppose there exists a compact digraph H which is a disjoint union of finite 
digraphs and is homomorphically equivalent o G. Clearly H ~-+ SH, and so H is 
minimum in o~(G). If  IZ(G)I > 1 then H is not maximum in i f (G) ,  and so H is not 
compact, a contradiction. [] 
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Obviously any finite digraph satisfies the conditions of this lemma. We have also 
already seen infinite compact digraphs which are disjoint unions of  finite digraphs, i.e. 
the digraphs H~ of Theorem 1. 
We now proceed to show that in most cases where [~(G)[  ¢ 1, it is a proper 
class. Our first result treats all cases where G is not finitely equivalent o a compact 
digraph. 
Lemma 9. I f  Z (G)  does not contain a compact digraph, then it is a proper class. 
Proof. Suppose that ~-(G) is not a proper class. Then ~(G)  is a set, so we may 
define a new digraph G* by G* = U#~,~(o)H. The digraph G* is finitely equivalent 
to G, and any H E ~(G)  admits a homomorphism to G*. Thus, G* is a maximum 
element of Z (G) ,  and so is compact. [] 
This result allows us to restrict our attention to digraphs G which are finitely equiv- 
alent to some compact digraph H. In this case ~(G)  = Y (H) .  Since H is homo- 
morphically equivalent o its core H' ,  we know that H ~ is also compact, and that 
~(H)  = ~-(H~). Thus, it is sufficient for our purposes to restrict our attention to the 
behavior of  ~(K)  when K is a compact core. 
Further results rely on the following lemma, in which we show that a certain density 
property is sufficient for ~(G)  to be a proper class. 
Lemma 10. Let H be a compact core which has an infinite component C. Suppose 
that for  any G E ~(H)  such that C 74 G, there exists a K such that G ~ K --~ H 
but C 74 K 74 G. Then ~(H)  is a proper class. 
ProoL Suppose that Z (H)  has the density property described above, and that ~(H)  
is a set. Since C is an infinite component of  H and H is a core, it cannot be the case 
that C admits a homomorphism to any finite subdigraph of H, and so C 7 4 SH. 
I I C74K ld We define a digraph Hc = kJKE.~(H)"~" This yields a digraph since Z(H)  is a set. 
Also, this union is nonempty since C 7 4 SH. Clearly, Hc is finitely equivalent o H. 
Since C is connected and C does not admit a homomorphism to any component of  Hc 
we know that C 7 4 Hc. By the density property, there must exist a digraph K such 
that Hc --~ K --~ H but C 7 4 K 7 4 Hc. 
Let K be such a digraph. Every finite subdigraph of K admits a homomorphism 
to H, and every finite subdigraph of H admits a homomorphism to Hc, and therefore 
to K. Thus K C ~(H) .  But C 7 4 K, so K --~ Hc; a contradiction. [] 
It is interesting to note that the key to both of  the preceding lemmas is the simple 
fact that the disjoint union of  a set of digraphs is a digraph, but the disjoint union of 
a proper class of  digraphs is not. It is also quite surprising that a very simple density 
condition is sufficient o force J~(G) to be a proper class. 
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The following method of proving density results is a very slight modification of 
a method discovered by Perles [1 1]. 
Lemma 11. Let G and H be digraphs, and let C be a component of H such that 
G --~ H but C 74 G. I f  there exists a digraph K such that C 74 K and K 74 G", then 
there exists a digraph K ~ such that G ~ K ~ --+ H and C 74 K' 74 G. 
Proof. Suppose that such a K exists for a given G, H and C. Since K 74 G H, we 
have K × H 74 G. Let K '  = (K × H)  U G. Then K'  74 G and G --+ K'. Furthermore, 
K × H ---+ H so K'  ~ H. Also, K x H --~ K, so K '  ~ K U G. Now C 74 K', since that 
would imply C --+ K or C --~ G. [] 
The conditions of  Lemma 1 1 require that H 74 G, so G H is loopless. The chromatic 
number of  G/4 is therefore always defined, and so we will often choose K to have 
a higher chromatic number than GH to ensure that K 74 G H. As usual we denote 
the chromatic number of  a digraph K by z(K). Note that z(K) may be an infinite 
cardinal. 
We now begin to apply these results to show that for many digraphs G, the class 
o~(G) is a proper class. We use og(G) to denote the length of  a shortest odd-length 
cycle in a digraph G. It is well known that if og(G) < og(H) then G 74 H [7]. 
Theorem 12. Let H be a compact core, and suppose H has an infinite component C
satisfying at least one of  the following: 
• C contains an oriented odd cycle, 
• C contains a directed cycle (including 2-cycles), 
• C contains the Line (Fig. 1 ). 
Then ~(H)  is a proper class. 
Proof. Let H be an infinite compact core, and let C be an infinite component of  H 
satisfying one of the above conditions. 
Suppose C contains an oriented odd cycle. Let n be the length of  some oriented odd 
cycle in C. Let G be any digraph in ~(H)  such that C 74 G. Note that G --~ H since 
H is compact. Let K be a graph with og(K) > n and z(K) > x(GH). The existence of 
such is shown in [4,9, 10] when z(G H) is finite and in [5,6] when z(G H) is infinite. 
Let K t be any orientation of  K. Then C 74 K ~ and K ~ 74 G/4. Applying Lemma 1 1 
we see that there is a digraph K" such that G ~ K" ~ H and C 74 K" 74 G. By 
Lemma 10 we see that J~(H) is a proper class. 
Suppose that C contains a directed cycle or the Line. Let G be a digraph in ~(H)  
such that C 74 G. Let ~c = z(G H) and let K be the transitive tournament with V(K) = 
{c~ : ~ < ~c + } and E(K) = {aft : :~ < fi < ~+}. Then C 74 K since K contains no Line 
and no directed cycle, and K 74 G" since z(K) > z(GH). Thus, applying Lemmas 1 1 
and 10 we see that i f (H)  is a proper class. [] 
B.L. Bauslaugh/Discrete Mathematics 167/168 (1997) 115-126 125 
Thus, if H is a compact core, we know that I~(H) t  = 1 or ,~-(H) is a proper class 
unless every infinite component of H is an acyclic bipartite digraph containing no Line. 
Furthermore, we know that if H is any digraph which is not finitely equivalent to some 
compact core, then -Y(H) is a proper class. 
Open Problem 13. Determine the size o fT (H)  when H is" a compact core and ever), 
infinite component of  H is an acyclic bipartite digraph containing no Line. 
Conjecture 14. For every digraph G either [,~-(G)I = 1 or Z (G)  is a proper class. 
To prove this conjecture it is sufficient o show that an appropriate density condition 
holds for oriented bipartite digraphs containing no Line. 
If H is a Line, then Theorem 12 yields the somewhat startling conclusion that there 
is a proper class of pairwise inequivalent digraphs, each of which is finitely equivalent 
to the Line. 
5. Graphs 
All of the results in this paper are true for undirected graphs as well, and the proofs 
are identical, except for the proofs of Theorems 1 and 12. Theorem 1 is easily proved 
for graphs using a different construction which we will not present here. Because bi- 
partite graphs are homomorphically equivalent to an edge, we may strengthen Theorem 
12 and obtain the following complete characterization for undirected graphs. 
As with directed graphs we use og(G) to denote the length of  a shortest odd-length 
cycle in a graph G. 
Theorem 15. IJ G is a graph then lY(G)[  = 1 or Y (G)  is a proper class. 
Proof, If G is not finitely equivalent o a compact core, then Y (G)  is a proper class, 
and so let H be a compact core which is finitely equivalent o G. If every component 
of H is finite then I~(H)]  = 1. 
Otherwise, let C be an infinite component of H. As in previous results, we know 
that C cannot admit a homomorphism to any finite subgraph of H. In particular, 
C cannot be bipartite since then it would map to a single edge, and so C must contain 
an odd cycle. Let G ~ be any graph in Y (G)  such that C /4  G'. Let K be a graph with 
og(K) > og(C) and Z(K) > z(G'H). The existence of such is shown when z(G 'H) is 
finite in [4,9, 10] and when 7~(G 'H) is infinite in [5,6]. Then C 74 K and K 74 G '#. 
By Lemmas 10 and l l  we see that ~(H)  is a proper class. [] 
Given any set S of finite graphs, there is at least one graph G such that S(G) =-- S 
(e.g. let G be the disjoint union of  the graphs in S). Given such a graph G, either 
[•(G)] = 1 or Y (G)  is a proper class, by the above result. Thus, for any set S of 
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finite graphs there is either a unique graph G, up to homomorphic equivalence, such 
that S(G)  - S ,  or there is a proper class of pairwise inequivalent graphs c~ such that 
S(G)  - S for each G E f#. 
6. Afterword 
The results in this paper also generalize nicely and in some cases nontrivially to 
more general relational structures: even those with infinitely many different ypes of 
relation. These may be the subject of a future paper. 
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