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SI-METHOD FOR SOLVING STIFF NONLINEAR BOUNDARY VALUE PROBLEMS
VOLODYMYR MAKAROV AND DENYS DRAGUNOV
Abstract. In the present paper, we thoroughly investigate the theoretical properties of the SI-method, which was firstly
introduced in [10] and proved to be remarkably stable when applied to a certain class of stiff boundary value prob-
lems. In particular, we provide sufficient conditions for the method to be applicable to the given class of two-point
boundary value problems as well as the corresponding error estimates. The implementation details of the method are
addressed. An open-source C++ implementation of the proposed method is freely available at the public repository
https://github.com/imathsoft/MathSoftDevelopment .
1. Introduction
The aim of the present paper is to provide a thorough theoretical justification of the SI-method
introduced in [10] specifically for the case of boundary value problems. In what follows, we give a
slightly different view on the SI-method as compared to that from [10] and provide sufficient conditions
that guarantee the method’s applicability (existence of the method’s approximation) to the given two
point boundary value problem for the second order ordinary differential equation (ODE).
Continuing the research begun in [10], we focus on the boundary value problem
(1) u′′(x) = N (u(x), x),
(2) u(a) = 0, u(b) = ub, a < b, 0 < ub ∈ R,
where
(3) N (u, x) ≡ N(u, x)u, N(u, x) ∈ C1(R× [a, b]), N ′u(u, x) ≥ 0, ∀x ∈ [a, b], ∀u ∈ R.
Condition (3) guarantees existence and uniqueness of the solution to BVP (1), (2) (see, [9, p. 331,
Theorem 7.26]).
In the present paper we are mostly interested in the cases when problem (1), (2) is stiff (see, [8]
[2]), in the sense that its solution u(x) possesses narrow intervals of rapid variation, known as the
boundary layers. In [10] the general idea of SI (”straight-inverse”) method was suggested for tackling
problems of this kind. The approach is based on a simple observation that in the boundary layers,
where |u′(x)| ≫ 1, the inverse function x(·) = u−1(·) (which, obviously, exists) is close to a constant.
The latter means that switching to the problem with respect to the inverse function x(u) whenever
the straight function changes rapidly is beneficial from the computational point of view. Despite
all the generality, simplicity and efficiency of the SI-method demonstrated in [10], the latter work
does not provide the necessary theoretical justification of the method needed to answer questions
about its range of applicability and approximation properties. Here we are aimed to start filling this
theoretical gap, admitting, however, that to cover the topic in depth definitely requires more than
one publication.
The paper is organized as follows. In Section 2 we explain the essence of the SI-method’s idea
through the concepts of ”straight”, ”inverse” and ”hybrid” problems. We show that the ”hybrid”
problem is more accessible from the computational point of view and has a unique solution which
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partly coincide with that of the original (”straight”) problem. In Section 3 we introduce a numerical
scheme for solving the ”hybrid” problem and investigate its properties. Section 4 is devoted to the
error analysis of the mentioned numerical scheme. Using the results from [15] we prove Theorem 6
about approximation properties of the SI-method applied to a BVP (1), (2), which, in effect, specifies
the statement of Proposition 2 formulated in [10] without a proof. Implementation aspects of the
SI-method are discussed in Section 5 and the numerical examples are presented in Section 6.
2. The ”straight”, ”inverse” and ”hybrid” problems.
In what follows we will always assume that together with the condition (3), which gives us existence
of the solution, the nonlinearity in the right hand side of equation (1) satisfies the inequality
(4) N(u, x) ≥ 0, ∀u ∈ [0,+∞), x ∈ [a, b],
which makes the solution’s behaviour more predictable, as it is stated by the lemma below.
Lemma 1. Let conditions (3) and (4) hold true. Then the solution u(x) to BVP (1), (2) is mono-
tonically increasing and convex on [a, b].
Proof. First of all, let us point out that
(5) u′(a) 6= 0.
Otherwise, according to the the Pickard-Lindelof Theorem (see, for example, [9, p.350]), whose
conditions are fulfilled, u(x) must totally coincide with 0 on [a, b], which contradicts the condition
u(b) = ub > 0.
Second, let us prove that u(x) > 0, ∀x ∈ (a, b]. Assume that the latter is not true and there exists
at least one point x1 ∈ (a, b) such that u(x1) ≤ 0. This immediately implies the existence of a point
b1 ∈ [x1, b), such that
(6) u(a) = u(b1) = 0, x1 ∈ (a, b1].
Obviously, function u(x) ≡ 0 also satisfies equation (1) which, in conjunction with condition (3),
allows us to apply the result of Theorem 21 from [11, p. 48] (the maximum principle) and prove that
neither u(x) nor −u(x) can achieve positive maximum on [a, b1] and, hence, u(x) = 0, ∀x ∈ [a, b1].
The latter means that u(0) = u′(0) = 0, which contradicts to (5)!?
The fact that u(x) is positive on (a, b] together with condition (4) means that
(7) u′′(x) ≥ 0, ∀x ∈ [a, b].
On the other hand, in the light of (5), the positiveness of u(x) on (a, b] immediately yields us
(8) u′(a) > 0.
Combining (7) and (8) we get the statement of the Lemma. 
From Lemma 1 it follows that, under conditions (3) and (4), the solution u(x) of BVP (1), (2)
can have at most one boundary layer, which (if exists) must be near the point x = b. The lemma
also guarantees that the solution is invertible on [a, b]. It is not difficult to verify that the ”inverse”
function u−1(·) = x(·) must be a solution to BVP
(9) x′′(u) = −N (u, x(u)) (x′(u))3 , u ∈ [0, ub],
(10) x(0) = a, x(ub) = b.
A few statements below give us some insight on the properties of the ”inverse” problem (9), (10).
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Lemma 2. Let N (u, x) ∈ C1([0, ub]× R) and function x∗(u) ∈ C2([0, ub]) be a solution to equation
(9), then
(11) x∗(u) = x∗(0) +
u∫
0
x′∗(0)dη√
1 + 2(x′∗(0))2
η∫
0
N (ξ, x∗(ξ))dξ
Proof. Let us consider an auxiliary initial value problem
(12) x′′(u) = −N (u, x∗(u))(x′)3, x(0) = x∗(0), x′(0) = x′∗(0).
From the assumptions of the lemma it follows that function x∗(u) is a solution to problem (12).
On the other hand, it is easy to see that the function in the right hand side of equality (11) is two
times continuously differentiable in some vicinity of point u = 0 and also satisfies problem (12) (see
[17, 0.1.2-6. Bernoulli equation]). The Picard-Lindelof Theorem (see, for example, [9, p. 350]),
whose conditions are fulfilled for the case of problem (12), states that x∗(u) is the unique (!) solution
to IVP (12). The latter immediately yields us the identity (11) and concludes the proof. 
Lemma 3. Let conditions of Lemma 2 hold true and function x∗(u) ∈ C2([0, ub]) be a solution to
BVP (9), (10) with a 6= b, then
x′∗(u) 6= 0, ∀u ∈ [0, ub].
Proof. From the representation (11) it follows that if x′∗(u) = 0 for some u ∈ [0, ub], then the
same is true for every point of the interval [0, ub] and x∗(u) = const. The latter is impossible since
x∗(0) = a 6= b = x∗(ub). The contradiction completes the proof. 
We see that under conditions (3) and (4) the solution to BVP (1), (2) is unique, invertible and the
inverse function is a solution to BVP (9), (10). The theorem below states that the opposite is also
true.
Theorem 1. Let conditions (3) and (4) hold true, then BVP (9), (10) has a unique monotone
solution whose inverse is the solution to BVP (1), (2).
Proof. The existence of a solution to BVP (9), (10) follows from the existence and monotonicity of
the solution u(x) to BVP (1), (2). The Whitney’s extension theorem (see [16, Theorem I]) guarantees
that function N (u, x) can be extended to a function from C1(R2). For each such an extension, the
conditions of Lemma 3 hold true, which means that any solution x(u) ∈ C2([0, ub]) to BVP (9), (10)
with the extended N(u, x) is invertible and (as it can be easily verified) the two times continuously
differentiable inverse function must satisfy problem (1), (2), coinciding with its unique solution u(x).
The latter yields us the uniqueness of x(u). 
We see that there is a strong and unambiguous connection between the ”straight” (1), (2) and
”inverse” (9), (10) problems. As it was mentioned above, if solution u(x) has a boundary layer near
the point x = b, then solution x(u) is close to a constant near the point u = ub. To utilize this
remarkable property we need to consider a one-parameter family of ”hybrid” problems defined as
follows: for the given value of parameter c ∈ (a, b), find a pair of two times continuously differentiable
functions u(x) and x(u) such that
(13) u′′(x) = N (u(x), x), x ∈ [a, c], u(a) = 0, u(c) 6= ub,
(14) x′′(x) = −N (u, x(u)) (x′(u))3 , u ∈ [u(c), ub], x(ub) = b,
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(15) x(u(c)) = c, x′(u(c)) =
1
u′(c)
.
The following theorem reveals how the solution to problem (13), (14), (15) relates to the solutions of
the ”straight” and ”inverse” problems.
Theorem 2. Let conditions (3) and (4) hold true, then for any c ∈ (a, b) there exists a unique pair of
functions u(x) and x(u) satisfying conditions (13), (14), (15). Furthermore, the following identities
hold true
u(x) = u(x), ∀x ∈ [a, c],
x(u) = x(u), ∀u ∈ [u(c), ub],
where u(x) and x(u) are the solutions to BVPs (1), (2) and (9), (10) respectively.
Proof. For any given c ∈ (a, b) we can easily construct a pair of two times continuously differentiable
functions u(x) and x(u) which is a solution to the ”hybrid” problem (13), (14), (15). Indeed, since,
according to Lemma 1, function u(x) is monotone, the pair defined like this
u(x) = u(x), ∀x ∈ [a, c],
x(u) = u−1(u), ∀u ∈ [u(c), ub]
fits all the requirements. The existence is proved.
Now, let N(u, x) be an extension of the original function, belonging to C1(R2) (it exists according
to the Whitney’s extension theorem, [16, Theorem I]). For any pair of functions u(x), x(u) satisfying
conditions (13), (14), (15) we can consider an auxiliary function
u∗(x) =
{
u(x), ∀x ∈ [a, c],
x
−1(u), ∀x ∈ (c, b],
which, according to Lemma 3, whose conditions are obviously fulfilled with x∗(u) = x(u) ∈ C2([u(c), ub]),
is well defined. From conditions (13), (14), (15) it follows that function u∗(x) belongs to C2([a, b])
and satisfies BVP (1), (2), which has a unique solution. This completes the proof. 
Let [b − ε, b] be a narrow ((b − a)/ε ≫ 1) interval of rapid variation for the solution u(x), where
u′(x) > 1 and u′(b) ≫ 1, also known as the boundary layer. Then for c = b − ε problem (13), (14),
(15) is non-stiff (or considerably less stiff, as compared to the original problem (1), (2)). Indeed, as
it was pointed out above, [b − ε, b] is the only boundary layer of the solution u(x), provided that
conditions (3) and (4) are satisfied. The latter allows us to assume that the variation of u(x) = u(x)
on [a, c] is rather moderate. The same can be concluded about the function x(u) = x(u), since,
apparently, 0 < x′(u) < 1, ∀u ∈ [u(c), ub].
The above property of the ”hybrid” problem is the key to the SI-method, which, instead of approx-
imating the solution of the original (potentially stiff) BVP (1), (2), solves the non-stiff (less stiff)
problem (13), (14), (15). In such a way, by solving a simpler, from the computational point of view,
problem we still get the solution of a more complex problem partially approximated (Theorem 2).
Granted, the SI-method does not allow us to approximate solution u(x) on [c, b]. The latter, however,
is a fundamental problem: to get an efficient approximation of a function on an interval where its
derivatives can take arbitrary big absolute values.
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3. SI-method for boundary value problems and its numerical properties
Let c be some arbitrary fixed point from (a, b). In order to approximate solution of problem (13),
(14), (15) we suggest to divide the intervals [a, c] and [0, ub] into subintervals
(16) δx =
{
[xi−1, xi], i ∈ 1, N1
}
,
x0 = a, xN1 = c, xi−1 < xi ∀i ∈ 1, N1
and
(17) δu =
{
[ui−1, ui], i ∈ 1, N2
}
u0 = 0, uN2 = ub, ui−1 < ui, ∀i ∈ 1, N2
respectively.
Consider a pair of functions u˜(x) and x˜(u) satisfying the following conditions:
(1) function u˜(x) is a solution to the equation
(18) u˜′′(x) = α(Px(u˜′(x)),Px(u˜(x)), x)u˜(x), x ∈ [a, c], u˜(x) ∈ C1([a, c]),
where
Px(f(x)) = f(xi), x ∈ [xi, xi+1], ∀i ∈ 0, N1 − 1,
(19) α(Px(u˜
′(x)),Px(u˜(x)), x) = αi(u˜
′(xi), u˜(xi), x), x ∈ [xi, xi+1], ∀i ∈ 0, N1 − 1,
αi(u
′, u, x) = (N ′u(u, xi)u
′ +N ′x(u, xi)) (x− xi) +N(u, xi), ∀i ∈ 0, N1 − 1
and satisfy the inequality
(20) 0 < u˜(c) < ub;
(2) function x˜(u) is a solution to the equation
(21) x˜′′(u) = β(Pu(x˜′(u)),Pu(x˜(u)), u) (x˜′(u))
3
, u ∈ [u˜(c), b], x˜(u) ∈ C1([u˜(c), b]),
where
Pu(f(u)) = f(u¯i), u ∈ [u¯i, u¯i+1],
(22) β(Pu(x˜
′(u)),Pu(x˜(u)), u) = βi(x˜′(u¯i), x˜(u¯i), u), u ∈ [u¯i, u¯i+1],
βi(x
′, x, u) = − (N ′u(u¯i, x) +N ′x(u¯i, x)x′) (u− u¯i)−N (u¯i, x),
(23) u¯i =
{
ui, ui > u˜(c),
u˜(c) ui ≤ u˜(c), ∀i ∈ 0, N2 − 1.
(1
(3) functions u˜(x) and x˜(u) satisfy the boundary conditions
(24) u˜(0) = 0, x˜(ub) = b.
and the ”matching” conditions
(25) x˜(u˜(c)) = c, x˜′(u˜(c)) =
1
u˜′(c)
.
Lemma 4. Let u˜(x) and x˜(u) be a pair of functions, satisfying conditions 1, 2, 3. Then the inverse
function x˜−1(x) exists on [c, b] and belongs to C1([c, b]).
(1As one can notice, u¯i = u¯j = u˜(c), ∀i, j ∈ 0, N2 − 1 |ui, uj ≤ u˜(c)
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Proof. Indeed, from (21), (22) it follows that
(26) x˜′(u) =
u˜′(c)√√√√1− 2 (u˜′(c))2
( ∑
i|u¯i+1<u
u¯i+1∫
u¯i
βi(x˜′(u¯i), x˜(u¯i), η)dη +
u∫
u¯k|u¯k+1≥u
βi(x˜′(u¯i), x˜(u¯i), η)dη
) .
The fact that u˜(x) is continuously differentiable on [a, c] and condition (25) yield us
u˜′(c) 6= 0,
which, in the light of formula (26), automatically guarantees that x˜(u) is monotone on [u˜(c), ub]. This
completes the proof. 
Definition 1. Let functions u˜(x), x˜(u) satisfy conditions 1, 2, 3. Then function
(27) u(x) =
{
u˜(x) x ∈ [a, c],
x˜−1(x) x ∈ [c, b]
is called an SI-approximation of the solution to BVP (1), (2).
Theorem 3. Let conditions (3), (4) and
(28) N ′xu(u, x), N
′
uu(u, x) ≥ 0, ∀u ∈ [0, ub], ∀x ∈ [a, b]
hold true. Then the SI-approximation u(x) (27) exists for arbitrary
c ∈ (a, b).
In order to prove Theorem 3 we first need to prove a few auxiliary statements below.
Lemma 5. Let u˜ν(x) ∈ C1([a, c]) denote the solution to equation (18), (19) subjected to initial
conditions
(29) u˜ν(0) = 0, u˜
′
ν(0) = ν > 0
and let conditions (3), (4) and (28) hold true. Then ∀ν, ν¯ ∈ (0,+∞), ∀x ∈ [a, c]
(30) u˜ν(x) > u˜ν¯(x),
(31) u˜′ν(x) > u˜
′
ν¯(x),
provided that
(32) ν > ν¯.
Proof. Let u˜ν,µ,i(x) ∈ C1([a, c]) denote the solution of equation (18), (19) subjected to initial condi-
tions
(33) u˜(xi) = µ, u˜
′(xi) = ν, µ ≥ 0, ν > 0, ∀i ∈ 0, N1 − 1
so that
u˜ν(x) ≡ u˜ν,0,0(x).
Let us fix some arbitrary
j ∈ 0, N1 − 1
and assume that
(34) u˜′νj ,µj ,j(xj), u˜
′
ν¯j,µ¯j ,j
(xj) > 0, u˜
′
νj ,µj ,j
(xj) > u˜
′
ν¯j ,µ¯j ,j
(xj),
(35) u˜νj ,µj ,j(xj), u˜ν¯j ,µ¯j ,j(xj) ≥ 0, u˜νj ,µj ,j(xj) ≥ u˜ν¯j ,µ¯j ,j(xj).
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Under the conditions of Lemma and assumptions (34), (35) we are going to prove that
(36) u˜νj,µj ,j(x) > u˜ν¯j,µ¯j ,j(x), ∀x ∈ (xj , xj+1],
(37) u˜′νj,µj ,j(x) > u˜
′
ν¯j,µ¯j ,j
(x), ∀x ∈ (xj , xj+1].
By definition, functions u˜νj ,µj ,j(x), u˜ν¯j,µ¯j ,j(x) satisfy equations
(38) u˜′′νj ,µj ,j(x)− αj(νj , µj, x)u˜νj ,µj ,j(x) = 0, ∀x ∈ [xj , xj+1],
(39) u˜′′ν¯j ,µ¯j ,j(x)− αj(ν¯j , µ¯j, x)u˜ν¯j ,µ¯j ,j(x) = 0, ∀x ∈ [xj , xj+1]
respectively. It is easy to verify, that under conditions (3), (4), (28) the inequality
(40) αj(νj, µj, x) ≥ αj(ν¯j, µ¯j, x) ≥ 0, ∀x ∈ (xj , xj+1]
holds true.
Subtracting (39) from (38) and using inequalities (40), we get the estimate
(41) w′′(x)− αj(νj , µj, x)w(x) ≥ 0, w(x) = u˜νj ,µj ,j(x)− u˜ν¯j,µ¯j ,j(x), ∀x ∈ [xj , xj+1].
From (34) and (35) it follows that
w(xj) ≥ 0, w′(xj) > 0,
which, in conjunction with the maximum principle (which is applicable to w(x) as well, see, for
example, [11, Theorem 3, 4, p. 6–7])), yields us a fact that
w′(x) > 0, ∀x ∈ [xj , xj+1].
The latter automatically implies inequalities (36) (37).
By now we proved that if conditions (34), (35) hold true for some j ∈ 0, N1 − 1 then they are also
fulfilled for j + 1 with
νj+1 = u˜
′
νj,µj ,j
(xj+1), µj+1 = u˜νj ,µj ,j(xj+1)
ν¯j+1 = u˜
′
ν¯j ,µ¯j ,j
(xj+1), µ¯j+1 = u˜ν¯j ,µ¯j ,j(xj+1).
Under the assumptions of the Lemma, inequality (32) implies conditions (34), (35) for j = 0 with
ν0 = ν, µ0 = 0,
ν¯0 = ν¯, µ¯0 = 0
and the rest obviously follows from what was proved above and the principle of mathematical induc-
tion. This completes the proof. 
Lemma 6. Let the conditions of Lemma 5 hold true. Then the functions u˜ν(x) and u˜
′
ν(x), as functions
of parameter ν, are continuous on [0,+∞), ∀x ∈ [a, c].
Proof. The statement of the Lemma almost immediately follows from the corresponding theorem
about continuity of solutions of IVPs with respect to initial conditions and parameters (see, for
example, [9, Theorem 8.40, p 372]). 
Lemma 7. Let the conditions of Lemma 5 hold true. Then there exists a unique value ν∗ > 0 such
that
(42) u˜ν∗(c) = ub.
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Proof. From conditions (3), (4) and (28) and the maximum principle it follows that
u˜ν(x) > ν(x− a), ∀x ∈ [a, c], ∀ν > 0.
The latter yields us the inequality
u˜ν(c) > ub
provided that
ν ≥ ub
c− a,
which, in conjunction with the obvious equality
u˜0(c) = 0,
Lemma 6 and the Bolzano’s theorem, provides us the existence of ν∗ mentioned in the Lemma. The
uniqueness follows from the monotonicity properties of u˜ν(x) as a function of ν (Lemma 5). 
Lemma 8. Let the conditions of Lemma 5 hold true and let x˜ν(u) ∈ C1([u˜ν(c), ub]) denote the
solution to equation (21), (22) subjected to initial conditions
(43) x˜ν(u˜ν(c)) = c, x˜
′
ν(u˜ν(c)) =
1
u˜′ν(c)
, ν ∈ [0, ν∗]
where ν∗ was introduced in Lemma 7. Then φ(ν) = x˜ν(ub) is a continuous function of ν ∈ (0, ν∗)
and
(44) lim
ν↑ν∗
φ(ν) = c.
Additionally to that, there exists ν∗ ∈ (0, ν∗), such that
(45) φ(ν∗) > b.
Proof. We start by proving that the function φ(ν) = x˜ν(ub) is continuous on (0, ν
∗).
It is easy to see that on each interval [u¯i, u¯i+1], i ∈ 0, N2 − 1 function x˜ν(u) can be expressed in a
recursive way
(46) x˜ν(u) = x˜ν,i(u) =
u∫
u¯i
x˜ν,i−1(u¯i)dη√
1− 2 (x˜ν,i−1(u¯i))2
η∫
u¯i
βi
(
x˜′ν,i−1(u¯i), x˜ν,i−1(u¯i), ξ
)
dξ
+ x˜ν,i−1(u¯i),
where
(47) u¯0 = u˜ν(c), x˜ν,−1(u¯0) = c, x˜′ν,−1(u¯0) =
1
u˜′ν(c)
.
According to the definition of u¯i given in (23), some intervals [u¯i, u¯i+1] have zero measure, containing
a single point u˜ν(c). This, however, does not affect correctness of the reasoning below.
From (46) it follows that
x˜ν,i(u¯i+1) = φi(x˜
′
ν,i−1(u¯i), x˜ν,i−1(u¯i), u¯i),
x˜′ν,i(u¯i+1) = ψi(x˜
′
ν,i−1(u¯i), x˜ν,i−1(u¯i), u¯i),(48)
u¯i = u¯i(u¯i−1),
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where
(49) φi(x
′, x, u) =
u¯i+1∫
u
x′dη√
1− 2 (x′)2
η∫
u
βi (x′, x, ξ) dξ
+ x, u ≤ u¯i+1,
(50) ψi(x
′, x, u) =
x′√
1− 2 (x′)2
u¯i+1∫
u
βi (x′, x, ξ) dξ
, u ≤ u¯i+1,
(51) u¯i(u) =
{
ui, u < ui,
u, u ≥ ui,
i ∈ 0, N2 − 1.
It is easy to see that the functions (49), (50) and (51) are all the continuous functions of their
arguments, which, in conjunction with the recursive formulas (48) and initial conditions (47), implies
that x˜ν(ub) is continuously dependent on u˜
′
ν(c), u˜ν(c). On the other hand, according to Lemma 6 the
latter two quantities are also continuous functions of the parameter ν, which completes the first part
of the proof.
To prove equality (44) we can, without loss of generality, to assume that ν < ν∗ is so close to ν∗ that
u¯N2−1 ≤ u˜ν(c) < u¯N2 = ub.
This allows us to reduce the limit in the left hand side of (44) to the following form
lim
ν↑ν∗
x˜ν(ub) = c + lim
ν↑ν∗
ub∫
u˜ν(c)
dη√
(u˜′ν(c))
2 − 2
η∫
u˜ν(c)
βN2−1(1/u˜′ν(c), c, u˜ν(c))dξ
.
Apparently, the limit of the last term in the right hand side of the later equality is equal to 0 (since
u˜ν(c) tends to ub as ν tends to ν
∗), which proofs the target equality (44).
x˜ν(u)− c =
u∫
u˜ν(c)

(u˜′ν(c))2 − 2
η∫
u˜ν(c)
β
(
Pu(x˜
′
η(ξ)),Pu(x˜ν(ξ)), ξ
)
dξ


− 1
2
dη
≥
u∫
u˜ν(c)

(u˜′ν(c))2 + 2
η∫
u˜ν(c)
(Tξ +M(ξ − u˜ν(c)))dξ


− 1
2
dη
=
u∫
u˜ν(c)
[
(u˜′ν(c))
2
+ T (η + u˜ν(c)) (η − u˜ν(c)) +M (η − u˜ν(c))2
]− 1
2
dη
≥
u∫
u˜ν(c)
[
(u˜′ν(c))
2
+
(
T
2
√
M
(η + u˜ν(c)) +
√
M (η − u˜ν(c))
)2]− 12
dη
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=
1
Q
ln
(
Qη +Ru˜ν(c) +
√
(u˜′ν(c))
2 + (Qη +Ru˜ν(c))
2
)∣∣∣∣
η=u
η=u˜ν(c)
=
1
Q
ln

Qu+Ru˜ν(c) +
√
(u˜′ν(c))
2 + (Qu+Ru˜ν(c))
2
T√
M
u˜ν(c) +
√
(u˜′ν(c))2 +
(
T√
M
u˜ν(c)
)2


≥ 1
Q
ln


T√
M
u
T√
M
u˜ν(c) +
√
(u˜′ν(c))2 +
(
T√
M
u˜ν(c)
)2


(52) ≥ 1
Q
ln


T√
M
u
u˜′ν(c)
(
T√
M
(c− a) +
√
1 +
(
T√
M
(c− a)
)2)

 ,
where
T = max {N(u, x) | x ∈ [c, b], u ∈ [0, ub]} ,
M = max {1,max {N ′u(u, x) + |N ′x|(u, x)(b− a) | x ∈ [c, b], u ∈ [0, ub]}} (2
Q =
T + 2M
2
√
M
, R =
T − 2M
2
√
M
.
Taking into account that, according to Lemma 6, u˜ν(c) tends to 0 as ν tends to 0 from above, the
estimate (52) yields us the limit equality
From the estimate (52) we get that
u˜ν(ub) > b
provided that
(53) 0 ≤ u˜′ν(c) <
exp (Q(b− c)) T√
M
ub(
T√
M
(c− a) +
√
1 +
(
T√
M
(c− a)
)2) = u˜′∗.
According to Lemma 7, the latter inequality has nonempty set of solutions with respect to ν, any of
them can be taken for the ν∗ mentioned in the Lemma. This concludes the proof. 
Proof of Theorem 3. The statement of Theorem 3 immediately follows from Lemma 8 and the Bolzano’s
intermediate value theorem being applied to function
f(ν) = x˜ν(ub)− b, ν ∈ [0, ν∗],
where ν∗ is defined in Lemma 7. 
Remark 1. In scope of Lemma it was proved that if functions u˜(x) and x˜(u) satisfy conditions (18),
(19), (20), (21), (22), (23), (24), (25), then u˜′(c) is bounded from below (see inequality (53)) by a
constant u˜′∗, depending on the function N(u, x), and values a, b, c.
It is also not difficult to prove a similar estimate for u˜′(c) from above as stated in the following
lemma
(2Here we used an obvious inequality u¯ix˜′ν(u¯i) ≤ x˜ν(u¯i) − a ≤ b− a.
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Lemma 9. Let functions u˜(x) and x˜(u) satisfy conditions (18), (19), (20), (21), (22), (23), (24),
(25), then u˜′(c) is bounded from above
(54) u˜′(c) ≤ u˜′∗ def= ub
b− c.
4. Error analysis of the SI-method applied to BVP
Lemma 10. Let conditions (3), (4) hold true and function uˆ(x) ∈ C2([a, a + δ]), δ > 0 satisfies
equation (1) and initial conditions
uˆ(a) = 0, uˆ′(a) > 0.
Then
uˆ′(x) > 0 ∀x ∈ [a, a+ δ].
Proof. The statement can be proved using reasoning similar to that used to prove Lemma 1. 
Lemma 11. Let conditions (3), (4) hold true and function xˇ(u) ∈ C2([ub − δ, ub]), δ > 0 satisfies
equation (9) and initial conditions
xˇ(ub) = b, xˇ
′(ub) > 0.
Then
xˇ′(u) > 0, ∀u ∈ [ub − δ, ub].
Proof. The statement follows from the fact that, under the assumptions of lemma, the derivative of
function xˇ(u) at each point of interval [ub − δ, ub] should satisfy the equality
xˇ′(u) =
xˇ′(ub)√
1 + 2 (xˇ′(ub))
2
ub∫
u
N (η, xˇ(η))dη
,
whose right-hand side cannot change its sign, remaining positive for all u ∈ [ub − δ, ub]. 
Theorem 4. Let for every possible discretization δx,u = {δx, δu} (16), (17), with sufficiently small
maximal step size
(55) h = max
{
max
i∈1,N1
(xi − xi−1), max
i∈1,N2
(u¯i − u¯i−1)
}
> 0,
there exists a pair of functions u˜(x) = u˜(x, δx,u) and x˜(u) = x˜(u, δx,u) satisfying conditions (18), (19),
(20), (21), (22), (23), (24), (25). Then, for h sufficiently small and for each such a pair u˜(x), x˜(u),
there exists a function xˆ(u) ∈ C2([0, ub]), which satisfies equation (9) subjected to initial conditions
(56) xˆ(0) = u˜−1(0) = a, xˆ′(a) =
1
u˜′(a)
,
and the following estimates hold true:
(57) ‖u˜(x)− uˆ(x)‖[a,c],1 ≤ κ1h2,
(58) ‖x˜(u)− xˆ(u)‖[u¯0,ub],1 ≤ κ2h2,
where
uˆ(x)
def
= xˆ−1(x), xˇ(u)
def
= uˇ−1(u),
f (k)(ξ)
def
=
dk
dξk
f(x), ‖f(ξ)‖[ξ1,ξ2],i def= max
ξ∈[ξ1,ξ2]
{|f (0)(ξ)|, . . . , |f (i)(ξ)|}
and the constants constants κ1, κ2 > 0 depend on the BVP (1), (2) only.
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Proof. Logically, we consider the proof to be consisting of 3 parts, where each subsequent part relies
on the result of the previous ones. For the convenience of the reader, we make this division explicit
by adding the corresponding headers.
Part 1 : existence of xˆ(u) on [0, u˜(c)] and estimate (57).
It is easy to see that if function uˆ(x), which is inverse to the function xˆ(u), exists on [a, c], then it
must be the solution to equation (1) subjected to the initial conditions
(59) u(a) = 0, u′(a) =
1
xˆ′(0)
.
Let us fix some arbitrary ε > 0.
Rewriting the IVP (1), (59) in an equivalent vector form
(60) u˙(x)
def
=
[
u′′(x)
u′(x)
]
= F(u(x), x)
def
=
[ N (u(x), x)
u′(x)
]
, u˙(a) =
[
1/xˆ′(0)
0
]
,
and applying the Picard-Lindelof Theorem (see, for example, [9, p. 350]) to it, we conclude that the
solution uˆ(x) exists at least on
[a, c1] , c1 = min
{
a+
ε
2M
, c
}
where
M = max
(u,x)∈Dε
‖F(u, x)‖ , Dε = Dε,u × Dε,u′ × [a, c].
Dε,u = {u ∈ R | − ε ≤ u ≤ ub + ε} ⊇
{
u ∈ R | min
x∈[a,c]
u˜(x)− ε ≤ u ≤ max
x∈[a,c]
u˜(x) + ε
}
,
Dε,u′ = {u ∈ R | − ε ≤ u ≤ u˜′∗ + ε} ⊇
{
u ∈ R | min
x∈[a,c]
u˜′(x)− ε ≤ u ≤ max
x∈[a,c]
u˜′(x) + ε
}
,
and, in addition to that,
(61) ‖u(x)− u(a)‖ ≤ ε
2
, ∀x ∈ [a, c1].
To simplify the proof, we assume that
h < c1 − a.
The latter, guarantees, that the set
I1 =
{
i ∈ 1, N1 | xi < c1
}
is not empty.
It is easy to see, that on each interval [xi−1, xi], i ∈ I1, the differences u˜(k)(x)− uˆ(k)(x), k = 0, 1 can
be estimated from the Cauchy problem
(62)
Z˙i(x) =
[
0 1
αi−1(u˜′(xi−1), u˜(xi−1), x) 0
]
Zi(x) +
[
0
(N(uˆ(x), x)− αi−1(u˜′(xi−1), u˜(xi−1), x)) uˆ(x)
]
,
x ∈ [xi−1, xi], Zi(xi−1) = Zi−1(xi−1),
where
Zi(x) =
[
zi(x)
z′i(x)
]
, zi(x) = uˆ(x)− u˜(x), x ∈ [xi−1, xi], Z0(x) ≡ 0, i ∈ I1.
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From (62), using (61), we get the recursive estimates
(63) ‖Zi(x)‖ ≤ (1 + hiQ)‖Zi−1‖+ E
xi∫
xi−1
‖Zi(ξ)‖dξ + h3iK, x ∈ [xi−1, xi], i ∈ I1,
where ‖Zi(x)‖ = max{|zi(x)|, |z′i(x)|}, x ∈ [xi−1, xi], ‖Zi‖ def= max
x∈[xi−1,xi]
‖Zi(x)‖, hi = xi − xi−1
E = max {1, R} , R = L0 + (c− a)L1 (u˜′∗ + 1) ≥ max
x∈[xi−1,xi]
|αi−1(u˜′(xi−1), u˜(xi−1), x)|, ∀i ∈ I1,
Q = (ub + ε) (L1 + (c− a) (L1 + L2 (u˜′∗ + 1)))
≥ max
x∈[xi−1,xi]
|uˆ(x)(αi−1(u˜′(xi−1), u˜(xi−1), x)− αi−1(uˆ′(xi−1), uˆ(xi−1), x))|, ∀i ∈ I1,
K =
ub + ε
2
(
L2 (u˜
′∗ + ε+ 1)2 + L1L0(ub + ε)
)
≥ 1
2
max
x∈[xi−1,xi]
|uˆ(x) (N(uˆ(x), x)′′xx) |, ∀i ∈ I1,
Lk = max
{∣∣∣∣dkN(u, x)duidxj
∣∣∣∣ : i, j ∈ N, i+ j = k, u ∈ Dε,u, x ∈ [a, c]
}
.
In the estimates above we actively used result of Lemma 9.
Applying the Gronwall’s inequality (see, for example, [12, p. 22]) to (63) we get the estimate
(64) ‖Zi‖ ≤
(
(1 + hiQ) ‖Zi−1‖+ h3iK
)
exp (hiE) , i ∈ I1,
which, when used recursively, yields us
(65) ‖Zi‖ ≤ K
i∑
j=1
h3j
i∏
k=j+1
(1 + hkQ)
i∏
k=j
exp (hkE)
≤ Kh2
i∑
j=1
hj
i∏
k=j+1
(1 + hkQ)
i∏
k=j
exp (hkE)
≤ Kh2
i∑
j=1
hj
i∏
k=j+1
exp (hkQ)
i∏
k=j
exp (hkE)
≤ Kh2
i∑
j=1
hj
i∏
k=1
exp (hkQ)
i∏
k=1
exp (hkE) ≤ Kh2
i∑
j=1
hj exp
(
(Q+ E)
i∑
k=1
hk
)
≤ Kh2(c− a) exp ((Q+ E)(c− a)) def= κ1h2.
So far we have proved that estimate (65) holds true for all i ∈ I1. At the same time, one can notice
that the last expression in the chain of inequalities (65) does not depend on i. This, in particular,
means that if we require that h is small enough to ensure inequality
κ1h
2 ≤ ε
2
then using precisely the same reasoning as above we can prove that the solution u(x) of the Cauchy
problem (60) exists at least on
[a, c2], c2 = max
i∈I1
{xi}+ ε
2M
.
Apparently, repeating the procedure not more than N1 times, we will prove that the solution uˆ(x)
exists on [a, c] and
‖u˜(x)− uˆ(x)‖[a,c],1 ≤ κ1h2.
The latter yields us the asymptotic equality (57).
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x
u
A B
C
Du˜(c)
uˆ(c)
c
u˜(x)uˆ(x)
(a) Case u˜(c) < uˆ(c).
x
u
A B
C
Du˜(c)
uˆ(c)
c c+ δ
uˆ(x)u˜(x)
(b) Case u˜(c) ≥ uˆ(c).
Figure 1. Caption
So far, we proved that the solution uˆ(x) to the IVP (1), (59) exists at least on [a, c]. By means of
inequality (65), it is not difficult to prove that the solution exists on a bigger interval
[a, c+ δ], δ = min
{ ε
2M¯
, b− c
}
, M¯ = max {‖F(u, x)‖ : (u, x) ∈ Dε,u × Dε,u′ × [a, b]} .
Part 2 : estimate (58) for u = u˜(c).
Now we want to proceed by proving the estimate (58). However, to do so, first we need to get
estimates of differences |x˜(u)− xˆ(u)|, |x˜′(u)− xˆ′(u)| at point u = u˜(c). Let us begin with considering
the case when u˜(c) < uˆ(c), which is illustrated on Fig. 1a. As it can be seen from the corresponding
illustration, we want to get an estimate of the length segment |AD|, which is a part of cathetus AB
of the right triangle △ABC. The triangle is constructed in such a way, that its hypotenuse BC lies
on the tangent line to curve u = u˜(x) at the point x = xˆ(u˜(c)), which yields us
(66) |c− xˆ(u˜(c))| = AD ≤ AB = AC
tan∠ABC ≤
κ1h
2
tan∠ABC ≤
κ1h
2
u˜′∗ − |c− xˆ(u˜(c))|u˜′′∗
,
where u˜′∗ is the constant mentioned in Remark 1 and
u˜′′∗ = (L0 + (c− a)L1 (u˜′∗ + 1)) ub ≥ u˜′′(x) = α(Px(u˜′(x)),Px(u˜(x)), x)u˜(x), ∀x ∈ [a, c].
In the last inequality from (66) we used the estimate
u˜′(xˆ(u˜(c))) = tan∠ABC ≥ u˜′(c)− |c− xˆ(u˜(c))|u˜′′(c) ≥ u˜′(c)− |c− xˆ(u˜(c))|u˜′′∗.
Requiring additionally that
(67) |c− xˆ(u˜(c))|u˜′′∗ ≤ u˜
′
∗
4
, |c− xˆ(u˜(c))| ≤ c− a(3,
from (66) we get the estimate
(68) |c− xˆ(u˜(c))| ≤ 4κ1h
2
3u˜′∗
.
In the light of estimate (68), the requirement (67) can be granted by bounding the magnitude of
h > 0 from above:
(69) h2 ≤ 3u˜
′
∗
4P
min
{
u˜′∗
4u˜′′∗
, c− a
}
,
which is absolutely acceptable from the point of view of the current proof.
(3The purpose of this requirement is just to ensure that we operate whithing interval [a, c].
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We continue by considering the case when u˜(c) ≥ uˆ(c), which is illustrated on Fig. 1b. Similarly to
the above, we have that
(70) |c− xˆ(u˜(c))| = AD ≤ AB = AC
tan∠ABC ≤
κ1h
2
tan∠ABC =
κ1h
2
uˆ′(c)
≤ κ1h
2
u˜′∗ − Ph2
,
where in the last inequality we used estimate (65) and Remark 1, i.e,
0 < uˆ′(c) ≥ u˜′(c)− κ1h2 ≥ u˜′∗ − κ1h2.
Requiring that
(71) κ1h
2 ≤ u˜
′
∗
4
, |c− xˆ(u˜(c))| ≤ δ
from (70) we again get the estimate (68). Requirement (71) can be restated in terms of restriction
on h :
(72) h2 ≤ u˜
′
∗
4κ1
min {1, 3δ} .
It is not difficult to verify that conditions (67) and (71) yield the estimate
(73) uˆ′(xˆ(u˜(c))) ≥ u˜
′
∗
2
,
which will be used below.
To obtain the corresponding estimated for the derivatives, i.e. |x˜′(u)− xˆ′(u)|, at point u = u˜(c), we
again consider the same two cases introduced above. It is easy to see that for the case illustrated on
Fig. 1a, we get
(74) |x˜′(u˜(c))− xˆ′(u˜(c))| =
∣∣∣∣ u˜′(c)− uˆ′(xˆ(u˜(c)))u˜′(c)uˆ′(xˆ(u˜(c)))
∣∣∣∣ ≤ 2(u˜′∗)2 |u˜′(c)− uˆ′(xˆ(u˜(c)))|
≤ 2
(u˜′∗)
2 (|u˜′(c)− u˜′(xˆ(u˜(c)))|+ |u˜′(xˆ(u˜(c)))− uˆ′(xˆ(u˜(c)))|) ≤
2h2κ1
(u˜′∗)
2
(
1 +
2u˜′′∗
u˜′∗
)
,
whereas the case corresponding to Fig. Fig. 1b yields us the estimate
(75) |x˜′(u˜(c))− xˆ′(u˜(c))| =
∣∣∣∣ u˜′(c)− uˆ′(xˆ(u˜(c)))u˜′(c)uˆ′(xˆ(u˜(c)))
∣∣∣∣ ≤ 2(u˜′∗)2 |u˜′(c)− uˆ′(xˆ(u˜(c)))|
≤ 2
(u˜′∗)
2 (|u˜′(c)− uˆ′(c)|+ |uˆ′(c)− uˆ′(xˆ(u˜(c)))|) ≤
2h2κ1
(u˜′∗)
2
(
1 +
2uˆ′′∗
u˜′∗
)
,
where
uˆ′′∗ = max {|N (u, x)| : u ∈ [0, ub], x ∈ [a, c+ δ]} ≥ uˆ′′(x), ∀x ∈ [a, c+ δ].
And finally, from (74) and (75) we get
(76) |x˜′(u˜(c))− xˆ′(u˜(c))| ≤ 2h
2κ1
(u˜′∗)
2
(
1 +
2max{u˜′′∗, uˆ′′∗}
u˜′∗
)
.
Part 3 : existence of xˆ(u) on [u˜(c), ub] and estimate (58).
So far, we have proved that function xˆ(u), which, is the inverse to the monotone function uˆ(x) (see
Lemma 10), exists at least on [0, u˜(c)]. Let us assume that h is small enough to ensure inequalities
(see estimates (68), (76))
|c− xˆ(u˜(c))|, |x˜′(u˜(c))− xˆ′(u˜(c))| ≤ ε
2
.
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Then, according to the Picard-Lindelof Theorem (see, for example, [9, p. 350]), function xˆ(u) exists
at least on
(77) [u˜(c), ds],
for s = 1, where
di = min
{
ub, di−1 +
ε
2Mx
}
, d0 = u˜(c),
Mx = max {‖Fx(x′, x, u)‖ : x′ ∈ Dε,x′, x ∈ Dε,x, u ∈ Dε,u}
Fx(x
′, x, u) =
[ −N (u, x) (x′)3
x′
]
, Dε,x′ = [0, 1/u˜
′
∗ + ε], Dε,x = [c− ε, b+ ε], Dε,u = [−ε, ub + ε].
For the sake of simplicity, we assume that
h < ds − ds−1,
which guarantees that the set of indices
Js = {i ∈ N | ds−1 < u¯i ≤ ds}
is non-empty.
It is not difficult to verify that on the interval (77) functions xˆ(u) and x˜(u) satisfy equalities
(78) xˆ′(u) =
1√
(xˆ′(u˜(c)))−2 + 2
u∫
u˜(c)
N (η, xˆ(η))dη
,
and
(79) x˜′(u) =
1√
(x˜′(u˜(c)))−2 − 2
u∫
u˜(c)
β(Pu(x˜′(η)),Pu(x˜(η)), η)dη
respectively.
Subtracting (79) from (78) we can the estimate
(80) ‖xˆ′(u)− x˜′(u)‖n,0 ≤ |xˆ′(u˜(c))− x˜′(u˜(c))|+Kh2 + E
n−1∑
i=0
h¯i‖xˆ(u)− x˜(u)‖i,1, ∀n ∈ Js,
(81) ‖xˆ(u)− x˜(u)‖n,0 ≤ |xˆ(u˜(c))− x˜(u˜(c))|+
n−1∑
j=0
h¯j‖xˆ′(u)− x˜′(u)‖j
≤ |xˆ(u˜(c))− x˜(u˜(c))|+ |xˆ′(u˜(c))− x˜′(u˜(c))|ub + ubKh2 + E
n−1∑
j=0
h¯j
j∑
i=0
h¯i‖xˆ(u)− x˜(u)‖i,1
≤ |xˆ(u˜(c))− x˜(u˜(c))|+ |xˆ′(u˜(c))− x˜′(u˜(c))|ub + ubKh2 + ubE
n−1∑
i=0
h¯i‖xˆ(u)− x˜(u)‖i,1, ∀n ∈ Js,
where
h¯i = u¯i+1 − u¯i, ‖f(u)‖i,k = max
{|f (m)(u)| : u ∈ [u¯i, u¯i−1], m ∈ 0 . . . k} , ‖f(u)‖0,k def= 0,
E =
4
3 (u˜′∗)
3 (L1 + (L2 (1 + 1/u˜
′
∗) + L1) ub)
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≥ x˜′(u)xˆ′(u) (x˜′(u) + xˆ′(u)) |β(Pu(x˜′(u)),Pu(x˜(u)), u)− β(Pu(xˆ′(u)),Pu(xˆ(u)), u)|, ∀u ∈ [u˜(c), ub],
K =
4
6 (u˜′∗)
3
(
L2
(
1 +
2
u˜′∗
)2
+ L0L1
8
(u˜′∗)
3
)
≥ 1
2
x˜′(u)xˆ′(u) (x˜′(u) + xˆ′(u))
∣∣∣∣d2N (u, xˆ(u))du2
∣∣∣∣ , ∀u ∈ [u˜(c), ub].
Lk = max
{∣∣∣∣dkN (u, x)duidxj
∣∣∣∣ : i, j,∈ N, i+ j = k, u ∈ Dε,u, x ∈ Dε,x
}
.
Let us consider an auxiliary sequence {µi} defined in the following way (see estimates (68), (76))
µ0 = |xˆ(u˜(c))− x˜(u˜(c))|+Q
(|xˆ′(u˜(c))− x˜′(u˜(c))|+Kh2)
≤ h2µ(κ1) def= h2
(
4κ1
3u˜′∗
+Q
(
K +
2κ1
(u˜′∗)
2
(
1 +
2max{u˜′′∗, uˆ′′∗}
u˜′∗
)))
, Q = max{1, ub},
µi = (1 +QEhi−1)µi−1 = (1 +QEhi−1)iµ0 ≤ h2κ2, ∀i ∈ Js,
where
(82) κ2 = κ2(κ1) = exp (ubQE)µ(κ1).
Comparing the definition of µi with the estimates (80) and (81), one can easily conclude that
(83) ‖xˆ(u)− x˜(u)‖i,1 ≤ µi ≤ h2κ2, ∀i ∈ Js.
If d1 = ub then the proof is complete. Otherwise, requiring that h is small enough to ensure inequality
h2κ2 ≤ ε
2
,
and using the Picard-Lindelof Theorem again, we conclude that the solution xˆ(u) exists at least on
the interval (77) for s = 2, and, literally repeating all the reasoning above, we again come to estimate
(83) for s = 2. Apparently, after a finite number of iterations we will achieve the equality ds = ub,
which concludes the proof. 
Using a similar technique to the one user in the proof above, one can prove the following theorem,
which is a symmetric analogue of Theorem 5
Theorem 5. Let the assumptions of Theorem 4 hold true. Then, for h (55) sufficiently small and for
the pair of functions u˜(x), x˜(u), mentioned in Theorem 4, there exists a function uˇ(x) ∈ C2([a, b]),
which satisfies equation (1) subjected to initial conditions
(84) uˇ(a) = u˜(b) = ub, uˇ
′(b) =
1
x˜′(ub)
.
and the following estimates hold true:
(85) ‖u˜(x)− uˇ(x)‖[a,c],1 = h2κ3, ‖x˜(u)− xˇ(u)‖[u¯0,ub],1 = h2κ4
and the constants constants κ3, κ4 > 0 depend on the BVP (1), (2) only.
Below we state and proof a theorem about approximation properties of the SI-method with respect
to the solution of BVP (1), (2). A similar statement was formulated in [10] without proof (see
Propositions 1 and 2).
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Theorem 6. Let conditions (3), (4) as well as the assumptions of Theorem 4 hold true. Then, for
h (55) sufficiently small, the following asymptotic equalities hold true:
(86) ‖u(x)− u˜(x)‖[a,c],1 ≤ κSh2,
(87) ‖x(u)− x˜(u)‖[u˜(c),ub],1 ≤ κIh2,
where u(x) is the solution to BVP (1), (2) and x(·) = u−1(·).
Proof. It is easy to see, that under the assumptions of the Theorem, the results of Theorems 4, 5 are
also valid.
If we regard solution u(x) as a function of the boundary condition at point x = a, i.e., u(x) = u(x, 0),
then, by the definition of uˇ(x), we have that
uˇ(x) = u(x, uˇ(x)).
From Theorem 5 and the Theorem about differentiability of solutions of BVPs with respect to boundary
conditions (see [15, Theorem 1]) it follows that (provided that h is sufficiently small)
(88) ‖uˇ(x)− u(x)‖[a,c],1 = ‖u(x, uˇ(a))− u(x, 0)‖[a,c],1 ≤ ρεκ3h2,
where
ρε = max
r∈[−ε,ε]
‖u′r(x, r)‖x∈[a,c],1 , ε = ε(h) = κ3h2.
According to [15, Theorem 1]), function u′r(x, r) is the solution to the boundary value problem
(89) v′′(x) = N ′u(u(x, r), x)v(x), v(a) = 1, v(b) = 0.
Conditions (3), (4) guarantee thatN ′u(u(x, r), x) ≥ 0, which allows us to apply themaximum principle
(see, for example, Theorem 3 from [11, p. 6]) to the function −u′r(x, r) and conclude that
(90) 0 ≤ u′r(x, r) ≤ 1, ∀x ∈ [a, b], ∀r ∈ [−ε, ε].
Integrating both sides of equation (89) with respect to x twice (with v(x) = u′r(x, r)) we get
u′r(x, r) = 1 + u
′′
rx(a, r)(x− a) +
x∫
a
η∫
a
N ′u(u(ξ, r), ξ)dξdη ≥ 0, ∀x ∈ [a, c].
The latter inequality allows us to estimate u′′rx(x, r) ≤ 0 from below as follows
(91) 0 ≥ u′′rx(x, r) ≥ u′′rx(a, r) ≥ −
1 +
x∫
a
η∫
a
N ′u(u(ξ, r), ξ)dξdη
c− a .
Finally, from inequalities (90) and (91), we get the estimate
ρε ≤ max
r∈[−ε,ε]
{
1,
1
c− a + (c− a)‖N
′
u(u(x, r), x)‖x∈[a,c]
}
.
Combining the result of Theorem 5 with estimate (88) we get
(92) ‖u˜(x)− u(x)‖[a,c],1 ≤ ‖u˜(x)− uˇ(x)‖[a,c],1 + ‖uˇ(x)− u(x)‖[a,c],1 ≤ κ3h2(1 + ρε) = κSh2
which yields us the inequality (86).
Now with the estimate (92) at our hands, we can literally repeat all the estimates done in parts 2
and 3 of the proof of Theorem 4 and, provided that h is small enough, get the estimate (see (82))
‖x˜(u)− x(u)‖[u˜(c),ub],1 ≤ h2κ2(κ3(1 + ρε)) = κIh2,
where κ2(·) is defined in (83), which yields us the inequality (87).
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This completes the proof. 
5. Implementation aspects of the SI-method
In the current section we would like to discuss some technical details of the SI-method’s implementa-
tion which is freely available at the public repository
https://github.com/imathsoft/MathSoftDevelopment. What follows is not the only possible way
how the SI-method can be implemented on practice but rather an attempt to share our experience
in that area by giving some guide lines.
5.1. Step functions. To describe the SI-method’s implementation we need to introduce a concept
of step functions. In the current paper we define the step functions in a slightly different way to how
they were defined in [10].
Throughout this section we will refer to U(x) = U(A,B,C,D, x) as the straight step function and
define it to be the solution to the IVP
(93) U ′′(s) = (As+B)U(s), U(0) = D, U ′(0) = C,
whereas function V (s) = V (A¯, B¯, C¯, D¯, s) satisfying the nonlinear IVP
(94) V ′′(s) =
(
A¯s+ B¯
)
(V ′(s))3 , V (0) = D¯, V ′(0) = C¯
will be referred to as the inverse step function. It is easy to see that functions u˜(x), x˜(u), satisfying
equations (19) and (22) respectively, can be expressed through the step functions in the following
way
(95) u˜(x) = U (N ′u(u˜(xi), xi)u˜
′(xi) +N ′x(u˜(xi), xi), N(u˜(xi), xi), u˜
′(xi), u˜(xi), x− xi) ,
x ∈ [xi, xi+1], i ∈ 0, N1 − 1,
(96) x˜(u) = V (−N ′u(u¯i, x˜(u¯i))−N ′x(u¯i, x˜(u¯i))x˜′(u¯i),−N (u¯i, x˜(u¯i)), x˜′(u¯i), x˜(u¯i), u− u¯i) ,
u ∈ [u¯i, u¯i+1], i ∈ 0, N2 − 1.
Notice, that equalities (95), (96) require functions U(s) and V (s) to be approximated for rather small
values of their arguments, i.e. 0 ≤ s < h. Such approximations can be efficiently constructed via the
Tailor series expansions (see, for example, [7]).
5.2. System of nonlinear equations. Equalities (95), (96) allow us to reduce the system of differ-
ential equations with boundary and matching conditions (18), (19), (20), (21), (22), (23), (24), (25)
to a system of nonlinear equations with respect to unknown values u˜(xi), x˜(u¯i). The latter system
can be solved by some iteration technique, e.g. the Newton’s method (see, for example, [1, Section
2.3]). To approximate partial derivatives of the step functions with respect to parameters A, . . . , D,
A¯, . . . , D¯, which is required by the Newton’s method, we recommend to use the method of algorith-
mic differentiation (see, for example, [6]). The method can be especially easily applied to the step
functions provided they are evaluated through the Tailor series expansions.
The general approach for building and solving the nonlinear system with respect to the values u˜(xi),
x˜(u¯i) (when solution u(x) is not necessary monotone and convex) is quite thoroughly described in [10,
3.3 SI multiple shooting method]. Notice that application of some iteration technique for solving the
nonlinear system, could result in ”mesh drifting” near the matching point x = c, when the distance
between two successive values of xi or u¯i becomes greater than the maximal allowed step h (55).
The issue can be solved by applying a ”mesh refinement” procedures consisting in adding extra mesh
points to fill the ”gaps”; this process is also described in [10].
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5.3. Initial guess, mesh selection and choice of point c ∈ (a, b). The questions about how to
choose points c, {xi}, {ui} and construct the initial guess for solving the nonlinear system, mentioned
above, can be answered simultaneously in scope of the single shooting procedure [10, 3.2 SI single
shooting method].
The general idea of the single shooting technique, in the simplest form (see [1, pp. 132 – 134]), consists
in a gradual approximation of the unknown tangent u˜′(a) based on the results of the shooting, that
is, the results of solving the corresponding IVP with trial initial conditions. Despite its drawbacks,
the technique can be successfully applied to the boundary value problem (18), (19), (20), (21), (22),
(23), (24), (25).
Let us fix some maximal discretization step size h (55) and pick some trial tangent value u˜′(x0),
x0 = a. For the given input data formula (95) allows us to move ”left-to-right” and successively
calculate values u˜(xi), u˜
′(xi), where xi = xi−1 + h. It can happen that on some iteration we will
get xi+1 ≥ b whereas xi < b. In that case we set N1 = i + 1, xNi = b and, depending on how
close u(xN1) is to the value ub we choose different trial tangent value and go for another shooting
iteration. A more probable scenario, however, provided that the solution u(x) has a boundary layer
near the right end of the interval [a, b], is when for some iteration j we find that the computational
cost of computing value u˜(xj+1) becomes unacceptably high, i.e., the Tailor series, which we use to
approximate function U(xj+1), converges extremely slowly. In the other words, we face the stiffness.
In this case, and here is where the idea of the SI-method comes into the play, we say that the point
xj is ”critical” in the sense that staring from it we cannot move ”left-to-right” anymore. We put
c = xj , transform values u˜(c), u˜
′(c) into x˜(u¯0), x˜′(u¯0) using the matching conditions (25) and start
moving ”bottom-to-top” using formula (96) until we cross the horizontal line u = ub. Based on where
the line was crossed (to the left or to the right from point x = b) we adjust the initial tangent and
shoot again until the desired accuracy (|x˜(ub)− b| ≤ ε) is achieved.
We do not require that the single shooting process gives us precise approximations of functions u˜(x),
x˜(u), which, otherwise, would be rather inefficient. Instead, we want to get some initial guess for the
Newton’s iterations (which are much more efficient, provided their convergence) mentioned above in
this section. Besides that, the shooting procedure automatically yields us the meshes {xi}, {u¯i} and
the ”critical” point c ∈ (a, b) reflecting our ability to withstand stiffness.
Notice, that, on practice, the criteria of choosing the ”critical” point c can be expressed through
some maximal acceptable (critical) value u′crit. which should not be exceeded by |u˜′(x)|, i.e.:
(97) c = {xi | |u˜′(xi)| ≥ u′crit., |u˜′(xi−1)| < u′crit.}.
6. Numerical examples.
6.1. Example 1. We would like to start with the Troesch’s problem [13] (also known as bvpt23, see
[3])
(98) u′′(x) = λ sinh(λu(x)), u(0) = 0, u(1) = 1, x ∈ [0, 1].
As it can be easily verified, problem (98) satisfies conditions (3), (4), (28) which means that the
results of all the theorems proved in the present paper are applicable to the Troesch’s problem. The
problem was used in [10], to demonstrate remarkably good accuracy and performance qualities of the
SI-method.
This time we want to use the Troesch’s problem to examine the results of Theorem 6, evaluating
constants κS (86) and κI (87). Apparently, in order to do that we need to be able to evaluate
the ”reference” solution u(x) of problem (98) by a method (other than the SI method) which is
”trustable” enough and can approximate the solution with an a-priori given accuracy. Our suggestion
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λ c u˜(c) x˜′(c) N1 N2 hmin h ‖κ(0)S ‖ ‖κ(1)S 0‖ ‖κ(0)I ‖ ‖κ(1)I ‖
1 0.589777 0.528283 1.000001 8294 6475 1.6e-7 8.0e-5 5.6816e-3 1.39645e-2 5.68258e-3 1.08227e-2
5 0.744141 0.192366 1.000382 8448 9195 9.0e-9 1.0e-4 0.19299 0.644688 0.192962 0.432883
10 0.856993 9.62509e-2 1.000096 9557 10099 6.4e-11 1.0e-4 0.39043 2.62544 0.390579 1.74209
15 0.903851 6.41811e-2 1.000327 10027 10399 2.3e-15 1.0e-4 0.585724 5.91021 0.585951 3.91965
20 0.927852 4.81500e-2 1.000644 10261 10550 2.8e-17 1.0e-4 0.781005 10.5116 0.781248 6.96665
30 0.951925 3.21270e-2 1.001550 10504 10669 5.6e-17 1.0e-4 1.39351 25.8834 1.35289 19.1854
Table 1. The Troesch’s problem. Results of numerical experiments for different values of λ and h = 10−4.
is to use one of the ”standard” numerical BVP solvers from the computing environmentMaple 2016.
Unfortunately, the latter can barely handle the Troesch’s problem for λ > 8, because of the stiffness.
This, however, can be overcome by using the transformation approach proposed in [4], [5] and the
homotopy approach from [14].
Applying the transformation of the unknown function (see [4])
(99) u(x) =
4
λ
tanh−1(y(x)),
to problem (98) we get a significantly less stiff boundary value problem
(100)
(
1− (y(x))2) y′′(x) + 2y(x) (y′(x))2 − λ2y(x) (1 + (y(x))2) = 0,
y(0) = 0, y(1) = tanh(λ/4).
Then, introducing a continuation parameter t (see [14]) we get the ”perturbed” problem
(101) (1− t)(v′′ − λ2v) + t
((
1− v2) v′′(x) + 2v (v′(x))2 − λ2v (1 + v2)) = 0,
v = v(t, x), v(t, 0) = 0, v(t, 1) = tanh(λ/4), ∀t ∈ [0, 1]
whose solution v(1, x) coincide with that of (100). The perturbed problem (101) can be successfully
solved by the Maple 2016 numerical BVP solvers even for sufficiently large values of λ (50 and
higher)(4.
Once the solution y(x) to the problem (100) is found, the functions u(x) and u′(x) can be evaluated
using formulas (99) and
(102) u′(x) =
4y′(x)
λ
(
1− (y(x))2)
respectively.
To evaluate functions x′(u) and x(u) we will use formulas
(103) x′(u) =
(
(u′(c))2 + 2 (cosh(λu)− cosh(λu(c)))
)− 1
2
, x(u) = c+
u∫
u(c)
x′(η)dη,
as well as the subroutines for numerical integration available in Maple 2016.
Table 1 contains experimental data calculated for different values of parameter λ. In all of the cases
the ”critical” point c was chosen according to formula (97) with u′crit. = 1. The four rightmost columns
of the table contain the values calculated according to formulas :
‖κ(k)S ‖ = ‖κ(k)S (x)‖[a,c] = h−2‖u(k)(x)− u˜(k)(x)‖[a,c], k = 0, 1,(104)
‖κ(k)I ‖ = ‖κ(k)I (u)‖[u˜(c),ub] = h−2‖x(k)(u)− x˜(k)(u)‖[u˜(c),ub], k = 0, 1.
(4We mean calling the subroutine dsolve for the problem (101) with parameters numeric and continuation = t. For sufficiently small
values of parameter abserr, one would also need to increase the value of parameter maxmesh setting it to 104 or higher.
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As we can conclude from the table, the values of ‖κ(k)S ‖ and ‖κ(k)I ‖ increase as λ increases. This
tendency, however, does not hold true for all the values of functions κ
(k)
S (x) and κ
(k)
I (u), as it can be
seen from Fig. 2, 3, 4. The functions reach their maximums at points c and u˜(c) respectively and
the maximums do increase together with λ. For the functions κ
(k)
S (x), k = 0, 1 the behaviour quickly
changes to an opposite as we move from the point x = c towards the left end of the interval [a, b].
The same is true for the functions κ
(k)
I (u), k = 0, 1, — they decrease towards zero on [u˜(c), ub], with
the speed inversely proportional to λ. In the other words, the latter means that the accuracy of the
SI-method for the Troesch’s problem decreases near the critical point x = c (u = u˜(c)) and increases
near the point x = a (u = ub) as the problems becomes more and more stiff.
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(x)/x, k = 0, 1 (104) that correspond to different
values of parameter λ; h = 10−4
It is worthwhile to mention, that the graphs of the quotients κ
(k)
S (x)/x, k = 0, 1 depicted on Fig. 3,
clearly show that despite the increase of accuracy of the SI-method near the point x = a the overall
number of significant digits that the method can provide us when approximating functions u(x),
u′(x) actually decreases as the Troesch’s problem becomes stiffer.
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Finally, to check the conclusion of Theorem 6 about the approximation order of the SI-method
(presented in the current paper) with respect to h (55) we need to demonstrate that functions
κ
(k)
S (x) = κ
(k)
S (x, h) and κ
(k)
I (x) = κ
(k)
I (x, h) are bounded for h sufficiently small. This is done by
means of Fig. 5, 6 exhibiting graphs of functions
(105)
|κ(k)S,I(x, 10−6)− κ(k)S,I(x, h)|
x
for different values of h and for λ = 30, k = 0, 1. The graphs clearly indicate that functions (105)
converge uniformly as h tends to 0, which imply their uniform boundedness for sufficiently small
values of h.
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(x, h)|/x for different values of h (55), λ = 30
(k = 0 to the left; k = 1 to the right).
6.1.1. Example 2. As the second example we want to examine the SI-method with a problem that
does not fit into the pattern (1), (2) :
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(106) ξu′′(x) = (u(x) + 1)u(x)− exp
(
−2x/
√
ξ
)
, x ∈ [0, 1],
u(0) = 1, u(1) = exp
(
−1/
√
ξ
)
,
which has a known solution u(x) = exp
(−x/√ξ) .
...To appear soon...
6.1.2. Example 3. By means of the third example we want to push the applicability boundaries of
the SI-method even further applying it to the following problem :
(107) ξu(x) = (1− u′(x))u(x), x ∈ [0, 1],
u(0) = −7/6, u(1) = 3/2.
...To appear soon...
SI-METHOD FOR SOLVING STIFF NONLINEAR BOUNDARY VALUE PROBLEMS 25
References
[1] Uri M. Ascher, Robert M. M. Mattheij, and Robert D. Russell. Numerical solution of boundary value problems for ordinary differential
equations. Prentice Hall Series in Computational Mathematics. Prentice Hall, Inc., Englewood Cliffs, NJ, 1988.
[2] Luigi Brugnano, Francesca Mazzia, and Donato Trigiante. Fifty years of stiffness. In Recent advances in computational and applied
mathematics, pages 1–21. Springer, Dordrecht, 2011.
[3] J. R. Cash, D. Hollevoet, F. Mazzia, and A. M. Nagy. Algorithm 927: the MATLAB code bvptwp.m for the numerical solution of two
point boundary value problems. ACM Trans. Math. Software, 39(2):Art. 15, 12, 2013.
[4] Shih-Hsiang Chang. Numerical solution of troesch’s problem by simple shooting method. Applied Mathematics and Computation,
216(11):3303 – 3306, 2010.
[5] Shih-Hsiang Chang. A variational iteration method for solving troesch’s problem. Journal of Computational and Applied Mathematics,
234(10):3043 – 3047, 2010.
[6] Andreas Griewank and Andrea Walther. Evaluating derivatives. Society for Industrial and Applied Mathematics (SIAM), Philadelphia,
PA, second edition, 2008. Principles and techniques of algorithmic differentiation.
[7] E. Hairer, S. P. Nø rsett, and G. Wanner. Solving ordinary differential equations. I, volume 8 of Springer Series in Computational
Mathematics. Springer-Verlag, Berlin, second edition, 1993. Nonstiff problems.
[8] E. Hairer and G. Wanner. Solving ordinary differential equations. II, volume 14 of Springer Series in Computational Mathematics.
Springer-Verlag, Berlin, 2010. Stiff and differential-algebraic problems, Second revised edition, paperback.
[9] Walter G. Kelley and Allan C. Peterson. The theory of differential equations. Universitext. Springer, New York, second edition, 2010.
Classical and qualitative.
[10] Volodymyr L. Makarov and Denys V. Dragunov. An efficient approach for solving stiff nonlinear boundary value problems. Journal of
Computational and Applied Mathematics, 345:452 – 470, 2019.
[11] Murray H. Protter and Hans F. Weinberger. Maximum principles in differential equations. Springer-Verlag, New York, 1984. Corrected
reprint of the 1967 original.
[12] Gerald Teschl. Ordinary differential equations and dynamical systems, volume 140 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, RI, 2012.
[13] B.A Troesch. A simple approach to a sensitive two-point boundary value problem. Journal of Computational Physics, 21(3):279 – 290,
1976.
[14] Hector Vazquez-Leal, Yasir Khan, Guillermo Ferna´ndez-Anaya, Agust´ın Herrera-May, Arturo Sarmiento-Reyes, Uriel Filobello-Nino,
Vı´ctor-M. Jimenez-Ferna´ndez, and Domitilo Pereyra-Dı´az. A general solution for Troesch’s problem. Mathematical Problems in Engi-
neering, 2012.
[15] Giovanni Vidossich. Differentiability of solutions of boundary value problems with respect to data. J. Differential Equations, 172(1):29–
41, 2001.
[16] Hassler Whitney. Analytic extensions of differentiable functions defined in closed sets. Trans. Amer. Math. Soc., 36(1):63–89, 1934.
[17] V.F. Zaitsev and A.D. Polyanin. Handbook of Exact Solutions for Ordinary Differential Equations. CRC Press, 2002.
