Classical persistent homology is a powerful mathematical tool for shape comparison. Unfortunately, it is not tailored to study the action of transformation groups that are different from the group Homeo(X) of all self-homeomorphisms of a topological space X. This fact restricts its use in applications. In order to obtain better lower bounds for the natural pseudo-distance d G associated with a group G ⊂ Homeo(X), we need to adapt persistent homology and consider G-invariant persistent homology. Roughly speaking, the main idea consists in defining persistent homology by means of a set of chains that is invariant under the action of G. In this paper we formalize this idea, and prove the stability of the persistent Betti number functions in G-invariant persistent homology with respect to the natural pseudo-distance d G . We also show how G-invariant persistent homology could be used in applications concerning shape comparison, when the invariance group is a proper subgroup of the group of all self-homeomorphisms of a topological space. In this paper we will assume that the space X is triangulable, in order to guarantee that the persistent Betti number functions are finite without using any tameness assumption.
Introduction
In many applied problems we are interested in comparing two R k -valued functions defined on a topological space, up to a certain group of tranformations. As an example, we can think of the case of taking pictures of two objects A and B from every possible oriented direction (at a constant distance) and comparing the sets of images we get. In such a case the image I(v) taken from the oriented direction of a unit vector v can be approximated by a point in R k . This point describes a matrix M (v), which represents the grey levels on a grid discretizing the image I(v). Our global measurement is a function ϕ : S 2 → R k , taking each oriented direction v ∈ S 2 ⊂ R 3 to the vector ϕ(v) describing the matrix M (v), associated with the picture I(v) that we get from that oriented direction. In this case the position of the examined objects cannot be predetermined but we can control the direction of the camera that takes the pictures. As a consequence, two different sets of pictures (described by two different functions ϕ, ψ : S 2 → R k ) can be considered similar if an orientation-preserving rigid motion g of S 2 exists, such that the picture of A taken from the oriented direction of the unit vector v is similar to the picture of B taken from the oriented direction of the unit vector g(v), for every v ∈ S 2 . Formally speaking, the two different sets of pictures can be considered similar if inf g∈R(S 2 ) max v∈S 2 ϕ(v) − ψ(g(v)) ∞ is small, where R(S 2 ) denotes the group of orientation-preserving isometries of S 2 and · ∞ is the max-norm. The previous example illustrates the use of the following definition, where C 0 (X, R k ) represents the set of all continuous functions from X to R k . These functions are called k-dimensional filtering functions on the topological space X.
In this paper we will assume that the space X is triangulable. This assumption allows to guarantee that the persistent Betti number functions (PBNFs) are finite without using any tameness assumption (cf. Theorem 2.3 in [8] ). The assumption that the PBNFs are finite is necessary to our treatment. We could weaken the assumption that X is triangulable and consider a compact and locally contractible subspace of R n (cf. [5] ), but we preferred to refer to an assumption that is usual for the community interested in persistent homology. Definition 1.1. Let X be a triangulable space. Let G be a subgroup of the group Homeo(X) of all homeomorphisms f : X → X. The pseudo-distance d G : C 0 (X, R k ) × C 0 (X, R k ) → R defined by setting
is called the natural pseudo-distance associated with the group G.
The previous definition generalizes the concept of natural pseudo-distance studied in [19, 11, 12, 13, 15 ] to the case G = Homeo(X), and is a particular case of the general setting described in [17] . The case that G is a proper subgroup of Homeo(X) is also examined in [3, 4] , and in [16] for the case of the group of diffeomorphisms (in an infinite dimensional setting).
The pseudo-distance d G is difficult to compute. Fortunately, if G = Homeo(X), persistent homology can be used to obtain lower bounds for d G . For example, if we denote by D match the matching distance between the n-th persistent Betti number functions ρ ϕ n and ρ ψ n of the functions ϕ and ψ, we have that D match (ρ ϕ n , ρ ψ n ) ≤ d Homeo(X) (ϕ, ψ) (cf. [1, 8] ). Remark 1.2. In literature concerning persistent homology, the expression matching distance (a.k.a. bottleneck distance) usually denotes a metric between persistence diagrams. However, each persistence diagram represents just one persistent Betti number function, provided that two persistent Betti number functions are considered equivalent if they differ in a subset of their domain that has a vanishing measure. As a consequence, the matching distance can be seen as a metric between persistent Betti number functions. In this paper we shall use the expression matching distance in this sense.
For more details about persistent homology and its applications we refer the reader to [6, 7, 9, 14, 20] . A natural question arises: How could we obtain a lower bound for d G in the general case G = Homeo(X)? Does an analogue of the concept of persistent Betti number function exist, suitable for getting a lower bound for
, one could think of using the classical lower bounds for the natural pseudo-distance d Homeo(X) in order to get lower bounds for the pseudo-distance d G . Before proceeding we illustrate two examples, showing that in some cases this choice is not useful. Example 1.3. Let us consider an experimental setting where a robot is in the middle of a room, measuring its distance from the surrounding walls by a sensor, for each oriented direction. This measurement can be formalized by a function ξ : S 1 → R, where ξ(v) equals minus the distance from the wall in the oriented direction represented by the unit vector v, for each v ∈ S 1 . Figure 1 represents two instances ϕ and ψ of the function ξ for two different shapes of the room. Let R(S 1 ) denote the group of orientation-preserving rigid motions of S 1 ⊂ R 2 . We observe that a homeomorphism f :
. It follows that d Homeo(S 1 ) (ϕ, ψ) = 0, so that the direct application of classical persistent homology does not give a positive lower bound for d R(S 1 ) (ϕ, ψ), while we will see that d R(S 1 ) (ϕ, ψ) > 0.
to the real numbers, representing images of the letters A, D, O, P, Q, R. For each letter Y ∈ {A, D, O, P, Q, R}, the function ϕ Y : D 2 → R describes the grey level at each point of the topological space D 2 , with reference to the considered instance of the letter Y (see Figure 2 ). Black and white correspond to the values 0 and 1, respectively (so that light grey corresponds to a value close to 1). It is easy to recognize that for each pair (Y, Y ) with Y, Y ∈ {A, D, O, P, Q, R} a homeomorphism h : D 2 → D 2 exists such that the max-distance between the functions ϕ Y , ϕ Y vanishes. This is due to the fact that the letters A, D, O, P, Q, R are homeomorphic to each other. It follows that d Homeo(D 2 ) (ϕ Y , ϕ Y ) vanishes. As a consequence, the distance between the classical persistence diagrams of ϕ Y and ϕ Y vanishes, too. This proves that the direct application of classical persistent homology is not of much use in this example. One could think of solving the problem described in the two previous examples by using other filtering functions. Unfortunately, this is not always easy to do. To make this point clear, think of acquiring data by magnetic resonance imaging (MRI). Asking for further filtering functions means asking for new measurements, of similar or different kind. This approach could be expensive or impractical. Furthermore, choosing the data we have to manage is not allowed, in many applications.
Moreover, in the fortunate case that we can choose the filtering function, another difficulty arises. It consists in the fact that shape comparison is usually based on judgements of experts, expressed by invariance properties. As an example, the expert can say that rotation and scaling are not important in the considered field of research. On one hand, we observe that it is not easy to translate the invariance properties expressed by the expert into the choice of a filtering function. On the other hand, it is quite natural to try to directly insert the information given by the expert into our theoretical setting. In this paper we will show that we can do that. Indeed, we can adapt persistent homology in order to obtain the invariance with respect to the action of a given group G of homeomorphisms. This allows us to obtain a theory that can give a positive lower bound for d G , in the previous examples (and in many similar cases, where a direct application of classical persistent homology is not of much use).
We are going to describe this idea in the next section.
Adapting persistent homology to the group G
This section is devoted to the introduction of some abstract definitions and the statement of a general result. In the next sections we will show how these concepts can be put into effect.
Shape comparison is commonly based on comparing properties (usually described by R k -valued functions) with respect to the action of a transformation group. Let us interpret these concepts in a homological setting. Before proceeding, let us fix a chain complex (C, ∂) over a field K (so that each group of n-chains C n is a vector space). We consider the partial order on R k defined by setting (u 1 , . . . , u k ) (v 1 , . . . , v k ) if and only if u j ≤ v j for every j ∈ {1, . . . , k}.
Definition 2.1. Let (C, ∂) be a chain complex over a field K. Assume a functionφ = (φ 1 , . . . ,φ k ) :
is given, such that i)φ takes the null chain 0 ∈ C n to the k-tuple (−∞, . . . , −∞), for every n ∈ Z;
ii)φ(∂c) φ(c) for every c ∈ n C n ;
) for every c 1 , c 2 ∈ C n with n ∈ Z, and every j ∈ {1, . . . , k}.
We shall say thatφ is a filtering function on the chain complex (C, ∂).
Definition 2.2. Let (C, ∂) be a chain complex over a field K. Let us assume that a group G is given, such that G acts linearly on each vector space C n and its action commutes with ∂, i.e., ∂ • g = g • ∂ for every g ∈ G (in particular, every g ∈ G is a chain isomorphism from C to C). The chain complex (C, ∂) will be said a G-chain complex. We shall call the group H n (C) := ker ∂ n /im ∂ n+1 the n-th homology group associated with the G-chain complex (C, ∂).
We observe that the group G acts on the kernel and image whose quotient is the group H n (C). As a consequence, G also acts on the homology group.
In the previous definition we do not specify how the action of G on each vector space C n is chosen, confining ourselves to assume that this action is linear and commutes with ∂. In the next section, C will be the singular chain complex of a triangulable space X over a field K, and G will be assumed to be a subgroup of Homeo(X). In that section, the action of each g ∈ G on each singular simplex in X will be given by the usual composition of functions. For more details about G-complexes and equivariant homology we refer the interested reader to [2, 22, 24, 25] . Now, let us assume that (C, ∂) is a G-chain complex, endowed with a filtering functionφ. For every u ∈ R k we can consider the chain subcomplex Cφ u of C defined by setting Cφ u n := {c ∈ C n :φ(c) u} and restricting ∂ to Cφ u . Cφ u is a subcomplex of C because of the properties in Definition 2.1 (in particular,
). We observe that Cφ u will not be a G-chain complex, since g(Cφ
, in general. For the sake of simplicity, we will use the symbol ∂ in place of ∂ |Cφ u . Definition 2.3. The chain complex Cφ u , ∂ will be called the chain subcomplex of (C, ∂) associated with the value u ∈ R k , with respect to the filtering functionφ.
We refer to [23] for the definition of chain subcomplex. Now we can define the concept of the n-th persistent homology group of (C, ∂), with respect toφ.
e., u j < v j for every index j), we can consider the inclusion i of the chain complex Cφ u into the chain complex Cφ v . Such an inclusion induces a homomorphism i * : H n Cφ u → H n Cφ v . We shall call the group P Hφ n (u, v) := i * H n Cφ u the n-th persistent homology group of the G-chain complex C, computed at the point (u, v) with respect to the filtering functionφ. The rank ρφ n (u, v) of this group will be called the n-th persistent Betti number function (PBNF) of the G-chain complex C, computed at the point (u, v) with respect to the filtering functionφ.
The key property of P Hφ n is the invariance expressed by the following result.
Theorem 2.5. If g is a chain isomorphism from C to C and u, v ∈ R k with u ≺ v, the groups P Hφ
Proof. We define a map F : P Hφ
If c ∈ Cφ
These equalities follow from the fact that g is a chain isomorphism. This proves that F is well defined.
Let
, because of Definitions 2.1 and the fact that g is a chain isomorphism. As a consequence, [
Finally, F is surjective. In order to prove this, we observe that if w ∈ P Hφ n (u, v) := i * H n Cφ u with the homomorphism i * :
The previous theorem justifies the name G-invariant persistent homology, showing that the PBNFs of a G-chain complex do not change if we replace the filtering functionφ with the functionφ • g, for g ∈ G.
Stability of the PBNFs with respect to d G
In the previous section we have introduced some abstract definitions and a theorem. In this section we will show how we can obtain structures conforming to the previously described properties.
Let X and (S(X), ∂) be a triangulable space and its singular chain complex over a field K, respectively. Assume that a subgroup G of the group Homeo(X) of all homeomorphisms f : X → X and a continuous function ϕ = (ϕ 1 , . . . , ϕ k ) : X → R k are chosen. For every u ∈ R k , let us set X ϕ u := {x ∈ X : ϕ(x) u}. Let us consider the action of G on S(X) defined by setting g(σ) := g • σ for every g ∈ G and every singular simplex σ in X, and extending this action linearly on S(X). We recall that, by definition, every singular n-simplex in X is a continuous function from the standard n-simplex ∆ n into X. Now, assume that a G-chain subcomplex (C, ∂) of the singular chain complex (S(X), ∂) is given (we will show in the next section how this subcomplex can be constructed). We observe that, for every topological subspaceX of X, (C ∩ S(X), ∂) is a chain complex over the field K. The symbolC ∩ S(X) denotes the chain complex C where C n is the vector space of the singular n-chains inX that belong toC n .
In order to avoid "wild" chain complexes, we also make this assumption (see Remark 3.2 below):
( * ) If X and X are two closed subsets of X with X ⊆ int(X ), then a topological subspaceX of X exists such that X ⊆X ⊆ X and the homology group H n (C ∩ S(X)) is finitely generated for every non-negative integer n.
Let us consider the set {σ n j } j∈J of all (distinct) singular n-simplexes in X. Obviously, if X is not a finite topological space, J will be an infinite (usually uncountable) set. Then we can endow the chain complexC with a filtering functionφ in the following way. If c equals the null chain inC n , we set ϕ(c) := (−∞, . . . , −∞). If c is a non-null singular n-chain, we can write c = m r=1 a r σ n jr ∈C n with a r ∈ K, a r = 0 for every index r, and j r = j r for r = r . This representation is said to be reduced. In this case we setφ(c) = (u 1 , . . . , u k ) ∈ R k , with each u i equal to the maximum of ϕ i on the union of the images of the singular simplexes σ n j1 , . . . , σ n jm . In other words,φ(c) is the smallest vector u such that the corresponding sublevel set X ϕ u contains the image of each singular simplex σ n jr involved in the reduced representation of c that we have considered. We observe that this representation is unique up to permutations of its summands, so thatφ is well defined. Furthermore, the properties in Definition 2.1 are fulfilled. We shall say that the functionφ is induced by ϕ.
An elementary introduction to singular homology can be found in [21] .
The next result has a key role in the rest of this paper and is analogous to the finiteness results proven in [8] and [5] for classical persistent homology. Proposition 3.1. For every n ∈ Z the n-th persistent Betti number function ρφ n (u, v) of the G-chain complex (C, ∂), endowed with the filtering functionφ, is finite at each point (u, v) in its domain.
Proof. Since u ≺ v and ϕ is continuous, we have that the set X ϕ u is closed and contained in the interior of the closed set X ϕ v . Property ( * ) implies that a topological subspaceX of X exists such that X ϕ u ⊆X ⊆
Remark 3.2. We stress the importance of the assumption ( * ). It allows us to avoid chain complexes like the one where the 0-chains are all the usual singular 0-chains of X and the only 1-chain is the singular zero 1-chain of X. Obviously, this is a G-chain complex for any subgroup G of Homeo(X). In this case, for any pair (P 1 , P 2 ) of distinct points of the topological space X, there is no singular 1-chain whose boundary is the singular 0-chain P 2 − P 1 (here, for the sake of simplicity, we are not distinguishing the singular 0-simplexes from their images in X). Since the boundary homomorphism from 1-chains to 0-chains is zero, no non-zero 0-chain is a boundary. Hence the homology group H 0 (C) is not finitely generated, in general, and the property ( * ) does not hold. For example, it does not hold for X = X = X, independently of the regularity of the space X (unless X is a finite set). As a consequence, the proof that we gave for Proposition 3.1 does not work, and it is easy to check that its statement is false for the chain complex we have just described. This is the reason for which the finiteness results proven in [8] and [5] for classical persistent homology cannot be directly applied to G-invariant persistent homology, without assuming property ( * ). Finally, we observe that ( * ) is not as much an assumption about the regularity of the topological space X, but rather an assumption about the regularity of the G-chain complex.
From now on, in order to avoid technicalities that are not relevant in this paper, we shall consider two PBNFs equivalent if they differ in a subset of their domain that has a vanishing measure.
A standard way of comparing two classical persistent Betti number functions is the matching distance D match , a.k.a. bottleneck distance (cf. [14, 8] ). It is important to observe that, in order to define it, we need the finiteness of the persistent Betti number functions (cf. [10] ). This distance can be applied without any modification to the case of the persistent Betti number functions of the G-chain complexC, because of the finiteness stated in Proposition 3.1.
The
Proof. We can proceed by mimicking step by step the proof of stability for ordinary persistent Betti number functions (cf. [8] ). This is possible because that proof depends only on properties of PBNFs that are shared by both classical persistent Betti number functions and persistent Betti number functions of a G-chain complex endowed with a filtering function, once we have proven that the PBNFs are finite (Proposition 3.1). It is sufficient to replace the group Homeo(X) with the group G ⊆ Homeo(X), and the homology groups of each sublevel set X ϕ u with the homology groups of the G-chain complexC ∩ S(X ϕ u ). Since the only difference in the proof consists in the need to show that G-invariant persistent Betti number functions are finite in order to be allowed to use the matching distance D match , we refer the reader interested in the technical details to [8] .
Applications

A first application of our method
In this subsection we illustrate how G-invariant persistent homology can be used to discriminate between the rooms described in Example 1.3, showing that no rotation of S 1 changes the function ϕ into ψ. In order to manage this problem we can consider the chain complexC whose n-chains are all the singular n-chains c ∈ S n (S 1 ) for which the following property holds: In other words, inC we accept by definition only the singular chains in S 1 that can be written in the form m r=1 a r σ n jr + s • σ n jr . It easy to check that (C, ∂) is a R(S 1 )-chain subcomplex of the complex (S(S 1 ), ∂). Every rotation ρ ∈ R(S 1 ) commutes with the antipodal map s and is a chain isomorphism fromC toC. Moreover, it is easy to verify that the properties in Definition 2.2 are fulfilled, for G = R(S 1 ) and C =C. The chains inC will be called symmetric chains.
We can prove that the property ( * ) holds for the R(S 1 )-chain complex that we have defined. Let X and X be two closed subsets of S 1 with X ⊆ int(X ). Let us setX equal to the ε-dilation 1 of X in S 1 , choosing ε > 0 so small that theX ⊆ int(X ). We observe that the setX ∩ s(X) is open and s X ∩ s(X) =X ∩ s(X). Moreover,X ∩ s(X) is the union of a finite family F = {α i } of pairwise disjoint open arcs, having the property that if α i ∈ F then also s(α i ) ∈ F (possibly, F = {S 1 }). Now, let us consider the topological quotient space Q obtained by taking all unordered pairs of antipodal points inX ∩ s(X). We have that Q is homeomorphic to the union of a finite family F of pairwise disjoint open arcs of S 1 (possibly, F = {S 1 }), and hence the n-th homology group H n (Q) is finitely generated. A chain isomorphism F from C ∩ S X ∩ s(X) to S(Q) exists, taking each n-chain σ + s • σ to the chain given by the singular simplex σ : ∆ n → Q, defined by settingσ(p) := {σ(p), s • σ(p)} for every p ∈ ∆ n . F induces an isomorphism from
is finitely generated. Property ( * ) follows by observing thatC ∩ S X ∩ s(X) =C ∩ S(X).
Referring to Example 1.3, let us consider the birth of the first homology class in the homology groups H 0 Cφ ≤t and H 0 Cψ ≤t , respectively, when the parameter t increases. While the group H 0 Cφ ≤t becomes non-trivial when t reaches the value t 0 = min ϕ = min ψ, the group H 0 Cψ ≤t becomes non-trivial when t reaches a valuet > min ϕ = min ψ. This is due to the fact that the sublevel set {x ∈ S 1 : ϕ(x) ≤ t 0 } contains two pairs of antipodal points, while the sublevel set {x ∈ S 1 : ψ(x) ≤ t 0 } contains no pair of antipodal points (see Figure 3) . In other words, the only points at infinity in the persistence diagrams associated with the 0-th persistent homology groups of the G-chain subcomplexC of S(S 1 ) with respect tō ϕ andψ are (t 0 , ∞) and (t, ∞), respectively.
It follows that the matching distance between the 0-th persistent Betti number functions of the R(S 1 )-chain complexC with respect to the filtering functionsφ andψ is at leastt−t 0 > 0. By applying Theorem 3.3, we obtain the inequality d R(S 1 ) (ϕ, ψ) ≥t − t 0 . In other words, G-invariant persistent homology gives a nontrivial lower bound for d R(S 1 ) (ϕ, ψ), while the matching distance between the classical persistent Betti number functions with respect to the filtering functions ϕ and ψ vanishes.
The interested reader can find the 0-th persistent Betti number functions ρφ 0 and ρψ 0 of the R(S 1 )-chain complexC in Figure 4 . We notice that the persistent Betti number functions ρφ 1 and ρψ 1 of the R(S 1 )-chain complexC coincide. Indeed, ϕ and ψ take the same absolute maximumt. Hence both the groups H 1 Cφ ≤t and H 1 Cψ ≤t becomes non-trivial (and equal to K) when t reaches the same valuet = max ϕ = max ψ. After that change, no further change happens. As a consequence, the persistent Betti number functions in degree 1 of the R(S 1 )-chain complexC with respect to the filtering functionsφ andψ coincide. Remark 4.1. As an alternative approach to the problem of comparing two filtering functions ϕ, ψ : X → R, the reader could think of using the well known concept of equivariant homology (cf. [25] ). In other words, in the case that G acts freely on X, one could think of considering the topological quotient space X/G, endowed with the filtering functionsφ,ψ that take each orbit ω of the group G to the maximum of ϕ and ψ on ω, respectively. We observe that this approach would not be of help in the case illustrated in Example 1.3, since the quotient of S 1 /R(S 1 ) is just a singleton. As a consequence, if we considered two filtering functions ϕ, ψ : S 1 → R with max ϕ = max ψ, the persistent homology of the induced functionsφ,ψ : S 1 /R(S 1 ) → R would be the same. For more details about G-complexes and equivariant homology we refer the interested reader to [2, 22, 24] .
A generalization of our technique
The approach that we have illustrated in the previous subsection can be generalized to triangulable spaces different from S 1 and invariance groups G that are different from the group of rotations. The main idea consists in looking for another subgroup H of Homeo(X) such that 1. H is finite (i.e. H = {h 1 , . . . , h r }); 2. g • h • g −1 ∈ H for every g ∈ G and every h ∈ H.
Due to the finiteness of H, the property 2 implies that the restriction to H of the conjugacy action of each g ∈ G is a permutation of H.
The legitimate n-chains in our chain complexC are defined to be the linear combinations of "elementary" singular chains c that can be written as c = r i=1 h i • σ, where σ : ∆ n → X is a singular n-simplex in X. Because of the property 2 and the linearity of the action of each g ∈ G, g (
is another legitimate chain in our chain complexC, so thatC results to be a G-chain complex. In Example 1.3, we have chosen H = {id, s} ⊂ G = R(S 1 ), where s is the antipodal simmetry. We recall that the filtering function ϕ : X → R k induces a filtering functionφ = (φ 1 , . . . ,φ k ) on the set of legitimate chains, whereφ(c) is the smallest vector u such that the corresponding sublevel set X ϕ u contains the image of each singular simplex involved in a reduced representation of c, for every non-null chain c ∈C n .
If G is Abelian, a simple way of getting a subgroup H of Homeo(X) verifying the properties 1 and 2 consists in setting H equal to a finite subgroup of G. This is exactly what we did in Example 1.3, setting H = {id, s} ⊂ G = R(S 1 ). If G is finite, a trivial way of getting a subgroup H of Homeo(X) verifying the properties 1 and 2 consists in setting H = G. This choice leads to consider the quotient space X/G, provided that G acts freely on X.
However, we stress the fact that our approach is far more general. Indeed, in both Examples 1.3 and 1.4, if we set G equal to the (Abelian and finite) group generated by the reflections with respect to the coordinate axes, we could choose H equal to the group generated by the counterclockwise rotation of 2π/m radians (where m denotes a fixed natural number greater than 2). It is interesting to observe that in this case, if the homeomorphism g reverses the orientation, then the conjugacy action h → g • h • g −1 is not the identity, since it takes each homeomorphism h to its inverse h −1 . Furthermore, H ⊆ G.
Example 4.2. On the basis of the remarks that we have made in this subsection, we can give another example concerning our adaptation of persistent homology to invariance groups. Let us consider
, and the two sets
Let us consider also the topological spacē X = X + ∪ X − , with the topology (and the metric) induced by its embedding in R 4 . From the topological point of view,X is the disjoint union of two copies of S 2 . LetḠ be the group of all isometries g :X →X that can be represented (with a little abuse of notation) as g(x 1 , x 2 , x 3 , x 4 ) = (g (x 1 , x 2 , x 3 ), x 4 ) for every (x 1 , x 2 , x 3 , x 4 ) ∈X, whereg is an isometry of S 2 . In plain words, these are the isometries that act similarly on X + and X − . Assume that we are interested in the comparison of continuous functions fromX to R with respect to the groupḠ. In order to proceed, we have to choose a groupH verifying the properties 1 and 2 in this subsection. For instance, we can setH equal to the group {id,s}, generated by the maps :X →X defined by settings(x 1 , x 2 , x 3 , x 4 ) = (x 1 , x 2 , x 3 , −x 4 ) for every (x 1 , x 2 , x 3 , x 4 ) ∈X. Following the procedure illustrated in this subsection, we obtain aḠ-chain complexC. By definition, inC we accept only chains that can be written in the form m r=1 a r σ n jr +s • σ n jr , with respect to the basis {σ n j } of S n (X). In other words, sinceH acts freely onX, the n-chains inC are the singular n-chains c ∈ S n (X) for which the following property holds: Every g ∈Ḡ commutes with the maps and is a chain isomorphism fromC toC. Moreover, it is easy to verify that the properties in Definition 2.2 are fulfilled, for C =C. Now, we want to prove thatC satisfies the property ( * ) described in Section 3. Let us consider a sufficiently small > 0 such that a finite cover {B 1 , . . . , B l } of X exists, where each B i is a closed ball of radius , contained in X . We want to prove that the compact setX := l i=1 B i verifies the statement described in the property ( * ).
First of all, we observe that an elementary n-chain c = σ +s • σ ∈C belongs to S(X) if and only if σ is a singular n-simplex inŶ :
We notice thats(Ŷ ) =Ŷ , so thatH induces an action onŶ .
Let us consider the map F that takes each elementary n-chain c = σ +s • σ ∈C to the singular nsimplexσ : ∆ n →X/H, defined by settingσ(p) := {σ(p),s • σ(p)} for every p ∈ ∆ n . SinceH acts freely onX, every n-chain inC admits a unique representation as a linear combination of distinct elementary singular chains, where each elementary chain c can be written as c = σ +s • σ. Therefore, F extends to a unique chain mapF :C → S(X/H). It is easy to check thatF is a chain isomorphism and that F (C ∩ S(Ŷ )) = S(Ŷ /H). Therefore, the homology group H n (C ∩ S(X)) = H n (C ∩ S(Ŷ )) is isomorphic to the homology group H n (S(Ŷ /H)).
A homeomorphism f :X/H → S 2 exists, which takes each orbit {(x 1 , x 2 , x 3 , 1), (x 1 , x 2 , x 3 , −1)} ∈X/H to the point (x 1 , x 2 , x 3 ) ∈ S 2 . The homeomorphism f takesŶ /H onto the intersection of two finite unions of balls of radius in S 2 , hence the homology group H n (S(Ŷ /H)) is finitely generated. This proves thatC verifies the property ( * ).
Let now ϕ :X → R be a filtering function onX. The quotient spaceX/H is naturally endowed with a filtering function ϕ * :X/H → R defined by setting ϕ * (ω) = max x∈ω ϕ(x) for every orbit ω ofH. A filtering functionφ * : S(X/H) → R can be defined by settingφ * (c) equal to the smallest u ∈ R such that the corresponding sublevel set ϕ * −1 ((−∞, u]) contains the image of each singular simplex involved in the reduced representation of c ∈ S(X/H), provided that c is non-null. We observe thatφ =φ * •F , wherē ϕ :C → R is the filtering function induced by ϕ (Section 3).
Let us consider the filtering function ϕ : S 2 → R that we can obtain by setting ϕ (x 1 , x 2 , x 3 ) := max{ϕ(x 1 , x 2 , x 3 , 1), ϕ(x 1 , x 2 , x 3 , −1)} for every (x 1 , x 2 , x 3 ) ∈ S 2 . Since ϕ * = ϕ • f , by using the chain isomorphismF it is easy to check that the persistent Betti number function ρφ n equals the classical persistent Betti number function ρ ϕ n . We will show thatḠ-invariant persistent homology can be used to discriminate between two functions ϕ, ψ :X → R that cannot be distinguished by directly applying classical persistent homology. In order to illustrate this fact, let us consider the functions ϕ, ψ :X → R defined by setting ϕ(x 1 , x 2 , x 3 , x 4 ) = x 3 and
It is easy to check that a homeomorphism g :X →X exists, such that ψ = ϕ • g. In other words, d Homeo(X) (ϕ, ψ) = 0, ϕ and ψ have the same persistent Betti number functions, and the direct application of classical persistent homology does not give a positive lower bound for dḠ(ϕ, ψ). However, the persistent Betti number functions of theḠ-chain complexC with respect to the induced filtering functionsφ andψ do not coincide. This can be seen by computing theḠ-invariant persistent homology in degree 1. Indeed, while the group H 1 Cφ ≤t is trivial for every t ∈ R, H 1 Cψ ≤t is isomorphic to K for 0 ≤ t < 1. This follows from the computation of the classical persistent Betti number functions ρ ϕ n and ρ ψ n , where
2 . On one hand, the persistence diagram associated with the persistent homology group in degree 1 of thē G-chain complexC with respect to the filtering functionφ is trivial. On the other hand, the persistence diagram associated with the persistent homology group in degree 1 of theḠ-chain complexC with respect to the filtering functionψ contains just the point (0, 1), with multiplicity 1 (apart from the trivial points on the line {(u, v) ∈ R 2 : u = v}). It follows that the matching distance between the persistent Betti number functions in degree 1 of thē G-chain complexC with respect to the filtering functionsφ andψ is at least the max-distance between the point (0, 1) and the line {(u, v) ∈ R 2 : u = v}, i.e. 1/2. By applying Theorem 3.3, it follows that dḠ(ϕ, ψ) ≥ 1/2, while both d Homeo(X) (ϕ, ψ) and the matching distance between the classical persistent Betti number functions of ϕ and ψ vanish.
Discussion and further research
Our method is grounded in the use of singular homology, in order to simplify the theoretical treatment. This fact constitutes a problem from the computational point of view. Actually, the use of simplicial homology would make our approach much more suitable for applications.
The attempt of using simplicial homology in our framework leads to the need for a triangulation of the topological space X that is sufficiently fine, and invariant under the action of the group H described in Subsection 4.2, provided that H acts freely on X. If such a triangulation is available, we can replace the previously considered singular chains that are left fixed under the action of H with simplicial chains that are left fixed under the action of H. In other words, we can compute the simplicial homology of the quotient space X/H via the quotient triangulation induced by the triangulation of X. In several application this is not difficult to do, since the space X is fixed, and the search for an H-invariant triangulation can be worth the effort. We also underline that, according to Subsection 4.2, the group H is finite. This fact makes the construction of an H-invariant triangulation much more affordable.
For example, if we are interested in comparing real-valued functions defined on S 1 with respect to the group of rotations (cf. Example 1.3), it is quite easy to find a triangulation of S 1 that is invariant under the action of the group generated by the central symmetry. If we are interested in comparing real-valued functions defined on the topological spaceX with respect to the groupḠ (see Example 4.2), it is quite easy to find a triangulation ofX that is invariant under the action of the groupH. We highlight that these triangulations do not depend on the filtering functions and have to be computed just once.
Actually, in several applications where each filtering function is the result of a measurement, just one topological space X is involved, and hence only one invariant triangulation is required to apply our method. For instance, we can refer to the problem of comparing the shapes of objects represented by clouds of points belonging to a fixed compact subset B of a Euclidean space E n . In this case we can set X = B, while each filtering function ϕ : B → R k can describe both the distance from the given cloud and other properties (cf., e.g., [18] ). Also in this case, just an invariant triangulation of B is required.
We conclude this section by sketching a possible approach to the case that no H-invariant triangulation of X is available, under the assumption that H acts freely on X. For the sake of simplicity, we also assume that our filtering functions are real-valued.
It is not restrictive to assume that X is the body |Γ| of a complex Γ realized in R n . By possibly applying some barycentric subdivisions to Γ, we can also assume that its simplexes have diameters less than a given δ > 0. In general, the complex Γ will not be invariant under the action of the group H.
Let us fix an > 0. For every n ∈ N, let us consider the set of all "elementary" singular n-chains c for which the following property holds: an ordered r-tuple (σ 1 , . . . , σ r ) of singular n-simplexes belonging to S(X) exists, such that c = r i=1 σ i and max
We say that these chains are almost symmetric with respect to the group H = {h 1 , . . . , h r }. We defineC n (X) to be the set of all linear combinations of these elementary almost symmetric singular n-chains. In this way we obtain a chain complexC (X). Let us consider the filtering functionφ :C (X) → R that takes each non-null n-chain c to the minimum value t such that c admits a representation c = m j=1 a j σ j in S n (X), with σ j (∆ n ) ⊆ X ϕ≤t for 1 ≤ j ≤ m. Moreover, for every n ∈ N, let us consider the set of all "elementary" simplicial n-chains c for which the following property holds: an ordered r-tuple (σ 1 , . . . , σ r ) of linear singular n-simplexes exists, such that c = r i=1 τ i with τ i ∈ Γ, |τ i | = σ i (∆ n ) and max p∈∆n h i • σ 1 (p) − σ i (p) ∞ ≤ for 1 ≤ i ≤ r. Once again, we say that these chains are almost symmetric with respect to the group H = {h 1 , . . . , h r }. We define C n to be the set of all linear combinations of these elementary almost symmetric simplicial n-chains. In this way we obtain a chain complex C . Let us consider on C the filtering functionφ that takes each non-null chain c to the minimum value t such that c admits a representation c = m j=1 a j τ j in the simplicial chain complex of Γ, with |τ j | ⊆ X ϕ≤t for 1 ≤ j ≤ m. We notice thatC and C are chain complexes but not G-chain complexes, in general. The proof that a continuous non-negative function η : R 2 → R exists such that η(0, 0) = 0 and the persistence modules ofφ andφ are η(δ, )-interleaved (cf. [9] ) would imply that the persistent Betti number functions of the chain complex C with respect to the filtering functionφ are close to the persistent Betti number functions of the chain complexC with respect to the filtering functionφ. This proof could be based on the simplicial approximation theorem.
Under suitable assumptions, it should then be possible to retrieve the persistent Betti number functions of the G-chain complexC (described at the beginning of Subsection 4.2) with respect to the filtering function ϕ, as the limit of the persistent Betti number functions of the chain complexC with respect to the filtering functionφ, for δ and going to 0. Ultimately, the persistent Betti number functions of the simplicial chain complex C with respect to the filtering functionφ should be a good approximation of the persistent Betti number functions of the G-chain complexC with respect to the filtering functionφ.
However, we think that this line of research is not trivial and deserves a separate and detailed treatment.
Another interesting topic could be the one concerning the choice of the operator that takes each filtering function ϕ on the topological space X to the filtering functionφ on the G-chain complexC (Section 3). In the proof of Theorem 3.3 we use the fact that this operator verifies the inequality sup c∈C φ(c) −ψ(c) ∞ ≤ max x∈X ϕ(x) − ψ(x) ∞ . Other operators taking filtering functions on X to filtering functions onC could be used in our method, provided that they verify the same inequality. For example, we could use the operator that takes each filtering function ϕ on X to the filtering function ϕ onC defined by setting ϕ (c) := Finally, it would be also interesting to determine if other techniques to construct filtered G-chain complexes exist which are essentially different from the one described in Subsection 4.2.
In conclusion, the general method that we have sketched in this article probably requires a great amount of further research, from the algebraic, homological and computational point of view.
We postpone the treatment of these issues to subsequent papers.
