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ПРОГРАММНОЕ СРЕДСТВО ДЛЯ ИССЛЕДОВАНИЯ ХАРАКТЕРИСТИК КОДОВ,  
НАПРАВЛЕННЫХ НА ИСПРАВЛЕНИЕ ОШИБОК ТИПА «СТИРАНИЕ» 
В статье описывается функциональная часть программного средства для исследования 
корректирующей способности LT- и разработанных авторами ранее LTM- и P-кодов для 
исправления ошибок типа «стирание». Программное средство рассчитывает избыточность 
выбранных кодов для испытания и отображает полученные результаты в графической фор-
ме. Экспериментально рассчитывается средняя избыточность для моделируемых кодов 
стираний.  
This paper describes the functional part of a software tool for the error-correcting capability in-
vestigation of LT- and LTM- and P-codes developed by the authors previously. This codes are ap-
plied for error correction of the "erasure". Software tool calculates the redundancy for the selected 
code and displays the results in graphical form. Experimentally calculated average redundancy for 
simulated erasure codes. 
Введение. Современный человек не пред-
ставляет своей жизни без мобильных систем и 
компьютерных сетей. С каждым годом возрас-
тают требования к скорости и надежности пе-
редаваемой информации. Такие системы пере-
дачи данных подвержены воздействию различ-
ных помех и шумов, что приводит к искажению 
или исчезновению части информации. Для уст-
ранения этой проблемы используются различ-
ные методы, основанные на помехоустойчивом 
кодировании информации. В данной статье 
рассматриваются кодовые методы, используе-
мые в каналах с ошибками типа «стирание», 
получившими название «фонтанные коды» 
(Digital Fountain Codes) [1]. Главной особенно-
стью является то, что кодами из этого класса 
можно закодировать сообщение конечного раз-
мера потенциально-неограниченным потоком 
(фонтаном) независимых пакетов [2]. 
Эффективность преобразования информа-
ции на основе таких кодов не может быть оце-
нена с помощью известных специализирован-
ных программных продуктов, таких как Math-
CAD и MatLAB, которые позволяют реализо-
вывать компьютерные модели только классиче-
ской теории помехоустойчивого кодирования. 
Поэтому разработка компьютерного средства 
для исследования характеристик известных и 
предлагаемых фонтанных кодов является акту-
альной задачей. 
Основная часть. Основными функциями 
программного средства, реализованного на язы-
ке C#, являются: 
1) генерация исходного двоичного сообщения; 
2) реализация кодирования согласно из-
вестному LT- [3] и предлагаемым LTM- и P-
кодам [4];  
3) имитация пакетной передачи сообщения 
с появлением заданного количества стираний;  
4) расшифровка сообщения с помощью соот-
ветствующих декодеров; 
5) сбор статистики и графическое отобра-
жение полученных результатов. 
Ниже будут рассмотрены способы реализа-
ции данных функций. 
На рис. 1 представлен внешний вид прило-
жения. 
Для задания размера исходного сообщения K 
используется поле «Количество исходных бит». 
В соответствии с введенным значением проис-
ходит генерация случайных бит с помощью ме-
тода Random. Так как предусмотрена пакетная 
передача данных, на форме указывается ко-
личество символов в пакете L. 
Процесс кодирования у LT- и LTM-кодов не 
различается. 
1. С использованием робастного распреде-
ления вероятностей степеней p(d) (1) выбирается 
количество исходных символов di (степень ко-дового символа), вовлеченных в операцию ко-
дирования для генерации кодового символа xi. 
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где Z – нормирующий множитель вероятност-
ного распределения; μ( )d  – вероятностное рас-
пределение, при котором после каждой итера-
ции декодирования в пакете оставался бы один 
кодовый символ со степенью 1 (2); τ( )d – веро-
ятностное распределение, при котором исход-
ный символ входит в большинство кодирован-
ных символов (3). 
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Рис. 1. Внешний вид программного средства 
при 1, 2, ..., ,
τ( ) ln при ,
0 при ,
S Kd
Kd S
S S Kd d
K S
Kd
S

=  
= ⋅ =  δ 
>
 (3)
где KKcS ⋅⋅= )δ/ln( – число исходных сим-
волов, хоть один раз входящих в кодовые сим-
волы степени ;/ SKd =  c – параметр, величина которого 10 ≤≤ c  (задается в поле «Параметр 
распределения»); δ  – вероятность неудачного 
декодирования (задается в поле «Вероятность 
декодирования» как 1 – δ ). 
2. Из исходного сообщения случайным об-
разом выбираются di исходных символов sj.  
3. Сложением бит этих исходных символов 
по модулю 2 (операция XOR) формируется ко-
довый символ xi. Таким образом формируется необходимое 
количество (соответствующее размеру пакета) 
кодовых символов xi (рис. 2). 
Процесс формирования кодовых пакетов 
продолжается до тех пор, пока не будет получено 
сообщение от приемника о достоверном приеме 
сообщения. Поскольку декодеру не важен поря-
док передачи кодовых символов и время форми-
рования каждого пакета постоянно, кодер такого 
класса по запросу всегда может добавить «на ле-
ту» небольшое число кодовых пакетов [1]. 
Процесс кодирования P-кода состоит из не-
скольких этапов. 
1. Пока выполняется условие 0 1j K≤ ≤ − , 
из сообщения последовательно выбираются по    
2 исходных символа sj с шагом h = 2 и суммиру-ются по модулю 2, образуя новый кодовый сим-
вол xj (4). Причем каждый следующий кодовый символ включает в себя исходные символы, сле-
дующие за предыдущими, вовлеченными в опе-
рацию кодирования, через 1 бит (рис. 3). 
.i j j hx s s += ⊕                           (4)  
2. Кодирование на втором этапе происхо-
дит согласно формуле (4), однако начинается со 
смещения на один исходный символ.  
                                    
 
Исходное сообщение 
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1 0 1 
Кодовый пакет 
Исходное сообщение 
Кодовые символы 
Рис. 2. Пример кодирования LT- и LTM-кодов
Рис. 3. Схематическое представление  
первого этапа кодирования P-кода 
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3. Третий этап кодирования (рис. 4) выпол-
няется при 0 1j K≤ ≤ −  и заключается в фор-
мировании кодовых символов со степенью 3 
путем последовательного суммирования трех 
соседних символов исходного сообщения по 
модулю 2 (5). 
/2 .i j j h j hx s s s+ += ⊕ ⊕  
(5)
 
Исходное сообщение 
 
Кодовые символы 
Рис. 4. Схематическое представление  
третьего этапа кодирования P-кода 
 
4. Четвертый этап кодирования аналогичен 
третьему, но происходит со смещением на 1 ис-
ходный символ согласно условию 1 1j K≤ ≤ − . 
Сформированные кодовые символы образу-
ют кодовые пакеты из L бит. Для уменьшения 
степени группирования ошибок типа «стирание» 
используется W-циклический перемежитель [5]. 
После перемежения сообщение передается по-
лучателю, где осуществляется деперемежение и 
декодирование полученного сообщения. 
Таким образом, формирование кодовых па-
кетов продолжается до тех пор, пока на прини-
мающей стороне не будет полностью декоди-
ровано сообщение. Если сообщение не было 
расшифровано в течение четырех этапов – про-
цесс кодирования возвращается к первому эта-
пу, при этом шаг h увеличивается в 2 раза. 
Результат кодирования каждого из кодов 
записывается в соответствующую бинарную 
матрицу, номер строки которой соответствует 
индексу кодового символа, а позиции единиц в 
строке – номерам исходных бит, входящих в 
данный кодовый символ. Пример бинарной 
матрицы представлен на рис. 5. 
После операции кодирования разработанное 
программное средство имитирует передачу ко-
довых пакетов по каналу. При этом использу-
ются параметры, которые указаны на форме: 
количество стираний в процентах, а также ха-
рактер распределения ошибок.  
Далее происходит операция декодирования. 
Для Р-кода сначала необходимо произвести 
операцию деперемежения полученного кодово-
го пакета.  
Декодеры LT-, LTM- и P-кодов используют 
такую же бинарную матрицу, как и кодер на 
стороне отправителя. Таким образом, декодеру 
известна информация о степени di каждого ко-
дового символа xi и номерах исходных бит, вхо-дящих в этот символ, за исключением символов, 
которые были стерты при передаче сообщения. 
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Рис. 5. Бинарная матрица кодирования 
Процесс декодирования происходит в не-
сколько этапов. 
1. Определяется степень кодового символа di. 
2. Если степень кодового символа di = 1 – устанавливается sj = xi, тем самым находится j-й символ (рис. 6).  
3. Удаляются копии j-го символа (6): 
.i i jx x s= ⊕  
(6)
Из всех списков номеров кодовых символов 
удаляется номер i: строка бинарной матрицы сум-
мируется по модулю 2 с бинарной строкой, со-
держащей единицу в позиции i, что приводит к 
понижению степеней соответствующих кодовых 
символов (рис. 7). Если в матрице не осталось ко-
довых символов со степенью 1 (di  ≠ 1) LT-декодер отказывается от декодирования и ожидает нового 
пакета кодовых символов от LT-кодера. Однако 
LTM- и P-декодеры способны сформировать но-
вый кодовый символ из имеющихся, для этого 
используется четвертый этап декодирования. 
 
Бинарная матрица 
0 1 0 1 0 0 0 0 …
1 0 0 0 0 1 0 1 …
0 0 1 0 1 0 0 0 …
0 0 0 0 0 0 1 0 …
0 1 1 1 0 0 0 0 …
1 0 0 0 0 1 1 1 …
1 0 1 1 1 0 0 0 …
0 0 0 0 0 0 1 1 …
… … … … … … … … …
Декодированное сообщение 
     0  … 
Рис. 6. Второй этап декодирования  
LT-, LTM- и P-кодов 
L 
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Бинарная матрица 
0 1 0 1 0 0 0 0 …
1 0 0 0 0 1 0 1 …
0 0 1 0 1 0 0 0 …
0 0 0 0 0 0 0 0 …
0 1 1 1 0 0 0 0 …
1 0 0 0 0 1 0 1 …
1 0 1 1 1 0 0 0 …
0 0 0 0 0 0 0 1 …
… … … … … … … … …
Рис. 7. Третий этап декодирования  
LT-, LTM- и P-кодов 
Строка бинарной матрицы, соответствую-
щая анализируемому кодовому символу xi, по-очередно суммируется по модулю 2 с бинар-
ными строками всех кодовых символов, в фор-
мировании которых участвовал первый исход-
ный символ из xi. Таким образом получаются новые кодовые символы, и процесс декодиро-
вания переходит к этапу 1 (рис. 8).  
 
Бинарная матрица 
0 1 0 1 0 0 0 0 …
0 0 0 0 0 0 0 0 …
0 0 1 0 1 0 0 0 …
0 0 0 0 0 0 0 0 …
0 1 1 1 0 0 0 0 …
0 0 0 0 0 0 0 0 …
1 0 1 1 1 0 0 0 …
0 0 0 0 0 0 0 0 …
… … … … … … … … …
Новое кодовое слово 
0 0 1 0 0 0 0 0 …
Рис. 8. Процесс декодирования 
Так как в описанных выше кодерах и деко-
дерах используются случайные вероятностные 
распределения, сбор статистики необходимо со- 
вершать на основе нескольких опытов. Число 
испытаний можно указать на форме в соответ-
ствующем поле. Также реализована возмож-
ность выбора кодов, по которым нужно провес-
ти сравнительный анализ.  
Программное средство рассчитывает избы-
точность для выбранных кодов на каждом ис-
пытании и отображает полученные результаты 
в виде графика (рис. 1). После всех опытов под-
считывается средняя избыточность, что по-
зволяет оценить эффективность описанных вы-
ше кодов. 
Заключение. Разработанное программное 
средство позволяет оценить эффективность пре-
образования информации на основе фонтанных 
кодов. В нем реализован алгоритм генерации 
бинарной последовательности, кодирование (де-
кодирование) согласно известному LT- и пред-
лагаемым LTM- и P-кодам, имитация пакетной 
передачи сообщения с появлением заданного 
количества стираний, сбор статистики и графи-
ческое отображение полученных результатов. 
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