The weight filtration for real algebraic varieties II: Classical
  homology by McCrory, Clint & Parusinski, Adam
ar
X
iv
:1
20
2.
31
29
v2
  [
ma
th.
AG
]  
22
 A
ug
 20
12
THE WEIGHT FILTRATION FOR REAL ALGEBRAIC VARIETIES II:
CLASSICAL HOMOLOGY
CLINT MCCRORY AND ADAM PARUSIN´SKI
Abstract. We associate to each real algebraic variety a filtered chain complex, the
weight complex, which is well-defined up to filtered quasi-isomorphism, and which induces
on classical (compactly supported) homology with Z2 coefficients an analog of the weight
filtration for complex algebraic varieties. This complements our previous definition of
the weight filtration of Borel-Moore homology.
We define the weight filtration of the homology of a real algebraic variety by first
addressing the case of smooth noncompact varieties. As in Deligne’s definition [5] of
the weight filtration for complex varieties, given a smooth variety X we consider a good
compactification, a smooth compactification X of X such that D = X \ X is a divisor
with normal crossings. Whereas Deligne’s construction can be interpreted in terms of the
action of a torus (S1)N , we use the action of a discrete torus (S0)N to define a filtration
of the chains of a semialgebraic compactification of X associated to the divisor D. The
resulting filtered chain complex is functorial for pairs (X,X) as above, and it behaves
nicely for a blowup with a smooth center that has normal crossings with D.
We apply a result of Guille´n and Navarro Aznar [6, Theorem (2.3.6)] to show that our fil-
tered complex is independent of the good compactification of X (up to quasi-isomorphism)
and to extend our definition to a functorial filtered complex, the weight complex, that is
defined for all varieties and enjoys a generalized blowup property (Theorem 7.1). For com-
pact varieties the weight complex agrees with our previous definition [9] for Borel-Moore
homology.
We work with homology rather than cohomology to take advantage of the topology
of semialgebraic chains [9, Appendix]. We denote by Hk(X) the kth classical homology
group of X, with compact supports and coefficients in Z2, the integers modulo 2. The
vector space Hk(X) is dual to H
k(X), the classical kth cohomology group with closed
supports. On the other hand, let HBMk (X) denote the kth Borel-Moore homology group
of X (i.e. homology with closed supports) with coefficients in Z2. Then H
BM
k (X) is dual
to Hkc (X), the kth cohomology group with compact supports.
Our work owes much to the foundational paper [6] of Guille´n and Navarro Aznar. In
particular we have been influenced by the viewpoint of section 5 of that paper, on the
theory of motives. Using Guille´n and Navarro Aznar’s extension theorems, Totaro [13]
observed that there is a functorial weight filtration for the cohomology with compact
supports of a real analytic variety with a given compactification. In [9] we developed
this theory in detail for real algebraic varieties, working with Borel-Moore homology.
Our task was simplified by the strong additivity property of Borel-Moore homology (or
compactly supported cohomology) [9, Theorem 1.1]. For classical homology or cohomology
Date: August 21, 2012.
2000 Mathematics Subject Classification. Primary: 14P25. Secondary: 14P10.
1
2 C. MCCRORY AND A. PARUSIN´SKI
one does not have such an additivity property, and so the present construction of the weight
filtration is more involved.
In section 1 below we define the weight filtration of a smooth, possibly noncompact,
variety X, in terms of a good compactification X with divisor D at infinity. First we define
a semialgebraic compactification X ′, the corner compactification of X, with X ′ contained
in a principal bundle over X with group a discrete torus {1,−1}N . We use the action
of this group to define the corner filtration of the semialgebraic chain group of X ′. The
filtered weight complex is obtained from the corner filtration by an algebraic construction,
the Deligne shift. In section 2 we analyze the relation of the weight complex to the
homological Gysin complex of the divisor D. Section 3 contains the proof of the crucial
fact that the weight complex is functorial for pairs (X,X), together with an analysis of
the functoriality of the Gysin complex.
Sections 4, 5, and 6 treat the blowup properties of the weight complex of a smooth
variety. A key role is played by the Gysin complex. For example, in section 6 we use the
fact that a homomorphism of weight complexes is a filtered quasi-isomorphism if and only
if it induces an isomorphism of the homology of the corresponding Gysin complexes.
In section 7 we use the theorems of Guille´n and Navarro Aznar to extend the definition
of the weight complex to singular varieties, and we describe some elementary examples.
The appendix (section 8) is devoted to a canonical filtration of the Z2 group algebra of a
discrete torus group. This is in effect a local version of the weight filtration.
By a real algebraic variety we mean an affine real algebraic variety in the sense of
Bochnak-Coste-Roy [3]: a topological space with a sheaf of real-valued functions isomor-
phic to a real algebraic set X ⊂ RN with the Zariski topology and the structure sheaf of
regular functions. A regular function on X is the restriction of a rational function on RN
that is everywhere defined on X. By a regular mapping we mean a regular mapping in
the sense of Bochnak-Coste-Roy [3].
For instance, the set of real points of a reduced projective scheme over R, with the
sheaf of regular functions, is an affine real algebraic variety in this sense. This follows
from the fact that real projective space is isomorphic, as a real algebraic variety, to a
subvariety of an affine space [3, Theorem 3.4.4]. We also adopt from [3] the notion of an
algebraic vector bundle. We recall that such a bundle is, by definition, a subbundle of a
trivial vector bundle, and hence it is the pullback of the universal vector bundle on the
Grassmannian, and its fibers are generated by global regular sections [3, Chapter 12].
By a smooth real algebraic variety we mean a nonsingular affine real algebraic variety.
1. The weight filtration of a smooth variety
In this section we define the weight filtration of the classical homology of a smooth
variety X. We use a smooth compactification X with a normal crossing divisor at infinity
to define a semialgebraic compactification X ′ of X and a surjective map π : X ′ → X with
finite fibers. This map is used to define the weight filtration of the semialgebraic chain
complex of X ′ with Z2 coefficients. Thus we obtain the weight filtration of the homology
of X ′, which is canonically isomorphic to the homology of X. We will prove in Section 7
that this filtration of H∗(X) does not depend on the choice of compactification X .
1.1. The corner compactification. Let M be a compact smooth real algebraic variety
and let D ⊂M be a smooth divisor. Associated to D there is an algebraic line bundle L
over M that has a section s such that D is the variety of zeroes of s. Let S(L) be the space
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of oriented directions in the fibers of L. It can be given the structure of a real algebraic
variety as follows. By [3, Remark 12.2.5], L is isomorphic to an algebraic subbundle of
the trivial bundle M × RN . Denote by Ψ : L → RN the regular map defined by this
isomorphism. The scalar product on RN defines a regular metric on L. We identify S(L)
with the unit zero-sphere bundle of L; that is, with the real algebraic variety Ψ−1(SN−1).
This structure is uniquely defined. Indeed, the standard projection L \M → Ψ−1(SN−1)
is a regular map, and therefore two such unit sphere bundles are biregularly isomorphic.
Finally, L is the pullback of the universal line bundle on PN−1 under the regular map
M → PN−1 induced by Ψ.
Thus S(L) is a smooth real algebraic variety, and the projection πL : S(L) → M is an
algebraic double covering. Now the subvariety π−1L D of S(L) is the zero set of the regular
function ϕ : S(L)→ R defined by ϕ(x, ℓ) · ℓ = s(x), where x ∈M and ℓ is a unit vector in
the fiber Lx = π
−1
L (x). Note that the generator τ of the group of covering transformations
of S(L) changes the sign of ϕ, for ϕ(τ(x, ℓ)) = ϕ(x,−ℓ) = −ϕ(x, ℓ).
Let X be a smooth n-dimensional variety, and let X be a good compactification of X
[12, p. 89]: X is a compact smooth variety containing X, and D = X \X is a divisor with
simple normal crossings. Thus D is a finite union of smooth codimension one subvarieties
Di of X ,
(1.1) D =
⋃
i∈I
Di ,
and the divisors Di meet transversely. Note that we do not assume that the divisors Di
are irreducible.
For i ∈ I, let Li be the line bundle on X associated to Di and let si be a section of
Li that defines the divisor Di. Let π˜ : X˜ → X be the covering of degree 2
|I| defined
as the fiber product of the double covers πLi : S(Li) → X , and let ϕ˜i : X˜ → R be the
pullback of the function ϕi : S(Li)→ R corresponding to the section si, so that the variety
π˜−1Di is the zero space of ϕ˜i. The corner compactification of X associated to the good
compactification (X,D) is the semialgebraic set X ′ ⊂ X˜ defined by
(1.2) X ′ = Closure{x˜ ∈ X˜ | ϕ˜i(x˜) > 0, i ∈ I}.
In the terminology of [11, §3.2], X ′ is the variety X cut along the divisor D. Let π : X ′ →
X be the restriction of the covering map π˜ : X˜ → X.
Let T be the group of covering transformations of the covering space π˜ : X˜ → X , with
τ˜i ∈ T the pullback of the nontrivial covering transformation τi of the double cover πLi :
S(Li) → X. There is a canonical isomorphism θ : T → G, where G is the multiplicative
group of functions g : I → {1,−1}, given by θ(τ˜i) = gi, with gi(i) = −1 and gi(j) = 1 for
i 6= j. To emphasize the role of the group G we prefer to consider
(1.3) ξ = (π˜ : X˜ → X)
as a principal G-bundle for the group G = {1,−1}I and then
(1.4)
ϕ˜i(gi · x˜) = −ϕ˜i(x˜),
ϕ˜j(gi · x˜) = ϕ˜j(x˜), i 6= j.
If U ⊂ X is contractible then ξ|U is trivial, i.e.
(1.5) π˜−1(U) ≃ U ×G
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as a principal G-bundle. This isomorphism is uniquely defined by a choice of x ∈ U and
a point x˜ ∈ π˜−1(x), which we identify via (1.5) with (x, 1) ∈ U ×G.
Proposition 1.1. The semialgebraic map π : X ′ → X is surjective. If x ∈ X let J(x) =
{i ∈ I | x ∈ Di} and G(x) = {g ∈ G | g(i) = 1, i /∈ J(x)}. The fiber π
−1(x) = {x˜ ∈
π˜−1(x) | ϕ˜i(x˜) > 0 for i ∈ J(x)}. Thus π
−1(x) is a regular orbit of the action of G(x) on
X˜; i.e., a G(x)-torsor. Hence the number of points in π−1(x) is 2|J(x)|.
Proof. If x ∈ X = X \D, then J(x) = ∅ and G(x) is trivial. For each i ∈ I let ℓi(x) ∈ (Li)x
be the unit vector such that si(x) is a positive multiple of ℓi(x); that is, ϕi(x, ℓi(x)) > 0.
Let x˜ = (x, ℓi(x))i∈I ∈ X˜. Then by definition x˜ ∈ X
′ and π−1(x) = {x˜}. If U is a
contractible, open neighborhood of x in X then the principal bundle ξ|U is trivial, and
π−1(U) is a connected component of π˜−1(U). Denote
(1.6) X ′+ = {x˜ ∈ X˜ | ϕ˜i(x˜) > 0, i ∈ I}.
Thus π−1X = X ′+, and π maps X
′
+ homeomorphically onto X.
Since the divisor D has simple normal crossings (1.1), it follows that for every x ∈ X
there is a regular system of parameters u1, . . . , un for X at x, and a semialgebraic open
neighborhood U of x such that (u1, . . . , un) is a real analytic, semialgebraic coordinate
system on U with (u1(x), . . . , un(x)) = 0, and for each i ∈ J(x) there is an index k(i) ∈
{1, . . . , n} such that Di ∩ U is the coordinate hyperplane uk(i) = 0 and
X ∩ U = {y ∈ U | uk(i)(y) 6= 0 for all i ∈ J(x)}.
Then
(1.7)
X ∩ U =
⋃
g∈G(x)
Xg(U),
Xg(U) = {y ∈ U | g(i)uk(i)(y) > 0 for all i ∈ J(x)},
the set of points of U such that each of the coordinates uk(i) has the sign g(i).
We say that (U, (u1, . . . , un)) is a good local coordinate system on (X,D) at x ∈ X if,
moreover, U and all Xg(U) for g ∈ G(x) are contractible. Thus X ∩ U has exactly 2
|J(x)|
connected components.
Let y ∈ X1(U), i.e. uk(i)(y) > 0 for all i ∈ J(x), and let U˜1 be the component of
π˜−1U containing π−1X1(U). We choose the isomorphism in (1.5) so that U˜1 corresponds
to U × {1}. Then, by (1.4) ,
π−1Xg(U) = π˜
−1Xg(U) ∩ gU˜1.
In other words π−1Xg(U) corresponds to Xg(U) × {g} via the isomorphism (1.5). In
particular, π−1(x) = {x} ×G(x) as claimed. 
As a corollary of the proof we have that every x′ ∈ X ′ has a neighborhood in X ′
semialgebraically homeomorphic to a quadrant {(u1, . . . , un) | ui ≥ 0, i = 1, . . . ,m} ⊂ R
n,
where m = |J(π(x′))|. Thus X ′ is a semialgebraic manifold with boundary ∂X ′, and
X ′ \ ∂X ′ = X ′+. The inclusion X →֒ X factors through π,
X ′
ր ↓ π
X →֒ X
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and the restriction of π to X ′ \ ∂X ′ = X ′+ is a semialgebraic homeomorphism onto X.
Thus the inclusion λ : X → X ′ is a homotopy equivalence, and so λ∗ : Hk(X) → Hk(X
′)
is an isomorphism for all k ≥ 0, where Hk(X) denotes classical homology (with compact
supports) with coefficients in Z2.
Proposition 1.2. The corner compactification X ′ of X does not depend on the choice of
sections si.
Proof. Suppose that for all i ∈ I we have sections si and sˆi of Li defining Di, and these
sets of sections define corner compactifications X ′ and X̂ ′, respectively. Suppose there
is an index j ∈ I such that si = sˆi for all i 6= j. If sj(x) and sˆj(x) lie in the same
component of the fiber Lx \ {0} for x /∈ Dj , then the corresponding functions ϕj and ϕˆj
have the same sign, so X ′ = X̂ ′. If sj(x) and sˆj(x) lie in different components of the fiber
Lx \{0} for x /∈ Dj, then the corresponding functions ϕj and ϕˆj have opposite signs. Thus
gj(X
′) = X̂ ′. 
Proposition 1.3. The corner compactification X ′ does not depend on the choice of decom-
position (1.1) of the divisor D into smooth subvarieties; that is, two such compactifications
are canonically semialgebraically homeomorphic.
Proof. Suppose that the divisor Dj is the union of two nonempty smooth divisors Da
and Db, Da ∩ Db = ∅, and we replace Dj with Da ∪ Db in the decomposition (1.1).
Then the line bundle Lj equals La ⊗ Lb, and we can take sj = sa ⊗ sb. If we choose
the metric on Lj to be the product of the metrics on La and Lb, then ϕj = ϕa · ϕb,
i.e. ϕj(x, ℓa ⊗ ℓb) = ϕa(x, ℓa)ϕb(x, ℓb), and we have a double cover S(La) ×X S(Lb) →
S(Lj) given by ((x, ℓa), (x, ℓb)) 7→ (x, ℓa ⊗ ℓb). Let X˜(j) be the fiber product of the
double covers S(Li) with Lj replaced by La and Lb, and let X
′(j) be the resulting corner
compactification. Then the double cover p : X˜(j) → X˜ restricts to a semialgebraic
homeomorphism X ′(j) → X ′. To prove this it suffices to show that p restricts to a
bijection X ′(j) \ ∂X ′(j) → X ′ \ ∂X ′. Suppose that x˜ = (x, ℓi)i∈I ∈ X
′ \ ∂X ′. Then
ϕ˜i(x, ℓi) > 0 for all i ∈ I, and in particular ϕ(x, ℓj) > 0. Let ℓj = ℓa ⊗ ℓb, so that
ϕj(x, ℓj) = ϕa(x, ℓa)ϕb(x, ℓb) > 0. Now p
−1(x˜) = {y˜, z˜}, where y˜ is obtained from x˜ by
replacing (x, ℓj) with ((x, ℓa), (x, ℓb)) and z˜ is obtained from x˜ by replacing (x, ℓj) with
((x,−ℓa), (x,−ℓb)). Thus if ϕa(x, ℓa) > 0 we have y˜ ∈ X
′(j) and z˜ /∈ X ′(j), and if
ϕa(x, ℓa) < 0 we have y˜ /∈ X
′(j) and z˜ ∈ X ′(j). 
1.2. The corner filtration. We will use the map π : X ′ → X and the action of the
group G on X˜ to define a filtration of the semialgebraic chain complex C∗(X
′) of the
corner compactification X ′. Given the decomposition (1.1) of D, for J ⊂ I we define
(1.8)
DJ =
⋂
i∈J
Di , D∅ = X,
D˚J = DJ \
⋃
i/∈J
Di , D˚∅ = X.
Then {D˚J}J⊂I is a stratification of X . This is a local condition that follows from the fact
that every x ∈ X is contained in a good coordinate system (U, (u1, . . . , un)), with
D ∩ U = {y ∈ U | uk(i) = 0 for some i ∈ J(x)}.
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In these coordinates, for J ⊂ J(x) we have
DJ ∩ U = {y ∈ U | uk(i)(y) = 0, i ∈ J},
D˚J ∩ U = (DJ ∩ U) ∩ {y ∈ U | uk(i)(y) 6= 0, i ∈ J(x) \ J}.
Similarly we can stratify X ′ by taking π−1D˚J as strata, and π
−1DJ is the closure in X
′ of
the stratum π−1D˚J . To prove these assertions, let (U, (u1, . . . , un)) be a good coordinate
system as above, and let U˜1 be the component of π˜
−1U containing π−1X1(U). For g ∈ G(x)
let
(1.9) Xg(U) = {y ∈ U | g(i)uk(i)(y) ≥ 0, i ∈ J(x)},
the closure in U of Xg(U). We have that π˜ maps (gU˜1, π
−1Xg(U)) homeomorphically
onto (U,Xg(U)), and π
−1U is the disjoint union of the sets π−1Xg(U). Clearly {D˚J ∩
Xg(U)}J⊂J0 is a stratification of Xg(U), and the closure of D˚J ∩ Xg(U) in Xg(U) is
DJ ∩Xg(U).
Now for each J ⊂ I such that DJ 6= ∅, let G(J) = {g ∈ G | g(i) = 1, i /∈ J}. Then G(J)
is isomorphic to {1,−1}|J | and for each x ∈ D˚J we have G(x) = G(J). Thus the action of
G(J) on X˜ preserves π−1DJ . Consider the inclusion C∗(π
−1DJ)→ C∗(X
′). We denote by
F JC∗(X
′) the image in C∗(X
′) of the subcomplex of C∗(π
−1DJ) of G(J)-invariant chains.
Then F JC∗(X
′) is a subcomplex of C∗(X
′). For p ≥ 0 let F pC∗(X
′) be the subcomplex
of C∗(X
′) generated by the F JC∗(X
′) with |J | = p.
If J ⊂ K then DJ ⊃ DK and G(J) ⊂ G(K). Therefore F
JC∗(X
′) ⊃ FKC∗(X
′). So for
all p ≥ 0 we have F p+1C∗(X
′) ⊂ F pC∗(X
′). We obtain a filtration
(1.10) C∗(X
′) = F 0C∗(X
′) ⊃ F 1C∗(X
′) ⊃ F 2C∗(X
′) ⊃ · · · ,
with Fn−k+1Ck(X
′) = 0 for all k ≥ 0, where n = dimX. We call this filtered complex the
corner complex of the good compactification (X,D) of X.
The corner spectral sequence Êrp,q is the spectral sequence associated to the increasing
filtration F̂∗ obtained by setting F̂−p = F
p,
(1.11) · · · ⊂ F̂−2C∗(X
′) ⊂ F̂−1C∗(X
′) ⊂ F̂0C∗(X
′) = C∗(X
′).
This is a second quadrant spectral sequence: If Êrp,q 6= 0 then (p, q) lies in the closed
triangle with vertices (0, 0), (0, n), (−n, n), n = dimX. The corner spectral sequence
converges to the homology of the corner compactification X ′,
Êrp,q =⇒ Hp+q(X
′).
It will be useful to describe the corner filtration on the level of semialgebraic sets, using
the definition of semialgebraic chains given in the appendix of [9]. If Γ is a closed k-
dimensional semialgebraic subset of a semialgebraic set X, then c = [Γ] ∈ Ck(X) is the
semialgebraic chain represented by Γ.
The vector subspace F pCk(X
′) is generated by the subspaces F JCk(X
′) for J ⊂ I,
and our definition implies that c ∈ F JCk(X ′) if and only if c = [Γ], where Γ ⊂ X ′ and
G(J)Γ = Γ.
Next we give an alternative description of the corner filtration. For each J ⊂ I such that
DJ 6= ∅ consider the corner compactification D
′
J of D˚J associated to the good compacti-
fication DJ of D˚J with divisor
⋃
i/∈J(Di ∩DJ), and let πJ : D
′
J → DJ be the projection.
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Proposition 1.4. The projection π−1DJ → DJ factors through D
′
J . The induced map
ρJ : π
−1DJ → D
′
J is a principal G(J)-bundle, and hence it is a covering space of degree
2|J |.
Proof. Let ξ = (π˜ : X˜ → X) be the principal G-bundle associated to the good compacti-
fication X of X (1.3). The restriction ξ|DJ = (π˜ : π˜
−1DJ → DJ) is a principal G-bundle.
Let ξJ = (π˜J : D˜J → DJ) be the principal G(I \ J)-bundle associated to the good com-
pactification DJ of D˚J . Let ζJ = (ρ˜J : π˜
−1DJ → D˜J) be the principal G(J)-bundle
such that ρ˜J is the quotient map of the action of G(J) on π˜
−1DJ . On π˜
−1DJ we have
π˜ = π˜J ◦ ρ˜J .
Now (ρ˜J )
−1D′J = π
−1DJ . If ρJ = ρ˜J |π
−1DJ then on π
−1DJ we have π = πJ ◦ ρJ , and
ζJ |D
′
J = (ρJ : π
−1DJ → D
′
J) is a principal G(J)-bundle. 
Corollary 1.5. There is a finite semialgebraic open cover UJ of D˚J such that over each
U ∈ UJ the projection π
−1U → U is a trivial G(J)-bundle, i.e. π−1U = U ×G(J).
Proof. This is true for ρJ : π
−1DJ → D
′
J becauseD
′
J is compact. Now πJ : π
−1
J (D˚J)→ D˚J
is an isomorphism and hence D˚J can be identified with π
−1
J (D˚J) ⊂ D
′
J . Thus it suffices
to restrict to D˚J the corresponding open cover of D
′
J . 
Associated to the principal bundle ρJ : π
−1DJ → D
′
J of Proposition 1.4, we have the
inverse image map ρ∗J : C∗(D
′
J)→ C∗(π
−1DJ) defined by ρ
∗
J([Γ]) = [ρ
−1
J Γ]. The function
ρ∗J commutes with the boundary map, and so ρ
∗
J is an injective morphism of complexes.
(The map ρ∗J is the chain-level transfer homomorphism of the covering map ρJ .) Let
iJ : C∗(π
−1DJ)→ C∗(X
′) be the inclusion. Then F JC∗(X
′) is the image in C∗(X
′) of the
composition ηJ = iJ ◦ ρ
∗
J ,
(1.12) ηJ : C∗(D
′
J )
ρ∗J−→ C∗(π
−1DJ)
iJ−→ C∗(X
′),
and ηJ is an isomorphism of the complexes C∗(D
′
J) and F
JC∗(X
′). Thus c ∈ F JC∗(X
′)
if and only if c = [Γ] for Γ ⊂ π−1DJ with Γ = ρ
−1
J B, where B ⊂ D
′
J .
From Corollary 1.5 we obtain the following useful local characterization of the corner
filtration. The vector space F JC∗(X
′) is generated by the chains c ∈ C∗(X
′) such that
c = [Γ] with Γ ⊂ π−1DJ ′ for J
′ ⊃ J (so DJ ′ ⊂ DJ), and Γ = Closure Γ˚, where Γ˚ ⊂ π
−1B˚,
with B˚ ⊂ D˚J ′ , π
−1B˚ = B˚ × G(J ′) (i.e. π−1B˚ → B˚ is a trivial G(J ′)-bundle) and
Γ˚ = B˚× gG(J) for some g ∈ G(J ′). In other words, Γ˚ is an orbit of the action of G(J) on
π−1B˚.
Let B˚ ⊂ D˚J ′ be a semialgebraic set such that π
−1B˚ = B˚ ×G(J ′), let dim B˚ = k, and
let B be the closure of B˚. Then
(1.13) Ck(π
−1B) = Ck(B)⊗ C0(G(J
′)),
where we consider G(J ′) as a discrete topological space. In particular, C0(G(J
′)) =
Z2[G(J
′)] the Z2 group algebra of G(J
′). Using this algebra structure we define in the
Appendix (8.2) a filtration I∗ on Z2[G(J
′)] and hence on C0(G(J
′)).
Lemma 1.6. Ck(π
−1B) ∩ F pCk(X
′) = Ck(B)⊗ I
pC0(G(J
′)).
Proof. This follows from Proposition 8.5. By Proposition 8.6, the right hand side does not
depend on the choice of isomorphism π−1B˚ = B˚ ×G(J ′). 
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Proposition 1.7. The homomorphism π∗ : C∗(X
′)→ C∗(X) induces an exact sequence
0→ F 1C∗(X
′)→ C∗(X
′)→ C∗(X)→ 0.
Proof. Fix B˚ ⊂ D˚J ′ , dim B˚ = k, as above. It suffices to check the exactness for k-chains
over B; that is, the exactness of the sequence
0→ Ck(π
−1B) ∩ F 1Ck(X
′)→ Ck(π
−1B)→ Ck(B)→ 0.
This follows from Lemma 1.6 and the definition of I1 as the kernel of the augmentation
map ǫ : C0(G(J
′))→ Z2; see the Appendix (8.1). 
Now we compute the successive quotients of the corner filtration. In Section 2 below we
will use the following result to show that the (Ê1, dˆ1) term of the corner spectral sequence
is isomorphic to the Gysin complex of the divisor D (Corollary 2.3).
Proposition 1.8. For each p ≥ 0 there is an isomorphism of chain complexes
ψp :
⊕
|J |=p
C∗(DJ )
≈
−→
F pC∗(X
′)
F p+1C∗(X ′)
.
Proof. First we consider the case p = 0. By Proposition 1.7, π∗ : C∗(X
′)→ C∗(X) induces
an isomorphism ψ : C∗(X) → C∗(X
′)/F 1C∗(X
′) that can be described geometrically as
follows. Given a chain b ∈ Ck(X) represented by the set B, then c = ψ(b) is represented
modulo F 1C∗(X
′) by the closure Γ of the image of any semialgebraic (not necessarily
continuous) section of π over B.
Similarly we construct ψp for any p ≥ 0. Let b = [B] ∈ Ck(DJ ), p = |J |, and let Γ ⊂ X
′
be the closure of the image of any semialgebraic section of π over B. Then we define
ψp(b) = c ∈ F
pCk(X
′) (mod F p+1Ck(X
′)), where c = [G(J)Γ]. We have to show that ψp
is well-defined, injective, surjective, and that it commutes with the boundary. For this we
use the characterization of the corner filtration F ∗ given in Lemma 1.6 and the Appendix.
Let b = [B], with B ⊂ DJ , and let Γ
′, Γ′′ ⊂ X ′ be the closures of the images of
semialgebraic sections of π over B. By Corollary 1.5, after a subdivision of B we may
suppose that B is the closure of B˚, where B˚ ⊂ D˚J ′ , J ⊂ J
′, and that π−1B˚ is isomorhpic
to B˚×G(J ′) as a principal G(J ′)-bundle. Moreover, by a choice of this isomorphism, and
another subdivision of B if necessary, we may also suppose that Γ′ is the closure of Γ˚′,
and Γ′′ is the closure of Γ˚′′, where Γ˚′ = B˚ × {1} and Γ˚′′ = B˚ × {g}. If g ∈ G(J) then
G(J )˚Γ′ = G(J )˚Γ′′ so suppose g 6∈ G(J). Let G′ be the subgroup of G(J ′) generated by
G(J) and g. Then [G(J)Γ′]− [G(J)Γ′′] = [G′Γ′] ∈ F p+1Ck(X
′), by Lemma 1.6 and Lemma
8.1. This shows that ψp is well-defined.
We now show the injectivity of ψp. By a reduction as in the previous argument it
suffices to show the following claim. Let b = [B] ∈ Ck(DJ ′), |J
′| ≥ p, where B is the
closure of B˚, with B˚ ⊂ D˚J ′ and π
−1B˚ = B˚ ×G(J ′). Let Γ be the closure of the image of
a semialgebraic section of π over B. We claim that if∑
J⊂J ′,|J |=p
aJ [G(J)Γ] ∈ F
p+1Ck(X
′), aJ ∈ Z2,
then aJ = 0 for all J . Now, in terms of the isomorphism (1.13),∑
J⊂J ′,|J |=p
aJ [G(J)Γ] = [Γ]⊗
 ∑
J⊂J ′,|J |=p
aJ [G(J)]
 ,
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so the claim follows from Corollary 8.3.
We now reinterpret the restriction of ψp to C∗(DJ). We denote this restriction by ψJ .
Denote by ψJ,0 the isomorphism of complexes from C∗(D
′
J)/F
1C∗(D
′
J ) to C∗(DJ). Then
ψJ = η
′
J ◦(ψJ,0)
−1, where η′J equals ηJ modulo F
p+1C∗(X
′) (see (1.12)). It follows that ψJ
commutes with the boundary. Since the images of all ηJ , |J | = p, generate F
pC∗(X
′), the
images of ψJ , |J | = p, generate F
pC∗(X
′)/F p+1C∗(X
′). This shows ψp is surjective. 
1.3. The weight filtration. The weight filtration W∗ of C∗(X
′) is defined by
(1.14)
WpCk(X
′) = Ker[∂ : F̂p+kCk(X
′)→ Ck−1(X
′)/F̂p+k−1Ck−1(X
′)]
= (Dec F̂ )pCk(X
′),
where Dec F̂∗ is the Deligne shift of the filtration F̂∗ (1.11) [5, (1.3.3], [12, A.50]. Thus
the weight filtration W∗ runs
(1.15) 0 =W−n−1Ck(X
′) ⊂ · · · ⊂ W−k−1Ck(X
′) ⊂ W−kCk(X
′) = Ck(X
′).
We denote this filtered complex by WC∗(X
′). It is the weight complex of the good com-
pactification X of X.
The weight spectral sequence Erp,q is the spectral sequence associated to the weight
complex. It is a second quadrant spectral sequence: If Erp,q 6= 0 then (p, q) lies in the
closed triangle with vertices (0, 0), (−n, 2n), (−n, n), n = dimX. We have
Erp,q = Ê
r+1
2p+q,−p
for all r ≥ 1 and all p, q. In particular the E1 term of the weight spectral sequence equals
the reindexed Ê2 term of the corner spectral sequence. The weight spectral sequence
converges to the homology of the corner compactification X ′,
Erp,q =⇒ Hp+q(X
′).
In Section 7 below we will prove that, up to filtered quasi-isomorphism, the weight
complex is independent of the good compactification of X. Thus the induced filtration on
H∗(X) and all the terms of the weight spectral sequence (E
r
p,q, d
r) for r ≥ 1 are algebraic
invariants of X.
2. The Cˇech and Gysin complexes
We show that the corner complex of a good compactification (X,D) of X is filtered
quasi-isomorphic to the cohomology Cˇech complex of the divisor D. It follows that the
term (Ê1, dˆ1) of the corner spectral sequence is isomorphic to the Gysin complex of the
divisor D.
The semialgebraic cohomology groups of a variety Y are dual to the semialgebraic
homology groups of Y (coefficients in Z2). The cohomology groups H
k(Y ), k ≥ 0, are
the homology groups of the semialgebraic cochain complex (C∗(Y ), δ), where Ck(Y ) =
hom(Ck(Y ),Z2) and the coboundary map δk : C
k(Y ) → Ck+1(Y ) is the adjoint of the
boundary map ∂k+1 : Ck+1(Y )→ Ck(Y ).
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2.1. The Cˇech complex. Consider the double complex
(2.1) Cp,q =
⊕
|J |=p
Cq(DJ)
with first differential δ′ : Cp,q → Cp+1,q the sum of the restriction maps Cq(DJ )→ C
q(DJ ′)
(|J | = p, |J ′| = p+1, and J ⊂ J ′) (1.8), and second differential δ′′ : Cp,q → Cp,q+1 the sum
of the coboundary maps Cq(DJ)→ C
q+1(DJ). The cohomology Cˇech complex of (X,D) is
the complex Cˇ l(X,D) =
⊕
p+q=l C
p,q with differential δ = δ′+δ′′ and decreasing filtration
F pCˇ l(X,D) =
⊕
j≥p
⊕
j+q=l C
j,q. The cohomology spectral sequence Eˇp,qr associated to
this filtration [7, chapter XI, section 8] satisfies
Eˇp,q1 =
⊕
|J |=p
Hq(DJ ),
where the differential dˇp,q1 : Eˇ
p,q
1 → Eˇ
p+1,q
1 is equal to the sum of the restriction maps
Hq(DJ ) → H
q(DJ ′). This spectral sequence converges to the relative cohomology of the
pair (X,D),
Eˇp,q1 =⇒ H
p+q(X,D).
2.2. The Gysin complex. If f : M → N is a continuous map of compact manifolds
without boundary, the Gysin homomorphism f∗ : H∗(N)→ H∗(M) is defined as follows.
Let m = dimM and n = dimN , and for all l ≥ 0 let DM : H
l(M) → Hm−l(M) and
DN : H
l(N)→ Hn−l(N) be the Poincare´ duality isomorphisms. For all k ≥ 0 we let
f∗ = DM ◦H
n−k(f) ◦ D−1N : Hk(N)→ Hk+m−n(M),
where Hn−k(f) : Hn−k(N)→ Hn−k(M) is the homomorphism induced by f on cohomol-
ogy.
The Gysin complex G(X,X) of the good compactification (X,D) of X is the chain
complex
Gp(X,X) =
⊕
|J |=p
⊕
k
Hk(DJ)(2.2)
with differential d, where dp : Gp(X,X) → Gp+1(X,X) is the sum of the Gysin maps
i∗J,J ′ : Hk(DJ )→ Hk−1(DJ ′) for J ⊂ J
′ with |J | = p and |J ′| = p+1, and iJ,J ′ : DJ ′ → DJ
is the inclusion.
Note that while the Cˇech complex is the filtered complex associated to a double complex,
the Gysin complex is a simple complex without filtration.
Proposition 2.1. The Eˇ1 term of the Cˇech spectral sequence of a good compactification
of X is canonically isomorphic to the Gysin complex,
(Eˇp,∗1 , dˇ
p,∗
1 )
∼= (Gp(X,X), dp).
Proof. The isomorphism Eˇp,∗1 → Gp(X,X) is the sum of the Poincare´ duality isomorphisms
Hq(DJ )→ Hn−p−q(DJ ), where n = dimX. 
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2.3. Poincare´-Lefschetz duality. The following isomorphism corresponds to the classi-
cal duality isomorphism Hn−k(X,D) ∼= Hk(X), n = dimX, k ≥ 0.
Theorem 2.2. Let (X,D) be a good compactification of X, and let X ′ be the associated
corner compactification of X. There is a quasi-isomorphism of filtered complexes
Ψ : (Cˇ∗(X,D), F ∗)→ (C∗(X
′), F ∗)
from the cohomology Cˇech complex to the corner complex. More precisely, there is a chain
homomorphism Ψ = (Ψl), Ψl : Cˇ
l(X,D)→ Cn−l(X
′), such that for all p, l ≥ 0 we have
Ψl(F
pCˇ l(X,D)) ⊂ F pCn−l(X
′),
and for all p ≥ 0 the resulting chain homomorphism
Ψ∗ :
F pCˇ∗(X,D)
F p+1Cˇ∗(X,D)
→
F pCn−∗(X
′)
F p+1Cn−∗(X ′)
induces an isomorphism in homology.
Corollary 2.3. The Ê1 term of the corner spectral sequence of a good compactifcation
of X is isomorphic to the Gysin complex of the divisor D at infinity. More precisely, for
every p, k ≥ 0 there is an isomorphism
Ê1−p,k+p = Hk
(
F pC∗(X
′)
F p+1C∗(X ′)
)
∼=
⊕
|J |=p
Hk(DJ ).
Under this isomorphism the differential
dˆ1−p,k+p : Hk
(
F pC∗(X
′)
F p+1C∗(X ′)
)
→ Hk−1
(
F p+1C∗(X
′)
F p+2C∗(X ′)
)
corresponds to the sum of the Gysin homomorphisms
i∗J,J ′ : Hk(DJ)→ Hk−1(DJ ′),
where |J | = p, |J ′| = p+ 1, and J ⊂ J ′.
Proof. This is an immediate consequence of Theorem 2.2 and Proposition 2.1. 
Now we turn to the proof of Theorem 2.2. We construct Ψ as the composition of the
three filtered quasi-isomorphisms described in subsections 2.4, 2.5, 2.6 below.
2.4. The simplicial Cˇech complex. Let K be a semialgebraic triangulation of X such
that for all J ⊂ I the subvariety DJ =
⋂
i∈J Di is a subcomplex of K. There exists a
unique triangulation K ′ of X ′ such that the map π : X ′ → X is simplicial, and such a
triangulation K ′ is semialgebraic. We say that (K ′,K) is an adapted triangulation of π.
Let (K ′,K) be an adapted triangulation of π : X ′ → X. For each J ⊂ I let KJ be the
subcomplex of K that triangulates DJ . Let C
q(KJ ) be the q-th simplicial cochain group
of KJ . Consider the double complex
(2.3) Cp,q(K) =
⊕
|J |=p
Cq(KJ ).
The simplicial Cˇech complex is the filtered complex defined by Cˇ l(K) =
⊕
p+q=lC
p,q(K),
with filtration F pCˇ l(K) =
⊕
j≥p
⊕
j+q=lC
j,q(K). The map of double complexes Cp,q →
Cp,q(K) that is the sum of the chain maps C∗(DJ) → C
∗(KJ) adjoint to the inclusion
C∗(KJ) → C∗(DJ ) defines a filtered quasi-isomorphism Cˇ
∗(X,D) → Cˇ∗(K) from the
Cˇech complex (2.1) to the simplicial Cˇech complex (2.3).
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2.5. The cellular dual complex. Let K∗ be the dual cell complex of the simplicial
complex K [10, §64]. For each J ⊂ I, the cells of the dual complex K∗J of the triangulation
KJ of DJ are the intersections with DJ of the cells of K
∗. The dimension of the smooth
variety DJ is n − p, where p = |J |. The double complex C
p,q(K) is isomorphic to the
double complex
(2.4) Cp,k(K
∗) =
⊕
|J |=p
Ck(K
∗
J)
via the classical cellular Poincare´ duality isomorphism Cq(KJ ) → Cn−p−q(K
∗
J ) which
assigns to a simplex σ ∈ KJ the dual cell σ
∗
J ∈ K
∗
J . The second differential of this
double complex ∂′′ : Cp,k(K
∗
J ) → Cp,k−1(K
∗
J ) is given by the cellular boundary map.
The first differential ∂′ : Cp,k(K
∗) → Cp+1,k−1(K
∗) is given by the cellular Gysin maps
i(J, J ′)∗ : Ck(K
∗
J) → Ck−1(K
∗
J ′), where |J | = p, |J
′| = p + 1, and J ⊂ J ′. By definition
the Gysin map on cellular chains is Poincare´ dual to the restriction map on simplicial
cochains. If σ ∈ KJ ′ ⊂ KJ then i(J, J
′)∗(σ∗J) = σ
∗
J ′ = σ
∗
J ∩ DJ ′ . Thus the Gysin map
i(J, J ′)∗ applied to a cellular chain in K∗J is the intersection of the chain with DJ ′ .
Thus there is a filtered chain isomorphism from the simplicial Cˇech complex to the
cellular dual complex
C˜k(K
∗) =
⊕
p
Cp,k(K
∗)
with boundary map ∂ = ∂′ + ∂′′ and filtration F pC˜k(K
∗) =
⊕
j≥pCj,k(K
∗). The term
(E1, d1) of the spectral sequence of this filtered complex is the Gysin complex (2.2).
2.6. The cellular pullback. We define a filtered quasi-isomorphism from the cellular
dual complex to the corner complex,
φ : C˜∗(K
∗)→ C∗(X
′) .
For |J | = p we define φ : Ck(K
∗
J ) → Ck(X
′) as follows. For each k-cell B ∈ Ck(K
∗
J ) let
φ(B) = [π−1B] ∈ Ck(X
′). Since π−1B = ρ−1J (π
−1
J B) we have [π
−1B] ∈ F pC∗(X
′).
We claim that φ(∂B) = ∂φ(B) for all k-cells B ∈ Ck(K
∗
J), and so φ is a chain map. By
definition ∂B = ∂′B + ∂′′B.
If J ′ ⊃ J with |J ′| = p+1 then dim(B ∩DJ ′) = k− 1; in fact, B ∩DJ ′ is a (k− 1)-cell
of K∗J ′ . Thus ∂
′B =
∑
J ′ B ∩DJ ′ , summed over all J
′ ⊃ J with |J ′| = p+ 1. Therefore
φ(∂′B) =
∑
J ′
φ(B ∩DJ ′) =
∑
J ′
[π−1(B ∩DJ ′)] = [(π
−1B) ∩ ∂(π−1DJ)],
where ∂(π−1DJ) =
⋃
J ′ π
−1DJ ′ is the boundary of the manifold π
−1DJ .
Let bd(B) denote the cellular boundary of the k-cell B. In other words, if h : Bk → B
is a semialgebraic homeomorphism from the unit ball in Rk onto B, then bd(B) = h(∂Bk).
We have ∂′′B =
∑
B′, summed over all (k − 1)-cells B′ of K∗J with B
′ ⊂ bd(B). So
φ(∂′′B) =
∑
φ(B′) = [π−1 bd(B)].
On the other hand,
∂φ(B) = ∂[π−1B] = [(π−1B) ∩ ∂(π−1DJ)] + [π
−1 bd(B)],
which gives the claim.
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Finally, we show that the chain map φ is a filtered quasi-isomorphism. For a k-cell B of
K∗J , the set π
−1
J B is the image of a semialgebraic section of πJ : D
′
J → DJ over B. Thus
the induced map
φp :
F pC˜∗(K
∗)
F p+1C˜∗(K∗)
=
⊕
|J |=p
C∗(K
∗
J)→
F pC∗(X
′)
F p+1C∗(X ′)
factors as φp = ψp ◦ ξp, where
ξp :
⊕
|J |=p
C∗(K
∗
J)→
⊕
|J |=p
C∗(DJ )
is the inclusion ξp(B) = [B], and
ψp :
⊕
|J |=p
C∗(DJ )→
F pC∗(X
′)
F p+1C∗(X ′)
is given by Proposition 1.8. The chain map ξp induces an isomorphism in homology, and ψp
is a chain isomorphism by Proposition 1.8. Thus φp induces an isomorphism in homology.
This completes the proof of Theorem 2.2.
2.7. Duality with Borel-Moore homology. If X is a smooth n-dimensional real alge-
braic variety with good compactification (X,D) and associated corner compactification X ′,
the weight filtration (1.15) on the complex of semialgebraic chains C∗(X
′) gives the weight
filtration of the classical (compactly supported) homology groups Hk(X), 0 ≤ k ≤ n,
(2.5) 0 =W−n−1Hk(X) ⊂ · · · ⊂ W−k−1Hk(X) ⊂ W−kHk(X) = Hk(X).
We will show in section 7 that this filtration does not depend on the choice of good
compactification of X. In previous work [9] we defined a weight filtration on the complex
of semialgebraic chains with closed supports CBM∗ (X) [9], which gives the weight filtration
of the Borel-Moore homology groups HBMn−k(X), 0 ≤ k ≤ n,
(2.6) 0 =W−n+k−1H
BM
n−k(X) ⊂ · · · ⊂ W−1H
BM
n−k(X) ⊂ W0H
BM
n−k(X) = H
BM
n−k(X).
For each k, 0 ≤ k ≤ n, Poincare´-Lefschetz duality gives a nonsingular bilinear intersection
pairing
〈 , 〉 : Hk(X) ×H
BM
n−k(X)→ Z2.
We show that the weight filtrations (2.5) and (2.6) on these groups are dual under this
pairing.
Theorem 2.4. Let X be a smooth n-dimensional variety. For all p ≤ 0 and k ≥ 0,
WpHk(X) = {α ∈ Hk(X) | 〈α, β〉 = 0 for all β ∈ W−p−n−1H
BM
n−k(X)}.
Proof. This is a consequence of a more basic duality of filtered chain complexes. The weight
filtration on H∗(X) is induced by the weight filtration on the complex C∗(X
′), where X ′
is the corner compactification of X. The weight filtration on C∗(X
′) is by definition the
Deligne shift of the corner filtration on C∗(X
′) (1.14). The complex C∗(X
′) with the corner
filtration is in turn filtered quasi-isomorphic to the cohomology Cˇech complex Cˇ∗(X,D)
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with its standard filtration (Theorem 2.2). The cohomology Cˇech complex is dual to the
homology Cˇech complex Cˇ∗(X,D), where
Cˇl(X,D) =
⊕
p+q=l
Cp,q,
Cp,q =
⊕
|J |=p
Cq(DJ ),
FpCˇl(X,D) =
⊕
j≤p
⊕
j+q=l
Cj,q.
Finally, the complex CBM∗ (X) with its weight filtration is quasi-isomorphic to the homol-
ogy Cˇech complex Cˇ∗(X,D) with the Deligne shift of the standard filtration [9, Theorem
(1.1)(2), proof of Proposition (1.9)]. This last quasi-isomorphism corresponds to the iso-
morphism Hl(X,D) ∼= H
BM
l (X). 
3. Functoriality
In this section we prove that the weight filtration is functorial for maps of pairs (X,X),
where X is a good compactification of X. First we show that a regular map (f , f) :
(X,X) → (Y , Y ) induces a semialgebraic map f ′ : X ′ → Y ′ of corner compactifications.
The group actions on the principal bundles containing X ′ and Y ′ are used to prove that
the chain map induced by f ′ preserves the corner filtration. Finally, we compute the
corresponding homomorphism of Gysin complexes.
Let f : X → Y be a regular map of smooth varieties that extends to a regular map
f : X → Y of good compactifications. The divisor D = X \X is a finite union of smooth
codimension one subvarieties Di, i ∈ IX (1.1), and the divisor E = Y \ Y is a finite union
of smooth codimension one subvarieties Ej , j ∈ IY . In this section we assume that all the
divisors Di and Ej are irreducible.
For x ∈ X let J(x) = {i ∈ IX | x ∈ Di}, and for y ∈ Y let J(y) = {j ∈ IY | y ∈ Ej}.
For every x ∈ X and y ∈ Y , there exist good local coordinates (U, (u1, . . . , un)) on (X,D)
with (u1(x), . . . , un(x)) = 0, and (V, (v1, . . . , vm)) on (Y ,E) with (v1(y), . . . , vm(y)) = 0.
Let GX be the group of functions g : IX → {1,−1}, and let GY be the group of functions
h : IY → {1,−1}. Let G(x) = {g ∈ GX | g(i) = 1, i /∈ J(x)} and G(y) = {h ∈ GY | h(j) =
1, j /∈ J(y)}.
Theorem 3.1. Let X and Y be smooth real algebraic varieties with good compactifications
X and Y , and let f : X → Y be a regular map that extends to a regular map f : X → Y .
Let X ′ and Y ′ be the corner compactifications associated to X and Y . There exists a
unique continuous semialgebraic map f ′ : X ′ → Y ′ such that f ′|X = f . Moreover
f ◦ πX = πY ◦ f
′,
where πX : X
′ → X and πY : Y
′ → Y are the projections.
If Z is a smooth real algebraic variety with good compactification Z, and ξ : Y → Z is
a regular map that extends to a regular map ξ : Y → Z, then
(ξ ◦ f)′ = ξ′ ◦ f ′.
Proof. Given x′ ∈ X ′, let x = πX(x
′) and y = f(x). Choose good coordinate neigh-
borhoods U of x and V of y as above, with f(U) ⊂ V . For g ∈ G(x) and h ∈ G(y)
consider the sets Xg(U) ⊂ X, Xg(U) ⊂ X and Yh(V ) ⊂ Y , Y h(V ) ⊂ Y (1.7) and (1.9).
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Let X ′(U) = π−1X U , X
′
g(U) = π
−1
X Xg(U), and Y
′(V ) = π−1Y V , Y
′
h(V ) = π
−1
Y Y h(V ).
Then X ′(U) =
⊔
gX
′
g(U) and Y
′(V ) =
⊔
h Y
′
h(V ). Now x
′ ∈ X ′g0(U) for a unique
g0 ∈ G(x). The open sets Xg(U) and Yh(V ) are connected, so there is a unique h0
with f(Xg0(U)) ⊂ Yh0(V ). Let y
′ be the unique element of Y ′h0(V ) such that πY (y
′) = y,
and set f ′(x′) = y′.
By construction f(πX(x
′)) = πY (f
′(x′)), so f |X = f , and the graph of f ′ is the closure
in X ′ × Y ′ of the graph of f . Therefore f ′ is continuous and semialgebraic. The function
f ′ is uniquely determined by f since X is dense in X ′. It follows that if f : X → Y and
ξ : Y → Z are as above, then (ξ ◦ f)′ = ξ′ ◦ f ′. 
If f : X → Y is a regular map of smooth varieties that extends to a regular map
f : X → Y of good compactifications, with D = X \X and E = Y \Y , then f
−1
(E) ⊂ D.
Let f(x) = y and let U and V be good coordinate neighborhoods of x and y, respectively,
as above, with f(U) ⊂ V . Suppose that for i ∈ J(x) the divisor Di ∩ U of U is given by
ukU (i) = 0, and for j ∈ J(y) the divisor Ej ∩ V of V is given by vkV (j) = 0. For every
i ∈ J(x) and j ∈ J(y) there are non-negative integers aij and a real analytic function
rj : U → R such that on U we have
(3.1) vkV (j) ◦ f = rj
∏
i∈I(x)
(ukU (i))
aij .
Moreover, r−1j (0) ⊂ D and dim r
−1
j (0) ≤ n − 2, and therefore rj has constant sign on
U \D. Since the divisors Di and Ej are irreducible, the exponents aij do not depend on
the choice of x and y or on the choice of good local coordinates. Indeed, they are defined
by the condition that the divisor
f
−1
(Ej)−
∑
i∈IX
aijDi,
described locally by rj = 0, has real part of dimension strictly less than n−1. (See Remark
3.7 for an example.) Thus the numbers aij are well-defined not only for the divisors Di
and Ej such that Di ∩ f
−1
(Ej) 6= ∅ by (3.1), but also we have that if Di ∩ f
−1
(Ej) = ∅,
then aij = 0.
We define a homomorphism ϕ : G(x)→ G(y) by
(3.2) ϕ(g)(j) =
∏
i∈J(x)
g(i)aij .
Proposition 3.2. Let f : X → Y be a regular map of smooth varieties that extends to a
regular map f : X → Y of good compactifications, and let f ′ : X ′ → Y ′ be the associated
map of corner compactifications. If f(x) = y, then
f ′(g · x′) = ϕ(g) · f ′(x′)
for all g ∈ G(x) and x′ ∈ π−1X (x).
Proof. Let f(X1(U)) ⊂ Yh(V ). Then by (3.1) we have f(Xg(U)) ⊂ Yϕ(g)h(V ), and this
gives the proposition. 
Theorem 3.3. Let f : X → Y be a regular map of smooth varieties that extends to a
regular map f : X → Y of good compactifications. If f ′ : X ′ → Y ′ is the associated map
of corner compactifications, then for all k, p ≥ 0,
f ′∗(F
pCk(X
′)) ⊂ F pCk(Y
′).
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Proof. By Lemma 1.6 and Corollary 8.3, it suffices to show the claim for c ∈ F pCk(X
′) of
the form
c = [B]⊗ [G(I)] ∈ Ck(B)⊗ C0(G(I
′)),
where I ⊂ I ′, |I| = p, and B is the closure of B˚, with B˚ ⊂ D˚I′ . Suppose, moreover, that
f(B˚) ⊂ E˚J ′ . We define a homomorphism ϕI′J ′ : G(I
′)→ G(J ′) by
ϕI′J ′(g)(j) =
∏
i∈I′
g(i)aij .
Suppose first that ϕI′J ′ restricted to G(I) is injective. Then by Proposition 3.2 we have
f ′∗([B]⊗ [G(I)]) = f∗([B])⊗ [ϕI′J ′(G(I))],(3.3)
which lies in F pCk(Y
′) by Lemma 8.1 and Proposition 8.5.
If ϕI′J ′ restricted to G(I) is not injective, then for every x ∈ B˚ the fibers of f
′ : {x} ×
G(I)→ {f(x)}×G(J ′) have even cardinality. Therefore the pushforward f ′∗([B]⊗ [G(I)])
is equal to 0. 
By Proposition 1.8, f ′ induces a morphism of complexes
(3.4) fp :
⊕
|I|=p
C∗(DI)→
⊕
|J |=p
C∗(EJ).
We now show that fp is a combination of pushforwards with weights.
To a pair (I, J) with I ⊂ IX , J ⊂ IY , and |J | = |I| = p, we associate the number
aIJ = det(aij)i∈I,j∈J .
Lemma 3.4. Let D0I be an irreducible component of DI , and suppose D
0
I ∩ f
−1
(EJ ) 6= ∅,
|I| = |J | = p. If D0I 6⊂ f
−1
(EJ) then aIJ = 0.
Proof. Let x ∈ D0I and y = f(x) ∈ EJ . Choose good local coordinates (U, (u1, . . . , un)) on
(X,D) and (V, (v1, . . . , vm)) on (Y ,E) as above, with f(U) ⊂ V , and such that DI ∩U =
{u1 = · · · = up = 0} and EJ ∩ V = {v1 = · · · = vp = 0}. If D
0
I 6⊂ f
−1
(EJ), then by (3.1)
there exists j ∈ {1, . . . , p} such that aij = 0 for all i ∈ {1, . . . , p}. Hence aIJ = 0. 
Proposition 3.5. Let f : X → Y be a regular map of smooth varieties that extends to a
regular map f : X → Y of good compactifications, with the divisors D = X\X =
⋃
i∈IX
Di,
E = Y \ Y =
⋃
j∈IY
Ej . Then for every I ⊂ IX , |I| = p, and for every irreducible
component D0I of DI , the morphism fp of (3.4) restricted to D
0
I is given by
(3.5) fp|D
0
I =
⊕
J
aIJ(f
0
IJ)∗ ,
where the sum is taken over all J ⊂ IY , |J | = p, such that f(D
0
I ) ⊂ EJ , with f
0
IJ : D
0
I →
EJ the restriction of f , and the other components of fp|D
0
I are zero.
Proof. Let c ∈ Ck(D
0
I ) and suppose that c = [B]⊗ [G(I)], where B is the closure of B˚ and
B˚ ⊂ D˚I′ , I ⊂ I
′, and that f(B˚) ⊂ E˚J ′ . If ϕI′J ′ restricted to G(I) is not injective then
f ′∗(c) = 0 and aIJ = 0 for all J ⊂ J
′.
Suppose now that ϕI′J ′ restricted to G(I) is injective. By formula (3.3) it suffices to
decompose the image of ϕI′J ′(G(I)) in I
p(G(J ′))/Ip+1(G(J ′)) with respect to the basis
given by Corollary 8.3. Then (3.5) follows from Corollary 8.4 both in the case when
f(D0I ) ⊂ EJ and when f(D
0
I ) 6⊂ EJ . Indeed, in the latter case the claim follows from the
fact that aIJ = 0 by Lemma 3.4. 
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Recall that a good compactification gives rise to a Gysin complex defined by (2.2).
Thus f : X → Y induces a morphism of Gysin complexes G(X,X) → G(Y , Y ) that can
be computed using Proposition 3.5. We will encounter in the following sections several
examples of morphisms of Gysin complexes that are simply the homology pushforward⊕
|I|=p
H∗(DI)→
⊕
|J |=p
H∗(EJ )
given by the sum of all the induced maps DI → EJ .
Corollary 3.6. Let f : X → Y be a regular map of smooth varieties that extends to a
regular map f : X → Y of good compactifications. Suppose that for all p, and all I ⊂ IX ,
J ⊂ IY such that |I| = |J | = p, either
(1) f(DI) ⊂ EJ and then aIJ = 1, or
(2) dimDI ∩ f
−1
(EJ ) < dimDI .
Then the induced morphism of Gysin complexes G(X,X) → G(Y , Y ) is the homology
pushforward.
Proof. This is an immediate consequence of Corollary 2.3 and Proposition 3.5. 
Remark 3.7. We say that f is a monomial map (with respect to the divisors D and E) if
for every x ∈ X and y = f(x), the functions rj of (3.1) are never zero. Then f : X → Y
is a topological tico map with respect to the ticos D and E [1, III.2]. (“Tico” stands
for “transversely intersecting codimension one.”) In this case the coefficients aij can be
simply defined by
f
−1
(Ej) =
∑
i
aijDi .
In the complex algebraic case a regular map f : (X,X \D) → (Y , Y \ E), where D and
E are divisors with normal crossings, is automatically monomial in this sense [1, p 176].
This is not true in the real algebraic case, as the following example shows.
Let X = R2, Y = R, and f : R2 → R, f(x, y) = x2/(1 + y2). Let X = P2 with
coordinates [x : y : z], so that D = {z = 0}, and let Y = P1 with coordinates [s : t], so
that E = {t = 0}. Let f : P2 → P1, f [x : y : z] = [x2 : y2 + z2]. Then f
−1
(E) is a single
point of D.
4. Blowup squares
In this section we analyze the homology of a classical blowup square. A key tool is the
Leray-Hirsch theorem on the homology of a projectivized vector bundle. In sections 5 and
6 we will apply this special case to understand the behaviour of the weight filtration under
a blowup with smooth center contained in a good compactification of a smooth variety.
A blowup square (also called an elementary acyclic square) is a cartesian diagram of
compact irreducible nonsingular real algebraic varieties and regular morphisms
(4.1)
E
s
−→ M˜
↓ q ↓ p
C
r
−→ M
such that C is a subvariety of M with inclusion r, M˜ is the blowup of M with center C
and projection p, and E = p−1(C) is the exceptional divisor.
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In what follows we suppose dimC < dimM .
Lemma 4.1. The composition p∗ ◦ p
∗ is the identity map, so p∗ : H∗(M˜) → H∗(M) is
surjective and p∗ : H∗(M)→ H∗(M˜ ) is injective.
Proof. If α ∈ H∗(M), by Poincare´ duality there exists β ∈ H
∗(M) with α = β ⌢ [M ].
Then p∗(α) = p∗(β)⌢ [M˜ ], and p∗[M˜ ] = [M ] since p has degree 1. Thus
p∗p
∗(α) = p∗(p
∗(β) ⌢ [M˜ ]) = β ⌢ p∗[M˜ ] = β ⌢ [M ] = α.

Proposition 4.2. Given a blowup square (4.1), for every k > 0 there is a short exact
sequence
(4.2) 0→ Hk(E)
i∗→ Hk(C)⊕Hk(M˜)
j∗
→ Hk(M)→ 0,
where i∗(α) = (q∗(α), s∗(α)) and j∗(β, γ) = r∗(β) + p∗(γ). Moreover, q∗ is surjective and
s∗ induces an isomorphism ker q∗
≃
−→ ker p∗
Proof. Consider the commutative diagram
−→ Hk+1(M˜ ,E) −→ Hk(E)
sk−→ Hk(M˜ ) −→ Hk(M˜,E) −→
↓ p′k+1 ↓ qk ↓ pk ↓ p
′
k
−→ Hk+1(M,C) −→ Hk(C)
rk−→ Hk(M) −→ Hk(M,C) −→
The rows are exact, the maps p′k are isomorphisms, and the maps pk are surjective by
Lemma 4.1. The proposition is proved by a diagram chase. 
The exactness of the sequence (4.2) can be paraphrased by saying that the square
(4.3)
Hk(E)
s∗−→ Hk(M˜ )
↓ q∗ ↓ p∗
Hk(C)
r∗−→ Hk(M)
is commutative and acyclic.
Corollary 4.3. Given a blowup square (4.1), for every k > 0 there is a short exact
sequence
(4.4) 0← Hk(E)
i∗
← Hk(C)⊕Hk(M˜ )
j∗
← Hk(M)← 0,
where i∗(β, γ) = q∗(β) + s∗(γ) and j∗(δ) = (r∗(δ), p∗(δ)). Moreover, q∗ is injective and s∗
induces an isomorphism im q∗
≃
←− im p∗.
The exactness of the sequence (4.4) says that the square
(4.5)
Hk(E)
s∗
←− Hk(M˜)
↑ q∗ ↑ p∗
Hk(C)
r∗
←− Hk(M)
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is commutative and acyclic. Equivalently, if dimM −dimC = m > 0, the square of Gysin
homomorphisms
(4.6)
Hk−1(E)
s∗
←− Hk(M˜)
↑ q∗ ↑ p∗
Hk−m(C)
r∗
←− Hk(M)
is commutative and acyclic.
Lemma 4.4.
(1) Hk(M˜ ) = ker p∗ ⊕ im p
∗.
(2) Hk−1(E) = im q
∗ ⊕ s∗(ker p∗) .
Proof. (1) follows from Lemma 4.1. We prove (2) as follows. Let α ∈ Hk−1(E). By
Corollary 4.3 there are β ∈ Hk−m(C) and γ ∈ Hk(M˜) and such that α = q
∗(β) + s∗(γ).
Then γ1 = γ − p
∗p∗(γ) ∈ ker p∗ and α = q
∗(β + r∗p∗(γ)) + s
∗(γ1). If q
∗(β) + s∗(γ) = 0
then, by Corollary 4.3, β ∈ im r∗ and γ ∈ im p∗. If, moreover, γ ∈ ker p∗, then since
ker p∗ ∩ im p
∗ = 0 we have γ = 0. 
Theorem 4.5. Let m = dimM − dimC. For all k > 0 there is a unique homomorphism
q˜∗ : Hk−1(E) → Hk−m(C) such that q˜∗ ◦ q
∗ is the identity and the following diagram is
commutative and acyclic:
(4.7)
Hk−1(E)
s∗
←− Hk(M˜)
↓ q˜∗ ↓ p∗
Hk−m(C)
r∗
←− Hk(M)
Proof. By Lemma 4.4, α ∈ Hk−1(E) can be written uniquely α = q
∗(β) + s∗(γ), where
β ∈ Hk−m(C) and γ ∈ ker p∗. We require q˜∗q
∗(β) = β, and q˜∗s
∗(γ) = r∗p∗(γ) = 0, so we
must have q˜∗(α) = β, and β is unique since q
∗ is injective. Straightforward computations
using Lemma 4.4 and Corollary 4.3 give that (4.7) is commutative and the associated
simple complex is exact. 
In the blowup square (4.1), the map q : E → C is the projectivization of the normal
bundle of C in M . To give a geometric description of the homomorphism q˜∗ we apply the
classical Leray-Hirsch Theorem:
Theorem 4.6. Let A → B be vector bundle of rank m, and let π : P(A) → B be its
projectivization. Let e ∈ H1(P(A)) be the Euler class of the tautological line bundle. The
cohomology group H∗(P(A)) is a free module over H∗(B) with basis 1, e, e2, . . . , em−1. In
other words, every element u ∈ H∗(P(A)) can be written uniquely
u = π∗(u0) + π
∗(u1)⌣ e+ · · ·+ π
∗(um−1)⌣ e
m−1,
where u0, u1, . . . , uk−1 ∈ H
∗(B).
Proof. The proof uses the Leray-Serre spectral sequence [8, Theorem 5.10, p. 48]. 
If the base B of the vector bundle is a topological manifold of dimension b, then P(A)
is a manifold of dimension b+m− 1, and by Poincare´ duality the Leray-Hirsch Theorem
gives that every element α ∈ H∗(P(A)) can be written uniquely
(4.8) α = π∗(a0) + e ⌢ π
∗(a1) + · · ·+ e
m−1 ⌢ π∗(am−1),
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where a0, a1, . . . , am−1 ∈ H∗(B).
Lemma 4.7. If π : P(A) → B is the projectivization of an m-plane bundle and α ∈
H∗(P(A)) is given by (4.8), then π∗(α) = am−1.
Proof. Suppose that α = ei ⌢ π∗(ai), i ∈ {0, . . . ,m − 1}, and ai = ui ⌢ [B]. Let
εi = ei ⌢ [P(A)]. Then
α = ei ⌢ (π∗(ui)⌢ [P(A)]) = π
∗(ui)⌢ (e
i ⌢ [P(A)]) = π∗(ui)⌢ ε
i
and so
π∗(α) = π∗
(
π∗(ui)⌢ ε
i
)
= ui ⌢ π∗(ε
i).
Now εi ∈ Hb+m−1−i(P(A)), and if i < m− 1 then b+m− 1− i > b, so π∗(ε
i) = 0.
On the other hand, we claim that π∗(ε
m−1) = [B], and so if α = em−1 ⌢ π∗(am−1)
then π∗(α) = um−1 ⌢ [B] = am−1. Now π∗(ε
m−1) ∈ Hb(B), and we have π∗(ε
m−1) = [B]
if and only if ρx(π∗(ε
m−1)) 6= 0 for all x ∈ B, where ρx : Hb(B) → Hb(B,B \ {x}) is the
restriction map. There is a commutative square
Hb(P(A))
σx−→ Hb(P(A),P(A) \ π
−1(x))
↓ π∗ ↓ π∗
Hb(B)
ρx
−→ Hb(B,B \ {x})
with Hb(P(A),P(A) \ π
−1(x)) = Hb(B,B \ {x}) ⊗ H0(π
−1(x)) and π∗(α ⊗ β) = φ(β)α,
where φ : H0(π
−1(x)) → Z2 is the augmentation isomorphism. By the local triviality of
the bundle π : P(A)→ B, we have
σx(ε
m−1) = σx(e
m−1 ⌢ [P(A)])
= ρx[B]⊗
(
(em−1|π−1(x))⌢ [π−1(x)]
)
= ρx[B]⊗
(
(e|π−1(x))m−1 ⌢ [π−1(x)]
)
.
Now π−1(x) = Pm−1, and e|π−1(x) is the Euler class of the tautological line bundle, so
(e|π−1(x))m−1 6= 0, and hence ρx(π∗(ε
m−1)) 6= 0. 
Now we show that the homomorphism q˜∗ : Hk−1(E)→ Hk−m(C) of (4.7) can be defined
geometrically in terms of the excess bundle, which is defined as follows. Let NC be the
normal bundle of C in M and denote by e(C) ∈ Hm(C) its Euler class (i.e. the top
Stiefel-Whitney class). Similarly we denote by NE the normal bundle of E in M˜ and by
e(E) ∈ H1(E) its Euler class. Then q : E → C is the projectivization of NC , and NE
is the tautological line bundle. The excess bundle is the quotient bundle E = q∗NC/NE.
The Euler class e(E) satisfies q∗e(C) = e(E)e(E).
Proposition 4.8. Let α ∈ Hk−1(E). Then q˜∗(α) = q∗(e(E)⌢ α).
Proof. Since α = q∗(β) + s∗(γ), where β ∈ Hk−m(C) and γ ∈ ker p∗, it suffices to consider
two cases, α = q∗(β) or α = s∗(γ) with γ ∈ ker p∗.
If α = q∗(β) then we have to show that q∗(e(E) ⌢ q
∗(β)) = β. The Whitney formula
for the total Stiefel-Whitney class w(q∗NC) = w(NE)w(E) = (1 + e(E))w(E) yields
e(E) = wm−1(E) =
m−1∑
i=0
e(E)m−1−i ⌣ q∗(wi(NC)).
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Therefore by Lemma 4.7,
q∗(e(E)⌢ q
∗(β)) = q∗
(
m−1∑
i=0
(e(E)m−1−i ⌣ q∗(wi(NC)))⌢ q
∗(β))
)
=
m−1∑
i=0
q∗
(
e(E)m−1−i ⌢ (q∗(wi(NC))⌢ q
∗(β))
)
= q∗
(
e(E)m−1 ⌢ (q∗(w0(NC)⌢ q
∗(β))
)
= β.
If α = s∗(γ) with γ ∈ ker p∗, then we have to show that q∗(e(E) ⌢ s
∗(γ)) = 0. By
Proposition 4.2 there is α˜ ∈ Hk(E) such that γ = s∗(α˜) and q∗(α˜) = 0. Therefore
α = s∗(γ) = s∗(s∗(α˜)) = e(E) ⌢ α˜, and so we have
q∗(e(E) ⌢ s
∗(γ)) = q∗((e(E) ⌣ e(E)) ⌢ α˜)
= q∗(q
∗(e(C)) ⌢ α˜)
= e(C)⌢ q∗(α˜)
= 0.
This completes the proof of the Proposition. 
5. Blowup with center transverse to the divisor at infinity
In section 7 we will apply the main theorem of Guille´n and Navarro Aznar [6] to extend
our weight filtration to singular varieties. Their key extension criterion describes the
behavior of the weight filtration for the blowup of a good compactification with center
transverse to the divisor at infinity. In the present section we verify this extension criterion.
The key result is the acyclicity of the Gysin diagram (5.3) of a blowup square.
Let X be a smooth n-dimensional variety and let W = X be a good compactification
of X, with W \ X = D a divisor with normal crossings, so that D =
⋃
i∈I Di, where
Di are smooth hypersurfaces meeting transversely. Let Z be an irreducible smooth m-
dimensional subvariety of X and let Y = Z be the closure of Z in W . Suppose that Y is a
smooth subvariety of W such that Y has normal crossings with D [6, (2.3.1)] and Y 6⊂ D.
Then for every x ∈ W there is a good local coordinate system (U, (u1, . . . , un)) about x,
and for each i ∈ J(U) there is an index k(i) ∈ {1, . . . , n}, k(i) ≤ m, such that Di ∩ U is
the coordinate hyperplane uk(i) = 0, and Y ∩U is given by um+1 = · · · = un = 0. Thus Y
is transverse to the divisor D [1, III.3].
From this data we obtain the blowup square of pairs (W•,X•):
(5.1)
(Y˜ , Z˜) −→ (W˜ , X˜)
↓ ↓ b
(Y,Z)
a
−→ (W,X)
Here a is the inclusion, b is the blowup of (W,X) along (Y,Z), and (Y˜ , Z˜) = b−1(Y,Z).
Since Y has normal crossings with D, it follows that W˜ , Y , and Y˜ are good compactifica-
tions of X˜ , Z, and Z˜, respectively.
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Theorem 5.1. Blowup with center transverse to the divisor at infinity. Given a blowup
square of pairs (5.1), the corresponding square of corner compactifications induces an
acyclic diagram of weight complexes
WC∗(Z˜
′) −→ WC∗(X˜
′)
↓ ↓ b′∗
WC∗(Z ′)
a′∗−→ WC∗(X ′)
In other words, the simple filtered complex of this diagram is quasi-isomorphic to the zero
complex.
For the definition of the simple filtered complex of a diagram of filtered complexes, see
[9, p. 125].
Recall that the weight filtrationW∗ (1.14) is the Deligne shift of the filtration F̂∗, where
F̂−p = F
p, and F ∗ is the corner filtration (1.10) (1.11) (1.14). Thus to prove the theorem
it suffices to show that the spectral sequence of the simple filtered complex associated to
the diagram
(5.2)
(C∗(Z˜
′), F ∗) −→ (C∗(X˜
′), F ∗)
↓ ↓ b′∗
(C∗(Z
′), F ∗)
a′∗−→ (C∗(X
′), F ∗)
has trivial E2 term. This in turn is equivalent to the statement that the simple complex
sG(W•,X•) associated to the diagram of Gysin complexes
(5.3)
G(Y˜ , Z˜) −→ G(W˜ , X˜)
↓ ↓ b∗
G(Y,Z)
a∗−→ G(W,X)
is acyclic. By Corollary 3.6 the arrows in (5.3) are homology pushforward. We will prove
that the complex sG(W•,X•) is acyclic by induction on the complexity of the divisor
D =W \X, which is defined as follows.
Let D be a divisor of the compact nonsingular variety W , and suppose that D has
simple normal crossings (1.1). A nonsingular decomposition of D is a set D = {Di}i∈I of
nonsingular divisors of W such that D =
⋃
i∈I Di. The complexity c(D) of the divisor D
is the minimum cardinality of a nonsingular decomposition of D.
If the divisor D has simple normal crossings in W , there is a one-to-one correspondence
between nonsingular decompositions of D and partitions of the set C(D) of irreducible
components of D such that if Ci and Cj belong to the same member of the partition then
Ci ∩ Cj = ∅. The nonsingular decomposition D = {Di}i∈I corresponds to the partition
{Di}i∈I of C(D), where Di = {Cj | Cj ⊂ Di}.
Remark 5.2. If D is a simple normal crossing divisor of W , let Γ(D) be the corresponding
graph. The vertices of Γ(D) are the irreducible components of D, and there is an edge
of Γ(D) between Ci and Cj if and only if Ci ∩ Cj 6= ∅. Thus nonsingular decompositions
of D are in one-to-one correspondence with graph partitions of Γ(D), and the complexity
c(D) is the chromatic number of Γ(D).
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Now the inductive proof of Theorem 5.1 proceeds as follows. In the base case c(D) = 0
the divisor D is empty, and the diagram (5.3) reduces to
H∗(Y˜ ) −→ H∗(W˜ )
↓ ↓
H∗(Y ) −→ H∗(W )
which is acyclic by Proposition 4.2.
Now suppose that c(D) > 0. Let D = {Di}i∈I be a nonsingular decomposition of D
with |D| = c(D). Let D = D′′ ∪ V and D′ = D′′ ∩ V , where V = D0 ∈ D. The cubical
diagram (DJ)J⊂I →W (J 6= ∅) is equal to the diagram
(D′J )0/∈J −→ V
↓ ↓
(D′′J )0/∈J −→ W
where the vertical maps are inclusions. It follows from the definition of the homological
Gysin complex that this diagram yields a short exact sequence of chain complexes,
0→ G(V, V \D′)[1]→ G(W,W \D)→ G(W,W \D′′)→ 0.
Blowing up along Y transverse to D we obtain a short exact sequence of chain complexes
0→ sG(V•, (V \D
′)•)[1]→ sG(W•, (W \D)•)→ sG(W•, (W \D
′′)•)→ 0.
Now D′′ = D \ {V } is a nonsingular decomposition of D′′ with |D′′| = |D| − 1 = c(D)− 1,
so c(D′′) < c(D). Also D′ = {Di ∩ V | i 6= 0} is a nonsingular decomposition of D
′ with
|D′| = |D|−1, so c(D′) < c(D). Thus by induction on c(D) the complexes sG(V•, (V \D
′)•)
and sG(W•, (W \D
′′)•) are acyclic. It follows that sG(W•, (W \D)•) is acyclic, as desired.
This completes the proof of Theorem 5.1.
6. Blowup with center contained in the divisor at infinity
To see that the weight filtration of a smooth variety X does not depend on the choice
of a good compactification X we show that the weight filtration is invariant, up to quasi-
isomorphism, under a blowup of X with center contained in the divisor D at infinity. This
follows from the fact that the corresponding homomorphism of Gysin complexes induces
an isomorphism in homology.
Again let W = X be a good compactification of the smooth variety X, and let D =
W \X. Let Y be an irreducible smooth m-dimensional subvariety of W such that Y ⊂ D,
and suppose that Y has normal crossings with D. Thus for every x ∈ W there is a good
coordinate system (U, (u1, . . . , un)) about x, with Y ∩ U given by um+1 = · · · = un = 0,
such that for each i ∈ J(U) there is an index k(i) ∈ {1, . . . , n} with Di ∩U the coordinate
hyperplane uk(i) = 0, and there exists i ∈ I such that k(i) > m. Thus Y intersects the
divisor D cleanly [1, III.3].
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From this data we obtain the square
(6.1)
(Y˜ , ∅) −→ (W˜ , X˜)
↓ ↓ b
(Y, ∅)
a
−→ (W,X)
where a is the inclusion, b is the blowup of W along Y (so b maps X˜ isomorphically onto
X), and Y˜ = b−1(Y ). Since Y has normal crossings with D, it follows that W˜ is a good
compactification of X˜ .
Theorem 6.1. Blowup with center contained in the divisor at infinity, clean intersection.
Given a blowup square of pairs (6.1), the homomorphism
b′∗ :WC∗(X˜
′)→WC∗(X
′)
is a quasi-isomorphism of filtered complexes.
By definition of the weight filtration, to prove the theorem it suffices to show that the
homomorphism of corner complexes
b′∗ : (C∗(X˜
′), F ∗)→ (C∗(X
′), F ∗)
induces an isomorphism on the E2 term of the corner spectral sequence (1.11). This is
equivalent to the statement that the corresponding homomorphism of Gysin complexes
b∗ : G(W˜ , X˜)→ G(W,X)
induces an isomorphism in homology.
First we prove the special case when the divisor D is nonsingular. This is the most
involved part of the proof.
Let W = X be a good compactification of the smooth variety X, and suppose that
D =W \X is a non-singular divisor in W . Let Y be an irreducible smooth m-dimensional
subvariety of W such that Y ⊂ D. We assume that the codimension of Y in W is
bigger than 1. From this data we obtain a blowup square of pairs (6.1), where the divisor
D˜ = W˜ \ X˜ is the union of the proper transform D̂ of the divisor D and the divisor Y˜ ;
i.e. D˜ = D̂ ∪ Y˜ . We let Ê = D̂ ∩ Y˜ .
Proposition 6.2. The following diagram is commutative and acyclic,
(6.2)
Hk(W˜ )
(s∗, a˜∗)
−→ Hk−1(Y˜ )⊕Hk−1(D̂) −→ Hk−2(Ê)
↓ p∗ p1∗ ↓ p2∗ ↓
Hk(W )
a∗
−→ Hk−1(D) −→ 0
where the horizontal arrows are Gysin morphisms and the vertical arrows are pushforward
maps induced by p.
Proof. The bottom row of diagram (6.2) is the Gysin complex of (W,W \D) and the top
row is the Gysin complex of (W˜ , W˜ \ D˜). Thus the commutativity of (6.2) follows from
Corollary 3.6.
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To show the acyclicity of (6.2) we consider the following augmented version of (6.2),
(6.3)
Hk(W˜ ) −→ Hk−1(Y˜ ) ⊕ Hk−1(D̂) −→ Hk−2(Ê)
↓ p∗ ↓ q˜∗ ց ↓ ↓ q˜
′
∗
Hk(W ) −→ Hk−m(Y ) ⊕ Hk−1(D) −→ Hk−m(Y )
where the horizontal arrows are Gysin morphisms. (In particular Hk−m(Y ) → Hk−m(Y )
is the identity.) The morphism q˜∗, resp. q˜
′
∗, is given by Theorem 4.5 for the blowup
p : W˜ → W , resp. p′ : D̂ → D. Note that the augmented diagram (6.3) includes two
acyclic squares of type (4.7). Taking into account the commutativity of (6.2), in order to
establish the commutativity of (6.3) it suffices to show that the square
(6.4)
Hk−1(Y˜ )
i∗
Ê,Y˜
−→ Hk−2(Ê)
q˜∗ ↓ p1∗ ↓ q˜
′
∗
Hk−m(Y )⊕Hk−1(D)
id+i∗
Y,D
−→ Hk−m(Y )
is commutative, which we prove by considering two cases.
Case 1. Let β = q∗α ∈ Hk−1(Y˜ ), α ∈ Hk−m(Y ). Then q˜∗β = q˜∗q
∗α = α, p1∗β =
(iY,D)∗q∗q
∗α = 0, and q˜′∗i
∗
Ê,Y˜
β = q˜′∗(q
′)∗α = α.
Case 2. Let β = s∗(α) ∈ Hk−1(Y˜ ), α ∈ Hk(W˜ ). By the commutativity of the left
hand subdiagram of (6.3) of type (4.7), q˜∗β = i
∗
Y,Wp∗α. Note that both the top and the
bottom rows of (6.3) are complexes (i.e. the composition of two consecutive morphisms
is zero). Indeed, they are the simple complexes of the Gysin diagrams associated to
commutative squares. Hence i∗
Ê,Y˜
β + i∗
Ê,D̂
a˜∗(α) = 0 and q˜∗β + i
∗
Y,D(p1∗β + p2∗a˜
∗(α)) =
i∗Y,Wp∗α+ i
∗
Y,Di
∗
D,Wp∗α = 0. Therefore we have i
∗
Ê,Y˜
β = i∗
Ê,D̂
a˜∗(α) and q˜∗β + i
∗
Y,Dp1∗β =
i∗Y,Dp2∗a˜
∗(α). Now q˜′∗i
∗
Ê,D̂
a˜∗(α) = i∗Y,Dp2∗a˜
∗(α) by the commutativity of the right hand
subdiagram of (6.3) of type (4.7).
By (b) of Lemma 4.4, Hk−1(Y˜ ) is generated by im q
∗ and im s∗. Thus the commutativity
of (6.4) follows from cases 1 and 2.
Recall that to say that the diagram (6.3) is acyclic means that the associated simple
complex is acyclic. Thus the diagram (6.3) is acyclic since it consists of two acyclic
squares of type (4.7). More precisely, the simple complex of (6.3) is acyclic since it equals
the simple complex of the following diagram with acyclic rows,
Hk(W˜ ) −→ Hk−1(Y˜ ) ⊕ Hk(W ) −→ Hk−m(Y )
↓ ↓ ց ↓ ↓
Hk−1(D̂) −→ Hk−2(Ê) ⊕ Hk−1(D) −→ Hk−m(Y )
It follows that (6.2) is acyclic, since the diagrams (6.2) and (6.3) differ by the acyclic
diagram Hk−m(Y )
id
−→ Hk−m(Y ). 
Now we prove Theorem 6.1 by induction on (r, c), where r = r(D) is the number of
smooth components Di of the divisor D such that Y ⊂ Di and c = c(D) is the complexity
of D. (Since Y is irreducible, r(D) equals the number of irreducible components of D
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that contain Y , so r(D) is independent of the nonsingular decomposition D =
⋃
iDi.)
Proposition 6.2 is the base case (r, c) = (1, 1).
Suppose r(D) = 1 and c(D) > 1. Let D be a nonsingular decomposition of D with
|D| = c(D). Let D = D′′ ∪ V , where V = D0 ∈ D and Y 6⊂ V , and let D
′ = D′′ ∩ V . We
have a diagram with exact rows which is commutative by Corollary 3.6:
(6.5)
0 −→ G(V˜ , V˜ \ D˜′)[1] −→ G(W˜ , W˜ \ D˜) −→ G(W˜ , W˜ \ D˜′′) −→ 0
↓ b′∗ ↓ b∗ ↓ b
′′
∗
0 −→ G(V, V \D′)[1] −→ G(W,W \D) −→ G(W,W \D′′) −→ 0
Now c(D′) < c(D) and c(D′′) < c(D), so by induction on c(D) the maps b′∗ and b
′′
∗ are
isomorphisms. Therefore b∗ is an isomorphism.
Now suppose r(D) > 1. Let D = D′′ ∪ V , where V = D0 ∈ D and Y ⊂ V , and let
D′ = D′′∩V . Then r(D′) < r(D) and r(D′′) < r(D), so by induction on r(D) the diagram
(6.5) shows that b∗ is an isomorphism. This completes the proof of Theorem 6.1.
7. Extension of the weight filtration to singular varieties
Following Guille´n and Navarro Aznar [6], let Sch(R) be the category of reduced sep-
arated schemes of finite type over R. In this paper we are interested in the topology of
the set of real points of X ∈ Sch(R). The set X(R) of real points of X with its sheaf of
regular functions is a real algebraic variety in the sense of Bochnak-Coste-Roy [3].
By an acyclic square in Sch(R) we mean a cartesian diagram
(7.1)
Y˜ −→ X˜
↓ ↓ p
Y
i
−→ X
such that i is a closed immersion, p is proper, and p induces an isomorphism X˜\Y˜ → X\Y
[6, (2.1.1)].
Let V(R) be the category of nonsingular projective schemes over R, and let V2(R) be
the category of pairs (W,X) such that W ∈ V(R), X is an open subscheme of W , and
D =W \X is a divisor with normal crossings in W .
An elementary acyclic square in V2(R) [6, (2.3.1)] is a diagram
(7.2)
(Y˜ , Y˜ ∩ X˜) −→ (W˜ , X˜)
↓ ↓ p
(Y, Y ∩X)
i
−→ (W,X)
such that p : W˜ →W is the blowup of W with smooth center Y that has normal crossings
with the divisor D = W \X, where X˜ = p−1X and Y˜ = p−1Y . (The condition that Y
has normal crossings with D includes both Y 6⊂ D and Y ⊂ D.)
Let C be the category of bounded complexes of Z2 vector spaces with increasing bounded
filtration. Following [6] we denote by Ho C the category C localized with respect to filtered
quasi-isomorphisms. By Proposition (1.7.5)op of [6], the category C with this notion of
quasi-isomorphism and the simple complex operation for cubical diagrams is a category
of homological descent [9, §1A].
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A Φ-rectification of a functor G with values in a derived category Ho C is an extension
of G to a functor of finite orderable diagrams, with values in the derived category of
diagrams, satisfying certain naturality properties [6, (1.6.5)], [9, p. 125]. A factorization
of G through the category C determines a canonical rectification of G.
We define a functor
F : V2(R)→ Ho C
as follows. If (W,X) ∈ V2(R), then the real algebraic variety W (R) is a good compactifi-
cation of X(R). Let X ′ be the associated corner compactification of X(R), and set
F(W,X) =WC∗(X
′),
the weight complex of this good compactification (1.15). We have that F is a functor by
the functoriality of the semialgebraic chain complex C∗(X
′) [9, Appendix] and Theorem
3.3.
Theorem 7.1. There is a covariant Φ-rectified functor
WC∗ : Sch(R)→ Ho C
such that
(1) if (W,X) ∈ V2(R) there is a natural isomorphism WC∗(X) ∼= F(W,X),
(2) WC∗ satisfies the following acyclicity property: For an acyclic square (7.1) the
simple filtered complex of the diagram
WC∗(Y˜ ) −→ WC∗(X˜)
↓ ↓
WC∗(Y ) −→ WC∗(X)
is acyclic (quasi-isomorphic to the zero complex).
Such a functor WC∗ is unique up to a unique quasi-isomorphism.
Proof. This theorem follows from applying [6, Theorem (2.3.6)op] to the functor F. Since F
factors through C, it is automatically Φ-rectified [6, (1.6.5), (1.1.2)]. Clearly F is additive
for disjoint unions (condition (2.1.5) (F1) of [6]). It remains to check condition (2.1.5) (F2)
of [6]: Given an elementary acyclic square (7.2), the simple filtered complex associated to
the square
F(Y˜ , Y˜ ∩ X˜) −→ F(W˜ , X˜)
↓ ↓
F(Y, Y ∩X) −→ F(W,X)
is acyclic. This follows from our blowup results Theorem 5.1 and Theorem 6.1. 
Remark 7.2. This theorem shows not only that the weight complex functor extends to
singular varieties, but also that, up to quasi-isomorphism, the weight complex (1.15) of a
smooth real algebraic variety X does not depend on the choice of a good compactification.
Proposition 7.3. For all X ∈ Sch(R) the homology of the weight complex WC∗(X) is
the classical compactly supported homology of X with Z2 coefficients,
H∗(WC∗(X)) = H∗(X).
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If X has dimension n, for each k ≥ 0 the filtration of Hk(X) given by this identification
satisfies
(7.3) 0 =W−n−1Hk(X) ⊂ W−nHk(X) ⊂ · · · ⊂ W0Hk(X) = Hk(X).
Proof. The proof of the first assertion is parallel to the proof of of [9, Proposition 1.5].
(One considers the forgetful functor from the category C to the category D of bounded
complexes of Z2 vector spaces.)
The second assertion follows from the fact that the weight complex WC∗(X) can be
computed as the simple filtered complex associated to the diagram of filtered complexes
given by a cubical hyperresolution of X. This is the basic construction of Guille´n and
Navarro Aznar [6]. If dimX = n there is an n-cubical diagram X• in Sch(R), i.e. a
contravariant functor from the set of subsets of {0, . . . , n} to Sch(R), with X = X•(∅),
and X•(S) smooth for S 6= ∅. For q ≥ 0, if X
(q) is the disjoint union of the smooth
schemes X•(S) for |S| = q + 1, then dimX
(q) ≤ n− q, and we have
(7.4)
WiCk(X) =
⊕
l+q=k
WiCl(X
(q)),
∂ :WiCl(X
(q))→WiCl−1(X
(q))⊕WiCl(X
(q−1)),
where ∂c = ∂′c+∂′′c, with ∂′ the boundary map of the chain complex Cl(X
(q)) and ∂′′ the
chain homomorphism induced by the map X(q) → X(q−1) given by the cubical diagram.
By (1.15) we have WiCl(X
(q)) = 0 for i < − dimX(q) = −n + q and WiCl(X
(q)) =
Cl(X
(q)) for i ≥ −l. Since q ≥ 0 and l ≥ 0, we have WiCk(X) = 0 for i < −n and
WiCk(X) = Ck(X) for i ≥ 0. 
The filtration (7.3) is the weight filtration of the homology of X. It is an interesting
problem to describe the relation of this filtration to Deligne’s weight filtration [4] for the
complex points of X.
If X ∈ Sch(R) let WCBM∗ (X) denote the weight complex of Borel-Moore chains (semi-
algebraic chains with closed supports) of X(R) defined in [9, Theorem 1.1].
Proposition 7.4. There is a natural transformation of functors θ : WC∗ → WC
BM
∗ .
If X ∈ Sch(R) the canonical homomorphism ϕX : H∗(X) → H
BM
∗ (X) is induced by
the morphism θX : WC∗(X) → WC
BM
∗ (X), and so ϕX is compatible with the weight
filtrations. If X is compact ( i.e. proper over R) the morphism θX is a quasi-isomorphism.
Proof. Let Sch2Comp(R) be the category of pairs (W,X), where W is compact and X is
an open subscheme of W . Theorem (2.3.6) of [6] is proved in two steps. The first step is
[6, Theorem (2.3.3)], the extension property for the inclusion V2(R)→ Sch2Comp(R). By
this theorem, our functor F on V2(R) extends to a functor F′ on Sch2Comp(R) satisfying
the conditions of [6, Theorem (2.1.5)]. For the second step, the proof of [6, Theorem
(2.3.6)] shows that restriction of F′ to the second factor gives a well-defined functor WC∗
on Sch(R) satisfying [6, (2.1.5)].
Thus we have a sequence of natural morphisms
WC∗(X) ∼= F
′(X,X)→ F′(X,X) ∼=WC∗(X) ∼=WC
BM
∗ (X)→WC
BM
∗ (X),
where X is any compactification of X, the first and second quasi-isomorphisms are given
by the extension results described above, and the third quasi-isomorphism is given by [6,
Corollary (2.3.7)]. If X is compact then we can take X = X, in which case the second
and fifth morphisms above are identities. 
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Consider the weight filtration (7.3) of a variety X. If X is nonsingular and quasi-
projective then, by (1.15), W−kHk(X) = Hk(X). If Y is compact then, by Proposition
7.4 and [9, p. 129], W−k−1Hk(Y ) = 0. Thus if f : X → Y is a regular morphism from a
nonsingular quasi-projective variety to a compact variety, then im[fk : Hk(X)→ Hk(Y )] ⊂
W−kHk(Y ) and W−k−1Hk(X) ⊂ ker[fk : Hk(X) → Hk(Y )]. Thus if [c] ∈ W−k−1Hk(X)
then c is a boundary in any algebraic compactification of X.
In the special case of a good compactification this result is sharp:
Proposition 7.5. Let X be a nonsingular quasi-projective variety and let i : X → X
be the inclusion in a good compactification of X. Then for all k ≥ 0, ker[ik : Hk(X) →
Hk(X)] = W−k−1Hk(X). In particular, ker ik does not depend on the choice of a good
compactification.
Proof. This follows from Proposition 1.7. 
Example 7.6. Let X ⊂ R2 be given by xy 6= 0. The embedding X ⊂ P2(R) is a good
compactification of X and H0(X) = (Z2)
4, W−1H0(X) = (Z2)
3, and W−2H0(X) = Z2.
Let Y ⊂ R2 be given by x(x − 1)(x + 1) 6= 0. The embedding Y ⊂ P2(R) is not a good
compactification since P2(R) \ Y is the union of four lines intersecting at one point. By
blowing up this point we obtain a good compactification of Y . Then H0(Y ) = (Z2)
4,
W−1H0(Y ) = (Z2)
3, and W−2H0(Y ) = 0. In particular X and Y are not isomorphic.
Example 7.7. Let X = P1(R) × R. Then P1(R) × P1(R) is a good compactification of
X and W−2H1(X) = 0. (The generator of H1(X) is not a boundary in P
1(R) × P1(R).)
Let Y = R2 \ 0. To obtain a good compactification of Y we embed Y in P2(R) and blow
up the origin. Then W−2H1(X) = Z2. (The generator of H1(Y ) is already a boundary in
P
2(R).) In particular X and Y are not isomorphic.
Example 7.8. (1) The inclusion R∗ ⊂ P1(R) is a good compactification of R∗. Thus
W0H0(R
∗) = H0(R
∗) = (Z2)
2 and W−1H0(R
∗) = Z2.
(2) Let X be the Bernoulli lemniscate {(x2 + y2)2 = x2 − y2} ⊂ R2. The resolution of
X is given by blowing up the origin π : X˜ → X, and then X˜ is diffeomorphic to S1. The
exceptional divisor E = π−1(0) is the union of two points. Thus X01 = {0}, X10 = X˜,
X11 = E is a cubical hyperresolution of X. Hence W−1H1(X) = Z2 ⊂ H1(X) = (Z2)
2.
This also follows from [9, 3.3]. Indeed, W−kHk(W ) is the lowest filtration that can be
non-zero for W compact, and the homology classes of W−kHk(W ) are precisely those that
are represented by the arc-symmetric sets. In our case, the generator of W−1H1(X) is
the fundamental class of X. The elements of H1(X) \ W−1H1(X) are represented by the
cycles that are halves of the lemniscate; they are not arc-symmetric.
(3) Let Y = X × R∗ where X is the Bernoulli lemniscate. Then Y01 = X01 × R
∗,
Y10 = X10 × R
∗, Y11 = X11 × R
∗ is a cubical hyperresolution of Y . Hence, using (7.4),
we obtain that Z2 =W−2H1(Y ) ⊂ W−1H1(Y ) = (Z2)
3, H1(Y ) = (Z2)
4. The generator of
W−2H1(Y ) is given by the product of the fundamental class of X with the generator of
W−1H0(R
∗). The generators of W−1H1(Y ) are of two types. The first type is the product
of the fundamental class of X with a generator of H0(R
∗). The second type is the product
of a generator of H1(X) (a half of the lemniscate) with the generator of W−1H0(R
∗).
The sum of these four elements is zero and any three of them generate W−1H1(Y ) as a
Z2 vector space. Note that the generators of the second type cannot be represented by
arc-symmetric cycles.
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8. Appendix: Discrete torus groups
The following discussion is adapted from [2]. Let (G, ·) be the group of functions
g : {1, . . . , n} → {1,−1} with product (g · h)(k) = g(k)h(k). Thus G = {1,−1}n, the set
of elements of order 2 of the torus (S1)n ⊂ (C∗)n. We refer to G as a discrete torus of
rank n.
Let (V,+) be the additive group corresponding to (G, ·). If g ∈ G, let g′ denote the
corresponding element of V , so that g′ + h′ = (g · h)′ and 1′ = 0. Since g · g = 1 for
all g ∈ G, we have g′ + g′ = 0 for all g′ ∈ V , and so V is a vector space over Z2, with
dimZ2 V = n. If H is a subgroup of G, we say that H has rank p if the corresponding
subgroup H ′ of V has dimension p over Z2.
Let A = Z2[G] be the Z2 group algebra of G. The algebra A is the set of finite formal
sums
∑
i ai[gi], where ai ∈ Z2 and gi ∈ G, with addition and multiplication defined by∑
i ai[gi] +
∑
i bi[gi] =
∑
i(ai + bi)[gi],
(
∑
i ai[gi])(
∑
j bj [gj ]) =
∑
k
∑
gigj=gk
(aibj)[gk].
As a vector space over Z2, the algebra A has dimension |G| = 2
n. If S is a subset of G,
let [S] =
∑
h∈S [h] ∈ A.
Let ǫ : A→ Z2 be the augmentation map,
(8.1) ǫ(
∑
i ai[gi]) =
∑
i ai,
and let I = Ker ǫ be the augmentation ideal. Consider the filtration of the algebra A by
the ideals Ip for p ≥ 1,
(8.2) A ⊃ I1 ⊃ I2 ⊃ I3 ⊃ · · · .
Lemma 8.1. For each p ≥ 1 the ideal Ip is spanned as a vector space by the elements [H]
such that H is a subgroup of G and rankH = p.
Proof. We proceed by induction on p. For p = 1, we have α ∈ I if and only if α =
∑
g∈S [g],
where |S| is even. Then α =
∑
16=g∈S([1]+[g]), and [1]+[g] = [{1, g}], with rank{1, g} = 1.
Now suppose Ip is spanned by the elements [H] with rankH = p. Then Ip+1 is spanned
by elements of the form ([1] + [g])[H]. If g ∈ H then ([1] + [g])[H] = [H] + [H] = 0. If
g /∈ H then ([1] + [g])[H] = [K], where K is the subgroup of rank p + 1 generated by H
and g. 
Proposition 8.2. There is a canonical isomorphism Φ : Λ∗V
≈
−→ GrI A of graded algebras
which induces vector space isomorphisms ΛpV ∼= Ip/Ip+1 for each p ≥ 1. Moreover, Φ
is an isomorphism of functors; i.e. Φ is functorial with respect to homomorphisms of the
group G.
Proof. We claim that the function φ : V → I given by φ(g′) = [1] + [g] induces a homo-
morphism of graded algebras
Φ : Λ∗V → GrI A,
with Φ(ΛpV ) = Ip/Ip+1. We have
φ(g′ + h′) = φ((gh)′) = [1] + [gh],
φ(g′) + φ(h′) = ([1] + [g]) + ([1] + [h]) = [g] + [h].
Now
([1] + [gh]) + ([g] + [h]) = ([1] + [g])([1] + [h]) ∈ I2,
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so φ defines an additive homomorphism V → I/I2. Thus the function
φp : ⊗
pV → Ip/Ip+1,
φp(g1 ⊗ · · · ⊗ gp) = ([1] + [g1]) · · · ([1] + [gp]),
is multilinear. Since ([1] + [g])2 = [1] + 2[g] + [g2] = 0 for all g ∈ G, the maps φp define
an algebra homomorphism Φ : Λ∗V → GrI A. If (g
′
1, . . . , g
′
p) is a basis for the subspace
H ′ ⊂ V corresponding to the subgroup H ⊂ G, then ([1]+ [g1]) · · · ([1]+ [gp]) = [H]. Thus
Φ is surjective by Lemma 8.1. Since dimZ2 Λ
∗V = 2n = dimZ2 GrI A, we conclude that Φ
is an isomorphism.
If γ : G → H is a homomorphism of discrete torus groups, the commutativity of the
diagram
VG
φG
−→ IG
↓ γ∗ ↓ γ∗
VH
φH
−→ IH
implies that Φ is functorial. 
For J ⊂ {1, . . . , n} let G(J) = {g ∈ G | g(i) = 1, i /∈ J}.
Corollary 8.3. For each p ≥ 1 we have dimZ2 I
p/Ip+1 =
(n
p
)
. In particular In+1 = 0.
The subset {[G(J)] | |J | = p} of Ip maps to a basis of Ip/Ip+1.
For n,m ∈ N, let (Gn, ·) be the group of functions g : {1, . . . , n} → {1,−1}, and let
(Gm, ·) be the group of functions g : {1, . . . ,m} → {1,−1}. Let γ : Gn → Gm be a group
homomorphism. Then γ is given by an m× n matrix (aij) with coefficients in Z2,
(8.3) γ(g1, . . . , gn) =
(∏
gai1i , . . . ,
∏
gaimi
)
.
Let A(Gn) and A(Gm) be the group algebras of Gn and Gm, respectively, and let I
p(Gn)
and Ip(Gm) be the associated filtrations (8.2). The group homomorphism γ induces an
algebra homomorphism γ∗ : A(Gn) → A(Gm) with γ∗(I(Gn)) ⊂ I(Gm), and so for all
p ≥ 1 we have γ∗(I
p(Gn)) ⊂ I
p(Gm).
Corollary 8.4. If γ : Gn → Gm is a group homomorphism, the induced linear map
γ∗ : I
p(Gn)/I
p+1(Gn)→ I
p(Gm)/I
p+1(Gm) is given by a matrix (aIJ) with respect to the
bases of Corollary 8.3, where for J ⊂ {1, . . . , n}, I ⊂ {1, . . . ,m}, |I| = |J | = p,
aIJ = det(aij)i∈I,j∈J .
Proposition 8.5. For all p ≥ 1 the vector subspace Ip ⊂ A is spanned by the set of
translates {[gG(J)] | g ∈ G, |J | = p}.
Proof. Let F p be the subspace of A spanned by {[gG(J)] | g ∈ G, |J | = p}. Since Ip is
an ideal of A we have F p ⊂ Ip.
Let Ep ⊂ F p be the subspace spanned by {[G(J)] | |J | = p}. If |J | = p and |J ′| = p+1,
with J ′ = J ∪ {i}, then [G(J ′)] = [G(J)] + [giG(J)]. Thus E
p+1 ⊂ F p, and so F p+1 ⊂ F p.
Therefore F l ⊂ F p for all l ≥ p.
It follows that Ip ⊂ F p. For if α ∈ Ip then by Corollary 8.3 we have
α = αp + αp+1 + · · · + αn, αl ∈ E
l .
Thus for all l we have αl ∈ F
p, and so α ∈ F p. 
32 C. MCCRORY AND A. PARUSIN´SKI
Proposition 8.6. If g ∈ G let ψg : A → A be the linear isomorphism of A given by
translation by g, ψg(α) = [g] · α. For all p ≥ 1, ψg(I
p) = Ip, and ψg induces the identity
map on Ip/Ip+1.
Proof. We have ψg(I
p) = Ip by Proposition 8.5. Let |J ] = p. If g ∈ G(J) then ψg[G(J)] =
[G(J)]. If g /∈ G(J) then
[G(J)] − ψg[G(J)] = ([1]− [g])[G(J)] ∈ I
p+1.
Thus ψg induces the identity map on I
p/Ip+1 by Corollary 8.3. 
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