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PMNur goal is to extract the meaning of the verbal message which includes semantic
processing. However, how deeply do we process speech in different situations? In two experiments, native
Dutch participants heard spoken sentences describing simultaneously presented pictures. Sentences either
correctly described the pictures or contained an anomalous ﬁnal word (i.e. a semantically or phonologically
incongruent word). In the ﬁrst experiment, spoken sentences were task-irrelevant and both anomalous
conditions elicited similar centro-parietal N400s that were larger in amplitude than the N400 for the correct
condition. In the second experiment, we ensured that participants processed the same stimuli semantically.
In an early time window, we found similar phonological mismatch negativities for both anomalous
conditions compared to the correct condition. These negativities were followed by an N400 that was larger
for semantic than phonological errors. Together, these data suggest that we process speech semantically,
even if the speech is task-irrelevant. Once listeners allocate more cognitive resources to the processing of
speech, we suggest that they make predictions for upcoming words, presumably by means of the production
system and an internal monitoring loop, to facilitate lexical processing of the perceived speech.
© 2008 Elsevier Inc. All rights reserved.IntroductionWhen we communicate verbally during a conversation, the
interplay between speaking and listening is crucial to understand
each other efﬁciently, but has received relatively little attention in
the psycholinguistic literature (but see Schiller and Meyer, 2003).
Monitoring one's own and the speech of others is very important
for ﬂuent communication. Without monitoring, producing speech
can potentially lead to embarrassment, for instance, when taboo
words are uttered unintentionally (so-called slips of the tongue;
Motley, Camden, and Baars, 1982), or speech output can result in
awkward mishearing (so-called slips of the ear; Garnes and Bond,
1980).
When a speech planning error is made at the phonological
processing level, it may be picked up by means of internal self-
monitoring, i.e. the so-called inner speech is checked for errors (see
Hartsuiker and Kolk, 2001; Postma, 2000; Levelt,1983, 1989; Levelt,
Roelofs, and Meyer, 1999). Overt speech, in contrast, is evaluated
through external self-monitoring (Christoffels, Formisano, and Schiller,
2007 for neurocognitive evidence). In internal and external self-d Cognition, Leiden University,
ognitive Psychology Unit, P.O.
5273783.
iller).
rights reserved.monitoring, information from several processing levels is ﬁrst
delivered to the speech comprehension system, where it is parsed
and then transferred to the verbal monitor. The verbal monitor
compares the parsed speech and the intentions of the speaker to the
linguistic standards.
However, there are situations in which it is questionable whether
listeners fully process the perceived speech signal (Chwilla, Brown,
and Hagoort, 1995). As listeners, we are often presented with what
may be called irrelevant speech. For example, when we wait at a bus
stop, other people may have a conversationwhile we read something,
or sales promotions via loud speakers in the supermarket may be
irrelevant to us, at least sometimes. Presumably, language processing
is a highly automatic process because we speak and listen (and write
and read) on a daily basis. However, it is probably also a costly process
in terms of cognitive resources, and therefore it may be economic to
avoid processing costs in case speech is irrelevant. In the current
study, we investigated the processing of relevant and irrelevant
speech errors in verbal descriptions of pictures by means of event-
related potentials (ERPs).
Different types of errors are associated with different components
in ERP studies. In their seminal study, Kutas and Hillyard (1980)
demonstrated that semantically anomalous words in sentences elicit a
more negative deﬂection in the ERP signal than semantically
appropriate words. This ERP component peaks around 400 ms after
word onset and is called the N400 effect. The N400 effect has been
associated with lexical and post-lexical processing, e.g. lexical access
Fig. 1. Example of the picture stimuli used and the associated sentences.
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meier, 2000; Kutas and Van Petten, 1994; Van Petten and Luka, 2006
for reviews; see also Holcomb, 1993). In contrast, syntactic anomalies
were found to elicit a positive deﬂection peaking around 600 ms
following the anomalous word onset, the P600 (Hagoort, Brown, and
Groothusen, 1993; see also Friederici, Pfeifer, and Hahne, 1993). Note
that recent studies also found P600 effects in response to semantically
implausible sentences (Kolk, Chwilla, Van Herten, and Oor, 2003;
Kuperberg, 2007).
For the processing of a phonological mismatch in the onset of an
expected and an actually heard word, a so-called phonological
mismatch negativity (PMN) has been reported. The PMN is a
negative-going ERP component that has been linked to the initial
(pre-lexical) phonological processing stage of auditory speech
perception (Connolly, Byrne, and Dywan, 1995; Connolly and Phillips,
1994). Temporally, the PMN precedes the (auditory) N400 and has
been shown to be largely independent of the N400, since it occurred
regardless of the semantic appropriateness of the spoken words
(Connolly and Phillips, 1994; D'Arcy et al., 2004 for an overview). It is
usually identiﬁed in the ERP signal as the most negative peak between
150 and 350 ms after stimulus onset.
Connolly et al. (1995), for instance, presented black-on-white line
drawings to participants and simultaneously spoken words in English
via headphones. Spoken words were either semantically congruent
(e.g. tree) with the target picture (e.g. TREE) or semantically
incongruent and beginning with an unexpected phoneme (e.g. cup).
Participants' task was to decide whether the spoken word matched
the visual stimulus. It was found that PMN amplitudes were
signiﬁcantly larger to incongruent than to congruent picture–word
pairs. The onset of this PMN, which had a centro-parietal topogra-
phical distribution, occurred before the auditory N400, supporting the
idea that auditory word recognition begins before the completion of a
spokenword. Identifying the initial phoneme of the auditory stimulus
was sufﬁcient to detect the mismatch between picture name and
spoken word (Connolly et al., 1995).
The aim of the current study is to investigate the time course of the
processing of verbal descriptions of pictures including speech errors,
in particular phonological in comparison to semantic errors. As
mentioned above, language users are sometimes confronted with
irrelevant speech. This raises the question whether or not speech
errors are detected in irrelevant speech and if so whether they are
processed in a similar way as in relevant speech. So far, the processing
of irrelevant speech has not received much attention. It has been used
to investigate the architecture of the phonological loop although with
simple stimuli (syllables; Martin-Loeches, Schweinberger, and Som-
mer, 1997), and morphosyntactic features that are syntactically
irrelevant have been investigated while the speech was attended
(Koester, Gunter, Wagner, and Friederici, 2004; Koester, Gunter, and
Wagner, 2007). In the ﬁrst experiment of the current study, we
investigated the processing of different types of speech errors when
participants performed a non-linguistic probe detection task. In
addition to phonological errors (e.g. drop the dish), which contain
phonological overlap with the correct target word (e.g. drop the fish),
we also included so-called semantic errors which are semantically
anomalous and have no phonological overlap with the target (e.g.
drop the sky).
Experiment 1: task-irrelevant monitoring of speech errors
In our study, we displayed pictures to create a constricting context
while simultaneously presenting naturally spoken sentences describ-
ing the pictures. Some of the sentences contained the above-
mentioned speech errors. We were mainly interested in the electro-
physiological responses to these errors while participants performed
an unrelated probe detection task. If irrelevant speech is not
semantically processed (e.g. to avoid cognitive processing costs), nodifference in N400 amplitude is expected between different condi-
tions. For example, Chwilla et al. (1995) obtained an N400 priming
effect in a semantic priming task (word-to-word priming) using a
lexical decision task but not when they used a visual task (case
judgment) inwhich the content of the language stimuli was irrelevant.
These authors suggested that lexical–semantic information, as
measured by the N400 amplitude, is not processed if the word is
not part of an episodic trace of the stimulus event, i.e. if the lexical–
semantic information is task-irrelevant. If, however, participants
process irrelevant speech up to a semantic level, an N400 effect is
expected at least for semantic errors (e.g. Kutas and Van Petten, 1994;
Van Petten and Luka, 2006). Phonological errors (e.g. dish instead of
ﬁsh due to the preceding word drop) are also semantically anomalous,
and should therefore result in an N400 effect. However, theymay elicit
a different electrophysiological signature since they perseverate
certain phonological features (e.g. the segment /d/) of the inﬂuencing
syllable (e.g. drop the dish).
Method
Participants
Twenty students (17 women) of Maastricht University in the
Netherlands participated in the current study (mean age 21.9 years;
range 18–29). All participants were right-handed, native speakers of
Dutch with normal or corrected-to-normal vision and audition.
Participants received a ﬁnancial reward for their participation.
Materials
Fifty line drawings were combined with three Dutch sentences
each resulting in 150 experimental stimuli. The sentence correctly
described the picture (correct condition), contained a semantically
anomalous word (semantic error), or contained a phonological error.
The critical words in the phonological error condition were created
following actual speech error patterns (Nooteboom, 1969), so-called
perseveration errors. All speech errors occurred in sentence-ﬁnal
position. For example, participants saw a line drawing of a twig with a
red leaf (see Fig. 1). In the correct condition, they heard the sentence
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error condition, they heard de tak heeft een rood gebit (‘the twig has a
red denture’), and in the phonological error condition they were
presented with de tak heeft een rood rad (‘the twig has a red wheel’);
that is, the critical words in the phonological condition always rhymed
with the correct description of the picture.
The length of the sentences ranged from 5 to 9 words with an
average of 6.3 words, and all sentences had similar syntactic
structures (a subject noun phrase group followed by a verb and an
object noun phrase group, e.g. [de tak]subject NP [heeft]V [een rood
blad]object NP). The mean frequency of occurrence of the critical words
was matched as closely as possible across conditions (correct: 54.2;
semantic error: 33.1; phonological error: 41.5 occurrences per million
according to the CELEX database; Baayen, Piepenbrock, and Gulikers,
1995), as was their length in number of syllables (correct: 1.2;
semantic error: 1.2; phonological error: 1.3).
In addition to the experimental sentences, we used 25 ﬁller
sentences all correctly describing their corresponding pictures which
were different from the experimental pictures. Filler stimuli were
comparable to the experimental stimuli as they had the same
syntactic structure and were of similar length (number of words).
Fillers were presented four times to match the number of presenta-
tions of the experimental pictures resulting in a total of 100 ﬁllers.
They were presented once with a grey star integrated in the picture,
once with a burst of 4 ms white noise integrated in the sentences, and
twice without grey star or white noise. All sentences were recorded
with a sampling rate of 44 kHz from a female Dutch native speaker
with normal intonation and speaking rate to avoid the risk of artifacts
due to artiﬁcial speech manipulations.
The 150 experimental sentences used were submitted to a
semantic rating test to check whether the semantic violations in the
semantic and phonological error conditions differed from each other.
A group of 30 native Dutch participants rated the match between the
meaning of the sentence and the picture on a 7-point scale (1=very
bad; 7=very good). The mean for correct sentences was 6.36, for
sentences containing a semantic error 1.58 and for sentences
containing a phonological error 2.07. A paired t-test showed that the
correct condition differed from both the semantic (t(29)=37.72,
SD= .69, pb .01) and the phonological error condition (t(29)=26.53,
SD= .89, pb .01). The semantic and phonological error conditions
differed from each other (t(29)=5.61, SD= .47, pb .01) although the
difference was subtle.
Procedure
Participants were tested individually while seated in a dimly lit,
soundproof room in front of a computer screen. Before participants
started the experiment proper, they received 15 practice trials that
corresponded to the experimental trials but were not used in the
experiment proper. Participants were asked to press a button as fast
and accurately as possible when they discovered a grey star or heard a
short burst of noise. Using this task, semantic and phonological errors
were task-irrelevant, but participants were asked whether they noted
any speech errors in a debrieﬁng following the experiment.
During each trial, a ﬁxation cross of variable duration (500–
800 ms) preceded the stimulus. Pictures and sentences were
presented simultaneously, and pictures remained on the screen
throughout the sentence presentation. The next trial started
1000 ms after the sentence offset.
Apparatus and recordings
The electroencephalogram (EEG) was recorded from 29 tin
electrodes, mounted in an electro-cap according to the extended 10/
20 system. The left mastoid was used as on-line reference. Off-line, the
EEG signal was re-referenced to the mean of both mastoids. Eye
movements were recorded for artifact rejection by electrodes placed
at the sub- and supra-orbital ridge of the left eye (vertical movements)and at the right and left outer canthus (horizontal movements).
Signals were digitized at 250 Hz and band-pass ﬁltered from 0.05 to
30 Hz. Impedance for all electrodes was kept below 5 kΩ.
Data analyses
Two time windows and four regions-of-interest (ROI) were
deﬁned for the ERP analyses. The ﬁrst time window ranged from
50 to 150 ms and the second from 300 to 600 ms following the onset
of the critical word. The ROIs were deﬁned as follows: anterior: F7,
F3, AFZ, F4, F8, FC3, FCZ, FC4; posterior: CP3, CPZ, CP4, P7, P3, PZ, P4,
P8; left: F7, F3, FC3, C3, CP3, P7, P3; and right: F4, F8, FC4, C4, CP4, P4,
P8. The spatial factors Anterior–Posterior (AP) and Left–Right (LR)
were analyzed in separate analyses in order to include as many
electrodes as possible and to keep a symmetrical arrangement. On
average, after artifact rejection, 8.1% of the trials were excluded from
further analysis (correct condition: 7.7%; semantic error condition:
7.6%; phonological error condition: 9.1%). Average waveforms were
computed for all conditions and ROIs separately. For the correct
condition, only the ﬁrst presentation of each stimulus was entered
into the averaging procedure. Analyses of variance were performed
on the mean area amplitude relative to a pre-stimulus baseline from
−200 to 0 ms.
Results
The grand averages for the three conditions and nine electrode
sites are shown in Fig. 2. This ﬁgure shows a negative deﬂection for
semantic and phonological errors compared to the correct condition.
There was no clear difference in amplitude or latency between the
semantic and the phonological error condition. Both negativities
reached their peak amplitude around 350 ms after the onset of the
critical word and the effect was largest over centro-parietal electrodes
(see Fig. 3).
Time window 50–150 ms
A 3×2 repeated measures ANOVA was performed with the factors
Error Type (semantic error, phonological error, and correct) and
Anterior–Posterior (AP) location. No signiﬁcant effect of Error Type
was found (F(2, 38)=1.64, MSE=4.80, ns). The interaction between
Error Type and AP was not signiﬁcant, either (F(2, 38)=1.51,
MSE=2.20, ns). The 3×2 ANOVA with the factors Error Type and
Left–Right (LR) location did not yield a signiﬁcant main effect of Error
Type or an interaction with LR (all Fsb1).
Time window 300–600 ms
Again, we performed a 3×2 repeated measures ANOVA with the
factors Error Type and AP. The main effect of Error Type and the
interaction between Error Type and AP was signiﬁcant (F(2, 38)=20.16,
MSE=3.99, pb .01; F(2, 38)=6.64, MSE=0.80, pb .01, respectively).
To follow up the interaction, separate ANOVAs were performed for
anterior and posterior ROIs. For the anterior ROI, themain effect of Error
Type was signiﬁcant (F(2, 38)=10.82, MSE=2.13, pb .01). Subsequent
ANOVAs revealed a signiﬁcant difference between phonological errors
and the correct condition (F(1, 19)=15.16, MSE=4.82, pb .01) and
between semantic errors and the correct condition (F(1, 19)=13.12,
MSE=4.94, pb .01). However, the difference between semantic and
phonological errors was not signiﬁcant (F(1, 19)b1).
The ANOVA for the posterior ROI showed a signiﬁcant main effect
of Error Type (F(2, 38)=23.54, MSE=2.67, pb .01). Subsequent ANOVAs
yielded a signiﬁcant difference between semantic errors and the
correct condition (F(1, 19)=37.75, MSE=5.54, pb .01) and between
phonological errors and the correct condition (F(1, 19)=32.52,
MSE=5.07, pb .01). The difference between the semantic and
phonological errors was not signiﬁcant (F(1, 19)b1). The 3×2
ANOVAwith the factors Error Type and LR did not yield an interaction
of Error Type with LR (Fsb1).
Fig. 2. Grand average ERPs for the three experimental conditions in Experiment 1 (grey line: correct condition; black dashed line: lexical error; black line: perseveration errors) for a
subset of nine electrodes. Negative is plotted up in this and all subsequent ERP plots.
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A similar negativity was observed for semantic and phonological
errors compared to the correct condition between 300 and 600 ms.
Both negativities showed a centro-parietal maximum peaking around
350 ms following the anomalous word onset. Due to the negative
polarity of the effects, and their temporal (300–600 ms) and spatial
characteristics (centro-parietal maximum), we interpret these nega-
tivities as N400 effects.Fig. 3. Scalp distribution maps of the difference waves (speech error — correct) for the
time windows 50–150 ms (upper panel) and 300–600 ms (lower panel) in Experiment 1.These results are important for several reasons: ﬁrst, the
differences between the processing of correct and anomalous words
demonstrate that auditory speech was processed even though
participants were engaged in an unrelated, non-linguistic task with
relatively low cognitive processing demands. Whether or not
irrelevant speech is similarly processed, i.e. elicits similar N400 effects
if the processing demands of the primary task are high, e.g. an n-back
task, remains a topic for further inquiry (for a related study see Sabri,
Binder, Desai, Medler, Leitl, and Liebenthal, 2008). Second, the N400
effects suggest not only superﬁcial, shallow processing of the speech
signal, but instead deeper processing involving semantic and
presumably conceptual information. Therefore, it is suggested that
the present N400 effects reﬂect the difﬁculty of integrating the critical
words into the situational context even though the speech was task-
irrelevant (Kutas, and Federmeier, 2000). The integration difﬁculty
may also be associated with a decreased semantic expectancy of the
critical words in both error conditions (Kutas, and Hillyard, 1984).
Finally, no difference was observed for the processing of semantic
and phonological errors. This may have one of the following reasons:
(1) these two types of errors may be processed in the same way by
our language processing system. (2) It may be the case that a speciﬁc
ERP signature for phonological errors is only obtained if the speech
signal is task-relevant. That is, while (1) suggests that the two types
of errors are cognitively processed similarly, (2) conceives of
phonological errors as a different error category than semantic
errors, which in the current experiment did not lead to different
processing signatures due to the speciﬁc task instructions. (3) We do
not want to exclude the possibility that the approach employed in
the ﬁrst experiment may not have been sensitive enough to reveal
the rather subtle differences between semantic and phonological
errors.
After the experiment, all participants reported noticing (different
kinds of) speech errors in some sentences supporting our interpreta-
tion that the task-irrelevant speech was processed. Sometimes a
complete word and sometimes only some sounds of a word were
reported to be anomalous. This distinction may relate to the small
difference in the semantic rating of semantic and phonological errors
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found in the off-line rating task cannot explain our present results
because the ERP waveforms did not differ between semantic and
phonological errors.
The N400 has been shown to begin around 200 ms after word
presentation (Van Petten, Coulson, Rubin, Plante, and Parks,1999). The
onset of the N400 in Experiment 1 is roughly in accordance with the
typical N400 onset. The slightly earlier onset (around 150 ms after
critical word onset) in the present study might be due to the fact that
the experimental situation was of reduced complexity and thus
processing might have been relatively easy. For example, the
sentences used in Van Petten et al. (1999) comprised on average
12.3 words (range 6–29) while sentences in the present experiment
contained on average only 6.3 words (range 5–9).
To investigate whether phonological errors are processed differ-
ently from semantic errors only if speech is task-relevant, we carried
out a second experiment asking another group of participants to
detect anomalous words in the same picture descriptions. This also
allows us to show whether or not phonological errors can be
distinguished cognitively from semantic errors using ERPs.
Experiment 2: task-relevant monitoring of speech errors
The same experimental design and stimuli were used as in the ﬁrst
experiment. However, participants were instructed to press a button
as fast and accurately as possible whenever they detected an
anomalous word in the picture descriptions. By hypothesis, this
situation makes the speech signal relevant to participants. Possibly,
this induces a different processing strategy because, in contrast to
irrelevant speech, avoiding processing costs is not helpful for the task
at hand.
One way to facilitate the task of detecting anomalous words and
communication in general, is by trying to predict upcoming words
(see Pickering, and Garrod, 2007 for a review). Evidence for the
prediction of words in speech processing comes from different
observations. For example, we can often utter target words when
our interlocutor pauses or has temporary word ﬁnding difﬁculties.
Furthermore, semantic priming and the syntactic garden-path
phenomenon can be seen as prediction or anticipation of upcoming
words. Similarly, story completion and the cloze test (Taylor, 1953) are
taken to reﬂect word prediction (see Van Berkum, Brown, Zwitserlood,
Kooijman, and Hagoort, 2005 for a detailed discussion; but see also
Jackendoff, 2002).
It has been suggested that language users not only try to narrow
the range of expected words, but can, given sufﬁcient context
information, predict speciﬁc word forms before the words have
been presented (DeLong, Urbach, and Kutas, 2005; Van Berkum et al.,
2005; Wicha, Bates, Moreno, and Kutas, 2003). In these studies, the
question of whether speciﬁc word forms were anticipated on-line was
tested during the processing of so-called test words that preceded the
anticipated word. Test words and anticipated words were linguisti-
cally related (e.g. phonologically or by grammatical gender agree-
ment). In some experimental conditions, the test words violated these
relations and the observed ERP effects during test word presentation
implied that a speciﬁc word form had been predicted. That is, these
studies suggest that language users not only try to narrow the range of
expected words but they are, in principle, able to predict speciﬁcword
forms.
It is important to differentiate the (semantic) pre-activation of a
lexical ﬁeld and the prediction of a speciﬁc lexical entry. The
prediction effects in the above-mentioned studies suggest that
predicted words included morphosyntactic (e.g. syntactic gender;
Van Berkum et al., 2005; Wicha et al., 2003) and word form
information (e.g. phonology; DeLong et al., 2005). However, so far it
is not clear whether or not listeners generally predict upcomingwords
as suggested by Pickering and Garrod (2007).Here, we would like to suggest that semantic and phonological
errors are processed differently only in relevant speech because in
relevant, but not in irrelevant speech prediction of upcoming words is
attempted. This argument is in line with the idea that cognitively
costly processes, such as – presumably – prediction, are avoided if
unnecessary, i.e. if speech is irrelevant. Given the relatively simple
sentences and pictures used here, the object nouns are easy to predict
(e.g. see Fig.1), especially since the syntactic structure of the sentences
was very similar across the experiment (all sentences had a subject–
verb–object structure where the object was formed by a determiner–
adjective–noun phrase). Note that reduced N400 amplitude, as found
in Experiment 1, does not imply a speciﬁc word form prediction. It
indexes only a decreased semantic processing effort, e.g. an easier
semantic integration.
Consider how prediction could make word processing more
efﬁcient. If a speciﬁc word is predicted based on the available context
information (i.e. the combination of the auditory description and the
picture), the perceived word can be checked for congruence with the
predicted word before the former is completely perceived, i.e. before
the recognition point of this word. As soon as a phoneme including the
very ﬁrst deviates from the predicted word form, processing can be
adapted, e.g. a new, more adequate lexical search might be initiated.
Similarly, as long as the incoming auditory word form matches the
predicted word form, some processing resources might be spared or
used for other (linguistic) processes because no exhaustive lexico-
semantic search is necessary. In this case, a speciﬁc word candidate
has already been predicted, i.e. activated.
More importantly, if prediction is attempted in relevant but not
irrelevant speech, different results may be predicted for Experiment 2.
If a speciﬁc word is predicted, e.g. ﬁsh in our example above, the initial
phoneme should be found to mismatch when dish is heard. Such a
mismatch is known to elicit a PMN (Connolly et al., 1995; Connolly and
Phillips, 1994), and the PMN has been suggested to reﬂect access to
pre-lexical speech segments necessary during phonological analysis
and possibly verbal working memory during speech comprehension
(D'Arcy et al., 2004).
While the suggested prediction mechanism should lead to a PMN
for both errors types, a differential prediction is made for the expected
N400 effects. Priming studies suggest that form overlap between
prime and target words facilitates lexical access (Deacon, Dynowska,
Ritter, and Grose-Fifer, 2004; Swinney, 1979; Zwitserlood, 1996). Such
a facilitation effect may be reﬂected in a reduced N400 (Besson, Kutas,
and Van Petten, 1992; Deacon, Hewitt, Yang, and Nagata, 2000; Kiefer,
2002; Praamstra, Meyer, and Levelt, 1994; Rugg, 1990) and reduced
reaction times (RTs; Radeau, Morais, and Segui, 1995).
In the present study, the prediction of speciﬁc upcoming words
may facilitate lexical processing. When predicting upcoming words,
the lexical entry of the predicted word should be selected and the
according word form activated within the production system. Any
activated word form (i.e. phonological representation) can be
transmitted to the comprehension system via the internal monitor-
ing loop and activate the corresponding form representations in the
lexicon, including the corresponding phonemes. If, in close temporal
proximity, another word is fed into the comprehension system from
the external auditory channel, lexical processing of this latter word
may be facilitated due to the previously activated phonemes. That
is, facilitated lexical processing may be reﬂected in a reduced
N400, if the predicted and the actually perceived words have some
form overlap (i.e. for phonological errors). In contrast, a full N400
effect is expected for lexical errors which are also semantically
incongruent but do not have phonological overlap with the predicted
words.
In contrast, speech processing could be highly automatic and
independent of context, i.e. task relevance. In that case, the same
effects are predicted for the processing of irrelevant and relevant
speech, i.e. the same N400 effects would be expected for both error
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is processed using the same mechanisms as for relevant speech but
the processing is more shallow (Chwilla et al., 1995; Craik and
Lockhart, 1972). In that case, both error types are expected to yield
similar N400 effects, but the effects should be larger than in
Experiment 1.
Method
Participants
Twenty students (19 women) from Maastricht University in the
Netherlands took part in Experiment 2 (mean age 20.7 years; range
18–24). One participant was left-handed. Participants were native
speakers of Dutch, had normal or corrected-to-normal vision and
audition, and received a small ﬁnancial reward for their participation.
Materials
Pictures and sentences were the same as in the ﬁrst experiment.
However, ﬁller pictures and sentences did not contain grey stars or
short noise bursts.
Procedure
The procedure was identical to Experiment 1 with the exception
that participants were instructed to press a button as fast and
accurately as possible when they discovered an error in the auditory
description of the picture, for instance, when the verbal description
was not congruent with the picture. Before the experiment proper
started, they received 15 practice trials to ensure they understood the
task.
Apparatus and recordings
The same apparatus and recordings were used as in Experiment 1.
Data analyses
The data were analyzed in the same way as in Experiment 1. After
artifact rejection, on average 4.9% of the trials were excluded from
further analysis (correct condition: 4.8%; semantic error condition:
5%; phonological error condition: 5%).Fig. 4. Grand average ERPs for the three experimental conditions in Experiment 2 (grey lineResults
Behavioral data
Only reaction times that were within the range of the participants'
mean±2 standard deviations (SDs) were analyzed (Ratcliff, 1993).
Participants detected phonological errors (566 ms) faster than the
semantic errors (586 ms; t(19)=2.19, SD=41.19, pb .05). Since
participants made on average only 1.5% errors, no statistical analysis
was performed on the error rates.
Electrophysiological data
The grand averagewaveforms for the three conditions are depicted
in Fig. 4 for nine electrode sites. These ERPs show a negative deﬂection
that has a similar magnitude for semantic and phonological errors in
the early time window. In the latter time window, both error types
show an increased negativity compared to the correct condition
although the negativity appears to be larger for semantic than for
phonological errors. The topographic maps of the effects for both time
windows are shown in Fig. 5.
Time window 50–150 ms
As in the ﬁrst experiment, we performed a 3×2 repeated measures
ANOVA with the factors Error Type and AP. The interaction between
Error Type and AP was signiﬁcant (F(2, 38)=4.45, MSE=1.74, pb .01).
To follow up the interaction, two separate ANOVAs were run for
the anterior and the posterior ROI. In the anterior ROI, the main effect
of Error Type was signiﬁcant (F(2, 38)=4.32, MSE=3.36, pb .05).
Subsequent ANOVAs showed a signiﬁcant difference between seman-
tic errors and the correct condition (F(1, 19)=6.08, MSE=6.37, pb .05),
and between phonological errors and the correct condition (F(1, 19)=
6.61, MSE=7.21, pb .01). The difference between semantic and
phonological errors did not reach signiﬁcance (F(1, 19)b1).
The ANOVA for the posterior ROI also yielded a signiﬁcant main
effect of Error Type (F(2, 38)=13.05, MSE=4.55, pb .01). The differences
between the semantic errors and the correct condition as well as
between phonological errors and the correct condition were signiﬁcant
(F(1, 19)=15.90, MSE=8.69, pb .01; F(1, 19)=30.24, MSE=6.95, pb .01,
respectively). The difference between the phonological and semantic: correct condition; black dashed line: lexical errors; black line: perseveration errors).
Fig. 5. Scalp distribution maps of the difference waves (speech error — correct) for the
time windows 50–150 ms (upper panel) and 300–600 ms (lower panel) in Experiment 2.
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Error Type and LR orientation did not yield an interaction of Error Type
with LR either (Fb1). Both Error Types elicited a similar and broadly
distributed PMN.
Time window 300–600 ms
A 3×2 repeated measures ANOVA, performed with the factors
Error Type and AP, revealed a signiﬁcant interaction between Error
Type and AP (F(2, 38)=22.28, MSE=1.68, pb .01). Separate ANOVAs
were run for the anterior and the posterior ROI.
In the anterior ROI, therewas a signiﬁcant main effect of Error Type
(F(2, 38)=23.87, MSE=3.22, pb .01). Subsequent ANOVAs showed a
signiﬁcant difference between semantic errors and the correct
condition (F(1, 19)=62.86, MSE=4.72, pb .01), and between phonolo-
gical errors and the correct condition (F(1, 19)=15.79, MSE=8.33,
pb .01). The difference between semantic and phonological errors was
also signiﬁcant (F(1, 19)=5.27, MSE=6.28, pb .05).
For the posterior ROI, therewas no effect of Error Type (F(1,19)=2.17,
MSE=4.11, ns). In addition, the 3×2 ANOVAwith the factors Error Type
and LR orientation did not yield an interaction of Error Type with LR
(Fb1).
The results of Experiment 2 demonstrated a qualitatively different
pattern compared to Experiment 1. As this difference is of high
theoretical interest, we sought additional statistical validation by
analyzing the ERPs of both experiments using the same timewindows
with Experiment as a between-subjects factor. An interaction
involving the factors Experiment and Error Type is expected in each
time window if the ERP effects differ between the two experiments.
Combined analysis, time window 50–150 ms
An ANOVA was performed with the within-subjects factors Error
Type (3), AP (2), and the between-subjects factor Experiment (2). This
ANOVA revealed a signiﬁcant interaction between Error Type and
Experiment (F(2, 76)=5.54, MSE=5.48, pb .01). The three-way inter-
action was not signiﬁcant (Fb1).
Combined analysis, time window 300–600 ms
The same 3×2×2 ANOVA in the later time window revealed a
signiﬁcant three-way interaction between Error Type, AP, and Experi-ment (F(2, 76)=27.95, MSE=1.24, pb .001). The interaction between
Error Type and Experiment was not signiﬁcant (F(2, 76)=2.62,
MSE=4.82, ns).
Discussion
Detection accuracy was high, suggesting that participants pro-
cessed the stimuli according to the instructions. Two negativities were
observed in the ERP signal. The ﬁrst negativity was similar for both
error types. The second negativity differed in amplitude, i.e. it was
larger for semantic than for phonological errors.
Both early negativities started to differ from the correct condition
very early, i.e. around 50 ms after critical word onset. These
negativities peaked around 100 ms at frontal electrodes and around
150 ms at posterior electrodes. The early negativities were maximal
over central electrodes. The amplitude differences were signiﬁcant in
the time window from 50–150 ms. Given our experimental manip-
ulation and the spatio-temporal characteristics of these components,
we interpret them both as PMNs.
Previous work suggests that the PMN reﬂects the access to speech
segments of the critical word, i.e. the pre-lexical processing of
phonological features (D'Arcy et al., 2004). Increased amplitude of
the PMN reﬂects the phonological mismatch of initial segments
compared to an expected candidate word (Connolly et al., 1995;
Connolly and Phillips, 1994). In the present experiment, the expected
word must have been predicted because the correct sentence endings
were not contained in the anomalous picture descriptions. In addition,
if the correct sentence endings were not available, no phonological
mismatch could have occurred. However, our data demonstrated
comparable PMNs for both error types. This suggests the availability of
the correct word proposed to be produced tacitly because critical
words in both error conditions deviated in their initial phonemes from
the correct sentence ending. Thus, we conclude that the correct
completion must have been predicted using the linguistic together
with the visual context. This prediction is suggested to be done using
the language production system (Pickering, and Garrod, 2007) and the
internal monitoring loop (see Introduction).
Both PMNs were broadly distributed in the present study. In
contrast, earlier studies reported frontal scalp distributions for the
PMN. Note, however, that the use of picture–word pairs can lead to a
central–parietal scalp distribution of the PMN (Connolly et al. 1995;
see above). The more extended distribution into posterior areas could
also be due to a number of differences with earlier reports (e.g.
language or task differences).
A noteworthy feature of the observed PMNs is their early onset
around 50 ms (see D'Arcy et al., 2004). However, in contrast to
previous studies that used only sentence materials, we presented
additionally pictures that were visible from sentence onset. Therefore,
a prediction of upcoming words was relatively easy and the incoming
spoken words may have been processed faster. Thus, it is feasible that
such faster processing is reﬂected in the early onset of the PMNs. In
addition, effects of lexical access (Marslen-Wilson and Tyler, 1975;
Marslen-Wilson andWelsh, 1978) and syntactic processing (Friederici
et al., 1993; Neville, Nicol, Barss, Forster, and Garrett,1991) in language
comprehension have been observed to begin within 100–200 ms.
Considering that phonological effects should occur prior to lexical
access and syntactic processing, the early effects of phonological
mismatch reported here become conceivable.
Connolly et al. (1995) did not ﬁnd such an early PMN onset,
although they also presented pictures and spoken words simulta-
neously. Crucially, our sentence stimuli were longer and therefore
provided more processing time for participants to make speciﬁc word
predictions. This reasoning leads to a testable prediction. If the picture
presentation precedes the acoustically presented word to permit tacit
picture naming before word onset, a PMNwith an earlier onset should
be observed. That is, the high predictability and the use of additional
Table 1
Mean amplitude of central electrode sites for the three experimental conditions
Condition 0–50 ms 50–100 ms 100–150 ms 150–200 ms 200–250 ms 250–300 ms 300–350 ms
Correct −0.27 −0.29 −0.54 0.47 1.09 0.99 0.78
Lexical error −0.92 −1.22 −1.75 −1.33 −0.87 −0.37 −0.04
Perseveration error −0.94 −1.58 −1.83 −1.74 −1.08 −0.77 −0.27
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PMN onset in our study.
Subsequent to the PMNs, both error types elicited a second, broadly
distributed negativity that peaked shortly after 400 ms, and differed in
amplitude from correct sentence endings between 300 and 600 ms.
Both negativities displayed a maximum over fronto-central electrodes
(see General Discussion) and are interpreted as N400 components. The
N400 effect was larger for semantic than for phonological errors. As
mentioned before, the N400 is sensitive to lexical and post-lexical
processes (Kutas, and Federmeier, 2000; Kutas, and Van Petten, 1994;
Van Petten, and Luka, 2006). Importantly, the present N400 effects
cannot be explained by the motor responses that accompanied both
error types. The N400 effects differed in magnitude although the
(button press) responses were the same for both error types, and in
Experiment 1, N400 effects were also obtained in the absence of a
motor response. Furthermore, the obtained ERP effects are not
comparable to known ERP components of motor responses regarding
their polarity, magnitude and component shape (Kornhuber, and
Deecke, 1965; Walter, Cooper, Aldridge, McCallum, and Winter, 1964).
The N400 effect as found for both error types is proposed to reﬂect
the difﬁculty of integrating the anomalous word into the context
established by the preceding sentence in combination with the
picture. The reduced N400 effect for phonological compared to the
N400 effect for semantic errors is suggested to reﬂect facilitated
lexical processing of perseveration errors. Such facilitation may result
from the phonological overlap between the phonological error and the
adequate word if, and only if, the adequate word form has been
predicted because it was not contained in the stimulus. Such a
prediction may be achieved by tacitly naming the adequate sentence-
ﬁnal word. Subsequently, activated phonological segments may cross-
over to the comprehension system via the internal monitoring loop
(Özdemir, Roelofs, and Levelt, 2007). This beneﬁt in lexical processing
might reﬂect facilitated lexical access (Besson et al., 1992; Rugg, 1990)
or be an instance of rhyme priming (Praamstra et al., 1994; Radeau,
Besson, Fonteneau, and Castro, 1998).
Lexical access may be facilitated because activated phonological
segments due to cross-over from the (internal) production system via
the internal monitoring loop may reduce the selection threshold for
phonologically anomalous words. Although the behavioral responses
for both error types occurred relatively late within the timewindow of
the N400 effects (586 ms and 566 ms), they may nevertheless be
inﬂuenced by the cognitive processes reﬂected in the early phase of
the N400 component. Furthermore, the behavioral responses may in
part have been based on the initial phonological mismatch between
the perceived and the predicted word.
It may be argued that lexical access must precede lexico-semantic
integration and therefore these processes should not affect the ERP in
the same time window. However, the onset of ERP effects provides an
estimate of the upper time limit of when a cognitive process begins
(Rugg, and Coles, 1995). That is, lexical access and integration may
begin at different times, but still affect the ERP during the same N400
time window.
Alternatively, the facilitated lexical processing may be an instance
of rhyme priming. In word–word priming studies, a phonological
overlap in the rhyme led to a reduced N400 magnitude (Praamstra
et al., 1994; Radeau et al., 1995, 1998; but see Van Petten et al., 1999).
These studies are not directly comparable to our experimentsbecause we used sentences as picture descriptions and the rhyming
word was not contained in the stimulus. Nevertheless, it is interesting
to note that the reduced N400 effects were obtained without a
phonological judgment task. Recently, such a phonological component
of the task has been discussed as a prerequisite for an N400 rhyme
priming effect (Perrin, and García-Larrea, 2003) although such effects
have been reported using a lexical decision task (Praamstra et al.,
1994; Radeau et al., 1998). Based on the present data, we cannot
decide whether the facilitated lexical processing reﬂects a beneﬁt in
lexical access or rhyme priming. Future research is necessary to
disentangle these alternative processing mechanisms. Importantly,
both mechanisms are functional only if the adequate word has been
activated including its word form representation because it was not
part of the verbal stimulus.
Phonological errors were detected faster than semantic errors. This
outcome is in linewith a result obtained by Oomen and Postma (2002)
who also found that participants were faster in detecting phonological
compared to semantic speech errors. The different RTs for phonolo-
gical and semantic errors are in accordance with the respective,
differential N400 effects and converging evidence for facilitated
lexical processing of phonological errors if speech is relevant.
In contrast to the RTs, no latency differences were obtained in the
ERP measures. The amplitude values were largest for our experi-
mental conditions between 100 and 150 ms after word onset (see
Table 1). RTs and ERPs may reﬂect different processes because RTs are
assumed to reﬂect the summation of sensory, cognitive, and motor
execution processes, whereas ERPs provide a more continuous
measure of electrical brain activity (e.g. Holcomb, 1993). We suggest
that the RT difference between semantic and phonological errors
originates at later processing stages than phonological processing
(lexical or post-lexical).
As mentioned before, the semantic rating test showed that
semantic-error sentences matched the pictures less than phonologi-
cal-error sentences. Importantly, the difference between either of the
two error types and the adequate sentences was almost ten times as
large as the difference between both error types. Thus, the difference
in the semantic rating between semantic and phonological errors
cannot fully explain the differential N400 effects. That is, the
difference in the semantic rating seems to play only a minor role
during on-line processing.
General discussion
This paper investigated the monitoring of semantic and phonolo-
gical errors that were task-irrelevant (Experiment 1) or relevant
(Experiment 2). During irrelevant speech, anomalous words elicited
similar N400 effects for semantic and phonological errors. In contrast,
during task-relevant speech, similar early PMNs were elicited for both
error types that were followed by N400 effects of different amplitude
(enlarged for semantic errors as compared to phonological). The
qualitatively different ERP patterns were supported by the interaction
involving Error Type and Experiment in the combined statistical
analysis of both experiments (see above). The data pattern suggested
that task-irrelevant speech is processed semantically. In contrast, for
task-relevant speech, prediction of upcoming words appears to be
attempted, and the predicted word form may facilitate the compre-
hension of phonological errors via the internal monitoring loop.
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predicted sentence-ﬁnal words on the basis of both the picture and
the sentence. Presumably, the PMN reﬂects the phonological
mismatch between the onset of the perceived, anomalous word and
the predicted, adequate word form. Neither the sentence nor the
picture alone allows the listener to predict the exact sentence-ﬁnal
word. While the picture alone provides information about the content
of a potential description, several different sentences including
different syntactic structures are possible. The PMNs and the implied
prediction mechanism are in accordance with previous work
suggesting a prediction mechanism on the basis of verbal material
alone (DeLong et al., 2005; Van Berkum et al., 2005; Wicha et al.,
2003).1
We assume that prediction is avoided when speech was task-
irrelevant due to the associated processing costs. Accordingly, no PMN
was observed in Experiment 1, and it is unlikely that this null result
reﬂects a sensitivity issue because reliable ERP effects were obtained
in both experiments. The absence of a PMN in Experiment 1 and the
presence of a PMN in Experiment 2 suggest that prediction is a rather
strategic process employed only when speech is relevant.
Regarding the N400 effects, a different pattern was observed. Both
experiments yielded N400 effects that are interpreted to reﬂect post-
lexical integration processes, in particular the difﬁculty of integrating
sentence-ﬁnal words into the preceding context (Friederici, 2002;
Hagoort, Hald, Bastiaansen, and Petersson, 2004; Kutas, and Van
Petten, 1994). The different magnitude of the N400 between semantic
and phonological errors in Experiment 2 suggests an additional
difference in lexical processing (Besson et al., 1992; Praamstra et al.,
1994; Radeau et al., 1995, 1998; Rugg, 1990; Van Petten, and Luka,
2006). Presumably, lexical processing is facilitated for phonological
but not for semantic errors because only phonological errors have
some form overlap with the predicted (adequate) sentence ending.
The adequate word for a given anomalous picture description is
suggested to be produced tacitly and made available to the
comprehension system via the internal monitoring loop. Here, the
form overlap between the predicted adequate word and the perceived
phonological error can facilitate lexical processing. The prediction
cannot facilitate lexical processing for semantic errors because they
have no form overlap with the predicted word. In accordance with the
proposal that prediction is avoided during task-irrelevant speech
perception, no such modulation of the N400 effect was observed in
Experiment 1. The fact that participants reported on different kinds of
errors in Experiment 1 suggests that this distinctionwas not made on-
line but rather during later processing stages, possibly reﬂecting
meta-linguistic decisions.
One might argue that the reduced N400 for phonological errors is
simply due to the repeated onset of the inﬂuencing syllable (e.g. rood
rad) and in that sense truly a perseveration (Boomer and Laver, 1968;
Fromkin, 1971). For semantic errors, the onset did not share the onset
with the preceding word (e.g. rood gebit) and were also semantically
anomalous regarding the context. Thus, a slightly reduced N400might
be expected for phonological errors compared to semantic errors
(Radeau et al., 1998). Such amechanism, however, does not seem to be
correct because this account assumes that the differential N400 effect
is based on sensory information processing. If true, the same effect
would have been expected for the ﬁrst experiment but was not
observed. Also, there should be no PMN for phonological errors
because the onset (of the inﬂuencing syllable) is repeated and does
not mismatch during phonological processing. Therefore, we consider
the alternative account for phonological errors inadequate for the
present results.1 Work by West and Holcomb (2002; see also Gunter, & Bach, 2004) suggests that
meaningful prediction can also be achieved by pictorial stimuli without verbal
material.Although the N400 is sensitive to the semantic relation (or cloze
probability) between words (Kutas, and Hillyard, 1980; 1984), the
pattern of N400 effects obtained in both experiments cannot be
explained by the semantic relations within the spoken sentences
alone. If the N400 effects were solely due to the semantic relations
within the spoken sentence, the same ERP effects should be obtained
in both experiments because the critical sentences were identical.
However, this was not the case suggesting that the processing of the
stimuli changed under different task instructions.
In the second experiment, the N400 effects had a fronto-central
maximum, which is not unexpected. In studies investigating picture
priming, an N300 effect with a frontal scalp distribution was found
(e.g. Barrett, and Rugg, 1990; Holcomb, and McPherson, 1994). The
N300 is more negative for unrelated compared to related pictures.
Similarly, studies investigating the integration of pictorial stimuli (e.g.
pictures, line drawings, or gestures) into a context have reported a
more frontal scalp distribution for the N400 effects (e.g. Federmeier,
and Kutas, 2001; Ganis, Kutas, and Sereno, 1996; Holle, and Gunter,
2007; Willems et al., 2007). Here, it is suggested that in Experiment 2
the additional attempt to predict upcoming words involves (parts of)
the language production system (Pickering, and Garrod, 2007).
Language comprehension and production are associated with activity
in the (pre-) frontal cortex, especially when semantic information has
to be judged (Bookheimer, 2002; Gernsbacher, and Kaschak, 2003),
which may have resulted in a shift of the N400 effects towards
anterior electrodes in Experiment 2 as opposed to Experiment 1.
Further research is needed to conﬁrm this hypothesis.
The observation of N400 effects in Experiment 1 contrasts with
some previous work (Chwilla et al., 1995). These authors observed no
N400 effect in a semantic priming paradigm when the lexical–
semantic content was irrelevant to the task (case judgment). The
diverging results can be explained by the different paradigms, tasks,
modalities, and the fact that we did not use single words but
sentences. These observations indicate that further research is
necessary to determine the precise conditions under which an N400
can be elicited in task-irrelevant language processing.
After all, our pattern of results suggests that semantic and
phonological errors are not processed in fundamentally different
ways. Both types of errors elicited the same ERP pattern, i.e. the
reduced N400 effect for phonological errors is presumably due to the
partial form overlap with the predicted word. That is, semantic and
phonological errors involve the same processing mechanisms, but
phonological errors beneﬁt from facilitated lexical processing if the
correct word, that overlaps partially in its form, is predicted. Whether
or not the correct word form can be predicted depends on whether or
not the speech is relevant and whether or not the context information
is sufﬁcient to make a prediction.
Recently, semantic context has been proposed to be an important
variable that can affect the early processing of words in sentences. For
example, semantic integration of a critical word has been suggested to
begin before the isolation point of the word (Van den Brink, Brown,
and Hagoort, 2006; Van Petten et al., 1999). Acoustically presented
words may be processed differently depending on the semantic
coherence of the context, for instance, whether they are embedded in
sentences or word lists (Diaz, and Swaab, 2007). When manipulating
semantic and phonological relations, Diaz and Swaab (2007) obtained
N400 effects in sentences for both relations, whereas inword lists only
the semantic manipulation resulted in an N400 effect. The phonolo-
gical manipulation (onset consistency of the last word in the list)
yielded a frontal positivity and an occipital negativity. It was argued
that semantic coherence of the context has a very early inﬂuence on
lexical processing. Although the present experiments are not exactly
parallel to these previous studies, it is instructive to see that the ERP
patterns in Experiments 1 and 2 differ qualitatively while the
contextual setting, i.e. the task varies between them. Presumably,
the manipulation of the speech relevance is part of the context that
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pre-lexical phonological processing stages.
In conclusion, the present study strongly suggests that natural
speech is processed semantically even if it is not task-relevant. Our
results also suggest that listeners attempt to predict upcoming words
if speech is relevant. This apparently controlled process of prediction
seems to facilitate comprehension and communication in general.
Furthermore, our data suggest that the phonologically deviant
condition investigated here is not processed in a fundamentally
different way from the semantically deviant condition. Our ﬁndings,
thus, underline the importance of the internal monitoring loop. Future
research needs to determine the scope of cognitive control over the
processing of irrelevant speech.
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