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Skoraj periodične funkcije
Povzetek
Diplomska naloga opisuje skoraj periodične funkcije in njihove Fourierove vrste. Sko-
raj periodična funkcija je vsaka funkcija, ki jo lahko na R poljubno natančno enako-
merno aproksimirano s končno linearno kombinacijo kosinusov ter sinusov, oziroma
s končnim trigonometričnim polinomom. Izkaže se, da je vsaka skoraj periodična
funkcija omejena, enakomerno zvezna ter da je vsota in produkt skoraj periodičnih
funkcij zopet skoraj periodična funkcija. Te lastnosti so za periodične funkcije tri-
vialne, medtem ko za skoraj periodične funkcije dokaz teh lastnosti ni enostaven.
Podobno kot periodične funkcije imajo tudi skoraj periodične funkcije svojo posplo-
šeno Fourierovo vrsto. Srečamo se z vprašanjem, ali so skoraj periodične funkcije
enolično določene s svojo Fourierovo vrsto in če imajo lahko različne skoraj peri-
odične funkcije isto Fourierovo vrsto. Kot pri periodičnih funkcijah je pri skoraj
periodičnih funkcijah ideja dokazov konvergence za Fourierove vrste podobna, to je
definirati delne Fourierove vsote in pokazati, da konvergirajo k dani funkciji.
Almost periodic functions
Abstract
The thesis describes almost periodic functions and their Fourier series. Function de-
fined on the real line is called almost periodic, if it can be uniformly approximated
with any desired degree of accuracy by a finite linear combination of sine and cosine
functions, or by a finite trigonometric polynomial. Almost periodic function is boun-
ded, uniformly continuous and the sum and the product of almost periodic functions
is also an almost periodic function. These properties are trivial for periodic functions
but for almost periodic functions proving these properties might be very demanding.
Almost periodic functions have also their generalized Fourier series. We thus have
arrived at the basic questions: can every almost periodic function be represented
with Fourier series and if a generalized Fourier series completely determines an al-
most periodic function. As with periodic functions, the idea of proving convergence
of generalized Fourier series is to form partial Fourier sums and prove that these
sums converge to the original function.
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1. Uvod
Pojem in lastnosti skoraj periodičnih funkcij so izredno pomembne na različnih
področjih analize, topologije in uporabne matematike. Skoraj periodične funkcije
lahko razumemo kot posplošitev periodičnih funkcij. Prvi, ki je preučeval koncept
skoraj periodičnih funkcij je bil Harald Bohr (22. 4. 1887 - 22. 1. 1951). Njegove
metode in osnovni rezultati so bili osnovani na prevedbi problemov, povezanih s sko-
raj periodičnimi funkcijami, na probleme povezane s periodičnimi funkcijami. Kljub
temu, da je bila njegova ideja preprosta, so bili dejanski dokazi glavnih rezultatov
zelo težki. Kasneje je Abram Samoilovitch Besicovitch (23. 1. 1891 - 2. 11. 1970)
poleg ostalih nadaljeval s teorijo skoraj periodičnih funkcij in razvil nove metode, s
katerimi je prišel do fundamentalnih rezultatov mnogo hitreje. Njegova teorija sko-
raj periodičnih funkcij je bila omejena na zvezne skoraj periodične funkcije, zato
bomo v diplomski nalogi skoraj periodično funkcijo vedno obravanavali kot zvezno
funkcijo.
Skoraj periodično funkcijo lahko definiramo na več načinov. Ogledali si bomo
definicijo, ki jo je uporabljal Abram Samoilovitch Besicovitch, saj z uporabo te
definicije hitro dokažemo veliko lastnosti skoraj periodičnih funkcij. V diplomski
nalogi bomo sledili tudi članku [3], ki pa uporablja nekoliko bolj intuitivno definicijo
skoraj periodičnih funkcij, ki pravi, da je skoraj periodična funkcija vsaka funkcija,
ki jo lahko na R poljubno natančno enakomerno aproksimiramo s končno linearno
kombinacijo sinusov ter kosinusov.
Teorija skoraj periodičnih funkcij se v splošnem ukvarja s problemom, ali imajo
skoraj periodične funkcije svoje Fourierove vrste in če ja, ali so z njimi enolično
določene. Spomnimo se, da ima vsaka periodična funkcija f , ki je s kvadratom
integrabilna na intervalu dolžine periode, svojo Fourierovo vrsto. Pod določenimi
pogoji Fourierova vrsta konvergira nazaj k funkciji f . Prav tako bo cilj diplomske
naloge definirati potrebne pogoje za konvergenco in dokazati, da ima vsaka skoraj
periodična funkcija svojo posplošeno Fourierovo vrsto, ki v določenih primerih tudi
konvergira nazaj k dani skoraj periodični funkciji.
Diplomska naloga je vsebinsko razdeljena na štiri dele. V prvem bomo ponovili
osnovne definicije, lastnosti in Fourierovo analizo periodičnih funkcij. V drugem in
tretjem delu bomo definirali skoraj periodične funkcije in spoznali nekaj lastnosti in
uporabo skoraj periodičnih funkcij. V zadnjem delu pa bomo dokazali glavna izreka
diplomske naloge in sicer, da ima vsaka skoraj periodična funkcija ima natanko eno
posplošeno Fourierovo vrsto ter da različne skoraj periodične funkcije ne morejo
imeti istih posplošenih Fourierovih vrst.
2. Periodične funkcije
V tem poglavju bomo definirali periodične funkcije in jih analizirali s Fouriero-
vimi vrstami. S tem bomo lahko primerjali analizo periodičnih funkcij in skoraj
periodičnih funckij.
2.1. Definicija periodične funkcije.
Definicija 2.1. Funkcija f(x) je periodična s periodo p ̸= 0, če velja f(x) = f(x+p),
za vsak x iz definicijskega območja.
Sledi nekaj preprostih primerov periodičnih funkcij.
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Primer 2.2. Funkciji f1(x) = cos x in f2(x) = sin x sta periodični s periodo p =
2π. ♦
Primer 2.3. Funkcija f(x) = tan x je periodična s periodo p = π. ♦
Primer 2.4. Kompleksna funkcija f(x) = aeiλx = a(cosλx+ i sinλx) je periodična
s periodo p = 2π|λ| . ♦
2.2. Fourierova analiza periodičnih funkcij. V podpoglavju sledimo [4]. Ideja
Fourierove analize je razviti poljubno periodično funkcijo s periodo 2π v vrsto tri-
gonometričnih funkcij sin(nx) in cos(nx).
Definicija 2.5. Funkcija f je odsekoma zvezna na intervalu I, če je povsod na I
razen morda v končno mnogo točkah zvezna in v vsaki točki a ∈ I nezveznosti za
f(x) obstajata f(a+) = limx→a+ f(x) in f(a−) = limx→a− f(x) (torej obstajata leva
limita in desna limita v točkah nezveznosti).
Primer 2.6. Funkcija f , definirana kot
f(x) =
⎧⎨⎩ e
x, x < 0
2− x, 0 ≤ x ≤ 2
x2, x > 2
,
je odsekoma zvezna na R z dvema točkama nezveznosti: x1 = 0 in x2 = 2. Izraču-
namo lahko še f(0−) = 1, f(0+) = 2 in f(2−) = 0, f(2+) = 4. ♦
Definicija 2.7. Funkcija f je odsekoma zvezno odvedljiva na intervalu I, če je
odsekoma zvezna na I ter povsod na I razen morda v končno mnogo točkah zvezno
odvedljiva. V vsaki točki a ∈ I, kjer ni odvedljiva, pa ima njen odvod levo in desno
limito.
Definicija 2.8. Če je funkcija f : R → C absolutno integrabilna, to je obstaja
integral
∫∞
−∞ |f(x)|dx, pripada prostoru vseh absolutno integrabilnih funkcij na R,
ki ga označimo z L1(R).
Komentar: Če je funkcija f s kvadratom absolutno integrabilna, potem f pripada
prostoru L2(R).
Definicija 2.9. Za odsekoma zvezni funkciji f, g : [a, b] → R definiramo skalarni
produkt kot
(f, g) :=
∫ b
a
f(x)g(x)dx
Funkcije {1, sin(nx), cos(nx)}, n ∈ N , so paroma pravokotne v tem skalarnem
produktu v prostoru L2((0, 2π)), saj je njihov skalarni produkt enak 0. Če funkcije
primerno normiramo, tvorijo kompleten ortonormiran sistem prostora L2((0, 2π)).
Definicija 2.10. Naj bo f(x) realna periodična funkcija s periodo p, definirana
na realni osi. Denimo, da f pripada prostoru L2([0, p]) s kvadratom integrabilnih
funkcij na [0, p]. Potem je njena Fourierova vrsta enaka
f(x) ∼ a0 +
∞∑
n=1
(an cos(
2πnx
p
) + bn sin(
2πnx
p
)),
kjer so
an =
2
p
∫ p
0
f(x) cos(2πnx
p
)dx ,
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bn =
2
p
∫ p
0
f(x) sin(2πnx
p
)dx ,
a0 =
1
p
∫ p
0
f(x)dx.
Poudariti je treba, da je prirejanje Fourierove vrste dani funkciji zaenkrat zgolj
formalno. O konvergenci vrste bomo govorili kasneje. Prav tako lahko definiramo
Fourierovo vrsto kompleksne funkcije.
Definicija 2.11. Naj bo f kompleksna periodična funkcija s periodo p. Denimo, da
f pripada prostoru L2([0, p]) s kvadratom integrabilnih funkcij na [0, p]. Potem je
njena kompleksna Fourierova vrsta enaka
f(x) ∼
∞∑
n=−∞
Ane
i(2πnx/p),
kjer je An = 1p
∫ p
0
f(x)e−i(2πnx/p)dx.
Primer 2.12. Naj bo funkcija f soda funkcija s periodo 2π, to je, f(x) = f(−x).
Ker je sin(nx) liha funkcija, je produkt f(x) sin(nx) liha funkcija. Iz tega sledi, da
bn =
1
π
∫ π
−π f(x) sin(nx)dx = 0, za vsak n. ♦
Primer 2.13. Naj bo funkcija f liha funkcija s periodo 2π, to je, f(x) = −f(−x).
Ker je cos(nx) soda funkcija, je produkt f(x) cos(nx) liha funkcija. Iz tega sledi, da
an =
1
π
∫ π
−π f(x) cos(nx)dx = 0, za vsak n. ♦
Sedaj, ko smo za periodične funkcije pridobili njihove Fourierove vrste, se lahko
vprašamo, ali Fourierova vrsta konvergira k dani funkciji. Za Fourierove vrste po-
znamo več konvergenc, ampak v nadaljevanju tega poglavja bomo obravnavali kon-
vergenco po točkah. V splošnem vrsta ni nujno konvergentna, ampak potrebujemo
dodatne pogoje. Ideja dokaza o konvergenci Fourierove vrste je, da definiramo delne
vsote Fourierove vrste in dokažemo, da te konvergirajo k funkciji.
Lema 2.14. Naj bo f odsekoma zvezna in odsekoma zvezno odvedljiva, potem veljata
enakosti limλ→∞
∫ b
a
f(x) sin(xλ)dx = 0 in limλ→∞
∫ b
a
f(x) cos(xλ)dx = 0 .
Dokaz. Dovolj je, če dokažemo le prvo enakost, saj je dokaz druge enakosti podoben.
Naj bo M = {x1 = a < x2, . . . , < xn = b} množica točk nezveznosti za funkciji f ali
f ′. Ker velja ∫ b
a
f(x) sin(xλ)dx =
n−1∑
i=1
∫ xi+1
xi
f(x) sin(xλ)dx,
je dovolj pokazati limλ→∞
∫ xi+1
xi
f(x) sin(xλ)dx = 0. Funkcijo integrirajmo po delih
u = f(x) du = f ′(x)dx
dv = sin(xλ)dx v = − cos(xλ))
λ
(1)
∫ xi+1
xi
f(x) sin(xλ)dx = [
−f(x) cos(xλ)
λ
]xi+1xi +
1
λ
∫ xi+1
xi
f ′(x) cos(xλ)dx.
Funkcija f ′(x) je na intervalu [xi, xi+1] zvezna in zato omejena. Ker je cos(xλ) tudi
omejena funkcija, bo limλ→∞ 1λ
∫ xi+1
xi
f ′(x) cos(xλ)dx = 0. Prvi člen na desni strani
1 bo prav tako enak 0, ko λ → ∞, saj je f tudi omejena. S tem je lema v celoti
dokazana. 
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Definicija 2.15. Funkcija f ′ je odsekoma gladka, če so f in vsi njeni odvodi odse-
koma zvezni.
Sedaj lahko definiramo še delne vsote Fourierovih vrst.
Definicija 2.16. fN(x) = a0 +
∑n=N
n=1 (an cos(nx) + bn sin(nx)) je Fourierova delna
vsota periodične funkcije s periodo 2π.
Če uporabimo adicijski izrek cos(α − β) = cos(α) cos(β) + sin(α) sin(β), lahko pre-
oblikujemo formulo za Fourierovo delno vsoto:
fN(x) =
1
2π
∫ π
−π
f(t)dt+
n=N∑
n=1
1
π
∫ π
−π
f(t)(cos(nx) cos(nt) + sin(nx) sin(nt))dt =
=
1
π
∫ π
−π
f(t)[
1
2
+
n=N∑
n=1
cos(n(t− x))]dt
Označimo sedaj
DN(α) =
1
π
(
1
2
+
n=N∑
n=1
cos(nα)).
Lema 2.17. Velja enakost
DN(α) =
sin((N + 1
2
)α)
2π sin(α
2
)
in zato tudi
fN(x) =
1
π
∫ π
−π
f(t)
sin((N + 1
2
)(t− x))
2 sin( t−x
2
)
dt
Dokaz. Z uporabo znane formule (dokaz formule dobimo v članku [8])
N∑
n=0
cos(nx) =
1
2
+
sin(2N+1
2
x)
2 sin(x
2
)
dobimo
DN(α) =
1
π
(1
2
+
∑n=N
n=1 cos(nα)) =
1
π
(1
2
+
∑n=N
n=0 cos(nα)− 1) =
= 1
π
(
sin( 2N+1
2
α)
2 sin(α
2
)
+ 1
2
− 1 + 1
2
) =
sin((N+ 1
2
)α)
2π sin(α
2
)
.
Lema je v celoti dokazana. 
Formula za fN iz leme je uporabna, saj predstavlja Fourierovo delno vsoto funkcije
f , a brez Fourierovih koeficientov.
Definicija 2.18 (Dirichletovo jedro [7]). Funkcija
DN(x) =
{
sin((N+ 1
2
)x)
2π sin(x
2
)
, x ̸= 0,±2π, . . .
2N+1
2π
, x = 0,±2π, . . .
se imenuje Dirichletovo jedro in je zvezna ter periodična s periodo 2π.
Definicija 2.19. Za absolutno integrabilni funkciji f, g : R → R je njuna konvolucija
definirana kot (f ∗ g)(x) =
∫∞
−∞ f(t)g(x− t)dt.
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Komentar: Če sta funkciji f in g periodični s periodo T , je njuna periodična kon-
volucija definirana kot (f ∗ g)(x) =
∫ t0+T
t0
f(t)g(x − t)dt, kjer je t0 poljuben, saj je
produkt fg zopet periodična funkcija.
Pomembnost Diricletovega jedra pride iz njegove povezanosti s Fourierovo vrsto.
Periodična konvolucija DN(x) in poljubne periodične funkcije f(x) s periodo 2π je
N -ti člen aproksimacije Fourierove vrste funkcije f :
(DN ∗ f)(x) =
∫ π
−π
f(y)DN(x− y)dy =
N∑
k=−N
f̂(k)eikx,
kjer je f̂(k) = 1
2π
∫ π
−π f(x)e
−ikxdx k-ti Fourierovi koeficient funkcije f . Torej, če
želimo preučevati konvergenco Fourierove vrste, je dovolj, če preučujemo lastnosti
Dirichletovega jedra.
Prišli smo do prvega izreka o konvergenci Fourierovih delnih vsot.
Izrek 2.20. (Konvergenca Fourierovih delnih vsot po točkah) Naj bo f(x) periodična
s periodo 2π. Potem za vsak x ∈ [−π, π] zaporedje Fourierovih delnih vsot fN(x)
konvergira po točkah h f(x+)+f(x−)
2
ko n → ∞.
Komentar: Če definiramo novo funkcijo,
S(f)(x) =
{
f(x), f zvezna v x
f(x+)+f(x−)
2
, f ni zvezna v x
se zaključek izreka glasi limN→∞ fN(x) = S(f)(x), za vsak x ∈ [−π, π].
Dokaz. [4] Naj bo f : R → R periodična funkcija s periodo 2π. Sledi, da je funkcija
DN(t−x)f(t) periodična v t s periodo 2π. Če uporabimo Dirichletovo jedro, dobimo
fN(x) =
∫ π
−π
f(t)DN(t− x)dt.
Uvedemo novo spremenljivko u = t− x in dobimo
fN(x) =
∫ π−x
−π−x
f(u+ x)DN(u)du =
∫ π
−π
f(u+ x)DN(u)du.
Enakost velja zaradi periodičnosti funkcije znotraj integrala: Naj bo F (t) periodična
funkcija s periodo 2π. Če označimo sedaj G(x) =
∫ x−π
−x−π F (t)dt =
∫ 0
−π−x F (t)dt +∫ π−x
0
F (t)dt = −
∫ −π−x
0
F (t)+
∫ π−x
0
F (t) in izračunamo odvod G′(x) = F (−π−x)−
F (π− x). Upoštevamo, da je F periodična s periodo 2π in dobimo G′(x) = 0, torej
je funkcija G konstanta za vsak x, prav tako za x = 0.
Ker je DN soda funkcija, lahko sklepamo fN(x) =
∫ π
−π f(x− u)DN(u)du. Torej
fN(x) =
∫ π
−π
f(x+ u) + f(x− u)
2
DN(u)du.
Funkcije znotraj integrala so sode, zato lahko meje integrala spremenimo v od 0 do
π in integral pomnožimo z 2.
fN(x) =
∫ π
0
(f(x+ u) + f(x− u))DN(u)du.
Po drugi strani pa velja∫ π
0
DN(u)du =
∫ π
0
1
π
(1
2
+
∑N
n=1 cos(nu))du =
1
2
+
∑N
n=1
∫ π
0
cos(nu) = 1
2
,
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kar nam da
f(x+)+f(x−)
2
= (f(x+) + f(x−))
∫ π
0
DN(u)du =
∫ π
0
(f(x+) + f(x−))DN(u)du.
Torej
f(x+) + f(x−)
2
− fN(x) =
∫ π
0
(φ1(u, x) + φ2(u, x))DN(u)du,
kjer je
φ1(u, x) = f(x+)− f(x+ u) in φ2(u, x) = f(x−)− f(x− u).
Pokazati moramo, da
lim
N→∞
∫ π
0
φ1(u, x)DN(u)du = 0.
Podobno pokažemo za φ2(u, x). Naj bo g(u) = φ1(u)u in U(u) =
u
2 sin(u
2
)
za u ̸= 0 in
U(0) = 1. U(u) je zvezna in ima zvezen odvod na intervalu [−π, π]. Hitro lahko
izračunamo
limu→0+ g(u) = limu→0+
f(x+)−f(x+u)
u
= −f ′(x+) in
limu→0+ g
′(u) = limu→0+
φ′1(u)u−φ1(u)
u2
= limu→0+
φ′′1 (u)u+φ
′
1(u)−φ′1(u)
2u
= −1
2
f ′′(x+).
Iz tega sledi, da sta g(u) in g′(u) odsekoma zvezni na [−π, π], saj sta f ′ in f ′′
odsekoma zvezni in edina dodatna nezveznost za funkcijo g je lahko v točki 0.
Na tem koraku upoštevamo lemo 2.14 in dobimo
lim
N→∞
∫ π
0
g(u)U(u) sin((N +
1
2
)u)du = 0.
Ker je limN→∞
∫ π
0
g(u)U(u) sin((N + 1
2
)u)du = limN→∞
∫ π
0
φ1(u, x)DN(u)du,
sledi limN→∞(f(x+)+f(x−)2 − fN(x)) = 0 in izrek je dokazan. 
Videli smo, da imajo realne ali kompleksne periodične funkcije svoje Fourierove
vrste. Fourierove vrste periodičnih funkcij lahko posplošimo na neperiodične funkcije
in dobimo Fourierovo transformacijo.
Definicija 2.21. Fourierova transformacija za funkcijo f ∈ L1(R) je
F(f)(y) =
∫ ∞
−∞
f(x)eixydx.
Izrek 2.22 (Inverzna formula za Fourierovo transformacijo). Iz analize 2a: Za f ∈
L1(R) označimo F = F(f) in naj bo g(x, t) = 1
2
(f(x+ t) + f(x− t))− f(x). Če za
vsak x ∈ R obstaja a > 0, da velja
∫ a
0
|g(x,t)
t
|dt < ∞, potem sledi inverzna formula
f(x) = lim
b→∞
(
1
2π
∫ b
−b
F (y)e−ixydy) = F−1(F )(x).
Komentar: Pogoj v izreku
∫ a
0
|g(x,t)
t
|dt < ∞ je izpolnjen, če je f dvakrat odsekoma
zvezno odvedljiva.
3. Definicija skoraj periodičnih funkcij
Skoraj periodične funkcije lahko definiramo na več načinov. V tem poglavju si
bomo ogledali tri različne definicije skoraj periodičnih funkcij. V prvem delu bomo
sledili [3], v drugem delu pa [2]. Do prve definicije bomo prišli skozi zgled, pri
katerem bomo potrebovali naslednjo lemo:
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Lema 3.1 (Aproksimacija iracionalnih števil z racionalnimi [1]). Naj bo x ∈ R in
N ∈ N poljuben. Potem obstajata taki celi števili p in q, kjer 0 < q ≤ N , da velja
|p− qx| < 1
N
.
Dokaz [1]. Razdelimo interval [0, 1) na N enakih podintervalov:
[0, 1) =
N−1⋃
i=0
[
i
N
,
i+ 1
N
)
Realno število x lahko zapišemo kot x = ⌊x⌋+{x}, kjer je ⌊x⌋ celi del in {x} ostanek
ter 0 ≤ {x} < 1.
Oglejmo si sedaj ostanke {kx} za 0 ≤ k ≤ N in na katerih podintervalih ležijo.
Imamo N + 1 ostankov razdeljenih med N podintervalov. Torej mora biti vsaj
en podinterval, ki vsebuje dva ostanka {k1x} in {k2x}, k1 ̸= k2. Brez izgube za
splošnost lahko vzamemo k2 > k1. Naj bo q = k2 − k1 in p = ⌊k2x⌋ − ⌊k1x⌋, potem
je 0 < q ≤ N in ker oba ostanka pripadata istemu podintervalu, velja
|p− qx| = |⌊k2x⌋ − ⌊k1x⌋ − (k2 − k1)x| = |{k1x} − {k2x}| <
1
N
.
Lema je sedaj v celoti dokazana. 
Zgled 3.2 ([3, str. 516]). Oglejmo si funkcijo f(x) = sin x + sin
√
2x. Funkcija ni
periodična, saj ne doseže svojega maksimuma.
Supremum funkcije f(x) je poljubno blizu 2, a vendar ne obstaja noben tak x,
za katerega velja f(x) = 2 ([3, str. 524, problem 1]). Torej, rešujemo sin(x) +
sin(
√
2x) = 2. Oba sinusa morata biti enaka 1, da bo enačba veljala. Torej mora za
argumenta veljati:
(1) x = π
2
+ 2kπ, k ∈ Z
(2)
√
2x = π
2
+ 2lπ, l ∈ Z
Enačbi sedaj delimo in dobimo:
√
2 =
1
2
+ 2l
1
2
+ 2k
.
Ker je desna stran racioanlno število, leva pa iracionalno, smo prišli do protislovja.
Iz tega sledi, da ne obstaja tak p > 0, da velja f(x+ p) = f(x) za vsak x.
Ocenimo pa lahko izraz |f(x+ p)− f(x)|. Z uporabo adicijskega izreka sin(x+y) =
sinx cos y + cosx sin y dobimo:
f(x+ p)− f(x) =− sinx(1− cos p)− sin
√
2x(1− cos
√
2p) + cos x sin p
+ cos
√
2x sin
√
2p
Sedaj izraz ocenimo:
|f(x+ p)− f(x)| ≤ |1− cos p|+ |1− cos
√
2p|+ | sin p|+ | sin
√
2p|.
Na tej točki pa lahko uporabimo zgornjo lemo. Torej, naj bo ϵ > 0 poljubno majhen,
in naj bosta m,n ∈ Z taki, da velja |m−
√
2n| < ϵ
4π
. Če izberemo p = 2nπ, dobimo
cos p = 1 in sin p = 0. Torej imamo:
|f(x+ p)− f(x)| ≤ |1− cos
√
2p|+ | sin
√
2p|.
Razpišemo še
√
2p = (
√
2n) · 2π = (m + α) · 2π, kjer je |α| < ϵ
4π
. Iz tega sledi
cos
√
2p = cos 2πα in sin
√
2p = sin 2πα.
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Če upoštevamo, da veljata neenakosti |1 − cos θ| ≤ |θ| in | sin θ| ≤ |θ| za vsak θ,
dobimo:
|f(x+ p)− f(x)| ≤ 2π|α|+ 2π|α| = 4π|α| < ϵ.
Zaradi leme 3.1 sledi, da obstaja veliko števil m in n, ki ustrezajo neenačbi
|m −
√
2n| < ϵ
4π
. Posledično obstaja tudi veliko izbir za število p, da bo veljalo
|f(x+ p)− f(x)| < ϵ . Tako smo prišli do naše prve definicije. ♦
Definicija 3.3 (prva definicija skoraj periodičnih funkcij [3, str. 516]). Naj bo
f : R → C zvezna. Funkcija f je skoraj periodična, če za vsak ϵ > 0 obstaja tak p,
da velja neenačba |f(x+ p)− f(x)| < ϵ za vsak x.
Primer 3.4. Vsaka periodična funkcija s periodo p je skoraj periodična funkcija. Iz
definicije periodičnosti sledi, da za vsak x iz definicijskega območja velja
f(x+ p) = f(x). Torej je neenačba iz definicije 3.3 izpolnjena za vsak ϵ > 0. ♦
Definicija 3.5 (druga definicija skoraj periodičnih funkcij [3, str. 516-517]). Zvezna
funkcija f : R → C je skoraj periodična, če jo lahko na R poljubno natančno
enakomerno aproksimiramo s končno linearno kombinacijo sinusov ter kosinusov
(sin(λx), cos(λx), kjer λ ∈ R), oziroma s končnim trigonometričnim polinomom
q(x) =
∑
λ cλe
iλx, kjer λ ∈ R.
Primer 3.6. Funkcija f(x) = sin(x) + sin(x
√
2) je skoraj periodična funkcija, saj
je predstavljena kot končna linearna kombinacija sinusov. ♦
Navedimo še zadnjo definicijo skoraj periodičnih funkcij, ki morda ni tako zelo
intuitivna, a je primernejša za izpeljavo in dokazovanje nekaterih kasneje omenjenih
lastnosti skoraj periodičnih funkcij. Najprej pa potrebujemo še nekaj dodatnih
definicij. Sledili bomo [2, str. 1-16]
Definicija 3.7. Množici F ⊂ R pravimo relativno gosta, če obstaja tako število
l > 0, da vsak interval (odprt ali zaprt) dolžine l vsebuje vsaj en element množice
F.
Primer 3.8. Množici A = {±n;n ∈ N} in B = {±
√
n;n ∈ N} sta relativno gosti.
Pri množici A lahko vzamemo lA = 2, pri množici B pa lB = 1. ♦
Primer 3.9. Množica C = N pa ni relativno gosta, saj ne vsebuje negativnih števil.
Če si izberemo še tako dolg interval, ga lahko premaknemo v negativno polovico
realne osi tako, da ne bo vseboval nobenega naravnega števila. ♦
Definicija 3.10. Naj bo f realna ali kompleksna funkcija, definirana za vsa realna
števila x. Številu t = t(ϵ) pravimo ϵ pripadajoče translacijsko število funkcije f , če
velja neenačba
|f(x+ t)− f(x)| ≤ ϵ
za vsak x. Množico vseh translacijskih števil, pripadajočih ϵ, označimo kot E(ϵ, f).
Iz definicije translacijskih števil sledijo naslednje njihove lastnosti:
Trditev 3.11. Veljajo naslednje lastnosti translacijskih števil:
(1) Če translacijsko število t pripada ϵ, potem pripada tudi vsakemu ϵ′, za kate-
rega velja ϵ′ > ϵ.
(2) Če je t translacijsko število za ϵ, potem je tudi −t translacijsko število za ϵ.
(3) Če je t1 translacijsko število za ϵ1 in t2 translacijsko število za ϵ2, potem je
t1 ± t2 translacijsko število za ϵ1 + ϵ2.
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Dokaz. (1) Če je t translacijsko število pripadajoče ϵ, velja |f(x+ t)− f(x)| ≤ ϵ
za vsak x. Neenačba prav tako velja za vsak ϵ′ > ϵ.
(2) Neenačba |f(x+ t)−f(x)| ≤ ϵ velja za vsak x, torej velja tudi za x0 := x+ t.
Če vstavimo x0 v neenačbo, dobimo
|f(x0)− f(x0 − t)| = |f(x0 − t)− f(x0)| ≤ ϵ
za vsak x0. Sledi, da je −t številu ϵ pripadajoče translacijsko število za
funkcijo f .
(3) Če je t1 translacijsko število pripadajoče ϵ1 in t2 translacijsko število pripa-
dajoče ϵ2, velja |f(x+ t1)− f(x)| ≤ ϵ1 in |f(x+ t2)− f(x)| ≤ ϵ2 za vsak x.
Ker prva enačba velja za vsak x, velja tudi za x = x0 + t2. Če vstavimo x0
v neenačbo, dobimo
|f(x0 + t1 + t2)− f(x0 + t2)| ≤ ϵ1.
Nadaljujemo
|f(x0 + t1 + t2)− f(x0)| ≤
|f(x0 + t1 + t2)− f(x0) + f(x0 + t2)− f(x0 + t2)| ≤
|f(x0 + t1 + t2)− f(x0 + t2)|+ |f(x0 + t2)− f(x0)| ≤ ϵ1 + ϵ2.
Ker neenačba velja za vsak x0, je t1+t2 translacijsko število za ϵ1+ϵ2. Dokaz
je enak za t1 − t2.

Primer 3.12. Enakomerno zvezna funkcija f na realni osi ima veliko translacijskih
števil, saj iz enakomerne zveznosti sledi, da za vsak ϵ > 0 obstaja tak δ(ϵ), da velja
|f(x + t)− f(x)| < ϵ za vsak x in za vse |t| < δ. Torej vsa dovolj majhna števila t
so ϵ pripadajoča translacijska števila. ♦
Sedaj smo definirali vse, kar potrebujemo za tretjo in hkrati zadnjo definicijo
skoraj periodičnih funkcij.
Definicija 3.13. Zvezna funkcija f : R → R je skoraj periodična, če je za vsak
ϵ > 0 množica E(ϵ, f) relativno gosta.
Z drugimi besedami: Za vsak ϵ > 0 mora obstajati tako število l = l(ϵ), da vsak
interval α < x < α + l, (α ∈ R) vsebuje najmanj eno ϵ pripadajoče translacijsko
število t = t(ϵ).
Primer 3.14. Tudi iz te definicije hitro vidimo, da je vsaka zvezna periodična
funkcija s periodo p skoraj periodična funkcija. V tem primeru lahko za vsak ϵ > 0
za translacijska števila vzamemo periode np, (n = 0,±1,±2, ...), saj za vsak x velja
f(x + np) − f(x) = 0. Ker pa je množica period funkcije f(x) relativno gosta (na
zaprtih intervalih lahko za l vzamemo l = p, na odprtih pa l = 2p), sledi da je vsaka
periodična funkcija tudi skoraj periodična. ♦
4. Lastnosti skoraj periodičnih funkcij
V tem poglavju si bomo pogledali in dokazali nekaj osnovnih lastnosti skoraj
periodičnih funkcij. V tem in v vseh naslednjih poglavjih se bomo osredotočili le na
zvezne skoraj periodične funkcije. Sledili bomo [2].
Pri skoraj periodičnih funkcijah dokazi temeljijo na eksistenci števila l. Če vza-
memo poljuben interval J dolžine l (npr. 0 < x < l), lahko za vsako število x0
najdemo translacijsko število t, da x0 preide pri premiku za t v točko x1 = x0+ t, ki
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leži na intervalu J . Torej t izberemo tako, da pripada intervalu −x0 < x < −x0 + l
dolžine l.
Izrek 4.1. Vsaka skoraj periodična funkcija f je omejena. Obstaja taka konstanta
C, da velja |f(x)| ≤ C za vsak x.
Dokaz. Naj bo ϵ = 1 in M maksimum funkcije |f(x)| na intervalu [0, l1], saj je
f zvezna. Za poljuben x0 lahko najdemo translacijsko število t iz E(1, f), da je
x0 + t ∈ (0, l1). Torej velja |f(x0 + t)| < M in hkrati tudi |f(x0 + t)− f(x0)| ≤ 1.
Sledi:
|f(x0)| = |f(x0)−f(x0+ t)+f(x0+ t)| ≤ |f(x0)−f(x0+ t)|+ |f(x0+ t)| ≤ 1+M
za vsak x0, kar tudi dokazuje naš izrek. 
Izrek 4.2. Vsaka skoraj periodična funkcija je enakomerno zvezna. Za poljuben
ϵ > 0 lahko najdemo tak δ, da za vsak par x1, x2 ∈ R, ki ustrezata |x1 − x2| < δ,
velja |f(x1)− f(x2)| ≤ ϵ.
Dokaz. Za ϵ > 0 vzamemo l( ϵ
3
). Ker je f skoraj periodična funkcija, vsak interval
dolžine l( ϵ
3
) vsebuje translacijsko število t( ϵ
3
), da je za vsak x izpolnjena neenačba
|f(x+ t( ϵ
3
))− f(x)| < ϵ
3
.
Na intervalu I = [0, l( ϵ
3
) + 1] je f kot zvezna funkcija tudi enakomerno zvezna
funkcija. Torej zaradi enakomerne zveznosti obstaja δ(ϵ) < 1, da je za poljubni
števili x1, x2 ∈ I, ki zadoščata |x1 − x2| < δ, izpolnjena neenačba
|f(x1)− f(x2)| <
ϵ
3
.
Naj bosta sedaj y1, y2 poljubni števili ne nujno iz intervala I, ki zadoščata |y1−y2| <
δ. Vemo, da obstaja tako translacijsko število t za ϵ
3
, da y1 + t in y2 + t pripadata
intervalu I. Zato velja neenačba (zaradi enakomerne zveznosti na intervalu I)
|f(y1 + t)− f(y2 + t)| <
ϵ
3
.
Ker prav tako za vsak x velja |f(x+ t( ϵ
3
))− f(x)| < ϵ
3
, sledi:
|f(y1)− f(y2)| ≤ |f(y1)− f(y1 + t)|+ |f(y1 + t)− f(y2 + t)|+ |f(y2 + t)− f(y2)|
<
ϵ
3
+
ϵ
3
+
ϵ
3
= ϵ
kar dokazuje enakomerno zveznost. 
Posledica 4.3 (Posledica enakomerne zveznosti). Če je funkcija f skoraj periodična,
potem vsakemu ϵ > 0 pripada δ = δ(ϵ) > 0 , da množica E(ϵ, f) vsebuje vsa števila
iz intervala (−δ, δ).
Dokaz. Naj bo ϵ > 0 in t številu ϵ pripadajoče translacijsko število funkcije f . Ker je
funkcija f enakomerno zvezna za vsak ϵ > 0 obstaja tak δ > 0, da za vsak par točk
x, x+ t, ki ustrezata |x+ t− x| = |t| < δ, velja |f(x+ t)− f(x)| < ϵ. Iz tega sledi,
da so vsa števila iz intervala (−δ, δ) številu ϵ pripadajoča translacijska števila. 
Lema 4.4. Za vsaki poljubni pozitivni števili ϵ1, ϵ2 (ϵ1 < ϵ2) obstaja tak δ > 0, da
množica E(ϵ2, f) vsebuje vsa števila, ki so od elementov množice E(ϵ1, f) oddaljena
za manj (ali enako) kot δ.
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Dokaz. Iz posledice 4.3 sledi, da obstaja tak δ > 0, da množica E(ϵ2− ϵ1, f) vsebuje
vsa števila iz intervala (−δ, δ). Tretja lastnosti translacijskih števil pravi, da vsota
poljubnih dveh števil iz množic E(ϵ1, f) in E(ϵ2 − ϵ1, f) oziroma iz množic E(ϵ1, f)
in (−δ, δ) pripada množici E(ϵ2, f), kar dokazuje lemo. 
Lema 4.5. Naj bosta ϵ, δ > 0 in f1, f2 skoraj periodični funkciji. Potem je množica
vseh števil iz množice E(ϵ, f1), ki so od množice E(ϵ, f2) oddaljena za manj kot δ,
relativno gosta.
Dokaz. Naj bo l = kδ, k ∈ Z, dolžina intervala za relativno gosti množici E( ϵ
2
, f1)
in E( ϵ
2
, f2). Zapišimo sedaj R kot unijo podintervalov R =
⋃
n∈Z[(n − 1)l, nl). V
vsakem intervalu [(n − 1)l, nl) lahko najdemo translacijski števili t(n)1 ∈ E( ϵ2 , f1) in
t
(n)
2 ∈ E( ϵ2 , f2), ki ustrezata |t
(n)
1 − t
(n)
2 | < l.
Označimo sedaj z λi interval (i − 1)δ ≤ x < iδ, pri čemer i = −k + 1, . . . , k.
Razlika t(n)1 − t
(n)
2 potem vedno leži v enem izmed intervalov λi. Obstaja tako število
n0 ∈ Z, da vsakemu n pripada n
′
, (−n0 ≤ n
′ ≤ n0), za katerega razlika t(n
′
)
1 − t
(n
′
)
2
pripada istemu intervalu λi kot razlika t
(n)
1 − t
(n)
2 . Potem imamo:
t
(n)
1 − t
(n)
2 = t
(n
′
)
1 − t
(n
′
)
2 + θδ, (−1 < θ ≤ 1)
t
(n)
1 − t
(n
′
)
1 = t
(n)
2 − t
(n
′
)
2 + θδ
Iz tretje lastnosti translacijskih števil sledi t(n)1 − t
(n′)
1 ∈ E(ϵ, f1) in
t
(n)
2 − t
(n
′
)
2 ∈ E(ϵ, f2). Torej je razdalja vsakega števila t
(n)
1 − t
(n
′
)
1 od množice E(ϵ, f2)
manj kot δ. Ker je množica translacijskih števil oblike t(n)1 − t
(n
′
)
1 relativno gosta,
saj je vsebovana v E(ϵ, f1), je lema v celoti dokazana. 
Izrek 4.6. Naj bosta f1, f2 skoraj periodični funkciji. Potem je za vsak ϵ množica
E(ϵ, f1) ∩ E(ϵ, f2) relativno gosta.
Dokaz. Naj bo ϵ1 < ϵ. Po lemi 4.4 obstaja tak δ > 0, da vsa števila, ki so od
množice E(ϵ1, f1) oddaljene za manj kot δ, pripadajo množici E(ϵ, f1). Po prejšnji
lemi je množica vseh števil iz množice E(ϵ1, f2), ki so od množice E(ϵ1, f1) oddaljena
za manj kot δ in ki prav tako pripadajo množici E(ϵ, f1), relativno gosta. Iz tega
sledi da je prav tako množica E(ϵ, f1) ∩ E(ϵ1, f2) relativno gosta in nadalje je tudi
E(ϵ, f1) ∩ E(ϵ, f2) relativno gosta. 
Izrek 4.7. Vsota f(x) + g(x) dveh skoraj periodičnih funkcij f(x) in g(x) je skoraj
periodična funkcija.
Dokaz. Naj bo ϵ > 0 in t poljubno število iz množice E( ϵ
2
, f1)∩E( ϵ2 , f2). Potem velja
(2) |f1(x+ t) + f2(x+ t)− f1(x)− f2(x)| ≤ ϵ,
kar pomeni, da t pripada množici E(ϵ, f1(x) + f2(x)). Velja
E(ϵ, f1(x) + f2(x)) ⊃ E(
ϵ
2
, f1) ∩ E(
ϵ
2
, f2)),
zato sledi, da je množica E(ϵ, f1(x) + f2(x)) relativno gosta.
Ker (2) velja za vsak x in ker je množica translacijskih števil pripadajočih ϵ za
funkcijo f1(x) + f2(x) relativno gosta, je izrek dokazan. 
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Ker je −g(x) hkrati z g(x) skoraj periodična funkcija, sledi iz izreka 4.7 kot
primer, da je tudi razlika f(x) − g(x) skoraj periodična funkcija. Izrek pa lahko
posplošimo tudi na vsoto končno mnogo skoraj periodičnih funkcij.
Posledica 4.8. Vsota f(x) =
∑N
n=1 pn(x) končno mnogo periodičnih funkcij pn(x) je
skoraj periodična. V posebnem je vsak trigonometrični polinom q(x) =
∑N
n=1 ane
iλnx
skoraj periodična funkcija.
Izrek 4.9. Če je funkcija f(x) skoraj periodična, potem so tudi c · f(x) (c poljubno
število), f(x) (konjugirana funkcija funkcije f(x)) in f(x)2 skoraj periodične funk-
cije.
Dokaz. Ker je f(x) skoraj periodična, velja za ϵ > 0 pripadajoče translacijsko število
t in vsak ϵ neenačba |f(x+ t)− f(x)| ≤ ϵ. Iz tega in dejstva, da je f omejena sledi,
da:
(1) |f(x+ t)2 − f(x)2| = |(f(x+ t)− f(x))(f(x+ t) + f(x))| =
= |(f(x+t)−f(x)||f(x+t)+f(x)| = |(f(x+t)−f(x)|(|f(x+t)|+ |f(x)|) <
< 2Cϵ
(2) |cf(x+ t)− cf(x)| ≤ |c|ϵ velja za vsak ϵ > 0 in za ϵ pripadajoče translacijsko
število t.
(3) |f(x+ t) − f(x)| ≤ ϵ velja za vsak ϵ > 0 in za ϵ pripadajoče translacijsko
število t.
Ker množice E(2Cϵ, f 2), E(|c|ϵ, cf(x)) in E(ϵ, f(x)) vsebujejo množico E(ϵ, f(x)),
so relativno goste. Torej so f(x)2, cf(x) in f(x) res skoraj periodične funkcije. 
Izrek 4.10. Produkt f(x)g(x) dveh skoraj periodičnih funkcij f(x) in g(x) je tudi
skoraj periodična funkcija.
Dokaz. Sklicujemo se na izrek 4.7 in 4.9 . Torej da je vsota skoraj periodičnih funk-
cij periodična funkcija ter da je kvadrat skoraj periodične funkcije periodična funk-
cija.Velja
f(x)g(x) =
1
4
((f(x) + g(x))2 − (f(x)− g(x))2),
kar dokazuje naš izrek. 
Izrek 4.11. Limitna funkcija f(x) enakomerno konvergentnega zaporedja skoraj pe-
riodičnih funkcij f1(x), . . . , fn(x), . . . je skoraj periodična funkcija.
Dokaz. Vemo, da je f(x) zvezna funkcija, saj je limita enakomerno konvergentnega
zaporedja zveznih funkcij. Naj bo ϵ > 0 poljuben in N tako poljubno veliko število,
da velja |f(x)− fN(x)| ≤ ϵ3 za vsak x ∈ R.
Vsako ϵ
3
pripadajoče translacijsko število t = tfN (
ϵ
3
) za funkcijo fN je tudi ϵ pripa-
dajoče translacijsko število t(ϵ) za funkcijo f , saj velja:
|f(x+ t)− f(x)| ≤ |f(x+ t)− fN(x+ t)|+ |fN(x+ t)− fN(x)|+ |fN(x)− f(x)|
≤ ϵ
3
+
ϵ
3
+
ϵ
3
= ϵ.
Ker je množica E( ϵ
3
, fN(x)) relativno gosta, je tudi množica E(ϵ, f(x)) relativno
gosta, saj vsebuje množico E( ϵ
3
, fN(x)). Iz tega sledi, da je limita enakomerno
konvergentnega zaporedja skoraj periodičnih funkcij skoraj periodična funkcija. 
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Posledica 4.12. Vsaka funkcija, ki jo lahko poljubno natančno enakomerno apro-
ksimiramo s končno vsoto s(x) =
∑N
n=1 ane
iλnx je skoraj periodična.
Ker je posledica druga definicija skoraj periodičnosti, smo dokazali, da iz tretje
definicije sledi druga definicija.
Izrek 4.13 (Odvod skoraj periodične funkcije). Naj bo f(x) skoraj periodična funk-
cija. Če je odvod f ′(x) enakomerno zvezna funkcija, potem je tudi skoraj periodična
funkcija.
Dokaz. Naj bo hn zaporedje realnih števil, ki konvergirajo k 0. Napišimo sedaj
odvod po definiciji:
lim
n→∞
f(x+ hn)− f(x)
hn
= f ′(x).
Izraz na levi pod limito je skoraj periodična funkcija, saj je razlika skoraj periodičnih
funkcij zopet skoraj periodična funkcija. Torej f ′(x) dobimo kot enakomerno limito
zaporedja skoraj periodičnih funkcij. Enakomerna konvergenca zaporedja sledi iz
enakomerne zveznosti funkcije f ′. Iz tega sledi, da je f ′(x) skoraj periodična funkcija.

4.1. Uporaba skoraj periodičnih funkcij. V tem podpoglavju bomo predstavili
primer uporabe skoraj periodičnih funkcij. Primer, ki ga bomo obravnavali, je klju-
čen za obravanavanje skoraj periodičnih funkcij kot rešitve navadnih ali parcialnih
diferencialnih enačb. V celotnem poglavju bomo sledili [3, str. 517].
Primer 4.14. Naj bo
dny
dxn
+ c1
dn−1y
dxn−1
+ · · ·+ cn−1
dy
dx
+ cny = 0
homogena linearna diferencialna enačba s konstantnimi koeficienti. Njena splošna
rešitev je
y = p1(x)e
α1x + · · ·+ pr(x)eαrx,
kjer so α1, α2, . . . , αr kompleksne rešitve enačbe
zn + c1z
n−1 + · · ·+ cn−1z + cn = 0
in pj(x), j = 1, 2, . . . , r, polinomi stopnjo manjši kot kratnost pripadajočih ničel
α, β, . . . , θ. Vprašamo se lahko, ali ima enačba rešitve, ki so omejene. Rešitev
enačbe je omejena natanko takrat, ko je vsak neničeln polinom pj(x) konstanten in
pripada ničli αj, ki je čisto imaginarna. Z drugimi besedami, omejene rešitve so
y = a1e
iλ1x + · · ·+ akeiλkx
in te so skoraj periodične. Prav tako velja, če je funkcija g(x) skoraj periodična,
potem so vse omejene rešitve enačbe ([3, str. 517])
dny
dxn
+ c1
dn−1y
dxn−1
+ · · ·+ cn−1
dy
dx
+ cny = g(x)
skoraj periodične. ♦
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5. Analiza skoraj periodičnih funkcij
5.1. Fourierova vrsta skoraj periodične funkcije. Iz druge definicije za sko-
raj periodične funkcije sklepamo, da lahko skoraj periodično funkcijo analiziramo
s pomočjo posplošenih Fourierovih vrst, v katerih nastopajo sumandi oblike eiλjx,
kjer λ ni nujno celo število. Naša druga definicija pravi, da je skoraj periodična
funkcija limita enakomerno konvergentnega zaporedja trigonometričnih polinomov
p(n)(x) = an1e
iλn1x + · · · + anmneiλnmnx. Iz enakomerne konvergence p(n)(x) se zdi,
da bi morala slediti tudi konvergenca koeficientov in eksponentov k oblike vrsti∑
λ cλe
iλx. Sklep je sicer pravilen, a vendar se pri formulaciji prave trditve pojavijo
težave. Prvič, ali lahko različna zaporedja trigonometričnih polinomov, ki enako-
merno konvergijo k isti funkciji, ne konvergirajo formalno k isti posplošeni vrsti. Če
ja, potem ima lahko ena skoraj periodična funkcija več posplošenih Fourierovih vrst.
Naslednja težava pa je pokazati, da vrsta konvergira nazaj k funkciji, iz katere smo
jo pridobili. Tako smo prišli do dveh glavnih problemov, ki ju bomo dokazali v tem
poglavju: vsaka skoraj periodična funkcija ima natanko eno posplošeno Fourierovo
vrsto ter različne skoraj periodične funkcije ne morejo imeti istih posplošenih Fou-
rierovih vrst.
Naša naslednja naloga v tem podpoglavju bo zgraditi teorijo posplošenih Fouriero-
vih vrst za skoraj periodične funkcij, torej rešiti prvi problem. Drugi glavni problem
pa bo prišel na vrsto v naslednjem podpoglavju. V poglavju bomo sledili [2] in [3].
Izrek 5.1 ([2, str. 12, izrek 2.]). Za vsako skoraj periodično funkcijo f obstaja
povprečna vrednost
lim
T→∞
1
T
∫ T
0
f(x)dx.
To se pravi, da izraz 1
T
∫ T
0
f(x)dx konvergira za T → ∞ proti določeni končni limiti.
Dokaz. Naj bo ϵ > 0. Dokazati moramo obstoj števila T0 = T0(ϵ), da je za vsaka
T1 > T0, T2 > T0 izpolnjena neenačba
| 1
T1
∫ T1
0
f(x)dx− 1
T2
∫ T2
0
f(x)dx| < 2ϵ
Naj bo sedaj l = l( ϵ
2
). Za poljubni števili T > 0 in α > 0 bi radi ocenili razliko
1
T
∫ T
0
f(x)dx− 1
T
∫ α+T
α
f(x)dx.
Na intervalu (α, α + l) si najprej izberemo ϵ
2
pripadajoče translacijsko število t za
funkcijo f in zgornji izraz lahko prepišemo v obliko
1
T
∫ T
0
f(x)dx− 1
T
∫ t+T
t
f(x)dx− 1
T
∫ t
α
f(x)dx+
1
T
∫ t+T
α+T
f(x)dx.
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Ker je f skoraj periodična in zato omejena, označimo z M zgornjo mejo funkcije
|f(x)| na R. Sedaj lahko ocenimo:
| 1
T
∫ T
0
f(x)dx− 1
T
∫ α+T
α
f(x)dx| ≤(3)
≤ | 1
T
∫ T
0
f(x)dx− 1
T
∫ t+T
t
f(x)dx|+ 1
T
∫ t
α
|f(x)|dx+ 1
T
∫ t+T
α+T
|f(x)|dx ≤(4)
≤ 1
T
∫ T
0
|f(x)− f(x+ t)|dx+ 1
T
∫ t
α
|f(x)|dx+ 1
T
∫ t+T
α+T
|f(x)|dx ≤(5)
≤ ϵ
2
+
2Ml
T
(6)
Pri prehodu iz druge vrstice v tretjo smo upoštevali
∫ t+T
t
f(x)dx =
∫ T
0
f(x + t)dx.
Pri predzadnji vrstici pa smo uporabili dejstvo, da t pripada intervalu (α, α+ l). To
pomeni, da je t− α < l.
Sedaj moramo oceniti še razliko
1
T
∫ T
0
f(x)dx− 1
nT
∫ nT
0
f(x)dx
za dani T > 0 in n ∈ N. Ta razlika je pravzaprav aritmetična sredina n razlik
1
T
∫ T
0
f(x)dx− 1
T
∫ θT
(θ−1)T
f(x)dx,
kjer je θ = 1, 2, 3, . . . , ki jih dobimo, če pri oceni 3 zamenjamo α z (θ − 1)T .
Vsaka izmed teh razlik je zaradi 3-6 manjša od ϵ
2
+ 2Ml
T
in isto velja za artimetično
sredino teh razlik. Velja neenačba
(7) | 1
T
∫ T
0
f(x)dx− 1
nT
∫ nT
0
f(x)dx| ≤ ϵ
2
+
2Ml
T
.
Sedaj pa naj bosta T1 > 0 in T2 > 0 števili, katerih kvocient T1T2 je racionalno število
(za pooljubni števili T1 in T2 sledi iz zveznosti). Potem lahko najdemo taki dve
naravni števili n1, n2, da velja n1T1 = n2T2. Če upoštevamo 7, dobimo:
| 1
T1
∫ T1
0
f(x)dx− 1
n1T1
∫ n1T1
0
f(x)dx| ≤ ϵ
2
+
2Ml
T1
| 1
T2
∫ T2
0
f(x)dx− 1
n2T2
∫ n2T2
0
f(x)dx| ≤ ϵ
2
+
2Ml
T2
Iz n1T1 = n2T2 sledi
| 1
T1
∫ T1
0
f(x)dx− 1
n1T1
∫ n1T1
0
f(x)dx− 1
T2
∫ T2
0
f(x)dx+
1
n2T2
∫ n2T2
0
f(x)dx| =
= | 1
T1
∫ T1
0
f(x)dx− 1
T2
∫ T2
0
f(x)dx| ≤ ϵ+ 2Ml( 1
T1
+
1
T2
).
Če si sedaj izberemo T0 = 4Mlϵ , potem za T1 > T0 in T2 > T0 , velja
ϵ+ 2Ml( 1
T1
+ 1
T2
) < 2ϵ.
Izrek je sedaj v celoti dokazan. 
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Komentar: Iz dokaza sledi, da velja
lim
T→∞
1
T
∫ T
0
f(x)dx = lim
T→∞
1
T
∫ 0
−T
f(x)dx = lim
T→∞
1
2T
∫ T
−T
f(x)dx.
Izrek 5.2 (obstoj in enoličnost Fourierove vrste [3, str. 518, lema 1]). Naj bo f
zvezna funkcija na R. Označimo
f̂(λ) = lim
T→∞
1
2T
∫ +T
−T
f(x)e−iλxdx.
(1) Naj bo D ⊂ R in naj zaporedje zveznih funkcij fn(x) konvergira enakomerno
na R k funkciji f . Denimo, da je f̂n(λ) definirano za vsak n in za vsak
λ ∈ D. Potem je f̂(λ) definirana za vse λ ∈ D in f̂n(λ) na D enakomerno
konvergira k f̂(λ).
(2) Če je f skoraj periodična, potem je f̂(λ) definirana za vse λ ∈ R, in f̂(λ) ̸= 0
kvečjemu za števno mnogo λ.
Dokaz. (1) Naj bo λ ∈ D in ϵ > 0. Ker zaporedje fn(x) konvergira enakomerno
na R k f(x), obstaja tako naravno število N , da velja |fm(x)− fn(x)| < ϵ za
vse m > N,n > N in vsak x ∈ R. Iz tega takoj sledi |f̂m(λ)− f̂n(λ)| < ϵ za
vse m > N,n > N in vsak λ ∈ D. Torej ˆfn(λ) na D enakomerno konvergira
k limiti, ki jo označimo z L(λ). Potem lahko ocenimo
|L(λ)− 1
2T
∫ +T
−T
f(x)e−iλxdx| ≤
≤ |L(λ)− f̂n(λ)|+ |f̂n(λ)−
1
2T
∫ +T
−T
fn(x)e
−iλxdx|+ 1
2T
∫ +T
−T
|fn(x)− f(x)|dx.
Ker sta f(x) in L(λ) enakomerni limiti zaporedij fn(x) in f̂n(λ), za vsak
dovolj velik n velja
|fn(x) − f(x)| < ϵ3 ter |L(λ) − f̂n(λ)| <
ϵ
3
. Če sedaj vzamemo dovolj velik
T0, da za vsak T > T0 velja |f̂n(λ)− 12T
∫ +T
−T fn(x)e
−iλxdx| < ϵ
3
, dobimo:
|L(λ)− 1
2T
∫ +T
−T
f(x)e−iλxdx| < ϵ za T > T0
Dokazali smo, da je f̂(λ) definirana za λ ∈ D in f̂(λ) = L(λ). Ker zaporedje
f̂n(λ) na D konvergira enakomerno k L(λ), sledi da f̂n(λ) na D konvergira
enakomerno k f̂(λ) in prvi del izreka je dokazan.
(2) Naj bo p(x) = a1eiλ1x + · · · + akeiλkx posplošeni trigonometrični polinom.
Trdimo, da velja p̂(λj) = aj za j = 1, 2, . . . , k in p̂(λ) = 0 za ostale λ.
p̂(λj) = lim
T→∞
1
2T
∫ +T
−T
p(x)e−iλjxdx =
= lim
T→∞
1
2T
∫ +T
−T
(a1e
iλ1x + · · ·+ akeiλkx)e−iλjxdx =
= lim
T→∞
1
2T
∫ +T
−T
(a1e
i(λ1−λj)x + · · ·+ aj + · · ·+ akei(λk−λj)x)dx
19
Če pogledamo vsak sumand posebej, dobimo:
lim
T→∞
1
2T
∫ T
−T
ajdx = lim
T→∞
aj = aj
Naj bo m = 1, 2, . . . , j − 1, j + 1, . . . k, oziroma m ̸= j
lim
T→∞
1
2T
∫ T
−T
ame
i(λm−λj)xdx = lim
T→∞
1
2T (λm − λj)
a1(e
i(λm−λj)T − e−i(λm−λj)T ) = 0,
saj dobimo v števcu linearno kombinacijo sinusov ter kosinusov, ki sta ome-
jeni funkciji. V imenovalcu pa dobimo linearno funkcijo, ki hitreje narašča,
zato bo šel izraz proti 0, ko bo šel T proti neskončno. Sledi p̂(λj) = aj in
p̂(λ) = 0. Da v celoti dokažemo drugo točko izreka, zadošča uporabiti prvo
točko izreka na zaporedju trigonometričnih polinomov, ki na R enakomerno
konvergirajo k f(x) ter da je števna unija števnih množic zopet števna, in s
tem je izrek dokazan.

Sedaj smo za vsako skoraj periodično funkcijo pridobili enolično formalno trigono-
metrično vrsto
∑
λ f̂(λ)e
iλx, ki ji bomo rekli posplošena Fourierova vrsta za sko-
raj periodično funkcijo f . Dobili smo način za analiziranje take funkcije in sicer
{f̂(λ) : λ ∈ R}. A vendarle je takšna analiza omejene uporabnosti, če ne znamo
dobiti funkcijo iz njenih posplošenih Fourierovih koeficientov. Lahko bi si pogledali
nekakšne delne vsote posplošenih Fourierovih vrst skoraj periodičnih funkcij in po-
tem dokazali, da te delne vsote konvergirajo k funkciji, ki jo posplošena Fourierova
vrsta predstavlja. Ampak pojavijo se težave, ki se sicer ne pojavijo pri običajnih
periodičnih funkcijah. Delne vsote Fourierove vrste bi lahko poskusili definirati kot
Sw(f ;x) =
∑
|λ|≤w f̂(λ)e
iλx. Ampak ta vsota lahko vsebuje neskončno mnogo čle-
nov in zato bi morali poiskati delne vsote za te delne vsote. Izkaže se, da kljub
temu, da Sw(f ;x) lahko vsebuje neskončno členov, je pogosto posplošena Fourie-
rova vrsta skoraj periodične funkcije fw(x). Iz konvergence prvotne vrste lahko torej
sledi konvergenca funkcij fw(x). Izreka, ki zagotavljata konvergenco, bomo dokazali
v zadnjem podpoglavju.
5.2. Leme. V tem podpoglavju si bomo pogledali nekaj lem, ki jih bomo uporabili
pri izrekih o konvergenci v naslednjem podpoglavju. Naj skozi celotno podpoglavje
f označuje zvezno skoraj periodično funkcijo. Sledili bomo [3, str. 519-521] Za lažjo
uporabo vpeljimo naslednje zapise:
(1) Aν(x) = f̂(ν)eiνx + f̂(−ν)e−iνx za ν > 0 in A0(x) = f̂(0). Torej lahko
posplošeno Fourierovo vrsto zapišemo kot formalno vsoto
∑
ν≥0Aν(x).
(2) Za a ≥ 0 in h ≥ 0 naj Na,h predstavlja število eksponentov λ, ki zadoščajo
f̂(λ) ̸= 0 in hkrati naj velja a < λ2 ≤ a+ h.
(3) fx(t) = f(x+t)+f(x−t)2 .
(4) H(t) = 4
πt2
( sin t
t
− cos t), za t ̸= 0, ki predstavlja jedro.
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Komentar:[Zveznost H(t)] Funkcija H je zvezna. Edini problem se lahko pojavi v
točki 0. Ampak če izračunamo limito, dobimo :
4
π
lim
t→0
(
sin(t)
t3
− cos(t)
t2
) =
4
π
lim
t→0
(
t− t3
3!
+ t
5
5!
− . . .
t3
−
1− t2
2!
+ t
4
4!
− . . .
t2
) =
4
π
lim
t→0
(− 1
3!
+
1
2
+ t2(
1
5!
− 1
4!
) + . . . ) =
4
π
(
1
2
− 1
6
) =
4
3π
Če izračunamo še limito v neskončnosti, dobimo:
lim
t→∞
4
πt2
(
sin t
t
− cos t) = 0
Funkcijo H lahko sedaj zapišemo kot:
H(t) =
{
4
πt2
( sin t
t
− cos t), t ̸= 0
4
3π
, t = 0
.
Lema 5.3. Za H(t) = 4
πt2
( sin t
t
− cos t) velja enakost:∫ ∞
0
H(t) cos(at)dt =
{
1− a2, a2 ≤ 1
0, a2 ≥ 1
Dokaz. V dokazu bomo upoštevali znani formuli za izračun integralov
(8)
∫
eax sin(bx)dx =
eax
a2 + b2
(a sin(bx)− b cos(bx)) + C
(9)
∫
eax cos(bx)dx =
eax
a2 + b2
(a cos(bx) + b sin(bx)) + C
ter znano enakost
lim
x↓0
∫ ∞
0
e−xt
sin βt
t
dt =
⎧⎨⎩
1
2
π β > 0
0 β = 0
−1
2
π β < 0
Naj bo sedaj F (z) =
∫∞
0
e−zt
t2
( sin t
t
− cos t)dt =
∫∞
0
π
4
e−ztH(t)dt. Funkcija F (z)
je zvezna na Re(z) ≥ 0, saj je F (z) tam absolutno integrabilna in analitična na
Re(z) > 0.
Naj bo h(a, b) = H(t)e−t(a+bi). Trdimo, da je h(a, b) analitična funkcija na Re(z =
a+ bi) > 0. Res, funkcija h(a, b) ustreza Cauchy-Riemannovemu sistemu enačb, saj
velja ua = vb in ub = −va za u = H(t)e−at cos(bt) in v = −H(t)e−at sin(bt).
Izračunati želimo integral 4
π
Re(F (ia)). Po formulah (8) in (9) sledi za Re(z) > 0
(10)
∫ ∞
0
e−zt cos(t)dt =
z
z2 + 1
,
∫ ∞
0
e−zt sin(t)dt =
1
z2 + 1
.
Za Re(z) > 0 imamo potem
F ′(z) = −
∫ ∞
0
e−zt
t
(
sin t
t
− cos t)dt in F ′′(z) =
∫ ∞
0
e−zt(
sin t
t
− cos t)dt.
Če pri F ′′(z) odpravimo oklepaje in pri drugem delu uporabimo rezultat (10), do-
bimo
F ′′(z) = φ(z)− z
z2 + 1
,
kjer smo s φ(z) označili integral
∫∞
0
e−zt sin t
t
dt.
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Integrirajmo sedaj F ′(z) po delih. Vzamemo:
u = 1
t
( sin t
t
− cos t), du = (−2 sin t
t3
+ 2 cos t
t2
+ sin t
t
)dt = (− 2
t2
( sin t
t
− cos t) + sin t
t
)dt
dv = −e−ztdt, v = e−zt
z
in dobimo uv|∞0 −
∫∞
0
vdu. Oglejmo si vsak sumand posebej:
uv|∞0 =
1
t
(
sin t
t
− cos t)e
−zt
z
|∞0 =
= lim
t→∞
(
sin t
t2
− cos t
t
)
e−zt
z
− lim
t→0
(
sin t
t2
− cos t
t
)
e−zt
z
Prva limita je enaka 0, saj imamo v števcu sin t oziroma cos t, ki sta omejeni
funkciji, medtem ko imamo v imenovalcu t2 oziroma t, ki naraščata hitreje in Re(z) >
0. V drugi limiti pa lahko, kot v komentarju 5.2, razvijemo funkciji sin t in cos t po
Taylorjevem razvoju in dobimo
lim
t→0
(
t− t3
3!
+ t
5
5!
− . . .
t2
−
1− t2
2!
+ t
4
4!
− . . .
t
)
e−zt
z
= lim
t→ 0
(− t
3!
+
t
2
+ . . . )
e−zt
z
= 0
Torej prvi člen je enak 0, drugi člen pa nam da
F ′(z) = −
∫ ∞
0
e−zt
z
(− 2
t2
(
sin t
t
− cos t) + sin t
t
)dt =
=
∫ ∞
0
2e−zt
zt2
(
sin t
t
− cos t)dt−
∫ ∞
0
e−zt
z
sin t
t
)dt =
= 2
F (z)
z
− φ(z)
z
Če sedaj to enačbo odvajamo, dobimo
F ′′(z) = 2
F ′(z)
z
− 2F (z)
z2
− φ
′(z)
z
+
φ(z)
z2
.
Odvod φ′(z) dobimo po formuli 10: φ′(z) =
∫∞
0
e−zt sin(t) = − 1
z2+1
.
Če vstavimo to nazaj v enačbo in hkrati še združimo drugi in četrti člen
−2F (z)
z2
+ φ(z)
z2
= −F
′(z)
z
, dobimo linearno diferencialno enačbo za funkcijo F
F ′′(z) =
F ′(z)
z
+
1
z(z2 + 1)
.
Sedaj lahko F (z) izrazimo v odvisnosti od φ(z). Upoštevamo še
F ′′(z) = F
′(z)
z
+ 1
z(z2+1)
= φ(z)− z
z2+1
ter F ′(z) = 2F (z)
z
− φ(z)
z
in dobimo F (z) = 1
2
(z2+1)φ(z)− 1
2
z. Ker je F (z) zvezna na zaprti desni polravnini,
velja
(11)
4
π
Re(F (ia)) = lim
x→0
4
π
Re(F (x+ ia)) =
2
π
(1− a2) lim
x→0
Re(φ(x+ ia)),
kjer je
Re(φ(x+ ia)) =
∫ ∞
0
e−xt cos(at)
sin t
t
dt =
=
1
2
∫ ∞
0
e−xt
sin((1 + a)t)
t
dt+
1
2
∫ ∞
0
e−xt
sin((1− a)t)
t
dt,
Če upoštevamo znano enakost iz začetka dokaza, dobimo
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lim
x→0
Re(φ(x+ ia)) =
⎧⎨⎩
1
2
π, a2 < 1
0, a2 > 1
1
4
π, a2 = 1
.
Z zadnjim rezultatom in formulo 11 je lema dokazana. 
Definicija 5.4. Naj bosta f in g realni ali kompleksni funkciji, definirani na isti
podmnožici realnih števil. Tedaj je f(x) = o(g(x)), ko x → ∞, če za vsako število
ϵ > 0 obstaja tako realno število x0, da velja |f(x)| ≤ ϵ|g(x)| za vsak x ≥ x0.
Komentar: Če g(x) ̸= 0, potem je f(x) = o(g(x)) natanko tedaj, ko limx→∞ f(x)g(x) = 0.
Z drugimi besedami, če velja f(x) = o(g(x)), funkcija f narašča mnogo počasneje
kot funkcija g.
Definicija 5.5. Naj bosta f in g realni ali kompleksni funkciji, definirani na isti
podmnožici realnih števil. Tedaj je f(x) = O(g(x)), ko x → ∞, če obstajata taki
realni števili M > 0 in x0 , da velja |f(x)| ≤ M |g(x)| za vsak x ≥ x0.
Z drugimi besedami, če velja f(x) = O(g(x)), funkcija f narašča počasneje kot
funkcija g.
Lema 5.6. Funkcije H(t) = 4
πt2
( sin t
t
− cos t), H1(t) = −
∫∞
t
H(s)ds in H2(t) =
−
∫∞
t
H1(s)ds so O(t−2) ko t → ∞ in so absolutno integrabilne na (0,∞).
Dokaz. Za H(t) ocenimo | 1
t2
( sin t
t
− cos t)| < | 1
t2
sin t
t
| + | 1
t2
cos t| < 2| 1
t2
|, saj velja
| cos t| < 1 in | sin t| < t. Torej je H(t) = O(t−2) in s tem absolutno integrabilna na
(0,∞).
Če je g(s) enaka sin(s) ali pa cos(s), lahko preko integracije po delih vidimo, da
sta g1(t) =
∫∞
t
s−kg(s)ds in g2(t) =
∫∞
t
s−kg1(s)ds enakomerno O(t−k), ko t → ∞
(ob pogoju, da je k pozitiven).
Torej računamo
∫∞
t
cos(s)s−kds (podobno za g(s) = sin(s)). Vzamemo:
u = s−k , du = −ks−k−1ds
dv = cos(s)ds , v = sin(s)
in dobimo: ∫ ∞
t
cos(s)s−kds = s−k sin(s)|∞t + k
∫ ∞
t
sin(s)
sk+1
ds
Prvi člen bo enak 0− t−k sin(t) in, če ga ocenimo, dobimo |t−k sin(t)| ≤ |t−k|. Torej
je prvi člen enak O(t−k), ko t → ∞.
Če pa ocenimo drugi člen, dobimo |k
∫∞
t
sin(s)
sk+1
ds| < k
∫∞
t
| sin(s)
sk+1
|ds < k
∫∞
t
1
sk+1
ds =
−kt−k = O(t−k).
Torej je g1(t) res O(t−k), za k > 0 ko t → ∞. Iz tega sledi, da je tudi H1(t) = O(t−2),
ko t → ∞ in je absolutno integrabilna na (0,∞). Podobno sledi tudi za H2(t). Lema
je sedaj v celoti dokazana. 
Lema 5.7. Naj bo funkcija f(x) skoraj periodična funkcija in naj bo
∑
ν≥0Aν(x)
njena posplošena Fourierova vrsta. Potem je za vsak ω > 0 funkcija
T fω (x) =
∫ ∞
0
fx(tω
− 1
2 )H(t)dt,
kjer je fx(t) = f(x+t)+f(x−t)2 , skoraj periodična funkcija s posplošeno Fourierovo vrsto∑
ν2≤ω
(1− ν2ω−1)Aν(x).
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Dokaz. Naj bo f(x) = eiλx in fx(t) = f(x+t)+f(x−t)2 = e
iλx( e
iλt+e−iλt
2
) = eiλx cosλt. Iz
leme 5.3 sledi
T fω (x) =
{
(1− λ2ω−1)eiλx, λ2 ≤ ω
0, λ2 ≥ ω
}
.
T fω je res skoraj periodična funkcija in njena Fourierova vrsta je enaka∑
ν2≤ω(1 − ν2ω−1)Aν(x). V splošnem pa velja, da je f limita enakomerno konver-
gentnega zaporedja poslošenih trigonometričnih polinomov pn. Sledi, da povprečja
polinomov pnx(t) konvergirajo enakomerno v x in v t k fx(t). Ker je H(t) absolutno
integrabilna na (0,∞), sledi da T pnω (x) enakomerno konvergirajo v x in v ω k T fω (x).
Torej je T fω (x) res skoraj periodična funkcija. Ker je posplošena Fourierova vrsta
funkcije f enakomerna limita posplošenih Fourierovih vrst funkcij pn (ista relacija
velja za T fω (x) in T pnω (x)), je Fourierova vrsta T fω (x) dana z
∑
ν2≤ω(1−ν2ω−1)Aν(x).
Lema je sedaj v celoti dokazana. 
Sedaj smo z lemami pridobili vse potrebno za dokaz izreka o konvergenci posplo-
šenih Fourierovih vrst.
5.3. Izreka o konvergenci. V tem podpoglavju bomo dokazali oba izreka o kon-
vergenci, ki pravita, da posplošene Fourierove delne vsote konvergirajo k posplošeni
Fourierovi vrsti. Sledili bomo [3, str. 521-523] in [5]. Najprej pa vpeljimo skalarni
produkt:
Definicija 5.8 (Povzeto iz [3]). Za skoraj periodični funkciji f in g definiramo
skalarni produkt kot:
(f, g) = lim
T→∞
1
2T
∫ T
−T
f(t)g(t)dt.
Komentar: Za skalarni produkt veljajo vse lastnosti skalarnega produkta, prav tako
Cauchy-Schwarzova neenakost.
Izrek 5.9 (Besselova neenakost). Naj bo f skoraj periodična funkcija in f̂(λ) njeni
posplošeni Fourierovi koeficienti. Potem velja:∑
λ
|f̂(λ)|2 ≤ (f, f).
Izrek 5.10 (1. izrek o konvergenci). Naj bo f skoraj periodična funkcija, za katero
velja
(1) f ′(x) in f ′′(x) sta enakomerno zvezni;
(2) Obstajata tak η > 0inα ≥ 0, da je Nω,η število eksponentov λ, ki zadoščajo
f̂(λ) ̸= 0 in ω < λ2 ≤ ω + η končno za vsa ω > α in Nω,η = O(ω2), ko
ω → ∞.
Potem je za vsak ω > α delna vsota posplošene Fourierove vrste
∑
ν2≤ω Aν(x) funk-
cije f posplošena Fourierova vrsta za skoraj periodično funkcijo fω in funkcije fω
enakomerno na R konvergirajo k f , ko gre ω preko vsake meje.
Dokaz. Po izreku 4.13 vemo, če je odvod skoraj periodične funkcije enakomerno
zvezen, potem je odvod tudi skoraj periodična funkcija. Iz tega in prve točke izreka
sledi, da sta f ′(x) in f ′′ skoraj periodični funkciji in tudi omejeni.
Če formulo T fω (x) =
∫∞
0
fx(tω
− 1
2 )H(t)dt integriramo dvakrat po delih in upoštevamo
lemo 5.6, dobimo
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u = fx(ω
− 1
2 t), du = ω−
1
2f ′x(ω
− 1
2 t)dt
dv = H(t)dt, v = H1(t)
in u = ω−
1
2f ′x(ω
− 1
2 t), du = ω−1f ′′x (ω−
1
2 t)dt
dv = H1(t)dt, v = H2(t)
T fω (x) = −fx(0)H1(0) + ω−
1
2f ′x(0)H2(0) + ω
−1
∫ ∞
0
f ′′x (w
− 1
2 t)H2(t)dt
Izraz lahko poenostavimo z H1(0) = −
∫∞
0
H(t)dt = −
∫∞
0
H(t) cos(0 · t)dt = −1 in
fx(0) = f(x)
T fω (x)− f(x) = h(x)ω−
1
2 + ω−1Q(ω, x),
kjer je h(x) = f ′x(0)H2(0) in Q(ω, x) =
∫∞
0
f ′′x (w
− 1
2 t)H2(t)dt.
Ker sta f(x) in f ′′(x) omejeni, je tudi h(x) omejena. Naj bo sedaj B fiksno pozitivno
število. Ker je f ′′x (ω−
1
2 t) omejena v x, t in ω in na 0 < t ≤ B,−∞ < x < ∞
enakomerno konvergira k f ′′x (0) ko ω → ∞, sledi da Q(ω, x) enakomerno konvergira
na R k limiti f ′′x (0)
∫∞
0
H2(t)dt, ko gre ω preko vsake meje, saj je H2(t) tudi absolutno
integrabilna funkcija.
Zadnjo enačbo prepišemo v
(12) ωT fω (x)− ωf(x) = h(x)ω
1
2 +Q(ω, x).
Če v enačbi (12) zamenjamo ω z ω + η in potem odštejemo enačbo (12), dobimo
(ω + η)T fω+η(x)− ωT fw(x)− ηf(x) = h(x)(
√
ω + η −
√
ω) +Q(ω + η, x)−Q(ω, x).
Ker je h(x) omejena, velja
|h(x)(
√
ω + η −
√
ω)| < C|
√
ω + η −
√
ω| = C| η√
ω + η +
√
ω
|.
Zato bo h(x)(
√
ω + η −
√
ω) za fiksen η enakomerno na R enak O(ω− 12 ), ko gre ω
preko vsake meje.
Za Q(ω + η, x)−Q(ω, x) =
∫∞
0
H2(t)(f
′′
x (
1√
ω+η
t)− f ′′x ( 1√ω t))dt pa velja
limω→∞(Q(ω + η, x)−Q(ω, x)) = 0, zato je enakomerno na R o(1). Torej funkcija
gω(x) = η
−1((ω + η)T fω+η(x)− ωT fω (x))
enakomerno konvergira na R k f(x), ko gre ω preko vsake meje. Funkcija gω(x) je
skoraj periodična s posplošeno Fourierovo vrsto
ω + η
η
∑
ν2≤ω+η
(1− ν2 1
ω + η
)Aν(x)−
ω
η
∑
ν2≤ω
(1− ν2 1
ω
)Aν(x) =
=
∑
ν2≤ω+η
(1− ν
2 − ω
η
)Aν(x)−
∑
ν2≤ω
(
ω
η
− ν2 1
η
)Aν(x) =
∑
ω<ν2≤ω+η
(1− ν
2 − ω
η
)Aν(x) +
∑
ν2≤ω
(1− ν
2 − ω
η
)Aν(x)−
∑
ν2≤ω
(
ω
η
− ν2 1
η
)Aν(x) =
=
∑
ν2≤ω
(1− ν
2
η
+
ω
η
− ω
η
+
ν2
η
)Aν(x) +
∑
ω<ν2≤ω+η
(1− ν
2 − ω
η
)Aν(x) =
=
∑
ν2≤ω
Aν(x) +
∑
ω<ν2≤ω+η
(1− ν
2 − ω
η
)Aν(x)
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Za ω > α je druga vsota v zgornjem izrazu končen posplošen trigonometrični polinom
pω(x) =
∑
ω<ν2≤ω+η cν f̂(ν)e
iνx, kjer je 0 ≤ cν < 1. Potem je za ω > α delna vsota∑
ν2≤ω Aν(x) posplošena Fourierova vrsta skoraj periodične funkcije fω = gω − pω.
Vemo že, da gω enakomerno na R konvergira k f(x). Dokazati moramo še, da pω
enakomerno konvergira k 0, ko gre ω preko vsake meje. Za dokaz tega moramo
upoštevati
|pω(x)| ≤
∑
ω<ν2≤ω+η
|f̂(ν)| ≤ (
∑
ω<ν2≤ω+η
|f̂(ν)|2Nω,η)
1
2 .
Ocena velja zaradi Cauchy-Schwarzove neenakosti. Ker je f ′′ skoraj periodična, Bes-
selova neenakost pove, da∑
ω<ν2≤ω+η
|f̂ ′′(ν)|2 = o(1), ko gre ω preko vsake meje,
saj ko gre ω → ∞, gre tudi |ν| → ∞.
Ker je |f̂ ′′(ν)|2 = ν4|f̂(ν)|2, dobimo∑
ω<ν2≤ω+η
|f̂ ′′(ν)|2 =
∑
ω<ν2≤ω+η
ν4|f̂(ν)|2 = o(1).
Ker velja 1
(ω+η)2
< 1
ν4
< 1
ω2
, sledi
∑
ω<ν2≤ω+η |f̂(ν)|2 = o(ω−2), ko gre ω preko vsake
meje.
Če upoštevamo še predpostavko Nω,η = O(ω2), dobimo da je pω(x) enakomerno o(1),
ko gre ω preko vsake meje, kar pomeni, da pω(x) konvergira na R enakomerno k 0,
ko gre ω preko vsake meje. Izrek je sedaj v celoti dokazan. 
Izrek 5.11 (2. izrek o konvergenci). Naj bo f skoraj periodična funkcija, ki zadošča:
(1) f ′(x) ∈ Lip(β) za poljuben β > 1
2
, kar pomeni, da obstaja tako pozitivno
realno število L, da za poljubni realni števili x1 in x2 velja |f(x1)− f(x2)| ≤
L|x1 − x2|β (funkcija f je Lipschitzova funkcija reda β).
(2) Obstajata tak η > 0inα ≥ 0, da je Nω,η število eksponentov λ, ki zadoščajo
f̂(λ) ̸= 0 in ω < λ2 ≤ ω + η končno za vsa ω > α in Nω,η = O(ω), ko
ω → ∞.
Potem je za vse ω > α funkcija
∑
ν2≤ω Aν(x) posplošena Fourierova vrsta skoraj
periodične funkcije fw(x) in fw(x) enakomerno konvergira na R k f(x) ko ω → ∞.
Dokaz. Formulo T fω (x) =
∫∞
0
fx(tω
− 1
2 )H(t)dt integriramo enkrat po delih
u = fx(tω
− 1
2 ), du = ω−
1
2f ′x(tω
− 1
2 )dt
dv = H(t)dt, v = H1(t)
in dobimo
T fω (x)− f(x) = w−
1
2
∫ ∞
0
f ′x(ω
− 1
2 t)H1(t)dt.
Zopet zamenjamo ω z ω + η, odštejemo in dobimo
(ω + η)T fω+η(x)− ωT fw(x)− ηf(x) = (
√
ω + η −
√
ω)
∫ ∞
0
f ′x(t(ω + η)
− 1
2 )H1(t)dt+
+
√
ω
∫ ∞
0
(f ′x(t(ω + η)
− 1
2 )− f ′x(tω−
1
2 ))H1(t)dt.
Po prvem pogoju v izreku je f ′(x) skoraj periodična, saj je enakomerno zvezna in
zato je tudi omejena. Ker je tudi H1(t) absolutno integrabilna, je prvi člen na desni
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strani enakomerno na R O(ω− 12 ), ko gre ω preko vsake meje (enako kot pri dokazu
1. izreka konvergence). Pri drugem členu pa integral razbijemo na dva dela: prvi
del bo na intervalu (0, ω
1
2 logω) in drugi del na intervalu (ω
1
2 logω,∞). Oglejmo si
vsak del posebej:∫ ω 12 log(ω)
0
(f ′x(t(ω + η)
− 1
2 )− f ′x(tω−
1
2 ))H1(t)dt
Upoštevajmo f ′x(t) =
f ′(x+t)−f ′(x−t)
2
in dobimo:∫ ω 12 log(ω)
0
1
2
(f ′(x+t(ω+η)−
1
2 )+f ′(x−t(ω+η)− 12 )−f ′(x+tω− 12 )−f ′(x−tω− 12 ))H1(t)dt
Ocenimo integral:
|
∫ ω 12 log(ω)
0
1
2
(f ′(x+ t(ω + η)−
1
2 ) + f ′(x− t(ω + η)−
1
2 )−
− f ′(x+ tω−
1
2 )− f ′(x− tω−
1
2 ))H1(t)dt| ≤∫ ω 12 log(ω)
0
|1
2
(f ′(x+ t(ω + η)−
1
2 ) + f ′(x− t(ω + η)−
1
2 )−
− f ′(x+ tω−
1
2 )− f ′(x− tω−
1
2 ))H1(t)|dt ≤
<
∫ ω 12 log(ω)
0
L| t√
ω + η
− t√
ω
|β|H1(t)|dt =
= L| 1√
ω + η
− 1√
ω
|β
∫ ω 12 log(ω)
0
|tβ||H1(t)|dt ≤
< L| 1√
ω + η
− 1√
ω
|β
∫ ω 12 log(ω)
0
|tβ||t−1|dt = L
β
| 1√
ω + η
− 1√
ω
|β|
√
ω log(ω)|β
Iz tega sledi, da bo integral na prvem intervalu bo enakomerno na R enak
O(|((ω + η)− 12 − ω− 12 )ω 12 log(ω)|β), kar je O(ω−β(log(ω))β), ko gre ω preko vsake
meje.
Pri integralu na drugem delu pa upoštevamo, da je f ′ omejena in
∫∞
t
|H1(s)|ds =
O(t−1). Zato bo integral na (ω
1
2
log(ω),∞) enak O(ω− 12 (log(ω))−1), ko gre ω preko
vsake meje, saj je
∫∞
t
|H1(s)|ds = O(t−1). Ko pomnožimo ta integral z
√
ω, dobimo,
da je drugi člen na desni strani O(ω
1
2
−β(log(ω))β)+O((log(ω))−1). Oglejmo si limito,
ko gre ω v neskončnost in upoštevajmo, da je β > 1
2
.
lim
ω→∞
(ω
1
2
−β(log(ω))β +
1
log(ω)
) = 0.
To je enako o(1), ko gre ω preko vsake meje in če β > 1
2
. Torej, kot v dokazu pri
prvem izreku, gω(x) enakomerno konvergira k f(x). Dokaz, da pω(x) konvergira
enakomerno k 0, sledi iz Nω,η = O(ω) in je podoben kot dokaz pri prvem izreku
(uporabimo Besselovo neenakost). Drugi izrek je sedaj v celoti dokazan. 
Oba izreka sta uporabna, ko ima funkcija f velike Fourierove koeficiente glede na
λ, to je, obstajajo poljubno veliki λ, da so koeficienti različni od 0. V nasprotnem
primeru je fω(x) = f(x) za vse velike ω in izreka o konvergenci postaneta trivialna.
Torej dokazali smo, da je skoraj periodična funkcija enolično določena s svojo po-
splošeno Fourierovo vrsto in da ob določenih pogojih delne posplošene Fourierove
vsote konvergirajo k začetni funkciji.
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6. Konec dela
Slovar strokovnih izrazov
almost periodic function skoraj periodična funkcija
Dirichlet kernel Dirichletovo jedro
Fourier series Fourierova vrsta
Fourier transform Fourierova transformacija
periodic function periodična funkcija
piecewise continuous odsekoma zvezen
partial Fourier sums delne Fourierove vsote
relatively dense set relativno gosta množica
translation number translacijsko število
uniformly continuous enakomerno zvezen
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