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We present an extended study of anyonic Luttinger liquids wires jointing at a single point. The
model on the full line is solved with bosonization and the junction of an arbitrary number of wires is
treated imposing boundary conditions that preserve exact solvability in the bosonic language. This
allows us to reach, in the low momentum regime, some of the critical fixed points found with the
electronic boundary conditions. The stability of all the fixed points is discussed.
I. INTRODUCTION
In the last few years there has been a boom in the
study of transport properties at the junction of multiple
quantum wires1–26. This interest is largely motivated by
the fact that junctions of three or more wires would nat-
urally appear in any quantum circuit. Different frame-
works have been developed to tackle this complicated
problem that shows a rich phase diagram. In fact, de-
spite of the universality in the bulk of the wires, that are
described by a Luttinger liquid27, different conditions at
the junctions can lead to exotic phase diagrams (as e.g.
those in Refs. 1,9,23) whose degree of universality is
not yet understood. According to the Renormalization
Group (RG) theory of critical phenomena, the low en-
ergy properties of a gapless system are captured by the
stable fixed point of the RG flow, independently of micro-
scopic (non-universal) details of the real system. In view
of the universality it is worthy to investigate very simple
models, even exactly solvable, that can have (because
of symmetry reasons) the same fixed points of the real
systems. For bulk one-dimensional (1D) models and in
the case of a single boundary, conformal field theory pro-
vides a complete classification of the universality classes
(see e.g. Ref. 28), whose analogous for junctions (or
star-graph) is not yet known. For all these reasons, we
investigate in this paper the Tomonaga-Luttinger (TL)
model on a junction with an arbitrary number n of arms
as depicted in Fig. 1 (a junction with two wires n = 2
can be seen as a defect on the line, a problem that has
been largely investigated29–40 in the past). To solve this
problem, at the junction we impose conditions that are
probably not obvious for an electronic problem, but they
show the advantage to be exactly solvable. The natural
hope is that the electronic model, at least for some values
of the couplings, would be in the domain of attraction of
the fixed points found here.
Furthermore we calculate the transport for particles
with generalized anyonic statistics41. The reason for this
generalization is twofold. On one hand the study of
1D anyonic model is attracting a renewed interest42–59,
mainly motivated by possible experiments with cold
atoms60. On the other hand, the transport of wires
joined with a quantum Hall island is driven by anyonic
excitations12. Also in this case we can wonder whether
the different problems have some common fixed points.
In 1D, anyonic statistics are described in terms of fields
that at different points (x1 6= x2) satisfy the commuta-
tion relations
Ψ†(t, x1)Ψ(t, x2) = e−iπκǫ(x12)Ψ(t, x2)Ψ†(t, x1) ,
Ψ†(t, x1)Ψ†(t, x2) = eiπκǫ(x12)Ψ†(t, x2)Ψ†(t, x1) , (1)
where ǫ(x) is the sign function [ǫ(z) = −ǫ(−z) = 1 for
z > 0 and ǫ(0) = 0] and x12 = x1 − x2. κ is called
statistical parameter and equals 0 for bosons and 1 for
fermions. Other values of κ give rise to general anyonic
statistics “interpolating” between the two familiar ones.
The TL model emerges naturally in the description
of spinless fermions in 1D (and so electrons when the
spin degrees of freedom are not important, but spin is
also easily introduced in the formalism). In fact, starting
from fermions hopping on a chain, linearizing the dis-
persion relation close to the Fermi surface at ±kF and
taking the continuum limit, one arrives to the standard
TL Hamiltonian27
H =
∫
dx
[
vF (ψ
∗
1 i∂xψ1 − ψ∗2 i∂xψ2) + g+ρ2+ + g−ρ2−
]
,
(2)
where ψ1,2(t, x) are the two complex fields representing
free-fermions left and right movers, vF is the Fermi ve-
locity, i.e. the speed of the non interacting fermions, and
ρ±(t, x) = [ψ∗1(t, x)ψ1(t, x) ± ψ∗2(t, x)ψ2(t, x)] , (3)
are the two independent charge densities. All the inter-
action is encoded in the coupling constants g± [often the
couplings g2,4 = 2(g+ ∓ g−) are used]. Eventual irrele-
vant coupling terms of degree greater than four have been
dropped. For g+ > g− the model is repulsive and it is
attractive in the opposite case.
A similar reasoning can be repeated for anyonic de-
grees of freedom and the Hamiltonian is always given by
Eq. (2), but with ψα satisfying the commutation rela-
tions (1), ψ1 with κ and ψ2 with −κ. Thus, when κ = 1
the model is the well-known fermionic TL model, while
the bosonic limit κ → 0 is not well defined in this for-
malism as will be clearer in the following. We stress that
this anyonic model is different from the gases discussed
elsewhere42,43,46,49,56, that also have a Luttinger liquid
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FIG. 1: (Color online) A quantum junction of n wires con-
nected via a scattering matrix S.
description. As in the fermionic case, the model is natu-
rally solved exactly through bosonization27.
This Hamiltonian defines completely the system on
each wire. To complete the description of the junction
like the one shown in Fig. 1 we have to define the inter-
action between the n wires. From an electronic point of
view it is natural to have a term of the form1
ψ∗α(t, 0, i)Bαβ ij ψβ(t, 0, j) , (4)
where α, β = 1, 2 and i, j = 1 . . . n. The matrix B defines
the boundary interaction among the fields ψ. Although
very natural, this boundary condition is quite compli-
cated after bosonization, because it involves exponential
boundary interactions of the bosonic fields. As a conse-
quence the theory with this interaction term is no longer
exactly solvable with bosonization, and very smart and
complicated methods must be employed to extract the
low-energy behavior from it1,9. In this paper we take
an alternative approach that is to modify the junction
couplings in such a way to preserve the exact solvabil-
ity after bosonization20–22. The main idea is to impose
the boundary condition directly on the bosonic degrees
of freedom trying to have the same symmetries as in the
ψ counterpart. The two problems can obviously have a
different structure of fixed points, but, as stressed above,
the natural hope is that the junction defined by Eq. (4)
shares some of the anyonic fixed points with the ones
found here, as it is well known to happen for fermions.
The clear advantage of our approach is that keeping ex-
actly solvability, the results are obtained with a relative
little effort, compared to analogous ones for Eq. (4).
The paper is organized as follows. In Sec. II we intro-
duce the anyonic TL model and solve it on the full line.
In Sec. III after introducing the general features of the
junction and the importance of conservation laws, we first
present the standard solution on half-line and then gen-
eralize it to the generic junction. In Sec. IV we study the
stability of the found fixed points following the RG flow.
Finally in Sec. V we draw our conclusion and discuss is-
sues that need further investigation. In two Appendices
A and B we report the technicality of bosonization and
the description of the fixed points of the junction.
II. THE ANYONIC TOMONAGA-LUTTINGER
MODEL
As already mentioned, the main goal of this paper is
to investigate the Tomonaga-Luttinger model on half in-
finite quantum wires jointing in a single junction. How-
ever, in order to fix the notations and some basic tools, it
is instructive to sketch first the solution of model on the
line. In doing that we will focus on the general anyonic
solution, which contains the more familiar fermionic one
as a special case. The model is defined by the Hamilto-
nian (2) in which the space variable x is integrated on
the full real axis. The corresponding equations of motion
are
i(∂t − vF∂x)ψ1(t, x) =
2g+ ρ+(t, x)ψ1(t, x) + 2g− ρ−(t, x)ψ1(t, x) ,
i(∂t + vF∂x)ψ2(t, x) =
2g+ ρ+(t, x)ψ2(t, x) + 2g− ρ−(t, x)ψ2(t, x) . (5)
Bosonization27 is the basic tool to quantize and solve
these equations of motion. In fact, the solution can be
expressed in terms of the right and left-moving scalar
fields ϕR,L. The standard details of the solution can be
found in textbooks27 and are reported in appendix A to
make this paper self contained. The method is based on
the change of variable
ψ1(t, x) ∝ : ei
√
π[σϕR(vt−x)+τϕL(vt+x)] : , (6)
ψ2(t, x) ∝ : ei
√
π[τϕR(vt−x)+σϕL(vt+x)] : , (7)
where the proportionality constants are explicitly given
in appendix A, and : · · · : denotes the normal product
relative to the creation and annihilation operators of ϕ
fields. σ, τ and v are three real parameters to be de-
termined inserting these expressions in the equations of
motion. Without loss of generality we take σ ≥ 0 and
assume that
σ 6= ±τ . (8)
The charge densities take the very simple form
ρ±(t, x) =
−1
2
√
π(τ ± σ) [(∂ϕR)(vt− x)± (∂ϕL)(vt+ x)] .
(9)
Imposing the current conservation
∂tρ±(t, x) − v∂xj±(t, x) = 0 , (10)
3one gets the currents
j±(t, x) =
(∂ϕR)(vt− x)∓ (∂ϕL)(vt+ x)
2
√
π(τ ± σ) . (11)
Using the exchange properties of ϕ, one can easily show
that that the field ψ1 satisfies the anyonic commutation
relations given in Eq. (1) with statistical parameter
κ = τ2 − σ2 (12)
According to Eq. (8) κ 6= 0, that shows explicitly that
the bosonic limit is not well defined in this context. The
exchange relations of ψ2 follow from Eq. (1) with the
substitution κ 7→ −κ, implying that ψα are both anyon
fields, which become canonical fermions for κ = 1.
The quantum equations of motion are obtained from
Eq. (5) by replacing ρ±(t, x)ψα(t, x) 7−→: ρ±ψα :, giving
τ(v − vF )π = g+
τ + σ
+
g−
τ − σ , (13)
σ(v + vF )π =
g+
τ + σ
− g−
τ − σ , (14)
which combined with Eq. (12) determine σ, τ and the
velocity v in terms of the coupling constants g± and the
statistical parameter κ. In terms of the variables ζ± =
τ ± σ, one obtains the system of equations
ζ+ ζ− = κ , (15)
vζ2+ = vFκ+
2
π
g+ , (16)
vζ2− = vFκ+
2
π
g− , (17)
with solution
ζ2± = |κ|
(
πκvF + 2g+
πκvF + 2g−
)±1/2
, (18)
v =
√
(πκvF + 2g−)(πκvF + 2g+)
π|κ| . (19)
The relations (18) and (19) are the anyonic realization
of the well known result valid for canonical fermions in
the TL model (the traditionally used parameter K in
our notation coincides for κ = 1 with ζ2− = ζ
−2
+ , for
comparison in Refs. 9,23 the notation is g = K−1). The
stability conditions of the model is 2g± > −πκvF that
ensures σ, τ and v to be real and finite.
From the previously given mapping it is easy to write
the Hamiltonian in terms of the bosonic fields, obtaining
H = v
2
∫
dx
[
(∂xθ)
2 + (∂xϕ)
2
]
, (20)
where
ϕ(t, x) =
1
2
[ϕR(vt− x) + ϕL(vt+ x)] , (21)
θ(t, x) =
1
2
[ϕR(vt− x) − ϕL(vt+ x)] , (22)
where θ is the so-called dual field. Notice that the Hamil-
tonian is slightly different from the usual one in the liter-
ature because we adsorb the coupling constant g (or K)
in the definition of the fields.
It is worth commenting at this point the internal sym-
metries of the TL Hamiltonian, because they will charac-
terize the quantization on the junction. The TL Hamil-
tonian (2) is left invariant by the two independent U(1)
phase transformations usually denoted as U(1)⊗ U˜(1):
ψα → eisψα , ψ∗α → e−isψ∗α , (23)
ψα → e−i(−1)
αs˜ψα , ψ
∗
α → ei(−1)
αs˜ψ∗α . (24)
In the bosonic language they correspond to the indepen-
dent shift-invariance of the (compactified) fields ϕR,L.
We will see that on the junction, the left and right movers
are not independent anymore and the two U(1) symme-
tries cannot be conserved simultaneously.
One of the main advantages of bosonization is that af-
ter having solved the equations of motion, it is straight-
forward to obtain all the correlation functions (also at
finite temperature) just by commuting the fields ϕ in the
exponential forms for ψ, using Eq. (A15). In fact, in
terms of the basic correlator
D(x) = 1
i(x − iǫ) , (25)
the zero-temperature (Fock representation) field correla-
tion functions are
〈ψ∗1(t1, x1)ψ1(t2, x2)〉
=
1
2π
[D(vt12 − x12)]σ
2
[D(vt12 + x12)]τ
2
,
〈ψ∗2(t1, x1)ψ2(t2, x2)〉
=
1
2π
[D(vt12 − x12)]τ
2
[D(vt12 + x12)]σ
2
, (26)
with x12 = x1 − x2 and t12 = t1 − t2. Scale invariance is
manifest and one can read the dimension of ψα
dline =
1
2
(σ2 + τ2) =
1
4
(ζ2+ + ζ
2
−) . (27)
All the other two-point field correlation functions vanish
because of Eq. (8) and the neutrality condition (U(1)⊗
U˜(1)-symmetry). Analogously for the U(1)-density one
finds
〈ρ+(t1, x1)ρ+(t2, x2)〉
=
1
(2πζ+)2
[
[D(vt12 − x12)]2 + [D(vt12 + x12)]2
]
, (28)
and straightforwardly the ones for ρ− and j± are ob-
tained. We notice that all these correlation functions
correctly agree with the general expression for an har-
monic anyonic fluid48 with only one harmonic term given
by the Luttinger mode.
4The generalization to finite temperature β−1 (Gibbs
representation) is simply obtained with the replacement
D(x)→ Dβ(x) with
Dβ(x) =
[
iβ
π
sinh
(
πx
β
− iǫ
)]−1
, (29)
and introducing the chemical potentials, explicitly
〈ψ∗1(t1, x1)ψ1(t2, x2)〉β
=
1
2π
eiµRσ(vt12−x12)+iµLτ(vt12+x12)
× [Dβ(vt12 − x12)]σ
2
[Dβ(vt12 + x12)]τ
2
, (30)
and similarly for the other correlations. The right and
left chemical potentials are
µ
R
=
µ
ζ+
− µ˜
ζ−
, µ
L
=
µ
ζ+
+
µ˜
ζ−
, (31)
where µ and µ˜ are the ones associated with the U(1) ⊗
U˜(1)-charges.
III. THE JUNCTION OF
TOMONAGA-LUTTINGER LIQUIDS
A. Boundary conditions and symmetries
After the previous preliminary considerations on the
line, we investigate below the TL model at a junction
like the one shown in Fig. 1. In mathematical physics
literature these junctions are usually called star graphs
and they represent the building blocks for more general
“quantum graph” networks (see for a review Ref. 61).
We now fix all the notation on the junction that we call
Γ. We indicate the jointing point of the junction as V .
Each point P in the bulk Γ \ V (i.e. of the wires) can be
parametrized by the pair (x, i), where i = 1, . . . , n labels
the edge Ei and x ∈ (0,∞) is the distance of P from the
vertex V along that edge. We stress that, as physically
suggested, the embedding of Γ and the relative position
of the edges in the “ambient space” are irrelevant.
The dynamics of each wire (edge) is still given by the
Hamiltonian (2), but now ψα = ψα(t, x, i) and x > 0. As
already discussed in the introduction, in order to fix the
solution one must impose some boundary conditions at
the vertex V at x = 0. The simplest boundary condition
one can imagine is linear in ψα and is generated by the
boundary term in Eq. (4) that makes the model non-
exactly solvable for general couplings (see e.g. Ref. 1 for
free fermions and also 9 for infinite repulsive coupling).
An alternative which preserves the exact solvability
after bosonization has been proposed20–22. The main
idea is to impose the boundary condition directly on the
bosonic degrees of freedom, selecting those of them which
ensure unitary time evolution of the fields ϕ. This is guar-
anteed only if the boundary conditions are linear in the
fields ϕ and its first derivatives. So we can parametrize
these boundary conditions by a generic n × n unitary
matrix U20,21,62,63
n∑
j=1
[λ(I− U)ij ϕ(t, 0, j)− i(I+ U)ij(∂xϕ)(t, 0, j)] = 0 ,
(32)
and λ > 0 is a parameter with dimension of mass
needed to recover the correct physical dimensions. Since
bosonization expresses physical charges linearly in ϕ, we
shall see below that these boundary conditions simply
state how the charges are parcelled out among the wires
at the vertex.
The analysis of the fixed point is greatly simplified if
we assume time-reversal invariance. This implies that
the matrix U must be real, that together with unitarity
leads to a symmetric matrix U, i.e.
U
t = U , (33)
giving a further constraint on the possible boundary
terms. A non trivial magnetic flux (breaking time-
reversal) has been considered9 and resulted in a more
complicated fixed point structure. When dealing with
anyon excitation, it would be more natural to consider
non time-reversal models, because the magnetic field
needed to produce the anyons breaks the symmetry.
However this would complicate the analysis and in some
regime it could be only an irrelevant perturbation. Thus
in the following we will always assume time-reversal in-
variance and leave the study of the effect of its breaking
to a future work.
The boundary condition (32) is equivalent20,21 to an
interaction with a point-like defect localized at the vertex
of the graph. The scattering matrix associated with this
interaction is20,21,62
S(k) = −[λ(I−U)+k(I+U)]−1[λ(I−U)−k(I+U)], (34)
and has transparent physical meaning: the diagonal el-
ement Sii(k) represents the reflection amplitude on the
edge Ei, whereas Sij(k) with i 6= j equals the transmis-
sion amplitude from Ei to Ej . Eq. (34) makes also clear
the meaning of the boundary terms λ and U: for λ 6= 0
we have S(k = λ) = U, i.e. λ fixes the momentum scale
at which the scattering matrix is given exactly by U.
By construction the scattering matrix (34) is unitary
[S(k)]∗ = [S(k)]−1 , (35)
and satisfies Hermitian analyticity
[S(k)]∗ = S(−k) . (36)
Moreover, time reversal invariance (33) implies
[S(k)]t = S(k) . (37)
For simplicity we assume in this paper that U is such
that ∫ ∞
−∞
dk
2π
eikxSij(k) = 0 , x > 0 , (38)
5which guarantees that S(k) has no bound states (see 64
for an extension to bound states).
The boundary conditions strongly influence the sym-
metry content on the junction. Each symmetry in the
bulk gives a conserved charge Q [with density ρ(x, t)] be-
cause of the Noether theorem. If we want to keep the
conservation of Q at the junction we must impose from
the beginning that the currents j(x, t) corresponding to
the given density ρ(x, t) are conserved at the vertex. This
results in
∑n
i=1 j(0, t) = 0 for all times. This is the Kirch-
hoff’s rule, which must be imposed in the vertex in order
to generate a time-independent charge from a given cur-
rent. A basic example is given by the energy, that is
a conserved quantity in the bulk. Because of unitarity,
the matrix U in Eq. (32) parametrizes all boundary con-
ditions which ensure the Kirchhoff rule for the energy-
momentum tensor of ϕ and thus the time-independence
of the relative Hamiltonian. This means that there is no
dissipation at the junction: if the energy flows out from
one wire should flow in another one. We stress that the
Kirchhoff’s rule for gapless models on a graph is the gen-
eralization of the celebrated result that scale invariance
implies holomorphic and antiholomorphic components of
the energy tensor to be equal in boundary conformal field
theory28,65.
Energy is not the only conserved quantity. In our
formalism it is conserved by construction, but all other
conservation laws we want to keep on the junction must
be imposed by hand with appropriate Kirchhoff’s rules.
However it may happen that different conserved currents
can generate contradictory Kirchhoff’s rules, resulting in
obstructions for lifting all symmetries on the line to sym-
metries on Γ66. In this case one can preserve on Γ one of
the corresponding symmetries, but not all of them. This
is actually the case for the U(1)⊗ U˜(1)-symmetry of the
TL model. In fact, the relative Kirchhoff rules generate21
the following further constraints on U
n∑
i=1
j+(t, 0, i) = 0⇐⇒
n∑
i=1
Sji(k) =
n∑
i=1
Uji = 1 , (39)
n∑
i=1
j−(t, 0, i) = 0⇐⇒
n∑
i=1
Sji(k) =
n∑
i=1
Uji = −1 , (40)
which cannot be satisfied simultaneously. U(1) is linked
to the electric charge conservation and it is then natural
to require the conservation of Eq. (39), while breaking
Eq. (40). However also the opposite prescription has
some interest. Notice that the duality transformation
(A12) on Γ maps the matrix U [and so S(k, λ)] in −U
[−S(k−1, λ−1)]. Consequently duality maps the vertex
conservation of U(1) in U˜(1).
The matrix conductance G of the junction can be
obtained in linear response theory. Since it involves
only currents, the calculation is the same as for free
bosons21,22, but with the renormalized current in Eq.
(11), leading to an overall normalization:
G =
1
2πζ2+
(I− S) = Gline(I− S) . (41)
Thus the dependence of the conductance on the anyonic
parameter is only through the renormalization constant
ζ+ in Eq. (18). Because of unitarity |Sii| ≤ 1, we have
0 ≤ Gii ≤ 2Gline . (42)
In the following, we will call conductance G the diagonal
element Gii in the case it does not depend on the wire
index i.
It is worth mentioning that a similar approach (called
Delayed Evaluation of Boundary Condition) working also
with fermion boundary conditions has been developed by
Chamon et al.9,23. It basically amounts to leave in the
half-line, right and left movers unconstrained in the bulk,
constructing then the tunneling operators, and only later
choosing an R-matrix (R for reflection, it can be easily
rewritten as an S-matrix) such that one of these processes
pins the correct boundary conditions. In the appendix A
of Ref. 23 the conductance is written in terms of an n×n
R, which agrees with the results here and elsewhere21,22.
B. The half-line
It is instructive to start with the well-known case n =
1, namely the half-line, since some features of the generic
junction are already manifest in this case. The matrices
U and S are just numbers U and S. Setting U = e−2iα,
we get
S(k) =
k − iη
k + iη
, (43)
with
η = λ tan(α) , −π
2
≤ α ≤ π
2
. (44)
As expected the S-matrix (43) corresponds to full reflec-
tion and describes the mixed (Robin) boundary condition
(∂xϕ)(t, 0)− η ϕ(t, 0) = 0 . (45)
The condition (38) implies η ≥ 0 or equivalently 0 ≤
α ≤ π/2. α = 0 and α = π/2 correspond to Neumann
and Dirichlet boundary conditions respectively. These
two points define the only bosonic scale invariant bound-
ary conditions on the half-line. Instead of imposing the
condition (45), we can add a term to the Hamiltonian in
such a way to generate it as a further equation of motion.
The resulting total Hamiltonian is
HTot = H+ ηϕ2(t, 0) , (46)
with H the bulk term given by Eq. (20), obviously
defined only on the half-line, i.e. the integral is over
x ∈ (0,∞).
6The main effect of the boundary in x = 0 is to couple
right and left movers by means of the boundary condition
(45). In particular, at criticality, Eq. (45) implies that
ϕL(ξ) = ϕR(ξ), η = 0, (47)
ϕL(ξ) = −ϕR(ξ), η =∞, (48)
which is the familiar “unfolded picture”1 for Neumann
and Dirichlet boundary conditions. The boundary con-
ditions then forces non-zero mixed commutation relation
[from Eqs. (A19) and (A20)] between right and left
movers
[ϕR(ξ1), ϕL(ξ2)] =

−iǫ(ξ12) , η = 0 ,
iǫ(ξ12) , η =∞ ,
iǫ(ξ12)− 4iθ(ξ12)e−ηξ12 , 0 < η <∞,
(49)
while the left-left and right-right ones are the same as in
the full line. Note that in the right-left commutators it
appears ξ12 = vt12− x˜12, involving, as expected, the sum
of distances from the boundary x˜12 = x1 + x2.
Although right and left modes are no longer decoupled,
we can still perform the bosonization program and solve
the TL model on the half-line. The anyonic exchange
relations (1) are still valid defining ψα as in Eqs. (6)
and (7) [but with normalization constants depending on
the boundary conditions, see Eq. (A18)]. ψα fulfills the
quantum equations of motion of the TL model restricted
to the half-line x > 0, with σ, τ and v given by the same
expressions (18) and (19) found for the full line. In fact,
all the local bulk relations of the TL model on the full
line still hold on the half-line. This will remain true in
the more general case of a junction made of any number
of wires.
The charge and current densities Eqs. (9) and (11) are
still locally conserved [i.e. Eq. (10) holds for x 6= 0], and
ρ± generate the U(1)⊗U˜(1) infinitesimal transformations
(A16). After bosonization, the boundary condition (45)
can be recasted in terms of physical currents
j+(t, 0) = 0 , η = 0 ,
j−(t, 0) = 0 , η =∞ ,
∂xj−(t, 0)− ηj−(t, 0) = 0 , 0 < η <∞ .
(50)
Consequently, the main physical difference between half
and full line concerns the global charges Q and Q˜ asso-
ciated to charge densities ρ+ and ρ− respectively. The
boundary spoils the simultaneous conservation of both
charges, allowing just one linear combination to survive.
For instance, at the critical point η = 0, the boundary
condition (45) is simply the Kirchhoff’s rule associated to
the U(1) transformation (23), enforcing the charge den-
sity current j+ to vanish at the vertex while j− does not
j+(t, 0) = 0 , j−(t, 0) 6= 0, for η = 0 . (51)
In this case Q is time-independent, while Q˜ depends on
time due to a nontrivial charge flow through the bound-
ary. The critical point η =∞ has an opposite behavior,
preserving the U˜(1) transformation (24), and breaking
(23). For generic finite η > 0, it is easy to see that
the U˜(1) symmetry is always conserved while U(1) is
broken34. As already pointed out, this symmetry break-
ing from U(1) ⊗ U˜(1) to a subgroup U(1) is a general
unavoidable feature of junctions of any number of wires.
This boundary symmetry breaking is even more visi-
ble in the correlation functions. In addition to the usual
right-right and left-left bosonic correlators, there are also
mixed ones, Eqs. (A9), (A19), and (A20). As a conse-
quence there are four non vanishing 2-points correlators
for ψα, instead of just two as for the full line. For in-
stance, considering the critical case η = 0, when the U(1)
transformation (23) is preserved, we have
〈ψ∗1(t1, x1)ψ1(t2, x2)〉 = 〈ψ1(t1, x1)ψ∗1(t2, x2)〉 =
[D(vt12 − x12)]σ
2
[D(vt12 + x12)]τ
2
× [D(vt12 − x˜12)D(vt12 + x˜12)]στ , (52)
〈ψ∗1(t1, x1)ψ2(t2, x2)〉 = 〈ψ2(t1, x1)ψ∗1(t2, x2)〉 =
[D(vt12 − x12)]στ [D(vt12 + x12)]στ
× [D(vt12 − x˜12)]σ
2
[D(vt12 + x˜12)]τ
2
, (53)
and
〈ψ∗2(t1, x1)ψ2(t2, x2)〉 = 〈ψ2(t1, x1)ψ∗2(t2, x2)〉 (54)
= (52) with σ ↔ τ
〈ψ∗2(t1, x1)ψ1(t2, x2)〉 = 〈ψ1(t1, x1)ψ∗2(t2, x2)〉 (55)
= (53) with σ ↔ τ ,
with x˜12 = x1 + x2. The non-triviality of the correlators
(53) and (55) reflects the breaking of the U˜ -symmetry on
the half-line for η = 0.
All the correlation functions just derived must be com-
pared with the general scaling form coming from bound-
ary conformal field theory65 that in imaginary time τi =
iti predicts in general
〈Ψ∗(z1)Ψ(z2)〉 =
(
1
z12z1¯2¯
)dline
F (ξ) , (56)
with the four point ratio
ξ =
z11¯z22¯
z12¯z21¯
, (57)
and zi = xi+ iτi, zi¯ = z¯i. F (ξ) encodes all the boundary
dependence and for small argument can be written as65
F (ξ ≪ 1) ∝ ξdb , where db is called boundary exponent.
The real time correlations we wrote are clearly not of this
form, but this is just because we wrote them in the regime
x1, x2 ≫ 1 and x12, x˜12 arbitrary using the definitions
(6) and (7). If we want to get the correct scaling also for
arbitrary x1,2 we should modify the definitions as
ψ1(t, x) ∝ : ei
√
πσϕR(vt−x) :: ei
√
πτϕL(vt+x) : , (58)
ψ2(t, x) ∝ : ei
√
πτϕR(vt−x) :: ei
√
πσϕL(vt+x) : , (59)
7at the price of introducing some more divergences that
are easily renormalized. With this prescription, we ob-
tain as a typical example
〈ψ∗1(t1, x1)ψ1(t2, x2)〉 = 〈ψ1(t1, x1)ψ∗1(t2, x2)〉 =
[D(vt12 − x12)]σ
2
[D(vt12 + x12)]τ
2
×
[D(vt12 − x˜12)D(vt12 + x˜12)
D(2x1)D(2x2)
]στ
, (60)
that agrees with the general conformal field theory scal-
ing with F (ξ) = ξστ and so db = στ . All the other corre-
lation functions are easily modified accordingly. Because
it will be easier to write, in the following we will ignore
the double normal product and still use definitions (6)
and (7). The expressions taking into account the cor-
rect normalization at the boundary can be easily written
down from the correlation we will derive.
We finally point out that for Dirichlet boundary condi-
tions, i.e. η =∞, the diagonal correlations are the same
but with db = −στ . Non diagonal correlations can be
found in Ref. 34.
C. Generic junction
The case of a junction with an arbitrary number n > 1
of wires can be actually reduced to the study of a suitable
family of n half-lines. In fact, let U be the unitary matrix
diagonalizing U which defines the boundary conditions
(32). Since U is symmetric, we can choose U orthogonal,
U t = U−1, and real, U∗ = U . Let us parametrize the
diagonal form
Ud = U UU−1 (61)
as follows
Ud = diag
(
e−2iα1 , e−2iα2 , . . . , e−2iαn
)
. (62)
Using the definition (34) of S(k), one easily verifies that
U diagonalizes S(k) for any k and that
Sd(k) = US(k)U−1 =
diag
(
k − iη1
k + iη1
,
k − iη2
k + iη2
, ...,
k − iηn
k + iηn
)
, (63)
where
ηi = λ tan(αi) , −π
2
≤ αi ≤ π
2
. (64)
Therefore S(k) is a meromorphic function in the complex
k-plane, whose poles are different from 0 and are all lo-
cated on the imaginary axis. The condition (38) implies
absence of bound states i.e. of poles in the upper complex
k-plane, namely 0 ≤ αi ≤ π/2, hence ηi ≥ 0.
Critical boundary conditions correspond to a matrix
U such that the scattering matrix is insensitive to the
momentum scale transformations λ→ ̺λ (or k → ̺−1k)
with ̺ > 0. To be scale invariant, the scattering matrix
must have each ηi vanishing or infinite, so that S is ac-
tually momentum independent and with eigenvalues ±1.
By means of Eqs. (35), (36), and the derivative21
k
dS(k)
dk
= −1
2
[S(k)− S∗(k)] S(k) , (65)
we see that criticality is equivalent to the condition
S = S∗ . (66)
In appendix B some examples of critical junctions with
two, three and four wires are given.
The matrix U allows us to define real scalar fields
ϕd = Uϕ which are not localized on the single edges
but have simple boundary conditions, formally the ones
of disjoined half-lines
(∂xϕ
d)(t, 0, i)− ηi ϕd(t, 0, i) = 0 , i = 1, . . . , n . (67)
Comparing with the half-line Eqs. (49), it is straightfor-
ward to derive the commutation relations for the right
and left movers on the wires as done in Refs. 20–22 and
reported in the appendix A.
D. The TL model at the junction
The TL model on the star graph Γ is defined by the
sum of n Hamiltonians in Eq. (2) plus the boundary term
that we implement through Eq. (32) at the bosonic level.
The charges on each wire are defined via Eq. (3) and
generate the U(1) ⊗ U˜(1) phase transformations (A16)
and (A17) leaving the Hamiltonian invariant. The cor-
responding quantum equations of motion in the bulk are
given by Eqs. (5) for each wire independently.
In analogy with Eqs. (6) and (7), the solution of the
equations of motion is given by the vertex operator
ψ1(t, x, i) ∝ : ei
√
π[σϕi,R(vt−x)+τϕi,L(vt+x)] : , (68)
ψ2(t, x, i) ∝ : ei
√
π[τϕi,R(vt−x)+σϕi,L(vt+x)] : , (69)
where the normalization constants are given in the ap-
pendix A and depend on the anyon Klein factors. All
bulk relations (the value of σ, τ and v, the form of the
currents etc.) of TL model on the line are still valid for
half infinite wires jointed in a single vertex.
It is interesting to rewrite the boundary conditions (32)
in terms of physical quantities of the model: in particular
at the critical points (66) where ϕR(ξ) = SϕL(ξ) (i.e. a
generalized version of the unfolded picture of the half-
line), the boundary conditions get a very simple form
j±(t, 0, i) = ∓
n∑
j=1
Sijj±(t, 0, j) (70)
which simply fixes the splitting of the currents at the
junction. Comparing this expression with the Kirchhoff
8conditions (39) and (40), we see that at least one of two
charges Q and Q˜, associated to ρ+ and ρ− respectively,
is dissipated by a non trivial flow at the vertex. Since ρ+
generates the electric charge for the ψ, (A16), we typi-
cally require the Kirchhoff’s rule (39) to preserve electric
charge, while Q˜ conservation is lost.
As for the half-line, the non trivial behavior of right-
left correlators due to the presence of vertex, allows more
non vanishing correlation functions with respect to the
line case. Let us consider the two-points function for ψ in
the Fock representation, and let us focus for simplicity on
the case of critical boundary conditions (66). Imposing
the Kirchhoff’s rule on the charge Q generated by U(1),
there are four non vanishing two-points correlators:
〈ψ∗1(t1, x1, i1)ψ1(t2, x2, i2)〉 =
zi1zi2
2π
Λ−[(σ
2+τ2)δi1i2+2στSi1i2 ][D(vt12 − x12)]σ
2δi1i2
[D(vt12+x12)]τ
2δi1i2 [D(vt12−x˜12)D(vt12+x˜12)]στSi1i2 ,
(71)
〈ψ∗1(t1, x1, i1)ψ2(t2, x2, i2)〉 =
zi1zi2
2π
Λ−[(σ
2+τ2)Si1i2+2στδi1i2 ][D(vt12 − x˜12)]σ
2
Si1i2
[D(vt12−x12)D(vt12+x12)]στδi1i2 [D(vt12+x˜12)]τ
2
Si1i2 ,
(72)
with all normalization factors defined in appendix A. All
other non-vanishing correlation functions have the same
form as the ones on the half-line Eqs. (52), (53), and
(55) with only the proper wire index added.
For the charge densities one finds
〈ρ+(t1, x1, i1)ρ+(t2, x2, i2)〉 =
−1
(2πζ+)2
{ [D2(vt12 − x12) +D2(vt12 + x12)] δi1i2
+
[D2(vt12 − x˜12) +D2(vt12 + x˜12)]Si1i2} , (73)
and for the currents
〈j+(t1, x1, i1)j+(t2, x2, i2)〉 =
−1
(2πζ+)2
{ [D2(vt12 − x12) +D2(vt12 + x12)] δi1i2
− [D2(vt12 − x˜12) +D2(vt12 + x˜12)]Si1i2} . (74)
The opposite signs in the δi1i2 and Si1i2 contributions in
(74) ensure the Kirchhoff’s rule for Q. Analogous expres-
sions hold for ρ− and j− up to replace in Eqs. (73) and
(74) (τ + σ)↔ (τ − σ) and S↔ −S.
If instead we impose the conservation of the charge
Q˜ we have the non-vanishing two-point correlation func-
tions
〈ψ∗1(t1, x1, i1)ψ1(t2, x2, i2)〉 =
zi1zi2
2π
Λ−[(σ
2+τ2)δi1i2+2στSi1i2 ][D(vt12 − x12)]σ
2δi1i2
[D(vt12+x12)]τ
2δi1i2 [D(vt12−x˜12)D(vt12+x˜12)]στSi1i2 ,
(75)
〈ψ1(t1, x1, i1)ψ2(t2, x2, i2)〉 = zi1zi2
2π
Λ[(σ
2+τ2)Si1i2+2στδi1i2 ][D(vt12−x12)D(vt12+x12)]−στδi1i2
[D(vt12 − x˜12)]−σ
2
Si1i2 [D(vt12 + x˜12)]−τ
2
Si1i2 , (76)
〈ψ1(t1, x1, i1)ψ∗1(t2, x2, i2)〉 =
〈ψ∗1(t1, x1, i1)ψ1(t2, x2, i2)〉 ,
〈ψ2(t1, x1, i1)ψ1(t2, x2, i2)〉 =
〈ψ∗2(t1, x1, i1)ψ∗1(t2, x2, i2)〉 =
〈ψ∗1(t1, x1, i1)ψ∗2(t2, x2, i2)〉 =
〈ψ1(t1, x1, i1)ψ2(t2, x2, i2)〉 , (77)
and
〈ψ∗2(t1, x1, i1)ψ2(t2, x2, i2)〉 =
〈ψ2(t1, x1, i1)ψ∗2(t2, x2, i2)〉 = (75) with σ ↔ τ . (78)
The non conservation of the electrical charge is explicitly
shown by the presence of non-neutral correlator 〈ψψ〉.
The correlations for conserved density ρ− and current j−
are the same as Eqs. (73) and (74).
IV. RG FLOW ON THE JUNCTION
We completely characterized the fixed-point structure
for a junction with an arbitrary number of wires n. Let us
recall the main features explained in the previous section
and in the appendix B. At the critical point, the scatter-
ing matrix can only have eigenvalues ±1. For generic n,
the fixed points are classified in terms of the integer num-
ber p with 0 ≤ p ≤ n, which is the number of eigenvalues
equal to −1. At the fixed point, the boundary couplings
ηi (with 1 ≤ i ≤ n) are zero if the corresponding eigen-
value is +1, infinity if the eigenvalue is −1. p = 0 cor-
responds to Neumann boundary conditions on all wires,
while p = n to Dirichlet. Other values of p correspond
to intermediate boundary conditions, that are n−p Neu-
mann and p Dirichlet fields in the basis ϕdi diagonalizing
the S-matrix. In Fig. 2 we report as a typical example
the RG flow diagram for three wires in the ηi space. The
final point of any axis is ηi = ∞. Let us discuss now
the structure of the fixed points, postponing the study
of the stability to the following. There are 23 = 8 fixed
points families, one Neumann, 3 points with p = 1, three
with p = 2 and one Dirichlet [in the general case, there
9are 2n families of which
(
n
p
)
for any p]. Every critical
point belongs to a continuous family with p(n − p) real
parameters that are not shown in Fig. 2. Summarizing
any critical point is identified by p, by the specific eigen-
values that are −1 (i.e. by the axis in the figure) and by
the p(n− p) real parameters. The parameters specifying
the fixed point in the families are the angles αi reported
for some examples in appendix B. For a given situation,
the fixed point value of αi is given by their initial values.
This means that αi are marginal couplings and their val-
ues cannot be fixed only by requiring scale invariance.
The role played by the conservation rules in this flow
diagram is fundamental. To consider the most physi-
cal case, let us discuss when the electrical charge is con-
served, i.e. the Kirchhoff rule
∑
i j+(t, 0, i) = 0 is satis-
fied. The first effect is to fix to zero one (arbitrary) ηi,
constraining the system on the shadow area in Fig. 2
so that Dirichlet boundary conditions are ruled out for
the problem. Also the number of real parameters char-
acterizing the p-fixed points is largely reduced. For three
wires, the point with p = 1 becomes a one-parameter
family, while the point with p = 2 becomes an isolated
fixed point. Details for the general case are in the ap-
pendix. Needless to say that imposing the conservation
of the U˜(1) charge, results in fixing one of the ηi to∞ and
similarly reduced the number of real parameters available
for each fixed point.
We briefly discuss our terminology for the fixed points,
in order to make the comparison with other papers as
simple as possible. The fixed points with p = 2 (“2” in
Fig. 2) is the mixed fixed point found by Nayak et. al1
and called D (or DP ) in Ref. 9 because of the n − 1
Dirichlet boundary conditions (there n = 3) on the neu-
tral modes (but this point is obviously different from our
D). The family with p = 1 in Fig. 2 depends on a contin-
uous real parameter α, as shown in Eq. (B4), and it has
been first found in Ref. 21. Note that it is not symmet-
rical under wire permutations. There are three special
values of α: for α = −1, 0,∞ the S-matrix breaks into a
1×1 and a 2×2 blocks. The 1×1 block is a wire decoupled
from the other two that form a purely transmitting n = 2
junction (the same can be verified for higher n, changing
the α’s we can decouple any wire). For these special val-
ues of α, the fixed points were also found by Chamon et
al.9 that called them asymmetricalDA. Other values of α
interpolate continuously between these three. Finally it
is worth commenting that the Dirichlet fixed point (D in
Fig. 2) physically corresponds to n wires with an end in-
serted into a large superconductor. In fact, the S-matrix
S = −I gives conductance G = 2I corresponding to An-
dreev reflection in all wires (i.e. sending a particle one
gets an hole out). This is a different problem from a junc-
tion of wires (even superconducting), because the large
superconductor breaks the U(1) charge conservation9,25.
Now we know the fixed-point structure, but what is
the relative stability? Which fixed point describe the
universal low energy behavior? There are several equiva-
lent ways to tackle this question. The more natural one,
as done elsewhere1,9,23, relies on calculating the scaling
dimension of the perturbing operator at a given fixed
point. Since our problem can be thought as n inde-
pendent half-lines with n − p Neumann boundary con-
ditions and p Dirichlet ones, the problem is just equiva-
lent to understand the stability of Neumann or Dirichlet
against a Robin term as in the Hamiltonian (46). This
is a standard problem. In the bosonic theory, the flow
can be followed exactly from Eq. (65) of the off-critical
S-matrix. The Neumann fixed point is always unstable,
while Dirichlet is stable (or mixed if Kirchhoff is imposed
on the electrical charge). However, as well known, con-
sidering the fermionic theory changes this scenario be-
cause of the Klein factors. In boundary conformal field
theory, the stability conditions are just read from the
boundary dimensions db appearing in the two-points cor-
relation functions reported above. At the Neumann BC
we have that the dimension is στ = (ζ2+ − ζ2−)/4 that is
greater than zero for g+ > g−, i.e. for repulsive anyonic
interaction, giving a stable Neumann. Oppositely at the
Dirichlet BC the boundary dimension is −στ that it is
stable in the complementary attractive case. Since there
are no other fixed points in the RG diagrams, this anal-
ysis fixes all the RG flow. Note that for free anyons (and
in particular fermions) η is marginal in this approach.
In any given anyonic/fermionic model the actual stable
fixed point will be determined by the higher order terms
in η neglected in our approach.
These results can be confirmed on the basis of the fol-
lowing argument based on the so called g-theorem67,68.
For a one-dimensional critical system with a boundary,
it is known that the boundary contribution to the en-
tropy ln g (g is the so called “universal non integer ground
state degeneracy”67) decreases along the renormalization
group flow. We can easily calculate the value of the
effective-potential Veff = g+ρ++ g−ρ− for the off critical
model for any η. Subtracting the divergent contribution
of the bulk to make this expectation value finite, we get
on each wire
ε(x, i) = 〈Veff(t, x, i)〉 = Ω
∫ +∞
−∞
dk
2π
|k|e2ikxSii(k) (79)
where
Ω =
(
g−ζ2− − g+ζ2+
2πκ2
)
, (80)
fully encodes the bulk interactions effect. In particular,
when g+ = g− it vanishes and changes sign, giving the
correct stability scenario.
In fact, we can rewrite (79) in terms of the potential
εηj (x) for disjointed half-line with the boundary condi-
tion (67)
ε(x, i) =
n∑
j
|Uji|2εηj (x) , (81)
with
εη(x) = − Ω
4x2
[
1− 4(xη) − 8(xη)2e2xηEi(−2xη)] . (82)
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FIG. 2: (Color online) RG flow diagram for a junction of
three wires in the η1,2,3 space. The fixed points are: D is
Dirichlet and corresponds to all ηi = ∞; N is Neumann with
ηi = 0; 1 are three fixed points families (depending on two
parameters) with two η vanishing and one infinite; 2 are three
fixed points two-parameter families with one η zero and two
infinite. The cyan-shaded area is the allowed region when the
Kirchhoff’s rule for the electric charge is valid. It includes
Neumann, two p = 1 families (with only one parameter left
free) and one p = 2 fixed point (with no free parameter left).
The arrow in the flow corresponds to the attractive case with
g > 1 which gives Dirichlet as the most stable fixed point
(without Kirchhoff) or the mixed p = 2 (with Kirchhoff). In
the opposite repulsive case g < 1, all the arrows are reversed
and the most stable fixed point is Neumann.
The function
s(x) = −4x2
n∑
i=1
ε(x, i) = −4x2
n∑
j=1
εηj (x) , (83)
collects the contribution of all the wires. It is a
monotonous function with fixed points at η = 0,∞ in
agreement with the g theorem. The stability of the fixed
points and the direction of the flow are just given by the
sign of Ω and agrees with the previous analysis.
V. CONCLUSIONS
In this paper we presented a systematic study of the
critical properties of n anyonic Luttinger wires jointed in
a single vertex. Imposing the boundary conditions (32)
at the junction directly on bosonized fields allowed us to
describe completely the RG flow diagram for any n. As a
typical example the RG flow for n = 3 is depicted in Fig.
2 where the main features of the various fixed points are
discussed in the text.
At this point it is worth comparing our findings with
the literature. For two wires, our results are a simple
anyonic generalization of the well-known ones by Kane
and Fisher29 for fermions that are reproduced for κ = 1.
For n = 3, as we said in the introduction the literature is
enormous. The boundary conditions we used are equiv-
alent to those of the “auxiliary model” of Nayak et al.1
for g 6= 1 [in fact, expanding the exponential defining the
auxiliary model1 and keeping only up to the quadratic
terms, neglecting irrelevant higher orders, we arrive to
the Hamiltonian (46) where the symmetry of the bound-
ary terms is just the Kirchhoff’s rule]. We predict two
possible stable fixed points: Neumann and mixed. Neu-
mann is well known, it has zero conductance and in this
setting it is stable for all repulsive interactions, i.e. g < 1.
The mixed fixed point has been found for the first time
by Nayak et al.1 and it is specific of the junctions. It has
enhanced conductance G/Gline = 4/3 and we found it is
stable for all attractive interactions g > 1 as in Ref. 1.
Everything agrees with the auxiliary model, but not with
the “standard model” defined by the boundary condition
(4), that is known to be different1. In fact in the standard
model, the Neumann fixed point is stable only for g < 1/3
while the mixed one only for g > 9. In the other regimes
with 1/3 < g < 9, new fixed points appear that cannot be
present in our approach1,9. Our setting however presents
a great advantage: it is simpler for generic n and more
efficient in describing the off-critical properties of the sys-
tem. In fact we provide for the first time the critical be-
havior for all n. We found for g < 1 a Neumann stable
fixed point (with zero conductance) and for g > 1 a mixed
fixed point with conductance G/Gline = 2(n− 1)/n. We
also find other fixed points (described in the appendix B)
that however have at least one direction of instability in
the ηi space and so they are multicritical points, in the
sense that some other constraints must be imposed to
reach them. Clearly we expect that the standard model
for n ≥ 3 will have some fixed points not found here, as
for the case n = 3. A part from the per se interest of
the model, the fixed points we found are relevant for the
standard model as well. In fact, it is easy to generalize to
any n the strong and weak boundary coupling (i.e. our η)
calculations of Refs. 1,9 to show that for small enough g
the relevant fixed point is Neumann and for large enough
is the mixed one. However, which fixed point governs the
dynamics when none of these two is stable is not accessi-
ble to our approach. For n = 4, two fixed points derived
in the Appendix B have been recently found to describe
the scattering matrix for a proposed experiment to de-
tect the helical nature of the edge states in quantum Hall
systems26.
We mention that we also characterized the junction in
the absence of the Kirchhoff’s rule for the electric charge.
It is of particular relevance considering the case when re-
laxing the conservation of the electrical charge and im-
posing the conservation of the dual one U˜(1). In this
11
case the more stable fixed point is always Dirichlet with
uncommon points like the mixed one representing multi-
critical points.
There are two generalizations of the model considered
here that should be easily accessible to a similar analysis.
First of all one can consider fermions with spin (and even
multispecies anyons) as done elsewhere with fermionic
boundary conditions23. In this way one can understand
which fixed points are present also with bosonic bound-
ary conditions. The other generalization is relaxing the
symmetry for time reversal to allow a non vanishing flux
at the junction9.
We close this paper on a more speculative level. In re-
cent times there has been an increasing interest in quan-
tifying the entanglement in extended quantum systems
(see e.g. 69 as reviews). Among the various measures,
the so-called entanglement entropy has by far been the
most studied. By partitioning an extended quantum sys-
tem into two blocks, the entanglement entropy is defined
as the von Neumann entropy of the reduced density ma-
trix ρA of one of the two blocks. This procedure requires
an arbitrary division of the system in two parts. In the
junction problem studied here the system is automati-
cally divided in parts and it would be very interesting
to understand the amount of entanglement between the
various wires. The analysis of some models on the line
with one defect70 (i.e. n = 2 in the language of this pa-
per) showed that the entanglement entropy is not always
only dependent on the central charge of the bulk the-
ory (as maybe naively expected). The natural question
is whether the conformal field theory formalism that has
been successfully applied to the bulk and boundary case71
can be generalized to the junction. Furthermore, if we
would be able to solve the non-equilibrium problem with
changing the boundary condition (e.g. suddenly adding
or removing the junctions, as done for n = 2 in Ref. 72),
one can think of using the junction as an entanglement
meter following the recent proposal based on quantum
noise measurement73.
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APPENDIX A: BOSONIZATION AND
QUANTIZATION OF THE TL MODEL
1. The line
The basic tool for quantizing the system, described by
the Eqs. (5), is the algebra A generated by the bosonic
annihilation a(k) and creation a∗(k) operators satisfying
[a(k) , a(p)] = [a∗(k) , a∗(p)] = 0 , (A1)
[a(k) , a∗(p)] = 4π|k−1|Λδ(k − p) , (A2)
where the normalization can be fixed such that
|k−1|Λ = d
dk
[
θ(k) ln
k eγE
Λ
]
. (A3)
The derivative here is understood in the sense of dis-
tributions, γE is Euler’s constant and Λ > 0 is a free
parameter with dimension of mass having a well-known
infrared origin. It is useful to introduce
u(Λξ) ≡
∫ ∞
0
dk
π
|k−1|Λe−ikξ = − 1
π
ln(Λ|ξ|)− i
2
ε(ξ)
= − 1
π
ln(iΛξ + ǫ) , ǫ > 0 . (A4)
The left and right chiral fields are defined by
ϕR(ξ) =
∫ ∞
0
dk
2π
[
a∗(k)eikξ + a(k)e−ikξ
]
, (A5)
ϕL(ξ) =
∫ ∞
0
dk
2π
[
a∗(−k)eikξ + a(−k)e−ikξ] , (A6)
and obey the commutation relations
[ϕR(ξ1) , ϕR(ξ2)] = [ϕL(ξ1) , ϕL(ξ2)] = −iε(ξ12) , (A7)
[ϕR(ξ1) , ϕL(ξ2)] = 0 , (A8)
and have the correlations
〈ϕR(ξ1)ϕR(ξ2)〉 = 〈ϕL(ξ1)ϕL(ξ2)〉 = u(Λξ12) , (A9)
with ξ12 = ξ1 − ξ2 and obviously 〈ϕR(ξ1)ϕL(ξ2)〉 = 0.
Defining the chiral charges by
QZ =
1
4
∫ ∞
−∞
dξ (∂ϕZ)(ξ) , Z = R,L , (A10)
one gets
[QR, ϕR(ξ)] = [QL, ϕL(ξ)] = −i/2 ,
[QR, ϕL(ξ)] = [QL, ϕR(ξ)] = [QR, QL] = 0.(A11)
It is worth mentioning that all previous the commutation
relations are invariant under the duality transformation
ϕR(ξ) 7→ ϕR(ξ) , ϕL(ξ) 7→ −ϕL(ξ) , (A12)
which define the T-duality in string theory.
At this point we are ready to introduce a family of
vertex operators parametrized by two real variables σ
and τ defined by
A(t, x) = zei
√
π(τQ
R
−σQ
L
) : ei
√
π[σϕR(vt−x)+τϕL(vt+x)] :,
(A13)
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with
z = (2π)−1/2Λ(σ
2+τ2)/2 , (A14)
where : · · · : denotes the normal product in A and v is
some velocity to be determined by consistency. From
Eqs. (6) and (7) the fields ψ1 and ψ2 are vertex oper-
ators with interchanged σ and τ , with a normalization
constant given by Eq. (A14). The factor ei
√
π(τQ
R
−σQ
L
)
is included in the definition (A14) to ensure canonical
anionic commutation relation between ψ1,2 without in-
troducing Klein factors that will be important only for
the fields on different wires.
The following identity is useful in determining the ex-
change properties of the vertex operators and so all cor-
relation functions
A∗(t, x1)A(t, x2) = |x12|−(σ
2+τ2)e−i
pi
2 (τ
2−σ2)ε(x12)
: ei
√
π[σϕR(vt−x2)−σϕR(vt−x1)+τϕL(vt+x2)−τϕL(vt+x1)] :,
(A15)
where x12 ≡ x1 − x2.
The normalization of the charge densities ρ± is fixed
by requiring that they generate the transformations (24)
and (23) in infinitesimal form, namely
[ρ+(t, x1), ψα(t, x2)] = −δ(x12)ψα(t, x2) , (A16)
[ρ−(t, x1), ψα(t, x2)] = −(−1)αδ(x12)ψα(t, x2) . (A17)
2. The half-line
In the main text, we stressed that on the half line right
and left modes couple and have non trivial commutation
relations given by Eq. (49). This gives rise to few changes
to the relations valid on the full line. The vertex operator
is always defined by Eq. (A13), but the normalization
constant is affected by the boundary34:
z =
{
(2π)−1/2Λ(σ+τ)
2/2 , η = 0 ;
(2π)−1/2Λ(σ−τ)
2/2 , 0 < η ≤ ∞ . (A18)
The right-left coupling also affects the correlation func-
tions of the field ϕ. In fact, while the right-right and
left-left correlators are still given by Eq. (A9), the mixed
ones are
〈ϕR(ξ1)ϕL(ξ2)〉 =


u(Λξ12) η = 0,
−u(Λξ12) η =∞,
−u(Λξ12)− v−(Λξ12) 0 < η <∞,
(A19)
〈ϕL(ξ1)ϕR(ξ2)〉 =


u(Λξ12) η = 0,
−u(Λξ12) η =∞,
−u(Λξ12)− v+(Λξ12) 0 < η <∞,
(A20)
where the “boundary propagator” is
v±(ξ) =
2
π
e−ξEi(ξ ± iǫ), (A21)
and Ei(x) =
∫∞
x dze
−z/z is the exponential integral func-
tion, that at small x has the right logarithm expansion.
Note that in the above formulas for mixed correlators
ξ1 = vt1 − x1 and ξ2 = vt2 + x2 or viceversa, thus
ξ12 = vt12 ∓ x˜12, with the sign depending on the cor-
relator if it is right-left or left-right respectively.
3. The junction
For the theory on the star graph, all the relevant com-
mutation relations and correlators of the fields follow
from those on the half line after performing the linear
transformation U in Eq. (61). In fact all the fields ϕd
are just delocalized fields satisfying the proper bound-
ary conditions reported above with different ηi for each
mode. Thus, comparing with the half line equations (49),
it is straightforward to derive the commutation relations
for the right and left movers on the wires
[ϕi1,R(ξ1), ϕii2,R(ξ2)] = [ϕi1,L(ξ1), ϕi2,L(ξ2)]
= −iǫ(ξ12)δi1i2 , (A22)
[ϕi1,R(ξ1), ϕi2,L(ξ2)] = U−1i1k1Ul2i2 [ϕdk1,R(ξ1), ϕdl2,L(ξ2)] ,
(A23)
where ϕdR,L(ξ) = UϕR,L(ξ) and
[ϕdi1,R(ξ1), ϕ
d
i2,L(ξ2)] =

−iǫ(ξ12)δi1i2 , ηi1 = 0 ;
iǫ(ξ12)δi1i2 , ηi1 =∞ ;[
iǫ(ξ12)− 4iθ(ξ12)e−ηi1ξ12
]
δi1i2 , 0 < ηi1 <∞ .
(A24)
The mixed commutator (A23) simplifies greatly for crit-
ical boundary conditions
[ϕi1,R(ξ1), ϕi2,L(ξ2, i2)] = −iǫ(ξ12)Si1i2 . (A25)
Note that at spacelike distances where vt12− x˜12 < 0, the
commutators (A22) and (A23) behave as if the scattering
matrix were replaced by the critical one obtained in the
infrared limit Λ→∞ or equivalently k → 0
[ϕi1,R(ξ1), ϕi2,L(ξ2)]|(v2t212−x212<0)
= −iSi1i2(0) . (A26)
This simply means that ϕR,L has the same properties of
locality than its infrared limit.
The last complication on the star graph arises in the
definition of the anyonic fields ψ1,2. To have the correct
commutation relation they must be defined according to
ψ1(t, x, i) = zi ηi e
i
√
π(τQi,R−σQi,L)
× : ei
√
π[σϕi,R(vt−x)+τϕi,L(vt+x)] : ,
ψ2(t, x, i) = zi ηi e
i
√
π(σQi,R−τQi,L)
× : ei
√
π[τϕi,R(vt−x)+σϕi,L(vt+x)] : , (A27)
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where zi are fixed to
zi = (2π)
−1/2Λ[(σ
2+τ2)+2στSii(0)]/2 , (A28)
and ηi are the anyonic Klein factors needed to ensure the
correct commutation of anyon fields on different edges
ψ(t, xi, i)ψ(t, xj , j) = e
−iπκǫijψ(t, xj , j)ψ(t, xi, i) ,
(A29)
where ǫij = ǫ(i − j). It is straightforward to build them
for example in terms of the auxiliary Majorana algebra
[ci, cj] = iκǫij and c
∗
i = ci resulting in ηi =: e
πici :. These
factors are of fundamental importance when considering
as junction condition Eq. (4), because it is written in
terms of anyonic degrees of freedom. Oppositely, because
the junction condition we use is written in terms of cur-
rents that only get (re)normalized by the statistics, they
are inessential. For this reason we do not discuss them
further, remanding the interested readers to the complete
treatment presented in Ref. 74 and in the appendix E of
9.
APPENDIX B: CRITICAL POINTS
By scale invariance any critical point is associated with
a k-independent S-matrix satisfying unitarity (35), Her-
mitian analyticity (36) and time-reversal invariance (37),
i.e.
S
∗ = S−1 , S∗ = S , St = S . (B1)
The classification of these S-matrices is now a simple
matter. Indeed, one can easily deduce from (B1) that the
eigenvalues of S are ±1. Let us denote by p the number
of eigenvalues −1. The values p = 0 and p = n corre-
spond to the familiar Neumann (SN = I) and Dirichlet
(SD = −I) boundary conditions respectively. A richer
structure appears for 0 < p < n. In that case the S-
matrices satisfying (B1) depend on p(n−p) ≥ 1 parame-
ters, giving raise to whole families of critical points20,21.
Let us describe them explicitly for n = 2, 3, 4.
The only possibility for n = 2 is p = 1, leading to the
one-parameter family39,40
S =
1
1 + α2
(
α2 − 1 −2α
−2α 1− α2
)
, (B2)
with α a real number. For α = −1 one has full transmis-
sion and no reflection, which corresponds to the theory on
the whole line. This is an example of exceptional bound-
ary conditions already mentioned66. It is only the only
S matrix in the family satisfying Kirchhoff’s rule for the
electric charge. Oppositely, α = 1 is the only matrix sat-
isfying Kirchhoff’s rule for the U˜(1) charge, as predicted
by duality.
In the case n = 3 one has two possibilities: p = 2
and p = 1. In both cases one has a family with two real
parameters α1,2:
S2(α1, α2) =
1
1 + α21 + α
2
2
×
 α21 − α22 − 1 2α1α2 2α12α1α2 −α21 + α22 − 1 2α2
2α1 2α2 1− α21 − α22

 , (B3)
and
S1(α1, α2) = −S2(α1, α2) . (B4)
For generic values of the parameters these S-matrices
violate both U(1) and U˜(1). Preserving U(1), one must
impose (39) on (B3). This implies α1 = α2 = 1, leading
to the isolated critical point
S2 =
1
3

 −1 2 22 −1 2
2 2 −1

 , (B5)
which is invariant under edge permutations. From (B4)
one obtains instead α2 = −(1 + α1). Therefore, setting
α ≡ α2, one has in this case the one-parameter family of
critical points
S1 =
1
1 + α+ α2

 −α α(α+ 1) 1 + αα(α + 1) α+ 1 −α
α+ 1 −α α(α+ 1)

 ,
(B6)
which is not invariant under edge permutations for
generic α. Summarizing, the critical points which respect
U(1) are S0 = I3, (B5), and (B6). The matrix (B5) has
been discovered by means of RG techniques by Nayak et
al.1. The family (B6) appeared for the first time in 21.
If one wants to preserve U˜(1), one must require (40).
One is left therefore with S3 = −I3,
S2 = − 1
1 + α+ α2

 −α α(α+ 1) 1 + αα(α+ 1) α+ 1 −α
α+ 1 −α α(α + 1)

 ,
(B7)
and
S1 = −1
3

 −1 2 22 −1 2
2 2 −1

 , (B8)
as predicted by duality.
For n = 4 the general matrices satisfying all the con-
straints (B1) are too large to be reported here. Thus
we only give the critical points for n = 4 satisfying the
Kirchhoff’s rule Eq. (39) for the electrical current [the
analogous ones with the Kirchhoff’s rule Eq. (39) are just
−S because of duality]. Besides S0 = I4 corresponding
to p = 0, one has:
14
(i) for p = 1 the S-matrix depends on two real param-
eters α1,2 and results to be
S11 =
1
∆1
(α1 + α
2
1 + α2 + α1α2 + α
2
2) ,
S22 =
1
∆1
(1 + α1 + α
2
1 + α2 + α1α2) ,
S33 =
1
∆1
(1 + α1 + α2 + α1α2 + α
2
2) ,
S44 = − 1
∆1
(α1 + α2 + α1α2) ,
S12 = − 1
∆1
α2 , S13 = − 1
∆1
α1 ,
S14 =
1
∆1
(1 + α1 + α2) ,
S23 = − 1
∆1
α1α2 , S24 =
1
∆1
α2(1 + α1 + α2) ,
S34 =
1
∆1
α1(1 + α1 + α2) ,
with ∆1 = 1+α1+α
2
1+α2+α1α2+α
2
2. The remaining
entries are recovered by symmetry. Note that this matrix
is not invariant under edge permutations.
(ii) for p = 2 the S-matrix still depends on two real
parameters:
S11 =
1
∆2
[3α21 + 2α1(1− α2)− (1 + α2)2] ,
S22 =
1
∆2
[−1− α21 + 2α2 + 3α22 − 2α1(1 + α2)] ,
S33 =
1
∆2
[3− α21 + 2α2 − α22 + 2α1(1 + α2)] ,
S44 = − 1
∆2
[α21 + 2α1(1− α2) + (1 + α2)2] ,
S12 =
2
∆2
(1 + α1 + α2 + 2α1α2) ,
S13 =
2
∆2
[α2(1 + α2)− α1(2 + α2)] ,
S14 =
2
∆2
(1 + α1 − α1α2 + α22) ,
S23 =
2
∆2
(α1 + α
2
1 − 2α2 − α1α2) ,
S24 =
2
∆2
(1 + α21 + α2 − α1α2) ,
S34 =
2
∆2
(α1 + α
2
1 + α2 + α
2
2) ,
where ∆2 = 3 + 3α
2
1 + 2α1(1− α2) + 2α2 + 3α22. Also
this matrix is not invariant under edge permutations.
(iii) for p = 3 the we have only an isolated S-matrix:
S =
1
4


−2 2 2 2
2 −2 2 2
2 2 −2 2
2 2 2 −2

 , (B9)
which is invariant under edge permutation. This is the
analogous for four wires of the Nayak et al. result1.
Recently, the p = 1 matrix with α1 = 1 and α2 = −1
and the p = 3 matrix has been found to describe the
scattering matrix for a proposed experiment to detect
the helical nature of the edge states in quantum Hall
systems.
We conclude this appendix with the matrix with p =
n− 1 for general n satisfying the electric Kirchhoff rule:
S =
1
n


(2− n) 2 2 · · · 2
2 (2− n) 2 · · · 2
...
...
... · · · ...
2 2 2 · · · (2− n)

 . (B10)
since it is the most stable in the RG phase diagram as
shown in the text. This is the only matrix which is invari-
ant under wire permutations (i.e. that has all diagonal
elements equal and non-diagonal as well), satisfying the
Kirchhoff’s rule and with all non-vanishing entries.
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