This paper deals with the estimation of a failure probability of an industrial product. To be more specific, it is defined as the probability that the output of a physical model, with random input variables, exceeds a threshold. The model corresponds with an expensive to evaluate black-box function, so that classical Monte Carlo simulation methods cannot be applied. Bayesian principles of the Kriging method are then used to design an estimator of the failure probability. From a numerical point of view, the practical use of this estimator is restricted. An alternative estimator is proposed, which is equivalent in term of bias. The main result of this paper concerns the existence of a convex order inequality between these two estimators. This inequality allows to compare their efficiency and to quantify the uncertainty on the results that these estimators provide. A sequential procedure for the construction of a design of computer experiments, based on the principle of the Stepwise Uncertainty Reduction strategies, also results of the convex order inequality. The interest of this approach is highlighted through the study of a real case from the company STMicroelectronics.
Introduction
To evaluate the profitability of a production before the launch of its manufacturing process, most industrial companies use computer simulation in order to measure the impact of the variability inherent to it. It consists in virtually testing possible configurations of the fluctuating parameters of the given industrial product, and predicting its performance by studying the simulation results in light of specifications. In this paper, the product under study is defined by a number of d ∈ N * fluctuating parameters. Generally called factors, these parameters vary in a set X ⊂ R d , assumed to be known. Moreover, each simulation is supposed to require the execution of a complex and expensive calculation code, so that we consider the model:
where the vector input x ∈ X is a set of factors that represents some experimental conditions and g : X → R is a black-box function that is costly to evaluate. It is assumed deterministic, which means that evaluations of this function with the same input always return the same output. The scalar output y is a numerical value, generally called response, that measures the product performance in the configuration describes by x. Besides, a probability distribution P X is given on X and reflects the variability of the factors. We assume that we know how to simulate according to this distribution, so that a sequence (X i ) 1≤i≤N , where N ∈ N * , of random variables i.i.d. according to P X is available. Here, a failure consists in the output of a computer experiment exceeding a threshold T ∈ R, so that we are interested in estimating the probability p defined by:
usually called failure probability in industrial fields. The main difficulty is obviously that the evaluation budget for the function g needed to estimate p is severely limited. That is why a naive Monte Carlo estimation method, which consists in simulating an i.i.d. sample (X i ) 1≤i≤N w.r.t. P X and setting:
is clearly unreasonable. Indeed, recall that the accuracy of such an estimate is usually given by the relative standard deviation of p N , which is equal to (1 − p)/N p. This means that, for instance, one needs to select a sample of size N of order 10 5 in order to obtain a relative precision equals to 10% for the estimation of a probability of 10 −3 . Since any evaluation of g is very expensive, such a computational burden is unrealistic. Thus, we assume in all this paper that only a budget of n N evaluations of g is available in order to estimate p. This implies, on the one hand, setting a design of experiments (x i ) 1≤i≤n ∈ X n where to perform the evaluations and, on the other hand, building a reliable estimator despite this limited number of observations. In an industrial context, it means that we aim at choosing the configurations of the product parameters to be explored first by numerical simulation in order to obtain relevant information on its performance. Moreover, we are interested in providing a measure of uncertainty about the result obtained, which is essential when information is scarce and not systematically provided by methods already existing in the literature to answer a similar problem.
The function g being unknown, we focus in this paper on a modelling method called "Kriging". Initially developed for geostatistics (see, e.g., [20] , [28] , [45] ), this approach gained later considerations in the design and analysis of computers experiments (see, e.g., [35] , [39] and [41] ). The applications to failure probability estimation and, more generally, structural reliability problems are rather recent (see, e.g., [9] , [21] and [26] ). In [2] , Bayesian principles of Kriging are used to design an estimator of the probability of failure p, defined as a random variable S n taking values in [0, 1] . From a Bayesian point of view, the limitations of this estimator are as follows: its exact distribution is out of reach, its empirical distribution is difficult to calculate and its caracteristics (Bayes risk, variance, quantiles, . . . ) cannot be estimated at a lower cost. In [32] , an alternative estimator is proposed, which is equivalent in terms of bias. Denoted by R n , we aim at providing methods to learn about the distribution of S n by considering R n . Our main contribution is about the existence of a convex order between these two estimators, meaning that for all convex function ϕ, we have:
We show that Inequality (1) allows for comparing their efficiency and can be exploited to achieve our objectives. Since we consider that the mean value of S n provides an estimation of p, we build credible intervals in order to quantify the uncertainty on this measurement. For a fixed value of α ∈ [0.1], an interval [a α , b α ] satisfying:
is a (1 − α)-credible interval for the distribution of S n . The credible intervals we propose here are derived from Inequality (1) and give better results than the one based on the Markov's inequality proposed in [2] . Among all the methods already available in the literature which also use the Kriging method to answer a problem of estimating a probability of failure, this information is rarely available. The second concerns the choice of the experimental design (x i ) 1≤i≤n . Based on the principle of the Stepwise Uncertainty Reduction (SUR) strategies presented in [7] , we use our result on the convex order to implement a sequential procedure. By using a criterion based on the variance of R n , the points to be added to the design of experiments are iteratively selected and the model is adjusted according to these new observations. The interest of this approach is particularly highlighted through the study of a real case from the company STMicroelectronics. As a reference, a Monte Carlo analysis based on 1000 numerical simulation results have been performed and we will see that the estimations obtained with a much smaller number of simulations are compatible with those obtained with 1000.
In Section 2, we first briefly recalls the Kriging method in a Bayesian framework. Then we define the random variable S n , and we recall the advantages and limitations of this approach encountered in previous work on the subject. In Section 3, we present the random variable R n and, in section 4, we show that there is a convex order between these two random variables. In Section 5, several applications of this result are given and we are particularly interested in the construction of credibility intervals (2) . In addition, we describe in Section 6 the principles of SUR strategies for the construction of the experimental design and introduce our alternative sampling criterion. In Section 7, we propose some illustrations for a one-dimensional artificial example and an industrial case. Finally, a conclusion and perspectives are given in Section 8. Proofs are detailed in Section 9.
A first estimator
Let us assume that function g is observed at points of a fixed design of experiments D n = (x i ) 1≤i≤n ∈ X n and denote by g n = (g(x i )) 1≤i≤n the vector of observations. We precise that we do not address here the problem of the choice of the most efficient design to perform evaluations of g. We refer instead to [9] , [18] , [40] and the sequential strategy presented in section 5.
Gaussian process models
Bayesian principles of the Kriging method are basically the following. First, the function g is assumed to be a sample path of a random process ξ indexed by X, which is generally chosen Gaussian (prior model). This is indeed one of the rare model for which analytical calculations can be carried out and which is well suited to a number of observed physical phenomena. Then, the distribution of ξ is conditioned by the fact that a realization of the random vector ξ Dn = (ξ(x i )) 1≤i≤n is observed and equal to g Dn . It turns out that the process is still Gaussian (posterior model). All its sample paths interpolate the observed points (for more information, see, e.g., [35] , [41] and [45] ). To simplify, we note ξ n the random process with the same finite-dimensional laws as the posterior process ξ conditioned on observations, which implies the following equality in law:
For all x ∈ X, we denote by
n (x)), ∀x ∈ X. For all i = 1, . . . , n, they satisfy m n (x i ) = g(x i ) and σ 2 n (x i ) = 0, which means that all sample paths of ξ n are indeed functions that interpolate points of coordinates (D n , g Dn ). Explicit expressions of the Kriging mean and Kriging variance can be found in many books and publications (see, e.g., [39] and references mentioned above). They are not useful in the rest of this paper though, so it is not considered necessary to recall them here. However, we point out that these quantities are easily computable in practice, provided that the covariance matrix (Cov(ξ(x i ), ξ(x j ))) 1≤i,j≤n is positive-definite. Thus, it depends on the crucial choice of the covariance function that characterizes the dependency between the points of the design D n . See, e.g., [1] for general properties and [35] for an exhaustive list of covariance functions, but also standard methods for selecting one based on the observations (the so-called Leave-One-Out cross-validation method, for instance). Note that the results presented further are completely independent of the choice of the covariance function. Besides, although it is more convenient to choose a Gaussian random process, our results are actually valid for any choice of a prior distribution, provided that one can easily compute the following probability of membership to the failure set:
which satisfies in the Gaussian case:
where Φ is the cumulative distribution function of the standard Gaussian distribution. We precise in advance that one-dimensional examples of Gaussian process modeling are given Figure 1 . The dashed black line is the function m n and gray areas are 95%-confidence intervals written as follows:
Bayesian approach
In order to build an estimator of p, Bayesian principles of Kriging can be used as follows.
Under the assumption that g is a trajectory of a Gaussian process ξ, the probability p is a realization of the random variable S ∈ [0, 1] defined by:
Intuitively, the probability that a trajectory of ξ exceeds the threshold T is a realization of S. As stated in [2] , it is straightforward to show that the posterior distribution of S knowing that ξ n = g n is the same as the random variable S n ∈ [0, 1] defined by:
If the process ξ n is sufficiently informed so that sample paths accurately reproduce the behaviour of g in the neighborhood of T , it is then reasonable to assume that any realization of S n is relatively close to p. Consequently, the first estimator we consider in this paper is the random variable S n and the quantities of interest are, in particular, its mean value, its variance and its quantiles. Thus, let us denote by µ n the mean value of S n , i.e. the posterior mean value of S knowing ξ n = g n . It is well-known that, in the Bayesian framework, this quantity refers to the Bayes estimator of S with respect to the quadratic loss function (see, e.g., [36] ). Here, µ n has a very simple analytic expression and is written:
The function p n given in Equation (4) is rather inexpensive to evaluate, so that we can apply a naive Monte Carlo method to estimate µ n . This does not require additional calls to the function g. Indeed, by taking N ∈ N * large enough, it is sufficient to generate an i.i.d. sequence of random variables (X i ) 1≤i≤N with respect to P X and consider the following approximation:
The numerical value, returned by (9) in practice, can be used to estimate the probability of failure p.
Limits
To evaluate the efficiency of the estimator S n , it is desirable to calculate its variance. In the Bayesian framework, this quantity refers to the posterior risk with respect to the quadratic loss function (see, e.g., [36] ). One can easily check that it is equal to:
Note that, more generally, the raw moment of order m ∈ N * satisfies:
In practice, these measures can be estimated by using a naive Monte Carlo method, an estimator of the right term in (10) is already given in Equation (9) . Nevertheless, the computation time requested by this approach can be high since it involves the computation of a joint probability. Besides, according to our knowledge, to get the distribution of S n is unachievable and it seems unreasonable to learn about it by making statistical inference from the analysis of realizations of S n . Indeed, generate a realization of this random variable involves, on the one hand, simulating a trajectory of the random process ξ n and, on the other hand, performing an integration with respect to P X (through a naive Monte Carlo method, for instance). A method based on the discretization of the set X for the simulation of trajectories conditionally on observations is proposed in [2] . However, the authors acknowledge that this approach could lead to burdensome calculations, since it requires the inversion of a covariance matrix whose size depends on the number of points selected for discretization. Yet, the latter grows exponentially with the dimension of X. Note that authors in [2] also propose to upper-bound the quantiles of S n with an approach based on the Markov's inequality, and another one based on the principle of the Importance Sampling method, which is a variance reduction technique for the Monte Carlo method. The first one will be detailed in Section 5.
An alternative estimator
From a Bayesian point of view, it is natural to consider the random variable S n introduced in the last section, despite its distribution is out of reach. To learn about it and, consequently, justify the interest of the Bayesian approach for estimating the probability of failure p, we use an alternative estimation method proposed in [32] . By taking a random variable U uniform on [0, 1], it involves the alternative random variable R n ∈ [0, 1] defined by:
where p n is defined in Equation (4). It is easy to verify that S n and R n are equivalent in terms of bias:
Note that, in [32] , the authors prove that the uniform law on [0, 1] is the only one for U such that, for any law P X and for any distribution choice for the ξ process, we have:
Except for this result of equality of the means, the relationship between S n and R n is not further studied in [32] , the authors having being focused on intrinsically justify the choice of R n for the estimation of p, in case of a deterministic function g. The second estimator we consider in this paper is then the random variable R n and, at this stage, its advantages are the following. Firstly, the law of R n does not directly depend on the law of ξ n . Indeed, the information provided by the fact that ξ n = g n is taken into account through the function p n and ensures that only the marginal laws of ξ n are involved in the modelling. Secondly, the function p n has the advantage of being relatively inexpensive to evaluate and the random variable U is unidimensional, regardless of the d dimension of X. Finally, unlike S n , we can approximately simulate according to the distribution of R n at a lower cost. Indeed, if we generate an i.i.d. sample (U j ) 1≤j≤M w.r.t. the standard uniform law and another one (X i ) 1≤i≤N w.r.t. P X , then we can consider that:
A convex order inequality
The theory of stochastic orders aims at providing tools to compare the distributions of random variables to assist in decision making. An overview of the many existing orders can be found in [42] and a basic introduction of the most popular stochastic orders is given in [31] . The convex order is one of them and is usually used to compare the variability of random variables which have the same mean value. As a reminder, the definition of the convex order is the following (see, e.g., [42] , Chapter 3):
Definition 4.1. The random variable X is said to be smaller than the random variable Y in the convex order, denoted X ≤ cx Y , if for all convex function ϕ : R → R, provided that the expectations exist, we have:
Recall that S n and R n are equivalent in terms of bias. Our main result concerns the existence of such a relationship between these random variables, meaning that it is possible to compare their efficiency.
Proposition 4.1. The random variables S n and R n defined in (7) and (12) satisfy:
According to Definition 4.1, we immediately notice that Proposition 4.1 implies that:
Recall that the variance and the m-th moment of S n are respectively given in Equations (10) and (11) . Then, Inequalities (13) are in fact immediate, since we have:
and P (A ∩ B) ≤ min (P(A), P(B)). The Inequalities (13) show that S n is a better estimator than R n in terms of precision. Nevertheless, we give priority to R n because, as mentioned above, it has the same mean value µ n and is proved to be of better practical use. Besides, Inequalities (13) also ensure that we can estimate bounds of the raw moments of S n . Indeed, unlike suggested by Equation (14), the calculation cost to estimate the raw moments of R n does not increase with the order m. Since we can simulate a sequence of random variables approximately i.i.d. according to the distribution of R n (see Section 3), it is sufficient to calculate the empirical moments. Concerning the variance of R n , more details will be given in Section 6. Before that, let us precise that many properties related to the convex order are verified by S n and R n (see Chapter 3 of [42] for an overview). We focus, in the next section, on those that provide information on the distribution of S n and approximations of its quantiles.
5 Bounding quantiles using convex order
Improved bounds
Recall that the quantile function F −1
X of a random variable X is defined for all α ∈ [0, 1] by:
where the quantity F −1
It is not always easy to estimate a quantile and, generally, the proposed approach is non-parametric: an i.i.d. sample is simulated according to the law of X and the empirical estimator is considered (see, e.g., [24] ). There are many applications in finance that refer to the quantile of a distribution, used as a measure of risk called Value-at-Risk (see, e.g., [16] , [17] et [34] ). In the following proposition, we show that the quantile function of R n has in fact an analytical expression, so that it can be estimated using a naive Monte Carlo method based on simulations w.r.t. P X (see Section 2.2).
Proposition 5.1. Let R n be the random variable defined in Equation (12) . Then the quantile function F
−1
Rn of R n satisfies:
Now, we aim at providing an approximation of the quantile function of S n . For this purpose, authors in [2] suggest to use the inequalities of Markov and Chebyshev's inequality. Here, they lead to the following:
In Section 2.2, we have explained how to estimate µ n at low cost, so that the first bound in (16) is easy to estimate. On the other hand -and this is underlined in [2] -the Monte Carlo method for the estimation of the variance of S n requires relatively high computation times (this point has already been discuss in Section 2.3). A simple way to get around the problem is to bound from above the variance of S n in (16) by the variance of R n :
The variance of R n is cheap to estimate (we recall that an easy-to-implement method will be proposed in Section 6.3). Nevertheless, we acknowledge that the upper-bound (17) based on the variance of R n provides a less effective control than the one based on the variance of S n . That is why, in order to achieve a compromise between precision and computational complexity, the following bounds are proposed.
Sn (α) satisfies:
where:
To our best knowledge, the intermediate bounds γ − n (α) and γ + n (α) given in Proposition 5.2 are new to address this problematic. In the proof, we show that they are obtained by using the convex order inequality between S n et R n , so that will call them "convex order bounds". The bounds δ − n (α) and δ + n (α) refer to the Markov's inequality (16) and therefore we will call them "Markov's bounds". In practice, we should take max(0, δ − n (α)) and min(1, δ + n (α)) since they are not systematically informative. Indeed,
Sn (α), and
This restriction is not verified for the convex order bounds, because they necessarily take values in (0, 1). Besides, we show in the following proposition that these latter can be written as an integrand w.r.t. the law P X , meaning that a naive Monte Carlo method can again be apply. 
and
According to Propositions 5.2 and 5.3, there is therefore no practical difficulty for approximating the quantiles of S n .
Remark 5.1. In the financial and actuarial science literature, the quantity
is a risk measure for X, usually called Conditional Value-at-Risk at level α ∈ [0, 1) (see [31] and [38] , Section 7.1.2, and [46] ). For more information on its properties and the related estimation methods, see also [11] .
Credible intervals
For a fixed value α ∈ (0, 1), our goal is here to determine an interval [a α , b α ] ⊆ [0, 1] satisfying:
In the Bayesian framework, such an interval is called (1 − α)-credible interval (or credible region). A formal definition can be found in [36] , for instance. We obviously want this interval to be easy to estimate, but it also needs to be narrow in order to provide relevant information. For any value of α ∈ [0, 1], there are indeed an infinite number of intervals [a α , b α ] satisfying (19) . According to Proposition 5.2, the convex order's bounds γ − n (α) and γ + n (α) introduced in the previous section satisfy:
Therefore, considering also Equation 15 , we have for all β ∈ (0, 1):
In other words,
The following proposal summarizes this and uses the expressions of γ 
satisfies:
For a fixed value of α ∈ (0, 1), the length of the interval given in Equation (20) depends on the value of the parameter β ∈ (0, 1). We then suggest to use in practice a classical optimization algorithm to determine the value of β which minimizes it. Otherwise, we can simply take β = 1 2 , for instance. Note that the interval I M arkov n (α, β) defined for all β ∈ (0, 1) by:
also satisfies (19) . According to Proposition 5.2, it is nevertheless wider than the one given in Equation (20) .
6 Application of the convex order to sequential design of computer experiments When the credible interval specified in Proposition 5.4 is too large to consider (9) as a reliable estimation of the probability of failure p, we conclude that the Kriging model is not sufficiently informed. To improve the prediction quality, it is necessary to add information to the model, that is to provide new observations. To this end, we propose a sequential procedure for selecting the design of experiments. It is based on the principle of Stepwise Uncertainty Reduction (SUR) strategies, which have been formalized in [7] for the Kriging framework. For a better understanding, we simplify here the formalism and adapt it to our study. For a more general presentation of SUR strategies, we can of course consult [7] , but also the thesis [12] and references therein. In addition, we precise that theoretical results justifying the performance of these methods have recently been proposed in [6] .
SUR strategies
For all n ∈ N * , we suppose that the function g has been already observed at points of a design of experiments D n = (x i ) 1≤i≤n and we aim at finding the point x * n+1 ∈ X \ D n where perform the next evaluation of g. For this purpose, we provide the probability space (Ω, F, P) with the σ-algebra F n generated by the random variables (ξ(x i )) 1≤i≤n for any set of points (x i ) 1≤i≤n . In these conditions, ξ n is the random process with the same finite-dimensional distributions as ξ knowing F n , the random variable S n is distributed according to the law of S knowing F n and R n is the random variable defined by
In addition, we adopt the following notation:
Minimization of a criterion
When n observations are available, the basic principle of SUR strategies is to define an uncertainty measure H n+1 on a quantity of interest, depending on the objective to achieve, and to select the point x * n+1 that decreases the most this uncertainty. Here, we work in the particular setting where the quantity of interest is S and its uncertainty measure is its posterior variance:
It is desirable for this variance to be as small as possible, because it ensures the relevance of the quantity (9) to estimate p when n + 1 observations will be available. Nevertheless, at this stage, the variance (22) is a random variable that depends on ξ(x n+1 ), for which only the information is the following:
n (x n+1 )). Therefore, it seems reasonable to select the point x * n+1 minimizing the variance of S n+1 in expectation:
This leads to the definition of the following sampling criterion, which is here noted as J Sn , and whose minimization leads to identify where to perform the next evaluation of g:
Alternative criteria
In practice, it is difficult to evaluate criterion J Sn without requiring high computation times (see Section 2.3). In [7] , the authors acknowledge the limitations of this approach and propose alternative criteria. For all x ∈ X, let us first define:
The alternative criteria proposed in [7] are the following:
They are easier to estimate than J Sn because they are expressed in terms of a single integral w.r.t. P X (see [7] for the implementation procedure with a Gauss-Hermite quadrature and a naive Monte Carlo method). Moreover, we precise that the Kriging mean m n is usually used as a deterministic interpolation model of function g, so that the quantity:
is also an approximation of the failure probability p, which can easily be estimated by using a naive Monte Carlo method (see [21] , [22] and [33] for applications). As shown in [7] , criteria J 1,n and J 3,n actually refer to (27) for the estimation of p, while criteria J 2,n and J 4,n refer to the expectation µ n , whose interest has been justified in Section 2.2.
Remark 6.1. The strategies described above, which aim at enriching the design of experiments by adding points one by one, are usually called "1-step lookahead strategies". In [13] , the authors show that it is possible to develop strategies, called "q-step lookahead strategies", which allow to add simultaneously q ∈ N * points. Despite its interest, this approach is not addressed in this paper.
6.2 SUR strategy based on the convex order
A new criterion
Let us recall that the convex order inequality between the random variables S n and R n implies that:
Considering this inequality, the alternative strategy we suggest consists in determining the point x * n+1 such that:
In Section 6.3, we will explain how to estimate this criterion, the calculations being equivalent, in terms of algorithmic complexity, to those required for the estimation of the criteria (J k,n ) 1≤k≤4 . Concerning the applications, we can directly consult the examples proposed in the Section 7. Before that, we propose in next sections to discuss the relevance of the criterion (28).
Remark 6.2. As mentioned in Section 2.3, the quantity H n+1 given in Equation (22) refers to the posterior Bayes risk w.r.t. the quadratic loss function. It follows immediately, from Definition 4.1, that one can derive an upper bound for any uncertainty measure H n+1 based on a convex loss function. Thus, using the surrogate random variable R n for S n , the scope of SUR strategies can be significantly extended.
Comparison of criteria
The fact that J Rn is always above J Sn is obvious and the following proposition shows in addition that it is locally closer than the functions (J k,n ) 1≤k≤4 .
Proposition 6.1. For all k = 1, . . . , 4, criteria J Sn , J Rn and J k,n satisfy:
The partial order relation (29) simply means that, if one wants a local approximation of J Sn , then one must choose J Rn . Nevertheless, we recognize that this does not guarantee that the approximation of the minimum of J Sn is better by considering J Rn rather than (J k,n ) 1≤k≤4 . To go further, we precise that the functions τ n and ν n can then be viewed as classification errors. Indeed, it is easy to verify that they reach their maximum when the membership probability satisfies p n = 1 2 . This corresponds to the dreaded situation where the Kriging model is non-informative and fails to classify points in X. In the opposite, they are equal to zero when p n = 0 or p n = 1, which is a healthy situation. As a result, in order to provide information on the sub-domains of X where the Kriging model needs to be improved, the criteria (J k,n ) 1≤k≤4 tend to ideally select the next evaluation point among the set of points where classification errors are maximal. In the following, we show that criterion J Rn can be interpreted in the same way. For this purpose, we assume that the law of the random variable p n (X) is absolutely continuous, i.e. it admits a density. Proposition 6.2. The variance of R n satisfies:
where η n is a function of the membership probability p n , defined for all x ∈ X by:
As for τ n and ν n , the function η n is equal to zero when p n = 0 or p n = 1. The following proposal shows that this function also has a maximum. 
Then, η n has a global maximum on [0, 1] at p n = q * n .
In the end, we showed that the criterion J Rn can be rewritten:
where the function η n can also be interpreted as a classification error, so that J Rn tends to ideally select the next evaluation location among the set of points with membership probability p n close to q * n .
Interpretation based on random set theory
The maximum value q * n of η n depending on the law P X , it is not easy to analyse the point selection for the criterion J Rn . Nevertheless, as shown in the sequel, the quantity q * n can be linked to recent work on SUR strategies. More precisely, in order to understand the interest of Proposition 6.3 and derive an interpretation of criterion J Rn , we introduce here some notions coming from the theory of random set (see [30] for an overview of random set theory, but also Chapter 2 of [12] for applications in the setting of SUR strategies). In our context, the set Γ n defined by:
is typically a random set. It satisfies P X (Γ n ) = S n and consequently E[P X (Γ n )] = µ n . For all α ∈ (0, 1), the α-quantile of Γ n is the set Q n (α) ⊆ X satisfying:
In particular, the set Q n 1 2 is called "Vorob'ev median" and Q n (q * n ) "Vorob'ev expectation" (see [30] ). According to Proposition 6.3, we also have
denotes the symmetric difference between two sets A and B. For any set Q ⊆ X, we consider the distance E[P X (Γ n ∆Q)] between Γ n and Q, which is called the "expected distance in measure", e.g., in [4] . The Vorob'ev median and expectation can be viewed as deterministic approximations of random set Γ n and be compared in terms of expected distance in measure. For the Vorob'ev expectation, it corresponds to the quantity:
which is called the "Vorob'ev deviation". As mentioned in Chapter 2 of [30] , the following proposition stands:
Property 6.1.
1. For every α-quantile Q n (α) of the random set Γ n , the Vorob'ev median Q n 1 2 satisfies:
2. For every set Q satisfying P X (Q) = µ n , the Vorob'ev expectation Q n (q * n ) satisfies:
Inequalities in Property 6.1 implies that sets Q n 1 2 and Q n (q * ) satisfy:
meaning that, if one wants to approximate Γ n by a α-quantile, then one must give priority to Q n 1 2 . Otherwise, one can choose Q n (q * ), so that the volume of the approximation is equivalent to the average volume of Γ n . By taking into account the remarks of the previous section, we conclude that criteria (J n,k ) 1≤k≤4 tend to preferentially select points in the neighbourhood of the boundary of Q n 1 2 , which the best approximation of the random set Γ n in sense of the expected distance in measure, while the criterion J Rn preferentially selects points in the neighbourhood of the boundary of the set Q n (q * ), which is the best approximation of the random set Γ n among all sets with volume equal to the average volume of Γ n . Note that, since we are in the first place interested in the failure probability p, estimated by measuring the average volume of Γ n , it is not aberrant to use, as an approximation of Γ n , an alternative set of equal volume on average. Moreover, we precise that authors in [12] also propose a criterion based on the Vorob'ev deviation given in Equation (31) . Let us denote by D Dev,n this quantity and by J Dev,n the criterion based on it:
Recent applications of this criterion can also be found in Chapter 5 of [3] , as well as in [23] . The authors use in particular to construct strategies that select several points simultaneously (see Remark 6.1). Besides, by denoting η * n the maximal value of function η n , i.e. when p n = q * n , we can verify that:
meaning that the criterion J Rn satisfies:
Given this total order, it would be interesting to compare the performance of these two criteria on a concrete case. Indeed, it appears that J Rn is, once again, a better approximation of the reference criterion J Sn . This paper do not study this approach in more detail, but it is a very interesting perspective considering recent work on this subject.
Implementation
The implementation procedure for J Rn is basically the same as for (J k,n ) 1≤k≤4 , as explained in Section 3.3 and Section 3.4 of [7] . Typically, since we have in the case of a Gaussian Kriging model:
we use a Gauss-Hermite quadrature to approximate this integral:
where (w q ) 1≤q≤Q and (u q ) 1≤q≤Q stand for the quadrature weights and the quadrature points.
Moreover, to approximate the variance of R n , we do the following. Let (X i ) 1≤i≤N be an i.i.d. sample with distribution P X and assume that, among probabilities (p n (X i )) 1≤i≤N , there are N distinct. Their increasing reordering is the following:
where p
as the number of occurrences of the probability p
In addition, we introduce the notation n i = N − i j=1 l j , where n N = 0 and n N −1 = l N . As a result, we get:
Note that, for N = N , the latter is equal to the Monte Carlo estimator (9).
7 Numerical experiments
A one-dimensional example
Here, we consider the efficiency of our estimation procedure on a simple artificial example, that is a modified version of the one proposed in [7] . It consists in estimating the probability p = P (g(X) > T ), where T = 1.1, X is a random variable with distribution P X = N (−0.5, 0.4 2 ) and g : X = R → R + is such that:
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We known in advance that p = 4.643 · 10 −2 . We propose to evaluate our approach with 3 different design sampling methods: an LHS-maximin method that generates a design of 30 experiments (see, e.g., [18] , [29] and [44] ) and two sequential method respectively based on the use of criteria J 4,n and J Sn . They take as an input a design of size n = 4 (see Figure 1 ). We select J 4,n because it seems to be the criterion which is the most used in practice (see, e.g., [14] ). In order to build the Kriging model, we use the function "km" of the R package called "DiceKriging" (see [37] ). By using a Leave-One-Out cross validation method, we choose a constant mean and a Matérn covariance function. For the sequential strategies, we update the Kriging model at each step by taking account of the new point and its evaluation. In Figure 1 , the initial design is represented (blue squares) and the successive choices of points according to the criterion considered can be compared (red points). Starting from a number of simulations, the two criteria select essentially the same points and the evaluations focus on the neighbourhood of the threshold T (red dashed line). In Figure 2 , we observe the progress of each SUR strategy in terms of estimations. The estimates of p (blue points) corresponding to (9) and the related credible intervals (gray area), which are derived from (20) with β = 1 2 , are all obtained performing a naive Monte Carlo method. They must be compared with the true value of p (red horizontal dashed line). According to Figure 2 , the estimations provided by J Rn and J 4,n are in both cases consistent with the true value of p. Moreover, as can be seen that the credibility intervals tends to decrease as the number of observations increases. When n = 30 observations of the function g are available for each design sampling methods, we use an i.d.d. sample w.r.t. P X of size N = 10 4 to provide (with the "predict" function from "DiceKriging" package) an estimation of p and a 95%-credible interval. We run this operation 100 times in order to get boxplots as in Figure 3 . In Table 1 , the corresponding average values are reported. We see that both sequential strategies provide very satisfactory similar results. The LHS design also leads to a good estimation of p, but the corresponding credible interval is significantly larger, meaning that the estimation of p is less reliable. Besides, we precise that the Markov's bounds of Proposition 5.2 are, in this example, not informative since they are always equal to 0 and 1. 
An industrial case study

Description of the real case
The estimation methods described in this paper have been tested on a real case of the company STMicroelectronics. It concerns the study of an electronic component called duplexer. It is a device used to filter a signal over several frequency bands in order to extract and isolate different part of it. As STMicroelectronics covers the mobile telephony market, the duplexer studied operates in the radiofrequencies (f ∼ 1 GHz). The main signal transmission channel is divided into two distinct channels. Each channel has a bandpass filter to select certain frequency components of the signal. The semi-conductor manufacturing process used to make bandpass filter is a succession of complex operations, difficult to maintain constant over time: deposition of metal layers by electrolysis, plasma etching, photolithography. . . The resulting technology, called RLC06A, can then be seen as a stack of insulating and conductive layers. The parameters subject to variations are typically the thicknesses of these deposits. For the duplexer studied, exactly 4 deposit thicknesses are influential, in the sense that their variations significantly impact filter performance. It is possible to model the natural variability of the industrial process by associating to these quantities a probability distribution, so that they become random variables. They are noted X 1 , . . . , X 4 and their distributions are extracted by from online measurements (i.e. directly on the production lines) of test patterns. These can be properly approximated by normal distributions. The parameters of each of them are given in Table 2 . In the context of high-frequency electronics, it is shown that the duplexer can be completely characterized by its dispersion matrix. This is a 3×3 matrix, which gives for each input-output of the device the proportion of the signal transmitted or reflected. Each parameter depends on the frequency. The customer's specifications are defined on these frequency characteristics: it gives a template that the frequency response of the duplexer must respect. This template does not cover the entire frequency range but only certain bands. Here, this translates into 12 responses (vectorial ouput), each of which is an unknown function of the 4 input variables given in the table 2. Each response is associated with a frequency range and has its own constraint, expressed in decibels. All the responses, their characteristics and associated constraints can be found in details in the thesis [8] , where this industrial case is also treated. Numerical simulations are performed using commercial software HFSS (High Frequency Structural Simulator, ANSYS R Electronics Desktop, Release 17.2, ANSYS Inc), which provides results for any virtual configuration of the product.
Formalism et preliminary study
Here, a numerical simulation (finite element analysis) via the HFSS software requires the execution of a calculation code, represented by a function g : x ∈ X → g(x) = (g 1 (x) , . . . , g 12 (x)) ∈ R 12 , where X ⊆ R 4 is defined is Table 2 . The product is considered defective if at least one of the response is defective, so that the probability of failure p is written:
where X = (X 1 , . . . , X 4 ) is given in Table 2 . From a formal point of view, the methods developed in this paper can still be applied, with the construction of a multi-dimensional random process. Indeed, there are Kriging models adapted to the case where the output is vectorial, called co-Kriging models (see [15] , [48] and the thesis [27] ). Despite their interest, they are not integrated here because they introduces considerable complexity for practical implementation. We explain in the next section how to deal simply with the multi-dimensional case. Before that, we precise that a preliminary study of this industrial case was carried out performing N = 1000 simulations using the software HFSS, the idea being to estimate the probability of failure using a naive Monte Carlo method. Given a sample (X i ) 1≤i≤N i.i.d. distributed according to the laws of the input factors (see Table 2 ), the estimator p N of probability (32) is:
Thus, the probability of failure is approximately 6.7 × 10 −2 and, by the central limit theorem, a 95%-confidence interval is [4.5 × 10 −2 , 8.8 × 10 −2 ]. These simulation results will be used as a reference to validate the results obtained.
Strategy for vector output
Suppose that the function g is already known at the points of a design of experiments (x i ) 1≤i≤n . For each responses, these observations are used to construct a Gaussian process model. For every j = 1, . . . , 12, we note ξ n,j the Gaussian process conditioned on observations corresponding to the j-th response. For all x ∈ X, we define:
For all j = 1, . . . , 12, by denoting p n,j (x) = P (ξ n,j (x) ≥ T j ), we also define:
Since the quantity (33) is here inaccessible, we bound it from above. Indeed, the union boundary implies that: If all models are sufficiently informed, the probabilities (p n,j (x)) 1≤j≤12 are close to 0 or 1, and this does not induce any significant error. As a result, the estimation of probability (32) , which is considered in practice, has the expression X p + n (x)P X (dx). Note that doing so, we majorize the quantity of interest (8), unknown in the multivariate case. Such a precaution is key in risk assessment. Moreover, the 95%-credibility interval considered is derived from Proposition 5.4, with β = 1 2 , and defined by:
All the integrals above are evaluated numerically applying a naive Monte-Carlo method.
Concerning the sequential SUR strategy based on the variance of R n , we proceed as follows. For each response, a Gaussian process model is constructed and we derive the variance of the random variable R n . To determine the point x n+1 where to perform the next g evaluation, the sampling criterion J Rn , which corresponds to the response for which the variance of R n is the highest, is optimized. This procedure simply consists in selecting the response for which the uncertainty about the result is the highest. Then, the selected point is added to the existing design of experiments and, finally, the values of the 12 responses are calculated.
Results
For each response, the Kriging model has a constant trend and an isotropic Matérn correlation function with parameter 3 2 . These choices have been validated by a crossvalidation method (for more information, see [8] ). Our initial design of experiments is a LHS design of size n = 50. We add 150 points by applying the SUR strategy based on the J Rn criterion. However, instead of optimizing the criterion on the whole set X, and in order to avoid additional simulations, we determine the point to add to the design of experiments from the set of points (X i ) 1≤i≤N whose values of g are already available. The results we obtained are given in Table 3 , and the successive estimates (blue points) are represented in Figure 4 . The estimated value of p by the Monte Carlo method is represented by the red dashed line: this is our reference measure, although it is not the true value of p. With only n = 150 simulations, the estimate of the failure probability obtained by applying the SUR strategy based on J Rn is equivalent to this latter. From this point of view, the results are satisfactory. Nevertheless, we recognize that the credibility intervals obtained (gray area) are not very informative in this case, except to highlight a modeling issue: the addition of data here does not seem to result in a significant selection of process trajectories compatible with them. It is possible that selecting the points to add to the design of experiments from the set (X i ) 1≤i≤N decreases the effectiveness of the strategy, or that the correlation function (and therefore the interpolation basis) chosen is not adapted in the end for at least one response.
Study with consideration of the derivative
When performing the numerical simulations, it is possible in our case to know the values of the derivatives at the measured points. Indeed, the HFSS simulator can also provide the different partial derivatives of g according to each dimension, i.e. the gradient. For each enhanced output, we can therefore construct a Kriging model that takes into account the gradient at the evaluation points. For more information on taking the value of the derivative into account in Gaussian process modeling, see, e.g. [43] and [49] . Note that, when including derivatives, it becomes fundamental to implement a robust method to set the values of the hyper-parameters as well as to invert the covariance matrix. Here, we chose again a constant trend and an isotropic Matérn correlation function (see [8] for a discussion on this model choice). The results obtained by incorporating the observed gradients are given in Figure 5 (left). They should be compared with those given in Figure 5 (right), where the Kriging model is constructed without taking into account the values of the derivatives. We treated these both cases with the same initial design of type LHS consisting of n = 50 points. Note that, this time, the candidate points are not chosen from the sample (X i ) 1≤i≤N to build the experimental design, since the simulations are carried out at points identified by the criterion J Rn . In Figure 5 , we see that from n = 50 simulations, the credibility interval is included in the confidence interval estimated by the naive Monte Carlo method. Furthermore, it decreases slightly with the addition of points to the design of experiments. These results show that adding derivatives to the model allows for significant model improvement and consequently, a more reliable estimate of the probability of failure. In addition, we see in Figure 5 (right) that the uncertainty represented by the credibility intervals is increasing and estimations are less accurate. We have observed this phenomenon several times during the various simulations conducted for the study of this industrial case. This led us to the following hypothesis that a choice of an anisotropic correlation function would be more appropriate. Note that adding degrees of freedom could also benefit to the model including derivative information. However, deriving in this case the covariance matrix requires relatively complex analytical calculations (refer to [8] for more details). We only performed this burdensome work for the Matérn isotropic correlation function, with ν = q + 1 2 , q ∈ N * . This could be an interesting development perspective.
Conclusion and perspectives
When a restricted number of data are available, it is common to use a Bayesian approach to estimate the quantity of interest. In our case, this is the product sensitivity to variations in the manufacturing process, expressed as a probability of failure. Since each observation is costly to obtain, it seems reasonable to build a surrogate probabilistic model (Kriging) and to retain the distribution of the random variable S n , defined in Equation (7) . In this way, we provide an estimation of the failure probability but also quantify the uncertainty introduced by the model. However, this distribution being inaccessible, it is necessary to propose new solutions to enable such an approach. In this article, our objective was therefore to improve the Bayesian estimation procedure by providing practical and efficient means to assess the quality of the prediction. With our main result on the convex order between S n and the alternative random variable R n given in Proposition 4.1, we believe that we achieve this goal. For example, approximations by default and by excess of quantiles of S n are deduced. We also show that we can bound from above the moments and the variance of S n . Moreover, we proved that all these quantities are very easy to estimate using a naive Monte Carlo method. In the same framework, we also derived a sequential procedure to choose a design of experiments based on the principle of the SUR strategies. We tested our different methods on a real industrial case and proved their interest. Indeed, the conclusion of this analysis is that it is possible to make quantitative risk predictions on real cases, with a very reasonable number of simulations, in a relatively light computer configuration for a company.
There are many perspectives on this work. First of all, there are a large number of properties related to the convex order (see [42] ) and others could be used to improve our knowledge of the distribution of S n (see, e.g. [10] , but also [5] and [38] for applications related to risk measures). Regarding SUR strategies, we proposed a criterion based on the variance of R n and, in order to confirm its interest, a full theoretical justification would be interesting, for example, based on the results given in [6] . In addition, it would be possible to implement a strategy that selects several points at a time, in order to reduce the number of loops required to converge to the result. The work carried out in [13] on this particular subject must be able to be extended. In addition, since SUR strategies were not initially developed for vector output, it would be interesting to consider a dedicated approach, as the multi-response case is a common situation in many industrial issues.
Proofs
Proof of Proposition 4.1
We aim at proving that S n ≤ cx R n . The proof involves the concept of comonotonicity for a random vector, so we first of all recall the definition of a comonotonic vector (see [19] and [25] for more information):
N , we have:
Recall that the convex order definition is given in Definition 4.1. In the proof, we also use the two following propositions, which can respectively be founded in Section 5 of [25] and Chapter 3 of [42] :
Proposition 9.1. If the random vector (X i ) 1≤i≤N is comonotonic and has the same marginals as (Y i ) 1≤i≤N , then: 
For all x ∈ X, we define the random variable B x = 1 pn(x)>U as a measurable function of the standard uniform random variable U . Since B x has a Bernoulli distribution with parameter p n (x), it follows that its cumulative distribution function satisfies:
£ Application of Definition 9.1. Let us first prove that for all N -tuple (x i ) 1≤i≤N , the random vector (B xi ) 1≤i≤N is comonotonic, that is:
where
The random variables (B xi ) 1≤i≤N taking only the values 0 and 1, it is enough to show it for b i ∈ {0, 1}. For that purpose, we define the finite set E = {b 1 , . . . , b N }. Firstly, we consider the particular case where all the b i 's are equal to 1. We then have P(B xi ≤ b i ) = 1, ∀i = 1, . . . , N . This implies:
so that the Equality (37) is satisfied. Secondly, we consider the case where E contains exactly j elements equal to 0, with j ∈ {1, . . . , N }. By denoting S(E) the symmetric group on E, there exists a permutation σ ∈ S(E) such that:
It follows that:
because U is uniform on [0, 1]. Hence, we have:
. . , N. Finally, we have:
so that Equality (37) is verified again. We then proved that, for all (x i ) 1≤i≤N ∈ X N , the vector (B xi ) 1≤i≤N is comonotonic.
£ Application of Theorem 9.1. Since, for all n-tuple (x 1 , . . . , x N ) ∈ X N , the vector (B xi ) 1≤i≤N = (1 pn(xi)>U ) 1≤i≤N is comonotonic and has the same marginal distributions as the vector (1 ξn(xi)>T ) 1≤i≤N , we can apply Theorem 9.1. As a result, we have:
£ Application of Proposition 9.2. Let us consider a random sample X 1 , . . . , X N of i.i.d. copies of X distributed with respect to P X . We define:
According to the law of large numbers, we have:
Let h be a continuous function. Then by the continuity theorem, knowing ξ n , we have:
and, knowing U , we have:
a.s.
Since all the above variables take values in [0, 1], then the expectations exist and by Lebesgue's (conditional) dominated convergence theorem, we have:
This implies that:
As a result, we have:
In particular, by taking h(x) = |x| in (39), the assumption (i) of Proposition 9.2 is satisfied. Moreover, by simultaneously taking into account the Definition 4.1 of a convex order and Inequality (38) , for any convex function ϕ, we have:
or, equivalently,
Thus, the hypothesis (ii) of Proposition 9.2 is also verified and this proposition applies. It follows that S n ≤ cx R n .
Proof of Proposition 5.1
We aim at proving that for all α ∈ [0, 1], the α-quantile F
−1
Rn (α) satisfies:
First of all, let us introduce some notations. Let F Rn be the cumulative distribution function of R n and G Rn = 1 − F Rn be its survival function. We recall that F
Rn (α) is defined by:
Moreover, let G pn(X) be the survival function of the random variable p n (X):
By taking U as a random variable with uniform distribution on [0, 1], it immediately comes that:
Now, let us consider the function G −1 pn(X) defined for all t ∈ [0, 1] by:
It can be verified that functions G pn(X) and G −1 pn(X) satisfy:
For all t ∈ [0, 1], the survival function G Rn then satisfies:
Finally, for all α ∈ [0, 1], we have:
Proof of Proposition 5.2
Rn (t)dt. Here, we aim at proving that for all α ∈ (0, 1), we have:
According to Proposition 4.1, we have S n ≤ cx R n . Thus, for all α ∈ (0, 1), we have (see Theorem 3.A.5. in [42] ):
Rn (t)dt and
Rn (t)dt.
The function F
Sn being monotonically increasing, we deduce that: 
Proof of Proposition 6.1
The following demonstration is based on the one for Proposition 3 in [7] , which shows that J Sn ≤ J n,k , ∀k = 1, . . . , 4. In the following, we specify this partial order and show that J Rn offers a better local approximation of J Sn than criteria (J n,k ) k=1,...,4 .
According to the convex order inequality established in the Proposition 4.1, we have Var[S n ] ≤ Var[R n ]. This means that J Sn (x) ≤ J Rn (x), ∀x ∈ X. Moreover, by definition of R n , we have:
Let us denote by |X| = E[X 2 ] 1 2 the Euclidean norm defined on the space L 2 (Ω, F, P) of the random integrable square variables. For all x ∈ X, based on the generalized Minkowski inequality (see [47] ) and given that Then,
according to Jensen's inequality. In addition, since for all x ∈ [0, 1], we have x(1 − x) ≤ min(x, 1 − x), it follows that:
Var[R n ] ≤ X min(p n (x), 1 − p n (x))P X (dx).
We then proved that:
J Rn (x) ≤ J n,2 (x) ≤ J n,4 (x) ≤ J n,3 (x), ∀x ∈ X.
We also have:
that is:
J Rn (x) ≤ J n,2 (x) ≤ J n,1 (x), ∀x ∈ X.
We then proved the following partial order:
J Sn ≤ J Rn ≤ J n,k , ∀k = 1, . . . , 4.
Proof of Proposition 6.2
By definition of R n , its variance satisfies:
E 1 pn(x)>U 1 pn(y)>U P X (dx)P X (dy) − X 2 p n (x)p n (y)P X (dx)P X (dy) = X 2 min(p n (x), p n (y)) − p n (x)p n (y) P X (dx)P X (dy),
(1 − p n (x))p n (y)1 pn(x)≥pn(y) + p n (x)(1 − p n (y))1 pn(x)<pn(y) P X (dx)P X (dy), = X (1 − p n (x)) X p n (y)1 pn(x)≥pn(y) P X (dy) + p n (x) X (1 − p n (y))1 pn(x)<pn(y) P X (dy) P X (dx) = X η n (x)P X (dx), where η n (x) = (1−p n (x)) X p n (y)1 pn(x)≥pn(y) P X (dy)+p n (x) X (1−p n (y))1 pn(x)<pn(y) P X (dy).
Proof of Proposition 6.3
In this demonstration, we assume that the random variable p n (X) is absolutely continuous, i.e. it admits a density f pn(X) . We denote by G pn(X) its survival function and F pn(X) its cumulative distribution function:
G pn(X) (t) = P(p n (X) > t) = 1 0 1 u>t f pn(X) (u)du = X 1 pn(x)>t P X (dx) = 1 − F pn(X) (t), ∀t ∈ [0, 1].
The expectation µ n of S n is then written: Let us consider the function η n given in Proposition 6.2 and defined for all x ∈ X by: η n (x) = p n (x) X 1 − p n (y) 1 pn(x)<pn(y) P X (dy) + 1 − p n (x) X p n (y)1 pn(x)≥pn(y) P X (dy).
We will show that this function has a global maximum on [0, 1] at the point: q * n = P(R n > µ n ).
To do this, let us start by noting that η n can be rewritten as follow:
η n (x) = p n (x)E (1 − p n (X))1 pn(x)≤pn(X) + 1 − p n (x) E p n (X)1 pn(x)≥pn(X) = p n (x) By applying an integration by parts to the right term, we obtain:
We set ϕ(q) = Then, G pn(X) (q) = µ n ⇔ q = P(R n > µ n ) and η n has a unique extrema at point q * n = P(R n > µ n ). According to (42) , it satisfies: X 1 pn(x)>q * n P X (dx) = µ n . By studying the sign of ϕ , it is easy to verify that it corresponds to a maximum.
