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Abstract
We investigate the phenomenon of diffusion in a countably infinite society of
individuals interacting with their neighbors. At a given time, each individual is
either active (i.e., has the status or opinion 1) or inactive (i.e., has the status or
opinion 0). The configuration of the society describes active and inactive individ-
uals. The diffusion mechanism is based on an aggregation function, which leads to
a Markov process with an uncountable set of states, requiring the involvement of
σ-fields. We focus on two types of aggregation functions – strict, and Boolean. We
determine absorbing, transient, and irreducible sets under strict aggregation func-
tions. We show that segregation of the society cannot happen, and its state evolves
towards a mixture of infinitely many active and infinitely many inactive agents. In
our analysis, we mainly focus on the network structure. We distinguish networks
with a blinker (periodic class of period 2) and those without. φ-irreducibility is
obtained at the price of a richness assumption of the network, meaning that it
should contain infinitely many complex stars and have enough space for storing lo-
cal configurations. When considering Boolean aggregation functions, the diffusion
process becomes deterministic, and the contagion model of Morris (2000) can be
seen as a particular case of our framework with aggregation functions. In this case,
consensus and non trivial absorbing states as well as cycles can exist.
JEL Classification: C7, D7, D85
Subject Classification OR/MS: Networks/graphs; Probability: diffusion, Markov
processes
Keywords: diffusion, countable network, aggregation function, absorbing set, transient
set, irreducible set
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1 Introduction
Studying diffusion in networks has a very strong and established position in the litera-
ture, with a variety of approaches and different ways of modeling diffusion. Adoption of a
new technology, product purchasing and marketing, opinion formation, influence, social
learning, information cascades and transmission, fashions, contagion and disease infec-
tion, financial contagion, among many other related phenomena, they are all relevant to
network diffusion; for surveys on these issues see, e.g., two chapters in Jackson (2008) on
diffusion through networks, and learning, and several chapters in Bramoulle´ et al. (2016)
on diffusion, learning and contagion (e.g., Lamberson (2016), Golub and Sadler (2016),
Cabrales et al. (2016)); see also e.g., Rogers (2003) for overviews of the literature on
diffusion and its applications, and Silverman (2001) for “word-of-mouth marketing”.
Our point of departure is the work of Morris (2000) on contagion, where contagion
means a diffusion phenomenon occurring when one of two actions can spread from a finite
set of individuals to the whole (countably infinite) population. The basic mechanism in
Morris (2000) is a deterministic process, known under the name of threshold model (see,
e.g., Granovetter (1978)), where an agent becomes infected (or active, as we will use this
term throughout the paper) if the number of infected agents in its neighborhood exceeds
a given threshold. To introduce some randomness in this mechanism and to make it more
realistic, we replace the threshold mechanism by the following: an agent becomes active
with some probability, which is a function of the status (active or inactive) of every agent
in its neighborhood. The probability is equal to 1 (respectively, 0) if all agents in the
neighborhood are active (respectively, inactive), and it is required that the probability
monotonically increases with the number of active agents. Such a function determining
the probability to be active is called an aggregation function. This relates the present
paper with previous works of two of the authors that study in depth models of opinion
dynamics based on aggregation functions (see Grabisch and Rusinowska (2013); Fo¨rster
et al. (2013)).
The essential differences with our previous works are the following: 1) We assume that
the society of agents is not any more finite but countably infinite, like in Morris (2000);
2) The underlying network is not any more complete but has some structure, defined by
a neighborhood relation with very weak requirements, as introduced in Morris (2000).
We elaborate on these two points. First, we argue that the countably infinite assumption
is a natural approximation of the real world when speaking of contagion or diffusion
phenomena. Indeed, diffusion never stops, does not have any border, but continues and
continues. Considering, for instance, the spread of a disease in Paris, there is clearly
no reason why it will not be transmitted to other French cities, then to its neighboring
countries, Belgium, Luxembourg, Germany, Switzerland, Italy, Spain, and so on. Second,
the neighborhood relation defined by Morris (2000) amounts to considering as network
a connected graph where each agent has a bounded number of neighbors, so that almost
any kind of network can be considered via this neighborhood relation.
The general aim of the paper is to study the evolution in the long run of the diffusion
process, and to answer some basic questions like: Is a cascade possible, leading to a state
where all agents are active, or all inactive? Is segregation possible, i.e., a stable state
where a part of the population is active while the other is not? Are other remarkable
phenomena, like cycles, possible? Our mechanism of diffusion is Markovian, and we
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investigate all its absorbing and transient classes, which permits to give a precise answer
to the above questions. However, the assumption on the number of agents (countably
infinite) makes the number of possible states of the process to be uncountably infinite.
This has a strong consequence on the analysis, as it requires the use of σ-fields and much
more complex notions than classical ones, e.g., irreducibility.
Our study provides complete results in two cases of aggregation functions: strict, and
Boolean. A strict aggregation function means that if any agent in the neighborhood of
agent i becomes active, then the probability that i becomes active is strictly higher. A
Boolean aggregation function simply means that the result is either 0 or 1. Then the
model becomes deterministic and we are back to the initial model of Morris (2000).
We summarize our main findings. In the case of a strict aggregation function, we
distinguish two types of networks: those with a blinker and those without. Roughly
speaking, a blinker amounts to having a partition of the society in two blocks, one being
active and the other inactive on odd time steps, and vice versa on even time steps (i.e.,
a blinker is a periodic class of period 2). Blinkers exist on many networks with a regular
structure and low degree (e.g., the Z2 plane where each agent has 4 neighbors: north,
east, south, west; the hexagonal pavement, regular hierarchies, etc.). Although their
probability of occurence is zero, they are of utmost importance in the analysis as they
divide the network in two parts, say the even agents and the odd agents. We show that for
networks not having a blinker, there always exist a subnetwork admitting a blinker. As
a consequence, the results obtained when a blinker exists carry over to the general case
with few changes. Our main result gives the exhaustive list of all possible absorbing and
transient φ-irreducible sets. Most notably, we find that: 1) The states where every agent
is active or every agent is inactive are absorbing, which can result from a cascade effect; 2)
Any state with a finite number of odd or even agents being active or inactive is necessarily
transient, so that no segregation can occur, and the state of the society evolves towards a
mixture of infinitely many active and infinitely many inactive agents, either odd or even.
φ-irreducibility is proved at the price of an additional hypothesis on the structure of the
network (not on the aggregation function, interestingly), which we call richness: it says
that the network should contain infinitely many “complex stars” (roughly speaking, stars
with at least 3 branches of length at least 2), and that the network has enough “space”
to store a local configuration of active/inactive agents on its neighbors. Most networks
satisfy this assumption and we characterize networks having complex stars.
As for Boolean aggregation functions, the results fairly differ. Indeed, while a cascade
effect to the limit cases where all agents are active or all are inactive is still possible, there
are many possibilities to reach other absorbing states (which is interpreted as segregation),
or cycles, depending on the value of the threshold. A more detailed study depends
essentially on the topology of the network, as we showed with Z2 and the neighborhoods
of 4 and 8 neighbors.
The remainder of this paper is organized as follows. In Section 2 we introduce the
main framework of countable networks and aggregation functions, informal and formal
definitions of our diffusion process, and key concepts useful for the analysis of Markov
chains with an uncountable set of states. We also present some first results that are
independent of specific assumptions on the aggregation functions. Section 3 is dedicated
to the study of deterministic configurations and the introduction of the notions of a
3
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fixed point and a blinker. In Section 4 we focus on strict aggregation functions and
networks with a blinker. We highlight some φ-irreducible classes, countable transient
and absorbing sets, and we prove in Section 5 that under some additional assumptions
on the network, the latter sets are also φ-irreducible. Section 6 is dedicated to the case
of strict aggregation functions where the network admits no blinker. Section 7 is devoted
to the study of Boolean aggregation functions. In Section 8, we mention briefly the case
of nonstrict and nonBoolean aggregation functions, whose more detailed analysis is left
for future research. In Section 9, some related literature on diffusion and social learning
is recalled.
2 The framework
2.1 Countable networks
Let X be the set of agents (society) considered to be countably infinite. We consider
on X a neighborhood relation: x ∼ y (x is neighbor of y) is a binary relation which
is irreflexive, symmetric, bounded (each x has at most γ neighbors, where γ is a fixed
constant), and connected. The latter means that for every x, y ∈ X, there exists a finite
path connecting x to y, i.e., there exist x1, . . . , xk ∈ X such that x1 = x, xk = y and for
each i = 1, . . . , k − 1, xi ∼ xi+1. To each agent x we associate its neighborhood Γ∼(x) as
the set of neighbors of x (if no confusion occurs, Γ∼ is simply denoted by Γ). Note that
irreflexiveness means that x /∈ Γ(x). Moreover, we assume that for any x, we have an
order on the neighbors in Γ(x).
X together with the neighborhood relation ∼ define an undirected graph, denoted by
(X,∼), whose set of nodes is X, and there is a link between x and y iff x ∼ y. Such
a graph, where ∼ is a neighborhood relation, is called a (countable) network. We give
several examples of networks below, borrowed from Morris (2000).
Example 1 (2-dimensional grid). Consider X = Z2 and the neighborhood of x is
defined as the set containing all agents within a certain distance of x, excluding x. Taking
for example the Euclidean distance, the neighborhood of x within distance 1 is formed
by the 4 agents at north, south, east and west position, i.e., (x1, x2 + 1), (x1, x2 − 1),
(x1 + 1, x2) and (x1 − 1, x2) respectively. We call this the 1-neighborhood of x. With
distance
√
2, we get 8 neighbors (4 on the diagonals in addition to the previous ones).
We may consider more general distances, not necessarily symmetric on both coordinates.
Figure 1 shows the graphs corresponding to the 1-neighborhood and
√
2-neighborhood.
Example 2 (d-dimensional grid). An immediate generalization of the previous ex-
ample is to consider X = Zd, with d any positive integer, and ∼ again defined by the
Euclidean distance.
Example 3 (hexagonal pavement). The hexagonal pavement is such that every node
has 3 neighbors (see Figure 2).
Example 4 (hierarchy). A hierarchy is a graph where each agent x has m(x) ≥ 1
subordinates, and one superior, except the root which has no superior (see Figure 3).
The numbers m(x) may differ for each agent.
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xFigure 1: Graphs with X = Z2 and ∼ corresponding to the Euclidean distance of 1 (left)
and
√
2 (right). The neighborhood of x (black node) is the set of red nodes.
x
Figure 2: Graph of the hexagonal pavement
We assume that each agent can have one of two statuses 0 and 1, which can be
interpreted in various ways (opinion on a given subject, adoption of a new technology,
infection by some disease, etc.). We will call this value the status of agent x. As we are
interested in this paper by the spread over X of one of the actions, we say that agent x
is active if his status is 1 and that he is inactive if his status is 0.
At a given time, the society is composed of active and inactive agents. The configura-
tion of the society describes who is active and who is inactive. Hence, a configuration can
be represented either by a 0-1-valued function on X (0 for inactive, 1 for active), or by
the set of active agents. The set of all possible configurations is Ω := {0, 1}X ≡ 2X. In the
sequel, we will freely use one or the other representation, whichever is most convenient.
We elaborate on both representations below.
In the function representation, a configuration is a function ω ∈ Ω, where ω(x) = 1
if x is active, and ω(x) = 0 if x is inactive. For every X ⊂ X, we denote by πX
the projection from Ω to {0, 1}X . Every element of {0, 1}X will be called a partial
configuration restricted to X . Given a subset X ′, a partial configuration in X ′ is a
x
Figure 3: Graph of a hierarchy with m(x) = 2 for each agent x
5
Documents de travail du Centre d'Economie de la Sorbonne - 2019.17
 
partial configuration for a subset X of X ′. A partial configuration θ ∈ {0, 1}X defines
naturally the set θ+ = {ω ∈ Ω, πX(ω) = θ} of all configurations compatible with θ. This
set will be called the cylinder generated by θ. Two particular configurations are the
constant functions 1, 0, which correspond respectively to the cases where all agents are
active and no agent is active. This representation is particularly convenient for defining
formally the dynamical system.
In the set representation, the state of the society is represented by the set of active
agents. We have clearly a one-to-one correspondence between the two formulations since
any configuration ω is uniquely defined by the set X of active agents, with the corre-
spondence 1X ≡ ω. For example, 1, 0 correspond respectively to X and ∅. A partial
configuration becomes a pair of disjoint sets (X, Y ) such that agents in X are active and
agents in Y are inactive. It naturally induces the cylinder (X, Y )+ of configurations such
that agents in X are active, agents in Y are inactive, and the status of agents outside
X ∪ Y is not constrained. When X and Y are finite, we will say that the cylinder is
finite. This second representation is particularly convenient when using the notion of
neighborhood.
2.2 Informal definition of the diffusion process
We now describe how the diffusion evolves in the society. Given a natural number
n, we denote by [n] the set {1, . . . , n} and for every integer γ ≥ 1, we denote by
[0, 1]≤γ = ∪γl=1[0, 1]l.
We assume that each agent’s status is randomly updated as a function of the statuses
of its neighbors. An aggregation function is a mapping A : [0, 1]≤γ → [0, 1] which is
nondecreasing w.r.t. each coordinate, and satisfies A(1, . . . , 1) = 1, A(0, . . . , 0) = 0. It is
symmetric or anonymous if A(z1, . . . , zl) = A(zσ(1), . . . , zσ(l)) for every l ∈ [γ] and every
permutation σ on [l].
We distinguish 3 cases of aggregation functions:
1. A is strict: A(z) = 0 iff z is a 0 vector and A(z) = 1 iff z is a 1 vector.
2. A is 0-1-valued (Boolean aggregation function).
3. None of the above applies: A is nonstrict and nonBoolean, i.e., there exist l ∈ [γ]
and z ∈ [0, 1]γ s.t. 0 < A(z) < 1, and there exists z′ 6= 0 s.t. A(z′) = 0 or z′′ 6= 1
s.t. A(z′′) = 1.
We assume that the probability for an agent x to be active at time t + 1, given the
configuration ω at time t, is
P (x | ω) = A(πΓ(x)(ω)), (1)
where A : [0, 1]≤γ → [0, 1] is an aggregation function. In words, the probability for x to
be active at the next stage is obtained by aggregating the vector of statuses of all the
neighbors of x in the configuration ω. The more active agents are in the neighborhood,
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the higher the probability. Moreover, x is active (respectively, inactive) for sure if all
its neighbors (respectively, none of its neighbors) were active. We make the additional
assumption that the probability for the agents to be active conditionally on ω is inde-
pendent across the agents. We will see in the next section how to define rigorously this
process.
From (1) and this informal definition, we can already highlight one specific aspect
of the dynamic process. Using the set representation, we define for any set X ⊆ X its
closure clo(X) = X and interior int(X) =
◦
X by
clo(X) = X = {x ∈ X : Γ(x) ∩X 6= ∅}
int(X) =
◦
X = {x ∈ X : Γ(x) ⊆ X}.
It is sometimes convenient to iterate the operator several times. We will define intn (re-
spectively, clon) to be the nth iteration of the operator int (respectively, clo) Accordingly,
we use the same notation for configurations: ω,
◦
ω, clo(ω), int(ω). Obviously,
◦
X ⊆ X , but
it is not true in general that
◦
X ⊆ X ⊆ X (see Example 5 below). Also, it is easy to see
that clo and int, viewed as mappings on (2X,⊆), are monotone:
X ⊂ X ′ ⇒ ◦X ⊆
◦
X ′ and X ⊆ X ′.
With this new notation, we obtain:
x ∈ ◦X ⇒ P (x | X) = 1, x 6∈ X ⇒ P (x | X) = 0. (2)
The above implications become equivalences if and only if A is a strict aggregation
function. This shows that, given that X is the set of active agents at time t, the set X ′
of active agents at time t + 1 lies in the interval [
◦
X,X ] := {Y ∈ 2X | ◦X ⊆ Y ⊆ X} with
probability 1. Moreover, if the aggregation function is strict and X is finite, then X ′ can
be any set in [
◦
X,X ] with a positive probability.
Example 5. Consider X = Z2 and the 1-neighborhood. Let ω be the configuration
defined by ω(n,m) = 1 iff |n| + |m| = 1, denoted by X in set representation (Figure 4
(left)).
◦
X and X are given in Figure 4 (middle) and (right), respectively. One can see
that
◦
X 6⊆ X 6⊆ X, however ◦X ⊆ X.
X
◦
X X
Figure 4: Interior and closure of a set X
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2.3 Formal definition of the diffusion process
We define the diffusion process as a Markov process whose set of states is the set Ω
of configurations, based on Equation (1) and the independence across agents. As Ω is
uncountable, the definition of the Markov process requires to work on σ-fields (see, e.g.,
Herna´ndez-Lerma and Lasserre (2003)).
We consider on Ω the product topology, i.e., the coarsest topology that makes the
projections on each coordinate continuous. A basis of this topology is{
Πi∈IUi, s.t. Ui ⊆ {0, 1} and there is only a finite number of i s.t. Ui 6= {0, 1}
}
Reformulating the previous line with the definitions introduced in Subsection 2.1,
the topology is generated by the finite cylinders. Since we consider the product of fi-
nite sets, the previous basis is countable. We consider on this set the Borelian σ-field
denoted by T . It is equal to the product σ-field since {0, 1} is finite (hence separable,
Kallenberg (1997)). The set Ω with the product topology is usually called the Cantor set.
Let us now define a Markov Kernel on Ω, i.e., a mapping K from Ω×T to [0, 1] such
that:
- For every ω ∈ Ω, K(ω, ·) is a probability on T ,
- For every A ∈ T , K(·,A) is measurable.
Fix ω ∈ Ω. In order to define K(ω, ·), we first construct a family of probability distribu-
tions (µY,ω)Y⊂X,Y finite on partial configuration. Consider h ∈ {0, 1}Y , we set
µY,ω({h}) = Πy∈Y (P (y | ω)h(y) + (1− P (y | ω))(1− h(y))) , (3)
where P (y | ω) = A(πΓ(y)(ω)). Notice that by definition, the distribution over Y depends
only on the projection of ω on Y . For every Y , µY,ω is a measure on the Borel σ-field of
Y (finite set). Moreover, this family of measures satisfies the assumption of Kolmogorov
Extension Theorem (Aliprantis and Border, 2006, Corollary 15.27). It follows that there
exists K(ω, ·), a probability distribution over Ω and the infinite product σ-field. By con-
struction, it satisfies the first hypothesis of a kernel.
We now check that given A ∈ T , the function K(·,A) is measurable. We first consider
a set A in the basis of T . Hence, it is a finite cylinder, i.e., there exist two finite disjoint
sets X, Y such that A = (X, Y )+. Then we know that K(ω, (X, Y )+) depends only on
the restriction of ω to agents in X ∪ Y , hence on a finite set of agents. By definition of
the product topology, the function is continuous and therefore measurable. Let
H = {A ∈ T , ω → K(ω,A) is measurable} ⊂ T
be the set of sets in T such that the mapping is measurable. Then H is a σ-field since:
- it is nonempty: ∅ ∈ H;
- it is stable under complementation since K(ω,A) = 1−K(ω,A);
8
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- it is stable under countable unions: Let (An)n∈N, then
K(ω,∪n∈NAn) =
∑
n∈N
K(ω,An).
The countable sum of measurable mappings is also measurable.
Since H contains the finite cylinders, it follows that T ⊂ H and we have the equality:
for every A ∈ T , the function K(·,A) is measurable.
We can now rewrite Equations (2) in terms of the Markov chain. Switching to the set
notation, (X, Y )+ is the interval [X, Y c], and with some abuse of notation we keep the
same symbol for the σ-field T . Given that X is the present configuration, the configura-
tion at next time step lies in the interval [
◦
X,X] with probability 1:
K(X,A) = 1 if [ ◦X,X ] ⊆ A (X ⊆ X).
Observe that if X is finite, [
◦
X,X ] can easily be seen to be an element of T since
[
◦
X,X ] =
⋂
x 6∈X
(
◦
X, {x})+.
The same conclusion holds with infinite sets as well, so that any interval [X, Y ] is an
element of T , and so are the singletons {X} for any X ⊆ X.
Formula (3) permits to compute the kernel when everything is finite. Specifically, with
X, Y finite, we have K(X, {Y }) = µX,X({Y }). We can also compute the kernel for every
element of the basis. Supposing A = (X, Y )+, we have simply K(Z,A) = µX∪Y,Z({X}).
By σ-additivity, we can deduce that K(X,A) = 0 if |X| is infinite and |A ∩ [ ◦X,X ]| is
finite.
2.4 Properties and first results
We first introduce some useful notions for the study of Markov chains with an uncountable
set of states and present several results that do not depend on additional assumptions on
the aggregation function or the neighborhood.
Definition 1. A set A ∈ T is called absorbing if K(ω,A) = 1 for every ω ∈ A.
Proposition 1. {1} (everybody is active) and {0} (nobody is active) are absorbing sets.
Definition 2. A set A ∈ T is called transient if for every configuration ω ∈ A there
exists n ∈ N such that Kn(ω,A) < 1.
Definition 3. Let ω be a configuration and A ∈ T be a set of configurations. We say
that A is reachable from ω if ∑
n∈N
Kn(ω,A) > 0.
In order to prove that a set is reachable, we will mainly rely on the following definition
of a trajectory. Indeed, the existence of a trajectory from ω to A is equivalent to the fact
that A is reachable from ω.
9
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Definition 4. A trajectory from ω to A is a finite sequence of sets of configurations
(A1, . . . ,An) such that
- A1 = {ω},
- An = A,
- for every 1 ≤ l ≤ n, ∀m ∈ Al, K(m,Al+1) > 0.
We will often apply Definition 4 such that every set Ai is a cylinder generated by a
partial configuration (Xi, Yi). When doing so, it will be easier to speak directly about a
trajectory of partial configurations.
Definition 5. Given φ a non-trivial σ-finite measure on T , the Markov chain is φ-
irreducible if
+∞∑
n=1
Kn(ω,A) > 0, ∀ω ∈ Ω whenever φ(A) > 0.
In Proposition 1, we saw that the singletons {0} and {1} are absorbing sets. This
implies that the diffusion Markov process K is not irreducible.
Lemma 1. For any non-trivial σ-finite measure φ on T , K is not φ-irreducible.
Proof. We prove the result by contradiction. Let φ be such that the Markov chain is φ-
irreducible. Since {0} is absorbing, for every A ∈ T such that 0 /∈ A, we need φ(A) = 0.
Similarly if 1 /∈ A, we need φ(A) = 0. φ is non-trivial, hence there exists A∗ such that
φ(A∗) 6= 0. It follows that A∗ contains 0 and 1. We now consider the following partition
of A∗: {0}, {1} and A∗ \{0, 1}. Then φ(A∗ \{0, 1}) = 0 and therefore either {0} or {1}
has a strictly positive measure under φ, which contradicts the fact that a set without 0
or 1 has a zero measure.
Since K is not φ-irreducible on T , we may look for sub-fields of T where K is φ-
irreducible. We introduce for any A ∈ T the trace of T on A, defined by T|A = {B ∈ T :
B ⊆ A}, and φA the conditional probability on A.
Definition 6. A set of configurations A ∈ T is a φ-irreducible set if for every ω ∈ A,
every B ∈ T|A such that φA(B) > 0, Kn(ω,B) > 0 for some n.
Remark 1. If φ(A) > 0, then the condition φA(B) > 0 is equivalent to φ(B) > 0. But
when φ(A) = 0, the condition is a non-trivial condition whereas φ(B) > 0 is never true.
Definition 7. A set of configurations A ∈ T is a φ-irreducible class if it is both absorbing
and a φ-irreducible set.
Proposition 2. {1} and {0} are finite φ-irreducible classes for any φ.
10
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3 Deterministic configurations
Before considering the set of all configurations, it is interesting to focus on configurations
such that the transition is deterministic, i.e., sets X such that
◦
X = X . We distinguish
two cases:
◦
X = X = X (then X is called a fixed point), or
◦
X = X 6= X (then X is called
a blinker, for reasons that will become clear later).
Proposition 3. The following holds:
1. Consider X such that X = X . Then X is a fixed point.
2. There is no other fixed point than X and ∅.
Proof. 1. Consider X such that X = X . Take x ∈ X . We claim that Γ(x) ⊆ X ,
proving that
◦
X = X , and therefore X is a fixed point. Indeed, suppose not: there
exists y ∈ Γ(x) with y 6∈ X . Since ∼ is symmetric, Γ(y) ∋ x, so that y ∈ X \X , a
contradiction.
2. Let X be a fixed point and suppose that X 6= ∅,X. Then there exists x ∈ X
and y 6∈ X . By connectedness, there exists a finite path x1 = x, x2, . . . , xk = y
connecting x to y. However, as X =
◦
X , Γ(x1) ⊆ X , and consequently Γ(x2) ⊆ X ,
Γ(x3) ⊆ X , etc., till Γ(xk−1) ⊆ X . However, y = xk ∈ Γ(xk−1), a contradiction.
In particular, we obtain that {0} and {1} are the only absorbing singletons.
Proposition 4. Consider X such that
◦
X = X 6= X . The following holds:
1. Xc has the same property.
2.
◦
X = Xc
Proof. We first observe that
◦
X = X 6= X is equivalent to the two conditions:
• Any x ∈ X has all its neighbors in X or none of them. (∗)
• Either there exists x 6∈ X which has (all) neighbors in X or there exists x ∈ X with
no neighbor in X . (∗∗)
1. The two conditions (∗) and (∗∗) are invariant to the change X → Xc.
2. Assume by (∗∗) that there exists x ∈ X with no neighbor in X (the other case
works by (*)). We claim that X ∩ X = ∅. Indeed, suppose not and consider
y ∈ X ∩ X . By connectedness, there exists a finite path x1 = x, x2, . . . , xk = y
connecting x to y. However, x2 ∈ Γ(x1), therefore x2 ∈ Xc. By symmetry of ∼,
Γ(x2) ∋ x1, which by (*) implies that Γ(x2) ⊆ X , i.e., x2 ∈ X . Therefore, x3 ∈ X ,
but x3 6∈ X because by symmetry Xc ∋ x2 ∈ Γ(x3). Hence, xℓ with odd index ℓ
belongs to X ∩ (X)c while those with even indices belong to Xc ∩X. Therefore, y
can never be reached, a contradiction.
By the same argument, it follows that Xc ∩ (X)c = ∅. Consequently, Xc = X .
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A direct consequence of Proposition 4 is that if X is a blinker, {X,Xc} is a periodic
absorbing class of period 2, which explains the name “blinker”. Moreover, if there exists
a blinker, it is unique up to complementation.
Lemma 2. If a blinker exists, it is unique up to complementation.
The proof below is constructive.
Proof. We construct a set X by the following algorithm.
0. Choose x ∈ X and set X = X0 = {x}, Y = Y0 = ∅.
1. For any x ∈ X0, compute Γ(x), set Y0 =
⋃
x∈X0
Γ(x) and Y ← Y ∪ Y0.
2. If Y ∩ X 6= ∅, STOP: there is no blinker. Otherwise, for any y ∈ Y0, compute
Γ(y), set X0 =
⋃
y∈Y0
Γ(y) and X ← X ∪X0.
3. If Y ∩X 6= ∅, STOP: there is no blinker. Otherwise, go to Step 1.
Observe that the construction of Y is in fact the construction of X . After countably
infinitely many steps, X is a blinker and Y = Xc. The blinker is unique up to complement
because ∼ is connected: the starting point has no importance.
Let us revisit the networks given in Examples 1 to 4 and examine if blinkers exist (the
algorithm in the proof of Lemma 2 permits to do this). For Z2 with the 1-neighborhood,
a blinker exists, formed by all nodes (n,m) such that n+m is even (see Figure 5 (left)).
However, no blinker exists with the
√
2-neighborhood, nor any other distance. The result
can be extended to Zd as well, for any positive integer d. A blinker also exists for the
hexagonal pavement (1 node out of 2 on each hexagon; see Figure 5 (middle)) and for
the hierarchy (all nodes of odd-numbered layers; see Figure 5 (right)).
Figure 5: Blinkers for Z2 endowed with the 1-neighborhood (left), for the hexagonal
pavement (middle), and for the hierarchy (right)
An important consequence of Lemma 2 is that if a blinker X exists, we can make a
partition of X in two parts, corresponding to X and Xc. Let us denote this partition by
{Xe,Xo} which will be called respectively even positions and odd positions, recalling the
example of Zd and the 1-neighborhood. It is important to keep in mind that any x ∈ Xe
(resp., Xo) has its neighborhood contained in Xo (resp., Xe). In particular, the status at
even stages at even positions is independent of the status at odd stages at even positions.
12
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4 Strict aggregation functions and networks with a
blinker: Absorbing and transient sets
In this section, we focus on the case of strict aggregation functions and networks (X,∼)
with a blinker. A key element of the analysis is to define a partition of the set of
configurations into blocks, according to the “number” of active/inactive nodes on odd
and even positions.
4.1 Definition of a partition of Ω and main results
A block of the partition is characterized by a 4-uple (a, b, c, d), where a, b, c, d are the
“numbers” of nodes respectively in Xe (even positions) with inactive status, in Xe with
active status, in Xo with inactive status , and in Xo with active status . The “numbers”
of nodes are coded by 0, F,∞, where 0 means that there is no node, F means that there
are nodes but finitely many, and ∞ means that there are infinitely many nodes.
There are a priori 34 = 81 possible blocks in the partition, but actually only 25 are
nonempty. Indeed, if we restrict ourselves to even positions, either 0 or 1 has to appear
infinitely often, therefore only 5 possible cases remain: (0,∞), (F,∞), (∞, 0), (∞, F )
and (∞,∞). Since what happens on odd and on even positions are independent, there
are 25 nonempty blocks in the partition.
For example, with this notation we have:
- (∞, 0,∞, 0) is the singleton {0} = {∅},
- (0,∞, 0,∞) is the singleton {1} = {X},
- (0,∞,∞, 0) is the singleton {Xe} which is the configuration where even agents are
active whereas odd agents are inactive,
- (∞, 0, 0,∞) is the singleton {Xo} which is the configuration where even agents are
inactive whereas odd agents are active.
We now establish the following theorem.
Theorem 1. The following sets of configurations are respectively:
(i) finite φ-irreducible classes:
- (∞, 0,∞, 0),
- (0,∞, 0,∞),
- (0,∞,∞, 0) ∪ (∞, 0, 0,∞).
(ii) countable absorbing sets:
- (∞,∞,∞,∞),
- (∞, 0,∞,∞) ∪ (∞,∞,∞, 0),
- (0,∞,∞,∞) ∪ (∞,∞, 0,∞).
(iii) countable transient sets:
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- (∞, F,∞, F ),
- (F,∞, F,∞),
- (F,∞,∞, F ) ∪ (∞, F, F,∞),
- (∞, F,∞,∞) ∪ (∞,∞,∞, F ),
- (F,∞,∞,∞) ∪ (∞,∞, F,∞),
- (∞, F,∞, 0) ∪ (∞, 0,∞, F ),
- (F,∞, 0,∞) ∪ (0,∞, F,∞),
- (0,∞,∞, F )∪ (∞, F, 0,∞),
- (F,∞,∞, 0) ∪ (∞, 0, F,∞).
Theorem 1.(i) reformulates and synthesizes previous results (Propositions 2, 3 and 4)
thanks to this new notation. The rest of the section is devoted to the proof of Theo-
rem 1.(ii) and Theorem 1.(iii). In Section 4.2, we focus on the “number” of inactive/active
nodes on even/odd positions and prove that the sets containing only a null or infinite
number of each element are absorbing. Then, in Section 4.3, we prove that the sets
containing finitely many elements are transient.
4.2 Persistence of the “number” of elements
The following proposition states that the “number” of active agents on even (respectively
odd) positions yields the same “number” of active agents on odd (respectively even)
positions at the next stage. We establish the result for the case of active agents on even
positions. The same result holds if active is replaced by inactive and/or Xe by Xo.
Proposition 5. For every ω ∈ Ω, let ω′ be a configuration randomly chosen according
to the kernel K(ω, ·). Then:
• if {x ∈ Xe | ω(x) = 1} is empty then ω′ has almost surely no active agents on odd
positions;
• if {x ∈ Xe | ω(x) = 1} is finite then ω′ has almost surely a finite (maybe zero)
number of active agents on odd positions;
• if {x ∈ Xe | ω(x) = 1} is infinite then ω′ has almost surely an infinite number of
active agents on odd positions.
Proof. Denote by Θ = {x ∈ Xe | ω(x) = 1} the set of active agents on an even position.
First, it is clear that if this set is empty, then every odd position is surrounded by
only inactive agents and therefore is inactive with probability 1 at the next stage. Hence,
there is almost surely no active node on odd positions in ω′.
Secondly, let x be an odd position. Since the aggregation function is strict, the
probability that ω′(x) is equal to 1 is strictly positive, if and only if, there exists a
neighbor x′ of x such that ω(x′) = 1. The set of neighbors of odd positions is the set of
even positions and each agent has at most γ neighbors, therefore almost surely
|{x ∈ Xo | ω′(x) = 1}| ≤ γ|{x ∈ Xe | ω(x) = 1}|.
Hence, if the right-hand side is finite, so is the left-hand side.
Finally, we assume that {x ∈ Xe | ω(x) = 1} is infinite. We compute the probability
that ω′ has a finite number of active nodes on odd states. If this is the case, it implies
that there exists an infinite number of elements x ∈ Θ such that
∀x′ ∈ Γ(x), ω′(x′) = 0.
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But by assumption, x′ has at least one neighbor which is active, it follows that the
probability that ω′(x′) = 0 is strictly smaller than 1. Since the probabilities are indepen-
dent, it follows that the total probability of the event is 0.
Theorem 1.(ii) is then an immediate consequence of the above proposition.
4.3 Transient set
We now prove that if there is a strictly positive but finite number of active agents at odd
positions, then there is a positive probability to reach a configuration where there are no
active agents anymore on odd positions. Similar results hold for inactive and/or for odd
positions. This result can be expressed in terms of reachability.
Lemma 3. Let X ⊂ Xo.
- If X is a finite set, then int(int(X)) ⊂ X .
- If X is a co-finite set, then X ⊂ clo(clo(X))).
Proof. We prove the first result. The second one can be deduced immediately by com-
plementation.
Let us prove the result by contradiction. First, we know that int(int(X)) ⊂ Xo.
Take x ∈ int(int(X)) and assume that x 6∈ X . By definition of Xo and Xe, we know
that int(X) ∩ Xo = ∅, hence Γ(x) 6⊆ X , i.e., there exists y ∈ Γ(x) s.t. y 6∈ X . Since
x ∈ int(int(X)), Γ(x) ⊆ int(X) and therefore y ∈ int(X). It follows that Γ(y) ⊆ X .
However, by symmetry of ∼, we have x ∈ Γ(y), so x ∈ X , a contradiction. This proves
that int(
◦
X) ⊆ X .
Suppose that for all x ∈ X , x ∈ int(int(X)). It follows that for all x ∈ X , Γ(x) ⊆
int(X), hence
∀x ∈ X, ∀y ∈ Γ(x), ∀z ∈ Γ(y), z ∈ X. (4)
Since X is finite, pick some t ∈ Xo ∩ Xc. By connectedness of ∼, there should exist a
finite path x0 = x, x2, . . . , x2k = t from x ∈ X to t /∈ X . However, no such path can exist
by Equation (4).
Therefore, there exists x ∈ X such that x 6∈ int(int(X)). This proves that the inclusion
is strict.
We can immediately deduce from Lemma 3 the following proposition.
Proposition 6. For every ω ∈ Ω, if {x ∈ Xo | ω(x) = 1} is finite then the set of
configurations with only 0 on odd positions is reachable.
Proof. As X := {x ∈ Xo | ω(x) = 1} is finite, Lemma 3 implies that the sequence
int
2(X), int4(X), . . . converges to ∅ in a finite number of steps. Since A is a strict aggre-
gation rule, for every n ≥ 0, the probability to reach int2n+2(X) from int2n(X) is positive,
hence we constructed a trajectory between X and ∅ with even stages: hence a trajectory
from a configuration in (., ., ., F ) to a configuration in (., ., ., 0).
Remark 2. Let us stress out that this lemma does not say anything about the presence
of active agents at an even stage on an even position.
We can prove in a similar way the same result for X ⊂ Xe. This yields the proof of
Theorem 1.(iii).
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5 Strict aggregation functions and networks with a
blinker: φ-irreducible sets
The next step is to study in detail φ-irreducibility. Contrarily to the previous results
which hold without additional assumptions on the network, we need now some particular
conditions to establish φ-irreducibility. In this section, based on necessary conditions on
(X,∼), we will prove that the sets highlighted in Theorem 1 are φ-irreducible. Hence, we
provide a decomposition of the set of configurations into three types: sets in case (i) are
finite absorbing φ-irreducible sets, those in case (ii) are infinite absorbing φ-irreducible
sets, and the ones in case (iii) are transient φ-irreducible sets.
In the remainder, we may consider on Ω the following measure φ such that for every
two finite disjoint sets X and Y ,
φ((X, Y )+) =
1
2|X|+|Y |
.
For every X∗ and Y ∗, we impose the restriction of φ conditionally on (X∗, Y ∗)+ defined
on the trace of T on (X∗, Y ∗)+ such that for every two finite disjoint sets X and Y
disjoint with X∗ ∪ Y ∗,
φX∗,Y ∗((X
∗ ∪X, Y ∗ ∪ Y )+) = 1
2|X|+|Y |
.
In general, the sets presented in the previous section are not φ-irreducible for any
(X,∼). We present two counterexamples in order to highlight two different types of
problem.
Example 6. Consider the network defined by X = Z and the 1-neighborhood:
∀x ∈ X,Γ(x) = {x− 1, x+ 1}.
We want to show that the set of configurations (∞,∞,∞, 0) ∪ (∞, 0,∞,∞) is not φ-
irreducible. Consider the configuration ω in this set defined by
ω(x) =

0 if x is odd,
0 if x ≤ 0 and x is even,
1 if x > 0 and x is even.
and the cylinder A = (X, Y )+ with X = {0, 4} and Y = {2}. We show that the cylinder
A is not reachable from ω. The reason is that at any stage, the current configuration
ω′ has the form ω′(x) = ω(x − z), for some z ∈ Z, so that the succession 1-0-1 (when
looking only at even positions in an even stage or only at odd positions in an odd stage)
is not possible. Let us show this for the first transition from ω. The new configuration
ω′ is such that ω′(2k + 1) = 1 for any k ≥ 1, ω′(1) can be either 1 or 0, and ω′(x) = 0
otherwise. If ω′(1) = 0, then the claim is true with z = 1, and if ω′(1) = 1, then the
claim is true with z = −1. As ω′ is equal to ω up to a shift, the same reasoning applies
at every stage.
Example 7. Consider the plane graph completed by two additional agents linked to
(0, 0). Formally, let X = Z2 ∪ {α, β}. We assume that the neighborhoods are given by
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• Γ(α) = Γ(β) = {(0, 0)},
• Γ((0, 0)) = {(−1, 0), (0,−1), (1, 0), (0, 1), α, β},
• for every (n,m) 6= (0, 0), Γ((n,m)) = {(n−1, m), (n,m−1), (n+1, m), (n,m+1)}.
Then, this network admits a blinker with Xe = {(n,m) s.t. n + m is even} and Xo =
{(n,m) s.t. n+m is odd}∪ {α, β}. Moreover, since α and β have a unique neighbor, we
know that for every dynamic of opinion: the status of α (resp. β) at stage t is the status
of agent (0, 0) at stage t−1. In particular, both statuses are equal and it is impossible to
reach the cylinder ({α}, {β})+ of configurations where α is active whereas β is inactive.
Intuitively, in Example 6, the set of configurations is not φ-irreducible because the
graph is a line, and there is not enough room to move 0 and 1 without erasing patterns
that we want to preserve. In Example 7, the graph is enough large to move patterns, but
as the nodes α, β share the same neighbor, there is no possibility to store somewhere a
partial configuration where α and β would take different values.
The outline of the rest of the section is the following. First, we describe our suf-
ficient conditions on the graph in order to obtain φ-irreducibility. Then, we turn to
the description of the algorithm that allows to construct trajectories between different
configurations. We then deduce the final result.
5.1 Conditions on graphs
The first definition is related to the problem encountered in Example 6.
Definition 8. A complex star is a 7-uple (s∗, s1, s2, s3, s
′
1, s
′
2, s
′
3) ∈ X7 such that:
- s1, s2, s3 are 3 distinct nodes;
- {s1, s2, s3} ⊆ Γ(s∗);
- s′1 ∈ Γ(s1), s′2 ∈ Γ(s2) and s′3 ∈ Γ(s3);
- s∗ /∈ {s′1, s′2, s′3}.
Informally, s∗ is the center of a star with three branches that have at least a depth of
two. Recall that by assumption (X,∼) admits a blinker, and therefore we know that
{s′1, s′2, s′3, s∗} ∩ {s1, s2, s3} = ∅. Also, note that we do not assume that s′1, s′2 and s′3 are
distinct.
Roughly speaking, a complex star is a device permitting to store an inactive status
or an active status along time. Its existence prevents the graph to be similar to a line.
In the following proposition, we identify a sequence with the set of its values.
Proposition 7. The network (X,∼) does not contain a complex star if and only if it has
one of the two following forms:
- First case:
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1. there exists a sequence (xm)m∈N in X
N such that all nodes are different, Γ(x0) =
{x1} and for every n ≥ 1, Γ(xn) ∩ (xm)m∈N = {xn−1, xn+1}.
2. for all x ∈ X, if x /∈ (xm)m∈N then there exists n ∈ N such that Γ(x) = {xn}.
- Second case:
1. there exists a sequence (xm)m∈Z in X
Z such that all nodes are different and for
every n ∈ Z, Γ(xn) ∩ (xm)m∈Z = {xn−1, xn+1}.
2. for all x ∈ X, if x /∈ (xm)m∈Z then there exists n ∈ Z such that Γ(x) = {xn}.
Proof. The “if” part is obvious. As for the “only if” part, let us first assume that there
exists a double ray in the graph, i.e., there exists a sequence (xm)m∈Z in X
Z such that all
nodes are different and for every n ∈ Z, {xn−1, xn+1} ⊆ Γ(xn).
Moreover, since any node on the double ray admits already two branches of size 2,
the absence of complex star implies that:
• any additional node linked to the ray has no other neighbor. We will say that it
forms an antenna.
• for every distinct i, j ∈ Z which are not consecutive there is no link between xi and
xj , since similarly this would generate a complex star with xi as a center. Therefore,
Γ(xn) ∩ (xm)m∈Z = {xn−1, xn+1}.
Hence, we obtain the second case in our characterization of networks without complex
stars.
Let us suppose now that there exists no double ray. Since (X,∼) is an infinite con-
nected graph with bounded degree, we know by Proposition 8.2.1. from Diestel (2005)
that there exists a ray, i.e., there exists (xi)i≥0 such that x1 ∈ Γ(x0) and
∀i ≥ 1, {xi−1, xi+1} ⊆ Γ(xi).
The preceding reasoning on additional nodes can be applied for every i ≥ 2 (it is unknown
if x0 or x1 have more than one neighbors): any node not in (xi)i≥0 and connected to (xi)i≥2
has only one neighbor.
Denote by X1 = ∪i≥2({xi} ∪ Γ(xi)) and consider the graph with the set of nodes
X2 = (X \ X1) ∪ {x1} and the relation ∼. This new graph is still connected. Moreover,
it is finite, otherwise there would exist a ray which could be connected to the previous
ray to generate a double ray. Let us consider a node x′ at maximal distance from x1 in
the subgraph (X2,∼). We define the new sequence (x′n)n≥0 with x′0 = x′, made from the
path from x′ to x1 concatenated with the ray (xn)n≥1.
• The reasoning on antennas can now be applied to any node in {x′n, n ≥ 2}.
• Moreover, every neighbor of x′1 (except x
′
2) has only x
′
1 as neighbor, otherwise x
′
would not be a farthest node from x1.
• Finally, there cannot be any internal link in the ray (x′n)n≥0, since any such link
has at least one extremity in {x′n, n ≥ 2} and would create a complex star.
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The existence of a complex star is not sufficient to ensure φ-irreducibility, as it is
shown by the network of Example 7. As explained above, the failure is due to the fact
that the desired partial configuration cannot be stored on the unique neighbor of α, β.
This motivates the following definition. A similar definition can be stated on Xe or on X.
Definition 9. We say that a partial configuration (X, Y ) of Xo can be stored if there
exists a mapping θ from Xo to Xe such that
1. for every x ∈ X ∪ Y , θ(x) ∈ Γ(x),
2. for every x ∈ X and every y ∈ Y , θ(x) 6= θ(y).
θ is called a storing function. Observe that θ(X ∪ Y ) ⊆ X ∪ Y .
Remark 3. It is easy to check that if a partial configuration (X1, Y1) of Xo can be stored
and a partial configuration (X2, Y2) of Xe can be stored then the partial configuration
(X1∪X2, Y1∪Y2) can also be stored. Moreover, if any partial configuration can be stored,
then any configuration can be stored as well.
We now present classes of graphs where a storing function exists. We focus on injective
storing functions which permit an easy analysis. Consider a partial configuration (X, Y )
in Xo, storable by θ and suppose in addition that θ is an injection from X ∪ Y to
X ∪ Y ⊆ Xe. In terms of graph theory, we may rephrase this by saying that the bipartite
graph (X ∪ Y,X ∪ Y ,∼) admits a matching of X ∪ Y . A graph is bipartite when the
set of nodes can be partitioned into A,B, with no edge between nodes in A and no edge
between nodes in B. As (X,∼) admits a blinker, for any X ⊆ Xo, (X,X,∼) forms a
bipartite graph.
There are classes of graphs (X,∼) which admit a matching of X ∪ Y for any partial
configuration (X, Y ) in Xo and in Xe: these are the k-regular graphs and the hierarchies
(see Example 4). A graph is k-regular (k ≥ 2, integer) if each node has exactly k
neighbors.
Proposition 8. If (X,∼) is k-regular or is a hierarchy, then any configuration can be
stored.
Proof. Due to the previous discussion, it suffices to prove that for any partial configuration
(X, Y ) on Xo (or Xe), the bipartite graph (X ∪Y,X ∪ Y ,∼) admits a matching of X ∪Y .
We consider first the case of a k-regular graph. Observe that by assumption, the degree of
each node of X ∪Y in the bipartite graph is k, while the degree of each node of X ∪ Y in
the bipartite graph is at most k (some of these nodes have necessarily neighbors outside
X∪Y ). Consider S ⊆ X∪Y and the set of neighbors of S, denoted by Γ(S) := ⋃x∈S Γ(x).
By the above observation, the number of edges from S to Γ(S) is k|S|, and the total
number of edges arriving at Γ(S) is at most k|Γ(S)|. Therefore |Γ(S)| ≥ |S|. Then, by
Hall’s Theorem (see, e.g., (Diestel, 2005, Th. 2.1.2)), a matching of X ∪ Y exists.
Suppose now that (X,∼) is a hierarchy. We know that Xo is the set of nodes in the
odd layers of the hierarchy. Take x ∈ X ∪ Y . It suffices to define θ(x) as one of the
subordinates of x, which lies on the next even layer. This will form a matching of X ∪ Y
as two distinct nodes in X ∪ Y have necessarily disjoint sets of subordinates.
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This leads to the following condition on the network.
Richness Assumption. (X,∼) is said to be rich if:
1. there exists an infinite number of complex stars,
2. any partial configuration (X, Y ) on Xo and on Xe can be stored.
Observe that all the networks introduced in Examples 1 to 4 satisfy the richness assump-
tion (except (Zd,∼) with d = 1 which has no complex star, since they are all k-regular
or a hierarchy, and they contain infinitely many complex stars.
Remark 4. Notice that we do not assume only the existence of a complex star but the
existence of an infinite number of complex stars. A challenging issue is to relax this
condition. As it will appear in the proof, the question become complicated if there is
only a finite number of complex stars since we cannot decompose anymore the procedure
into elementary procedures.
Finally, let us present the following statement inspired by Example 7 that will be used
later in the paper.
Lemma 4. Suppose that in (X,∼) there exist three agents x, y and z with
Γ(x) = Γ(y) = {z}.
Then (X,∼) does not satisfy the richness assumption.
Proof. The configuration where x is active and y is inactive cannot be stored since nec-
essarily θ(x) = θ(y).
5.2 φ-reachability result
We can now state our result on φ-reachability.
Theorem 2. Assume that (X,∼) satisfies the Richness Assumption. Then the following
sets are φ-irreducible:
- (∞, 0,∞, 0),
- (0,∞, 0,∞),
- (0,∞,∞, 0) ∪ (∞, 0, 0,∞),
- (∞,∞,∞,∞),
- (∞, 0,∞,∞) ∪ (∞,∞,∞, 0),
- (0,∞,∞,∞) ∪ (∞,∞, 0,∞),
- (∞, F,∞, F ),
- (F,∞, F,∞),
- (F,∞,∞, F ) ∪ (∞, F, F,∞),
- (∞, F,∞,∞) ∪ (∞,∞,∞, F ),
- (F,∞,∞,∞) ∪ (∞,∞, F,∞),
- (∞, F,∞, 0) ∪ (∞, 0,∞, F ),
- (F,∞, 0,∞) ∪ (0,∞, F,∞),
- (0,∞,∞, F ) ∪ (∞, F, 0,∞),
- (F,∞,∞, 0) ∪ (∞, 0, F,∞).
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In order to prove Theorem 2, we establish the following two propositions. The theorem
is then an immediate consequence.
Proposition 9. Assume that (X,∼) satisfies the Richness Assumption. Let ω be a
configuration such that there exist both 0 and 1 on an odd position.
- Let X ⊂ Xe and Y ⊂ Xe be two finite sets, then the cylinder (X, Y )+ is reachable
from ω in an odd number of stages.
- Let X ⊂ Xo and Y ⊂ Xo be two finite sets, then the cylinder (X, Y )+ is reachable
from ω in an even number of stages.
Proposition 10. Assume that (X,∼) satisfies the Richness Assumption. Let ω be a
configuration such that there exist both 0 and 1 on an even position.
- Let X ⊂ Xe and Y ⊂ Xe be two finite sets, then the cylinder (X, Y )+ is reachable
from ω in an even number of stages.
- Let X ⊂ Xo and Y ⊂ Xo be two finite sets, then the cylinder (X, Y )+ is reachable
from ω in an odd number of stages.
In Propositions 9 and 10 we restricted ourselves to finite cylinders. We can extend
these results by using the fact that Ω is a polish set. Let A be such that φ(A) > 0. φ is
a Borel measure and therefore is tight:
∀A ∈ T , φ(A) = sup
K compact ⊂A
φ(K).
It follows that there exists a closed setK such that φ(K) > 0. Any open set can be written
as a countable union of finite cylinders, and therefore any closed set can be written as a
countable intersection of complements of finite cylinders. However, the complement of a
finite cylinder is a union of finite cylinders:
((X, Y )+)c =
(⋃
x∈X
(∅, {x})+
)
∪
(⋃
y∈Y
({y},∅)+
)
.
Hence, a closed set can be written as a countable union of countable intersections of finite
cylinders, and therefore one of these intersections has a non-zero measure under φ: there
exists (Xn, Yn)n∈N a sequence of finite cylinders such that
φ
(⋂
n∈N
(Xn, Yn)
+
)
> 0.
This is only possible if X∞ =
⋃
n∈NXn and Y∞ =
⋃
n∈N Yn are finite and disjoint. In this
case, we have ⋂
n∈N
(Xn, Yn)
+ = (X∞, Y∞)
+.
(X∞, Y∞)
+ is reachable from ω and therefore A is reachable from ω.
In the next section, we will prove Proposition 9. Proposition 10 can be proven in
a very similar way. The proof relies on constructing an explicit trajectory between the
initial partial configuration ω to any other partial configuration ω′ compatible with the
condition in the lemma. In order to do so, the intuition is to fix the status of each agent
in the network one by one. In doing so, one needs to be careful about not erasing a status
that has been fixed before in the procedure.
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5.3 Proof of Proposition 9
The exposition of the proof is divided into several parts. We first present two partial
mechanisms of transitions. The first one is a storing mechanism of partial configuration
conditionally on the existence of a storing function. The second one is the propagation
of an active status or the propagation of an inactive status in the network. These two
procedures are defined locally, i.e., on partial configurations.
Then, we will combine these partial mechanisms into a global well-defined procedure.
Hence, it will induce a trajectory. The key point is to ensure that these elementary
mechanisms are not conflicting each other by using the same nodes at the same time.
We restrict ourselves to what happens on Xo. But any of the result can be expressed
on Xe. The bipartite structure of (X,∼) ensures that one can decompose the dynamic
into two parts: the status of odd stages/odd positions and even stages/even positions on
one side and the status of even stages/odd positions and odd stages/even positions on
the other side.
5.3.1 Storing and propagation
We begin by remarking that one can store the status of a node on one of its neighbor. Let
ω ∈ Ω be a configuration such that agent x in Xo is active, and x′ be one of its neighbors.
The following sequence of cylinders does the job:
• for every l ∈ 2N, Al = ({x},∅)+,
• for every l ∈ 2N+ 1, Al = ({x′},∅)+.
The next mechanism for storing partial configurations is merely a generalization of
the previous idea.
Lemma 5. If a partial configuration (X, Y ) of Xo can be stored then for every n ∈ 2N,
∀ω ∈ (X, Y )+, Kn(ω, (X, Y )+) > 0.
The procedure used in the proof will be called “storing a partial configuration in the
global procedure”.
Proof. We assume that the finite configuration (X, Y ) of Xo can be stored. Hence, there
exists θ such that for all x ∈ X ∪ Y , θ(x) ∈ Γ(x) and for all x ∈ X , for all y ∈ Y ,
θ(x) 6= θ(y). Define θ(X) = {θ(x), x ∈ X} and θ(Y ) = {θ(y), y ∈ Y } We consider the
following sequence of cylinders:
• for every l ∈ 2N, Al = (X, Y )+,
• for every l ∈ 2N+ 1, Al = (θ(X), θ(Y ))+.
By construction, θ(X) ⊆ X and θ(Y ) ⊆ Y . Moreover, by symmetry of the neighborhood
relation, X ⊆ θ(X) and Y ⊆ θ(Y ). By definition of θ we know that θ(X) ∩ θ(Y ) = ∅.
Hence, this sequence is well defined and
∀m ∈ Al, K(m,Al+1) > 0.
Moreover, this can be ensured by only imposing restriction on the status of agents in
X ∪ Y at even stages and in X ∪ Y at odd stages.
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Several storing procedures can be run at the same time if they operate on disjoint
sets of nodes with disjoint neighborhood.
We now turn to the problem of propagating the status of a node in a partial config-
uration to any node in the network. This procedure will be called “propagating in the
global procedure”.
Lemma 6. Let (X, Y ) be a partial configuration of Xo such that X is not empty. Then,
for any ω ∈ (X, Y )+ and for every x′ ∈ X,
• if x′ ∈ Xe then there exists n ∈ 2N such that
Kn(ω, ({x′},∅)+) > 0,
• if x′ ∈ Xo then there exists n ∈ 2N+ 1 such that
Kn(ω, ({x′},∅)+) > 0.
Proof. Let (X, Y ) be a partial configuration of Xo such that X is not empty. Let x ∈ X
be an active agent in Xo and x′ be another agent. Consider a path x0, . . . , xn between
x = x0 and x
′ = xn. Informally, we propagate the status of x to x
′ along this path. More
formally, consider the following sequence of cylinders:
∀l ∈ {0, . . . , n}, Al = ({xl},∅)+.
This sequence is well defined, since for every l ∈ {0, . . . , n−1}, xl+1 ∈ Γ(xl), and we have
by construction
∀m ∈ Al, K(m,Al+1) > 0.
We obtain that a configuration where x′ is active is reachable and moreover, depending
if x′ is even or odd, we obtain the condition on the number of iterations.
A similar procedure can be described for inactive agents.
A key point in the previous construction is that the propagation requires a constraint
at stage l only on the status of xl. All other agents can be indifferently active or not.
This will allow us to combine the procedure with other procedures without having them
interfering with each other.
5.3.2 Global procedure
We now turn to establish the general procedure. Let X ⊂ Xo and Y ⊂ Xo be two disjoint
finite sets. Since the graph satisfies the Richness Assumption, we know that (X, Y ) can
be stored. Moreover, there exists an infinite number of complex stars, therefore there
exists a complex star such that all nodes of the star are disjoint from X ∪ X ∪ Y ∪ Y .
Denote by (s∗, s1, s2, s3, s
′
1, s
′
2, s
′
3) the nodes of this complex star, we assume that s∗ ∈ Xe.
Hence, s1, s2, s3 ∈ Xo and s′1, s′2, s′3 ∈ Xe. We also define a distance on the graph as the
length of a shortest path between a node and s∗:
∀x ∈ X , d(x, s∗) = inf{n ∈ N, ∃(xl)1≤l≤n a path between x and s∗}.
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This is a well-defined distance since the graph is connected and there exists at least one
path between s∗ and x. We define Xn = {x ∈ X , d(s∗, x) ≤ n} and Xn,e = Xn ∩ Xe and
Xn,o = Xn ∩ Xo.
Let ω be a configuration with at least one active agent and one inactive agent in
Xo. Let us prove that there exists a trajectory with an odd number of steps from ω to
(X, Y )+.
In order to prove this result, we decompose the construction of the trajectory into
several steps. First, we will focus on partial configurations restricted to the star where one
agent is active and one agent is inactive. We will see that there exists a trajectory between
any such partial configurations. In particular, it is possible to exchange the statuses of
two agents. Next, we will prove that there is a trajectory from ω to a configuration where
the active and inactive statuses are on the branches of the complex star. Then, we will
fix the status of every agent by decreasing distance to the center of the star. The key
point is that while we fix a new status, the previous statuses are preserved.
From the complex star to the complex star. Let I be the set of configurations
such that at least one node in {s1, s2, s3} has value 0 and at least one node in {s1, s2, s3}
has value 1. Formally, we have
I = ({s1}, {s2})+∪({s2}, {s1})+∪({s1}, {s3})+∪({s3}, {s1})+∪({s2}, {s3})+∪({s3}, {s2})+.
Lemma 7. For every pair of partial configurations (X ′, Y ′) and (X ′′, Y ′′) in I there exists
a trajectory of even length between (X ′, Y ′) and (X ′′, Y ′′).
Proof. Consider a restricted configuration on {s1, s2, s3}. We assume without loss of
generality that s1 is active whereas s2 is inactive. We want to prove that we can reach
any restricted configuration on {s1, s2, s3}.
First, let us prove that we can generate both the configuration where s3 is inactive or
active without using any node outside the complex star {s∗, s1, s2, s3, s′1, s′2, s′3}. Let us
show that we can reach the case where s3 is infected. We consider the following sequence
of restricted configurations:
• s1 is active and s2 is inactive,
• s∗ is active and s
′
2 is inactive,
• s1, s3 are active and s2 is inactive.
We constructed a trajectory between our original configuration and the one we wanted.
Notice that in fact, we only use as auxiliary state s∗ and s
′
2, hence there are no constraints
on the statuses of s′1 and s
′
3 (if they are different from s
′
2). By exchanging the role of s1
and s2, we obtain a procedure such that s3 is inactive.
Once s3 is fixed, it remains to fix by the same argument the statuses of s1, s2: if s3
is active, by considering s2 as the inactive, fix the status of s1 as it should be and then
finally fix the status of s2; if s3 is inactive, exchange s1 with s2.
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From ω to the complex star. We show that there exists a trajectory of odd length
from ω to I.
Lemma 8. Let ω ∈ Ω. Assume that there exist x, x′ ∈ Xo such that ω(x) = 1 and
ω(x′) = 0. Then there exists n ∈ 2N such that
Kn(ω, I) > 0.
Proof. By assumption, there exists x, y ∈ Xo such that x is active and y is inactive in
configuration ω. We will distinguish by which one is closer to the center of the star s∗.
Notice that since x and y are both in Xo (we assumed a blinker), their distance to s∗
differ by an even number. We choose a shortest path p from x to s∗.
• If d(x, s∗) < d(y, s∗) then p does not go through y. Consider the shortest path from
y to s∗. By definition of a complex star, there exists i ∈ {1, 2, 3} such that si is not
on the shortest path between y and s∗. Let us assume without loss of generality
that it is s1. We propagate the active status to s1 through p while storing y on any
of its neighbors. By the distance assumption, none of the neighbors of y can be on
p or it will contradict the assumption on distances. We distinguish two cases:
– the shortest path from y to s∗ goes through s2 (resp. s3): one propagates the
inactive status to s2 (resp. s3) through the shortest path while storing the
status of s1 in s∗.
– the shortest path from y to s∗ does not go through {s1, s2, s3}. Therefore,
there exists s4 ∈ Γ(s∗) such that s4 /∈ {s1, s2, s3}. One can propagate the
inactive status to s4 through the shortest path while storing the status of s1
in s∗. To conclude, by applying Lemma 7 to the star {s∗, s1, s′1, s2, s′2, s4, s′4},
one can place the inactive status in s2 while preserving the active status at s1.
• If d(x, s∗) > d(y, s∗) then the proof is similar as the first case by inverting the role
of active and inactive agents.
• If d(x, s∗) = d(y, s∗) then we need to distinguish three cases depending on the
neighbors of y and x:
– If y has only one neighbor, not on p: We follow the proof of the first case by
storing the status of y on this neighbor.
– If y has more than one neighbor: Then, one of them has to be outside of p.
Indeed, if two of them are on the path p, then it means than one of these
neighbors is at distance less than d(x, s∗) − 3 of s∗ which would put y at a
distance less than d(x, s∗)−2, a contradiction. We follow the proof of the first
case by storing the status of y on this neighbor.
– If y has only one neighbor which is on p: Then by assumption on the distances,
there exists z ∈ X in the neighborhods of x and y. The case Γ(x) = Γ(y) = {z}
is ruled out by Lemma 4. Hence, |Γ(x)| > 1 and we can treat this case by
exchanging the role of x and y: first propagate the status of y while storing x
on its other neighbor.
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From the star to the cylinder (X, Y )+. By assumption, the complex star is disjoined
from X ∪X ∪Y ∪Y . This condition ensures that the storing algorithm for (X, Y )+ from
Lemma 5 can be applied without using the star. Hence, we are free to manipulate the
status of nodes in the star.
Lemma 9. Let ω ∈ I. Then for every z ∈ Xo, one can place an active agent at z in
n ∈ 2N stages. Moreover, this can be done without changing the values for nodes at a
distance greater than z from s∗.
Proof. Let us consider ω∗ a configuration in I and z ∈ Xo not on the complex star and
with no neighbors on the complex star. Let us say without loss of generality that we
want to place an active agent at z and that s1 is active whereas s2 is inactive.
By assumption, there exists a global storing mechanism for any configuration denoted
by θ. Moreover, by the condition on the neighborhoods, the status of any agent z′ is
stored on one of its neighbors which is not in {s∗, s1, s2, s3, s′1, s′2, s′3}.
Consider a shortest path between s∗ and z. There are two cases:
• there exists a shortest path not going through {s1, s2, s3, s′1, s′2, s′3}, then the pro-
cedure is as follows: propagate the active status from s1 to s∗ and then to z while
storing s2 on s
′
2 and s1 at s∗. On every agent at a distance further away from z,
store the status by using the global storing mechanism.
• every shortest path goes through {s1, s2, s3, s′1, s′2, s′3}. Assume that it goes through
s′i, then there also exists a shortest path such that it goes through si, since by
construction s′i is at distance 2 from s∗. We consider this shortest path. We have
several cases:
– if it goes through s1: then simply propagate s1 to z storing at s
′
1, and store s2
at s∗. Forget about s3.
– if it goes through s2: first consider the path from the current configuration to
the one where s2 is active and s1 is inactive by Lemma 7. Store s1 outside the
path that we need. Then, we are back to the previous case.
– if it goes through s3: consider the path from the current configuration to the
one where s3 is active and s1 is inactive by Lemma 7 and finish like in the
previous case.
The storing mechanism ensures that anything that happens outside of the path and
the stars can be preserved.
Lemma 10. Let ω ∈ I. Then for every z ∈ Xo, one can place an inactive agent at z in
n ∈ 2N stages. Moreover, that can be done without changing the values for nodes at a
distance greater than z from x∗.
By iterating the previous lemma by decreasing distance, we obtain Proposition 9
conditionally on the fact that the complex star is centered at an even node. Nevertheless,
the previous proof still holds when the star is centered in Xo. Indeed, it is sufficient to
notice that now the propagation from ω to I is done in an odd number of stages and
the propagation from the star to Xo (resp. Xe) is done in an odd (resp. even) number
of stages, yielding a total of even (resp. odd) number of stages. Hence, Proposition 9 is
proven.
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6 Strict aggregation functions and symmetric neigh-
borhood
In this section, we focus on strict aggregation functions but we assume that the graph
does not admit a blinker. We saw in Sections 4 and 5 that we could separate what
was happening at odd positions (respectively even positions) at odd times from what
was happening at odd positions (respectively even positions) at even times. This is not
possible anymore, so that the results of Section 4 cannot be applied. On the other hand,
we will see that any graph admits at least one subgraph with a blinker. Since a path in
the subgraph is still a path in the graph, the procedures of Section 5 can still be used.
Example 8. Consider X = Z2 and the
√
2-neighborhood (for the Euclidean distance)
defined by, for any (n,m) ∈ X,
Γ((n,m)) = {(p, q), p ∈ {n− 1, n, n+ 1} and q ∈ {m− 1, m,m+ 1}}.
(see Figure 6 (left)). This graph does not admit a blinker. Nevertheless, by focusing on
the 1-neighborhood, we can still define
Xe = {(n,m) s.t. n+m is even}
and
Xo = {(n,m) s.t. n+m is odd}.
This amounts to considering the subgraph where all diagonal links (i.e., links internal to
Xe and Xo) have been deleted. In this subgraph, a blinker exists (see Figure 6 (middle))
and we can apply the procedures of Section 5.
More generally, any network admits a subnetwork with a blinker. Indeed, given (X,∼)
and c ∈ X, one can define the distance from any node x to c:
∀x ∈ X , d(x, c) = inf{n ∈ N, ∃(xl)1≤l≤n path between x and c}.
This yields naturally two sets
X
c
o = {x ∈ X, s.t. d(x, c) is odd}
and
X
c
e = {x ∈ X, s.t. d(x, c) is even}.
Let us define from ∼ the new relation ≈c on X as follows: internal edges in Xco and in
X
c
e for ∼ are deleted, and only edges between a node in Xco and Xce for ∼ remain. The
induced subnetwork (X,≈c) admits a blinker exactly given by Xco and Xce. Moreover,
first this subgraph is connected, because by construction every node is connected to c,
and second every node has a finite number of neighbors. Hence, ≈c is a neighborhood
relation. This yields the following proposition.
Proposition 11. Given a network (X,∼), there exists a subnetwork (X,≈) that admits
a blinker.
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Remark 5. 1. Suppose (X,∼) does not have a blinker and consider a subgraph (X,≈)
which admits a blinker. Does there always exist a node c such that ≈ is equal to ≈c,
the relation induced by the distance to c? In other words, is the above mechanism
able to generate any subgraph with a blinker? The answer is no, as shown by the
above example with X = Z2. Figure 6 (right) shows the subgraph induced by the
distance to the central node (0, 0) (or to any arbitrary node), which fairly differs
from the one on the middle figure.
2. Notice that there may exist several subgraphs admitting a blinker, as shown in
Figure 6. The choice of the subgraph is important, since it is possible for some
partial configuration to be stored for one subgraph and not for another one, as
shown by Example 9.
Figure 6: The Z2 network with the
√
2-neighborhood (left); The Z2 subnetwork with the
1-neighborhood (middle); The (Z2,≈c) subnetwork where c = (0, 0) (right). White and
red nodes indicate the blinker.
Example 9. We slightly modify the network (X,∼) of Example 7 as follows:
• Γ∼(α) = {(0, 0), β},
• Γ∼(β) = {(0, 0), α},
i.e., α and β are linked together. This network does not admit a blinker since we have a
cycle of length 3. If we consider the graph generated by the distance to (0, 0) as subgraph,
we obtain exactly the network of Example 7 where some configurations cannot be stored.
On the contrary, let us consider the subgraph (X,≈) where the link between (0, 0) and β
has been deleted, hence:
• Γ≈(α) = {(0, 0), β},
• Γ≈(β) = {α},
• Γ≈((0, 0)) = {(−1, 0), (0,−1), (1, 0), (0, 1), α},
• for every (n,m) 6= (0, 0), Γ≈((n,m)) = Γ∼((n,m)).
Then, this new graph admits a blinker and every configuration can be stored by storing
separately what happens on {α, β} and Z2.
In general, the absence of blinker in the original graph (X,∼) implies that the graph
is not bipartite, from which we deduce the following proposition.
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Proposition 12. Let (X,∼) be a network without blinker. For every subnetwork (X,≈)
with a blinker decomposition into Xo and Xe, at least one of the two following statements
holds:
- there exists x ∈ Xo such that Γ∼(x) ∩ Xo 6= ∅;
- there exists x ∈ Xe such that Γ∼(x) ∩ Xe 6= ∅.
Let (X,≈) be a subnetwork of (X,∼) with a blinker and let (Xe,Xo) be the decom-
position associated to the blinker. We consider the partition of the set of configurations
where we count how many 1 and 0 exist in ω, without separating odd and even positions.
Formally, a block of the partition is a 2-uple (a, b) such that a, b ∈ {0, F,∞} and there
are a positions with value 0 and b positions with value 1. Since there is an infinite number
of positions, there are only 5 different blocks of the partition which are nonempty.
Theorem 3. Assume that there exists (X,≈) a subnetwork of (X,∼) with a blinker that
satisfies the Richness Assumption. We have the following decomposition:
- (∞, 0) and (0,∞) are absorbing and finite φ-irreducible classes,
- (∞,∞) is absorbing and infinite φ-irreducible class,
- (∞, F ) and (F,∞) are transient and φ-irreducible sets.
Proof. The result concerning (∞, 0) and (0,∞) has already been shown in the general
case (Proposition 2). We denote by Xo and Xe the blinker decomposition associated to
the subgraph (X,≈).
(∞,∞) is absorbing:
We have to prove that if ω ∈ (∞,∞) and ω′ is randomly chosen with probability
K(ω, .), then with probability 1, ω′ ∈ (∞,∞). Let us compute the probability that ω′
has a finite or null number of 1. Denote by
Θ = {x ∈ X , ω(x) = 1}
then Γ(Θ) = ∪x∈ΘΓ(x) is infinite. But by assumption, any x′ ∈ Γ(Θ) has at least one
neighbor with value 1, it follows that the probability that ω′(x′) = 0 is strictly smaller
than ρ < 1. Since the probabilities are independent, it follows that the total probability
of infinitely many to be equal to 0 is 0. The same reasoning holds for 0.
(∞, F ) and (F,∞) are transient:
Let us consider (X,≈) and the partition defined in Section 4. Then, if ω ∈ (∞, F ) then
we know that there are only a finite number of active agents and an infinite number of
inactive agents. We have two possibilities:
• ω ∈ (∞, 0,∞, F ) ∪ (∞, F,∞, 0),
• ω ∈ (∞, F,∞, F ).
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We showed in Section 4 that both sets are transient (for the subgraph). It follows that
(∞, F ) is also transient for the subgraph and therefore for the original graph.
(∞,∞), (∞, F ) and (F,∞) are φ-irreducible:
Let ω be a configuration with one active agent denoted by x and one inactive agent
denoted by y. We consider a subgraph (X,≈) with blinker Xo and Xe. Moreover, by
Proposition 12, there exists c ∈ X with a neighbor in the same block of the blinker. We
will assume in the following that c ∈ Xo and there exists d ∈ Γ(c) ∩ Xo. Finally, let
(s∗, s1, s2, s3, s
′
1, s
′
2, s
′
3) be a complex star in the graph (X,≈) centered in Xe disjoint from
{c, d}.
Our aim is to construct a trajectory to a partial configuration ω′ such that there exist
both an active agent and an inactive agent on some even positions, and also on some odd
positions. We distinguish several cases:
• If x ∈ Xo and y ∈ Xo, then one can apply Lemma 8 to construct a trajectory
between ω and I, i.e., with a 1 on an odd position (say, s1) and a 0 on an odd
position (say, s2). The next step is to propagate the active status from I to c
through the subgraph (even number of stages), from c to d through their direct
link (one stage), and then back to s′1 through the subgraph (odd number of stages),
while storing s1 at s
′
1 and s2 at s∗. The total number of stages being even, we
obtain at even stages the value 1 at s1 ∈ Xo and at s′1 ∈ Xe. As these two nodes are
neighbors, the value 1 can be kept at odd stages as well. We proceed differently for
the inactive agent s2, reaching c and then d as before in an odd number of stages.
As in odd stages, 0 is stored at s∗, we have at odd stages a 0 at s∗ ∈ Xe and at
d ∈ Xo, as desired.
• If x ∈ Xe and y ∈ Xe, then the proof is similar.
• If x ∈ Xo and y ∈ Xe, propagate x to s1, so that s1 has value 1 on even stages. Then
propagate y to c in an odd number of stages through the subgraph, then propagate
to d by the direct link between c and d. Doing so, d has value 0 at even stages. We
are back to the previous case with y′ = d ∈ Xo and x′ = s1 ∈ Xo.
Let X and Y be two finite sets. We want to prove that (X, Y )+ is reachable from ω′.
X can be decomposed into Xo = X ∩ Xo and Xe = X ∩ Xe and Y can be decomposed
into Yo = Y ∩Xo and Ye = Y ∩Xe. We can now restrict ourselves to the subgraph (X,≈)
and apply the results of Section 5.
7 Boolean aggregation functions
The aggregation function being Boolean, the diffusion model (1) becomes deterministic.
In the previous sections, we used heavily the fact that the aggregation function is strict.
Since it is not true anymore, we obtain very different results. Let us restrict our attention
to anonymous functions. Then there exists a threshold 0 ≤ q˜ ≤ γ such that
A(1S) =
{
1 if |S| ≥ q˜
0 otherwise.
(5)
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This yields the contagion model of Morris (2000) which is also the threshold model intro-
duced, e.g., by Granovetter (1978). In this model, the rule of contagion with threshold
0 ≤ q ≤ 1 is the following. Given a configuration X(t) at time t, next configuration
X(t+1) is the set of agents having a proportion of neighbors in X(t) at least equal to q:
X(t+ 1) =
{
x ∈ X : |Γ(x) ∩X(t)||Γ(x)| ≥ q
}
. (6)
Comparing (6) with (1) and (5) yields the equivalence between the two models. The
contagion threshold ξ is the largest q such that infection spreads over X from some finite
group X(0). Morris (2000) has shown that for any network (in the sense of Section 2.1),
ξ ≤ 1
2
.
By definition, if q is below the contagion threshold, then the absorbing states are the
trivial states ∅ and X. Otherwise, other nontrivial absorbing classes may occur, as will
be shown.
Let us try to find first absorbing states. As we noted earlier, X is an absorbing state if
it is a fixed point, i.e., X(t+1) = X(t). We introduce the following convenient notation.
The frontier of X is the set
∂X = X \ ◦X = {x ∈ X : Γ(x) ∩Xc 6= ∅ and Γ(x) ∩X 6= ∅}.
We also introduce ∂+X = ∂X ∩ X the inner frontier of X , and ∂−X = ∂X ∩ Xc the
outer frontier of X . The following results are immediate.
Proposition 13. Suppose A is an anonymous Boolean aggregation function. X is an
absorbing state if and only if:
1. Each inner frontier node x ∈ ∂+X has at least ⌈γq⌉ neighbors in X , and
2. Each outer frontier node x ∈ ∂−X has at least ⌊γ(1 − q)⌋+ 1 neighbors in Xc.
Proof. X will not lose an element if each element of X has at least γq neighbors in X ,
and X will not attract a new element if each element of X \X has strictly less than γq
neighbors in X , hence at least ⌊γ(1− q)⌋+ 1 neighbors in X \X .
We examine two particular networks from Example 1 for illustration.
The case Z2 with the 1-neighborhood Let us consider various values of q. The
following table gives the minimal number of neighbors in X for frontier nodes, so that X
is an absorbing state.
q 1/4 1/2 3/4 1
minimal nb of interior neighbors
for nodes in X
1 2 3 4
minimal nb of interior neighbors
for nodes outside X
4 3 2 1
Let us describe the shape of the frontier of a connected set X with |X| > 1 satisfying the
above requirements. To this end, we consider a frontier node x of X and the number of
its interior neighbors η(x) := |Γ(x) ∩X|.
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1. η(x) ≥ 1 for every frontier node x. This is true for any X such that |X| ≥ 2.
2. η(x) ≥ 2 for every frontier node x. Only the situation η(x) = 1 is forbidden, which
corresponds to “antennas” (see Figure 7, left). Therefore, X is any shape without
antennas, with |X| ≥ 3.
3. η(x) ≥ 3 for every frontier node x. Then additional forbidden situations are “convex
corners” and “isthms” (see Figure 7). Then X is any shape without antennas,
convex corners and isthms, and |X| ≥ 4. Note that since X may be infinite,
one can have shapes with concave corners (which are allowed) but without convex
corners (see Figure 8).
4. Evidently, η(x) ≥ 4 is impossible by definition of frontier nodes.
Figure 7: 4×4 portion of Z2, where X is in black or blue. By convention, the color
of nodes extends infinitely in any direction. From left to right: antenna (x such that
η(x) = 1 in blue), convex corner (x such that η(x) = 2 in blue), concave corner in blue,
isthm (x such that η(x) = 2 in blue)
From the previous analysis, it follows that only q = 1
2
or 3
4
may lead to nontrivial absorbing
classes. Also, these two cases are exact complements of each other, in the sense that X
is a possible absorbing state for q = 1
2
if and only if X \X is a possible absorbing state
for q = 3
4
. Taking for example the latter, each connected component of X should be
of size at least 4, and should have no convex corner, no antenna and no isthm, while
each connected component of the complement set should be of size at least 3 and have
no antennas. Obvious examples are half-planes, concave corners extending infinitely in
both directions, and infinite shapes with squared “holes” of width greater than 1 (see the
example in Figure 8).
Figure 8: Examples of absorbing states with q = 3
4
. Left: horizontal half-plane. Right:
shape with squared holes (in blue; the grid is not represented)
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The case of Z2 with the
√
2-neighborhood We obtain the following table.
q 1/8 1/4 3/8 1/2 5/8 3/4 7/8
minimal nb of interior neighbors
for nodes in X
1 2 3 4 5 6 7
minimal nb of interior neighbors
for nodes outside X
8 7 6 5 4 3 2
The analysis of possible shapes in this topology reveals to be much more complex and
we will not provide a full analysis as in the previous example. Obviously, q = 1
8
is ruled
out. If η(x) = 7, then the only possibility is that X \X is a singleton. Since then X \X
cannot satisfy the condition η(x) ≥ 2, this rules out q = 1
4
and q = 7
8
. If η(x) ≥ 3,
as before, antennas and isthms of length greater than 2 are forbidden, but not convex
corners. For η(x) ≥ 4, squared convex corners are no more allowed (but 45◦ corners are
possible). For η(x) ≥ 5, no corners are allowed except concave ones. For η(x) ≥ 6, a
remarkable situation is where X \ X is a square with edges of length 1. Therefore, as
possible absorbing states (we do not pretend to be exhaustive) we find:
1. q = 3/8: a connected component ofX is a square with edge of length 1 (see Figure 9,
left)
2. q = 1/2 or q = 5/8: the two cases are complements of each other. Taking the latter,
a connected component of X is any shape of size at least 6 without convex corners,
antennas nor isthms, and each connected component of the complement set should
be of size at least 5 and have no antennas, isthms and squared convex corners. For
example, half-planes are allowed, as well as infinite shapes with squared holes whose
corners are “rounded” (see Figure 9, right).
3. q = 3/4: a connected component of X \ S is a square with edge of length 1.
Figure 9: Left: example of absorbing state with q = 3
4
. Right: example with q = 5
8
(in
blue; the grid is not represented)
Other absorbing classes Let us reconsider the notion of trajectory. As the process is
deterministic, a (deterministic) trajectory is merely a sequence of states X1, X2, X3, . . ..
We show that cycles (periodic trajectories) and infinite (aperiodic) trajectories may ex-
ist. Figure 10 presents an example of a cycle, and Figure 11 an example of an infinite
trajectory.
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etc.
Figure 10: Example of a cycle with Z2 and the 1-neighborhood (q = 1
2
)
etc.
Figure 11: Example of an infinite trajectory with Z2 and the 1-neighborhood (q = 1
4
).
The initial X constantly grows.
Proposition 14. Suppose A is an anonymous and Boolean aggregation function. Then
absorbing classes are either singletons {X}, whereX ∈ 2X, or cycles (periodic trajectories)
of nonempty sets {X1, . . . , Xk} with the condition that all sets are pairwise incomparable
by inclusion.
Proof. Every transition being with probability 1, the evolution is a deterministic tra-
jectory, hence a sequence of configurations X0, X1, . . . , Xk, . . .. Note that if a repetition
occurs, then the trajectory is periodic. The following cases are exhaustive and exclusive:
1. Fixed points, Xk+1 = Xk for k ≥ K exist, and are absorbing states.
2. Cycles (periodic trajectories) exist, and are periodic absorbing classes.
3. Otherwise, the trajectory does not have any repetition and is infinite. But this
cannot be a class, because there would be no transition from state Xk+1 to Xk.
8 Nonstrict nonBoolean aggregation functions
Let us assume for simplicity that the aggregation function A is anonymous. A being
nonstrict and nonBoolean implies that there exist ℓ, r ∈ {0, . . . , γ − 1} such that
A(1S) =
{
0 iff |S| ≤ ℓ
1 iff |S| ≥ γ − r, (7)
with ℓ ∨ r > 0 and ℓ + r < γ. This case is more complex than the two previous ones.
Indeed, it has the aspect both of the Boolean case and of the strict aggregation case.
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In order to highlight this duality, let us consider the following example. Take Z2 with
the 1-neighborhood and the following anonymous aggregation function
A(1S) =

0 iff |S| = 0
1/2 iff |S| = 1,
1 iff |S| ≥ 2.
(8)
We see an asymmetry between the role of 0 and 1.
Proposition 5 that focuses on the persistence of the number of elements is only par-
tially true here: the two first bullet points concerning the case with no active agents or
the case with a finite number of active agents are still valid. On the contrary, the third
one concerning the case with an infinite number of agents is not true anymore, as shown
by the following configuration. Let ω be such that
∀(n,m) ∈ Z2, ω(n,m) = 0 if and only if n +m ∈ 10Z.
The transition is deterministic and leads to 1 since the inactive agents are all isolated.
Proposition 6 that proves the possibility for a finite number of active agents to disappear
is not true anymore, since a square of active agents will never disappear. On the contrary,
with positive probability a finite set of inactive agents may disappear. Lemma 6 that
studies the possibility for a trajectory of diffusion to exist between two configurations
seems to be true for active agents but not true for inactive agents.
This makes the study of nonstrict nonBoolean aggregation function pretty tricky, and
we leave it for further research. It will need to disentangle the condition for each of the
lemmas developed for strict aggregation functions and boolean aggregation functions.
9 Related literature on diffusion and social learning
One of the early and widely used models of diffusion is the Bass model (Bass (1969))
which does not refer to any explicit network structure but incorporates some aspects of
imitation. It uses two parameters: one capturing the rate of innovation or spontaneous
adoption, and another one representing the rate of imitation or adoption due to others.
Since the spread of ideas, products or rumors can be sometimes similar to that of in-
fectious disease, many frameworks of diffusion in networks are inspired by the standard
epidemiological models such as the SI, SIS, and SIR models. In the SIR model, any indi-
vidual of a large finite population is in one of three possible states (susceptible, infected,
or recovered), susceptible individuals can become infected, but after recovering they can-
not become infected again. Contrary to that, in the SIS model, recovered individuals
can become infected again, and in the SI framework once susceptible individuals become
infected, they remain infected forever; for more details see e.g., Bailey (1975), Keeling
and Rohani (2008), Newman (2010). Different variants of these models are proposed, in
particular, in the literature on network diffusion in economics (e.g., Jackson and Rogers
(2007), Lo´pez-Pintado (2008)). Shah and Zaman (2016) consider the problem of detect-
ing the source of a rumor which has spread in a network using only observations about the
set of infected nodes, and no information about when the nodes became infected. They
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establish the effectiveness of rumor centrality for source detection for generic random
trees and the SI model with a generic spreading time distribution.
Other branches of the literature on diffusion in networks concern information cascades,
social learning, as well as threshold models in which an individual adopts an action (e.g.,
a new technology or an opinion on a given subject) when it is adopted by a threshold
number or fraction of the individual’s neighbors; see e.g., Granovetter (1978), Schelling
(1978), Watts (2002), Jackson and Yariv (2005), Jackson and Yariv (2007), Campbell
(2013), Lim et al. (2016), Lamberson (2010). Some works consider diffusion models with
heterogeneous agents with types possibly correlated with their neighbors (e.g., Galeotti
and Rogers (2013), Jackson and Lo´pez-Pintado (2013)). Numerous works are devoted
to Markovian diffusion. Berkhout and Heidergott (2019) are interested in measuring
connectivity of the weighted graph associated with a Markov chain. They introduce a
new decomposition algorithm for Markov chains and discuss some applications of their
decomposition algorithm, e.g., to influence ranking in social networks. The issues of
network diffusion are also related to percolation theory from the physics and mathematics
literature (e.g., Grimmett (1999), Stauffer and Aharony (1994)) whose basic question
whether a liquid on one side of some substance will penetrate to another side can be
seen as the question of existence of a path from one side of the network to another
one. A different research question but somewhat related to diffusion concerns search and
navigation on networks; see e.g., Adamic et al. (2003) for various navigation techniques.
There exists a vast literature on opinion formation and influence; see e.g., Acemoglu
and Ozdaglar (2011) for an overview of two methods of modeling social learning through
networks: Bayesian learning, where individuals use Bayes’ rule to assess the state of the
world (e.g., Acemoglu et al. (2011), Bala and Goyal (1998), Banerjee (1992), Banerjee and
Fudenberg (2004), Bikhchandani et al. (1992), Ellison and Fudenberg (1993), Gale and
Kariv (2003)) and non-Bayesian approach such as imitation models, where individuals
consider a weighted average of their neighbors’ opinions or actions in a previous period
(e.g., DeGroot (1974), Golub and Jackson (2010)). A branch of works in the literature on
Bayesian updating and information transmission studies the phenomenon of rumours, see
e.g., Banerjee (1993), Bloch et al. (2018). Obviously, the present paper is fairly related
to this branch of literature.
Besides Morris (2000) many other studies concern local interaction games, contagion
and spreading of some behavior due to local interaction, and the contagion threshold; see
e.g., Blume (1995), Ellison (1993), Ellison (2000), Lee and Valentinyi (2000). Numerous
works on contagion are devoted to financial networks (e.g., Allen and Gale (2000), Ace-
moglu et al. (2015), Cabrales et al. (2017), Elliott et al. (2014), Demange (2018); see also
Cabrales et al. (2016) for an overview). Another stream of the related literature concerns
the theory of conflict (e.g., Baccara and Bar-Isaac (2008)), including studies of optimal
network design and defence in a setting with strategic conflict and contagion dynamics
(see e.g., Goyal and Vigier (2014)). Also the electrical engineering and computer sciences
literature deals with the problem of network design and defence (see, e.g., Alpcan and
Basar (2011) and Anderson (2008) for an overview). Klausen et al. (2018) study the
issue of threats posed by online extremists in social networks, by using Twitter accounts
related to the Islamic State in Iraq and Syria. They present a model for optimal searching
the social network to find suspended users new accounts.
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