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Abstract
An explicit formula is derived for the Fourier transform of a Gaussian measure
on the Heisenberg group at the SchrÄ odinger representation. Using this explicit for-
mula, necessary and su±cient conditions are given for the convolution of two Gaussian
measures to be a Gaussian measure.
1 Introduction
Fourier transforms of probability measures on a locally compact topological group play an
important role in several problems concerning convolution and weak convergence of probabil-
ity measures. Indeed, the Fourier transform of the convolution of two probability measures
is the product of their Fourier transforms, and in case of many groups the continuity theo-
rem holds, namely, weak convergence of probability measures is equivalent to the pointwise
convergence of their Fourier transforms. Moreover, the Fourier transform is injective, i.e., if
the Fourier transforms of two probability measures coincide at each point then the measures
coincide. (See the properties of the Fourier transform, e.g., in Heyer [7, Chapter I.].) In case
of a locally compact Abelian group, an explicit formula is available for the Fourier trans-
form of an arbitrary in¯nitely divisible probability measure (see Parthasarathy [11]). The
case of non-Abelian groups is much more complicated. For Lie groups, Tom¶ e [16] proposed a
method how to calculate Fourier transforms based on Feynman's path integral and discussed
the physical motivation, but explicit expressions have been derived only in very special cases.
In this paper Gaussian measures will be investigated on the 3{dimensional Heisenberg
group H which can be obtained by furnishing R3 with its natural topology and with the
product
(g1;g2;g3)(h1;h2;h3) =
³
g1 + h1;g2 + h2;g3 + h3 +
1
2
(g1h2 ¡ g2h1)
´
:
The SchrÄ odinger representations f¼§¸ : ¸ > 0g of H are representations in the group of
unitary operators of the complex Hilbert space L2(R) given by
[¼§¸(g)u](x) := e
§i(¸g3+
p
¸g2x+¸g1g2=2)u(x +
p
¸g1) (1.1)
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1for g = (g1;g2;g3) 2 H, u 2 L2(R) and x 2 R. The value of the Fourier transform of a
probability measure ¹ on H at the SchrÄ odinger representation ¼§¸ is the bounded linear
operator b ¹(¼§¸) : L2(R) ! L2(R) given by
b ¹(¼§¸)u :=
Z
H
¼§¸(g)u¹(dg); u 2 L
2(R);
interpreted as a Bochner integral.
Let (¹t)t>0 be a Gaussian convolution semigroup of probability measures on H (see
Section 2). By a result of Siebert [13, Proposition 3.1, Lemma 3.1],
¡
b ¹t(¼§¸)
¢
t>0 is a
strongly continuous semigroup of contractions on L2(R) with in¯nitesimal generator
N(¼§¸) = ®1I + ®2x + ®3D + ®4x
2 + ®5(xD + Dx) + ®6D
2;
where ®1;:::;®6 are certain complex numbers (depending on (¹t)t>0, see Remark 3.1),
I denotes the identity operator on L2(R), x is the multiplication by the variable x, and
Du(x) = u0(x). One of our purposes is to determine the action of the operators
b ¹t(¼§¸) = e
tN(¼§¸); t > 0
on L2(R). (Here the notation (etA)t>0 means a semigroup of operators with in¯nitesimal
generator A.) When N(¼§¸) has the special form 1
2(D2 ¡ x2), the celebrated Mehler's
formula gives us
e
t(D2¡x2)=2u(x) =
1
p
2¼ sinht
Z
R
exp
½
¡
(x2 + y2)cosht ¡ 2xy
2sinht
¾
u(y)dy
for all t > 0, u 2 L2(R) and x 2 R, see, e.g., Taylor [15], Davies [4]. Our Theorem 3.1 in
Section 3 can be regarded as a generalization of Mehler's formula.
It turns out that b ¹t(¼§¸) = etN(¼§¸), t > 0 are again integral operators on L2(R) if
®6 is a positive real number. One of the main results of the present paper is an explicit
formula for the kernel function of these integral operators (see Theorem 3.1). We apply a
probabilistic method using that the Fourier transform b ¹(¼§¸) of an absolutely continuous
probability measure ¹ on H can be derived from the Euclidean Fourier transform of ¹
considering ¹ as a measure on R3 (see Proposition 4.1). We note that a random walk
approach might provide a di®erent proof of Theorem 3.1, but we think that it would not be
simpler than ours.
The second part of the paper deals with convolutions of Gaussian measures on H.
The convolution of two Gaussian measures on a locally compact Abelian group is again a
Gaussian measure (it can be proved by the help of Fourier transforms; see Parthasarathy
[11]). We prove that a convolution of Gaussian measures on H is almost never a Gaussian
measure. More exactly, we obtain the following result (using our explicit formula for the
Fourier transforms).
Theorem 1.1 Let ¹0 and ¹00 be Gaussian measures on H. Then the convolution ¹0¤¹00
is a Gaussian measure on H if and only if one of the following conditions holds:
2(C1) there exist elements Y 0
0; Y 00
0 ; Y1; Y2 in the Lie algebra of H such that [Y1;Y2] = 0,
the support of ¹0 is contained in expfY 0
0 +R¢Y1 +R¢Y2g and the support of ¹00 is
contained in expfY 00
0 +R¢Y1+R¢Y2g. (Equivalently, there exists an Abelian subgroup
G of H such that supp(¹0) and supp(¹00) are contained in \Eucledian cosets" of
G.)
(C2) there exist a Gaussian semigroup (¹t)t>0 and t0;t00 > 0 and a Gaussian measure º
such that supp(º) is contained in the center of H and either ¹0 = ¹t0, ¹00 = ¹t00 ¤º
or ¹0 = ¹t0 ¤ º, ¹00 = ¹t00 holds. (Equivalently, ¹0 and ¹00 are sitting on the same
Gaussian semigroup modulo a Gaussian measure with support contained in the center
of H. )
We note that in case of (C1), ¹0 and ¹00 are Gaussian measures also in the \Euclidean
sense" (i.e., considering them as measures on R3). Moreover, Theorem 6.1 contains an
explicit formula for the Fourier transform of a convolution of arbitrary Gaussian measures
on H.
The structure of the present work is similar to Pap [10]. Theorems 1.1 and 3.1 of the
present paper are generalizations of the corresponding results for symmetric Gaussian mea-
sures on H due to Pap [10]. We summarize brie°y the new ingredients needed in the
present paper. Comparing Lemma 6.1 in Pap [10] and Proposition 5.1 of the present paper,
one can realize that now we have to calculate a much more complicated (Euclidean) Fourier
transform (see (5.6)). For this reason we generalized a result due to Chaleyat-Maurel [3] (see
Lemma 5.2). We note that using Lemma 6.2 one can easily derive Theorem 1.1 in Pap [10]
from Theorem 1.1 of the present paper.
It is natural to ask whether we can prove our results for non-symmetric Gaussian measures
using only the results for symmetric Gaussian measures. The answer is no. The reason for
this is that in case of H the convolution of a symmetric Gaussian measure and a Dirac
measure is in general not a Gaussian measure. For example, if a = (1;0;0) 2 H and (¹t)t>0
is a Gaussian semigroup with in¯nitesimal generator X2
1 +X2
2; then using Lemma 4.2, one
can easily check that ¹1 ¤ "a is not a Gaussian measure on H; where "a denotes the
Dirac measure concentrated on the element a 2 H: (For the de¯nition of an in¯nitesimal
generator and X1;X2;X3; see Section 2.)
We note that if the convolution of two Gaussian measures on H is again a Gaussian
measure on H; then the corresponding in¯nitesimal generators not neccesarily commute,
nor even if the in¯nitesimal generator corresponding to the convolution is the sum of the
original in¯nitesimal generators. Now we give an illuminating counterexample. Let ¹0 and
¹00 be Gaussian measures on H such that the corresponding Gaussian semigroups have
in¯nitesimal generators
N
0 =
1
2
(X1 + X2)
2 and N
00 =
1
2
(X1 + X2)
2 + X1X3; respectively.
Using Theorem 6.2 and Lemma 6.2, ¹0 ¤ ¹00 is a symmetric Gaussian measure on H such
that the corresponding Gaussian semigroup has in¯nitesimal generator N0 + N00: But N0
and N00 do not commute. Indeed, N0N00 ¡ N00N0 = ¡(X1 + X2)X2
3 6= 0:
3At the end of our paper we formulate Theorem 1.1 in the important special case of
centered Gaussian measures for which the corresponding Gaussian semigroups are stable in
the sense of Hazod. This kind of Gaussian measures arises in a standard version of central
limit theorems on H proved by Wehn [17]. In this special case Theorem 1.1 can be derived
from the results for symmetric Gaussian measures in Pap [10].
2 Preliminaries
The Heisenberg group H is a Lie group with Lie algebra H, which can be realized as the
vector space R3 furnished with multiplication
[(p1;p2;p3);(q1;q2;q3)] = (0;0;p1q2 ¡ p2q1):
An element X 2 H can be regarded as a left{invariant di®erential operator on H, namely,
for continuously di®erentiable functions f : H ! R we put
Xf(g) := lim
t!0
t
¡1
³
f(g exp(tX)) ¡ f(g)
´
; g 2 H;
where the exponential mapping exp : H ! H is now the identity mapping.
A family (¹t)t>0 of probability measures on H is said to be a (continuous) convolution
semigroup if we have ¹s ¤ ¹t = ¹s+t for all s;t > 0, and limt#0 ¹t = ¹0 = "e, where
e = (0;0;0) is the unit element of H: Its in¯nitesimal generator is de¯ned by
(Nf)(g) := lim
t#0
t
¡1
Z
H
¡
f(gh) ¡ f(g)
¢
¹t(dh); g 2 H;
for suitable functions f : H ! R. (The in¯nitesimal generator is always de¯ned for in¯nitely
di®erentiable functions f : H ! R with compact support.) A convolution semigroup (¹t)t>0
is called a Gaussian semigroup if limt#0 t¡1¹t(H n U) = 0 for all (Borel) neighbourhoods
U of e. Let fX1;X2;X3g denote the natural basis in H (that is, expX1 = (1;0;0),
expX2 = (0;1;0) and expX3 = (0;0;1)). It is known that a convolution semigroup (¹t)t>0
is a Gaussian semigroup if and only if its in¯nitesimal generator has the form
N =
3 X
k=1
akXk +
1
2
3 X
j=1
3 X
k=1
bj;kXjXk; (2.1)
where a = (a1;a2;a3) 2 R3 and B = (bj;k)16j;k63 is a real, symmetric, positive semide¯nite
matrix. A probability measure ¹ on H is called a Gaussian measure if there exists
a Gaussian semigroup (¹t)t>0 such that ¹ = ¹1. A Gaussian measure on H can
be embedded only in a uniquely determined Gaussian semigroup (see Baldi [2], Pap [9]).
(Neuenschwander [8] showed that a Gaussian measure on H can not be embedded in a
non{Gaussian convolution semigroup.) Thus for a vector a = (a1;a2;a3) 2 R3 and a real,
symmetric, positive semide¯nite matrix B = (bj;k)16j;k63 we can speak about the Gaussian
measure ¹ with parameters (a;B) which is by de¯nition ¹ := ¹1, where (¹t)t>0 is
the Gaussian semigroup with in¯nitesimal generator N given by (2.1). If º is a Gaussian
measure with parameters (a;B) and (ºs)s>0 is the Gaussian semigroup with in¯nitesimal
4generator N given by (2.1) then ºt is a Gaussian measure with parameters (ta;tB) for
all t > 0, since ¹s := ºst, s > 0 de¯nes a Gaussian semigroup with in¯nitesimal generator
tN. Hence ºt = ¹1, so it will be su±cient to calculate the Fourier transform of ¹1.
Let us consider a Gaussian semigroup (¹t)t>0 with parameters (a;B) on H. Its
in¯nitesimal generator N can be also written in the form
N = Y0 +
1
2
d X
j=1
Y
2
j ; (2.2)
where 0 6 d 6 3 and
Y0 =
3 X
k=1
akXk; Yj =
3 X
k=1
¾k;jXk; 1 6 j 6 d;
where § = (¾k;j) is a 3£d matrix with rank(§) = rank(B) = d. Moreover, B = §¢§>.
Then the measure ¹t can be described as the distribution of the random vector Z(t) =
(Z1(t);Z2(t);Z3(t)) with values in R3, where
Z1(t) = a1t +
d X
k=1
¾1;kWk(t); Z2(t) = a2t +
d X
k=1
¾2;kWk(t);
Z3(t) = a3t +
d X
k=1
¾3;kWk(t) +
1
2
Z t
0
(Z1(s)dZ2(s) ¡ Z2(s)dZ1(s))
= a3t +
d X
k=1
¾3;kWk(t) +
d X
k=1
(a2¾1;k ¡ a1¾2;k)W
¤
k(t) +
X
16k<`6d
(¾1;k¾2;` ¡ ¾1;`¾2;k)Wk;`(t);
where (W1(t);:::;Wd(t))t>0 is a standard Wiener process in Rd and
W
¤
k(t) :=
1
2
µZ t
0
Wk(s)ds ¡
Z t
0
sdWk(s)
¶
;
Wk;`(t) :=
1
2
µZ t
0
Wk(s)dW`(s) ¡
Z t
0
W`(s)dWk(s)
¶
:
(See, e.g., Roynette [12].) The process (Wk;`(t))t>0 is the so{called L¶ evy's stochastic area
swept by the process (Wk(s);W`(s))s2[0;t] on R2.
3 Fourier transform of a Gaussian measure
The SchrÄ odinger representations are in¯nite dimensional, irreducible, unitary representa-
tions, and each irreducible, unitary representation is unitarily equivalent with one of the
SchrÄ odinger representations or with Â®;¯ for some ®;¯ 2 R, where Â®;¯ is a one{
dimensional representation given by
Â®;¯(g) := e
i(®g1+¯g2); g = (g1;g2;g3) 2 H:
5The value of the Fourier transform of a probability measure ¹ on H at the representation
Â®;¯ is
b ¹(Â®;¯) :=
Z
H
Â®;¯(g)¹(dg) =
Z
H
e
i(®g1+¯g2) ¹(dg) = e ¹(®;¯;0);
where e ¹ : R3 ! C denotes the Euclidean Fourier transform of ¹,
e ¹(®;¯;°) :=
Z
H
e
i(®g1+¯g2+°g3) ¹(dg):
Let us consider a Gaussian semigroup (¹t)t>0 with parameters (a;B) on H. The
Fourier transform of ¹ := ¹1 at the one{dimensional representations can be calculated
easily, since the description of (¹t)t>0 given in Section 2 implies that
b ¹(Â®;¯) = Eexp
(
i(®a1 + ¯a2) + i
Ã
®
d X
k=1
¾1;kWk(1) + ¯
d X
k=1
¾2;kWk(1)
!)
for ®;¯ 2 R. The random variable
Ã
d X
k=1
¾1;kWk(1);
d X
k=1
¾2;kWk(1)
!
has a normal distribution with zero mean and covariance matrix
"
¾1;1 ::: ¾1;d
¾2;1 ::: ¾2;d
#
2
6
6
4
¾1;1 ¾2;1
. . .
. . .
¾1;d ¾2;d
3
7
7
5 =
"
b1;1 b1;2
b2;1 b2;2
#
;
since §§> = B. Consequently,
b ¹(Â®;¯) = exp
½
i(®a1 + ¯a2) ¡
1
2
(b1;1®
2 + 2b1;2®¯ + b2;2¯
2)
¾
:
One of the main results of the present paper is an explicit formula for the Fourier trans-
form of a Gaussian measure on the Heisenberg group H at the SchrÄ odinger representations.
Theorem 3.1 Let ¹ be a Gaussian measure on H with parameters (a;B). Then
[b ¹(¼§¸)u](x) =
8
> <
> :
Z
R
K§¸(x;y)u(y)dy if b1;1 > 0,
L§¸(x)u(x +
p
¸a1) if b1;1 = 0,
for u 2 L2(R), x 2 R, where
K§¸(x;y) := C§¸(B)exp
½
¡
1
2
z
>D§¸(a;B)z
¾
; z := (x;y;1)
>;
where, with ± :=
q
b1;1b2;2 ¡ b2
1;2, ±1 := b1;1b2;3 ¡ b1;2b1;3, ±2 := a1b1;2 ¡ a2b1;1,
C§¸(B) :=
8
> > > > > <
> > > > > :
1
p
2¼¸b1;1
if ± = 0,
s
±
2¼b1;1 sinh(¸±)
if ± > 0,
6and D§¸(a;B) = (d
§¸
j;k(a;B))16j;k63 are symmetric matrices de¯ned for b1;1 > 0 and
± = 0 by
d
§¸
1;1(a;B) :=
¸¡1 § ib1;2
b1;1
; d
§¸
1;2(a;B) := ¡
1
¸b1;1
; d
§¸
2;2(a;B) :=
¸¡1 ¨ ib1;2
b1;1
;
d
§¸
1;3(a;B) :=
a1 § i¸b1;3 p
¸b1;1
§ i
p
¸±2
2b1;1
; d
§¸
2;3(a;B) := ¡
a1 § i¸b1;3 p
¸b1;1
§ i
p
¸±2
2b1;1
;
d
§¸
3;3(a;B) :=
(a1 § i¸b1;3)2
b1;1
+
¸2±2
2
12b1;1
+ ¸
2b3;3 ¨ 2i¸a3;
and for ± > 0 by
d
§¸
1;1(a;B) :=
± coth(¸±) § ib1;2
b1;1
; d
§¸
1;2(a;B) := ¡
±
b1;1 sinh(¸±)
; d
§¸
2;2(a;B) :=
± coth(¸±) ¨ ib1;2
b1;1
;
d
§¸
1;3(a;B) :=
a1 § i¸b1;3 p
¸b1;1
+
¸±1 § i±2 p
¸b1;1± coth(¸±=2)
; d
§¸
2;3(a;B) := ¡
a1 § i¸b1;3 p
¸b1;1
+
¸±1 § i±2 p
¸b1;1± coth(¸±=2)
;
d
§¸
3;3(a;B) :=
(a1 § i¸b1;3)2
b1;1
¡
(¸±1 § i±2)2
¸b1;1±3
³
¸± ¡ 2tanh(¸±=2)
´
+ ¸
2b3;3 ¨ 2i¸a3;
and
L§¸(x) := exp
½
§
i
p
¸
2
³p
¸(2a3 + a1a2) + 2a2x
´
¡
¸2
6
(3b3;3 + 3a1b2;3 + a
2
1b2;2)
¡
¸3=2
2
(2b2;3 + a1b2;2)x ¡
¸
2
b2;2x
2
¾
:
We prove this theorem in Section 5.
Remark 3.1 Consider a Gaussian convolution semigroup (¹t)t>0 with in¯nitesimal gen-
erator N given in (2.1). Siebert [13, Proposition 3.1, Lemma 3.1] proved that
¡
b ¹t(¼§¸)
¢
t>0
is a strongly continuous semigroup of contractions on L2(R) with in¯nitesimal generator
N(¼§¸) =
3 X
k=1
akXk(¼§¸) +
1
2
3 X
j=1
3 X
k=1
bj;kXj(¼§¸)Xk(¼§¸);
where
X(¼§¸)u := lim
t!0
t
¡1¡
¼§¸(exp(tX))u ¡ u
¢
for all di®erentiable vectors u. Hence
[X1(¼§¸)u](x) =
p
¸u
0(x) =
p
¸Du(x);
[X2(¼§¸)u](x) = §i
p
¸xu(x);
[X3(¼§¸)u](x) = §i¸u(x)
for all x 2 R. Consequently,
N(¼§¸) = ®1I + ®2x + ®3D + ®4x
2 + ®5(xD + Dx) + ®6D
2;
7where
®1 = ¡
1
2
¸
2b3;3 § i¸a3; ®2 = ¡¸
3=2b2;3 § i¸
1=2a2; ®3 = ¸
1=2a1 § i¸
3=2b1;3;
®4 = ¡
1
2
¸b2;2; ®5 = §
i
2
¸b1;2; ®6 =
1
2
¸b1;1:
4 Absolute continuity and singularity of Gaussian
measures
A probability measure ¹ on H is said to be absolutely continuous or singular if it
is absolutely continuous or singular with respect to a (and then necessarily to any) Haar
measure on H: It is known that the class of left Haar measures on H is the same as the
class of right Haar measures on H and hence we can use the expression "a Haar measure
on H". It is also known that a measure º on H is a Haar measure if and only if º is the
Lebesgue measure on R3 multiplied by some positive constant. The following proposition
is the same as Proposition 2.1 in Pap [10]. But the proof given here is simpler, we do not
use Weyl calculus.
Proposition 4.1 If ¹ is absolutely continuous with density f then the Fourier transform
b ¹(¼§¸) is an integral operator on L2(R),
[b ¹(¼§¸)u](x) =
Z
R
K§¸(x;y)u(y)dy
with kernel function K§¸ : R2 ! C given by
K§¸(x;y) :=
1
p
¸
e f2;3
µ
y ¡ x
p
¸
;§
p
¸
µ
y + x
2
¶
;§¸
¶
;
where
e f2;3(s1;e s2;e s3) :=
Z
R2
e
i(e s2s2+e s3s3)f(s1;s2;s3)ds2 ds3; (s1;e s2;e s3) 2 R
3
denotes a partial Euclidean Fourier transform of f.
Proof. Using the de¯nition of the SchrÄ odinger representation we obtain
[b ¹(¼§¸)u](x) =
Z
R3
e
§i(¸s3+
p
¸s2x+¸s1s2=2)u(x +
p
¸s1)f(s1;s2;s3)ds1 ds2 ds3
=
1
p
¸
Z
R3
e
§i(¸s3+
p
¸s2x+
p
¸(y¡x)s2=2)u(y)f
µ
y ¡ x
p
¸
;s2;s3
¶
dy ds2 ds3
=
Z
R
K§¸(x;y)u(y)dy;
where
K§¸(x;y) =
1
p
¸
Z
R2
e
§i(¸s3+
p
¸(x+y)s2=2)f
µ
y ¡ x
p
¸
;s2;s3
¶
ds2 ds3
=
1
p
¸
e f2;3
µ
y ¡ x
p
¸
;§
p
¸
µ
y + x
2
¶
;§¸
¶
:
8Hence the assertion. 2
The partial Euclidean Fourier transform e f2;3 can be obtained by the inverse Euclidean
Fourier transform:
e f2;3(s1;e s2;e s3) =
1
2¼
Z
R
e
¡is1e s1 e f(e s1;e s2;e s3)de s1; (s1;e s2;e s3) 2 R
3; (4.1)
where e f denotes the (full) Euclidean Fourier transform of f :
e f(e s1;e s2;e s3) :=
Z
R3
e
i(e s1s1+e s2s2+e s3s3)f(s1;s2;s3)ds1 ds2 ds3
for (e s1;e s2;e s3) 2 R3. Moreover, b ¹(¼§¸) is a compact operator. If the density f of ¹
belongs to the Schwarz space then b ¹(¼§¸) is a trace class (i.e., nuclear) operator.
In order to apply Proposition 4.1 we shall need the description of the set of absolutely
continuous Gaussian measures on H. Using a general result due to Siebert [14, Theorem 2]
one can prove the following lemma as in Pap [10, Lemma 3.3].
Lemma 4.1 A Gaussian measure ¹ on H with parameters (a;B) is either absolutely
continuous or singular. More precisely, ¹ is absolutely continuous if b1;1b2;2¡b2
1;2 > 0 and
singular if b1;1b2;2 ¡ b2
1;2 = 0.
The next lemma describes the support of a Gaussian measure on H.
Lemma 4.2 Let (¹t)t>0 be a Gaussian semigroup on H with in¯nitesimal generator N
given by (2.2). According to the structure of N we can distinguish ¯ve di®erent types of
Gaussian semigroups:
(i) N = Y0 + 1
2(Y 2
1 + Y 2
2 + Y 2
3 ) with Y1, Y2 and Y3 linearly independent. Then the
semigroup is absolutely continuous and supp(¹t) = H for all t > 0. Moreover,
rank(B) = 3, b1;1b2;2 ¡ b2
1;2 6= 0.
(ii) N = Y0 + 1
2(Y 2
1 +Y 2
2 ) with Y1 and Y2 linearly independent and [Y1;Y2] 6= 0. Then
the semigroup is absolutely continuous and supp(¹t) = H for all t > 0. Moreover,
rank(B) = 2, b1;1b2;2 ¡ b2
1;2 6= 0.
(iii) N = Y0 + 1
2(Y 2
1 + Y 2
2 ) with Y1 and Y2 linearly independent and [Y1;Y2] = 0.
Then the semigroup is singular, it is a Gaussian semigroup on R3 as well, and it is
supported by a `Euclidean coset' of the same closed normal subgroup, namely,
supp(¹t) = exp(tY0 + R ¢ Y1 + R ¢ Y2)
for all t > 0. Moreover, rank(B) = 2, b1;1b2;2 ¡ b2
1;2 = 0.
(iv) N = Y0+ 1
2Y 2
1 . Then the semigroup is singular, it is a Gaussian semigroup on R3 as
well, and it is supported by a \Euclidean coset" of the same closed normal subgroup,
namely,
supp(¹t) = exp(tY0 + R ¢ Y1 + R ¢ [Y0;Y1])
for all t > 0. Moreover, rank(B) = 1, b1;1b2;2 ¡ b2
1;2 = 0.
9(v) N = Y0. Then the semigroup is singular and consists of point measures, namely,
¹t = "exp(tY0) for all t > 0.
Proof. From general results due to Siebert [14, Theorem 2 and Theorem 4], it follows that
a Gaussian measure ¹ on H is absolutely continuous if and only if G := L(Yi;[Yj;Yk] :
1 6 i 6 d; 0 6 j 6 k 6 d) = R3, where L(¢) denotes the linear hull of the given vectors, and
Yi 2 H, 0 6 i 6 d are described in (2.2). Moreover, the support of ¹t is
supp(¹t) =
1 [
n=1
µ
M exp
³tY0
n
´¶n
for all t > 0;
where M is the analytic subgroup of H corresponding to the Lie subalgebra generated
by fYi : 1 6 i 6 rg and the bar denotes the closure in H. Clearly [Yi;Yi] = 0, [Yi;Yj] =
(¾1;i¾2;j ¡ ¾1;j¾2;i)X3 for 1 6 i < j 6 d and [Y;Z] 2 L(X3) for all Y;Z 2 H.
We prove only the cases (iii) and (iv), the other cases can be proved similarly.
In case of (iii) we have G = L(Y1;Y2;[Y0;Y1];[Y0;Y2]). Since [Y1;Y2] = 0, we have
¾1;1¾2;2¡¾2
1;2 = 0, so Y1 and Y2 are linearly dependent in their ¯rst two coordinates, thus
their linear independence yields X3 2 L(Y1;Y2). Moreover, [Y0;Y1];[Y0;Y2] 2 L(X3) ½
L(Y1;Y2): So G = L(Y1;Y2) 6= R3, i.e., the semigroup (¹t)t>0 is singular.
To obtain the formula for the support of ¹t it is su±cient to prove that ³
M exp
¡
t
nY0
¢´n
= exp(tY0 + R ¢ Y1 + R ¢ Y2) for all t > 0 and n 2 N, where now
M = exp(R¢Y1 +R¢Y2). The multiplication in H can be reconstructed by the help of the
Campbell{Haussdorf formula
exp(X)exp(Y ) = exp
³
X + Y +
1
2
[X;Y ]
´
; X;Y 2 H:
Applying induction by n gives the assertion. Indeed, for n = 1 we have M exp(tY0) =
exp(R ¢ Y1 + R ¢ Y2)exp(tY0) = exp(tY0 + R ¢ Y1 + R ¢ Y2), since X3 2 L(Y1;Y2). Suppose
that
³
M exp
¡
t
n¡1Y0
¢´n¡1
= exp(tY0+R¢Y1+R¢Y2) holds. Using the Campbell{Haussdorf
formula and the induction hypothesis we get
³
M exp
¡
t
nY0
¢´n
= exp
¡
n¡1
n tY0 + R ¢ Y1 + R ¢
Y2
¢
exp
¡
t
nY0+R¢Y1+R¢Y2
¢
. Since X3 2 L(Y1;Y2) and [Y;Z] 2 L(X3) for all Y; Z 2 H,
application of the Campbell{Haussdorf formula once more gives the assertion.
The case (iv) can be obtained similarly. Indeed, we have G = L(Y1;[Y0;Y1]) 6= R3,
M = exp(R ¢ Y1), hence supp(¹t) = exp(tY0 + R ¢ Y1 + R ¢ [Y1;Y0]) for all t > 0. 2
5 Euclidean Fourier transform of a Gaussian measure
and the proof of Theorem 3.1
Now we investigate the processes (W ¤
k(t))t>0 and (Wk;`(t))t>0 (de¯ned in Section 2).
Let t > 0 be ¯xed. We prove that W ¤
k(t) and Wk;`(t) can be constructed by the help
of in¯nitely many independent identically distributed real random variables with standard
10normal distribution. Because of the self{similarity property of the Wiener process it is
su±cient to prove the case t = 2¼.
Lemma 5.1 Let (W1(s);:::;Wd(s))s2[0;2¼] be a standard Wiener process in Rd on a prob-
ability space (­;A;P). Let us consider the orthonormal basis fn(s) = (2¼)¡1=2eins; s 2
[0;2¼]; n 2 Z in the complex Hilbert space L2([0;2¼]). If (g(s))s2[0;2¼] is an adapted,
measurable, complex valued process, independent of (W1(s);:::;Wd(s))s2[0;2¼] such that
E
³R 2¼
0 jg(s)j2 ds
´
< 1 then
Z 2¼
0
g(s)dWj(s) =
X
n2Z
hg;fni
Z 2¼
0
fn(s)dWj(s) a:s:; j = 1;:::;d; (5.1)
where h¢;¢i denotes the inner product in L2([0;2¼]) and the convergence of the series on
the right hand side of (5.1) is meant in L2(­;A;P):
Proof. Let 1 6 j 6 d be arbitrary, but ¯xed. First we prove that the right hand
side of (5.1) is convergent in L2(­;A;P): Using that the processes (g(s))s2[0;2¼] and
(W1(s);:::;Wd(s))s2[0;2¼] are independent of each other, for n;m 2 Z; n 6= m; we get
E
µ
hg;fni
Z 2¼
0
fn(s)dWj(s)hg;fmi
Z 2¼
0
fm(s)dWj(s)
¶
= E
¡
hg;fnihg;fmi
¢
E
µZ 2¼
0
fn(s)dWj(s)
Z 2¼
0
fm(s)dWj(s)
¶
= E
¡
hg;fnihg;fmi
¢Z 2¼
0
fn(s)fm(s)ds = 0:
Using again the independence of (g(s))s2[0;2¼] and (W1(s);:::;Wd(s))s2[0;2¼]; we have
E
¯
¯
¯
¯hg;fni
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯
¯
2
= E
¯
¯hg;fni
¯
¯2E
¯
¯
¯
¯
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯
¯
2
= E
¯
¯hg;fni
¯
¯2
Z 2¼
0
jfn(s)j
2 ds = E
¯
¯hg;fni
¯
¯2:
Since E
³R 2¼
0 jg(s)j2 ds
´
< 1; Parseval's identity in L2([0;2¼]) gives us that
X
n2Z
¯
¯hg;fni
¯
¯2 =
Z 2¼
0
jg(s)j
2 ds a:s:
This implies that
X
n2Z
E
¯
¯hg;fni
¯
¯2 = E
Z 2¼
0
jg(s)j
2 ds < 1:
Hence the right hand side of (5.1) is convergent in L2(­;A;P):
We show now that
E
¯
¯
¯
¯
Z 2¼
0
g(s)dWj(s) ¡
X
n2Z
hg;fni
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯
¯
2
= 0;
11which implies (5.1). We have
E
¯
¯
¯
¯
Z 2¼
0
g(s)dWj(s) ¡
X
n2Z
hg;fni
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯
¯
2
= E
¯
¯
¯
¯
Z 2¼
0
g(s)dWj(s)
¯
¯
¯
¯
2
+ E
¯
¯
¯
¯
X
n2Z
hg;fni
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯
¯
2
¡ 2ReE
µZ 2¼
0
g(s)dWj(s)
X
n2Z
hg;fni
Z 2¼
0
fn(s)dWj(s)
¶
=: A1 + A2 ¡ 2ReA3:
Then we get
A1 = E
Z 2¼
0
jg(s)j
2 ds;
A2 =
X
n2Z
E
¯
¯
¯
¯hg;fni
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯
¯
2
=
X
n2Z
E
¯
¯hg;fni
¯
¯2 = E
Z 2¼
0
jg(s)j
2 ds;
A3 =
X
n2Z
E
µZ 2¼
0
g(s)dWj(s)hg;fni
Z 2¼
0
fn(s)dWj(s)
¶
:
Let us denote the ¾-algebra generated by the process (g(s))s2[0;2¼] by F(g): Then we
obtain
A3 =
X
n2Z
EE
µZ 2¼
0
g(s)dWj(s)hg;fni
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯F(g)
¶
=
X
n2Z
E
µ
hg;fniE
µZ 2¼
0
g(s)dWj(s)
Z 2¼
0
fn(s)dWj(s)
¯
¯
¯F(g)
¶¶
=
X
n2Z
E
µ
hg;fni
Z 2¼
0
g(s)fn(s)ds
¶
=
X
n2Z
E
¯
¯hg;fni
¯
¯2 = E
Z 2¼
0
jg(s)j
2 ds:
Hence the assertion. 2
The next statement is a generalization of Section 1.2 in Chaleyat-Maurel [3].
Lemma 5.2 Let (W1(s);:::;Wd(s))s2[0;2¼] be a standard Wiener process in Rd. Then
there exist random variables a
(j)
n ; b
(j)
n , n 2 N; j = 1;:::;d with standard normal distri-
bution, independent of each other and of the random variable (W1(2¼);:::;Wd(2¼)) such
that the following constructions hold
Wj;k(2¼) =
1 X
n=1
1
n
·
b
(j)
n
µ
a
(k)
n ¡
1
p
¼
Wk(2¼)
¶
¡ b
(k)
n
µ
a
(j)
n ¡
1
p
¼
Wj(2¼)
¶¸
a:s:; (5.2)
W
¤
` (2¼) = ¡2
p
¼
1 X
n=1
b
(`)
n
n
a:s: (5.3)
for all 1 6 j < k 6 d and ` = 1;:::;d, where the series on the right hand sides of (5:2)
and (5:3) are convergent almost surely.
12Proof. Retain the notations of Lemma 5.1 and let us denote c
(j)
n :=
R 2¼
0 fn(s)dWj(s),
n 2 Z, j = 1;:::;d: Then c
(j)
n , n 2 Z, n 6= 0; j = 1;:::;d are independent identically
distributed complex random variables with standard normal distribution, i.e., the decom-
positions c
(j)
n =
a
(j)
n +ib
(j)
n p
2 , n 2 Z, n 6= 0; j = 1;:::;d hold with independent identically
distributed real random variables a
(j)
n ; b
(j)
n , n 2 Z, n 6= 0; j = 1;:::;d; having standard
normal distribution. Specifying g as the indicator function 1[0;t] of the interval [0;t]
(t 2 [0;2¼]) in Lemma 5.1, we have for all t 2 [0;2¼]
W`(t) =
X
n2Z;n6=0
c
(`)
¡n
i
n
¡
f¡n(t) ¡ f0(t)
¢
+
c
(`)
0 t
p
2¼
a:s:; ` = 1;:::;d: (5.4)
In fact, there is a set ­0 with P(­0) = 0 such that (5.4) holds for all ! = 2 ­0 and
for almost every t 2 [0;2¼] (see, e.g., Ash [1, p. 107, Problem 4]). Applying (5.1) with
g = Wk and the construction (5.4), Chaleyat{Maurel [3] showed that (5.2) holds. Choosing
g(s) = s1[0;t](s), (t 2 [0;2¼]) in Lemma 5.1 it can be easily checked that
Z t
0
sdW`(s) =
X
n2Z;n6=0
c
(`)
¡n(int + 1)
n2 f¡n(t) ¡
X
n2Z;n6=0
c
(`)
¡n
n2 f0(t) + c
(`)
0
t2
2
p
2¼
a:s:
By It^ o's formula we get W ¤
` (t) = 1
2tW`(t) ¡
R t
0 sdW`(s). Using the construction (5.4) of
W`(t) and the de¯nition of c
(`)
n a simple computation shows that (5.3) holds. By Lemma
5.1 the series in the constructions (5.2), (5.3) and (5.4) are convergent in L2(­;A;P). Since
the summands in the series in (5.3) and (5.4) are independent, L¶ evy's theorem implies that
they are convergent almost surely as well. Finally we show that the series in (5.2) is also
convergent almost surely. For this, using that
P1
n=1 b
(`)
n =n is convergent almost surely for
all ` = 1;:::;d; it is enough to prove that the series
1 X
n=1
1
n
¡
b
(j)
n a
(k)
n ¡ b
(k)
n a
(j)
n
¢
(5.5)
is convergent almost surely. Here b
(j)
n a
(k)
n ¡ b
(k)
n a
(j)
n ; n 2 N; are independent, identically
distributed real valued random variables with zero mean and ¯nite second moment. Hence
Kolmogorov's One-Series Theorem yields that the series in (5.5) is convergent almost surely.
2
Taking into account Proposition 4.1 and the representation of a Gaussian semigroup
(¹t)t>0 by the process (Z(t))t>0 (given in Section 2), in order to prove Theorem 3.1 we
need the joint (Euclidean) Fourier transform of the 9{dimensional random vector
¡
W1(t);W2(t);W3(t);W
¤
1(t);W
¤
2(t);W
¤
3(t);W1;2(t);W1;3(t);W2;3(t)
¢
: (5.6)
Proposition 5.1 The Fourier transform e Ft : R9 ! C of the random vector (5.6) is
e Ft(´1;´2;´3;³1;³2;³3;»1;2;»1;3;»2;3) =
1
cosh(tke »k=2)
exp
(
¡
t3
4ke »k2
Ã
1
6
¡
2·
t2ke »k2
!
he »;³i
2 +
ke »k2ke ´k2 + ·he »; e ´i2 ¡ t·(1 + ·)k³k2
2(1 + ·)ke »k2
)
13for e » := (»2;3;¡»1;3;»1;2)> 2 R3 with e » 6= 0, where ´ := (´1;´2;´3)> 2 R3, ³ :=
(³1;³2;³3)> 2 R3, and
· :=
tke »k
2
coth
Ã
tke »k
2
!
¡ 1; e ´ :=
p
t·
ke »k2»³ + i
p
t´; » :=
2
6
6
4
0 »1;2 »1;3
¡»1;2 0 »2;3
¡»1;3 ¡»2;3 0
3
7
7
5: (5.7)
(Here k ¢ k and h¢;¢i denote the Euclidean norm and scalar product, respectively.)
To calculate the Fourier transform of (5.6) we will use the constructions of the processes
(W ¤
k(t))t>0 and (Wk;`(t))>0 (see Lemma 5.2) and the following lemma.
Lemma 5.3 Let X be a k{dimensional real random vector with standard normal distri-
bution. Then we have
Eexp
©
he ´;Xi ¡ shBX;Xi
ª
=
1
p
det(I + 2sB)
exp
½
1
2
­
e ´;(I + 2sB)
¡1e ´
®
¾
; (5.8)
for all e ´ 2 Ck, s 2 R+ and real symmetric positive semide¯nite matrices B. (Here I
denotes the k £ k identity matrix.)
Proof. Consider the decomposition B = U¤U>, where ¤ is the k £k diagonal matrix
containing the eigenvalues of B in its diagonal and U is an orthogonal matrix. Then the
random vector Y := U>X has also a standard normal distribution. This implies that
Eexp
©
he ´;Xi ¡ shBX;Xi
ª
= Eexp
©
he ´;UY i ¡ sh¤Y;Y i
ª
=
1
p
(2¼)k
Z
Rk
exp
½
he ´;Uyi ¡ sh¤y;yi ¡
1
2
hy;yi
¾
dy;
where y = (y1;¢¢¢ ;yk)> 2 Rk. Let ¸1;¢¢¢ ;¸k denote the eigenvalues of the matrix B.
A simple computation shows that
he ´;Uyi ¡ sh¤y;yi ¡
1
2
hy;yi = ¡
k X
j=1
µ
s¸j +
1
2
¶
y
2
j +
k X
j=1
(U
>Re e ´)jyj + i
k X
j=1
(U
>Im e ´)jyj
= i
k X
j=1
(U
>Im e ´)jyj ¡
k X
j=1
1 + 2s¸j
2
µ
yj ¡
(U>Re e ´)j
1 + 2s¸j
¶2
+
k X
j=1
(U>Re e ´)2
j
2(1 + 2s¸j)
:
Using the well{known formula for the Fourier transform of a standard normal distribution
Z
R
exp
½
ixt ¡
(x ¡ m)2
2¾2
¾
dx =
p
2¼¾ exp
½
imt ¡
1
2
¾
2t
2
¾
; (5.9)
for all t;m 2 R and ¾ > 0, we obtain
Eexp
©
he ´;Xi ¡ shBX;Xi
ª
=
1
qQk
j=1(1 + 2s¸j)
exp
(
i
k X
j=1
(U>Re e ´)j(U>Im e ´)j
1 + 2s¸j
¡
k X
j=1
(U>Im e ´)2
j
2(1 + 2s¸j)
+
k X
j=1
(U>Re e ´)2
j
2(1 + 2s¸j)
)
:
14Hence the assertion. 2
Proof of Proposition 5.1. Because of the self{similarity property of the Wiener
process, the random vectors
¡
Wk(t);W ¤
` (t);Wp;q(t) : 1 6 k;` 6 d; 1 6 p < q 6 d
¢
and ¡
c¡1=2Wk(ct);c¡3=2W ¤
` (ct);c¡1Wp;q(ct) : 1 6 k;` 6 d; 1 6 p < q 6 d
¢
have the same distri-
bution for all t > 0 and c > 0. Hence
e Ft(´1;´2;´3;³1;³2;³3;»1;2;»1;3;»2;3)
= e F2¼
Ãr
t
2¼
´1;
r
t
2¼
´2;
r
t
2¼
´3;
µ
t
2¼
¶3=2
³1;
µ
t
2¼
¶3=2
³2;
µ
t
2¼
¶3=2
³3;
t
2¼
»1;2;
t
2¼
»1;3;
t
2¼
»2;3
!
;
so it is su±cient to determine e F2¼. By the de¯nition of the Fourier transform we get
e F2¼(´1;´2;´3;³1;³2;³3;»1;2;»1;3;»2;3)
= Eexp
½
i
µ 3 X
j=1
´jWj(2¼) +
3 X
j=1
³jW
¤
j (2¼) +
X
16j<k63
»j;kWj;k(2¼)
¶¾
:
(5.10)
For abbreviation let e F2¼ denote e F2¼(´1;´2;´3;³1;³2;³3;»1;2;»1;3;»2;3). De¯ne the random
vector Â := (Â1;Â2;Â3)> by
Â1 := ¡»1;2
1
p
¼
W2(2¼) ¡ »1;3
1
p
¼
W3(2¼) ¡ 2
p
¼³1;
Â2 := »1;2
1
p
¼
W1(2¼) ¡ »2;3
1
p
¼
W3(2¼) ¡ 2
p
¼³2;
Â3 := »1;3
1
p
¼
W1(2¼) + »2;3
1
p
¼
W2(2¼) ¡ 2
p
¼³3:
Substituting the expressions (5.2), (5.3) for Wj;k(2¼) and W ¤
` (2¼) into the formula (5.10),
taking conditional expectation with respect to fWj(2¼); a
(j)
n ; 1 6 j 6 3; n > 1g, and using
the identity E(E(XjY )) = EX (where X, Y random variables, EjXj < 1), we obtain
e F2¼ = E
·
exp
n
i
¡
´1W1(2¼) + ´2W2(2¼) + ´3W3(2¼)
¢o
£ E
µ
exp
½
i
1 X
n=1
1
n
h» ¢ an + Â;bni
¾¯
¯
¯
¯Wj(2¼); a
(j)
n ; 1 6 j 6 3; n > 1
¶¸
;
where an := (a
(1)
n ;a
(2)
n ;a
(3)
n )> and bn := (b
(1)
n ;b
(2)
n ;b
(3)
n )>. Taking into account that
b
(1)
n ; b
(2)
n ; b
(3)
n are independent of the condition above and of each other for all n 2 N,
using the dominated convergence theorem and the explicit formula for the Fourier transform
of a standard normal distribution we get
e F2¼ = E
"
exp
n
i
¡
´1W1(2¼) + ´2W2(2¼) + ´3W3(2¼)
¢o 1 Y
n=1
exp
½
¡
1
2n2k» ¢ an + Âk
2
¾#
:
Since » is a skew symmetric matrix, there exists an orthogonal matrix M = (mj;k)16j;k63
such that
M
>»M =
2
6
6
4
0 p 0
¡p 0 0
0 0 0
3
7
7
5 =: P:
15The orthogonality of M implies M¡1 = M>, hence »M = MP. We have
MP =
2
6
6
4
¡pm1;2 pm1;1 0
¡pm2;2 pm2;1 0
¡pm3;2 pm3;1 0
3
7
7
5 = [¡pm2;pm1;0];
where mi, i = 1;2;3, denotes the column vectors of M, that is, M = [m1;m2;m3].
Obviously, »M = [»m1;»m2;»m3], hence »m1 = ¡pm2, »m2 = pm1, »m3 = 0. Taking
into account that M is orthogonal, we have km3k = 1, hence
m3 = §
1
q
»2
1;2 + »2
1;3 + »2
2;3
(»2;3;¡»1;3;»1;2)
>:
Moreover, »2m1 = »(»m1) = »(¡pm2) = ¡p2m1. The only nonzero eigenvalue of »2 is
¡(»2
1;2 + »2
1;3 + »2
2;3), hence p = §
q
»2
1;2 + »2
1;3 + »2
2;3, and M can be chosen such that
m3 = e »=ke »k, p = ke »k, and thus
hm1;ui
2 + hm2;ui
2 = kM
>uk
2 ¡ hm3;ui
2 = kuk
2 ¡
1
ke »k2he »;ui
2; (5.11)
for all u 2 R3. We also get
¡»
2 = M
2
6
6
4
ke »k2 0 0
0 ke »k2 0
0 0 0
3
7
7
5M
> =: M¤M
>:
To continue the calculation of the Fourier transform of (5.6) we take conditional expectation
with respect to fW1(2¼);W2(2¼);W3(2¼)g. A special case of Lemma 5.3 is that
Eexp
½
¡ s
n X
j=1
Y
2
j
¾
=
1
p
det(I + 2sD)
exp
½D¡
2s
2D
1=2(I + 2sD)
¡1D
1=2 ¡ sI
¢
m;m
E¾
for all s 2 R+, where Y = (Y1;¢¢¢ ;Yk)> is a k{dimensional random variable with normal
distribution such that EY = m and VarY = D. Applying this formula for Y = » ¢an +Â
with s = (2n2)¡1, m = Â and D = » ¢ »> = ¡»2 = M¤M> we get
e F2¼ = E
·
exp
n
i
¡
´1W1(2¼) + ´2W2(2¼) + ´3W3(2¼)
¢o
£
1 Y
n=1
1
p
det(I + n¡2¤)
exp
½
1
2
D¡
n
¡4p
¤(I + n
¡2¤)
¡1p
¤ ¡ n
¡2I
¢
M
¡1Â;M
¡1Â
E¾¸
:
Clearly det(I +n¡2¤) = (1+n¡2ke »k2)2. Using that
Q1
k=1
k2¼2
k2¼2+x2 = x
sinhx, xcothx¡1 =
x2 P1
k=1
2
k2¼2+x2, x 2 R (see [5], formulas 1.431 and 1.421), the identity (5.11) and the fact
that he »;Âi2 = 4¼h³; e »i2 we obtain
e F2¼ =
¼ke »k
sinh(¼ke »k)
exp
½
¡
¼3
ke »k2
Ã
1
3
¡
·
¼2ke »k2
!
h³; e »i
2
¾
£ Eexp
½
i
¡
´1W1(2¼) + ´2W2(2¼) + ´3W3(2¼)
¢
¡
·
4ke »k2kÂk
2
¾
;
16where · = ¼ke »kcoth(¼ke »k) ¡ 1. A simple computation shows that
kÂk
2 =
1
¼
³
(»
2
1;2 + »
2
1;3)W
2
1(2¼) + (»
2
1;2 + »
2
2;3)W
2
2(2¼) + (»
2
2;3 + »
2
1;3)W
2
3(2¼)
´
+ 4¼k³k
2
+
2
¼
³
»1;3»2;3W1(2¼)W2(2¼) ¡ »1;2»2;3W1(2¼)W3(2¼)) + »1;2»1;3W2(2¼)W3(2¼)
´
¡ 4(»1;2³2 + »1;3³3)W1(2¼) + 4(»1;2³1 ¡ »2;3³3)W2(2¼) + 4(»1;3³1 + »2;3³2)W3(2¼):
Using Lemma 5.3 with e ´ =
p
2¼·
ke »k2 »³+i
p
2¼´, B := ¡2»2, s = ·
4ke »k2 and taking into account
that
p
det(I + 2sB) = 1 + · we conclude
e F2¼ =
¼ke »k
(1 + ·)sinh(¼ke »k)
exp
½
¡
¼3
ke »k2
µ
1
3
¡
·
¼2ke »k2
¶
h³; e »i
2
¾
£ exp
½
¡
¼·
ke »k2k³k
2 +
1
2
¿
e ´;
³
I ¡
·
ke »k2»
2
´¡1
e ´
À¾
:
Using (5.11) we get
¿
e ´;
³
I ¡
·
ke »k2»
2
´¡1
e ´
À
=
1
1 + ·
ke ´k
2 +
·
1 + ·
he »; e ´i2
ke »k2 :
Hence the assertion. 2
Proof of Theorem 3.1. We prove only the case rank(B) = 3. The cases rank(B) = 1
and rank(B) = 2 can be handled in a similar way. In case rank(B) = 3 the measure ¹
is absolutely continuous and so Proposition 4.1 implies that the partial Euclidean Fourier
transform e f2;3 of the measure ¹ has to be calculated in order to obtain the Fourier
transform b ¹(¼§¸). Let (¹t)t>0 be a Gaussian semigroup such that ¹1 = ¹ and let
½1 := ¾1;1¾2;2 ¡ ¾1;2¾2;1, ½2 := ¾1;1¾2;3 ¡ ¾1;3¾2;1, ½3 := ¾1;2¾2;3 ¡ ¾1;3¾2;2 by de¯nition. In
case rank(B) = 3, the representation of (¹t)t>0 by the process (Z(t))t>0 (see Section 2)
gives us
Z1(1) = a1 +
3 X
k=1
¾1;kWk(1); Z2(1) = a2 +
3 X
k=1
¾2;kWk(1);
Z3(1) = a3 +
3 X
k=1
¾3;kWk(1)+
3 X
k=1
(a2¾1;k ¡a1¾2;k)W
¤
k(1)+½1W1;2(1)+½2W1;3(1)+½3W2;3(1):
This implies that the (full) Euclidean Fourier transform of the measure ¹ is
e f(e s1;e s2;e s3) =Eexp
n
i
¡
e s1Z1(1) + e s2Z2(1) + e s3Z3(1)
¢o
= exp
©
i(e s1a1 + e s2a2 + e s3a3)
ª
£ Eexp
½
i
µ 3 X
k=1
(¾1;ke s1 + ¾2;ke s2 + ¾3;ke s3)Wk(1) +
3 X
k=1
(a2¾1;k ¡ a1¾2;k)e s3W
¤
k(1)
+ e s3½1W1;2(1) + e s3½2W1;3(1) + e s3½3W2;3(1)
¶¾
:
17Proposition 4.1 shows that we may suppose e s3 6= 0. Using Proposition 5.1 and the facts
that
d X
k=1
(a2¾1;k ¡ a1¾2;k)
2 = b2;2a
2
1 ¡ 2b1;2a1a2 + b1;1a
2
2; d = 1;2;3;
½1(a1¾2;3 ¡ a2¾1;3) ¡ ½2(a1¾2;2 ¡ a2¾1;2) + ½3(a1¾2;1 ¡ a2¾1;1) = 0;
±
2 = ½
2
1 + ½
2
2 + ½
2
3;
(5.12)
we get
e f(e s1;e s2;e s3) =
1
cosh(je s3j±=2)
exp
½
i
¡
e s1a1 + e s2a2 + e s3a3
¢
¡
·
2±2
¡
b2;2a
2
1 ¡ 2b1;2a1a2 + b1;1a
2
2
¢
+
1
2(1 + ·)
ke ´k
2 +
·
2(1 + ·)
he »; e ´i2
±2
¾
;
where
· =
je s3j±
2
coth
µ
je s3j±
2
¶
¡ 1; e ´ = ¡
·
±2(v1;v2;v3)
> + i§
>e s
with
v1 = ½1(a1¾2;2 ¡ a2¾1;2) + ½2(a1¾2;3 ¡ a2¾1;3);
v2 = ¡½1(a1¾2;1 ¡ a2¾1;1) + ½3(a1¾2;3 ¡ a2¾1;3);
v3 = ¡½2(a1¾2;1 ¡ a2¾1;1) ¡ ½3(a1¾2;2 ¡ a2¾1;2);
and e s := (e s1;e s2;e s3)>, e » := (½3;¡½2;½1)>. It can be easily checked that
he »; e ´i
2 = ¡e s
2
3detB;
ke ´k
2 = ¡hBe s;e si +
·2
±4hv;vi ¡ 2i
·
±2
¡
(e s1a1 + e s2a2)±
2 + e s3(a1±3 + a2±1)
¢
;
e s
>Be s = b1;1
µ
e s1 +
b1;2e s2 + b1;3e s3
b1;1
¶2
+
1
b1;1
"
e s2
e s3
#> "
±2 ±1
±1 ±4
#"
e s2
e s3
#
;
where ±3 := b1;3b2;2 ¡b1;2b2;3 and ±4 := b1;1b3;3 ¡b2
1;3. Using (4.1), the identities above and
(5.9), the partial Fourier transform e f2;3 can be calculated as follows
e f2;3(s1;e s2;e s3) =
s
je s3j±
2¼b1;1 sinh(je s3j±)
exp
½
¡
·
2(1 + ·)±2(b2;2a
2
1 ¡ 2b1;2a1a2 + b1;1a
2
2)
¡
·
2(1 + ·)±2e s
2
3detB ¡
1
2(1 + ·)b1;1
"
e s2
e s3
#> "
±2 ±1
±1 ±4
#"
e s2
e s3
#
¡
1 + ·
2b1;1
µ
a1
1 + ·
¡ s1
¶2
¡
b1;2e s2 + b1;3e s3
b1;1
µ
a1
1 + ·
¡ s1
¶
+ i
µ
e s2a2 + e s3a3 ¡
·
(1 + ·)±2
¡
e s2a2±
2 + e s3(a1±3 + a2±1)
¢
¶¾
:
18Finally Proposition 4.1 implies that the Fourier transform b ¹(¼§¸) is an integral operator
on L2(R),
[b ¹(¼§¸)u](x) =
Z
R
K§¸(x;y)u(y)dy;
where K§¸ has the form given in Theorem 3.1. 2
6 Convolution of Gaussian measures
The convolution of two probability measures ¹0 and ¹00 on H is de¯ned by
(¹
0 ¤ ¹
00)(A) :=
Z
H
¹
00(h
¡1A)¹
0(dh);
for all Borel sets A in H.
First we give an explicit formula for the Fourier transform of a convolution of two Gaus-
sian measures on H.
Theorem 6.1 Let ¹0 and ¹00 be Gaussian measures on H with parameters (a0;B0)
and (a00;B00), respectively. Then we have
(¹
0 ¤ ¹
00) b(Â®;¯) = exp
½
i
¡
(a
0
1 + a
00
1)® + (a
0
2 + a
00
2)¯
¢
¡
1
2
³
(b
0
1;1 + b
00
1;1)®
2 + 2(b
0
1;2 + b
00
1;2)®¯ + (b
0
2;2 + b
00
2;2)¯
2
´¾
;
h
(¹
0 ¤ ¹
00) b(¼§¸)u
i
(x) =
8
> <
> :
L§¸(x)u
¡
x +
p
¸(a0
1 + a00
1)
¢
if b0
1;1 = b00
1;1 = 0,
Z
R
K§¸(x;y)u(y)dy otherwise,
where L§¸(x) is given by
exp
½
§ i
³
¸
¡
a
0
3 + a
00
3 + (a
0
1a
0
2 + a
00
1a
00
2)=2
¢
+
p
¸(a
0
2 + a
00
2)x + ¸a
0
1a
00
2
´
¡
¸2
2
³
b
0
3;3 + b
00
3;3 + a
0
1b
0
2;3 + (2a
0
1 + a
00
1)b
00
2;3 +
¡
(a
0
1)
2b
0
2;2 + (a
00
1)
2b
00
2;2
¢
=3 + a
0
1(a
0
1 + a
00
1)b
00
2;2
´
¡
¸3=2
2
x
¡
2b
0
2;3 + 2b
00
2;3 + a
0
1b
0
2;2 + (2a
0
1 + a
00
1)b
00
2;2
¢
¡
¸
2
x
2(b
0
2;2 + b
00
2;2)
¾
;
and K§¸(x;y) := C exp
©
¡1
2z>V z
ª
, z := (x;y;1)>, with
C :=
8
> > > > > <
> > > > > :
C§¸(B0) if b0
1;1 > 0 and b00
1;1 = 0,
C§¸(B00) if b0
1;1 = 0 and b00
1;1 > 0,
C§¸(B0)C§¸(B00)
r
2¼
d
0
2;2 + d
00
1;1
if b0
1;1 > 0 and b00
1;1 > 0
19(taking the square root with positive real part) and
V :=
8
> > > > > > > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > > > > > > :
D§¸(a0;B0) +
2
6
6
4
0 0 ¡
p
¸a00
1d0
1;2
0 ¸b00
2;2 p2;3
¡
p
¸a00
1d0
1;2 p3;2 p3;3
3
7
7
5 if b0
1;1 > 0 and b00
1;1 = 0,
2
6
6
4
¸b0
2;2 0 q1;3
0 0
p
¸a0
1d00
1;2
q3;1
p
¸a0
1d00
1;2 q3;3
3
7
7
5 + D§¸(a00;B00) if b0
1;1 = 0 and b00
1;1 > 0,
2
6
6
4
d0
1;1 0 d0
1;3
0 d00
2;2 d00
2;3
d0
3;1 d00
3;2 d0
3;3 + d00
3;3
3
7
7
5 ¡ UU
>
d
0
2;2 + d
00
1;1
if b0
1;1 > 0 and b00
1;1 > 0,
where d0
j;k := d
§¸
j;k(a0;B0), d00
j;k := d
§¸
j;k(a00;B00) for 1 6 j;k 6 3 and
U := (d
0
1;2;d
00
2;1;d
0
3;2 + d
00
3;1)
>;
p2;3 := p3;2 := ¡
p
¸a
00
1d
0
2;2 + ¸
3=2(2b
00
2;3 ¡ a
00
1b
00
2;2)=2 ¨ i
p
¸a
00
2;
p3;3 := ¡
p
¸a
00
1(d
0
2;3 + d
0
3;2) + ¸(a
00
1)
2d
0
2;2 + ¸
2¡
b
00
3;3 ¡ a
00
1b
00
2;3 + (a
00
1)
2b
00
2;2=3
¢
¨ i¸(2a
00
3 ¡ a
00
1a
00
2);
q1;3 := q3;1 :=
p
¸a
0
1d
00
1;1 + ¸
3=2(a
0
1b
0
2;2 + 2b
0
2;3)=2 ¨ i
p
¸a
0
2;
q3;3 :=
p
¸a
0
1(d
00
1;3 + d
00
3;1) + ¸(a
0
1)
2d
00
1;1 + ¸
2¡
b
0
3;3 + a
0
1b
0
2;3 + (a
0
1)
2b
0
2;2=3
¢
¨ i¸(2a
0
3 + a
0
1a
0
2):
Proof. If b0
1;1 > 0 and b00
1;1 > 0 then the assertion can be proved as in Pap [10, Theorem
7.2]. If b0
1;1 > 0 and b00
1;1 = 0 then by Theorem 3.1
[b ¹0(¼§¸)u](x) =
Z
R
K
0
§¸(x;y)u(y)dy
with
K
0
§¸(x;y) := C§¸(B
0)exp
½
¡
1
2
z
>D§¸(a
0;B
0)z
¾
; z = (x;y;1)
>;
and
[c ¹00(¼§¸)u](y) = exp
½
§
i
p
¸
2
¡p
¸(2a
00
3 + a
00
1a
00
2) + 2a
00
2y
¢
¡
¸2
6
¡
3b
00
3;3 + 3a
00
1b
00
2;3 + (a
00
1)
2b
00
2;2
¢
¡
¸3=2
2
(2b
00
2;3 + a
00
1b
00
2;2)y ¡
¸
2
b
00
2;2y
2
¾
u(y +
p
¸a
00
1):
Clearly we have
h
(¹
0 ¤ ¹
00) b(¼§¸)u
i
(x) = [b ¹0(¼§¸)c ¹00(¼§¸)u](x) =
Z
R
K
0
§¸(x;y)[c ¹00(¼§¸)u](y)dy:
Using the formulas for b ¹0(¼§¸) and c ¹00(¼§¸) an easy calculation yields that K§¸ has the
form given in the theorem. The other cases b0
1;1 = 0; b00
1;1 > 0 and b0
1;1 = b00
1;1 = 0 can be
handled in the same way. 2
We need two lemmas concerning the parameters of a Gaussian measure on H.
20Lemma 6.1 Let us consider a Gaussian semigroup (¹t)t>0 such that ¹1 is a Gaussian
measure on H with parameters (a;B). Then we have
ai = EZi; i = 1;2;3; bi;j = Cov(Zi;Zj) if (i;j) 6= (3;3),
and
b3;3 = VarZ3 ¡
1
4
³
VarZ1VarZ2 ¡ Cov(Z1;Z2)
2
´
¡
1
12
³
VarZ2 (EZ1)
2 ¡ 2Cov(Z1;Z2)EZ1EZ2 + VarZ1 (EZ2)
2
´
;
where the distribution of the random vector (Z1;Z2;Z3) with values in R3 is ¹1.
Proof. Let Z(t) := (Z1(t);Z2(t);Z3(t)), t > 0 be given as in Section 2. Taking the
expectation of Z(1) yields that E(Zi(1)) = ai, i = 1;2;3. Using again the de¯nition of
Z(1) and the fact that B = § ¢ §> we get
Var(Z1(1)) =
d X
k=1
d X
`=1
¾1;k¾1;`E(Wk(1)W`(1)) =
d X
k=1
¾
2
1;k = b1;1:
Similar arguments show Var(Z2(1)) = b2;2 and Cov(Z1(1);Z2(1)) = b1;2. We also obtain
Cov(Z1(1);Z3(1)) = E
· d X
i=1
¾1;iWi(1)
µ d X
k=1
¾3;kWk(1) +
d X
k=1
(a2¾1;k ¡ a1¾2;k)W
¤
k(1)
¶
+
d X
i=1
¾1;iWi(1)
X
16k<`6d
(¾1;k¾2;` ¡ ¾1;`¾2;k)Wk;`(1)
¸
;
which implies that
Cov(Z1(1);Z3(1)) =
d X
k=1
¾1;k¾3;k +
d X
i=1
d X
k=1
¾1;i(a2¾1;k ¡ a1¾2;k)E(Wi(1)W
¤
k(1))
+
d X
i=1
X
16k<`6d
¾1;i(¾1;k¾2;` ¡ ¾1;`¾2;k)E(Wi(1)Wk;`(1)) = b1;3;
since Wi(1); 1 6 i 6 d are independent of each other and
E(Wi(1)W
¤
k(1)) = E(Wi(1)Wk;`(1)) = 0; 1 6 i 6 d; 1 6 k < ` 6 d: (6.1)
Indeed,
E(Wi(1)W
¤
k(1)) =
1
2
lim
n!1
E
·
Wi(1)
n X
j=1
³
Wk(s
(n)
j¡1)(s
(n)
j ¡ s
(n)
j¡1) ¡ s
(n)
j¡1
¡
Wk(s
(n)
j ) ¡ Wk(s
(n)
j¡1)
¢´¸
;
E(Wi(1)Wk;`(1)) =
1
2
lim
n!1
E
·
Wi(1)
n X
j=1
³
Wk(s
(n)
j¡1)
¡
W`(s
(n)
j ) ¡ W`(s
(n)
j¡1)
¢
¡ W`(s
(n)
j¡1)
¡
Wk(s
(n)
j ) ¡ Wk(s
(n)
j¡1)
¢´¸
21for all 1 6 i 6 d, 1 6 k < ` 6 d, where fs
(n)
j : j = 0;¢¢¢ ;ng denotes a partition of the
interval [0;1] such that max16j6n(s
(n)
j ¡s
(n)
j¡1) tends to 0 as n goes to in¯nity. We can
obtain Cov(Z2(1);Z3(1)) = b2;3 in the same way. Using again the form of Z(t), (6.1) and
the facts that
Cov(Wi;j(1);Wk;`(1)) = 0 for all 1 6 i < j 6 d, 1 6 k < ` 6 d, (i;j) 6= (k;`),
Cov(W ¤
k(1);W ¤
` (1)) = 0 for all 1 6 k;` 6 d, k 6= `;
we get
Var(Z3(1)) =
d X
k=1
¾
2
3;k +
d X
k=1
(a2¾1;k ¡ a1¾2;k)
2Var(W
¤
k(1))
+
X
16k<`6d
(¾1;k¾2;` ¡ ¾1;`¾2;k)
2Var(Wk;`(1)):
L¶ evy proved that the (Euclidean) Fourier transform of Wk;`(1), 1 6 k < ` 6 d (i.e., the
characteristic function of Wk;`) is
E
¡
e
itWk;`(1)¢
=
1
cosh(t=2)
; 1 6 k < ` 6 d
for all t 2 R (this follows also from Proposition 5.1), so
Var(Wk;`(1)) = ¡
d2
dt2
µ
1
cosh(t=2)
¶¯
¯
¯
¯
t=0
=
1
4
; 1 6 k < ` 6 d:
Clearly W ¤
k has a normal distribution with zero mean and with variance Var(W ¤
k(1)) = 1
12,
1 6 k 6 d. Using (5.12) we have
Var(Z3(1)) = b3;3 +
1
4
(b1;1b2;2 ¡ b
2
1;2) +
1
12
(a
2
1b2;2 ¡ 2a1a2b1;2 + a
2
2b1;1):
Hence the assertion. 2
Lemma 6.2 Let ¹0 and ¹00 be Gaussian measures on H with parameters (a0;B0)
and (a00;B00), respectively. If the convolution ¹0 ¤ ¹00 is a Gaussian measure on H with
parameters (a;B) then we have
a1 = a
0
1 + a
00
1; a2 = a
0
2 + a
00
2; a3 = a
0
3 + a
00
3 +
1
2
(a
0
1a
00
2 ¡ a
0
2a
00
1);
b1;1 = b
0
1;1 + b
00
1;1; b1;2 = b
0
1;2 + b
00
1;2; b2;2 = b
0
2;2 + b
00
2;2;
b1;3 = b
0
1;3 + b
00
1;3 +
1
2
¡
a
00
2b
0
1;1 ¡ a
00
1b
0
1;2 + a
0
1b
00
1;2 ¡ a
0
2b
00
1;1
¢
;
b2;3 = b
0
2;3 + b
00
2;3 +
1
2
¡
a
00
2b
0
1;2 ¡ a
00
1b
0
2;2 + a
0
1b
00
2;2 ¡ a
0
2b
00
1;2
¢
;
b3;3 = b
0
3;3 + b
00
3;3 + a
00
2b
0
1;3 ¡ a
00
1b
0
2;3 + a
0
1b
00
2;3 ¡ a
0
2b
00
1;3
+
1
6
³
¡ a
0
1a
00
1b
0
2;2 + (a
00
1)
2b
0
2;2 + (a
0
1)
2b
00
2;2 ¡ a
0
1a
00
2b
00
2;2 + a
0
1a
00
2b
0
1;2 + a
00
1a
0
2b
0
1;2 ¡ 2a
00
1a
00
2b
0
1;2
¡ 2a
0
1a
0
2b
00
1;2 + a
0
1a
00
2b
00
1;2 + a
00
1a
0
2b
00
1;2 ¡ a
0
2a
00
2b
0
1;1 + (a
00
2)
2b
0
1;1 + (a
0
2)
2b
00
1;1 ¡ a
0
2a
00
2b
00
1;1
´
:
22Proof. Let Z0 = (Z0
1;Z0
2;Z0
3)> and Z00 = (Z00
1;Z00
2;Z00
3)> be independent random variables
with values in R3 such that the distribution of Z0 is ¹0 and the distribution of Z00 is
¹00, respectively. Then the convolution ¹0 ¤ ¹00 is the distribution of the random variable
³
Z
0
1 + Z
00
1;Z
0
2 + Z
00
2;Z
0
3 + Z
00
3 +
1
2
(Z
0
1Z
00
2 ¡ Z
00
1Z
0
2)
´
=: (Z1;Z2;Z3):
Using Lemma 6.1 we get
a1 = EZ1 = EZ
0
1 + EZ
00
1 = a
0
1 + a
00
1;
a2 = EZ2 = EZ
0
2 + EZ
00
2 = a
0
2 + a
00
2;
a3 = EZ3 = EZ
0
3 + EZ
00
3 +
1
2
¡
EZ
0
1EZ
00
2 ¡ EZ
00
1EZ
0
2
¢
= a
0
3 + a
00
3 +
1
2
(a
0
1a
00
2 ¡ a
0
2a
00
1);
since Z0 and Z00 are independent of each other. Similar arguments show that
b1;1 = VarZ1 = VarZ
0
1 + VarZ
00
1 = b
0
1;1 + b
00
1;1;
b2;2 = VarZ2 = VarZ
0
2 + VarZ
00
2 = b
0
2;2 + b
00
2;2;
b1;2 = Cov(Z1;Z2) = b
0
1;2 + b
00
1;2:
We also have
b1;3 = Cov(Z1;Z3) = Cov(Z
0
1;Z
0
3) + Cov(Z
00
1;Z
00
3)
+
1
2
³
Cov(Z
0
1;Z
0
1Z
00
2) ¡ Cov(Z
0
1;Z
0
2Z
00
1) + Cov(Z
00
1;Z
0
1Z
00
2) ¡ Cov(Z
00
1;Z
00
1Z
0
2)
´
:
Using this and Lemma 6.1 the validity of the formula for b1;3 can be easily checked. For
example we have
Cov(Z
0
1;Z
0
1Z
00
2) = E
¡
(Z
0
1)
2Z
00
2
¢
¡ EZ
0
1E(Z
0
1Z
00
2) =
¡
b
0
1;1 + (a
0
1)
2¢
a
00
2 ¡ (a
0
1)
2a
00
2 = a
00
2b
0
1;1:
The validity of the formula for b2;3 can be proved in the same way. Lemma 6.1 implies that
VarZ3 = b3;3 +
1
4
(b1;1b2;2 ¡ b
2
1;2) +
1
12
(a
2
1b2;2 ¡ 2a1a2b1;2 + a
2
2b1;1) = Cov(Z3;Z3)
= Cov(Z
0
3;Z
0
3) + Cov(Z
00
3;Z
00
3) + Cov(Z
0
3;Z
0
1Z
00
2) ¡ Cov(Z
0
3;Z
00
1Z
0
2) + Cov(Z
00
3;Z
0
1Z
00
2)
¡ Cov(Z
00
3;Z
00
1Z
0
2) +
1
4
³
Cov(Z
0
1Z
00
2;Z
0
1Z
00
2) ¡ Cov(Z
0
1Z
00
2;Z
00
1Z
0
2)
¡ Cov(Z
00
1Z
0
2;Z
0
1Z
00
2) + Cov(Z
00
1Z
0
2;Z
00
1Z
0
2)
´
:
Using again Lemma 6.1 and substituting the formulas for b1;1, b1;2, b2;2, a1 and a2 into
the formula above, an easy calculation shows the validity of the formula for b3;3. 2
Our aim is to give necessary and su±cient conditions for a convolution of two Gaussian
measures to be a Gaussian measure. Using the fact that the Fourier transform is injective
(i.e., if ¹ and º are probability measures on H such that b ¹(Â®;¯) = b º(Â®;¯) for all
23®;¯ 2 R and b ¹(¼§¸) = b º(¼§¸) for all ¸ > 0 then ¹ = º), our task can be ful¯lled
in the following way. We take the Fourier transform of the convolution of two Gaussian
measures ¹0 and ¹00 with parameters (a0;B0) and (a00;B00) at all one{dimensional and
at all SchrÄ odinger representations and then we search for necessary and su±cient conditions
under which this Fourier transform has the form given in Theorem 3.1. First we sketch our
approach to obtain necessary conditions. By Theorem 6.1, (¹0 ¤ ¹00) b(¼§¸) is an integral
operator for b0
1;1 +b00
1;1 > 0, and it is a product of certain shift and multiplication operators
for b0
1;1 + b00
1;1 = 0. If the convolution ¹0 ¤ ¹00 is a Gaussian measure with parameters
(a;B) then, by Theorem 3.1, (¹0 ¤ ¹00) b(¼§¸) is an integral operator for b1;1 > 0, and it
is a product of certain shift and multiplication operators for b1;1 = 0. By Lemma 6.2, we
have b1;1 = b0
1;1 +b00
1;1, hence b1;1 = 0 if and only if b0
1;1 +b00
1;1 = 0. Hence if b1;1 > 0; the
integral operator (¹0 ¤ ¹00) b(¼§¸) can be written with the kernel function given in Theorem
3.1 and also with the kernel function given in Theorem 6.1. In the next lemma we derive
some consequences of this observation.
Lemma 6.3 Let ¹0 and ¹00 be Gaussian measures on H with parameters (a0;B0) and
(a00;B00); respectively. Suppose that ¹0 ¤¹00 is a Gaussian measure on H with parameters
a = (ai)16i63; B = (bj;k)16j;k63 such that b1;1 > 0: Then d
§¸
j;k = v
§¸
j;k for all 1 6 j;k 6 3
with (j;k) 6= (3;3) and for all ¸ > 0, and
C§¸(B)exp
½
¡
1
2
d
§¸
3;3
¾
= C exp
½
¡
1
2
v
§¸
3;3
¾
; ¸ > 0;
where C§¸(B); d
§¸
j;k := d
§¸
j;k(a;B), 1 6 j;k 6 3 and C; V =: (v
§¸
j;k)16j;k63 are de¯ned in
Theorems 3.1 and 6.1, respectively.
Proof. The Fourier transform (¹0 ¤ ¹00) b(¼§¸) is a bounded linear operator on L2(R); and
since b1;1 > 0; Theorem 3.1 yields that it is an integral operator on L2(R);
h
(¹
0 ¤ ¹
00) b(¼§¸)u
i
(x) =
Z
R
K§¸(x;y)u(y) dy; u 2 L
2(R); x 2 R; (6.2)
where
K§¸(x;y) = C§¸(B)exp
½
¡
1
2
z
>D§¸(a;B)z
¾
; z = (x;y;1)
>:
Let us write d0
j;k =: d
§¸
j;k(a0;B0) and d00
j;k =: d
§¸
j;k(a00;B00) for 1 6 j;k 6 3 as in Theorem
6.1. By Lemma 6.2, we have b1;1 = b0
1;1 + b00
1;1, hence b1;1 > 0 implies that b0
1;1 > 0 or
b00
1;1 > 0: Using Theorem 6.1 we have
h
(¹
0 ¤ ¹
00) b(¼§¸)u
i
(x) =
Z
R
e K§¸(x;y)u(y) dy; u 2 L
2(R); x 2 R; (6.3)
where
e K§¸(x;y) = C exp
½
¡
1
2
z
>V z
¾
; z = (x;y;1)
>:
Using (6.2) and (6.3), we have
0 =
Z
R
¡
K§¸(x;y) ¡ e K§¸(x;y)
¢
u(y) dy; u 2 L
2(R); x 2 R:
24We show that if
Z
R
jK§¸(x;y)j
2 dy < 1;
Z
R
j e K§¸(x;y)j
2 dy < 1; x 2 R; (6.4)
then K§¸(x;y) = e K§¸(x;y); x;y 2 R: Indeed, for all x 2 R, the function y 2 R 7!
K§¸(x;y) ¡ e K§¸(x;y) is in L2(R): Hence
0 =
Z
R
jK§¸(x;y) ¡ e K§¸(x;y)j
2 dy; x 2 R:
Then we get Z
R
Z
R
jK§¸(x;y) ¡ e K§¸(x;y)j
2 dxdy = 0;
which implies that K§¸(x;y) = e K§¸(x;y) for almost every x;y 2 R: Using that K§¸
and e K§¸ are continuous, we get K§¸(x;y) = e K§¸(x;y); x;y 2 R: Now we check that
(6.4) is satis¯ed. Using the forms of K§¸ and e K§¸; it is enough to check that
Z
R
exp
©
¡z
>Re(D§¸(a;B))z
ª
dy < 1; x 2 R; (6.5)
Z
R
exp
©
¡z
>Re(V )z
ª
dy < 1; x 2 R; (6.6)
where z = (x;y;1)>: Here Re(D§¸(a;B)) and Re(V ) are real, symmetric matrices. Let
us consider an arbitrary real, symmetric matrix M = (mi;j)16i;j63 with m2;2 > 0: Then
z
>Mz = m1;1x
2 + 2m1;2xy + m2;2y
2 + 2m1;3x + 2m2;3y + m3;3
=
µ
p
m2;2y +
1
pm2;2
(m1;2x + m2;3)
¶2
¡
1
m2;2
(m1;2x + m2;3)
2
+ m1;1x
2 + 2m1;3x + m3;3:
Hence
Z
R
exp
©
¡z
>Mz
ª
dy = exp
½
1
m2;2
(m1;2x + m2;3)
2 ¡ m1;1x
2 ¡ 2m1;3x ¡ m3;3
¾
£
Z
R
exp
½
¡
³p
m2;2y +
1
pm2;2
(m1;2x + m2;3)
´2¾
dy
= exp
½
1
m2;2
(m1;2x + m2;3)
2 ¡ m1;1x
2 ¡ 2m1;3x ¡ m3;3
¾
£
1
p
2m2;2
Z
R
exp
½
¡
t2
2
¾
dt
=
r
¼
m2;2
exp
(
1
m2;2
(m1;2x + m2;3)
2 ¡ m1;1x
2 ¡ 2m1;3x ¡ m3;3
)
;
which yields that Z
R
exp
©
¡z
>Mz
ª
dy < 1; x 2 R:
25Hence in order to prove that (6.5) and (6.5) are valid we only have to check that the (2;2)-
entries of the matrices Re(D§¸(a;B)) and Re(V ) are positive. For example, if b0
1;1 > 0
and b00
1;1 > 0; then
¡
Re(V )
¢
2;2 = Re(d
00
2;2) ¡ Re
µ
(d00
2;1)2
d0
2;2 + d00
1;1
¶
:
If b0
1;1b0
2;2 ¡ (b0
1;2)2 = b00
1;1b00
2;2 ¡ (b00
1;2)2 = 0; then
¡
Re(V )
¢
2;2 =
1
¸b00
1;1
¡
1
¸2(b00
1;1)2
1
¸b0
1;1 + 1
¸b00
1;1 ³
1
¸b0
1;1 + 1
¸b00
1;1
´2
+
³
b00
1;2
b00
1;1 ¡
b0
1;2
b0
1;1
´2:
Hence
¡
Re(V )
¢
2;2 > 0 if and only if
¸b
00
1;1
"µ
1
¸b0
1;1
+
1
¸b00
1;1
¶2
+
µ
b00
1;2
b00
1;1
¡
b0
1;2
b0
1;1
¶2#
>
1
¸b0
1;1
+
1
¸b00
1;1
:
A simple calculation shows that the latter inequality is equivalent to
b00
1;1
b0
1;1
µ
1
¸b0
1;1
+
1
¸b00
1;1
¶
+ ¸b
00
1;1
µ
b00
1;2
b00
1;1
¡
b0
1;2
b0
1;1
¶2
> 0;
which holds since b0
1;1 > 0; b00
1;1 > 0 and ¸ > 0. The other cases can be handled similarly.
Hence (6.5) and (6.6) are satis¯ed, and then K§¸(x;y) = e K§¸(x;y); x;y 2 R:
Using the forms of K§¸ and e K§¸; we get
C§¸(B)exp
½
¡
1
2
z
>D§¸(a;B)z
¾
= C exp
½
¡
1
2
z
>V z
¾
; z = (x;y;1)
>:
Putting z = (0;0;1)> gives
C§¸(B)exp
½
¡
1
2
d
§¸
3;3
¾
= C exp
½
¡
1
2
v
§¸
3;3
¾
: (6.7)
Substituting z = (1;0;1)> implies
C§¸(B)exp
½
¡
1
2
¡
d
§¸
1;1 + 2d
§¸
1;3 + d
§¸
3;3
¢
¾
= C exp
½
¡
1
2
¡
v
§¸
1;1 + 2v
§¸
1;3 + v
§¸
3;3
¢
¾
:
Using (6.7) we have
d
§¸
1;1 + 2d
§¸
1;3 = v
§¸
1;1 + 2v
§¸
1;3: (6.8)
With z = (0;1;1)> a similar argument shows that
d
§¸
2;2 + 2d
§¸
2;3 = v
§¸
2;2 + 2v
§¸
2;3: (6.9)
Putting z = (1;1;1)> and using (6.7) we obtain
d
§¸
1;1 + 2d
§¸
1;2 + 2d
§¸
1;3 + d
§¸
2;2 + 2d
§¸
2;3
= v
§¸
1;1 + 2v
§¸
1;2 + 2v
§¸
1;3 + v
§¸
2;2 + 2v
§¸
2;3:
(6.10)
26Using (6.8),(6.9) and (6.10), we have d
§¸
1;2 = v
§¸
1;2: If z = (2;0;1)> then using (6.7) we have
d
§¸
1;1 + d
§¸
1;3 = v
§¸
1;1 + v
§¸
1;3:
Using (6.8) we have d
§¸
1;3 = v
§¸
1;3: If z = (0;2;1)> then
d
§¸
2;2 + d
§¸
2;3 = v
§¸
2;2 + v
§¸
2;3:
Using (6.9) we have d
§¸
2;3 = v
§¸
2;3: 2
Using Lemma 6.3 we derive necessary conditions for a convolution of two Gaussian mea-
sures to be a Gaussian measure and prove that they are also su±cient. The above train of
thoughts will be used in the proof of Proposition 6.1 and Theorem 6.2.
Remark 6.1 By Lemma 4.2, it can be easily checked that a Gaussian measure ¹ admits
parameters (a;B) with bj;k = 0 for 1 6 j;k 6 3 with (j;k) 6= (3;3) and a1 = a2 = 0 if
and only if the support of ¹ is contained in the center of H.
Now we can derive a special case of Theorem 6.2 which will be used in the proof of
Theorem 6.2.
Proposition 6.1 If ¹00 is a Gaussian measure on H with parameters (a00;B00) such that
the support of ¹00 is contained in the center of H then for all Gaussian measures ¹0, the
convolutions ¹0¤¹00 and ¹00¤¹0 are Gaussian measures with parameters (a0+a00;B0+B00),
and ¹0 ¤ ¹00 = ¹00 ¤ ¹0.
Proof. Let ¹ be a Gaussian measure with parameters (a0+a00;B0+B00). By the injectivity
of the Fourier transform, in order to prove that ¹0 ¤ ¹00 = ¹ is valid, it is su±cient to show
that (¹0 ¤ ¹00) b(Â®;¯) = b ¹(Â®;¯) for all ®; ¯ > 0 and (¹0 ¤ ¹00) b(¼§¸) = b ¹(¼§¸) for all
¸ > 0. Theorem 6.1 implies that (¹0 ¤ ¹00) b(Â®;¯) = b ¹(Â®;¯) is valid for all one{dimensional
representations Â®;¯, ®; ¯ 2 R. Suppose that b0
1;1 6= 0 and b0
1;1b0
2;2 ¡ (b0
1;2)2 6= 0. By
Theorem 6.1, to prove (¹0 ¤ ¹00) b(¼§¸) = b ¹(¼§¸) for all ¸ > 0 it is su±cient to show that
D§¸(a
0;B
0) +
2
6
6
4
0 0 0
0 0 0
0 0 ¸2b00
3;3 ¨ 2i¸a00
3
3
7
7
5 = D§¸(a
0 + a
00;B
0 + B
00)
for all ¸ > 0. Since b00
j;k = 0 for 1 6 j;k 6 3 with (j;k) 6= (3;3), we have d
§¸
j;k(a0 +
a00;B0 + B00) = d
§¸
j;k(a0;B0) for 1 6 j;k 6 3 with (j;k) 6= (3;3). So we have to check only
that
d
§¸
3;3(a
0;B
0) + ¸
2b
00
3;3 ¨ 2i¸a
00
3 = d
§¸
3;3(a
0 + a
00;B
0 + B
00)
for all ¸ > 0. Theorem 3.1 implies this. The case b0
1;1 6= 0, b0
1;1b0
2;2 ¡ (b0
1;2)2 = 0 can be
27proved similarly. Suppose that b0
1;1 = b00
1;1 = 0. Using again Theorem 3.1, we have
h
c ¹00(¼§¸)u
i
(x) = exp
½
§ i¸a
00
3 ¡
¸2
2
b
00
3;3
¾
u(x);
h
b ¹0(¼§¸)u
i
(x) = exp
½
§
i
p
¸
2
¡p
¸(2a
0
3 + a
0
1a
0
2) + 2a
0
2x
¢
¡
¸2
6
¡
3b
0
3;3 + 3a
0
1b
0
2;3 + (a
0
1)
2b
0
2;2
¢
¡
¸3=2
2
¡
2b
0
2;3 + a
0
1b
0
2;2
¢
x ¡
¸
2
b
0
2;2x
2
¾
u(x +
p
¸a
0
1):
Theorem 3.1 implies that [b ¹(¼§¸)u](x) =
h
(¹0 ¤ ¹00) b(¼§¸)u
i
(x) for all ¸ > 0, u 2 L2(R)
and x 2 R. Hence the assertion. 2
Now we give necessary and su±cient conditions under which the convolution of two
Gaussian measures is a Gaussian measure.
Theorem 6.2 Let ¹0 and ¹00 be Gaussian measures on H with parameters a0 =
(a0
i)16i63, B0 = (b0
j;k)16j;k63 and a00 = (a00
i)16i63, B00 = (b00
j;k)16j;k63, respectively. Then
the convolution ¹0 ¤ ¹00 is a Gaussian measure on H if and only if one of the following
conditions holds:
(e C1) b0
1;1 > 0, ±0 > 0, b00
1;1 > 0, ±00 > 0, and there exists % > 0 such that b00
j;k = %b0
j;k for
1 6 j;k 6 3 with (j;k) 6= (3;3) and a00
i = %a0
i for i = 1;2,
(e C2) b0
1;1 > 0, ±0 = 0, b00
1;1 > 0, ±00 = 0, and there exists % > 0 such that b00
j;k = %b0
j;k for
1 6 j;k 6 2,
(e C3) b0
1;1 > 0, ±0 > 0, b00
j;k = 0 for 1 6 j;k 6 3 with (j;k) 6= (3;3) and a00
i = 0 for
i = 1;2,
(e C4) b0
1;1 > 0, ±0 = 0, b00
j;k = 0 for 1 6 j;k 6 3 with (j;k) 6= (3;3),
(e C5) b00
1;1 > 0, ±00 > 0, b0
j;k = 0 for 1 6 j;k 6 3 with (j;k) 6= (3;3) and a0
i = 0 for
i = 1;2,
(e C6) b00
1;1 > 0, ±00 = 0, b0
j;k = 0 for 1 6 j;k 6 3 with (j;k) 6= (3;3),
(e C7) b0
1;1 = 0 and b00
1;1 = 0,
where ±0 :=
q
b0
1;1b0
2;2 ¡ (b0
1;2)2 and ±00 :=
q
b00
1;1b00
2;2 ¡ (b00
1;2)2. In cases (e C1), (e C3), (e C5)
the parameters of the convolution ¹0 ¤ ¹00 are (a0 + a00;B0 + B00), but in the other cases it
does not necessarily hold (compare with Lemma 6.2).
Proof. First we show necessity, i.e., if ¹0 ¤ ¹00 is a Gaussian measure then one of the
conditions (e C1) ¡ (e C7) holds. Let us denote the parameters of the convolution ¹0 ¤¹00 by
(a;B) and we write dj;k := d
§¸
j;k(a;B), d0
j;k := d
§¸
j;k(a0;B0) and d00
j;k := d
§¸
j;k(a00;B00) for
1 6 j;k 6 3 as in Theorem 6.1. If b0
1;1 > 0 and b00
1;1 > 0, we can easily prove that
b1;2
b1;1
=
b0
1;2
b0
1;1
=
b00
1;2
b00
1;1
;
b2;2
b1;1
=
b0
2;2
b0
1;1
=
b00
2;2
b00
1;1
;
28and d0
2;2 +d00
1;1 2 R as in Pap [10, Theorem 7.3]. This implies that there exists % > 0 such
that b00
j;k = %b0
j;k for 1 6 j;k 6 2, i.e., (e C2) holds.
When b0
1;1 > 0, ±0 > 0 and b00
1;1 > 0, ±00 > 0, we show that (e C1) holds. To derive
this it is su±cient to show that b00
1;3 = %b0
1;3, b00
2;3 = %b0
2;3, a00
1 = %a0
1 and a00
2 = %a0
2. Using
Theorem 6.1 we obtain
(i) (d0
2;2 + d00
1;1)(Red0
1;3 ¡ Red1;3) = d0
1;2(Red00
1;3 + Red0
2;3),
(ii) (d0
2;2 + d00
1;1)(Red00
2;3 ¡ Red2;3) = d00
1;2(Red00
1;3 + Red0
2;3),
(iii) (d0
2;2 + d00
1;1)(Imd0
1;3 ¡ Imd1;3) = d0
1;2(Imd00
1;3 + Imd0
2;3),
(iv) (d0
2;2 + d00
1;1)(Imd0
2;3 ¡ Imd2;3) = d00
1;2(Imd00
1;3 + Imd0
2;3).
Let us denote ±0
1 := b0
1;1b0
2;3 ¡ b0
1;2b0
1;3, ±00
1 := b00
1;1b00
2;3 ¡ b00
1;2b00
1;3, ±0
2 := a0
1b0
1;2 ¡ a0
2b0
1;1, ±00
2 :=
a00
1b00
1;2 ¡ a00
2b00
1;1. Summing up (iii) and (iv) we have
(d
0
2;2 + d
00
1;1)(Imd
0
1;3 + Imd
00
2;3 ¡ Imd1;3 ¡ Imd2;3) = (d
0
1;2 + d
00
1;2)(Imd
00
1;3 + Imd
0
2;3):
Using the de¯nition of dj;k; d0
j;k; d00
j;k (1 6 j;k 6 3) we get
¡
coth(¸±
0) + coth(¸±
00)
¢
µ
b0
1;3
b0
1;1
+
±0
2
¸b0
1;1±0 coth(¸±0=2)
¡
b00
1;3
b00
1;1
+
±00
2
¸b00
1;1±00 coth(¸±00=2)
¡
2±2
¸b1;1± coth(¸±=2)
¶
= ¡
µ
1
sinh(¸±0)
+
1
sinh(¸±00)
¶µ
b00
1;3
b00
1;1
+
±00
2
¸b00
1;1±00 coth(¸±00=2)
¡
b0
1;3
b0
1;1
+
±0
2
¸b0
1;1±0 coth(¸±0=2)
¶
:
An easy calculation shows that
µ
b0
1;3
b0
1;1
¡
b00
1;3
b00
1;1
¶
¸sinh(¸±
0=2)sinh(¸±
00=2)
=
µ
1
±0 + ±00
³
a1
b1;2
b1;1
¡ a2
´
¡
1
±0
³
a
0
1
b0
1;2
b0
1;1
¡ a
0
2
´¶
sinh(¸±
0=2)cosh(¸±
00=2)
+
µ
1
±0 + ±00
³
a1
b1;2
b1;1
¡ a2
´
¡
1
±00
³
a
00
1
b00
1;2
b00
1;1
¡ a
00
2
´¶
cosh(¸±
0=2)sinh(¸±
00=2)
for all ¸ > 0. We show that the functions ¸sinh(¸±0=2)sinh(¸±00=2), sinh(¸±0=2)cosh(¸±00=2)
and cosh(¸±0=2)sinh(¸±00=2) (¸ > 0) are linearly independent. We have
¸sinh(¸±
0=2)sinh(¸±
00=2) = ¸
¡
e
¸(±0+±00)=2 ¡ e
¸(±00¡±0)=2 ¡ e
¸(±0¡±00)=2 + e
¡¸(±0+±00)=2¢
=4;
sinh(¸±
0=2)cosh(¸±
00=2) =
¡
e
¸(±0+±00)=2 + e
¸(±0¡±00)=2 ¡ e
¸(±00¡±0)=2 ¡ e
¡¸(±0+±00)=2¢
=4;
cosh(¸±
0=2)sinh(¸±
00=2) =
¡
e
¸(±0+±00)=2 ¡ e
¸(±0¡±00)=2 + e
¸(±00¡±0)=2 ¡ e
¡¸(±0+±00)=2¢
=4:
29The linear independence of these functions follows from the following fact: if c1;:::;cn are
pairwise di®erent complex numbers and Q1;:::;Qn are complex polynomials such that Pn
j=1 Qj(¸)ecj¸ = 0 for all ¸ > 0 then Q1 = ¢¢¢ = Qn = 0. Hence we get
b0
1;3
b0
1;1
¡
b00
1;3
b00
1;1
= 0;
1
±0 + ±00
¡
a1
b1;2
b1;1
¡ a2
¢
=
1
±0
¡
a
0
1
b0
1;2
b0
1;1
¡ a
0
2
¢
=
1
±00
¡
a
00
1
b00
1;2
b00
1;1
¡ a
00
2
¢
: (6.11)
Subtracting the equation (i) from (ii) we get
(d
0
2;2 + d
00
1;1)(Red
0
1;3 ¡ Red
00
2;3 ¡ Red1;3 + Red2;3) = (d
0
1;2 ¡ d
00
1;2)(Red
00
1;3 + Red
0
2;3):
Using again the de¯nition of dj;k, d0
j;k, d00
j;k (1 6 j;k 6 3) we obtain
¡
coth(¸±
0) + coth(¸±
00)
¢
µ
a0
1 p
¸b0
1;1
+
a00
1 p
¸b00
1;1
¡
2a1 p
¸b1;1
+
p
¸±0
1
b0
1;1±0 coth(¸±0=2)
¡
p
¸±00
1
b00
1;1±00 coth(¸±00=2)
¶
=
µ
1
sinh(¸±00)
¡
1
sinh(¸±0)
¶µ
a00
1 p
¸b00
1;1
¡
a0
1 p
¸b0
1;1
+
p
¸±0
1
b0
1;1±0 coth(¸±0=2)
+
p
¸±00
1
b00
1;1±00 coth(¸±00=2)
¶
:
A simple calculation shows that
¸
¡
1 + tanh(¸±
0=2)tanh(¸±
00=2)
¢
µ
±0
1
±0b0
1;1
¡
±00
1
±00b00
1;1
¶
=
¡
coth(¸±
0) + coth(¸±
00)
¢
µ
2
a1
b1;1
¡
a0
1
b0
1;1
¡
a00
1
b00
1;1
¶
+
µ
1
sinh(¸±0)
¡
1
sinh(¸±00)
¶µ
a0
1
b0
1;1
¡
a00
1
b00
1;1
¶
:
It can be easily checked that the functions ¸
¡
1 + tanh(¸±0=2)tanh(¸±00=2)
¢
, coth(¸±0) +
coth(¸±00) and (sinh(¸±0))¡1 ¡ (sinh(¸±00))¡1 (¸ > 0) are linearly independent. Hence we
have
a0
1
b0
1;1
¡
a00
1
b00
1;1
= 0; 2
a1
b1;1
¡
a0
1
b0
1;1
¡
a00
1
b00
1;1
= 0;
±0
1
±0b0
1;1
=
±00
1
±00b00
1;1
: (6.12)
Taking into account (6.11) and (6.12), we conclude that (e C1) holds. Using Lemma 6.2 it
turns out that in this case a = a0 + a00 and B = B0 + B00.
If b0
1;1 > 0, ±0 > 0 and b00
1;1 > 0, ±00 = 0 we show that ¹0 ¤ ¹00 can not be a Gaussian
measure. Our proof goes along the lines of the proof Theorem 7.3 in Pap [10]. Since the
proof given in Pap [10] contains a mistake we write down the details. Suppose that, on the
contrary, ¹0 ¤ ¹00 is a Gaussian measure on H with parameters (a;B): By Lemma 6.2,
we have b1;1 = b0
1;1 + b00
1;1, hence b1;1 > 0: By Theorem 3.1, we have (¹0 ¤ ¹00) b(¼§¸) is an
integral operator. Using Theorem 6.1 we obtain
d1;1 = d
0
1;1 ¡
(d0
1;2)2
d0
2;2 + d00
1;1
; (6.13)
d2;2 = d
00
2;2 ¡
(d00
1;2)2
d0
2;2 + d00
1;1
: (6.14)
30We show that d0
2;2 + d00
1;1 2 R and
b0
1;2
b0
1;1 =
b00
1;2
b00
1;1: (The derivations of these two facts are not
correct in the proof of Theorem 7.3 in Pap [10].) By Theorem 3.1, we have
Im(d
0
2;2 + d
00
1;1) = ¨
µ
b0
1;2
b0
1;1
¡
b00
1;2
b00
1;1
¶
= ¡Im(d
0
1;1 + d
00
2;2):
Using that Im(d1;1 + d2;2) = 0; by (6.13) and (6.14) we get
0 = §
µ
b0
1;2
b0
1;1
¡
b00
1;2
b00
1;1
¶
¡ Im
µ
(d0
1;2)2 + (d00
1;2)2
d0
2;2 + d00
1;1
¶
= §
µ
b0
1;2
b0
1;1
¡
b00
1;2
b00
1;1
¶
¨
(d0
1;2)2 + (d00
1;2)2
jd0
2;2 + d00
1;1j2
µ
b0
1;2
b0
1;1
¡
b00
1;2
b00
1;1
¶
:
Hence ³
jd
0
2;2 + d
00
1;1j
2 ¡ (d
0
1;2)
2 ¡ (d
00
1;2)
2
´µ
b0
1;2
b0
1;1
¡
b00
1;2
b00
1;1
¶
= 0:
Then
jd
0
2;2 + d
00
1;1j
2 ¡ (d
0
1;2)
2 ¡ (d
00
1;2)
2 =
¯
¯
¯
¯
±0 coth(¸±0) ¨ ib0
1;2
b0
1;1
+
¸¡1 § ib00
1;2
b00
1;1
¯
¯
¯
¯
2
¡
(±0)2
(b0
1;1)2 sinh
2(¸±0)
¡
1
¸2(b00
1;1)2
=
(±0)2
(b0
1;1)2 +
2±0 coth(¸±0)
¸b0
1;1b00
1;1
+
µ
b0
1;2
b0
1;1
¡
b00
1;2
b00
1;1
¶2
> 0:
It yields that
b0
1;2
b0
1;1 =
b00
1;2
b00
1;1: Particularly, d0
2;2 + d00
1;1 2 R: Rewrite (6.13) and (6.14) in the
form
(d
0
1;1 ¡ d1;1)(d
0
2;2 + d
00
1;1) = (d
0
1;2)
2;
(d
00
2;2 ¡ d2;2)(d
0
2;2 + d
00
1;1) = (d
00
1;2)
2:
It follows that
(d
0
1;1 ¡ d
00
2;2 ¡ d1;1 + d2;2)(d
0
2;2 + d
00
1;1) = (d
0
1;2)
2 ¡ (d
00
1;2)
2:
Using that d0
2;2 + d00
1;1 2 R and Re(d1;1 ¡ d2;2) = 0; taking real parts we get
(Re(d
0
1;1) ¡ Re(d
00
2;2))(d
0
2;2 + d
00
1;1) = (d
0
1;2)
2 ¡ (d
00
1;2)
2:
Thus
µ
±0 coth(¸±0)
b0
1;1
¡
1
¸b00
1;1
¶µ
±0 coth(¸±0)
b0
1;1
+
1
¸b00
1;1
¶
=
(±0)2
(b0
1;1)2 sinh
2(¸±0)
¡
1
¸2(b00
1;1)2:
From this we conclude
(±0)2 coth
2(¸±0)
(b0
1;1)2 ¡
1
¸2(b00
1;1)2 =
(±0)2
(b0
1;1)2 sinh
2(¸±0)
¡
1
¸2(b00
1;1)2 () cosh(¸±
0) = 1;
31thus ±0 = 0; which leads to a contradiction.
If b0
1;1 > 0, ±0 > 0, and b00
1;1 = 0 we show that (e C3) holds. The symmetry and
positive semi{de¯niteness of the matrix B00 imply b00
1;2 = b00
1;3 = 0. Lemma 6.2 yields
that b1;1 = b0
1;1 + b00
1;1 > 0. Hence Theorem 3.1 implies that (¹0 ¤ ¹00) b(¼§¸) is an integral
operator and Im(d1;1 + d2;2) = 0 holds. By Theorem 3.1 and Theorem 6.1 we obtain
Im(d1;1 + d2;2) = Im(d0
1;1 + d0
2;2 + ¸b00
2;2) = Im(¸b00
2;2). Thus b00
2;2 = 0, which implies that
b00
2;3 = 0 and ± = ±0 > 0. Using again Theorem 6.1 we get
d1;3 = d
0
1;3 ¡
p
¸a
00
1d
0
1;2 (6.15)
d2;3 = d
0
2;3 ¡
p
¸a
00
1d
0
2;2 ¨ i
p
¸a
00
2: (6.16)
Taking the real part of the di®erence of equations (6.15) and (6.16) we have
2
µ
a1
b1;1
¡
a0
1
b0
1;1
¶
= ¸±
0 a00
1
b0
1;1
µ
1 + cosh(¸±0)
sinh(¸±0)
¶
: (6.17)
Since (6.17) is valid for all ¸ > 0, we have a00
1 = 0. Taking the imaginary part of (6.16)
and using the fact that a00
1 = 0 we get
a
00
2
µ
1 ¡
1
¸±0 coth(¸±0=2)
¶
=
b1;3
b1;1
¡
b0
1;3
b0
1;1
= 0: (6.18)
Since (6.18) is valid for all ¸ > 0, we get a00
2 = 0, so (e C3) holds. If b0
1;1 > 0, ±0 = 0 and
b00
1;1 = 0 a similar argument shows that (e C4) holds.
The aim of the following discussion is to show the converse. Suppose that (e C1) holds.
We prove that the convolution ¹0 ¤ ¹00 is a Gaussian measure on H with parameters
(a0+a00;B0+B00). By Theorem 6.1, the Fourier transform (¹0 ¤ ¹00) b(Â®;¯) equals the Fourier
transform of a Gaussian measure with parameters (a0 + a00;B0 + B00) at the representation
Â®;¯ for all ®;¯ > 0. Since b0
1;1 + b00
1;1 > 0, the Fourier transform (¹0 ¤ ¹00) b(¼§¸) is
an integral operator on L2(R) with kernel function K§¸ given in Theorem 6.1 for all
¸ > 0. All we have to show is that C = C§¸(B0 + B00) and V = D§¸(a0 + a00;B0 + B00) =
(d
§¸
j;k(a0 + a00;B0 + B00))16j;k63. We have
d
0
2;2 + d
00
1;1 =
±0 sinh
¡
¸(1 + %)±0¢
b0
1;1 sinh(¸±0)sinh(¸%±0)
;
hence using Theorem 6.1 we obtain
C =
s
±0
2¼b0
1;1 sinh(¸(1 + %)±0)
= C§¸(B
0 + B
00):
Let (¹t)t>0 be a Gaussian semigroup such that ¹1 is a Gaussian measure with parameters
(a0;B0). By the help of the semigroup property we have ¹1 ¤ ¹% = ¹1+%. Taking into
account that a0
3 and b0
3;3 appear only in d
§¸
3;3(a0;B0) (see Theorem 3.1) and the fact
that ¹t is a Gaussian measure with parameters (ta0;tB0) for all t > 0; Theorem 3.1 and
Theorem 6.1 give us
vj;k = d
§¸
j;k(a
0 + a
00;B
0 + B
00):
32for 1 6 j;k 6 3 with (j;k) 6= (3;3). So we have to check only that v3;3 = d
§¸
3;3(a0+a00;B0+
B00). By the help of Theorem 6.1 we get
v3;3 = d
0
3;3 + d
00
3;3 ¡
1
d0
2;2 + d00
1;1
(d
0
3;2 + d
00
3;1)
2: (6.19)
Calculating the real and imaginary part of (6.19) one can easily check that v3;3 = d
§¸
3;3(a0 +
a00;B0 + B00) is valid.
Now suppose that (e C2) holds. Using the parameters of ¹0 and ¹00, de¯ne a vector a =
(ai)16i63 and a matrix B = (bi;j)16i;j63, as in Lemma 6.2. We show that the convolution
¹ := ¹0 ¤ ¹00 is a Gaussian measure on H with parameters (a;B). An easy calculation
shows that the Fourier transforms of ¹0¤¹00 and ¹ at the one{dimensional representations
coincide. Concerning the Fourier transforms at the SchrÄ odinger representations, as in case
of (e C1); all we have to prove is that
C§¸(B) = C§¸(B
0)C§¸(B
00)
s
2¼
d0
2;2 + d00
1;1
and V = D§¸(a0 + a00;B0 + B00). Using Theorem 3.1 we have
1
p
2¼¸b0
1;1
1
p
2¼¸b00
1;1
v u
u
t
2¼
1
¸b0
1;1 + 1
¸b00
1;1 § i
¡b00
1;2
b00
1;1 ¡
b0
1;2
b0
1;1
¢ =
1
q
2¼¸(b0
1;1 + b00
1;1)
=
1
p
2¼¸b1;1
;
since b00
1;2=b00
1;1 = b0
1;2=b0
1;1 = %. Using similar arguments one can also easily check that
V = D§¸(a0 + a00;B0 + B00) holds. We note that in this case the parameters of ¹0 ¤ ¹00 is
not the sum of the parameters of ¹0 and ¹00.
Suppose that (e C3) holds. Proposition 6.1 gives us that the convolution ¹0 ¤ ¹00 is a
Gaussian measure on H with parameters (a0 + a00;B0 + B00). In cases (e C4), (e C5), (e C6),
(e C7) we can argue as in cases (e C2); (e C3): Consequently, the proof is complete. 2
For the proof of Theorem 1.1 we need the following lemma about the support of a
Gaussian measure on H.
Lemma 6.4 Let ¹ be a Gaussian measure on H with parameters (a;B) such that
b1;1b2;2 ¡ b2
1;2 = 0. Let Y0 2 H be de¯ned as in Section 2. If rank(B) = 2 then
supp(¹) = exp
¡
Y0 + R ¢ U + R ¢ X3
¢
, where
U :=
(
b1;1X1 + b2;1X2 if b1;1 > 0,
b2;2X2 if b1;1 = 0 and b2;2 > 0.
If rank(B) = 1 then supp(¹) = exp
¡
Y0 + R ¢ U + R ¢ [Y0;U]
¢
, where
U :=
8
> > <
> > :
b1;1X1 + b2;1X2 + b3;1X3 if b1;1 > 0,
b2;2X2 + b3;2X3 if b1;1 = 0 and b2;2 > 0,
b3;3X3 if b1;1 = b2;2 = 0 and b3;3 > 0.
If rank(B) = 0 then supp(¹) = exp(Y0).
33Proof. We apply (iii) ¡ (v) of Lemma 4.2, respectively. If rank(B) = 2 then one can
check that L(Y1;Y2) = L(U;X3). If rank(B) = 1 then L(Y1) = L(U). 2
Proof of Theorem 1.1. First we prove that if one of the conditions (C1) and (C2)
holds then one of the conditions (e C1) ¡ (e C7) in Theorem 6.2 is valid, which implies that
the convolution ¹0 ¤ ¹00 is a Gaussian measure on H.
Suppose that (C1) holds. Lemma 4.2 implies ±0 = ±00 = 0.
If b0
1;1 = b00
1;1 = 0 then (e C7) holds.
If b0
1;1 > 0, ±0 = 0 and b00
1;1 = 0, ±00 = 0 we show that (e C4) holds. It is su±cient to show
that b00
2;2 = 0. Suppose that, on the contrary, b00
2;2 6= 0. When rank(B0) = rank(B00) = 2,
by the help of Lemma 6.4, we get
supp(¹
0) = exp
¡
Y
0
0 + R ¢ U
0 + R ¢ X3
¢
; supp(¹
00) = exp
¡
Y
00
0 + R ¢ U
00 + R ¢ X3
¢
;
where U0 = b0
1;1X1 + b0
2;1X2 and U00 = b00
2;2X2. Since in this case supp(¹0) and supp(¹00)
are contained in \Euclidean cosets" of the same 2{dimensional Abelian subgroup of H, we
obtain that L(U0;X3) = L(U00;X3). From this we conclude b0
1;1 = 0, which leads to
a contradiction. When rank(B0) = 1, rank(B00) = 2 and in other cases one can argue
similarly, so (e C4) holds.
If b0
1;1 = 0, ±0 = 0 and b00
1;1 > 0, ±00 = 0 the same argument shows that (e C6) holds.
If b0
1;1 > 0, ±0 = 0 and b00
1;1 > 0, ±00 = 0 we show that (e C2) holds. When
rank(B0) = rank(B00) = 2, Lemma 6.4 implies that
supp(¹
0) = exp
¡
Y
0
0 + R ¢ U
0 + R ¢ X3
¢
; supp(¹
00) = exp
¡
Y
00
0 + R ¢ U
00 + R ¢ X3
¢
;
where U0 = b0
1;1X1 + b0
2;1X2 and U00 = b00
1;1X1 + b00
2;1X2. Condition (C1) yields that
L(U0;X3) = L(U00;X3), hence we have b00
2;1b0
1;1 = b0
2;1b00
1;1. Since ±0 = ±00 = 0 we get
b00
2;2b0
1;1 = b0
2;2b00
1;1. Thus (e C2) holds with % := b00
1;1=b0
1;1. When rank(B0) = rank(B00) = 1,
Lemma 6.4 implies that
supp(¹
0) = exp
¡
Y
0
0 + R ¢ U
0 + R ¢ [Y
0
0;U
0]
¢
; supp(¹
00) = exp
¡
Y
00
0 + R ¢ U
00 + R ¢ [Y
00
0 ;U
00]
¢
;
where U0 = b0
1;1X1 + b0
2;1X2 + b0
3;1X3 and U00 = b00
1;1X1 + b00
2;1X2 + b00
3;1X3. Condition (C1)
yields L(U0;[Y 0
0;U0]) = L(U00;[Y 00
0 ;U00]), hence L(b0
1;1X1 + b0
2;1X2) = L(b00
1;1X1 + b00
2;1X2).
It can be easily checked that (e C2) holds with % := b00
1;1=b0
1;1. When rank(B0) = 1,
rank(B00) = 2 or rank(B0) = 2, rank(B00) = 1 we also have (e C2) holds.
Suppose that (C2) holds (i.e., ¹0 = ¹t0, ¹00 = ¹t00 ¤ º or ¹0 = ¹t0 ¤ º, ¹00 = ¹t00
with appropriate nonnegative real numbers t0, t00 and a Gaussian measure º with support
contained in the center of H). Then we have
¹
0 ¤ ¹
00 = ¹t0 ¤ ¹t00 ¤ º = ¹t0+t00 ¤ º or ¹
0 ¤ ¹
00 = ¹t0 ¤ º ¤ ¹t00 = ¹t0+t00 ¤ º:
Remark 6.1 and Proposition 6.1 yield that ¹0 ¤ ¹00 is a Gaussian measure on H.
Conversely, suppose that ¹0 ¤ ¹00 is a Gaussian measure on H. Then by Theorem 6.2,
one of the conditions (e C1) ¡ (e C7) holds. We show that then one of the conditions (C1)
and (C2) is valid.
34Suppose that (e C1) holds. If b00
3;3 ¡%b0
3;3 > 0 then let (®0
t)t>0 be a Gaussian semigroup
such that ®0
1 = ¹0 and let º be a Gaussian measure on H with parameters (aº;Bº) such
that
Bº :=
2
6
6
4
0 0 0
0 0 0
0 0 b00
3;3 ¡ %b0
3;3
3
7
7
5; aº :=
2
6
6
4
0
0
a00
3 ¡ %a0
3
3
7
7
5:
Remark 6.1 and Proposition 6.1 imply that ¹00 = ®0
%¤º, hence (C2) holds. If b00
3;3¡%b0
3;3 < 0
then let (®00
t)t>0 be a Gaussian semigroup such that ®00
1 = ¹00 and let º be a Gaussian
measure on H with parameters (aº;Bº) such that
Bº :=
2
6
6
4
0 0 0
0 0 0
0 0 b0
3;3 ¡ %¡1b00
3;3
3
7
7
5; aº :=
2
6
6
4
0
0
a0
3 ¡ %¡1a0
3
3
7
7
5:
Remark 6.1 and Proposition 6.1 imply that ¹0 = ®00
1=% ¤ º, hence (C2) holds.
Suppose that (e C2) holds. Lemma 6.4 implies that
supp(¹
0) ½ exp
¡
Y
0
0 + R ¢ U
0 + R ¢ X3
¢
; supp(¹
00) ½ exp
¡
Y
00
0 + R ¢ U
00 + R ¢ X3
¢
;
where U0 = b0
1;1X1 + b0
2;1X2 and U00 = b00
1;1X1 + b00
2;1X2. Condition (e C2) gives us that
L(U0) = L(U00), hence (C1) holds.
Suppose that (e C3) holds. Let (®0
t)t>0 be a Gaussian semigroup such that ®0
1 = ¹0
and let º be a Gaussian measure with parameters (aº;Bº) such that
Bº :=
2
6
6
4
0 0 0
0 0 0
0 0 b00
3;3
3
7
7
5; aº :=
2
6
6
4
0
0
a00
3
3
7
7
5:
Then we have ¹00 = º = ®0
0 ¤ º, so (C2) holds.
Suppose that (e C4) holds. By the help of Lemma 6.4, we have
supp(¹
0) ½ exp
¡
Y
0
0 + R ¢ U
0 + R ¢ X3
¢
; supp(¹
00) ½ exp
¡
Y
00
0 + R ¢ U
00¢
;
where U0 = b0
1;1X1 + b0
2;1X2 and U00 = b00
3;3X3. Hence the support of ¹0 is contained in
exp
¡
Y 0
0 +R¢U0 +R¢X3
¢
and the support of ¹00 is contained in exp
¡
Y 00
0 +R¢U0 +R¢X3
¢
,
so (C1) holds. Similar arguments show that when (e C5) holds then (C2) is valid, and
when (e C6) holds then (C1) is valid.
Suppose that (e C7) holds. Using Lemma 6.4, we have
supp(¹
0) ½ exp
¡
Y
0
0 + R ¢ U
0 + R ¢ X3
¢
; supp(¹
00) ½ exp
¡
Y
00
0 + R ¢ U
00 + R ¢ X3
¢
;
where U0 = b0
2;2X2 and U00 = b00
2;2X2, so (C1) holds. 2
Remark 6.2 In case of (C1) in Theorem 1.1, ¹0 and ¹00 are Gaussian measures also in
the \Euclidean sense" (i.e., considering them as measures on R3), but the parameters of the
35convolution ¹0¤¹00 are not necessarily the sum of the parameters of ¹0 and ¹00. In case of
(C2) in Theorem 1.1, ¹0 and ¹00 are not necessarily Gaussian measures in the "Euclidean
sense", but the parameters of the convolution ¹0 ¤ ¹00 is the sum of the parameters of ¹0
and ¹00.
Remark 6.3 We formulate Theorem 1.1 in the important special case of centered Gaussian
measures for which the corresponding Gaussian semigroups are stable in the sense of Hazod.
First we recall that a probability measure ¹ on H is called centered if
Z
H
x1 ¹(dx) =
Z
H
x2 ¹(dx) = 0:
A convolution semigroup (¹t)t>0 on H is called centered if ¹t is centered for all t > 0:
For each t > 0 let dt denote the dilation
dt(x) = (tx1;tx2;t
2x3); x 2 H; t > 0:
By Hazod [6, page 229], a Gaussian semigroup (¹t)t>0 is centered and stable in the sense
that ¹t = dp
t¹1; t > 0 (Hazod stability) if and only if its in¯nitesimal generator has the
form
a3X3 +
1
2
2 X
i=1
2 X
j=1
bi;jXiXj: (6.20)
Wehn [17] proved the following central limit theorem. Let j:j be a ¯xed homogeneous norm
on H and let us consider a centered probability measure ¹ on H: If
R
H jxj2 ¹(dx) < +1;
then
¡
d1=
p
n(¹¤n)
¢
n>1 converges towards º weakly, where º is a Gaussian measure on H
such that the corresponding Gaussian semigroup has in¯nitesimal generator (6.20).
For centered and stable Gaussian measures Theorem 1.1 has the following form.
Let ¹0 and ¹00 be Gaussian measures on H such that the corresponding Gaussian
semigroups have in¯nitesimal generators
a
0
3X3 +
1
2
2 X
i=1
2 X
j=1
b
0
i;jXiXj and a
00
3X3 +
1
2
2 X
i=1
2 X
j=1
b
00
i;jXiXj; respectively.
Then the convolution ¹0 ¤ ¹00 is a Gaussian measure on H if and only if there exist
t0;t00 > 0; a Gaussian semigroup (¹t)t>0 with in¯nitesimal generator (6.20) and an element
x 2 H which is contained in the center of H such that either ¹0 = ¹t0; ¹00 = ¹t00 ¤ "x or
¹0 = ¹t0 ¤ "x; ¹00 = ¹t00 holds. Moreover, in this case a3 = a0
3 + a00
3 and bi;j = b0
i;j + b00
i;j;
1 6 i;j 6 2:
The proof of this statement can be carried out in a direct way applying Theorem 7.3 in
Pap [10], and Lemma 6.2 and Proposition 6.1 of the present paper.
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