A new method to measure regional CBF is presented, applying both dynamic and integral analyses to a dynamic sequence of positron emission tomographic scans collected during and following the administration of H2150 (inhalation of CI502). The dynamic analysis is used to correct continuously monitored arterial whole-blood activity for delay and dispersion relative to tissue scans. An integral analysis including corrections for this delay and dispersion is then used to calculate CBF on a pixelThe measurement of regional CBF (rCBF) using positron emission tomography (PET) and 150_ labelled water is a well-established clinical research tool. Both intravenous injection of H2150 and inha lation of CI502 have been used. In the latter case the 150 label is rapidly transferred to the water pool in the lung capillary bed (West and Dollery, 1962) .
The measurement of regional CBF (rCBF) using positron emission tomography (PET) and 150_ labelled water is a well-established clinical research tool. Both intravenous injection of H2150 and inha lation of CI502 have been used. In the latter case the 150 label is rapidly transferred to the water pool in the lung capillary bed (West and Dollery, 1962) .
A number of different implementations have been described, such as the steady-state technique (Frackowiak et aI., 1980) , the integrated projection technique (Huang et aI., 1983) , the autoradiographic technique (Raichle et aI., 1983; Kanno et aI. , 1984) , and various dynamic techniques. Each of these methods has its relative advantages and limitations. For example, the steady-state technique has low temporal resolution, is statistically vulnerable to changes at high flow values (Lammert sma et aI., 1981b) , and makes inefficient use of the total radio ac tivity administered to the subject. The autoradio graphic and integrated projection techniques pro duce results that are reported to be scan time de-pendent (Raichle et aI., 1983; Gambhir et aI., 1987) . This is probably because they do not take into ac count delay and dispersion of the measured arterial blood curve relative to the recorded tissue data (lida et aI., 1986; Lammertsma et aI., 1989) . The scan time dependency of the autoradiographic tech nique may also result from using an incorrect value for the volume of distribution of water, upon which the later phase of the data is dependent.
Recently a dynamic method, the build-up tech nique (Lammert sma et aI., 1989) , has been de scribed, which performs an intrinsic correction for the delay and dispersion of the measured arterial blood curve. This build-up technique provides CBF values that are independent of study duration (Lam mertsma et aI., 1989) . The disadvantages of this method as originally described are the relatively long scan duration (10 min) and the fact that, owing to noise considerations, results are obtained for re gions of interest (ROIs) without producing a quan titative CBF image.
Short study durations are important if CBF is measured in conjunction with other (e.g., metabolic or receptor) studies or if repeat measurements are required for activation studies. In the latter case the availability of a quantitative CBF image is of equal importance for interpretation of changes in the whole brain (Fox et aI., 1988) . In the present study the build-up technique has been modified to provide these two additional features. The study duration is reduced to 3 min and a functional CBF image is obtained using an additional integral analysis.
THEORY
All practical H2'50 techniques are based on the same single-tissue compartment model for diffus ible tracers, which is described by the following dif ferential equation:
( 1) where Ct( t ) is regional tissue concentration of H2'50, Ca( t ) is arterial whole-blood concentration of H2'50, F is regional CBF (ml/mllmin), Vd is vol ume of distribution of water (mllml), and "A. is decay constant of '50.
In Eq. 1 the usual assumptions are made that (a) water is freely diffusible, (b) the contribution to the signal in an ROI arising from arterial activity is neg ligible, (c) venous and tissue concentrations are negligibly different, and (d) both F and Vd are con stant during the measurement period. Taking into account that a PET scan does not provide the in stantaneous tissue concentration but rather the in tegral over a time frame, the solution to Eq. 1 is given by f:
where * denotes operation of convolution, T, is start time frame, and T2 is end time frame.
However, in practice the time course of the arte rial concentration Ca arriving in the brain cannot be accurately measured from the usual sampling site, the radial artery. Independent of the mode of sam pling (discrete or continuous), the measured arterial blood curve from the radial artery will be delayed and dispersed compared to the cerebral arterial curves (lida et aI., 1986 , 1989 Lammertsma et aI., 1989; Meyer, 1989) . The dispersion in the brachial vessels, radial artery, cannula, and tubing can in practice be described by a single exponential (Lam mertsma et aI., 1989) . Hence, Eq. 2 can be rewritten as follows (Lammertsma et aI., 1989) : Vol. 10, No.5, 1990 where Cm( t ) is measured arterial concentration of H2'50, p is single exponential dispersion constant, and d is delay of the measured arterial curve.
Provided sufficient tissue data points (frames) are collected, F, Vd, p, and d can be estimated from Eq. 3 using standard nonlinear least-squares fitting tech niques. However, if p and d are known and Vd is known or assumed, Eq. 3 can also be solved in a computationally efficient manner on a pixel-by pixel basis using the integrated image and standard look-up table techniques (Kanno et aI., 1984) .
METHODS Implementation
Cerebral tissue time-activity curves were measured us ing an ECAT 931-08/12 (Cn, Knoxville, TN, U.S.A.) positron emission tomograph (Spinks et aI., 1988) . Fol lowing acquisition of a transmission scan of average count density 16 x 106 counts/plane, for the purposes of attenuation correction, sequential dynamic scans (frames) were collected over a period of 3.5 min accord ing to the following protocol: 1 (background) frame of 30 s, 4 of 5 s, and 16 of 10 s. Subjects inhaled a constant supply of C 1502 for a period of 2 min beginning at the start of the second frame. C1502 gas was delivered as de scribed previously (Frackowiak et aI., 1980) , except that the administered concentration was increased to 6 MBq/ m!. In terms of dosimetry this increase in concentration was compensated for by a shorter inhalation period. From measured arterial concentrations the effective dose equivalent for a single run was estimated to be 1.2 mSv. Since the method was developed for possible repeat mea surements (e.g., activation studies), the first frame of 30 s was introduced as a means of monitoring and correcting residual tissue activity.
Arterial whole-blood time-activity curves were mea sured using an on-line detection system similar to the ones described previously (Kanno et aI., 1984; Weinberg et aI., 1988; Lammertsma et aI., 1989) . Blood was with drawn continuously through a radial artery cannula at a speed of 5 mllmin using polyethene tubing (length 65 cm from cannula to scintillation crystal) with an internal di ameter of 1 mm and a wall thickness of 0.5 mm. A total length of 7.5 cm of the catheter tubing was positioned within a 4-mm-deep circular groove (diameter 2.1 cm) of a plastic scintillation crystal (diameter 3.8 cm; thickness 8 mm) surrounded by lead housing. The attached photo multiplier tube was connected to a quad scaler (EG&G Ortec, Oak Ridge, TN, U.S.A.), which in turn was linked to the scanner computer (MicroVax II; DEC, Maynard, CA, U.S.A.). The sensitivity of this blood monitoring system was 30 counts/s/kBq/m1. Computer clock time and accumulated counts were recorded every second. For each study blood withdrawal was started first and scan-ning commenced when all tubing components were filled with blood. Four minutes after start of scanning (i.e., half a minute after end of scanning to allow for delay of the blood curve), a 2-ml calibration sample was collected through a three-way tap positioned directly behind the plastic scintillator, but in front of the peristaltic pump. Following the collection of this calibration sample, the whole-blood circuit (including cannula) was flushed with heparinised saline.
All emission scans were reconstructed using a Hanning filter with a cut-off frequency of 0.5 of maximum. This resulted in a spatial resolution of 8.4 x 8.3 x 6.6 mm full width at half-maximum at the centre of the field of view (Spinks et al., 1988) .
Mter reconstruction the dynamic images were trans ferred to a workstation (model 3/60; Sun Microsystems, Mountain View, CA, U.S.A.). Whole-brain ROIs were defined on planes 6-10 of the 15 collected planes. Tissue time-activity curves were generated by projecting these ROIs on the 21 dynamic frames. The average of these five time-activity curves was used to fit for (whole-brain) CBF, Vd, and delay and dispersion of the arterial whole blood curve according to Eq. 3.
The calibration factor was obtained from the calibra tion sample (measured in a well counter cross-calibrated against the PET scanner) collected 1.5 min after the end of inhalation of C1502• The last half minute of the blood curve before withdrawal of the calibration sample was fitted to a single exponential. The calibration factor was then calculated from the interpolated value of this expo nential curve at time of sampling and the sample well counter value. Finally, the calibration factor was adjusted for decay due to the (fitted) delay of the blood curve. The process of fitting for CBF, Vd, and delay and dispersion of the blood curve together with the associated adjust ment of the calibration factor was repeated until all five parameters were stable to within 0.1%. Usually this in volved three main iterations.
The sinograms of frames 2-15, covering the inhalation period, were added and reconstructed using the same re construction filter mentioned above. A CBF vs. Jet look up table was generated using the fitted values for delay and dispersion of the arterial whole-blood curve and as suming a value of 0.95 for the volume of distribution of water, rather than using the fitted global Vd (see Results and Discussion for the rationale of this, but in brief the simulation studies showed that the fitted global V d is an underestimation of the actual distribution volume). Fi nally, the look-up table was used to generate functional CBF images. A schematic diagram of the procedure is given in Fig. 1 .
Normal subjects
The method was applied to study CBF in seven normal subjects with an average (±SD) age of 33 ± 5 years. No subject had a significant medical history and all were found to be normal on neurological examination. For each subject a transmission scan for subsequent attenua tion correction of the emission data was collected first. It was followed by six CI502 runs, each performed accord ing to the protocol described above. The first and last of these runs were performed under resting baseline condi tions with eyes closed and ears unplugged. The other four runs were performed as part of an ongoing activation stimulation programme. Here only the results of the base line studies will be given, thereby providing information about the reproducibility over a 2-h period. Results of activation studies are being communicated elsewhere (e.g., Lueck et al., 1989) .
All normal subjects gave their informed consent prior to scanning. The studies were approved by the Research Ethics Committee of Hammersmith Hospital. Permission to administer the radioactive tracers was obtained from the U.K. Administration of Radioactive Substances Ad visory Committee.
ROIs were defined on the functional CBF images of both baseline studies as follows: two (left and right) for insular cortex, two (left and right) on the dorsal lateral surface of the frontal lobe, and four (two left, two right) for centrum semiovale white matter avoiding the lateral ventricle. The area of each ROI was 64 mm 2 • In addition, the ROIs were also projected on the original dynamic CI502 scans and the average tissue time-activity curve for each structure was fitted for CBF and Vd, fixing delay and dispersion to the previously obtained values for the whole-brain ROI as described above. The statistical qual ity of these curves did not permit fitting for local delay and dispersion (see Discussion). This fitting procedure was repeated with Vd fixed to 0.95. Since the functional CBF image is obtained from the 2-min inhalation period, fitting with fixed Vd ( = 0.95) was also applied to the build-up phase of the dynamic data only.
To check the time invariability of CBF, the build-up phase of each ROI was also fitted with Vd fixed to the value obtained from the corresponding fit of the entire build-up and washout tissue curve. Again, the statistical quality of the regional time-activity curves did not permit fitting for both CBF and Vd using the inhalation periods only.
Validation study
In the procedure it is assumed that the dispersion of the blood curve can be described by a single exponential. To test this assumption a dynamic CI502 study of the heart of a dog was carried out, utilising inhalation and scanning periods of 3.5 and 7 min, respectively. Arterial whole blood was monitored as described above, except that in this case a femoral cannula was utilised. The length of detector tubing was chosen in such a way that the delay and dispersion values would be similar to the values ob served in the subjects.
ROIs were defined for the left cardiac chambers to cre ate a non delayed and undispersed arterial whole-blood time-activity curve. Accurate count recovery for this curve was checked by comparing the recovery of counts for the cardiac ROIs to (well counter) blood sample val ues using a separate vascular pool CI50 scan. The femo ral arterial whole-blood curve measured with the [3-probe was fitted for delay, dispersion (using a single exponen tial), and calibration factor so that it became superim posed on the left cardiac chamber curve. To check the calibration procedure four blood samples were collected from another cannula 3.0,3.5,5.5, and 6.0 min after start of scanning. These were measured with the well counter and compared to the appropriate interpolated values of the fitted curve.
Simulation studies
Delay and dispersion are obtained from a mixture of heterogeneous whole-brain tissues. To assess the effects of tissue heterogeneity a typical blood curve of one of the studies was used to create simulated grey (CBF = 80
Dynamic Frames
On ml/dl/min; Vd = 1.02) and white (CBF = 20 ml/dUmin; Vd = 0.88) matter tissue curves. Whole-brain tissue time activity curves with different fractions of grey and white matter were created using weighted averages of the sim ulated grey and white matter curves. The whole-blood curve was delayed by a typical 0.2 min and convolved with a single-exponential dispersion function with a typ ical dispersion constant of 5 min -i. The (weighted) aver age whole-brain build-up and washout curves in turn were fitted for CBF, V d, and delay and dispersion of the blood curve. Finally, the delay and dispersion obtained in this manner were used to calculate CBF by integrating over the 2-min build-up period and assuming a value of 0.95 for Vd, similar to the procedure followed for generating func tional CBF images.
The simulation study was repeated with additional het erogeneity of activity arrival time between grey and white matter. This was achieved by delaying the white matter curve by 0.04 min relative to the grey matter curve.
Error analysis
To assess the effects of small errors in the measured values of delay, dispersion, and calibration factor of the J Cereb Blood Flow Me/ab, Vol. 10, No. 5, 1990 blood curve and in the assumed value of Vd, the ROI data for the normal subjects were recalculated varying these parameters by 10%.
Because delay and dispersion are correlated to some extent (they both represent a shift), the whole-brain ROls were refitted fixing delay to values that were 10% differ ent from the original values. The new values for disper sion together with these fixed values for delay were used to recalculate the ROI data for the normal SUbjects. The same procedure was repeated fixing dispersion and refit ting for delay. Finally, a similar procedure was performed using refitted values of delay for a fixed degree of disper sion (p = 10 min-i).
RESULTS

Normal subjects
In Fig. 2 the dynamic image sequence is shown for a plane 69 mm above the orbitomeatal line. The average whole-brain tissue time-activity curve of the five adjacent planes used for fitting for delay and dispersion is shown in Fig. 3 (left) , together with the corresponding (calibrated) arterial whole blood time-activity curve. The need for a correction for delay (and dispersion) is indicated by the earlier rise and the earlier peak of the tissue curve. In Fig.  3 (right) the same tissue data points are shown, to gether with the curve corresponding to the best fit for CBF, Vd, and delay and dispersion of the blood curve. Table 1 gives the least-squares estimates of whole-brain delay and dispersion of the blood curve for the two runs of all seven normal subjects. Figure  4 provides an example of the final set of functional CBF images.
In Table 2 and Fig. 5 the results of the grey and white matter ROI analysis of the functional CBF images are given, indicating excellent reproducibil ity over a 2-h period. In Table 3 these values ob tained from the integral analysis are compared with those obtained from fitting the corresponding ROI time-activity curves, showing a maximum differ ence of � 10% for grey matter and identical results for white matter.
Validation study
In Fig. 6 (left) arterial whole-blood curves ob tained from both cardiac chambers and the J3-probe are shown, the latter one (for comparison) scaled to the same maximum as the first. Figure 6 (right) gives the least-squares fit for delay, dispersion, and calibration factor. A delay of 0.19 min, a dispersion constant of 6.4 min -\, and a calibration factor of 5.5 x 10-5 were obtained. These values were similar to those obtained in subjects. The ratios of the values of the fitted blood curve (interpolated at time of sampling) to the well counter sample values were 0.98, 1.01, 0.97, and 1.00.
Simulation studies Figure 7 (top left) demonstrates the effect of tis sue heterogeneity on fitted values of CBF, Vd, and delay and dispersion of the input function, assuming no heterogeneity in arrival times between grey and white matter tissues. It can be seen that all (wholet e , , Fig. 7 (bottom left) are similar to those for fitted CBF (Fig. 7, top right) . The shift is due to the different volumes of distribution for grey and white matter.
FIG. 4.
Quantitative CBF images, The 15 original images were interpolated axially using a bilinear interpolation technique to provide a total of 43 transaxial images. This procedure was carried out to facilitate three-dimensional representation of the data by generating approximately cubic voxels (2.05 x 2.05 x 2.33 mm). Figure 8 gives the results of a similar analysis, now also assuming a 0.04-min delay of the white matter curve relative to the grey matter curve. The whole-brain values (Fig. 8, top left) show a similar pattern to Fig. 7 (top left), except for delay, which is now overestimated by a few percent. The re gional fitted values (Fig. 8, top right) now show slight underestimation of white matter CBF with gross overestimation of white matter Yd' In con trast, errors in grey matter CBF and V d are negligi ble if the whole-brain ROI contains at least 20-30% grey matter. In this case the final calculated CBF (from the integral analysis) is slightly overestimated (-2%). However, white matter CBF is underesti mated by -6%.
Error analysis
The sensitivity of calculated values of CBF to 10% changes in measured values of delay, disper sion constant, calibration factor, and assumed value of Vd is summarised in Table 4 . The sensitivity to Mean CBF (± SD) is expressed as ml/dl/min for all runs (n = 14).
° V d fixed to the value obtained from fit of inhalation + wash out phase with free Yd' errors in all entities is small, except for the calibra tion factor. Table 4 also gives the effects on the final CBF calculations for 10% changes in delay and dis persion constant using refitted dispersion constants and delays, respectively, obtained with those (fixed) different values.
For a fixed dispersion constant (p = 10 min -1) and refitted delay, the final CBF values changed on average (±SD) 0.4 ± 2.3% for grey and 0.3 ± 1.8% for white matter. For all 14 runs the maximum changes were 3.4 and 2.5 % for grey and white mat ter, respectively.
DISCUSSION
The present technique for measuring rCBF was developed with two considerations in mind: accu racy (and precision) and practicality. The method should be as accurate as possible, yet it should still be possible to perform a series of repeat measure ments within a period of time acceptable for patient studies. In addition, a functional CBF image should be available so that analysis time is reduced and comprehensive analysis procedures can be applied. These considerations are especially important for PET centres engaged in frequent rCBF activation stimulation studies.
To achieve accuracy the method was based on the recently described C1502 build-up technique . It was shown that this technique allows for an intrinsic correction for de lay and dispersion of the measured arterial whole blood curve with respect to the input function to the brain. It has been shown that by performing this correction, measured rCBF values are independent of study duration. This was confirmed in the present study (Table 3) . In addi tion, the use of a ramp input function provides a convenient way of obtaining sufficient statistics (counts) while minimising the significant dead-time losses associated with bolus studies. A slower input function probably also reduces the sensitivity to er rors in delay and dispersion of the measured arterial activity relative to that presented to the brain.
One of the disadvantages of the original build-up technique was the relatively long study duration of 10 min. For repeat measurements a shorter study duration is desirable. Based on the above-men tioned independence of rCBF with respect to study duration, the scanning period in the present study was reduced to 3.5 min (including a 0.5 -min back ground frame).
A second disadvantage of the original build-up technique was the lack of a functional image. Al though theoretically possible, in practice pixel- by-pixel fitting is time consuming and sensitive to noise. Some accuracy (not accounting for regional Vd) was therefore sacrificed by applying a look-up table integral analysis (assuming a Vd value of 0.95 ) to the 2 min of data collection corresponding to the inhalation period. By omitting the washout phase from the integral analysis, the sensitivity to changes in Vd was re duced. This is confirmed in Although CBF with free Vd is independent of scan duration (Lammertsma et aI., 1989 ; Table 3 ), this is not necessarily the case for an incorrect fixed V d' It follows from Table 3 that in the latter case (V d = 0.95) there is a -6% change in grey matter CBF value, which is probably due to a slight error in the assumed Vd value of 0.95 . This also follows from the fact that grey matter CBF from the functional images is -10% lower than the values obtained from fitting with free Yd' These considerations re inforce the advantage of a ramp over a bolus input. Sufficient counts can be obtained without including the washout phase, thereby reducing the sensitivity to errors in Yd' Despite a possible systematic underestimation, Table 2 and Fig. 5 illustrate that by using the func tional images reproducible CBF values can be ob tained. No significant differences were observed between the two baseline runs. This was confirmed by including the activation runs in the analysis. The standard deviation of global CBF for planes not ex pected to be affected by the activation-stimulation was on average 5.5% for six repeat measurements. This high degree of reproducibility is an important feature for activation studies.
In calculating the functional CBF images, a Vd value of 0.95 was assumed in the present study. Although the fit for delay and dispersion of the ar terial whole-blood curve also provides a fitted value of global Vd (0.76 ± 0.07), this value was not used in the integral analysis. It can be seen from Figs. 7 and 8 that the fitted value of global V d will be grossly underestimated. In fact, for a mixture of grey and white matter, it will be lower than that for white matter. The measured value of 0.76 ± 0.07 for global Vd is consistent with these simulation stud-ies. Although based on water content data a value of 0.95 is a reasonable choice, further studies will be required to obtain a more accurate value of V d for use in the integral analysis. In the present study, for cortical grey matter, a fitted value of Vd of 0.80 ± 0.06 was obtained. Although further analysis is re quired to assess the effects of using global values of delay and dispersion in this fitting procedure, this measured value could indicate significant tissue het erogeneity within the cortical areas studied. For white matter no reliable estimate of V d could be obtained owing to the relatively short data collec tion period during the washout phase. However, from Figs. 7 and 8 and Tables 3 and 4, it follows that estimated white matter CBF is relatively insensitive to errors in V d ' This also means that if a more ac curate grey matter Vd can be obtained, this value could then be used for all pixels in calculating func tion CBF images without introducing a major error in white matter CBF. One difficulty in obtaining an accurate grey matter Vd is noise. Large grey matter ROIs will be required to fit for CBF, Vd, and delay and dispersion of the input function. In this respect it might also be useful to fix the dispersion constant to a realistic preset value. In the present study fix ing the dispersion constant to 10 min -I resulted only in a maximum error of 3.4% in CBF for the 14 runs analysed. The error in Vd is expected to be of the same order of magnitude.
It is important to note that although Vd is very sensitive to tissue heterogeneity, this is not the case for CBF itself (Figs. 7 and 8) . The tendency for low values of white matter CBF, however, could be due to tissue heterogeneity effects in estimating delay and dispersion of the input function (Fig. 8) . The sensitivity to errors in assumed V d could be reduced by shortening the build-up phase. To obtain suffi cient statistics this would require a higher concen tration of inhaled C1502 • In that case the sensitivity to errors in estimated delay and dispersion for a shorter build-up phase also needs to be analysed. In other words, further studies will be required to op timise the input function.
It is of interest to note that delay and dispersion of the measured arterial whole-blood curve were rather variable (Table 1) , even for different runs in the same subject. However, Table 4 demonstrates that the sensitivity of CBF to errors in delay and dispersion is low. In fact, errors in delay are, at least in part, counteracted by opposing errors in dispersion constant (Table 4 ). The variability of de lay and dispersion could be due to inaccuracies in the fitting procedure. However, more likely, this variation is genuine, possibly owing to changing ra dial artery blood flow rate and/or the forming of small blood clots in the cannula during the course of an entire study. This follows from the fact that if average delays and dispersion constants were used for a study of six runs, the standard deviation in global CBF on average increased to 9.1%, while it was on average 5.5% if individual delays and dis persion constants were used for each run.
In Eq. 3 it is assumed that the dispersion can be described by a single exponential. From the valida tion study (Fig. 6 ) it follows that in practice this is a valid assumption. Table 4 illustrates that CBF is sensitive to errors in the calibration factor of the arterial whole-blood curve. However, errors in this calibration factor can be kept to a minimum by careful sampling. The average standard deviation in the calibration factor of six runs was 1.9% for the seven subjects, with a range of 0.7-3.0%. This factor is not expected to change from run to run. Hence, for activation stud ies, the average calibration factor (adjusted for in dividual delays) of all runs can be used, thereby reducing a possible calibration error even further. Use of coincidence detection for measuring the blood curve would facilitate the calibration proce dure, since coincidence detection is less sensitive to the actual geometry of the tubing. Consequently the detection system could be calibrated separately from the actual PET study. A disadvantage of co incidence detection is the lower sensitivity per unit length of catheter tubing. For practical purposes a standard deviation of 1.9% in calibration factor dur ing actual PET studies is considered satisfactory.
The underlying single-tissue compartment model described by Eq. 1 is valid only if the assumptions described in Theory are true. One of the assump tions on which Eq. 1 is based is that water is freely diffusible. For monkey (Eichling et al., 1974) and rat (Go et aI., 1981) brain, that is certainly not the case. However, for human brain, water is more freely diffusible. Based on permeability data mea sured by Paulson et al. (1977) , Lammertsma et al. (1981a) calculated that the extraction of water for a grey matter CBF of 80 mlldllmin would be -99%. Since CBF measured with the present technique is linearly dependent on extraction fraction, this would result in an underestimation of grey matter CBF of only 1 %. Recently data have been published suggesting a lower extraction fraction of water (84%; Herscovitch et ai., 1987) . These findings were based on the paired measurement of CBF us ing both H2150 (autoradiographic technique) and the more freely diffusible [IlC] butanoi. However, the underestimation of grey matter CBF with the autoradiographic technique can also, at least in part, be explained by using an incorrectly high par-tition coefficient of water as illustrated in Table 3 . Further data will be required to resolve this issue. It should be mentioned that the present technique is valid for any freely diffusible tracer. The develop ment of e50]butanoi (Kabalka et aI. , 1989) is there fore of importance (a short half-life is required for repeat measurements).
Equation 1 is valid for a single tissue compart ment. However, ROI analysis of PET scans will contain "contaminating" signals due to intravascu lar activity. It has previously been demonstrated (Lammert sma et aI. , 1989 ) that for the build-up technique, intraarterial activity has a negligible ef fect on calculated CBF. This was confirmed in the present study. Including an arterial compartment did not significantly improve the quality of the var ious fits and had negligible effect on the value of CBF «1%). In this respect a ramp input function compares favourably with a bolus input where the effect of intraarterial activity is higher (Koeppe et aI. , 1987) . For a freeely diffusible tracer the venous concentration can be considered to be similar to the tissue concentration and can therefore be included in the tissue compartment. However, in practice the concentrations are different if the volume of distri bution in the tissue is different from unity. Koeppe et al. (1987) have shown that for a volume of distri bution of 0.8, the error in CBF is of the order of 1%.
A final requirement for the application of Eq. 3 is the stability of CBF over the measurement period. It is obvious that, certainly for activation studies, a short scanning period is desirable. Further studies will be required to analyse if the scanning interval can be reduced even further. In that case consider ation has to be given to the statistical quality of the data and to the sensitivity to errors in delay and dispersion of the arterial whole-blood curve.
A disadvantage of the present method is the need to collect a dynamic sequence of PET frames, which is being used only for estimating the delay and dispersion of the measured arterial whole-blood curve. For the actual calculation of the functional CBF image, an integral frame of 2 min is all that is required, provided delay and dispersion are known. The main disadvantage of a dynamic scan sequence is the amount of disc space required for storage and the time required for transferring and reconstruct ing the data. In addition, definition and calculation of the global ROIs on the dynamic frames require a certain amount of operator time. On the other hand, the availability of the dynamic frames is helpful in cases where the volume of distribution of water is expected to be significantly different from normal brain (e. g. , in atrophic states). The option exists to reanalyse an ROI by direct fitting for CBF and Vd• Considering the variability in delay and disper sion (Table 1) , fixing them to preset values would result in a loss of accuracy. However, several op tions exist for reducing operator time, computing time, and disc space. First, operator time could be reduced by automating the definition of the whole brain ROIs using windowing techniques on the transmission scan. Second, reconstruction of the dynamic images could be avoided by applying a window directly onto the sinograms (raw scanning data) and fitting the sinogram data directly for delay and dispersion of the blood curve. To fit sinogram data, the fitting equation needs to be linearised (Blomqvist, 1984) . Preliminary tests with a lin earised version of Eq. 3 have shown that, at least for "traditional ROI data," identical results can be obtained. Finally, the whole dynamic scanning se quence can be omitted. In theory it is possible to obtain delay and dispersion of the blood curve by comparing (fitting) it to the true coincidence count rate curve of the scanner. In this case only a single scan would be required for the CBF calculation. In the present study this approach was not possible. Probably owing to the high gas concentration in the face mask, the total true coincidence count rate of the scanner increased immediately after switching on the gas supply, i. e. , before activity entered the brain. This increase in count rate was not detectable in the whole-brain ROI curves and was due mainly to events originating from outside the head. Use of the count rate curve therefore resulted in erroneous estimates of delay and dispersion due to an appar ent earlier arrival time in the brain. However, this problem could be overcome by using a programed infusion of H2150 instead of inhalation of C1502• In that case it should be possible to collect a single frame. Furthermore, it would then be possible to automate the whole fitting and calculation proce dure to provide a quantitative CBF image only min utes after scanning.
CONCLUSIONS
The combination of dynamic and integral meth ods provides a rapid method for generating accurate functional CBF images. A high degree of accuracy is achieved by using a dynamic analysis to provide an intrinsic correction for delay and dispersion of the measured arterial whole-blood curve with re spect to the input function to the brain. An integral analysis is then performed to produce a quantitative CBF image with only a minor loss in accuracy. The method shows excellent reproducibility over a 2-h period.
Several options exist to simplify the method fur-ther without compromising accuracy, in particular, the omission of dynamic scanning. Complete auto mation of all the calculations involved is feasible.
