Abstract -Essentially, a truly autonomous mobile robot be capable of finding its own path from start to goal location without colliding with any obstacles. This paper investigates the effectiveness of a robot path planning technique that utilizes Laplacian Behaviour Based Control (LBBC) for robot control and uses Laplace's Equation for generating potential function in the configuration space model. The robot control namely LBBC would enable the robot to recover from getting stuck in a flat region. Furthermore, an efficient iteration technique via Half-Sweep Successive Over Relaxation (HSSOR) would provide fast computation for solving the Laplace's equation that represents the potential values of the configuration space.
INTRODUCTION
This paper presents an attempt to implement a simulation of a point-robot path planning by using potential function in the configuration space model computed via numerical method. Based on the theory of heat transfer, the constructed environment model would be free from local minima and consequently would be beneficial for robot navigation control. In this model, Laplace's Equation is used to represent potential values in the configuration space. However, this model suffers from the occurrence of flat region in a difficult environment, hence prevents a successful path generation. Thus, in order to overcome such problem, a bio-inspired robot control namely Laplacian Behaviour-Based Control (LBBC) is used to enable the robot continue its space exploration in a more difficult environment model. Due to the availability of fast processing machine, the potential values are computed using numerical method. Moreover, numerical technique provides an elegant and efficient method in solving this linear problem. In this work, faster iterative method known as Half Sweep Successive Over-Relaxation (HSSOR) is proposed for computing the solution of Laplace's equation.
II. LITERATURE REVIEW
In [1], pioneer work by Khatib introduced the use of potential functions for robot path planning. In his model, each obstacles produce repelling forces whilst the goals exert attractive forces. Meanwhile, Koditschek [2] showed that in certain types of domains, the potential functions can be used to guide an effector from almost any point to a specified point. These potential field methods for solving path planning problem, however, suffer from the occurrence of local minima.
Then in 1990, Connolly et al. [3] and Akishita et al. [4] independently developed a global method that used the solutions of Laplace's equations to generate smooth path for robot navigation. The potential values are computed in a global manner over the entire region, and the solutions to Laplace's equation are then used for fmding path from start to goal location. By using Dirichlet boundary conditions, obstacles are considered as current sources and the goal is considered to be the sink in which it is assigned with the lowest fixed potential value. Then, following the current lines by performing steepest descent method on the potential field, the smooth path from higher ground at start location, than slowly a succession of points with lower potential values leading to goal location with the lowest potential value is found out. Due to its global manner, this process guarantees a generation of smooth path from start to goal location without encountering local minima.
Further study carried out by Connolly & Gruppen [5] utilized harmonic functions that had a number of properties useful in robotic applications. In [6] , Sasaki used standard methods for solving linear system to obtain the harmonic functions, i.e. Jacobi, Gauss-Seidel and SOR. Meanwhile, Silva [7] utilized harmonic functions for robot exploration. Furthermore, Kazemi & Mehrandezh [8] used harmonic function in their probabilistic maps for sensor-based robot path planning. In [9] , Rosell & Iniguez implemented the combination of harmonic functions and probabilistic cell decomposition for solving path planning problem. Alternatively, Daily & Bevly [10] used analytical solution to solve linear system for arbitrarily shaped obstacles. In [11], Garrido et al. used finite elements to compute harmonic functions for robotic motion. Harmonic functions were also used for real-time obstacles avoidance as reported by Szulczynski et al. [12] .
III. LAPLACIAN BEHAVIOUR-BASED CONTROL (LBBC)
In a traditional robot programming paradigm, a complete and accurate model of the robot and its environment are the main requirement. In this traditional paradigm, it relies on planners for generating actions for the robot [13] . This sense plan-act paradigm, however, requires immense amounts of computing. Hence, for a truly autonomous mobile robot that must carry its own computational resources while navigating the space, such scenario put tremendous challenges. Moreover, this paradigm needed a very accurate model that requires high-precision sensors which are often expensive. Finally, due to its sense-plan-act step, this approach is too slow to react in a highly dynamic changing environment model due to the delay between sensing, planning and generating action, since planning phase required longer time for computation.
A biologically inspired paradigm to robot control is devised known as behaviour-based control [14] . In this approach, the control reacts immediately to the sensors by triggering set of pre-defined behaviours. Each of the behaviour corresponds to specified sensor values. They are designed as layers of control system, and they all run in parallel. In this design, higher level behaviours have the priority and are allowed to temporarily suspend lower level behaviours [15] .
This work inspired by this behaviour-based paradigm. Thus, Laplacian Behaviour-Based Control (LBBC) is employed to provide robust configuration space exploration for the searching algorithm. Such hybrid approach of combining global computing method for solving Laplace's equation and local control via LBBC to solve path planning problem is described in our previous work [16] .
The core behaviours of LBBC are keep-forward, follow wall, avoid-obstacle, and find-slope. These core behaviours rely on the potential values represented by temperature distribution in the configuration space model to guides them during search exploration. Note that the temperature distributions are obtained by numerical computation before LBBC can be applied.
The keep-forward behaviour leads the searching algorithm to keep moving forward by following the descending slope in the configuration space. When it encounters ascending slope, this behaviour is stopped and the control triggers other behaviours to take over. This behaviour would eventually leads to goal location by keep descending to the lowest point in the configuration space.
If the searching algorithm hits the wall, follow-wall behaviour is triggered. With this behaviour, the searching algorithm turns its direction parallel to the wall. After a specified number of steps, this behaviour is stopped and the searching algorithm switches find-slope behaviour.
Meanwhile, if the searching encounters an obstacle or boundary wall, avoid-obstacle is triggered. With this behaviour, the searching moves backward and then turns the left or right side alternately. The behaviour of turning to the left or right in alternating would provide the searching with the capability of escaping from difficult location such as in a sharp corner.
When, the searching switches to find-slope behaviour, it moves randomly in the configuration space hoping to find descending slope that would subsequently triggers keep forward behaviour. The main aim of find-slope behaviour is to provide the searching with the ability of recovering from getting stuck in flat region.
IV. ITERATIVE METHOD

A. Harmonic Functions and Configuration Space
A harmonic function on a domain n c Rn is a function which satisfies Laplace's equation, as shown in Eq. (1).
(1) Where X, represents i-th Cartesian coordinate and n is the dimension of the domain. In this framework of robot path planning construction, the boundary of the configuration space model consists of outer boundary, boundaries of all obstacles (including inner walls), start points, and goal point. Harmonic functions satisfy the min-max principle, thus by imposing Laplace's equation as a constraint on the functions, the spontaneous creation of local minima in the configuration space model is avoided.
The configuration space model is designed in grid form. Due to this natural discrete design, computation of function values in each node is most appropriate using iterative method to satisfy Eq. (1). In this grid form design, Dirichlet boundary conditions are employed, thus no initial values are assigned to the start points whereas goal point is assigned with the lowest value. Meanwhile, different temperature values are assigned to the boundaries and obstacles.
B. Formulation of Half-Sweep SOR Iteration
In the literature, point iteration using Jacobi, Gauss Seidel and SOR [6] In robotics, our previous works m [ 23 -28] that employed half-sweep iteration for solving robot path planning
produced encouraging performances.
Let us consider the 2D Laplace's equation defined as (2) As shown in Figure 1 (a) , the implementation of Eq. (2) using full-sweep iteration will iterates all inner points in the grid. Whereas, the implementation of half-sweep iteration computes black dot only, see Figure 1 (b) . Hence, only half of the inner points are computed, consequently reducing the computational complexity drastically. Essentially, the implementation of half-sweep iteration is based on the five point molecule (Figure 2 (a) ) finite difference approximation equation that is rotated 45-degree (Figure 2 (b) ). By adding an accelerator to Eq. (3) for faster iteration using weighted parameter via Successive Over-Relaxation (SOR) as explained by Young [29, 30] , the implementation of half-sweep iteration via HSSOR iterative method can be shown as:
The iterative process of Eq. (4) continues until there are no more changes of any node value from one sweep of iteration to the next, in which the convergence is achieved and the iteration process is stopped. This process requires a very high precision of computation in order to reduce the occurrence of flat region in the final solution. Once the temperature values of all black dots are obtained, approximate values of the remaining white dots are computed using standard five point molecule method.
V. EXPERIMENTS AND RESULTS
The static environment model setup considered three sizes, i.e. 128x 128, 256x256, and 512x512. The environment model consists of a goal point, several starting points and inner boundary walls. In the initial setup, the outer and inner walls were fixed with high temperature values. The goal point was set to a fixed lowest temperature value. No initial values were assigned to all other free spaces. The computational machine run on Intel Core 2 Duo CPU at 3GHz speed equipped with 1 GB of RAM. The convergence criterion was set to a very small error tolerance, i.e. 1.0-1°. The results in Table 1 show the number of iterations, maximum error and elapsed time for each iterative methods investigated in the experiments. The performance of half-sweep iteration via HSSOR is clearly very much faster than the standard full sweep iteration with Gauss-Seidel and SOR, see Figure 3 Once the temperature values of the environment model were obtained, the searching algorithm could now use them for finding path for robot navigation. In simple and sparse environment setup [23 -26] , the path could be generated successfully even without LBBC, see Figure 4 (a). However, in a more difficult environment [16, 27, 28] , e.g. when the horizontal wall was extended further to the right, the searching algorithm failed to reach the goal location. This was clearly shown in Figure 4 (b) , where only one path was successfully generated, whereas the other two start points failed to reach the goal location. In Figure 4 (c), the LBBC was employed so that the searching algorithm would be able to escape from flat region and continued its exploration by switching to find-slope and keep-forward behaviours in alternating until it detects a wall in which the algorithm switched to follow-wall behaviour. After a few steps the LBBC commanded the algorithm to switch back to keep forward behaviour until it reached the goal point as shown in Figure 4 (d). 
VI. CONCLUSION
In conclusion, global method utilizing complete numerical computation technique via HSSOR and local control using LBBC exploration is indeed very attractive and feasible for solving difficult robot path planning problem. This is mainly due to the availability of advanced techniques recently, as well as the availability of fast machine nowadays.
As shown in Table 1 , half-sweep iteration via SOR (HSSOR) performs faster compared to the standard full-sweep iteration of Gauss-Seidel and SOR. The LBBC enable the searching ISBN: 978-1-4673-5613-8©2013 IEEE algorithm to generate path for the robot successfully even with the occurrence of flat region. Future work would consider quarter-sweep iteration (Muthuvalu & Sulaiman [31] and Fauzi & Sulaiman [32] ) for solving robot path planning problem via the solution of Laplace's equation.
