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Abstract. In this paper we present a fast and accurate numerical algorithm for the
computation of hyperspherical Bessel functions of large order and real arguments. For
the hyperspherical Bessel functions of closed type, no stable algorithm existed so far
due to the lack of a backwards recurrence. We solved this problem by establishing a
relation to Gegenbauer polynomials. All our algorithms are written in C and are pub-
licly available at Github [https://github.com/lesgourg/class_public]. A Python
wrapper is available upon request.
1 Introduction
Hyperspherical Bessel functions are generalisations of spherical Bessel functions. They
are needed for the computation of the anisotropy spectrum of the Cosmic Microwave
Background (CMB) radiation for models with spatial curvature. While the differential
equation can of course be integrated using ODE-solvers, no available high accuracy im-
plementation of hyperspherical Bessel functions existed before this work. This was partly
due to a problem of using backwards recurrence for hyperspherical Bessel functions of
positive curvature.
2 Analytic properties of hyperspherical Bessel functions
2.1 Definition
The hyperspherical Bessel functions Φνl (χ) are the radial part of the eigenfunctions of the
Laplacian on a 3 dimensional manifold of constant curvature. The sign of the curvature
is denoted by K and Φνl (χ) can be written as
Φνl (χ)=
uνl (χ)
r(χ)
, (2.1)
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2where uνl (χ) is the solution regular at χ=0 of the linear second-order differential equation
d2uνl
dχ2
=
[
l(l+1)
r(χ)2
−ν2
]
uνl (χ). (2.2)
The dependence on geometry is encoded in the function r(χ) given by
r(χ)=sinK(χ)≡

sinhχ K=−1
χ K=0
sinχ K=1
(2.3)
Note that in flat space (K=0), one can do the transformation z=νχ and multiply through
by r(χ)2 =χ2 to transform equation (2.2) into the Ricatti-Bessel equation, in which case
Φνl (χ)= jl(νχ).
2.2 Recursive solutions
The solutions to equation (2.2) are known [1] and they can be written recursively as
yνl (χ)=

sinhl+1χ
(
1
sinhχ
d
dχ
)l+1
(C1cosνχ+C2sinνχ) K=−1
χl+1
(
χ ddχ
)l+1
(C1cosνχ+C2sinνχ) K=0
sinl+1χ
(
1
sinχ
d
dχ
)l+1
(C1cosνχ+C2sinνχ) K=1
. (2.4)
The solution becomes regular at x= 0 by putting C2 = 0 which can easily be proven by
induction. By letting χ→−χ in the solutions of equation (2.4), we find that yνl (−χ) =
(−1)lyνl (χ) or equivalently
Φνl (−χ)=(−1)lΦνl (χ). (2.5)
Thus, the hyperspherical Bessel functions are even or odd depending on l which is well
known for normal spherical Bessel functions.
2.3 Solutions in terms of Legendre functions
The hyperspherical Bessel functions for K=±1 can be expressed as Legendre functions
by a change of variables [2, 3]. The solutions which are regular at x=0 then reads
Φνl (χ)=

√
piNνl
2sinhχP
−1/2−l
−1/2+iν(coshχ) K=−1
jl(νχ) K=0√
piMνl
2sinχP
−1/2−l
−1/2+ν(cosχ) K=1
, (2.6)
3where we have restricted ourselves to χ≥ 0 and also χ≤ pi for K = 1. By using equa-
tion (2.5), we can extend the solutions of equation (2.6) to the whole real axis. For K=1
we are also using the 2pi-periodicity. The normalisation constants
Nνl ≡
l
∏
n=1
(ν2+n2), Mνl ≡
l
∏
n=1
(ν2−n2), (2.7)
have been chosen such that the K 6= 0 hyperspherical Bessel functions are normalised
similarly to the spherical Bessel functions [3].
Note that our definition of the Legendre functions follows the previous papers [2–4],
so it is slightly inconsistent. In the K=1 case, Pβα (x) denotes Ferrer’s function of the first
kind. In Mathematica, this function is the default ’type 1’ of Legendre function. When
it is extended to the whole complex plane it has branch cuts at (−∞,−1) and [1,∞),
and is denoted by ’type 2’ in Mathematica. For K=−1, Pβα (x) is the Legendre function
called ’type 3’ by Mathematica and has a single branch cut (−∞,1] when extended to the
complex plane. In terms of the Gauss hypergeometric function we have
Pβα (x)=
(
1+x
1−x
) β
2 1
Γ(1−β) 2F1
(
α+1,−α,1−β, 1
2
− 1
2
x
)
, K=1, (2.8)
Pβα (x)=
(
x+1
x−1
) β
2 1
Γ(1−β) 2F1
(
α+1,−α,1−β, 1
2
− 1
2
x
)
, K=−1. (2.9)
2.4 Special properties for K=1
The K= 1 case is special, since Φνl (χ) must satisfy an additional boundary condition at
χ=pi where l(l+1)
sin2χ
→∞. The limit χ→pi corresponds to x≡cosχ→−1+ in the argument
of the Legendre function. We use the following formula† to relate the limit x→−1+ to
x→1−:
Pµν (−x)=cos[(ν+µ)pi]Pµν (x)− 2
pi
sin[(ν+µ)pi]Qµν (x). (2.10)
Since the limit x→1− is equivalent to χ→0, we already know that Pµν (x) is regular while
Qµν (x) diverges, but this behaviour can also be checked from the limiting forms‡ of P
µ
ν (x)
and Qµν (x). For the boundary condition to be regular at χ=pi we must then have the sine
function in equation (2.10) to be identically zero,
sin[(ν−l−1)pi]=0, (2.11)
so ν must be an integer. This restriction in possible solutions is equivalent to standing
waves in a cavity or the quantum mechanical quantisation of energy in a potential well.
†http://dlmf.nist.gov/14.9.E9
‡http://dlmf.nist.gov/14.8.E6
4Using equation (2.10) with integer ν, we find a corresponding connection formula for
Φνl (χ):
Φνl (pi−χ)=
√
piMνl
2sin(pi−χ)P
−1/2−l
−1/2+ν (−cos(χ)), (2.12)
=
√
piMνl
2sin(χ)
cos[(ν−l−1)pi]P−1/2−l−1/2+ν (cos(χ)),
=(−1)ν−l−1Φνl (χ), (K=1)
which shows that Φνl (χ) is symmetric (anti-symmetric) around χ=
pi
2 for ν−l−1 even
(odd)§. Equation (2.5) combined with equation (2.12) allows us to restrict ourselves to
the region
[
0, pi2
]
in the K=1 case.
Another subtlety is the allowed range of l for a given ν. Consider the right hand side
of equation (2.2). If l≥ ν, the coefficient
[
l(l+1)
r(χ)2 −ν2
]
will always be positive, and there
will be no oscillatory region. Thus, only the trivial solution Φνl (χ)= 0 is allowed in this
case. (In quantum mechanics, is is well-known that all states must have energy ν2 greater
than the minimum of the potential.)
2.5 Relation to the Gegenbauer polynomials
The Legendre function is related to the Gegenbauer function C(β)α by the identity¶
Pβα (x)=
2βΓ(1−2β)Γ(α+β+1)
Γ(α−β+1)Γ(1−β)(1−x2)β/2 C
( 12−β)
α+β (x). (2.13)
Surprisingly, when ν is a positive integer, the order of the Gegenbauer function α+β
also becomes a positive integer and the Gegenbauer function reduces to the Gegenbauer
polynomial. We find explicitly
Φνl (χ)=
√
piMνl
2sinχ
P−1/2−l−1/2+ν(cosχ)
=
√
piMνl
2sinχ
2− 12−lΓ(2+2l)Γ(ν−l)
Γ(ν+l+1)Γ( 32+l)(sin
2χ)− 12 ( 12+l)
C(l+1)ν−l−1(cosχ)
=2l l!
√
(ν−l−1)!
ν(ν+l)!
sinl(χ)C(l+1)ν−l−1(cosχ) (2.14)
§This symmetry was noted by [4], but his equation is incorrect: it holds for the Legendre function, not for Φ
as indicated. The same erroneous formula is also found in [2, 3].
¶http://dlmf.nist.gov/14.3.E21
5Let us emphasise that this relationship between K = 1 hyperspherical Bessel functions
and Gegenbauer poynomials is a new result to the best of our knowledge. In deriving
equation (2.14) we have used
Mνl =
(
l
∏
n=1
(ν−n)
)(
l
∏
n=1
(ν+n)
)
=
(ν−1)!
ν−l−1)!
(l+ν)!
ν!
=
(ν+l)!
ν(ν−l−1)! ,
and the duplication formula for the gamma function Γ(2(l+1)).
Because the Gegenbauer polynomials are easy to compute in a stable fashion, equa-
tion (2.14) can be used to create a compact method for the computation of the K = 1
hyperspherical Bessel functions. However, for our application we will need to compute
the hyperspherical Bessel functions for fixed ν and many values of l. For that purpose the
direct implementation is sub-optimal, since recurrence in the Gegenbauer polynomials is
effectively a recurrence in ν. This means that most points in the recurrence sequence will
be thrown away. We will instead use equation (2.14) to compute a starting point for the
backwards recurrence in l as demonstrated later in section 3.4.
3 Computationally efficient algorithms
3.1 Existing software packages
The open source python library MPMATH [5] has a reasonable fast and stable implemen-
tation of the Gauss hypergeometric function for complex orders. There are two ways of
implementing hyperspherical Bessel functions using MPMATH, either by using the Legen-
dre function or the hypergeometric function. For some parameters, one function would
converge and the other would not and vice versa. For some points in the parameter
space, neither method would converge as shown in figure 3.1. MATHEMATICA is able
to converge on the correct value in this parameter space, but computing the 25 points
in 3.1 took 4 CPU hours. As a comparison, the method described in the next section
computes Φ on 250,000 linearly spaced points in the same parameter range in 2.97 CPU
seconds. For this choice of parameters, our implementation is then more than 6 orders of
magnitude faster than MATHEMATICA.
3.2 Recurrence relations
The solutions in equation (2.6) are of little use from the numerical point of view, since we
do not have a general method for computing the Legendre functions at large order. The
hyperspherical Bessel functions can also be expressed in terms of the Gauss hypergeo-
metric function, but this has again no computational advantage. However, the functions
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Figure 1: One example of a region in the K=−1 parameter space where existing software packages have trouble.
The mpmath implementation spends 22 seconds on computing 24 points. The 13 points not located on the
curve have failed to converge. Mathematica spends 4 CPU-hours on computing the 25 points shown. The
χ-region of the top plot is shown as a red stripe in the bottom plot.
7satisfy the recurrence relations [3]
Φνl (χ)=
1√
ν2−Kl2
{
(2l−1)cotKχΦνl−1(χ)−
√
ν2−K(l−1)2Φνl−2(χ)
}
, (3.1)
Φνl
′(χ)= lcotKχΦνl (χ)−
√
ν2−K(l+1)2Φνl+1(χ), (3.2)
where we have used the notation
cotKχ≡

cothχ K=−1
1
χ K=0
cotχ K=1
(3.3)
These recurrence relations form the basis of our method. For small l, the hyperspherical
Bessel functions are given by the simple analytic formulae,
Φν0(χ)=
sin(νχ)
νsinKχ
, (3.4)
Φν1(χ)=Φ
ν
0(χ)
cotKχ−νcot(νχ)√
ν2−K . (3.5)
This allows a forwards recurrence for part of the parameter space. However, since Φνl (χ)
represents the minimal solution, forwards recurrence will be unstable for regions outside
the classical turning point.
3.3 Backwards recurrence
The solution is to use the recurrence backwards, so let us address the problem of initial
values for the backwards recurrence. By defining
αl≡ (2l+1)cotKχ√
ν2−K(l+1)2 , βl≡−
√
ν2−Kl2√
ν2−K(l+1)2 , yl≡Φ
ν
l (χ), (3.6)
the recurrence relation in equation (3.1) takes the form
yl+1=αlyl+βlyl−1. (3.7)
Dividing through by yl and rearranging terms yields
− yl
yl−1
=
βl
αl− yl+1yl
, (3.8)
which can be iterated to give the continued fraction
− yl
yl−1
=
βl
αl+
βl+1
αl+1+
··· βl+j
αl+j+
··· . (3.9)
8The continued fraction converges according to Pincherle’s theorem [6,7] since yl=Φνl (χ)
is the minimal solution. By dividing (3.2) by Φνl (χ) and using equation (3.9) we finally
find
Φνl
′(χ)
Φνl (χ)
= lcotKχ+
√
ν2−K(l+1)2
{
βl+1
αl+1+
βl+2
αl+2+
··· βl+j
αl+j+
···
}
. (CF1) (3.10)
CF1, equation (3.10), is finally evaluated using the modified Lentz method [7–9].
3.4 CF1 for K=1
For K = 1 the iteration may not always converge because the restriction l < ν puts an
upper limit on the number of iterations. In practice what happens is that the argument of
the square root
√
ν2−K(l+ j+1)2 in equation (3.9) becomes less than zero. However, by
using the relation to Gegenbauer polynomials in equation (2.14), we can evaluate Φ
ν
l
′(χ)
Φνl (χ)
directly. From equation (2.14) we get
Φνl
′(χ)=2l l!
√
(ν−l−1)!
ν(ν+l)!
sinl(χ)
[
lcotχC(l+1)ν−l−1(cosχ)−sinχC(l+1)ν−l−1
′
(cosχ)
]
,
=
lcotχ−sinχC(l+1)ν−l−1′(cosχ)
C(l+1)ν−l−1(cosχ)
Φνl (χ). (3.11)
We are computing the Gegenbauer polynomials through recurrence, so the derivative is
available to us for free through the formula
C(α)n
′
(x)=
−nxC(α)n (x)+(n+2α−1)C(α)n−1(x)
1−x2 , (3.12)
which can be derived from the recurrence relations satisfied by the Gegenbauer polyno-
mials. Equation (3.11) will always work, but if νl it may be much faster to converge the
continued fraction in equation (3.10), depending on χ. If we suspect the continued frac-
tion to be faster we try that first, but if it fails to converge we fall back on equation (3.11).
3.5 Accuracy of the implementation
We computed Φνl (χ) on a (χ,ν)-grid for K = 1 and a (χ/χtp,ν)-grid for K =−1. Here
χtp=arcsinh
(√
l(l+1)/ν
)
denotes the value of the classical turning point which roughly
corresponds to the location of the first peak. We fixed l to 4 different cases: {l = 10,l =
ν/3,l=2ν/3,l=ν=1} and computed the relative error with respect to MPMATH. For K=1
we compared our result to a numerical implementation of equation (2.14), and for K=−1
we relied on a combination of MPMATH’s hyp2f1() function and legnp() function. The
result is displayed in figure 3.5, and as one can see the error is below 10−12 for the full
parameter space.
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Figure 2: log10 of the magnitude of the relative difference between our implementation and an mpmath-based
implementation. In the connected white regions to the left of some subplots correspond to places where Φ
vanishes to machine precision. The scattered white dots in the K=−1 plots are points where mpmath failed
to converge. The error is smaller than 10−12 for the while parameter space.
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4 WKB approximation
Equation (2.2) lends itself to a WKB approximation [4]. Using Langer’s uniform approx-
imation [10, 11], the WKB approximation reads
Φνl (χ)'
√
piα
ν
Z
1
6
∣∣∣∣ 1sin2Kχ−α2
∣∣∣∣− 14 1sinKχAi
(
sgn(χtp−χ)Z 23
)
, (4.1)
where Ai(x) is the Airy function, α≡ ν√
l(l+1)
, and the turning point χtp is defined through
sinKχtp= 1α . Z is given by
Z≡ 3
2
S
√
l(l+1), S≡sgn(χtp−χ)
∫ χ
χtp
dχ′
√∣∣∣∣α2− 1sin2Kχ′
∣∣∣∣, (4.2)
where the sign function is such that we always have Z>S≥0. Defining w≡αsinKχ, the
definite integrals can be written in terms of elementary real functions‖:
∫ χ
χtp
dχ′
√
α2− 1
sinh2χ′
=αlog
[√
w2−1+√w2+α2√
1+α2
]
+atan
1
α
√
w2+α2
w2−1
−pi
2
,
∫ χtp
χ
dχ′
√
1
sinh2χ′
−α2= atanh(u)−αatan
(u
α
)
,
∫ χ
χtp
dχ′
√
α2− 1
sin2χ′
= atan(v)+αatan
(
1
vα
)
−pi
2
,
∫ χtp
χ
dχ′
√
1
sin2χ′
−α2= atanh
[ √
1−w2√
1−w2/α2
]
−αlog
[√
α2−w2+√1−w2√
α2−1
]
.
Here we also defined u≡
√
1−w2√
1+ w2
α2
and v=
√
1− w2
α2√
w2−1 . For K=−1, the formulae are valid for
χ> 0, while for K= 1 they are valid for 0<χ< pi2 . However, as discussed earlier this is
sufficient because we can extend the solution to the whole real axis through equation (2.5)
and equation (2.12). When deriving these formulae from the indefinite integral, one must
be careful in avoiding branch cuts of the complex functions.
We have computed the relative error of the WKB approximation to our recurrence-
based implementation in figure 4. We have taken the same parameter space as in fig-
ure 3.5 except that we have substituted l = ν−1 for l = ν−2. This is because the WKB
‖Similar formulae were given in [4], but we disagree with 3 of the 4 formulae. The first one is identical to
ours, while we believe there must be a typo in the second one. The third one has a constant offset for some
range of χ-values, likely due to a branch cut. Finally there is an α missing in front of the logarithm in the
fourth formula.
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Figure 3: log10 of the magnitude of the relative difference between the WKB approximation in equation (4.1)
and our implementation. .
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approximation for K=1 is known to be inaccurate for that particular value [4] so it is not
representative. l=ν−2 suffers to some extent from the same problem as can be seen from
the plot. For l=10 the error is the %-level, while for larger l the error drops below 10−3.
In contrast to what one may have expected, our implementation of the WKB approx-
imation turned out to be significantly slower than the recurrence method when multiple
l-values were required. This is because each point will require two trigonometric function
calls, at least one squareroot and the value of the Airy function.
5 Conclusion
We have developed fast and accurate algorithms for computing hyperspherical Bessel
functions for real arguments and possibly large orders. While similar methods for K=−1
has been available for some time, the K=1 case was never implemented satisfactorily due
to the problem of backwards recurrence. We solved this problem by exploiting an identity
between Legendre functions and Gegenbauer functions to derive an identity between the
K=1 hyperspherical Bessel functions and the Gegenbauer polynomials.
All routines are available as part of the public CMB-code CLASS∗∗ written in C. All
routines related to the hyperspherical Bessel functions are in a separate file, hyperspherical.c
so it can easily be extracted from CLASS. In fact, the only dependency is a set of macros
defined in the file common.h. A Python wrapper for the hyperspherical Bessel functions
is available upon request.
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