A reliability-aware energy optimization algorithm is proposed for Network-on-Chip (NoC) with voltage scalable links. Considering the effect of reduced voltage on fault rates, this approach achieves energy/reliability trade-off when performing routing path allocation and links voltage assignment statically. A novel energy-efficiency gradient driven heuristic is proposed to assign the voltages for the links during global design space exploration of routing path allocation. Experimental results show that the presented method can efficiently guarantee the communication reliability and bandwidth constraints, without significant loss of energy savings.
System models
In this section, we introduce the notation used throughout this paper and present the system models.
NoC architecture
In this work, we consider the hard NoC architecture with voltage-scalable links. According the network topology, there may be different routing paths between any two processing nodes. Each link is characterized with a set of discrete supply voltage values and the corresponding data transfer rates. The voltage level and speed of each link is assigned statically, based on the communication patterns and routing algorithms of target applications.
We As shown in Fig. 1 , an illustrative NoC architecture is composed of 3 × 3 nodes interconnected by a 2D mesh network. It consists of 9 processing nodes and 12 links, represented by c 1 ∼ c 9 and l 1 ∼ l 12 For this NoC, The links voltages can be assigned 1V, 1.1V or 1.2V, and the corresponding speeds are 0.83G b/s, 0.92G b/s or 1G b/s. For example, the speeds of l 7 and l 5 are assigned 0.92G b/s and 1G b/s respectively. As a result, the voltage level of the links is determined off-line, and will be fixed at runtime.
Allocation/assignment model
For a given HNS, an initial step allocates each communication task with a routing path, referred as routing path allocation in this paper. Each link is then assigned a voltage level and corresponding speed, referred as voltage assignment.
Formally, given HNS = (C, A, L, P,V B), the allocation/assignment problem is to find the two mapping functions γ : 
The reserved bandwidth of link l k is:
Energy model
We consider the dynamic energy consumption caused by the communication tasks in a NoC. When scaling down the voltage of links to reduce energy, the clock frequency scales down, so does the transmission speed. The energy consumed by a link per bit is modelled as:
where C l is the load capacitance, and V dd is the supply voltage of the link. The energy consumption of a link l k is:
The total energy consumption of all the NoC links is:
Reliability model
During the execution of a NoC-based embedded application, faults may occur due to various reasons, such as the effects of cosmic ray radiation or electromagnetic c 2014 NSP Natural Sciences Publishing Cor.
interference [10] . Since the transient faults are the most common, we focus on transient faults in this paper. Without loss of generality, it is assumed that the processing nodes and routers have been designed to achieve resilience from transient faults, so only the reliability of links must be considered. Due to the occurrences of transient faults, each link of the NoC has two states: operational or failed. If a link fails during an idle cycle, since there is no packet to transport, the reliability of this link would not affect by this transient failure. We assume that the failure of a link follows a Poisson process with a fault rate λ , and failures of links are statistically independent. λ describes the amount of faults that will occur per second. The reliability R k of a link l k is defined as the probability of its successful performability [11] .
With routing path allocation γ, the reliability of a link l k is:
The communication reliability of the NoC is defined as the probability that communication tasks A can transport successfully on the network links:
Energy/Reliability Model
The equations presented so far do not account for the effects of voltage on reliability. However, lowering the voltage has been shown to dramatically lower the reliability [7] . Thus, the fault rate λ is dependent on the voltage level that link l k is run at. The relation between the two can be expressed as [7] :
where λ 0 is the fault rate of link l k when run at maximum voltage V max , and d is an architecture specific constant.
Since the voltage level of the links can be changed between V max and V min , the fault rate at V min is 10 d higher than fault rate at V max .
Let us now return to the communication reliability derived previously. Thus, the reliability of a link l k is:
where B(ω(l k )) is the bandwidth (speed) of link l k . The communication reliability of the NoC is:
Problem formulation
The problem of energy-aware routing path allocation and links voltage assignment for NoC under reliability and performance constraints, which consists of two sub-problems, can be formulated as follows. Input: 
Output:
The output of the problem consists of the routing path allocation γ : A → P and voltage assignment ω : L → V L, such that the total communication energy E(γ, ω) is minimized.
Constraints:
The communication reliability and performance constraints are satisfied:
where equation (11) guarantees that the communication reliability should be no less than the specified reliability goal. Equation (12) specifies the communication performance constraints for the problem in terms of the aggregated bandwidth requirements for each link. The allocation/assignment solution has to guarantee that the communication traffic (workload) of any link does not exceed the available bandwidth, such that the performance requirements between each communicating nodes pair can be satisfied.
Reliability-aware links voltage assignment
The allocation/assignment of NoC includes solving the following two sub-problems: routing path allocation and links voltage assignment. Finding an optimal mapping for NoC that consumes the least energy is known to be NP-hard [12] . Finding the optimum energy solution for the NoC architecture with voltage-scalable links is an even harder problem. As Fig. 2 shown, we propose a design framework based on tabu search. During the tabu search based exploration of the design space, once we get a routing path configuration, we need to generate the optimal voltage assignment in order to calculate the fitness (object function) of the corresponding solution. The aim of this section is to introduce a new voltage assignment algorithm capable of identifying refined scaling voltages by considering the individual reliability/energy trade-off for links based on the allocated communication tasks.
We 
To demonstrate the principle behind our algorithm, the following definitions need to be given: 
(14) where 
We use an energy-efficiency gradient driven heuristic to assign the voltage level for the links meeting the communication reliability and bandwidth constraints while considering the effects of voltage scaling on reliability. To efficiently minimize communications energy of the links, this algorithm chooses the most appropriate link in which the voltage level will be decreased by ∆ v iteratively. Specifically, it is desirable to give higher priorities to links with higher energy gradient and lower reliability gradient. Consequently, the algorithm intentionally selects the best candidate link with the highest energy-efficiency gradient. To simplify the implementations, we define the following energy-reliability ratio function θ k :
Therefore, the best candidate l k ′ can be chosen based on θ k ′ = max{θ k |l k ∈ L}. The reason for using θ k instead of ∆ EE k is that it just needs parameters of the only link to calculate θ k .
The energy-efficiency gradient driven links voltage assignment algorithm is expressed in the following steps. //Input: the routing path allocation γ //Q EE : the queue of links in decreasing order of θ k (1)Initialize the voltage of each link, set ω(
Obviously, the proposed algorithm aims at minimizing communication energy under two conditions: 1) lowering voltage levels will not result in missing bandwidth reservations, and 2) reliability constraints are satisfied. Based on these observations, the non idle links with the highest value of θ k are iteratively scaled down until no further scaling is possible due to reliability and performance constraints.
In some cases, there may be some available bandwidth unexploited due to the scaling granularity determined by the value of ∆ v. However, tabu search will try to obtain a better solution by explore the design space, such that the voltage assignment algorithm can reduce the energy consumption efficiently.
Experimental Results
The proposed algorithm was tested on a benchmark example to demonstrate its capability to produce high quality solutions in terms of energy and reliability. The system parameters used in our experiments are: λ 0 = 10 −7 and ∆ v = 0.1. Table 1 gives the voltage and corresponding speed values of the NoC links. In the experiments, we consider 3 different schemes:
(1)RCEO (Reliability-aware Communication Energy Optimization): This is our proposed approach. (2)CEO (Communication Energy Optimization): We applied the allocation/assignment approach in [8] with the objective of minimizing the energy consumption, but without imposing any reliability constraints. (3)CEO+: CEO plus reliability constraints.
We experimented with a multimedia system with an H.263 encoder/decoder and an MP3 encoder/decoder [12] . This application of 25 nodes was mapped onto a 5 × 5 2D mesh NoC, and R max = 0.999 999 999 3.
Comparison of energy/reliability trade-off
For the evaluation of our approach, we vary the value of d (as 0, 2, and 4 respectively) and R g (0.999 ∼ 0.999 999 999). Fig. 3 and Fig. 4 present experimental results that compare RCEO with CEO and CEO+. Because the reliability of CEO+ solution is close to RCEO, the reliability of CEO+ is omitted for brevity.
As Fig. 3 and Fig. 4 shown:
(1)While the value of d is fixed, the solutions of all 3 algorithms are roughly the same for lower reliability constraints (R g < 0.999 9). As R g increases, the results of CEO remain unchanged since it does not consider the reliability constraints, and the communication energy of RCEO and CEO+ also increase to satisfy the reliability constraints. (2)While the value of d increases, the reliability of CEO decreased exponentially. Even when d = 0(i.e., constant fault rates), CEO results in lower reliability of 0.999 999 998 which comes from the extended transmission of messages due to lowered voltage and speed. Though the reliability goal is satisfied, CEO+ saves limited energy. In contrast, the solutions of RCEO try to reduce the energy consumption efficiently while guaranteeing the reliability goals with different values of R g and d.
For example, for d = 2 and R g = 0.999 999 9, the unconstrained-reliability allocation/assignment solution determined by CEO saves 35% energy. But the reliability goal is missed, since the resulted reliability is only 0.999 999 815. However, by using RCEO we have made the designed system meet its reliability goal, sacrificing only 5% of the energy savings compared with CEO. On the same time, CEO+ only saves 20% energy.
Results of links voltage assignment
For d = 2 and R g = 0.999 999 9, the links voltage assignment results of RCEO, CEO and CEO+ are counted to verify the principle of each algorithm.
Firstly, the numbers of NoC links with the same supply voltage are summarized, as shown in Fig. 5 .
Then the communication workloads of the links with the same voltage are summarized, as shown in Fig. 6 . Some of the links of 1.5V are idle, i.e. without communication traffic. 
Conclusions
Reliability is increasingly becoming an important issue in the design of embedded systems. However, existing energy optimization techniques for NoCs do not consider reliability requirements. We proposed an approach that took reliability into account when performing routing path allocation and links voltage assignment. Our approach is able to produce energy-efficient implementations which guarantee the performance and reliability requirements. 
