Cue-and reward-evoked phasic dopamine activity during Pavlovian and operant conditioning paradigms is well correlated with reward-prediction errors from formal reinforcement learning models, which feature teaching signals in the form of discrepancies between actual and expected reward outcomes. Additionally, in learning tasks where conditioned cues probabilistically predict rewards, dopamine neurons show sustained cue-evoked responses that are correlated with the variance of reward and are maximal to cues predicting rewards with a probability of 0.5. Therefore, it has been suggested that sustained dopamine activity after cue presentation encodes the uncertainty of impending reward delivery. In the current study we examined the acquisition and maintenance of these neural correlates using fast-scan cyclic voltammetry in rats implanted with carbon fiber electrodes in the nucleus accumbens core during probabilistic Pavlovian conditioning. The advantage of this technique is that we can sample from the same animal and recording location throughout learning with single trial resolution. We report that dopamine release in the nucleus accumbens core contains correlates of both expected value and variance. A quantitative analysis of these signals throughout learning, and during the ongoing updating process after learning in probabilistic conditions, demonstrates that these correlates are dynamically encoded during these phases. Peak CS-evoked responses are correlated with expected value and predominate during early learning while a variance-correlated sustained CS signal develops during the post-asymptotic updating phase.
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Introduction
The phasic firing of dopamine neurons in response to rewards and reward-predictive cues during operant and Pavlovian conditioning tasks conforms well to a teaching signal from formal models of reinforcement learning (Fiorillo, Tobler, & Schultz, 2003; Rescorla & Wagner, 1972; Schultz, Dayan, & Montague, 1997; Sutton, 1988; Waelti, Dickinson, & Schultz, 2001 ). Specifically, the temporal difference algorithm is a computational model built in time steps between predictive stimuli and reward presentation. It responds to discrepancies between rewards received and what was anticipated based on the predictive stimuli. These ''rewardprediction error'' signals track back through the state space to the predictive stimulus to represent changes in expectation conferred by the stimulus (i.e. ''back propagation'') (Niv, Duff, & Dayan, 2005) . Indeed, when reward-predictive stimuli are presented unexpectedly, the phasic firing of dopamine neurons correlates with the expected value (EV; magnitude Â probability) of future reward conferred by that stimulus. Subsequently, at the time of expected reward delivery phasic dopamine activity correlates with the discrepancy between the expected value and the actual reward delivered (Bayer & Glimcher, 2005; Bayer, Lau, & Glimcher, 2007; Fiorillo, 2011; Fiorillo et al., 2003; Nakahara, Itoh, Kawagoe, Takikawa, & Hikosaka, 2004; Pan, Schmidt, Wickens, & Hyland, 2005; Schultz et al., 1997; Tobler, Fiorillo, & Schultz, 2005; Waelti et al., 2001) . These signals are mirrored by neural activity in the nucleus accumbens in the form of the BOLD signal (Preuschoff, Bossaerts, & Quartz, 2006; Rutledge et al., 2010) and phasic dopamine release (Clark, Collins, Sanford, & Phillips, 2013; Flagel et al., 2011; Gan, Walton, & Phillips, 2010) .
In addition to representing these signals dopamine neurons may encode the uncertainty of reward associated with a partially reinforced CS. Probabilistic cues evoke a sustained increase or
