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Abstract. We consider a relativistic ansatz for the vacuum expectation values (VEVs)
of a quantum field on a globally hyperbolic space-time which is motivated by certain
Euclidean field theories. The Yang-Feldman asymptotic condition w.r.t. a ”in”-field
in a quasi-free representation of the canonic commutation relations (CCR) leads to a
solution of this ansatz for the VEVs. A GNS-like construction on a non-degenerate
inner product space then gives local, covariant quantum fields with indefinite metric
on a globally hyperbolic space-time. The non-trivial scattering behavior of quantum
fields is analyzed by construction of the ”out”-fields and calculation of the scattering
matrix. A new combined effect of non-trivial quantum scattering and non-stationary
gravitational forces is described for this model, as quasi-free ”in”- fields are scattered to
”out”-fields which form a non quasi-free representations of the CCR. The asymptotic
condition, on which the construction is based, is verified for the concrete example of de
Sitter space-time.
Keywords: Quantum fields on curved space-time, scattering, ”in”- and ”out”- repre-
sentations, spectral condition, de Sitter space-time.
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1 Introduction
The interest in quantum fields in curved space-times stems from the very physical
question how a curved geometry combines with quantum effects. The particle
production observed in the case of non-stationary background gravitation (related
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to the Hawking effect [16, 30]) is possible since the state of the system restricted
to different space time regions gives in general rise to different representations
which account for the particle production. In the present work we investigate a
similar effect for a class of interacting indefinite metric quantum field models on
globally hyperbolic space-times.
The models, originating from Euclidean quantum field theory (QFT) using
Poisson fields [2, 3], in the case of Minkowski space-time give rise to solutions
to the modified Wightman axioms of Morchio and Strocchi [20] which exist in
space-time dimensions higher than three and show a non-trivial scattering be-
havior, see [1, 2]. It turns out that a similar construction can be carried out on
quite general globally hyperbolic manifolds (Sections 2 and 3) without directly
deriving them from Euclidean models, which however remain a source of ”inspira-
tion”. The theoies’ vacuum expectation values fulfill the requirements of locality,
invariance under time-orientation preserving isomorphisms and Hermiticity (Sec-
tion 4). They thus give rise to a GNS-like representation of the field algebra on an
non-degenerate inner product space and hence an ”indefinite metric” QFT (see
Appendix A). The restriction of this representation to the sub-algebras gener-
ated by incoming and outgoing fields can then be investigated through algebraic
methods.
Our emphasis is laid upon a scattering theory based on Yang-Feldman equa-
tions [31] which also unveils the way how a curved geometry influences the char-
acter of a free field when it travels through space-time and at the same time
undergoes a quantum-mechanical scattering. Preparing the state for the algebra
of ”in”-fields in a quasi free representation, existence of ”out”-fields fields hinges
upon the dispersion properties of the fundamental solutions of the Klein-Gordon
equation and necessitates the formulation of a so called dispersion condition whose
fulfillment may depend not only on the manifold structure but also on the di-
mension.
This allows the calculation of the matrix elements between ”in”- and ”out”-
fields which, as in the flat case [1], expose non-trivial scattering. When observing
the matrix elements of only the ”out”-fields it turns out that they describe a
representation of the CCR which in general is rather different from that of the
”in”-fields (Section 5) . In particular, ”in”-fields in quasi-free representations are
scattered to ”out”-fields in non quasi-free representations. What leads to this ef-
fect is a combination of non-trivial quantum scattering and time-dependent grav-
itational forces. It can not be reduced to the conceptually similar, but mathemat-
ically different change of representations related to the Hawking-effect [16, 30].
”In”- and ”out”-representations are shown to be equivalent in the case of station-
ary space-times, where a spectrum condition can be formulated (Section 6).
As a concrete example, we verify the dispersion condition for de Sitter space-
time (Section 7).
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The scope of this paper is to communicate observations made in the case
of our comparatively simple model. At this point it is natural to put forward
the question, whether the observed effects also play a roˆle in the case of more
physically motivated perturbative constructions [8, 28] of interacting quantum
fields on non stationary globally hyperbolic space-times. Our conjectured answer
to this question is ”yes”. The findings of this paper can be related with effects
in first order : φn :-perturbation theory on a non-stationary globally hyperbolic
manifold using the calculus of sectorized Feynman graphs of A. Ostendorf [21] and
O. Steinmann. [23, 24]. In fact, up to different initial conditions (the Feynman
rules of [21, 23, 24] on a non-stationary space-time manifold do not lead to a quasi-
fee ”in”- or ”out”-state) our n-point functions coincide with the evaluation of the
”star”-graph with one vertex and n legs, which is the first order contribution to
the connected n-point function, see [15] for a detailed analysis. This indicates
that non-quasi-free representations of the CCR have a natural place in interacting
QFT on curved space-time and might enhance the recent interest in this topic
[18].
2 The relativistic ansatz
We want to construct Wightman functions on a d-dimensional Lorentzian man-
ifold1 (M, g) which is globally hyperbolic with distinguished time direction2 but
not necessarily stationary3. For x, y ∈ M, x 6= y we say that x and y, x 6= y,
are light-like/time-like/space-like separated, if they can be connected by a light-
like/time-like curve4 or if there is no such curve, respectively. That x is space-like
to y is expressed by the symbol x ⊥ y. For x and y light-like or time-like sep-
arated and x later than y (in the time-direction fixed on M) we write x ≥ y.
By V ±x we denote the open forward/backward light-cone with base-point x, i.e.
V¯ ±x = {y ∈M : y ≥ (≤)x} ∪ {x}.
We next introduce the fundamental functions following [12]. Let Gr and Ga
be the retarded / advanced fundamental solution of the d’Alambertian ( +m2),
i.e. Gr/a are real-valued distributions such that suppy Gr/a(f, y) ⊆ ∪x∈supp f V¯
∓
x ,
f ∈ D(M) = C∞0 (M), and
Gr/a(( +m
2)f, h) = Gr/a(f, ( +m
2)h) =
∫
M
fh dx , f, h ∈ D(M), (1)
with dx the canonic volume form associated with g. These conditions determine
1i.e. the metric g carries signature (1,−1, . . . ,−1).
2Here we interpret this notion in the restrictive sense that as a C∞ manifold M ∼= R × Σ
with Σ a d− 1 dimensional manifold and a time direction given by the relation < on R.
3In the coordinates (t, ~x) ∈ R× Σ the metric tensor g in general depends on t and ~x.
4By a curve c : [0, 1]→M s.t. g(c′(s), c′(s)) = 0 / > 0 ∀s ∈ [0, 1].
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Gr/a uniquely [12]. We also note that Gr(f, h) = Ga(h, f). Next we define the
antisymmetric commutator function D(f, h) as
D(f, h) = Gr(f, h)−Ga(f, h) . (2)
Obviously, D fulfills the Klein-Gordon equation in both arguments, i.e.
D(( +m2)f, h) = D(f, ( +m2)h) = 0. (3)
Furthermore, D(f, h) = 0 for supp f ⊥ supp h as a consequence of the support
properties of Gr/a.
LetD+ be a (complex valued) distribution in D(M×M,C)′ such that ImD+ =
D,
D+(( +m2)f, h) = D+(f, ( +m2)h) = 0 (4)
and furthermore D−(f, h) = D+(h, f) = D+(f¯ , h¯), i.e. the real part of D+
is symmetric. We furthermore demand that D+ is invariant under isometric
diffeomorphisms preserving the time orientation, D+(fα, hα) = D
+(f, h), α ∈
G↑(M, g), fα(x) = f(α
−1(x)). As this property automatically is fulfilled for the
imaginary partD ofD+, this is only a condition on the real part ofD+. Lastly, we
demand thatD+(f, y) is a measurable function in y andD+(f¯ , f) ≥ 0 ∀f ∈ D(M).
For a discussion on the existence of a (not necessarily G↑(M, g)-invariant) D+ see
[30, Chapter 4.2] – for D+ with the Hadamard property, D+(f, y) is a measurable
function in y ∀f ∈ D(M,C), cf. [30, Chapter 4.6]. Lastly, the G↑(M, g) invariance
of at least one such Hadamard state can be justified from the physical belief that
a ”good” vacuum state has maximal symmetry properties. This is e.g. true for
Minkowski- and de Sitter space-time (see Section 7) and for stationary space-
times the uniqueness of states fulfilling the spectral condition implies at least
invariance under time-translations (see Section 6).
Under these conditions, the two-point function D+, via second quantization,
gives rise to a G↑(M, g)-covariant representation of the canonic commutation re-
lations (CCR) on a Hilbert space H through free fields, cf. (11)–(13) below. It is
a well-known and fundamental fact for quantum field theory that in the absence
of the spectral property and for a possibly ”too small” symmetry group G↑(M, g)
the real part of D+ is not uniquely fixed and thus on curved space-time there are
many non-equivalent admissible representations of the CCR [30].
We now write down the equations for the truncated Wightman functions
〈Ψ0, φ(f1) · · ·φ(fn)Ψ0〉
T of our model. The Wightman functions, or vacuum ex-
pectation values, are then given in terms of truncated Wightman functions via
〈Ψ0, φ(f1) · · ·φ(fn)Ψ0〉 =
∑
I∈P(n)
∏
{j1,...jl}∈I
〈Ψ0, φ(fj1) · · ·φ(fjl)Ψ0〉
T (5)
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where P(n) is the collection of all partitions of {1, . . . , n} into disjoint, nonempty
subsets {j1, . . . , jl} where j1 < . . . < jl. A comment concerning the use of sym-
bols like 〈Ψ0, φ(f1) · · ·φ(fn)Ψ0〉 is in order. Until Section 5 they only stand for
distributions in D(M×n,C)′. Once the Hermiticity condition is verified for these
distributions in Sections 4 and 5, one can apply the GNS-construction on inner
product spaces, see Appendix A, and one a posteriori verifies that Ψ0 has a proper
mathematical meaning as the GNS-vacuum, φ(f) (and also the incoming and out-
going fields φin/out(f)) as operator valued distributions on the non-degenerate in-
ner product space and 〈Ψ0, φ(f1) · · ·φ(fn)Ψ0〉 as vacuum expectation values w.r.t.
the non-degenerate inner product 〈., .〉. Anticipating this standard construction,
we use this notation from the beginning.
Let 〈Ψ0,Ψ0〉 = 1, 〈Ψ0, φ(f)Ψ0〉
T = 0 and
〈Ψ0, φ(f)φ(h)Ψ0〉
T =
b2
m2
D+(f, h) ∀f, h ∈ D(M,C) (6)
for some b > 0. For the higher order truncated Wightman functions containing
one ”current” entry j(f) = φ(( +m2)f) we set
〈Ψ0, φ(f1) · · ·φ(fk−1)j(fk)φ(fk+1) · · ·φ(fn)Ψ0〉
T
= bn
k−1∏
l=1
D−(fl, fk)
n∏
l=k+1
D+(fl, fk), fl ∈ D(M,C), l = 1, . . . , n. (7)
Again, bn ∈ R is some arbitrary constant. In the next step we fix the Wightman
function with two (or more) ”current” entries
〈Ψ0, φ(f1) · · ·φ(fk−1)j(fk)φ(fk+1) · · ·φ(fr−1)j(fr)φ(fr+1) · · ·φ(fn)Ψ0〉
T = 0, (8)
i.e. any truncated vacuum expectation value containing two (or more) current
operators j vanishes.
Before solving the above ansatz by specifying initial conditions in the next
section, we would like to briefly sketch from Euclidean QFT which motivates
the Equations (6) – (8). We suppose that there exists a Riemannian manifold
obtained as the analytic continuation of M to purely imaginary Euclidean time.
We consider an Euclidean field theory on the Riemannian manifold which is the
solution of the stochastic partial differential equation (∆ denotes the Laplacian)
−∆ϕ+m2ϕ = η . (9)
where η is some noise field with a mixed Gauss-Poisson distribution [2]. The noise
field η can thus be seen as the Euclidean analogue of the current j. A proper
choice of η [3] then leads to a solution ϕ which in the flat case has Schwinger
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(moment) functions which can be analytically continued to real relativistic time
[2]. The solutions in this case coincide with the solution given in the next section.
To be just a little bit more detailed, let us emphasize that Equation (8) on the
Euclidean side is entailed by the fact that truncated correlations of noise fields
vanish at the non-coinciding points - and only such points would matter for a bona
fide analytic continuation. The remaining two equations, (6) and (7) then can be
directly traced back to the analytic continuation of Euclidean two-point functions
of the random field model. If D± are these analytic continuation depending on
the Euclidean time-ordering, (7) is the relativistic analogue of a related Euclidean
equation describing the coupling of ϕ to the noise-field η. The constants b and
bn depend on the probability distribution of η, in particlular bn = 0, n ≥ 3, if η
is purely Gaussian.
3 Construction of Wightman functions
If one could uniquely invert the operator +m2, the equation (7) would uniquely
determine the truncated vacuum expectation values of the field φ, however this
is not the case. To get the vacuum expectation value with φ(fk) instead of
j(fk) = φ(( + m
2)fk) it is necessary to specify the initial conditions for the
field φ(x). Our choice to do this is to specify initial conditions for large times
x0 → ∓∞ and to postulate that for such asymptotic times the local field φ(x)
converges to free incoming or outgoing fields φin/out(x). The adequate technical
formulation is given by the Yang-Feldman equations [31]
〈Ψ0, φ(f1) · · ·φ(fk−1)φ(fk)φ(fk+1) · · ·φ(fn)Ψ0〉
T
= 〈Ψ0, φ(f1) · · ·φ(fk−1)φ
in/out(fk)φ(fk+1) · · ·φ(fn)Ψ0〉
T
+ 〈Ψ0, φ(f1) · · ·φ(fk−1)j(Gr/afk)φ(fk+1) · · ·φ(fn)Ψ0〉
T , (10)
for k = 1, . . . , n and n ∈ N, fl ∈ D(M,C), Gr/afk(y) = Gr/a(fk, y). Clearly,
Gr/afk 6∈ D(M,C) for fk 6= 0 which can be seen as an ”infra-red” problem, cf.
the discussion preceding Condition 3.1 below.
From (5)–(6) and (10) we immediately get that the choice
〈
Ψ0, φ
a(f)φb(h)Ψ0
〉T
=
b2
m2
D+(f, h) for a, b = in/loc/out (11)
for the truncated two point function is a uniquely given solution which agrees
with the postulates which have been set up so far. Let us next consider the
problem for the truncated n-point functions, n ≥ 3.
Here it is also important to note that one can only fix the initial or the final
behavior of φ, but not both, as this would over-determine the system. Here we
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use the conventions that (10) thus for the in-case is part of the ansatz whereas
for the out-case it is a statement which we have to verify for the solution we give.
Likewise, we have to postulate the characteristic properties of a free field for
φin, namely that free fields fulfill the CCR and the Klein-Gordon equation. But
we also have to specify a representation for the in-fields, as in the absence of the
spectral condition invariance, equations of motion and commutation relations do
suffice to fix the representation uniquely. Our choice for the representation of the
in-field is (11) for the two point function and
〈
Ψ0, φ
in(f1) · · ·φ
in(fn)Ψ0
〉T
= 0 for n ≥ 3, (12)
hence we want the ”in”-field to be in a quasi-free representation [30]. Once the
GNS-like construction of Appendix A has been carried through and φin(f) is
realized as an operator valued distribution on the indefinite metric state space,
(12) together with (11) immediately implies
φin(( +m2)f) = 0, [φin(f), φin(h)] = i
b2
m2
D(f, h) (13)
whereas the analogous statement for φout have to be proven5.
Before we proceed on the basis of the above assumptions, we have to discuss
whether the asymptotic condition (10) makes sense at all. The existence of free
asymptotic fields can not be expected for an arbitrary Lorentzian manifolds M. If
we e.g. consider a stationary Lorentzian manifold M = R× Σ with g depending
only on ~x and Σ compact (cf. footnotes 2,3) then we have neither a natural
dispersion of wave-packets in non-compact space (for sufficiently high dimension
d of the space-time M) nor a dispersion which is due to the expansion of the
space-time at asymptotic times. We therefore need a criterion on our manifold
(M, g) which implies that either (or both) of the above dispersion effects is strong
enough to guarantee the asymptotic condition (10) with φin/out free fields. Such
dispersion is most conveniently formulated in terms of the fundamental function
D+ which determines all the other fundamental functions:
Condition 3.1 (i) On the manifold (M, g) there exists a D+ as described in
Section 2 that fulfills the n-point dispersion condition
∫
M
|D+(f, x)|n dx < ∞
∀f ∈ D(M,C) for n ≥ 3 or n ≥ 4.
(ii) Furthermore, if fl → 0 in D(M,C) then D
+(fl, x)→ 0 ∀x ∈ M and ∃ a mea-
surable function F (x) ≥ |D+(fl, x)| ∀x ∈M, l ∈ N s.t.
∫
M
F (x)|D+(f, x)|n−1 dx <
∞, ∀f ∈ D(M,C).
5By a simple re-definition of field strengths φ→ (m/b)φ one obtains the usual normalization
of the CCR.
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It is clear that the condition forD+(f, x) that one or several functionsD+(f, x)
can be replaced by other fundamental functions D−(f, x), D(f, x) and also
Gr/a(f, x) as the latter outside of the causal closure of the compact support
of f behave like D+(f, x) or are equal to zero. For 4-dimensional Minkowski
space-time Condition 3.1 (n = 3) follows from the decay behavior of fundamental
functions in arbitrary directions, see e.g. [22], and for de Sitter space-time we
will verify Condition 3.1 in Section 7.
Let us thus resume the construction of Wightman functions for n ≥ 3. By
the Yang-Feldman equations for the in-case, we can replace one local field by a
”in”-field and a current, e.g. φ(f1)〈
Ψ0, φ(f1)φ
in(f2) · · ·φ
in(fn)Ψ0
〉T
=
〈
Ψ0, φ
in(f1) · · ·φ
in(fn)Ψ0
〉T
+
〈
Ψ0, j(Grf1)φ
in(f2) · · ·φ
in(fn)Ψ0
〉T
= bn
∫
M
Gr(f1, y)
n∏
l=2
D+(fl, y) dy . (14)
Here we used (12) and we exploited the fact that by the Yang–Feldman equations
(10) the difference between the local and the ”in”-field is given by a current in
order to replace ”in”-fields by local fields according to the equations (8) and we
finally evaluated the vacuum expectation value containing one current and local
fields by (7). By Condition 3.1 the integral of the right hand side of (14) converges.
Also, the right hand side of (14) is a distribution in D(M×n,C)′. To see this, we
let one of the test functions fl go to zero in D(M,C). From Condition 3.1 (ii)
it then follows that the right hand side of (14) converges to zero by Lebesgue’s
theorem of dominated convergence.
By induction, we can now calculate 〈Ψ0, φ(f1) · · ·φ(fk)φ
in(fk+1) · · ·φ
in(fn)Ψ0〉
T
using (14) and the same arguments as in the first step. Continuing in this way,
we get after k = n steps the Wightman functions of the local fields:
〈Ψ0, φ(f1) · · ·φ(fn)Ψ0〉
T = bn
n∑
k=1
∫
M
k−1∏
l=1
D−(fl, y)Gr(fk, y)
n∏
l=k+1
D+(fl, y) dy ,
(15)
where again Condition 3.1 assures that the integrals in (15) exist and define a
distribution in D(M×n,C)′. It also does not matter in which order we replace the
φin in (12) by local fields, as this only changes the order of summation in (15).
We have thus derived
Theorem 3.2 Let Condition 3.1 be fulfilled. Given the ansatz (6), (7), (8) and
the asymptotic condition (10) for a free ”in”-field in a quasi-free representation
(cf. (12)–(13)), there exists a unique solution for the (truncated) Wightman
functions of the local field given by (11) and (15).
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4 Properties of Wightman functions
In this section we verify the fundamental properties of the Wightman functions
constructed in Section 3.
Theorem 4.1 The Wightman functions constructed in Section 3 fulfill the prop-
erties of Hermiticity, G↑(M, g)-invariance and locality.
We start with the proof of the first property, Hermiticity:
〈Ψ0, φ(f1) · · ·φ(fn)Ψ0〉
T =
〈
Ψ0, φ(f¯n) · · ·φ(f¯1)Ψ0
〉T
. (16)
For n = 2 (16) follows from the properties of D+. For larger n ∈ N, this relation
can be easily verified from (15) as complex conjugation of the right hand side
exchanges D±(f¯l, y) withD
∓(fl, y) and Gr(f¯k, y) with Gr(fk, y). After re-ordering
the sum, we then see that the complex conjugate is just the r.h.s. of (15) with
the reversed order of the arguments.
Let next α ∈ G↑(M, g). To verify invariance, we first note that Gr(fα, hα) =
Gr(f, h) and analogous identities hold for D
±. Hence,
〈Ψ0, φ(f1,α) · · ·φ(fn,α)Ψ0〉
T
= bn
n∑
k=1
∫
M
k−1∏
l=1
D−(fl,α, y)Gr(fk,α, y)
n∏
l=k+1
D+(fl,α, y) dy
= bn
n∑
k=1
∫
M
k−1∏
l=1
D−(fl, α
−1(y))Gr(fk, α
−1(y))
n∏
l=k+1
D+(fl, α
−1(y)) dy (17)
As dy is α−1-invariant, the r.h.s. coincides with the right hand side of (15) which
establishes invariance under G↑(M, g).
It remains to verify locality. By explicit calculation we get
〈Ψ0, φ(f1) · · · [φ(fk), φ(fk+1)] · · ·φ(fn)Ψ0〉
T
= bn
∫
M
k−1∏
l=1
D−(fl, y)[Gr(fk, y)D
+(fk+1, y) +D
−(fk, y)Gr(fk+1, y)
− Gr(fk+1, y)D
+(fk, y)−D
−(fk+1, y)Gr(fk, y)]
n∏
l=k+2
D+(fk, y) dy
= ibn
∫
M
k−1∏
l=1
D+(fl, y)[Gr(fk, y)D(fk+1, y)
−D(fk, y)Gr(fk+1, y)]
n∏
l=k+2
D+(fl, y) dy . (18)
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For all y ∈M one of the following cases holds true:
(I) V¯ +y ∪ V¯
−
y ∪ {y} neither intersects supp fk nor supp fk+1: In this case
D(fk, y) = D(fk+1, y) = 0 and the term in the brackets [. . .] on the r.h.s. of
(17) vanishes.
(II) y ∈ supp fk: From supp fk ⊥ supp fk+1 it follows that D(fk+1, y) =
Gr(fk+1, y) = 0 and the bracket [. . .] in (17) again vanishes.
(III) V¯ −y and V¯
+
y intersect supp fk: As in (II) one concludes y ⊥ supp fk+1
and [. . .] = 0.
(IV) Only V¯ −y intersects supp fk and y 6∈ supp fk: Then supp fk ⊥ supp fk+1
⇒ supp fk+1 ∩ (V
+
y ∪ {y}) = ∅ hence Gr(fk, y) = Gr(fk+1, y) = 0 and again
[. . .] = 0.
(V) Only V¯ +y intersects supp fk and y 6∈ supp fk: One replaces the expres-
sions Gr in the bracket with Ga via adding a term [D(fk+1, y)D(fk, y)−D(fk, y)
× D(fk+1, y)] = 0, cf. (2), and then concludes as in (IV) that Ga(fk, y) =
Ga(fk+1, y) = 0 ⇒ [. . .] = 0.
Hence the bracket [. . .] in (17) vanishes for all y ∈M. This establishes Theo-
rem 4.1.
Without pretending to be mathematically rigorous, we want to indicate, why
in general positivity of the Wightman functions can not be expected. We give an
argument similar to the Jost-Schroer theorem [26] in the Minkowski case.
Let us assume for a moment that positivity holds. One then gets the vacuum
representation of the algebra of local fields through the well-known Wightman
reconstruction theorem [26]. Let us furthermore assume that the vacuum is sep-
arating for the local fields – rather general sufficient conditions which imply this
(”Reeh-Schlieder property”) can be found in [27]. It then follows from (5) that
〈j(f)Ψ0, j(f)Ψ0〉 = 0, ∀f ∈ D(M,C), hence j(f)Ψ0 = 0 and j(f) = 0. From the
Yang-Feldman equations (10) one then gets φ = φin in contradiction with (15).
5 Scattering behavior
In this section we determine the (non-trivial) scattering behavior of the theory
and the properties and representation of the outgoing field. Solving the Yang-
Feldman equations (10) for the ”out”-field, we obtain for a1, . . . , an =in/loc/out:
〈Ψ0, φ
a1(f1) · · ·φ
an(fn)Ψ0〉
T
= bn
n∑
k=1:ak=loc
∫
M
k−1∏
l=1
D−(fl, y)Gr(fk, y)
n∏
l=k+1
D+(fl, y) dy
+ bn
n∑
k=1:ak=out
∫
M
k−1∏
l=1
D−(fl, y)D(fk, y)
n∏
l=k+1
D+(fl, y) dy . (19)
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Here all integrals, cf. Condition 3.1. Just as in section 4 one can show that (19)
is Hermitean and invariant under G↑(M, g). As we shall show below, locality hold
for each of the fields – ”in”, ”loc” and ”out”-field – separately, but of course not
jointly.
The equation (19) in particular determines the (truncated) scattering-(S-
)matrix elements
〈
φin(f¯k) · · ·φ
in(f¯1)Ψ0, φ
out(fk+1) · · ·φ
out(fn)Ψ0
〉T
= bn
i
2
{∫
M
k∏
l=1
D−(fl, y)
n∏
l=k+1
D+(fl, y) dy −
∫
M
n∏
l=1
D−(fl, y)dy
}
. (20)
Here we used Hermiticity of the fields (see below and Appendix A) and D =
(−i/2)(D+−D−) to simplify (19) in this special case using ”telescope” cancella-
tions.
Next we want to discuss questions concerning the algebraic properties of ”in”-
and especially ”out”-fields. (5), (11) and (19) give the collection of mixed non-
truncated vacuum expectation values of ”in”-, ”loc”- and ”out”-fields, called the
form factor functional [1]. One can now use the standard GNS-construction on in-
ner product spaces to obtain a representation of the algebra generated from ”in”-
”loc”- and ”out”-fields on some non-degenerate inner product space (V, 〈., .〉)
with a specific GNS-”vacuum” vector Ψ0 ∈ V. This gives a precise mathematical
meaning to the fields φin(f), φ(f), φout(f) as operator valued distributions on V
(the domain of definition is the entire space) and justifies writing the left hand
side of (19) as a truncated vacuum expectation value w.r.t. the inner product
〈., .〉. For the details we refer to the Appendix A.
That the incoming field φin fulfills the Klein-Gordon equation and the CCR
was part of our ansatz, cf. (13). If the scattering defined in our model is reason-
able, the same properties should also hold for the ”out”-field:
Theorem 5.1 The outgoing field φout fulfills the Klein–Gordon equation and the
CCR on the entire state space V.
It is rather easy to verify the Klein-Gordon equations for φout: If we apply
the Klein-Gordon operator +m2 in (19) for ak =out to fk, then the argument
( +m2)fk in the first sum on the right hand side stands in one of the functions
D+ orD− and in the second sum on the right hand side in one of the functionsD+,
D− or D. As all these fundamental functions fulfill the Klein-Gordon equation,
cf. (3) and (4) the assertion follows for the truncated n-point functions, n ≥ 3.
But it also holds for the truncated two point function (c2/m2)D+ as it fulfills this
equation in both arguments. If we now go over from truncated to non-truncated
vacuum expectation values, the test function fk occurs in exactly one truncated
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n-point function and hence the vacuum expectation value vanishes if the Klein-
Gordon operator is applied. This proves 〈Ψ, φout(( +m2)f)Φ〉 = 0 ∀Ψ,Φ ∈ V.
As the inner product on V is non-degenerate, φout(( + m2)f)Φ = 0 ∀Φ ∈ V
follows. By definition, this means φout +m2φout = 0.
Next we prove the CCR. The following lemma, connecting CCR and trunca-
tion on a general level, is needed:
Lemma 5.2 For the CCR for φout to hold it is necessary and sufficient that for
n ≥ 3, k = 1, . . . , n − 1, a1, . . . , ak−1, ak+2, . . . , an ∈ {in, loc, out}, f1, . . . , fn ∈
D(M,C) arbitrary〈
Ψ0, φ
a1(f1) · · · [φ
out(fk), φ
out(fk+1)] · · ·φ
an(fn)Ψ0
〉T
= 0. (21)
The proof of Lemma 5.2 can be found in Appendix B. We thus have to verify
the sufficient condition (21). If we calculate the left hand side of this equation
using (19) we obtain (up to a sign) the same expression as on the right hand
side of (18) with Gr replaced by D. But then it follows from the expression
in the brackets [· · · ] on the right hand side of (18) that after this replacement
the expression vanishes identically for arbitrary test functions fk, fk+1 (with not
necessarily space-like separated support). This proves Theorem 5.1.
Having proven the main features of the free field for the ”out”-field, it remains
to investigate the representation of the CCR given by the ”out”-field. The trun-
cated two-point function for φin and φout coincides, cf. (11). For the truncated
n-point functions, n ≥ 3, we however find similarly as in (20) through ”telescope”
cancellations for real-valued test-functions f1, . . . , fn ∈ D(M,R)〈
Ψ0, φ
out(f1) · · ·φ
out(fn)Ψ0
〉T
= bn
i
2
[∫
M
n∏
l=1
D+(fl, y) dy −
∫
M
n∏
l=1
D−(fl, y) dy
]
= bn Im
[∫
M
n∏
l=1
D−(fl, y) dy
]
. (22)
Hence, the representations of the CCR given by the field φin and the one given by
φout are unitary equivalent6 only if the right hand side of (22) vanishes. Sufficient
conditions for this will be given in the next section – they apply to the case of
stationary space-times. Hence, a non-vanishing of the right hand side of (22)
can be seen as a consequence of the interaction of a non-stationary space-time (a
6In the restrictive sense that there exists a linear isometry (w.r.t. 〈., .〉) V from the ”in”-
space generated by application of the ”in”-fields to the vacuum to the related ”out”-space s.t.
VΨ0 = Ψ0 and V φ
inV −1 = φout, cf. [26]. In [30] the notion is used in the larger sense that not
necessarily VΨ0 = Ψ0.
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time dependent classical gravitation) with the quantum scattering due to non-
vanishing truncated n-point functions, n ≥ 3, leading to a non-Fock and not
quasi-free representation for the ”out”-field.
6 The case of stationary space-times
In this section we consider the special case of M being a stationary space-time,
i.e. the metric g in the coordinates (t, ~x) ∈ R× Σ does not depend on t. In the
described situation time translations form a one parameter group of symmetries
and the fundamental functions, e.g. D+ only depend on the differences of time
arguments: D+(x, y) = D+(x0 − y0, ~x, ~y). We then define the Fourier transform7
Dˆ+(f, h1, h2) = D
+(fˆ , h1, h2), fˆ(E) = (2π)
−1/2
∫
R
e−itEf(t) dt, (23)
f ∈ S(R), h1, h2 ∈ D(Σ,C) with S(R) the space of complex-valued Schwartz
functions on R and D(Σ,C) = C∞0 (Σ,C). The Fourier transforms Dˆ
−, Gˆr/a of
the remaining fundamental functions are defined analogously and the Fourier
transform of vacuum expectation values (19) is defined by taking the Fourier
transform in each time argument tl = x
0
l , l = 1, . . . , n. We sometimes suppress
the test functions h1, h2 ∈ D(Σ,C) if they do not matter in a specific argument.
Let {U(t)}t∈R be the unitary (w.r.t. the indefinite inner product 〈., .〉) repre-
sentation of the one parameter group of time translations, cf. Theorem 4.1 and
Apendix A. In such a situation spectral conditions can be formulated as follows:
Condition 6.1 (i) D+ fulfills the spectral condition with spectral gap ǫ > 0 if
the Fourier transform in the time variable, Dˆ+(E), vanishes for E < ǫ, i.e.
supp Dˆ ∩ (−∞, ǫ) = 0.
(ii) The indefinite metric QFT over (M, g) constructed in Section 5 fulfills the
spectral condition if ∀Φ,Ψ ∈ V∫
R
〈Ψ,U(t)Φ〉 f(−t) dt = 0 , ∀f ∈ S(R), supp fˆ ∩ (−∞, 0) = 0. (24)
Condition 6.1 (i) fixes D+ uniquely, cf. [30, Chapter 3.3].
The spectral condition (ii) means that the spectrum of the generator of time
translations, i.e. the spectrum of the Hamiltonian, is bounded from below with
lowest eigenvalue zero (assumed by the vacuum). The spectral condition (i) means
7Throughout this section we assume that all fundamental functions and all vacuum expec-
tation values (19) are tempered distributions in the time arguments s.t. Fourier transforms are
well defined as Fourier transforms of tempered distributions. This property of course has to be
verified for given (M, g) and D+.
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that this is only true for the space of ”one particle states”, i.e. the sub-space of
V obtained by applying once the local field to the vacuum. . Thus, (i) is weaker
than (ii). In our model we however also have that (i) implies (ii):
Theorem 6.2 Let (M, g) be a stationary space-time and let D+ fulfill the spectral
condition 6.1 (i). Then, the spectral condition is fulfilled for the entire theory,
cf. Condition 6.1 (ii). Furthermore, the representations of the CCR generated by
”in”- and ”out”-fields are unitary equivalent.
We first prove the spectral property (24). By the same methods as in the
flat case [26] one can show that the spectral condition 6.1 (ii) is equivalent
to the spectral condition for the vacuum expectation values in the sense that
the support of their Fourier transform in the time arguments lies in the set
{(E1, . . . , En) ∈ R
n :
∑n
l=1El = 0,
∑n
l=r El ≥ 0, r = 2, . . . , n}. Furthermore,
this spectral condition for the vacuum expectation values is equivalent to the
spectral condition for the truncated vacuum expectation values, cf. [5, 9]. For
the two-point function this is just Condition 6.1 (i). We therefore only have to
verify this support property for the expressions (19).
Let us Fourier transform any term in the first sum on the right hand side of
(19). Surpressing hl ∈ D(Σ,C), ~y ∈ Σ arguments and the
∫
Σ
· · · d~y integration,
the result is up to a constant bn/2π
k−1∏
l=1
Dˆ−(El) Gˆr(Ek)
n∏
l=k+1
Dˆ+(El) δ(
n∑
l=1
El). (25)
Note that the product of distributions in (25) is well defined by Condition 3.1. For
r = k+1, . . . , n,
∑n
l=r El > 0 on the support of the above expression as each El >
0, l = r + 1, . . . , n. Let thus r ≤ k. We note that Dˆ−(f, h1, h2) = Dˆ+(f¯θ, h¯1, h¯2),
fθ(E) = f(−E), f ∈ S(R), h1, h2 ∈ D(Σ,C), and thus supp Dˆ
− ∩ (−∞,−ǫ) = ∅.
In the support of the distribution (25) we thus have El < 0, l = 1, . . . , k − 1 and
consequently
∑n
l=r El = −
∑r−1
l=1 El > 0.
The terms in the second sum on the r.h.s. of (19) can be treated analogously,
as in the above argument we did not need any properties of Gˆr. This establishes
the spectral condition.
In order to prove unitary equivalence of the CCR representations for ”in”- and
”out”-fields, we have to show that the right hand side of (22) vanishes. Taking
the Fourier transform in the time arguments of the term in the brackets in (22)
yields
n∏
l=1
Dˆ−(El) δ(
n∑
l=1
El) = 0 , (26)
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as the delta function and the product have disjoint support. Here again we
suppressed a factor 1/2π, arguments hl ∈ D(Σ,C), ~y and d~y-integration over Σ.
This proves the theorem.
By the same argument we also get that in the stationary case only the first
term in the curly brackets on the right hand side of (20) gives a non vanishing
contribution.
In particular, this applies to the case of Minkowski space-time, where we re-
cover the same scattering behavior as in [1]. The first term on the right hand
side of (20) in energy-momentum space then just gives the on-shell and energy-
momentum conservation term (up to a constant) describing somehow the ”sim-
plest possible” non-trivial scattering behavior.
Another immediate consequence of Theorem 6.2 follows from the fact that
the distribution D+ is positive, hence ”in”- and ”out” fields create positive Fock
representations:
Corollary 6.3 Under the conditions of Theorem 6.2 one gets that the restric-
tion of the inner product 〈., .〉 to the spaces V in/out ⊆ V generated by repeated
application of the asymptotic fields φin/out to the vacuum is positive semi-definite.
7 Verifications for de Sitter space-time
In this section we want to consider de Sitter spaces as a concrete example of
curved space-times. The choice of the Sitter spaces is particularly interesting in
the respect that Condition 3.1 sensitively depends on the dimension, see Theorem
7.1. Only for dimensions d ≥ 6 Condition 3.1 can be verified for all orders of the
Wightman functions. In lower dimensions it may well depend on the order, as
for example, for dimension 4 the third order does not exist. This is an infrared
problem which has also been observed by Tagirov [28] in the context of : ϕ3 :
theory. In the present case this could be repaired by simply choosing b3 = 0.
Note that the Sitter spaces have spheres as Cauchy surfaces and this compact-
ness at space-like distances hinders dispersion. On the other hand the volume
of de Sitter spaces increases rather fast when moving along the time-like direc-
tion, which may facilitate dispersion. A more careful treatment given below than
shows that these effects really seem to be responsible for whether Condition 3.1
holds or does not hold.
The choice of de Sitter spaces is also convenient for the discussion in as far as
there is a preferred vacuum, the so called Euclidean or Bunch-Davies vacuum [7].
It is the distinguished one, which is selected from other choices by the demand of
covariance and the Hadamard condition, see e.g. [4, 6]. Note that de Sitter spaces
are maximally symmetric, i.e. the dimension of the symmetry group is maximal,
hence covariance is a natural axiom to be imposed on the Wightman functions.
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The Hadamard condition then selects the particular two-point function which has
the same singular behavior at light-like distances as the two-point function of the
free field in Minkowski space.
Below we shall prove the following
Theorem 7.1 Given the d−dimensional de Sitter space-time Xd and the Bunch-
Davies vacuum D+ on it, Condition 3.1 holds if (dn− 2n− 2d)/2 > −1, n ≥ 3.
In order to investigate Condition 3.1, we shall use essentially the results given
in [11, 28], where an orthonormal mode expansion is used for the representation
of the two-point function. Let us recall some basic features. Given the (d +
1)−dimensional Minkowski space (Md+1, g) with metric g = gµνdx
µdxν , where
gµν = diag(+1,−1, . . . ,−1). The d-dimensional de Sitter space (X
d, g) is defined
as
X
d :=
{
x ∈Md+1| gµνx
µxν = (x0)2 − (x1)2 − · · · − (xd)2 = −r2
}
, r > 0,
equipped with the metric g = ι∗g, where ι∗ denotes the pull-back with respect
to the imbedding ι : Xd → Md+1. The eigenmodes are calculated in ”global”
coordinates, which in fact are given by the diffeomorphisms
κd :
{
(−pi
2
, pi
2
)× Sd−1 −→ Xd
(τ, α) 7−→ (r tan τ, rα/ cos τ).
(27)
The pull-back of the volume form dV d on Xd is then given by
κ∗d dV
d = cos−d τdτdΩd−1, where dΩd−1 is the volume form on the sphere Sd−1. In
these coordinates the Klein-Gordon equation ( +m2)ϕ = 0 reads(
cosd τ∂τ cos
2−d τ∂τ − cos
2 τ∆Sd−1 + m
2
)
ϕ = 0, m = mr. (28)
Solutions to (28) can be found by separation of variables. Setting ϕ(τ, α) =
T (τ)Ξ(α) gives
(∆Sd−1 + κ
2)Ξ = 0, (29)
and (
cosd τ∂τ cos
2−d τ∂τ − κ
2 cos2 τ +m2
)
T = 0, (30)
where κ2 is the separation constant. Note that L2(Sd−1) ≃
⊕∞
s=0H
s(Sd−1), where
the subspaces Hs(Sd−1) are spanned by the spherical harmonics (Ξsl )0≤l≤h(s,d) of
degree s, h(s, d) = dimHs(Sd−1), which at the same time are eigensolutions of (29)
with eigenvalues −κ2 = −s(s+d−2). Moreover, the quasi-regular representation
Q : SO(d) → L2(Sd−1), given by Q(k)(f)(α) = f(k−1α), splits into a direct sum
of unitary irreducible representations Qs on Hs(Sd−1), such that Q =
⊕∞
s=0Q
s.
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If the qsuv mean the matrix elements of Q
s with respect to the bases (Ξsl )0≤l≤h(s,d),
then the following relation holds [29, p. 470]
Ξsl (α) = (dimH
s(Sd−1))1/2qsl0(k), (31)
where α = ken, k ∈ SO(d), en = (0, 0, . . . , 1) being the invariant vector with
respect to the subgroup SO(d − 1), so that Sd−1 ≃ SO(d)/SO(d − 1). Pairs of
linearly independent solutions to (30) are given by [11]
T±p (τ) = cos
(d−2)/2 τu±p (τ), p = s+ (d− 2)/2, (32)
where
u±p (τ) =(p!)
−1
√
Γ(p+ µ)Γ(p− µ+ 1)e±ipτF (µ, 1− µ, p+ 1; e±ipτ/(2 cos τ)),
µ = 1/2(1−
√
(d− 1)2 − 4m2),
(33)
F being the hypergeometric function. We thus get the following system of solu-
tions
ϕ±pl(x) = T
±
p (τ)Ξ
s
l (α), 0 ≤ p <∞, 0 ≤ l ≤ h(s, d). (34)
In terms of these solutions the two-point function is expressed as
D+(x1, x2) =
∞∑
s=0
∑
0≤l≤h(s,d)
ϕ+pl(x1)ϕ
−
pl(x2) =
cos(d−2)/2 τ1 cos
(d−2)/2 τ2
∞∑
s=0
u+p (τ1)u
−
p (τ2)A(s, d)C
1/2(d−1)
s (cos(α1, α2)),
(35)
with ∑
0≤l≤h(s,d)
Ξsl (α1)Ξ
s
l (α2) = A(s, d)C
1/2(d−2)
s (cos(α1, α2)), (36)
where C
1/2(d−2)
s is a Gegenbauer polynomial, A(s, d) = (2s+(d−2))Γ(1+1/2(d−
2))/(2π1+1/2(d−2)(d− 2)), and (α1, α2) denotes the angle between α1 and α2. The
convergence of the series (35) has to be understood in the weak topology of
D(Xd × Xd,C)′. We will see that D+(x1, x2) is even an element in the subspace
L(D(Xd,C);Cb(X
d,C)), the space of continuous linear mappings from D(Xd,C)
to the Banach space of complex-valued bounded continuous functions on Xd,
equipped with the supremum norm. This means that applying (or smearing
with) a test function the series will not only converge to a function in Cb(X
d,C),
but the result will depend continuously on the chosen test functions. At the same
time Condition 3.1 will be verified. So let us smear (35) with an f ∈ D(X,C) in
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one argument, say x1. In order to have control on the summation we need the
following asymptotic formulas [13, Ch. 2.2.2 and 1.18]
F (µ, 1− µ, p+ 1, e±ipτ/(2 cos τ)) = 1 +O(1/p), (37)
and
(p!)−2Γ(p+ µ)Γ(p− µ+ 1) = 1/p+O(1/p2). (38)
(37) holds on every compact interval [a, b] ⊂ (−pi
2
, pi
2
). Using (37) and (38) in
(35), we need to investigate the series
D[a,b](τ2, α2) = 1[a,b](τ2) cos
(d−2)/2 τ2×
∞∑
s=0
∑
0≤l≤h(s,d)
∫
(−pi
2
,pi
2
)×Sd−1
(1/p+O(1/p2))Ξsl (α1)Ξ
s
l (α2)×
ei(d−2)τ1/2eisτ1e−isτ2e−i(d−2)τ2/2f(τ1, α1) cos
(−d−2)/2 τ1dτ1dΩ
d−1(α1).
(39)
If we consider the similar expression without the terms 1/p+O(1/p2),
D˜(τ2, α2) = cos
(d−2)/2 τ2×
∞∑
s=0
∑
0≤l≤h(s,d)
∫
(−pi
2
,pi
2
)×Sd−1
Ξsl (α1)Ξ
s
l (α2)×
ei(d−2)τ1/2eisτ1e−isτ2e−i(d−2)τ2/2f(τ1, α1) cos
(−d−2)/2 τ1dτ1dΩ
d−1(α1).
(40)
then up to the factors ei(d−2)τ1/2, e−i(d−2)τ2/2 it represents a sub-series of the
harmonic expansion of the function f˜(τ1, α1) := e
i(d−2)τ1/2f(τ1, α2) cos
(−d−2)/2 τ1,
f˜ ∈ D(S1×Sd−1,C), if we identify S1 ≃ R/(2πZ+π) and extend f˜ to [−π, π]×Sd−1
by setting it equal zero outside its support. Using the relation (31) we may
regard this modified expression as a series on the compact Lie group S1× SO(d).
Before proceeding we recall the following facts from harmonic analysis on Lie
groups. Let a compact Lie group K be given. Let Kˆ denote the equivalence
classes of irreducible unitary representations ofK. The representatives Uλ, λ ∈ Kˆ
are finite-dimensional with dimension denoted d(λ). We may write uλij(k) for
the matrix of Uλ(k), k ∈ K, after having choosen some basis. According to
the theorem of Peter-Weyl any f ∈ L2(K) has the following series or harmonic
expansion in the L2-sense [17, Theorem 26.40],
f =
∑
λ∈Kˆ
d(λ)∑
i,j=1
d(λ)(f, uλij)u
λ
ij, (41)
where (f, uλij) =
∫
K
fuλijdk. The integration is performed with respect to the Haar
measure dk and the bar means complex conjugation. (41) remains true when
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switching to complex conjugates. For functions f ∈ C∞(K,C) this statement
can be sharpened a lot [25, Theorem 1]. Let w denote the dimension of the
maximal toral subgroup of K and let dimK = w + 2γ. For f ∈ C∞(K,C) the
series (41) converges absolutely and uniformly with the estimate
∑
λ∈Kˆ
d(λ)∑
i,j=1
d(λ)|(f, uλij)|
∥∥uλij∥∥∞ ≤ ∥∥∆lKf∥∥2 (N2∑
λ∈Kˆ
|λ|2γ−4l)1/2, ∀2l > w/2 + γ,
(42)
where ‖·‖∞ denotes the supremum norm, N is a constant, ∆K is the Laplacian
on K and ‖·‖2 denotes the L
2(K)-norm.
Now the series of the absolute values of (40) can be identified with a sub-series
of the series of absolute values of the harmonic expansion of f˜ on the Lie group
K = S1 × SO(d), which makes (40) converge absolutely and uniformly with
estimate (42). From the absolute uniform convergence of (40) we obtain absolute
uniform convergence of (39) together with the bound
|D[a,b](τ2, α2)| ≤ cos
(d−2)/2 τ2Cf(τ2, α2), (43)
where Cf is a continuous function on S
1 × SO(d− 1). But for every x2 = (τ2, α2)
we have τ2 ∈ [a, b] for appropriate −
pi
2
< a < b < pi
2
, so we get
|D+(f, x2)| ≤ cos
(d−2)/2 τ2Cf(τ2, α2), ∀x2 ∈ X
d. (44)
On the other hand, if a sequence (fl)l≥0 converges to zero in the topology of
C∞(S1 × SO(d),C), then one easily establishes the convergence to zero of the
corresponding sequence (f˜l)l≥0 in the same topology. The topology of C
∞(S1 ×
SO(d),C) is equivalent to the topology generated by the seminorms pj(f) =∥∥∥∆j
S1×SO(d)(f)
∥∥∥
∞
, hence we may deduce by (42) that
lim
l→∞
‖Cfl‖∞ = 0 (45)
Using (44) we may conclude that the expression
∫
(−pi
2
,pi
2
)×Sd−1
|D+(f, (τ2, α2))|
n cos−d τ2dτ2dΩ(α2) (46)
exists, if (dn − 2n − 2d)/2 ≥ −1. Due to (45) also Condition 3.1 (ii) is fulfilled
with F (x) = supn∈N ‖Cfn‖∞ cos
(d−2)/2 τ2. This proves Theorem 7.1.
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A The GNS-construction on an inner product
space
Let Dext., the extended Borchers algebra, be the free tensor algebra generated by
Dext. = D(M,C3), i.e.
Dext. =
∞⊕
n=0
(
Dext.
)⊗n
,
(
Dext.
)⊗0
= C. (47)
The addition on Dext. is component wise and the multiplication is given by the
tensor product. The involution on Dext. is given by the operation (f1⊗· · ·⊗fn)
∗ =
f¯n ⊗ · · · ⊗ f¯1, fl ∈ D
ext., where the bar stands for complex conjugation. As we
want to use this unital, involutive algebra to represent ”in”-, ”loc”- and ”out”-
fields, the three components of Dext. = D(M,C3) are labeled ”in” for the first
component, ”loc” for the second and ”out” for the third. Then our collection
of mixed vacuum expectation values obtained from (5), (11) and (19) generates
an Hermitean functional (called the form factor functional F ) on the extended
Borchers algebra Dext. through
F (f) = f0〈Ψ0,Ψ0〉+
∞∑
n=1
∑
a1,...,an∈{in,loc,out}
〈
Ψ0, φ
a1(fa1n,1) · · ·φ
an(fann,n)Ψ0
〉
, (48)
where f ∈ Dext., f = (f0, . . . , fk, 0, . . .), f0 ∈ C, fn = f1,n⊗· · ·⊗fn,n, fl,n ∈ D
ext.,
and we use the normalization 〈Ψ0,Ψ0〉 = 1.
Let L = L(F ) = {f ∈ Dext. : F (g ⊗ f) = 0 ∀g ∈ Dext.}. Then L is a left-ideal
in Dext., i.e. f ∈ L ⇒ g⊗f ∈ L ∀g ∈ Dext.. In particular, L is a (complex) vector
space and we can define the quotient vector space V = Dext./L. Let [f ] = f + L
denote the rest class of f in V. Then,
〈[f ], [g]〉 = F (f∗ ⊗ g) (49)
gives a well-defined and non-degenerate inner product 〈., .〉 on V. To see this, we
note that by the definition of L the right hand side of (49) does not depend on
the choice of g ∈ [g]. By Hermiticity, F (f ∗ ⊗ g) = F (g∗ ⊗ f), the same applies
to f ∈ [f ]. Also, if 〈[g], [f ]〉 = 0 ∀[g] ∈ V it follows that [f ] = L, which proves
the non-degeneracy.
The ”vacuum state” Ψ0, so far just a suggestive notation, is now identified
with the GNS-vacuum [(1, 0, . . .)] ∈ V. Likewise, we want to identify the local and
asymptotic ”fields” φ and φin/out with operator valued distributions acting on V.
As L is a left-ideal, we obtain a left-action of Dext. on V through f · [g] = [f ⊗ g]
∀ f ∈ Dext., [g] ∈ V. Thus, every element of Dext. can be identified with an
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operator on V. This, in particular, applies to Dext. ⊆ Dext.. Let now f ∈ D,
i.e. f = (0, f ext., 0, . . .), f ext. ∈ D(M,C3) such that only the fist (”in”) / second
(”loc”) / third (”out”) component of f ext. is different from zero and let this
component be given by f ∈ D(M,C). We then define φin/loc/out(f)Ψ = f ·Ψ, ∀Ψ ∈
V. This rigorously defines φin/loc/out(f) (in the text we suppress the superscript
”loc” for the local field). Furthermore, by Hermiticity of F , the fields φin/loc/out are
Hermitean w.r.t. 〈., .〉, i.e. 〈Ψ, φin/loc/out(f)Φ〉 = 〈φin/loc/out(f¯)Ψ,Φ〉 ∀Φ,Ψ ∈ V
and f ∈ D(M,C).
Lastly, we want to construct a representation U of the orthochonous symmetry
group G↑(M, g). As Dext. as a unital tensor algebra is generated by Dext., it
follows that V is the linear span of vectors generated by repeated application
of φin, φloc and φout to the vacuum Ψ0. To define U it is thus enough to set
U(α)φin/loc/out(f)U−1(α) = φin/loc/out(fα) and U(α)Ψ0 = Ψ0 ∀α ∈ G
↑(M, g). This
is well defined, as the action of the symmetry group on Dext., maps L into itself, as
a consequence of the invariance of F under such transformations, F (f) = F (f
α
).
The invariance of the vacuum expectation values then also implies that U is a
unitary representation U∗ = U−1 where the adjoint is taken w.r.t. the inner
product 〈., .〉.
B Proof of Lemma 5.2
Let us prove that (21) implies the CCR. We first use the cluster expansion (5)
for the following vacuum expectation value〈
Ψ0, φ
a1(f1) · · · [φ
out(fk), φ
out(fk+1)] · · ·φ
an(fn)Ψ0
〉
=
∑
I∈P(n)

 ∏
{j1,...jl}∈I
〈Ψ0, φ
aj1 (fj1) · · ·φ
ajl (fjl)Ψ0〉
T
−
∏
{j1,...jl}∈I
〈
Ψ0, φ
aj′1 (fj′1) · · ·φ
aj′
l (fj′
l
)Ψ0
〉T . (50)
Here we fixed ak, ak+1 =out and we defined j
′
r = k+1 if jr = k, j
′
r = k if jr = k+1
and j′r = jr else. We can divide the partitions I of (1, . . . , n) into three classes:
1) k and k+1 belong to different sets A and A′ in the partition I. Then there
exists exactly one partition I ′ which is identical to I with the exception that k
and k + 1 are exchanged8. The two terms in (50) belonging to I and I ′ then
cancel and hence the sum over all partitions in this class gives zero.
8We assumed that 〈Ψ0, φin/loc/out(f)Ψ0〉T = 0, i.e. partitions with A = {k} and A′ = {k+1}
for which an I ′ coincides with I give a zero contribution.
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2) k and k+1 are in the same set A = {q1, . . . , k, k+1, . . . , qr} of the partition
I and A contains more than two elements, i.e. r ≥ 3. The summand in (50)
belonging to such a partition is equal to〈
Ψ0, φ
aq1 (fq1) · · · [φ
out(fk), φ
out(fk+1)] · · ·φ
aqr (fqr)Ψ0
〉T
×
∏
{j1,...jl}∈I\A
〈Ψ0, φ
aj1 (fj1) · · ·φ
ajl (fjl)Ψ0〉
T . (51)
By (21) the contribution from the partitions of this class also vanishes.
3) k and k+1 are in the same set of the partition I and the set contains only
these two elements. The sum over all partitions in this class yields〈
Ψ0, [φ
out(fk), φ
out(fk+1)]Ψ0
〉T
×
∑
I∈P(n−2)
∏
{j1,...,jl}∈I
〈
Ψ0, φ
aj′1 (fj′1) · · ·φ
aj′
l (fj′
l
)Ψ0
〉T
= i
b2
m2
D(fk, fk+1) 〈Ψ0, φ
a1(f1) · · ·φ
ak−1(fk−1)φ
ak+2(fk+2) · · ·φ
an(fn)Ψ0〉 .
(52)
Here we used the notation j′r = jr if jr < k and j
′
r = jr + 2 if jr ≥ k.
From 1)–3) it follows that the left hand side of (50) is equal to the right hand
side of (52). As all states in V are generated by repeated application of ”in”-,
”loc” and ”out”-fields to the vacuum, this equality implies 〈Ψ, [φout(f), φout(h)]−
i(b2/m2)D(f, h)Φ〉 = 0 ∀Φ,Ψ ∈ V. The non-degeneracy of 〈., .〉 on V now im-
plies [φout(f), φout(h)] = i(c2/m2)D(f, h). This proves the sufficiency part of the
lemma.
As we only need this part, we only sketch the necessity: If the CCR hold,
then the left hand side of (50) is equal to the right hand side of (52). That this
implies (21) follows from the cluster expansion (5) by induction over n taking
into account that the partitions in class 1) above do not contribute to (50).
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