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is shown to be continuous. This is used to prove that for a tight sequence of 
processes (X,), in D([O, T], Y’(Rd)), weak convergence of (w,), in Y’(Rd+‘) 
implies weak convergence of (X,). When [0, T] is replaced by [0, co) the space 
Y’(Rd+l) is not appropriate in general, and we investigate the question of what is 
the smallest nuclear space of distributions containing Y”(Rd+‘) that can be used. 
Our motivation comes from the asymptotic analysis of particle systems. 41 1985 
Academic Press, Inc 
1. INTRODUCTION 
The most usual weak convergence theorem for a sequence of real-valued 
processes (X,,), states that tightness of the family {X,}, in C( [0, T], R) or 
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in the Skorohod space D( [O, T], R) and convergence of finite-dimensional 
distributions of X, imply the existence of a unique process X such that 
X,, =E- X, where * denotes convergence in distribution (see [ 11). This result 
has been extended to E-valued processes where E is a nuclear Frechet 
space by Mitoma [24], and where E is a strict inductive limit of nuclear 
Frtchet spaces by Fouque [B]. (Throughout this paper E’ means the 
strong topological dual of E.) In this work we consider the case E = Y(Rd), 
the Schwartz space of C” rapidly decreasing functions on Rd, and we 
replace the hypothesis of convergence of finite-dimensional distributions by 
another one, not equivalent to it; the purpose of either of these hypotheses 
is identifying the limit process, and the motivation of ours will be explained 
below. 
Consider the mapping x --t f of C( [0, 7’1, ,4”‘(Rd)) or D( [0, T], Y’(R”)), 
with T-c co, into Y’(Rd+ ‘) defined by 
(a, @> = j-I (x(t), @(t, .I> dt, @EY(R~+‘), 
0 
where (., .) denotes the duality on the appropriate spaces, i.e., 
(Y(Rd”), 9’(Rd+‘)) on the left-hand side and (Y’(R”), Y(Rd)) on the 
right-hand side. 1 is well defined as an element of Y’(Rd+ ‘) (see the proof 
of Theorem 3.4). We will prove that the mapping x + 1 is continuous. 
Therefore a random process X in C( [0, T], Y’(Rd)) or D( [0, T], Y’(Rd)) 
is transformed into a random element 8 of Y’(Rd+ ‘), i.e., a “space-time 
random field.” 
Let (X,), be a tight sequence of processes in C([O, T], Y’(Rd)) or 
D( [0, T], Y”(Rd)). Instead of assuming convergence of finite-dimensional 
distributions of X, we suppose that the sequence (PJ, converges weakly in 
9”(Rd+‘). We will prove, under the additional but not restrictive 
assumption that the X, are continuous at T almost-surely (a.s.), that there 
exists a unique process X such that A’,, *X. This result relies on the fact 
that the distribution of 2 determines the distribution of X; however, it 
should be emphasized that convergence of finite-dimensional distributions 
of X, and convergence of fR do not imply each other. Convergence of gfi 
alone does not suffice for convergence of X, since it does not imply 
tightness of {X,}n. 
Proving convergence of gn is not harder than proving convergence of 
finite-dimensional distributions of X,,. Since the space 9”(Rd+‘) is nuclear, 
a Levy-type continuity theorem can be used [3, 231. In practice it is often 
not easy to verify tightness of (A!,,>,; however, there are other theorems 
which assume tightness and emphasize hypotheses that identify the limit, 
e.g., [ 131 (convergence of local characteristics). 
The study of convergence on a finite time interval [0, T] constitutes 
Part I of the paper. 
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When [0, T] is replaced by R + z [0, co) the range of the mapping 
x+2 exceeds Y”(Rd+’ ). A trivial generalization of the convergence 
theorem in this case consists in taking [0, r] with T< cc arbitrarily large, 
assuming the X,, continuous at T a.s.; this may suffice for applications. A 
more general approach is to consider a nuclear space of distributions larger 
than Y’( Rd+ ‘) such that x -+ 2 is continuous; such a space is $Y( Rdf ’ ) 
(9(R“) is the subset of Y(Rk) of functions with compact support); 
however, a natural question is what is the smallest nuclear space of dis- 
tributions such that in the spatial coordinates the test functions are in 
Y(Rd) and continuity of x + 2 holds. Measurability of x -+ 2 would suffice 
to transform processes into space-time random fields; obviously we want 
continuity of this mapping because in the proof of the convergence theorem 
we need to transform convergent subsequences of (X,), into convergent 
sequences of space-time random fields. 
Convergence on the time interval R + is studied in Part II of the paper. 
In the last section of this part we consider the nuclearity of the distribution 
spaces used in it. 
The general motivation for this work comes, as for Mitoma’s [24], from 
the study of fluctuation limits of particle systems (see, e.g., [4-6, 11, 12, 
16-19, 21, 27, 281). Many such fluctuation limits are Gaussian sU’( Rd)- 
valued processes, and one wants to know if they are generalized 
Ornstein-Uhlenbeck processes, i.e., if they satisfy generalized Langevin 
equations. These equations are of the form dX = A *X dt + d W, where A * is 
the adjoint of a continuous linear operator A on 9’(Rd) and W is a 
Y’( Rd)-valued Wiener process (in general time-inhomogeneous). It turns 
out that knowledge of the distribution of f suffices to investigate if X 
satisfies a generalized Langevin equation [2], and therefore only zn Z. w is 
needed; this is the precise motivation for the present paper. The approach 
involving % in connection with infinite particle systems was used by 
Martin-Lof [22] and also in [6, 11, 121 for other more complex special 
cases. The results contained here and in [2] are nontrivial generalizations 
of this method that can be used in a wide variety of applications, in 
particular for the asymptotic analysis of infinite particle systems; a simple 
illustration will be given here; other examples appear in [2]. 
The convergence theorem clearly contains the case of finite (m)-dimen- 
sional vector-valued processes (random vectors (X, ,..., X,) may be iden- 
tified with random elements X of Y’( Rd) of the form X= CT! L X, 6,, 
where 6, are Dirac distributions concentrated at different fixed points 
Xl ,“., x, in Rd). Consider the real-valued case for simplicity. Recall that 
X, =z. X is equivalent to H(X,) =E= H(X) for all real bounded continuous 
functionals H [l]. Our convergence theorem in this case reduces to the 
following: under tightness of {Xn}, and continuity of the X,, at T a.s., 
X, *X is equivalent to H(X,) Z- H(X) for all (bounded continuous) 
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functionals H of the form H(x) = s: x(t)f(t) dt, f E Cco( [O, T]); in this case 
the extension to R + is trivial, taking the f with compact support. We will 
sketch the application of this result in proving Donsker’s theorem and 
Kolmogorov’s theorem on empirical distributions. 
I. THE FINITE TIME INTERVAL CASE 
We consider here the finite time interval [O, T], T fixed. 
2. PRELIMINARIES 
We recall that the topology on ,4”(Rk) is the projective limit topology 
defined by a sequence of Hilbertian seminorms 11 . [I0 6 11 . 11, < . . * . Let 
Yp(Rk) denote the completion of ,4”(Rk) with respect o )I * IIp, and 9b(Rk) 
denote the dual of ,4”,(Rk), with the dual norm designated /I. I/ --p, 
p = 0, l,... , Then 9’(Rk) = n;= 0 Yp( Rk) and Y’( Rk) = UT= o sPL( Rk). The 
topology on 9(Rk) is also given by the seminorms 
lMl,* = max sup (1 + lzl)” [o”3--“~(z)l, p=O,l,..., (2.1) 
OSjl+ ..’ +jkGpzcRk 
where Dihjk = ah + +jk 
/ 1 
@lz *. . aikzk. Moreover, given p there exist q and 
/r’ such that 
II . Ilp G P II * II 8. (2.2) 
When we wish to indicate the dimension (k) of the underlying space, we 
will write 11 * lip” and II * Il,k* instead of I/ + Ilp and )I * II,*. 
The topology on the space 9’(Rk) can be given with growth conditions 
expressed by functions other than polynomials [9, 101; this is used in some 
applications (e.g., in [ 11 J, on 9’(Rd+ ‘) in the time variable). 
Our results can be proved without recourse to the spaces Yp(Rk) and 
9’L(Rk), by means of general arguments for locally convex topological 
spaces. However, we shall take advantage of these spaces for the sake of 
making the proofs more elementary, especially in Part I. 
We denote A(Rk) the class of all bounded subsets of Y(R”). For any 
1 E /i(Rk) and g E Y’(Rk), let 
ll’“i=y’I l(5,4>1. E 
The strong topology on Y’(Rk) is defined by the family of seminorms 
{II * Ita ~MRk)). 
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The following spaces of 9”(Rd)-valued functions on [0, T] are described 
in [24]. C( [0, T], Y’(Z?‘)) is the vector space of all continuous functions 
x: [0, T] -+ Y’(R’) with the projective limit topology defined by the family 
of seminorms { II/ . ((If, I E n(Rd)}, where 
lIlxl/l~= sup Il-$Ni. 
f E CO,Tl 
(2.3) 
D([O, T], 9”(Rd)) is the space of all right-continuous with left-hand limits 
functions x: [0, T] -+ Y’(R’). A Skorohod-type topology is defined on this 
space in the following way. Let 0, = { 0: 8 is an increasing 
homeomorphism of [0, T] onto [0, 7’1 }, and for I. E ,4(Rd) and 
x, y E WC% Tl, Y’(W), let 
d,T(x, v) = inf 
HE87 i sup 11x(t) - Y(Q~))lll+ SUP 1% 
e(t) - O(s) 
fE [O,Tl F.1 E [O,T] Ii t-s ) 
>+r 
(2.4) 
then D( [0, T], Y(Rd)) has the projective limit topology defined by the 
family of semimetrics { dlf, A E n(Rd)}. 
3. THE CONTINUITY THEOREM 
For notational convenience we shall often write @, for @(t, .), @ being a 
function on R x Rd. 
We start with some simple lemmas. 
LEMMA 3.1. Zfl’~/i(R~+‘), then IZEA(R~), where 
A= {@,: @El’, iE [O, T]}. 
Proof. It suffices to note that for any p, by (2.1) 
sup Ildll,d* 6 sup Il@ll,d+l*., I 
dEA: @EL’ 
(3.1) 
The next lemma follows immediately from definitions, so the proof is 
omitted. 
LEMMA 3.2. Let A E A(Rd) be fixed. If x, x, E D( [0, T], Y’(Rd)), 
n = 1, 2,..., and lim, _ m dT(x,, x) = 0, then there exist 8, E QT, n = 1, 2 ,..., 
such that 
lim sup IO,(t)- tI=O 
n + 02 IE [O.T] 
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and 
lim sup (Ix,(t) - x(O,(t))lli = 0. 
n - 00 IE [O,T] (3.2) 
LEMMA 3.3. If x E D( [0, T], Y’(Rd)) (resp. C( [0, T], Y’(R”))) and 
C@ EY(Rdi ‘), then the function t + (x(t), @,) is right-continuous with left- 
hand limits (resp. continuous) on [0, T]. 
Proof: Let A= {QI, TV [0, T]}. By Lemma3.1 LE.~(R~). The claimed 
property is an immediate consequence of the following inequalities: 
1(x(t), @,>- (x(s), @,>I G Ilx(t)-x(S)ll1+ I(x(s)9 @,-@,>I 
d lb(t) -x(s)IlI + Ilx(s)ll --p II@,- @slip 
for some p (fixed s), 
for some /I and q, by (2.2) and 
by (2.1) and the mean value theorem. 1 
We can now prove the continuity theorem. 
THEOREM 3.4. For x E D( [0, T], Y’(R”)) let 2 be defined by 
C-f, @> = j’(x(tX @>,> dt, @E Y(Rd+‘). 
0 
(3.3) 
Then the function x --, 1 is a continuous mapping from D( [0, T], 9”(Rd)) 
into 9”(Rdf ‘). 
ProoJ By Lemma 3.3 the integral in (3.3) is well defined. We will prove 
that Z?EY’(R~+‘) f or each XED([O, T], 9”(Rd)). Let Qn~9(Rd+l), 
n = 1, 2 ,..., lim, _ m @,, = 0. Then, clearly, lim, _ o. @‘,( t, .) = 0 in 9’(R”) for 
each t E R, hence lim n+ o. (x(t), @,(t, .)) = 0 for every t E [0, T]. It follows 
from the Banach-Steinhaus theorem (see, e.g., [24, Proposition 2.21) that 
there exists p such that x E D( [0, T], 9’i(Rd)). Therefore 
l(x(t), @“(C .)>I d sup Ilx(t)ll --p sup sup [(@Jr, .)llp, 
ff? CO,Tl n tE co,77 
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sup sup Il@,(C *)II,“G B sup sup lI@,(C +I,“* 
n le[O,T] n tE[O,T] 
and, suptc [O,T] Ilx(tH --p being obviously finite, we obtain 
lim n- ,(a, Qp,) = 0 by the dominated convergence theorem. Hence 
,? E Y(Rd+ ‘) since Y(Rdf ‘) is a Frechet space. 
We will now prove the continuity of x -+ 2. Let (x,),, A be a generalized 
sequence in D( [0, 7-J, Y’(Rd)) such that lim,, A X, =.x. We must prove 
that for every A’E A(Rd+ ‘) 
lim sup l(Z,, @) - (2, @)I =O. 
ae.4 @Ei.’ 
(3.4) 
Let I be a given by (3.1). We have 1 E A(Rd) by Lemma 3.1, and therefore 
lim aEA df(x,, x) = 0. Suppose that (3.4) does not hold. Then there exist 
E>O and an increasing sequence (a,),, ~1, EA, such that 
sup I<-Gn-% @‘>I >&, n = 1, 2,..., and lim ~I(x,~, x) = 0. (3.5) 
@Ea.’ n-1: 




A, = sup ME j., 5,’ I (x,.(t) - x(e”(t))? @,>I dl 
Bn = ~7, joT I <x(en(t)) - -4th @,>I dt. 
NOW, A,, < jl Ilx,Jt) - x(6,(t))(l A dt, hence lim, _ o. A, = 0 by (3.2). Next, 
let p be such that x E D( [0, T], ,4”b(Rd)); we have 
s 
T 
B, < sup Ilx(O,(t)) -x(t)11 pp ll@tll, dt 
9Ea’ 0 
G sup 11411,~’ Ilx(~,(t)) -4t)ll --p dt. 
9E1 0 
(3.6) 
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The fact that lim, _ oo 0,(t) = t for t E [0, T] implies that lim, _ o. x(0,(t)) = 
x(t) in 9”(Rd) at each t E [O, 7’1 where x is continuous; hence the con- 
vergence takes place Lebesgue-almost everywhere in [O, 7’1. On the other 
hand, x is clearly bounded as a Y;(Rd)-valued function; therefore the 
dominated convergence theorem yields lim,, m B, = 0. Thus we have a 
contradiction to (3.5). 1 
4. THE CONVERGENCE THEOREM AND EXAMPLES 
We will first show that the distribution of a process X is determined by 
that of 2, defined by (3.3). 
PROPOSITION 4.1. Let X be a process in D( [0, Tl, Y’(Rd)), assumed 
continuous at T a.s. Then the distribution of 3 determines the distribution of 
x. 
Proof: For each KEY (X,q5)=((X(t),qS),t~[O, T]} is a 
process in D( [0, T], R). Let d ,,..., 4, E Y(Rd) and for each i denote r(, the 
(deterministic) set of t E [0, T] such that the projection n,: x -+ x(t) of 
D([O, T], R) into R is continuous a.s. with respect to the distribution of 
(X, #i). Then for each i rw is dense and contains 0 and T [ 11, and 
therefore r = fly!, t+,, is dense and contains 0 and T. Hence the distribution 
of the vector process ((A’, #r),..., (A’, 4,)) is determined by its tinite- 
dimensional distributions with time points in r [l]. The process 
((A’, d1 ),..., (X, 4,)) is continuous at each t E r a.s. (for t = 0 by right-con- 
tinuity, for 0 < t < T because tE r++, if and only if (X, ii) is continuous at t 
a.s. [l], and for t = T by assumption). Define @, E Y(Rdf I), n = 1,2 ,..., by 
@rzCt2 x, = f ujdji(x) ffljCt), 
j= I 
where the uj are in R, the $j are those above, and the fnjE Y(R) are such 
that fnj + a,, in Y(R) as n + co, where 6, is the Dirac distribution concen- 
trated at tj, and tl -C ... < t, are in r. Then 
(2, @n>= 2 ujJor (x(t), &ji&(t)dt+ m jC, uj(x(tj)3 bji> a.s. 
j=l 
as n + co. Hence by the dominated convergence theorem 
Eexp(i(f, @,)I --t Eexp i i Uj(x(tj), bj) , u, ,..., u, E R, 
j= 1 
CONVERGENCE 0~ Y’-PROCESSES 29 
as n + co, which implies that the distribution of ?? determines the linite- 
dimensional distributions of ((X, $r ),..., (X, 4,)) with time points in r. It 
follows that w determines the distribution of ((X, 4, ),..., (X, 4,)) for 
every choice 41 ,..., 4,,,, m b 1. 1 
We also need the following elementary result. 
LEMMA 4.2. (a) Let X and X,,, n = 1,2 ,..., be processes in D( [0, T], R), 
such that the X, are continuous at T as. and A’,, z- X. Then X is continuous 
at T as. 
(b) The same holds if X, X, are in D( [0, T],Y’(Rd)). 
Proof. The proof of (a) is trivial. (b) is proved by applying (a) to the 
processes (X, 4) and (X,, ,d) for 4 in a countable dense subset of 
Y(Rd). I 
The convergence theorem stated below now follows by the standard 
argument, using the continuity theorem (Theorem 3.4), the continuity of 
weak limits at T given by Lemma 4.2, and the uniqueness of the limit 
provided by Proposition 4.1. 
THEOREM 4.3. Let X,,, n = 1, 2 ,..., be processes in C( [0, T], Y’(RJ)) or 
D([O, T], Y”(R“)). Suppose that (1) {X,}, is tight, (2) the X,, are con- 
tinuous at T as., and (3) w, converges weakly in Yp’(Rdt ’ ). Then there is u 
unique Y’( Rd)-valued process X such that X, 3 X. 
The following simple examples show that convergence of finite-dimen- 
sional distributions of X, and convergence of TM do not imply each other. 
(1) Let X, be the deterministic ontinuous real process x, defined by 
x,(0)=0, -~,,(l/n)=n, x,(t)=0 for tE [2/n, l], and linear for 
t E [0, l/n] and t E [l/n, 2/n], 
and X be the deterministic process x = 0. Then the finite-dimensional dis- 
tributions converge but fn =j 2 does not hold. 
(2) Let X, be the deterministic ontinuous real process x, defined by 
x,(t,) = 1, x,(t) = 0 for t E [0, to- l/n] and t E [to + l/n, 11, and 
linear for t E [to - l/n, to] and t E [to, t, + l/n], toE (0, 1) fixed, 
and X be the deterministic process x = 0. Then 2, =S x but X,( to) does not 
converge to X(t,). 
We now give an application of the convergence theorem to a simple 
infinite particle system studied by It6 [19]. 
Let B,= (BJt), tER+ ), k= 1, 2 ,..., be independent d-dimensional 
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Wiener processes with the same initial distribution. Denote N,,(t, A) the 
number of k in such that Bk(t) E A, where A is a Bore1 set of Rd, and let 
Then X,, E {X,(t), t E R + > is a process with values in the space of signed 
tempered Radon measures on Rd, and considered as a Y’(RJ)-valued 
process it has trajectories in C(R + , Lf’(Rd)). Since we have developed the 
theory only for a finite time interval, we will consider convergence of X,, in 
C( [O, T], Y’(Rd)) for arbitrary fixed 0 < T< co. 
Now, (T,,, @) =JT (X,,(t), @(t, .)) dr, @EY(R“+‘), takes the form 
(fn, @)=n-“2 i (Yk-EY,), 
k=l 
where Yk = jt @(t, Bk( t)) dr, k = 1, 2 ,..., are independent, identically dis- 
tributed random variables with finite second moment. Hence by the 
ordinary central limit theorem (y”, @ ) converges weakly to the normal 
distribution with mean 0 and variance 
T T 
02 = aJ IS Cov( @(s, B(s)), @(t, B(t))) ds df. 0 0 
Let X= (X(t), t E R + } be the continuous Y’(Rd)-valued Gaussian 
process with mean 0 and covariance functional given by 
Cov((Je), 4>> (x(t)? 4+>) = cov(dm))Y ti(Wt))), 4, ti E .4”(Rd) 
(see [19]). Then for @E 9’(Rdf’) of the form @(t, x) = #(x)f(t), 
4 E 9’( Rd), f E Y(R), we have 
Var((Z, @))=oi, 
where (2, @) = sz (X(t), @(I, .)) dt, @ E Y(Rd+ ‘). This expression for the 
variance clearly holds also for @E Y(R) 0 9(Rd), and moreover for 
OEE(R) 6 9’(Rd)zY(Rdf1) (see [29]), by continuity of both sides 
in Qi. 
Thus we have proved ( zti, @ ) * (%, @ ), and therefore 
Eexp{i(pn, @)} +E exp{i(f, @)>, which by Levy’s continuity theorem 
implies %n * 2 in 9’(Rd+‘). H ence, assuming tightness of {X,}, (see 
[24]), it follows that X, * X on [0, T] for every T. 
We remark that in this example it is less cumbersome to prove 3” =.f 
than convergence of finite-dimensional distributions. 
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As noted in the Introduction, the convergence theorem for real-valued 
processes on [0, l] states that if X is a process and (X,), is a tight 
sequence of processes in D( [0, 11, R), continuous at 1 as., such that 
j’ -G(r)fW-1’ x(t)f(t) dt for each f E P([O, l]), 
0 0 
then X,*X. Let us sketch the application of this result to two classical 
theorems (tightness assumed). 
DONSKER'S THEOREM. Let tj, j= 1, 2,..., be i.i.d. random variables with 
mean 0 and variance 1. Let 
n-l 







“cl i &!-;l+“‘“f(t)dt=nfl &, 
k=l,=l ,= 1 
where c,,j= n -‘j2tj fj,n f(t) dt, j= l,..., n - 1. It is easy to show, by Lin- 
deberg’s central limit theorem, that 
j+’ k(t) f(t) dt *j’ B(t) f(t) dt, 
0 0 
where {B(t), t E [0, I]} is the standard Wiener process. Since the 8, are 
continuous at t = 1, then 8, =s. B. Let 
(discontinuous at t = I). The distance between X, and f,, tends to 0 in 
probability as n -+ co, and therefore X, =z- B. 
KOLMOGOROV'S THEOREM. Let tj, j = 1,2,..., be independent random 
variables, uniformly distributed on [0, 11. Let 
X,(t) = n”’ 
580/66.‘l-3 
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Then 
= 1 +iun-“2 1; tf(t)dt-u2(2n)-’ j-i ib’( s A t)f(s)f(t) ds dt + o(n -‘) 
> 
Now, j; B’(t) f(t) dt is Gaussian with mean 0 and variance 
j; (St f(s) ~5)~ dt - (j; tf(t) dt)‘, where {B’(t), t E [O, 11) is the Brownian 
bridge, and it is obvious that X, is continuous at t = 1 a.s.; hence X, 3 B”. 
II. THE INFINITE TIME INTERVAL CASE 
5. PRELIMINARIES 
We shall need the tensor product 58(R) 6 Y(Rd) (S 9(R) @,, Y(R”) = 
9(R) @,, Y(Rd)) [29]. In the following lemmas we recall two properties of 
this space [26, Expose No. 10, Theorem 1, and Proposition 43. 
LEMMA 5.1. 9(R) & 9(Rd)=B9(,+), where gYcRdj is the space of 
functions @: R x Rd + R such that t + @(t, ‘) is a C” function from R into 
Y(Rd), andfor each 5 E Y’(Rd) the function t -+ (<, @(t, .)) is in 9(R), and 
convergence in this space means convergence in 9(R) of (g, @(t, *) ) 
uniformly in 5 belonging to any bounded subset of 9”(Rd). 
LEMMA 5.2. A set 2 is a bounded in GY(,+) if and only if the set 
{y(t) aP@(t, .)/at”: @EL, t E R} is bounded in 9’(Rd) for each C” function 
y: R + R and p = 0, l,... . 
The descriptions of the following spaces of Y’(Rd)-valued functions are 
taken from [24]. C(R + , .9”(Rd)) is defined as in Part I, with the projective 
limit topology defined by the seminorms { 11) . I/ T, ;1 E A(Rd), T > 0}, where 
111 . 11; is given by (2.3). D(R + , 9”(Rd)) is also defined as in Part I, and the 
topology on this space is given by the following construction. Let 
~(t)=-log(l-t)ift~[O,l),~(l)=co,andlet,foranynaturalj, 
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gjtt) = l if t<j 
=j+l-t if j<t<j+l 
=o if t>j+l. 
Next, for every natural j we define a mapping 
cj: D(R + , 9”(Rd)) -+ D( [0, 11, Y’(Rd)) 
putting cj(x)(t) = x($(t)) g,(+(t)), TV [O, 11. We introduce in 
D(R + , Y”(Rd)) the projective limit topology defined by the family of 
semimetrics { dy , A E A( Rd) >, where 
dT(x, Y)= fJ 2-‘d:(cj(x), cj(Y))lC1 +dJ,(c,(x)> ci(Y))13 
/=I 
di being defined by (2.4). 
6. THE CONTINUITY THEOREMS 
The following result is an extension of Lemma 3.2 (see also [21]). 
LEMMA~.~. Let Aen be fixed. Zf x, x,ED(R+,Y’(R~)), 
12 = 1, 2 ,..., and lim, _ Tr d,“(x,, x) = 0, then there exist 8, E 0, (defined 
analogously to 0, in Part I), n = 1, 2,..., such that 
lim sup IO,(t)-t( =0 
n-m rtR, 
and.for each 0 < T< co, 
lim sup 11x,(t)-~(tI.(t))l(~=O. 
n-cc re[O.T] 
It is clear that Lemmas 3.1 and 3.3 hold with [0, T] replaced by R + . 
Given XE D(R+, 9”(Rd)), we cannot define 2 by (2, @) = 
@ (x(t), a,) dt, GkY’(Rd+’ ), in analogy to Part I, because the integral 
may not exist. Moreover, even if we restrict the definition of 2 to the subset 
of D(R+, Y(R”)) h w ere x + 2 is a well defined 9’( Rdt ‘)-valued map- 
ping, it is not continuous, as we will show presently. 
PROFQSITION 6.2. Let J be the set of all x E C( R + , Y’(Rd)) such that 
(2, @)=j; (x(t), @,) dt exists for all @E~‘(R~+‘) and ZEE’(R~+‘). 
Then the mapping x -+ 2 is not continuous on J. 
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ProoJ: We will show that p: J+ Y’(Rd+ ‘) defined by p(x) = 2 is not 
continuous at 0. 
Take h E Y(R), h # 0, with compact support contained in [0, 11. It is 
easily seen that the set B of functions h,, n = 1, 2,..., where 
h,(t) = e-“h(t - n), is bounded in 9’(R). 
Let C be a bounded set # {O} in 9’(R”). We may assume that there 
exists Ic/ E C such that s 1+9(x) dx= 1. 
Let A be the set of all functions (t, x) -f(t) g(x) where f E B and g E C. 
Clearly A is bounded in Y’( Rd+ ’ ). Therefore A’/2 is a neighborhood of 0 in 
Y(Rd+‘), where A0 is the polar of A. 
Let us assume that p is continuous at 0. Then pp1(Ao/2) is a 
neighborhood of 0 in J. 
The collection { U( T, 6, A), T> 0, 6 > 0, A E A(Rd)}, where 
U(T, 6, A)= {xEJ: SUP SUP I(x(t), #>I GS>, 
O<I<T(El 
is a basis of neighborhoods of 0 in J. Therefore there are T, 6, and /z such 
that U( T, 6,1) c p -‘(,4’/2). We will obtain a contradiction by exhibiting 
XE J such that x E U(T, 6,1) but p(x) 4 A0/2. Pick n 3 T and take the 
corresponding h, defined above. Define y E C(R + , 9”(Rd)) by y(t) = 
h,(t) $03 where JooF is the Fourier transform of the Dirac dis- 
tribution 6, concentrated at 0 in Rd. Let x=ay, with c1= (j hi(t) dt)-‘. 
Then x E C(R + , WRdN, and (2, CD) = a 11 h,(t) @(t, x) dt dx, 
@E Y(Rd+ ‘), whence follows that 2 E 9”(Rd+‘). Clearly x E U( T, 6, I) 
because x vanishes on [0, T]. Now, let @(t, x) = h,(t) It/(x) with h, and J/ 
as above; then @EA and (p(x),@)= (2, @)=ujh,2(t)dtj$(x)dx=l; 
hence 2p(x) $ A’. 1 
Remark. The previous argument cannot be carried through if we take 
2.~ 9(Rd+ ‘), as the set B is not bounded in 9(R). 
In order to define 2 on all of D(R + , F(R”)) we must take a space of 
test functions smaller than Y(Rd+’ ). Recall that we want the test functions 
to be in Y(R”) in the spatial coordinates. A candidate is 9(R) 6 Y’(Rd), 
as the following results show. 
LEMMA 6.3. Let 1 be any boun ed subset of g(R) 6 9’(Rd). Then there 
exists 0 < TA < co such that Gt 3 R for all @ E A and t > TA. 
ProoJ: Lemmas 5.1 and 5.2 imply supeGI suptGR+ sup,,,+ ]y(t)j 
I@(t, z)l < cc for every C” real function y. It follows from this that the 
function t + sup@ E 1 sup,, Rd I@(t, z)] has compact support. 1 
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COROLLARY 6.4. I given by 
cc @> = slLl (x(t), @,> dt, CD E 9(R) 6 9yRd) (6.1) 0 
is well defined for each x E D(R + , Y”(Rd)). 
Proof. This follows from Lemma 3.3 and Lemma 6.3 with A = I@}. 1 
However, there exists x E D(R + , Y’(Rd)) such that 2 $ (9(R) 6 
9’(Rd))‘. This is a consequence of the fact that 9(R) 6 9’(Rd) is not 
barrelled [ 14, Chap. II, p. 831, as can be seen by the following coun- 
terexample [ZO]: Let 
W&f)= f P’(n)f(n), 4 E Y(R), f E g(R), 
?I=0 
where @) = d”qS/dx”. Since each neighborhood of 0 in Y(R) involves only 
a finite number of derivatives and each neighborhood of 0 in 9(R) con- 
tains functions with arbitrarily far, but small, supports, it can be shown 
that for each neighborhood U of 0 in Y(R) and each neighborhood V of 0 
in 9(R) there exist 4 E U, f E V, and n such that H(4, f) = @“j(n) f (n) > 1. 
Hence (4, f) --+ H($, f) is not continuous. On the other hand N is the 
pointwise limit of the continuous linear functionals (4, f) + X7= , qbCi)( i) f(i) 
as m --) co; therefore, if 9(R) 6 Y(Rd) were barrelled, (4, f) + H(q4, f) 
would be continuous by the Banach-Steinhaus theorem. Now, take 
x E D( R + , Y’( Rd)) such that 
(x(t), d> = d’“‘(n) if t E [n, n + 1 ), n = 0, l,..., 4 E Y(R). 
Then (-;,~f)=C.“=o~‘“‘(n)~+’ f(t)dt,4EQY(R),fE9(R).Reasoningas 
above we see that 2 $ (B(R) 0 Y(R))‘. 
Nevertheless, since many processes have trajectories x E D( R + , .Y’( Rd)) 
such that 2 E (9(R) 6 9’(Rd))‘, and this space of distributions is nuclear 
(Section 8) the following theorem is useful. 
THEOREM 6.5. Let L denote the subspace of all x E D(R + , 9”(Rd)) such 
that X E (9(R) &I Y(Rd))‘. Then the mapping x + 2 defined by (6.1) is con- 
tinuous from L into (9(R) 6 Y(Rd))‘. 
Prooj For any x E L and 0 < T < 00 we define 2’ by 
<ZT, @)> = i“ (x(t), @,> dt, @E%‘(R) 6 Y(Rd). (6.2) 
0 
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Repeating almost literally the proof of Theorem 3.4 we see that x --) Ir is 
continuous from L into Y(Rd+‘), and hence it is also continuous as a 
(9(R) & Y(Rd))‘-valued function. Lemma 6.1 is used here, and to obtain 
the estimate (3.6) p should be fixed so that x restricted to [O, T+ 1 J 
belongs D([O, T+ 11, 9b(Rd)); then (3.6) holds for n sufficiently large 
(such that 6,(t) < T+ 1 for t E [0, T]). 
To prove the continuity of x + 1 let (x,), E A be a generalized sequence in 
L such that lim,,, x, =x. Let 1 be a bounded subset of 9(R) & Y(Rd). 
By Lemma 6.3 we know there exists 0 c TA < co such that 
(i&, 0) = ITi (x,(t), @,) dt = (22, @) 
0 
for all @ E 1. Therefore ((X,, @)),, A converges to (2, @ ) uniformly in 
@ E I, since so does ((22, @)),, A, by Theorem 3.4. 1 ’ 
The following result gives a sufficient condition for the hypothesis of 
Theorem 6.5. 
PROPOSITION 6.6. Let XE D(R + , F(Rd)) be such that there exists a 
nondecreasing sequence (b,), of positive reals satisfying 
sup b, ’ s )W),4>W- for all 1,4 E Y(R”). n 
Then 2 E (g(R) @ Y(Rd))‘. 
Proof: (5?(R) &I,, Y(Rd))’ is canonically isomorphic to B(CS(R), 
Y(Rd)), the space of all continuous bilinear forms on g(R) x Y(Rd) [29]. 
Hence it suffices to show that the mapping 
(f, 4) + W 4) = Iom (x(t), 4) f(t) dt 
belongs to @g(R), Y(Rd)). Define G: Y’(Rd) -+ F(R) by G(4)(f) = 
G(f, 4). A necessary and sufficient condition for G E B(CS(R), Y(R”)) is that 
there exist a neighborhood U of 0 in Y(R”) such that A z {G(b), 4 E U} is 
equicontinuous in W(R). Since g(R) is barrelled, A is equicontinuous if 
and only if it is weakly bounded, i.e., suptEA ) (r, f)/ < 00 for each 
fe g(R). Define 
KEY: IX 1(x(t), d)I dt<b, for all II 
0 
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We will show that U is a neighborhood of 0 in Y(R’). Since Y(R’) is 
barrelled, it suflices to prove that U is a barrel. It is trivial that U is balan- 
ced and convex. That U is closed follows by Fatou’s lemma and the fact 
that 9’(Rd) is a Frechet space. To prove that U is absorbing we must show 
that given (4 E 9’(Rd) there exists As > 0 such that p - ‘4 E Y for each p E R 
such that 1~) > A,. It is clear that 
&=suph,‘~’ 1(-u(t), d)l dt 
n 0 
works. Finally, for f E 9(R), 
su~l(5,f)l=su~ so; (x(t),Q>f(f)dt <a 
<EA )EU 0 
since f has compact support and by definition of U. m 
EXAMPLE. Let X be a process in D(R + , Y’b(R”)) for some p. Then R is 
a random variable in (9(R) 6 Y’(Rd))‘. Indeed, for each trajectory x of X, 
s:’ 1(x(t), d>I dt < ll4ll, s:’ lbill p & 
and therefore the condition of Proposition 6.6 is satisfied with h,, = 
j;; llx(~)ll --p dt. 
In order to prove a general continuity theorem we will take a space of 
distributions slightly larger than (9(R) 8 Y(Rd))‘, namely, the bor- 
nological dual (9(R) 9 ,4”(Rd)) x [IS]; this is the space of linear 
functionals on 9(R) 6 Y(Rd) which transform bounded sets of 
.9(R) 6 Y( Rd) into bounded sets of scalars. (9(R) 6 Y(Rd)) x coincides 
with (9(R) @ Y(R”))‘, defined in Section 8, and it can also be identified 
with the space of linear functionals on 9(R) 6 9’(Rd) that are sequentially 
continuous. Moreover, (9(R) @ Y(Rd))’ is nuclear (Section 8). 
THEOREM 6.8. The mapping x -+ .? defined by (6.1) is continuous from 
D(R + , 9”(Rd)) into (9(R) @ 9’(Rd)) x. 
Proof: Let x E D(R + , .4”‘(Rd)) and let (@,), be a sequence converging 
to 0 in 9(R) @ 9’(Rd). Since the set { @‘,}n is bounded in 9(-R) &I Y(Rd), 
by Lemma 6.3 there exists 0 < T < co such that (2, Qp,) = ( ZT, Q,, ) for all 
n, where IT is given by (6.2). But lim,, ,(a’, @,> = 0, as in the proof of 
Theorem 3.4 Hence 1 E (9(R) 6 9’(Rd)) x. Continuity of x -+ i follows 
from the proof of Theorem 6.5. 1 
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THEOREM 6.9. The mapping x -+ 1 defined by (6.1) is continuous from 
D(R + , .4”‘(Rd)) into W(Rd+ ‘). 
ProojI 2 is well defined on G3(Rd+‘) since functions in this space have 
compact supports. As in the proof of Theorem 6.5 x -+ Z.T is continuous 
from D(R + , Y’(Rd)) into Y’(Rd+‘), and hence into W(Rd+‘), for each 
0~ T< co. Now, lim T-,4)(~T, CD> = (2, @) for each @E$!~(R’+‘), and 
therefore .? E g’( R d+‘) by the Banach-Steinhaus theorem, since g( Rd+ ‘) is 
barrelled. 
Let (x,LA be a generalized sequence in D(R + , Y’(Rd)) such that 
lim LZEA x,=x. Since g(Rd+‘) is a Monte1 space, lim,, A R, =.E follows 
from limaGA(Za, @)= (2, @) for each @E$S(R~+I); but (a,, @) = 
(.Cz, 0) for some O< T< co and all ~1. 1 
Remarks. (1) Theorem 6.9 is also a corollary of Theorem 6.8 because 
(g(R) & Y(Rd))x c g’(Rd+’ ); this follows from the characterization of 
(g(R) @ .4”(Rd))” in Section 8 and the fact that S(Rd+‘) is bornological 
[25]. Moreover, the barrelledness or the bornological property of $B(Rdf ‘) 
is unnecessary because convergent sequences in S3(Rd+ ‘) have supports in 
a fixed compact set. (2) The results of this section show that if 2 is the 
smallest nuclear space of distributions such that in the spatial coordinates 
the test functions are in Y(Rd) and the mapping x + 2 of D(R_+ , Y’(Rd)) 
into X is continuous, then (g(R) 6 ,4”(Rd))’ 5 Y? c (g(R) @ Y(Rd)) x. 
7. THE CONVERGENCE THEOREM 
THEOREM 7.1. Let X,, n = 1,2 ,..., be processes in C(R + , Y(Rd)) or 
D(R+ , Y’(Rd)). Suppose that (1) {X,,}, is tight, and (2) f” converges 
weakly in (g(R) & Y(Rd))‘, (g(R) @ Y(Rd))x, or W(Rd+‘). Then there 
is a unique Y’(Rd)-valued X such that X, a-3’. 
The proof is done by the standard argument, using the continuity 
theorems in Section 6, and noting that Proposition 4.1 holds with R + in 
place of [0, T] (in this case the assumption of continuity at the right 
endpoint is void). 
It is clear that Ito’s example given in Section 4 can now be treated using 
i defined by (6.1). 
8. THE NUCLEARITY OF THE DISTRIBUTION SPACES 
We recall that the reason we want nuclear spaces of distributions is the 
applicability of Levy’s continuity theorem [3]. 
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The nuclearity of Y’(@+ ’ ) and Y(Rd+ ’ ) is well known [29]. We will 
prove here the nuclearity of (a(R) @ Y(P))’ and (g(R) 6 Y(P))‘. 
g(R) @ Y(Rd) denotes the completion of g(R)@Y(@) for the induc- 
tive tensor topology, and (g(R) @ Y(F’))’ is the space of all separately 
continuous bilinear forms on g(R) x Y(Rd) [ 14, Chapter I]. 
The bornological dual (s(R) @ Y(Rd)) x coincides with (g(R) @ 
Y’(F’).J. This can be deduced from the fact that the bounded sets of 
g(R) 0 Y(Rd) and of g(R) @ Y(Rd) are the same and their induced 
topologies coincide. This in turn comes from the facts that a bounded set of 
g(R) 6 Y(Rd) is contained in 5Q(R) 6 P’(Rd) for some compact Kc R, 
where S#JR) is the subset of g(R) of functions with support contained in 
K (this follows from Lemmas 5.1 and 5.2), and that S&(R) 6 Y(Rd) = 
C&(R) @ Y(R”) (see [26, Exposi: No. 10; 14, Chap. II]). Using these 
results it can be shown that (LB(R) @ Y(Rd))’ coincides also with the set of 
all linear functionals on LB(R) 6 Y(Rd) that are sequentially continuous. 
(g(R) @ Y(Rd))’ is nuclear, as it is the dual of an (29) nuclear space 
[26, Expost: No. IS]. Moreover, this space is complete, as the strong dual 
of an (99) space [7]. 
We will now prove that (LB(R) @,, P’(Rd))’ is nuclear. 
(g(R) &I~,~“(R~))‘zB(~(R), 4”(Rd)), this being the space of all con- 
tinuous bilinear forms on g(R) x Y(Rd) [29]. By Lemma 9 in Chapter II 
of [ 141 &LB(R), Y(Rd)) is a subspace of B’(R) @ Y’( Rd). Moreover, by 
the same lemma, since g(R) and Y(F’) are complete and reflexive, the 
strong topology of B(g(R), Y(Rd)) is identical to the topology induced on 
it by g’(R) @ P”(J?‘). Since a subspace of a nuclear space is nuclear, to 
prove the nuclearity of (g(R) 6 Y(Rd))’ it suffices to prove that 
L@‘(R) @ Y’(Rd) is nuclear. This will follow from part 4 of Theorem 9 in 
Chapter II of [ 141 by taking E = Y’(Rd) and F = $3’(R). Then E is a (9’9 ) 
space, nuclear and complete. To apply the theorem we must prove that 
every weakly compact subset of F’ is equicontinuous. Since g(R) is 
reflexive, F’ = g(R). Let A be a weakly compact subset of B(R). Then A is 
weakly bounded, and hence bounded, by Mackey’s theorem [25], because 
58(R) is reflexive. By definition of the strong topology the polar A0 is a 
neighborhood of 0 in W(R). Hence A is equicontinuous. 
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