Abstract. We explain a way to establish the relative trace identity through comparison of global distributions, instead of through comparing local orbital integrals.
Introduction
An important method in number theory and Langlands program is the theory of the trace formula. Let F be a number field, A its adele ring. We use v to denote a place of F . Let G be a reductive group. In studying the trace formula, one considers a distribution of the following type: for f ∈ S(G(A)) (the space of Schwartz functions on G(A)), let I G (f : H 1 , χ 1 , H 2 , χ 2 ) =
H1(F )\H1(A) H2(F )\H2(A)
K f (h 1 , h 2 )χ 1 (h 1 )χ 2 (h 2 )dh 1 dh 2 .
(1)
Here H 1 , H 2 are two closed subgroups of G, χ i (i = 1, 2) is a character (or an automorphic form) on H i (A), and K f (x, y) is the kernel function for the representation ρ(f ) acting on L 2 (G(F )\G(A)); more explicitly
The distribution I G is a relative trace formula; the usual trace formula can be shown as a special case of this distribution. Let G and G be two reductive groups. Assume there is a homomorphism between the L−groups of G and G . A relative trace identity is a relation between the two distributions (1) on G and G . Explicitly, we say there is relative trace identity
if the following is true: (a) There exists maps v between sufficiently large subsets of S(G v ) and S(G v ) for all places v of F , (b) There is a finite set S 0 of bad places, such that for any S a finite set of places containing S 0 , we have for any f = ⊗ v∈S f v ⊗ v ∈S f v with f v ∈ S(G v ) when v ∈ S and f v a Hecke function when v ∈ S, the equation (3) holds for f = ⊗ v∈S v (f v ) ⊗ v ∈S λ v (f v ). Here λ v is the local Hecke algebra homomorphism between G v and G v given by the Satake isomorphism and the homomorphism between the L−groups of G and G .
The readers interested in more background on relative trace formula should consult Jacquet's contribution to this volume. For some applications of the relative trace identities in number theory and Langlands correspondence, see [BM] , [CJ] , [Gu] and [J] .
In this paper we discuss a new method of proving a relative trace identity. We illustrate this method by looking at an example. We consider the case G = SO(n + 1, n) the split special orthogonal group, and G =Sp n the double cover of the symplectic group Sp n . In §2, we define two distributions I G (f : H 1 , χ 1 , H 2 , χ 2 ) and I G (f : H 1 , χ 1 , H 2 , χ 2 ) on the groups. We will prove the relative trace identity between these two distributions using a global method. This identity generalizes an identity considered in [J] .
Let us first recall the usual way of proving a trace identity, which is by comparing orbital integrals. Assume f = ⊗f v , one decomposes the distribution I G (f : H 1 , χ 1 , H 2 , χ 2 ) into sums of orbital integrals:
Here O is the set of representatives of orbits, a subset of G(F ); c(ø) a positive coefficient (equals some volume), and I G,v (f v , ø : H 1 , χ 1 , H 2 , χ 2 ) is the local orbital integral which takes the form:
Similar decomposition holds for I G (f : H 1 , χ 1 , H 2 , χ 2 ):
To prove the identity (3), one shows: 1) there is a bijection ι between the set of orbits O and O ; 2) there is a map v such that for f v = v (f v ), we have an identity of orbital integrals
where ∆ v (ø) is some transfer factor independent of f v , satisfying v ∆ v (ø) = c(ø)/c(ι(ø)); 3) we have the fundamental lemma, i.e. the identity (4) holds for f v = λ(f v ) where v ∈ S 0 and f v is a Hecke function.
It is easy to see that the above three facts together with the orbital integral decompositions imply the relative trace identity (3). This method is developed in many papers, for example [FuSh] , [J] , [MR1] and [MR2] .
The global method involves an introduction of a new distribution, on the group G × G , which we denote I G×G (Φ : H 3 , χ 3 ). We establish separately the relation between I G (f : H 1 , χ 1 , H 2 , χ 2 ) and I G (f : H 1 , χ 1 , H 2 , χ 2 ) with I G×G (Φ : H 3 , χ 3 ). We put together the two relations using a global identity for I G×G (Φ :
This paper is part of ours series of works on connecting the dual pair method and relative trace formula. After some early exploration of examples like in [MR2] , we arrive at a general principle which predicts the relative trace identities for dual pairs G and G . The principle is stated in [MR1] where we conjecture that there is a relative trace identity (3) if over the local places there are G -module isomorphisms
and G−module isomorphisms
Here we use ω ψ [H, χ] to denote the Jacquet module of ω ψ with respect to the group H and character χ. The motivation behind the conjecture is that we can establish a vector space isomorphism
by applying (5) and (6) to the space
The relative trace identity can be considered as a global analogue of the isomorphism (7).
The global method presented here seems to fit the principle better than the local method used in [MR1] . The idea is the introduction of a distribution which can be considered as the global analogue of
The key to the proof is the analogues of the isomorphisms (5) and (6): they are the easily established Propositions 4.1 and 5.1.
We note an interesting feature in the global method, namely it does not require the existence of a map ι matching the orbits {ø} and {ø }. Though in the example we are considering there is a match of orbits ([MR1]), we have found examples where the trace identity holds while there is no match of orbits, (and thus the method of comparing orbital integrals does not apply). We describe such an example.
Consider the case where G = G = Sp 2 be the symplectic group. Let H 1 = H 1 = SL 2 × SL 2 and χ 1 = χ 1 be the trivial character of SL 2 × SL 2 . Let H 2 be the maximal unipotent subgroup of Sp 2
and H 2 be the subgroup of H 2 consisting of the n(0, y, z, v). Let ψ be a nontrivial additive character of A/F ; let χ 2 be the character of H 2 with χ 2 (n(0, y, z, v)) = ψ(v + z); let χ 2 be an automorphic form on H 2 :
With these data, the relative trace identity (3) holds. One can check the relevant orbits do not match in this case. However following the global work of [GRS] , it is not difficult to see the identity holds when
The paper is organized as follows. In Section 2, we define the distributions on G, G and state the main result. In Section 3 we introduce a third distribution on G × G and prove a global identity. In Section 4, we compare the distributions on G and G × G . In Section 5, we compare the distributions on G and G × G . The proof of the trace identity is given in Section 6.
Statement of the result
Let X be a 2n + 1 dimensional space; let e 1 , . . . , e 2n+1 be the standard basis of X ∼ = F 2n+1 , Let SO(n + 1, n) be the special orthogonal group fixing the symmetric bilinear form <, > given by < e i , e j >= 2 when i+j = 2n+2, i = j, < e n+1 , e n+1 >= 1, and < e i , e j >= 0 otherwise. Let V be the subspace of F 2n+1 spanned by {e 1 , . . . , e n−1 , e n+1 }, We define some subgroups of SO(n + 1, n).
Let R be the subgroup of SO(n + 1, n) fixing V :
. . , e n−1 , e n+1 ) = (e 1 , . . . , e n−1 , e n+1 )}. (8) Let N denote the subgroup of upper triangular matrices with unit diagonal in GL n which acts on the n-dimensional space V . Define R the subgroup of SO(n + 1, n):
This is the Bessel group of SO(n + 1, n). The group R is a normal subgroup of R with an isomorphism ρ : R/R ∼ = N given by r → n in equation (9). Let U be the maximal unipotent subgroup of SO(n + 1, n) consisting of the upper triangular matrices with unit diagonal.
Fix ψ a nontrivial additive character of A/F . We define the characters θ on N (A), χ on R(A) and µ on U (A) as follows:
We define the distribution on G as:
Let Y be a 2n dimensional space with a symplectic structure < * , * > , where explicitly with the standard basis f 1 , . . . , f 2n of Y ∼ = F 2n , < f i , f j > = 1 when i + j = 2n + 1 and i ≤ n and 0 when i + j = 2n + 1. Let Sp n be the corresponding symplectic group. Let N be the group of upper triangular matrices in Sp n with unit diagonal. Denote an element in the double cover G of Sp n by (g, ) with g ∈ Sp n and = ±1. If H is a subgroup of Sp n (A) where the covering splits, we will consider h ∈ H as an element in G through the splitting. In particular, the group N can be considered as a subgroup of G via the embedding n → (n, 1), n ∈ N . Define a character θ of N by
where n = (n i,j ) ∈ N . We define a distribution on G :
Our main result is:
such that there is a relative trace identity (in the sense of (3)):
A global identity
To prove the Theorem, we introduce another distribution. Let Z = X ⊗ Y be a 2n(2n + 1) dimensional space, then Z inherits a symplectic structure:
Let Sp n(2n+1) be the corresponding symplectic group. Recall that G and G consist of a dual pair inside the metaplectic groupG =Sp n(2n+1) . We will denote by (g, g ) the image of g ∈ G and g ∈ G .
Associated to ψ is a Weil representation ω ψ ofG, [W] . Choose a maximal isotropic subspace Z + of Z, the Weil representation acts on the space S(Z + ) of Schwartz functions on Z + . For Φ ∈ S(Z + (A)), define the Theta function:
We now define the distribution
This definition depends on our choice of the maximal isotropic subspace Z + . Given any two choices Z 
where Φ ∈ S(Z + 2 ), and Φ (w ; (we use also the fact that the covering splits over Sp n(2n+1) (F ) to consider w 0 as an element inG(A)).
The following simple global identity is the key in our proof of Theorem 2.1: 
Proof. We only need to show Θ
Using the fact that the Theta function is automorphic, (which follows from the Poisson summation formula), we get:
Two obvious choices of Z + are:
where X + is the maximal isotropic subspace of X spanned by {e 1 , . . . , e n } and X 0 is the one dimensional subspace generated by e n+1 . We will use the choice Z + 1 when comparing IG(Φ : U × N , µ × (θ ) −1 ) with the distribution on G, and use the choice Z + 2 when comparing it with the distribution on G . We remark that IG(Φ : U × N , µ × (θ ) −1 ) can be considered as a relative trace formula on G × G . Consider the relative trace formula on G × G :
where the first integral is over G × G (F )\G × G (A), and the second over
Comparison with I G (f : R, χ, U, µ)
We identify Z + 1 = X ⊗ Y + with M 2n+1,n the space of (2n + 1) × n matrices. The action of ω ψ on S(M 2n+1,n ) restricted to G × G can be described as follows:
Here g ∈ G, h ∈ GL n , σ l is the matrix in GL l with 1's on anti-diagonal and 0's elsewhere; h * = σ t n h −1 σ n ;
γ(a, ψ) denotes the Weil constant, and for A = [A 1 , A 2 ] ∈ M 2n+1,n , where
The distribution IG(Φ : U × N , µ × (θ ) −1 ) equals:
Let E 1 ∈ M 2n+1,n be the matrix [e 1 , . . . , e n−1 , e n+1 ].
Proposition 4.1. With suitable choice of the measure, when for g ∈ G(A)
we have
Proof. Let S be the variety of A = [A 1 , . . . , A n ] ∈ M 2n+1,n (F ) with < A i , A j >= 0 for all 1 ≤ i, j ≤ n except < A n , A n >= 1, and with A being of rank n.
Proof. If the value of < A i , A j > is not as prescribed above, then the integration over the unipotent radical of the Siegel parabolic N U of Sp n (which is a normal subgroup of N ) would vanish by formula (24). If A is not of the maximal rank, then there is a n = n 1 n * 1 ∈ N (A) with θ (n) = 1 and An 1 = A; from formula (22), the integral vanishes.
From the Witt's Theorem, the map g → A g = g −1 E 1 gives a bijection between R (F )\G(F ) and the variety S. From the above Lemma, we get the left hand side of (29) equals:
Lemma 4.3. With suitable choice of the measure, the expression (30) equals
Proof. We first integrate out the unipotent radical of the Siegel parabolic subgroup N U of Sp n in (30). From (24), the integration yields a factor which equals the volume of N U (F )\N U (A); with suitable measure, this volume equals 1. As N U \N ∼ = N , from (22) the expression (30) equals:
Recall there is an isomorphism ρ : R \R ∼ = N . It is easy to verify that rE 1 = E 1 n when ρ(r) = n, thus A h n = h −1 rE 1 . Also clear is that χ(r) = θ −1 (ρ(r)). From (22) we get (32) equals:
A standard unwinding of the summation and integration gives the Lemma.
On the other hand from (2), the right hand side of (29) equals
Thus the Proposition 4.1 follows from (31) and (34).
It follows immediately from Proposition 4.1, (13) and (27) that:
Proposition 4.4. When Φ and f satisfy (28), we have IG(Φ :
Comparison with
We use the maximal isotropic subspace Z
We will write an element in this space as (A, B) where A ∈ M 2n,n and B ∈ F n . Use ω ψ to denote the Weil representation ofG acting on S(Z + 2 ). We will use the following formulas on this action:
the second ω ψ being the Weil representation of G acting on S(Y + ). Let U 1 , U 2 , U 3 be subgroups of U consisting respectively of
Here in the definition of u 2 (v), we understand v as a vector in F n . Then U 3 and U 2 U 3 are normal subgroups of U . The action of U on S(Z + 2 ) can be described as follows:
We only need to know the value of ω ψ (u 2 (v), 1)Φ ⊗ Φ 0 (A, B) for some special choice of A:
where
Let E 2 = (A 0 , B 0 ) with B 0 = e n ∈ F n . Recall N U is the unipotent radical of the Siegel parabolic subgroup of Sp n .
Proposition 5.1. With suitable choice of the measure, when for g ∈ G (A)
Proof. Let S be the variety of A = [A 1 , . . . , A n ] ∈ M 2n,n (F ) with < A i , A j > = 0 for all 1 ≤ i, j ≤ n and with A being of rank n. Similar to Lemma 4.2, using (37) and (36) we get
Thus from Witt's Theorem, there is a bijection from N U (F )\Sp n (F ) to S given by h → h −1 A 0 ; the left hand side of (41) becomes:
From Lemma 2 of [Fu] , this expression equals:
From (38), we see
Thus the left hand side of (41) equals:
Integrating over the normal subgroup U 2 U 3 gives a factor which equals the volume of U 2 U 3 (F )\U 2 U 3 (A); with suitable choice of measure, this volume equals 1. As (U 2 U 3 \U ) ∼ = U 1 ∼ = N , from (36) we get (44) equals:
Here we used the fact µ(u 1 (n)) = θ(n).
Since A 0 n = n n * A 0 , from (35), we see (45) equals:
As θ ( n n * ) = θ(n) and N ∼ = N U \N , we can unwind the above sum and integral to get
On the other hand, from (2) the right hand side of (41) equals:
The Proposition 5.1 follows from comparing (47) and (48).
It follows immediately from Proposition 5.1, (15) and (39) that:
Proof of the result
We first show how to define the map v that associates to each
We remark that this statement is rather easy to prove; the above equation determines the function Φ v on the closed variety S(F v ), we extend it to a function on Z + 1 (F v ), (and that is the reason for the restriction
We remark that this statement is again easy to prove: the left hand side of (50) gives an N −equivariant function that is a Schwartz function on N \G , thus the existence off v . We will define v (f v ) through this association The proof of the identities in this case can be done by direct computation. For example both sides of (52) gives left N equivariant and right K invariant functions, (here K is the maximal compact subgroup of G ); from Iwasawa decomposition, we only need to check the two functions equal over the diagonal elements. A simple computation shows both functions vanish over diagonal elements not in K and equals 1 over identity. The detail of the proof is given in Lemmas 7.3 and 7.2 in [MR1] .
Over almost all places, w 0 is an integral matrix; we have v (Φ 0,v ) = Φ 0,v . The last statement of the Proposition is just another statement of the unramified Howe duality, see [H] , [R] , [Wa] .
We are now ready to prove Theorem 2.1. 
