§1. Introduction
Subsystems of any type of system, from biological to engineering, inevitably become coordinated. In biological systems, many kinds of rhythms have been observed, e.g. heart beating. These rhythms are believed to coordinate cell processes. Two questions arise: How are these rhythms produced, and how are they used for coordination? The synchronization of rhythms should play an important role in this coordination. Synchronization, which is known as "clocking" in electronics, is also essential in electrical circuit design.
Synchronization phenomena have been found in many biological systems, such as in the neurons of the visual cortex of cats, 1) the flashing of fireflies, 2), 3) cell-division cycle, 4) and circadian rhythms. 5) The study of signal synchronization started in the 17th century when Huygens observed the synchronization of two clocks on a wall. 6) Synchronization has since been investigated extensively. 7), 8) In neural science, significant progress has been made in the understanding of synchronization over the past several decades. 9) Recent extensive implementations of large networks of spiking neurons using very large-scale integrated (VLSI) technology are advancing our understanding of neural networks. 10) Nonetheless, a fundamental question remains unanswered: Do neurons communicate using a rate code or a pulse code? 11), 12), * )
The oscillatory production of intracellular cyclic adenosine 3',5'-monophosphate (cAMP) has been observed in unicellular amoebae called Dictyostelium discoideum, 13) , 14) and the synchronization of cAMP production cycles between Dic-tyostelium amoebae has been investigated. 15), 16) I proposed a theory that explains the synchronization of cAMP production between spatially distributed Dictyostelium amoebae. 17) In that theory, synchronization is explained by introducing the fundamental characteristic of the cAMP receptor. Assuming that such a receptor is the key to achieving synchronization, I described the fundamental concept of a receptor mathematically so that this concept can be applied systematically even to non-biological nonlinear oscillator systems. 18) In contrast to other schemes, this scheme does not require approximations such as phase-coupled model, 19) , 20) localcoupling, 21) or global-coupling (in which each oscillator is coupled with all others with equal strength. Due to the difference of starting equations, this approximation still requires solving differential equations in the spatial variables.) 22), 23) to achieve synchronization between spatially distributed limit cycle oscillators.
In this paper, I simplify my previously proposed mathematical scheme up to the point that there is just one coupling parameter γ, by assuming that the characteristic length of the diffusion is sufficiently larger than the system size and the intracellular production rate is much larger than the leakage rate. The coupling parameter γ controls how quickly global synchronization of limit cycle oscillators can be achieved. Applying this simplified scheme to a multiple van der Pol oscillator system, 7) I demonstrate analytically for γ 1 and numerically for all γ that x and ω j are the amplitude and the natural frequency of the j-th oscillator respectively. This explains why oscillators with higher natural frequencies maintain larger amplitudes in the synchronized state, which was previously observed for a system of 100 coupled van der Pol oscillators. 18) The finding x amp j ∝ ω 2 j may also explain why a phase-locked loop (PLL), 24) a common tool in electronics for achieving synchronization, cannot easily create synchronization when two natural frequencies are very different. The problem may be that in the application of a PLL, amplitudes are assumed not to change and this condition itself may have been preventing synchronization. Furthermore, in the case that the natural frequency of every oscillator is the same, it is analytically shown that the amplitude in the synchronized state becomes that of a single oscillator times 1/ (1 + Nγ). This explains the observation that increasing N , the total number of oscillators, yields a decrease in amplitude. §2.
Derivation of limit cycle equations
In the receptor-product coupling scheme (Fig. 1) , the intracellular product P in j in the j-th cell couples with the corresponding receptor R j according to
and
These equations constitute an individual limit cycle oscillator. (Any functional forms of F and G can be chosen, as long as they yield a limit cycle oscillator. For example, and R j , where R j is a receptor, P in j is the intracellular product, P out j is the product in the extracellular domain at the position of the j-th cell, k t is the transfer rate of P in j into the extracellular domain, and γ is the sensitivity of the receptor.
in predator-prey systems we regard P and R as the predator population and the prey population, respectively, and the cell j is considered the domain j. Then various kinds of functional forms of F and G 25) can be used. However, note that the wellknown Lotka-Volterra system 25) as a predator-prey model does not constitute a limit cycle oscillator and cannot achieve global synchronization.) This oscillator is then modified so that a part of P in j is transported outside of the cell at rate k t and diffuses spatially. Thus, receptor R j couples not only with P in j , but also with P out (a product in the extracellular domain) at the j-th cell. The sensitivity of the receptor to P out is denoted by γ. With these considerations, Eq. (1) is rewritten as
In general, P out j ≡ P out (r j , t) is determined by the reaction-diffusion equation. But if the characteristic length of the diffusion is sufficiently larger than the system size, the product k t P in l leaked from the l-th cell diffuses equally to every cell. We can thus assume that
However, because γ itself is an arbitrary positive number, the relations
can be derived without loss of generality. As a final step, I assume that the intracellular production rate is much larger than the leakage rate, i.e., the condition |F j | k t P in j is satisfied. Then, reading γk t as a redefined γ, the equations
can be obtained, * ) where P in j is read as P j . Note that above simplification was made in order to allow easier practical application by reducing the number of parameters involved. Note also that
when γ 1, and Eq. (4) To confirm the validity of this simplified scheme, I used the van der Pol equation
where ω j is the natural frequency of the j-th oscillator and is the parameter that controls the degree of nonlinearity. Electric circuits (see Appendix A) described by such equations are well known and play important roles in modern electronics. Using dx j /dt = y j , Eq. (5) can be rewritten as
There are now two possibilities, depending on whether (P j , R j ) becomes (x j , y j ) (Case I) and (y j , x j ) (Case II). Case I:
Case II:
However, after the completion of this manuscript, it was found that this is not a necessary condition for synchronization and that synchronization can be achieved even when the values of γ j are different.
In Case I, Eq. (4) becomes
where
Equation (9) can also be written as a closed equation:
In Case II, Eq. (4) becomes
The fact that there are two such cases implies that there are two ways to connect many van der Pol electric circuits to achieve global synchronization. (Although the current scheme assumes global coupling between every electric circuit, electric circuit simulations have confirmed that a connection between only neighboring circuits is sufficient to achieve global synchronization.) Generally, it is not an easy task to prove analytically how synchronization can be achieved even if there is only one coupling parameter. However, when γ 1 and (γX 0 ) 2 1 in Case I, where X 0 = N l=1 x l , the following relationship can be derived:
Equation (12) numerical experiments, including those in the case of Fig. 2(a) , indicate that these conditions are not needed for synchronization, although this has not been proven analytically. In particular, when ω 1 = ω 2 = · · · = ω N = ω, one can derive several analytic relationships in the synchronized state by using
In Case I, the amplitudes of x j and y j in the synchronized state become those of an isolated oscillator times 1/α, where Fig. 2] , and the natural frequency becomes √ α ω. In Case II, the amplitude of y j in the synchronized state becomes that of an isolated oscillator times 1/α, while the amplitude of x j is unchanged, and the natural frequency becomes √ α ω. Figure 3 shows the synchronization of two van der Pol oscillators with different natural frequencies (see Appendix C). that the amplitudes of the oscillators having the same natural frequency are now identical. Various numerical simulations, including those described above, provide empirical evidence that the natural frequency of the synchronized state is ω s =
in both cases when
. Two other relationships for x j and y j were also found empirically: Fig. 4 (b) ), and y j /ω 2 j ∼ y s /ω 2 s in Case II, where x s and y s are x and dx/dt of a single oscillator with ω = ω s . It should be noted that the amplitude of x s is approximately 2.0 and varies very slightly with the natural frequency. Figure 5 shows the global synchronization among 100 van der Pol oscillators using Eqs. (9) and (11), where it was assumed that the distribution of natural frequencies ω j is Gaussian with average natural frequency 1.0 and standard deviation 0.07. This natural frequency distribution was used to demonstrate the robustness of global synchronization. Such a robustness of the global synchronization is necessary when the current scheme is applied to electronics. This is because it is nearly impossible to continuously produce electric circuits that are exactly the same, and some variation in natural frequencies is inevitable. (The initial conditions for x j (0) and dx j (0) /dt were prepared by again using a Gaussian distribution, in this case with zero average and a standard deviation of 1.0.) Similarly to the case with 100 identical oscillators, the amplitude of x j in the synchronized state was around 2.0/α = 2.0/(1 + 0.01 * 100) ∼ 1.0 for γ = 0.01 and around 2.0/α = 2.0/(1 + 0.5 * 100) ∼ 0.04 for γ = 0.5, as shown in Fig. 5(a) . §5. Discussion
The receptor-product coupling scheme was simplified up to the point that there was only one coupling parameter between limit cycle oscillators. This parameter, γ, controls how quickly synchronization can be achieved. The conditions γ 1 and (γX 0 ) 2 1 were used for the derivation of Eq. (12). However, extensive numerical calculations showed that this condition is not necessary for synchronization, and synchronization was achieved even when γ < 1 (see Figs. 2(a) and 5). Digital-toanalog (DA) conversion has been observed previously, 18) but in that study, it was not clear how the DA conversion was achieved. The current simplified scheme clarifies this DA conversion, that is, the reason that oscillators with higher natural frequencies possess larger amplitudes in the synchronized state. In the DA conversion presented in Fig. 10 The present scheme has also been applied to the non-trivial limit cycle oscillator given by Eq. (10.10), predator-prey models with a limit cycle given by Eqs. (3.18) and (6.20) , and the Brusselator reaction (see p. 175) in "Mathematical Biology" by J. D. Murray. 25) When some Dictyostelium amoebae are killed within a group, the extracellular cAMP density falls. This decrease is then detected by the receptors of other amoebae, and these amoebae automatically increase their intracellular cAMP production. This happens because the cAMP receptors are not desensitized without a further increase in intracellular cAMP production when the extracellular density of cAMP drops. As a consequence, the amount of cAMP leaking into the extracellular medium also increases, and thus the previous extracellular cAMP density can be more or less recovered. (Note that this robustness of cAMP production is guaranteed only when individual cell behaves as a limit cycle oscillator of cAMP production. Experimentally, it is not clear yet whether a single cell can sustain oscillatory production of cAMP or there is a critical number of cells required for such sustenance of oscillatory production of cAMP. In any case, the receptor-product coupling scheme can be used to describe both cases by choosing appropriate values of k t .) This kind of action was also observed in Case I. Suppose there are N identical oscillators in a group. Then the amplitude in the synchronized state is x (N − 1) γ] . Thus, the amplitude increases. Similarly, for multiple van der Pol oscillator systems, with an increase in the number of oscillators, the amplitude of the synchronized oscillation decreased [see Fig. 5(a) ], and the frequency of the synchronized state increases. This characteristic is consistent with that of the Dictyostelium amoebae [see Fig. 7 in Ref. 12)] . However, the observation of characteristics common to the van der Pol oscillator system and Dictyostelium amoebae does not necessarily imply similar results in other kind of limit cycle oscillator system.
In simulating biological phenomena, the van der Pol equation has the limitation that the centers of oscillation and amplitude are not controllable. This limitation is especially serious when one considers the density of a chemical. Any density must be nonnegative, but the variable x in Eq. (5) can become negative. To remedy this problem, I generalized Eq. (5) as
By choosing proper values for a, b and x c , we can simulate biological problems using this generalized van der Pol equation including spike generation. 26) The parameter x c controls the onset of the spike generation. The van der Pol equation and Eq. (13) are not sophisticated enough to replace realistic biological model equations. However, comparison between the Dictyostelium system and the coupled van der Pol oscillator system can help our intuitive understanding of complex biological phenomena and help engineering applications. The present scheme has potential for application to electronics. In electronics, a phase-locked loop (PLL) 24) is commonly used for synchronization. However, synchronization is possible only when ω 1 /ω 2 ∼ 1. The current scheme enables synchronization even when ω 1 /ω 2 = 100 [see Fig. 3(c) ]. The fact that oscillators with higher natural frequencies possess larger amplitudes in the synchronized state may explain why the PLL has difficulty with synchronization when the condition ω 1 /ω 2 ∼ 1 is not satisfied. Specifically, in the PLL, amplitudes are assumed not to change, and such a condition itself may have been preventing synchronization. In van der Pol electric circuits (see Appendix A), the electric current and the time derivative of the electric current can play the roles of the cAMP density and the receptor, respectively. Using the concept of biological receptors, we can connect multiple van der Pol electric circuits with an appropriate combination of capacitors and inductors on the basis of Eq. (10) or Eq. (11). With such systems, electric circuit simulations have confirmed the global synchronization of the electric current even in the case that some of electric circuits have been destroyed, as long as one connection is maintained between neighboring electric circuits in the surviving system.
Since the delay for synchronization appears as a form of signal propagation between oscillators (cells), similarly to neural systems, 12) we can build electric circuits based on the present scheme for a signal propagation study to investigate whether neurons communicate by rate codes or by pulse codes. 11) Another interesting fu-ture task is to study how the aggregation strategy of Dictyostelium amoebae can be mathematically simplified for the description of robust pattern formation in general. Note that with an increase in the number of cells, the amplitude of the synchronized intracellular cAMP production decreases. This means that smaller clusters of amoebae can be broken more easily than larger clusters, due to larger disturbances by chemotaxis. Such a strategy for aggregation is apparently more efficient than the annealing method used for crystal growth. In this context, I am studying the aggregation problem using Eqs. (2) and (13) for the intracellular equations together with the cellular interaction and chemotaxis. 17) In that study, the previously observed robust aggregation of Dictyostelium amoebae is successfully modeled. I will report the details of this study in the near future.
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Appendix A van der Pol Electric Circuit
For the situation described by Fig. 6 , the Kirchhoff's voltage law 27) gives
where R (I) = −r 0 + r 2 I 2 (r 0 and r 2 are positive) is called the negative resistance, I is the electric current, L is the inductance, and C is the capacitance. Taking the time derivative of Eq. (A·1), we obtain
Using the change of variables = r 0 /L, I = r 0 /3r 2 x, ω = 1/ √ LC, the van der Pol equation
can be derived. 
Appendix B A Detailed Comparison between the Present Scheme and Other Models
In general, the differential equation for N coupled oscillators 25) can be expressed as
Here we only consider those cases in which the vector variable x j satisfies the following equation describing a limit cycle oscillator:
Without loss of generality, Eq. (B·1) can be rewritten as
where c is a vector of coupling parameters and
If one prefers to treat amplitudes (r j ) and phases (θ j ) separately, Eq. (B·3) can be further rewritten as a pair of phase-amplitude equations:
Up to this point, no approximation has been applied. In cases of weak coupling, there are two kinds of approaches. One is that of the linear-coupling model, 28), 29) with
where only a small deviation in amplitude from the uncoupled state is assumed and g jk are coupling constants. Equations of (B·4a) and (B·4b) take the form of Eq. (B·5). The other approach is that of the phase-coupling model 19), 20) with 6) where no amplitude variation is assumed and
There is also a model 30), 31) in which indirect coupling via a surrounding medium is assumed. This model is a generalization of Eq. (B·3) and takes the form
where x 0 represents the state of the surrounding medium. The receptor-product coupling scheme 18) also assumes indirect coupling via a surrounding medium. Here, however, rather than Eq. (B·7), a biological receptor concept is adopted. Usually some functional form of g is assumed to simplify the coupling between oscillators in both weak and strong coupling regimes. 22), 23), 21) In the receptor-product coupling scheme, however, it is determined how oscillators should be coupled together to achieve global synchronization without such a g. This has been tested in the cases of the van der Pol oscillator, non-trivial limit cycle oscillator given by Eq. (10.10), predator-prey models with a limit cycle given by Eq. Under certain conditions, the phenomenon called "oscillator death" 32), 29) has been observed. In this phenomenon the oscillation disappears and a state becomes stable. The effect of coupling on systems near a Hopf bifurcation has also been investigated. A similar phenomenon also appears in the receptor-product coupling scheme. However, the oscillation never completely disappears in the present scheme unless the coupling constant γ is infinite or the number of oscillators N is infinite. Therefore, the present scheme should be regarded as only indicating a way to construct global limit cycle states from individual limit-cycle oscillators.
Appendix C
Algorithms for Solving Eqs. (9) and (11) To guarantee the accuracy of numerical solutions of Eqs. (9) and (11) for ω i /ω j 1, they must be treated carefully. Equations (9) and (11) with the initial condition f (−∞) = 0, where 0 is a zero vector. Taking t → t + ∆t and splitting the integration domain into two, the following recursive relation can 
