For distributed systems, i.e. large networked complex systems, there is a drastic difference between a local view and knowledge of the system, and its global view. Distributed systems have local state and time, hut do not possess global state and time in the usual sense. In this paper, motivated by the monitoring of distributed systems and in particular of telecommunications networks, we develop Markov nets as an extension of Markov chains and hidden Markov models (HMM) for distributed and concurrent systems. By a concurrent system, we mean a system in which compcnents may evolve independently, with sparse synchrcnizations. We follow a sc-called true concurrency a p proach, in which neither global state nor global linear time are available. Instead, we use only local states in combination with a partial order model of time. Our basic mathematical tool is that of Petri net unfoldings.
tions network, we develop an extension of stochastic automata, Markov chains, and hidden Markov models (HMM) for distributed systems. HMM'S are the simplest useful model of a stochastic dynamical system. It has proved useful in many areas of pattern recognition and in particular in speech recognition. It has been considered by some authors for the diagnosis of discrete event systems, when models of random nature were regarded as useful.
The main issue is to understand how automata can be generalized to distributed systems. Concurrent automata is a first candidate model of finite state machines sitting on different nodes of a network. Each local automaton possesses its own usual time, which drives its successive transitions. Explicit synchroniza tion actions can relate together synchronizing events from different local automata. Hence events from different local automata are only partially ordered. A natural idea consists in equipping concurrent automata with probabilities, as a candidate generalization of stochastic automata to distributed systems. This has already been considered for performance evaluation models, by randomizing the idle periods of each automaton; this amounts to performing a randomized choice for the interleaving of the moves of the two automata. But this approach re-introduces parasitic coupling via the global modeling of the idle periods, that is, global time and state! To overcome this difficulty, we propose an alternative approach in which time is only partially, not totally ordered, and states are Ictal, not global. A natural model for this is that of safe Petri nets, in which such a partial order view of time is built in and states are local.
These are introduced in Section 2, where we also discuss the associated structure of runs, using swcalled net unfoldings. Section 3 is the core of our contribution. We show how to naturally equip Petri nets with probabilities, in a way compatible with their partial order semantics. In that section, we further develop and extend the framework first introduced in [Z] , and i n t r e duce so-called Markov nets, a probabilistic extension of Petri nets in which both states and the progress of time are local. Markov nets also have the nice property that, informally said, concurrent choices are stochastically independent. We show that Markov nets enjoy some special kind of Markov property, which appears as the right extension of the strong Markov property for classical HMM'S or Markov chains. Due to lack of space, proofs, bibliographical discussion and some other important aspects are omitted, and the reader is referred for them to the extended version of this paper [l] . We only mention the work [15] , which is closest to ours, but is motivated by the modelling of randomized distributed algorithms, equipped with a coin flip construct.
2 Petri nets and unfoldings, as partial order models of distributed systems 2.1 From concurrent automata to partial order models and Petri nets Our starting point is the notion of concurrent automata. An automaton possesses a finite set of states and a finite set of transitions. Tkansitions move from state to state by emitting a label. Concurrent automata have private sets of states, but can share labels. Two automata can interleave transitions by emitting a private label, or they can synchronize on performing, simultaneously, a transition with identical label. This is illustrated on the figure below, where we show a run for a pair (A', A") of concurrent automata:
States are represented by circles (with their names, primed and double primed for the first and second automaton, respectively) and transitions are shown as rectangles (their labels are omitted). Dashed arrows and rectangles depict "silent" transitions, in which the considered automaton does not change its state and emits nothing (these fake transitions have only the purpose of letting the other automaton progress). Solid arrows ones depict effective transitions in which some move is performed and a label is emitted. A long rectangle indicates a synchronizing transition. Between their synchronizing transitions, the two components evolve independently and concurrently, and therefore it is advisable not to distinguish between the above run and the following one :
as these differ only in the way concurrent transitions interleave, and interleavings are global, not local in nature (cf. our discussion in the introduction). This defines, informally, an equivalence relation. Therefore, in randomizing runs of automata, one should rather randomize equivalence classes modulo the above equivalence relation, not the runs themselves.
Hence the following alternative picture, for the runs of our concurrent automata, should be preferred instead : n In this picture, transitions are not linearly ordered any more as a global sequence of events. Instead, events are only partially ordered as specified by the bipartite directed graph shown. A quick examination of this figure reveals that the right picture for a transition should be in fact the following: States are local. Referring to our example above, the final picture involves only states Z' and Z" of the components, hut not states of the product automaton A' x A", which are pairs (z',~'').
Time is local too, as it is only partially ordered. Referring to our example above, each component has a totally ordered time, but the global system has not.
A Petri net N = (P,Po,T, +) is characterized by its set P of places, its set T of transitions, its flow rela-
, and the subset PO C P which composes the initial marking of the net. We consider only safe Petri nets, in which the initial marking and flow relation ensure that a place can hold at most one token. Places are generically denoted by p, and transitions are generically denoted by t . Places or transitions are called nodes, generically denoted by n.
For n a node, the set of its input and output nodes is denoted by * n and no, respectively.
A safe Petri net such that each transition has one place in its preset and one in its postset, represents an automaton, hence our theory is a proper extension of stochastic automata to distributed systems. Occurrence nets. Given two nodes n and n' (place or transition) of a Petri net, we say that n causes n') written n 3 n', if either n' = n or there is a path of arrows from n to n'. We say that n and n' are in conflict, written n#n', if there is a place m, different from n and n', from which one can reach n and n', exiting m by different arrows. Finally we say that n and n' are concurrent, written nYn', if neither n 5 n', nor n' 3 n, nor n#n' bold. An occurrence net is a Petri net satisfying the following properties: 1. the net, seen as a directed graph, has no circuit; 2. every place has at most one input tmnsition; 3. no node is in self-conflict: n#n never holds.
Runs of
Occurrence nets can he infinite. We restrict ourselves to occurrence nets in which every transition has at least one input place, and the arrows cannot be followed backward infinitely from any point. Therefore, by following the arrows backward we eventually reach a place without predecessors, these are the minimal places of the occurrence net.
To distinguish occurrence nets from other Petri nets, we shall use specific terminology and notations, mostly borrowed from [SI. Occurrence nets are denoted by D .
Their places are called conditions, they are denoted by b, and the set of conditions is denoted B. The set of minimal conditions of B is denoted by min(B). Also, their transitions are called events, they are denoted by e , and the set of events is denoted by E. A cut of an occurrence net is a set of conditions c satisfying the following two properties : c is a co-set (any two elements of c are concurrent), and c is maximal (it is not p r o p erly included in any other co-set). A configuration is a set of nodes K satisfying the following three properties: n is causally closed (if n E n and n' + n , then n' E K ) , conflict-free (no two nodes of K are in conflict), and, when seen as a set of nodes, the restriction of a configuration to its conditions is a union of cuts (this definition differs slightly from that of Esparza [SI). Furthermore, we require for convenience that all maximal nodes (if any) of configurations shall he conditions (recall that we consider only nets such that t ' # 0 for every transition t ) . Configurations will model (prefixes of) runs, for the class of Petri nets we consider.
Unfoldings. An homomorphism from Petri net P' to Petri net P" is a map ' p : P' U T' +i P" U T", which preserves the type of node (place or transition) and the flow relation, i.e., which satisfies 9 ( P ' ) 2 P",
@')
Definition 1 A branching process of a Petri net N = ( P , Po,T, -t) is an occurrence net B = ( B , E , + ,p), where the function 9 , with domain B U E , satisfies T", and 9('t') = *('p(t')), ~p(t'*) = ('p(t'))*. 
Relation -B induces a u-algebra over O N , we denote it by 3 5 :
. 4 E 7 5 iff w' w ' A } * w '~A -8 w
(3)
Hence it appears that branching processes play more or less the (important) role of stopping times, i.e., causal instants at which "progress of time" can stop. Note however that there is no such thing like an "exogeneous constant time" like N. But The figure 1 shown before illustrates these nations. The branching process shown is a predictable stopping time.
In fact all branching processes terminating at postsets of events labelled "y" are predictable stopping times.
The dark grey patch on the unfolding shows a branching process which is not a predictable stopping time: the last places labelled "a" and "b" do not express their choice fully, as only one outgoing branch is present in the branching process. We are now ready to intre duce our concept of layer, as a formalization of atomic progress of time. The progress from one predictable stopping time to a successor corresponds to an atomic progress, which we call a layer. Lemma 2 Let L be a layer of ON, and denote by
Denoting by bL the unique branching condition of "L,
we have in addition bL E min(L).
For B a predictable stopping time, configuration wu represents apartial run (see (1) for this notation). Continuing wg proceeds by randomly selecting the next transitions, the idea is that this choice shall be governed by the transition probability lr. We provide now a formal treatment. Using the generic notation (l), we identify layer L with its set of "local runs" W L , where w E RN ranges over the set of runs which traverse L, i.e., satisfy W L # 0. Fix a prefix wg,, where L = B/B', and write
to denote that W L is.a non-empty continuation of wg,, note that we may have w # w. A transition probability is defined next, on the set of all restrictions, to a considered layer, of a given prefix of run. More precisely, we define P z ( W L I wn, ), for wgr fixed and W L ranging over the set of local runs satisfying the conditions:
For W L satisfying (5), using lemma 2 we set:
where b is the unique condition such that b E W L n B, and e is the unique event belonging to bo n W L . We are now ready to define the restriction of our desired probability to a predictable stopping time U, we denote this probability by PE.
By lemma 1, every predictable stopping time U decomposes as a union of layers having pairwise disjoint sets of branching conditions, denote by L g this set of layers. Set :
where L = B/U'. Recall that wg, denotes the restriction of w to U', and note that it always holds that 
U's where the sum in (8) ranges over the set of configurations w g of B such that proju,(wo) = proj,,(ws), and proj,,(wg) denotes the projection of wg onto 8'.
Applying (8) with B' = min(B) shows in particular that formula (7) actually defines a probability, since the left hand side of (8) yields 1 in this case. Formula (8) expresses that the family P i , where B ranges over the set of finite predictable stopping times of N , forms a projective family of probability distributions. By Kolmogorov's extension theorem (see [l] for a detailed proof), there exists a unique probability P" over the projective limit of the B's, this projective limit identifies with RN. This construction defines a unique probability P" over RN. Finally, (8) is easily justified, see 111. This finishes the construction of probability P" .
Some comments are in order about the present construction, versus that of (151. The construction of [15] uses no Kolmogorov's extension argument, but rather performs a direct construction of the probability on a field generating the whole u-algebra on the unfolding, and then invokes a basic extension theorem from measure theory. The resulting proof is also long. Our construction uses our notion of predictable stopping time, which turns out to be anyway required for the Markov property we investigate next -the latter topic is not considered in [15] .
The
Markov property, and the matching between concurrency and stochastic independence We first define the u-algebras of past, present, and future. Using notation (l), we consider the following equivalence relation on ON :
w -w w' iff w w and wly are isomorphic, when seen as labelled graphs.
Note that definition (9) for the relation -w reduces to (2) when W is a branching process, since isomorphism reduces to equality in this case. Then we define the u-algebra &J as follows :
Consider 5 a predictable stopping time, and denote by U+ the suffix of ON equal to: a+ = ( n N \ U ) U ' ( n N \ a ) , (11) where U denotes the union of labelled graphs. a+ is to be interpreted as the future of B. Then we set xo = ana,,
and we call it the present of 8. Hence the present X a consists of sets of conditions that are either mutually concurrent or in conflict, but not causally related. Accordingly, the u-algebras of past, present, future are, respectively : Two particular cases are worth discussing. For the first case, AI and Az involve two sets of nodes which are in conflict: then, A l n A z = 0 and the theorem boils down to 0 = 0. This case arises for Petri nets that are actually automata. The second case is more interesting, it requires considering models with concurrency: A1
and Az involve two sets of nodes which are concurrent.
Then, A1 n Az # 0 and the theorem is non trivial and expresses that concurrent continuations are conditionally independent, given the past.
