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Abstrak 
Salah satu permasalahan yang sering terjadi pada lingkungan komputasi klaster adalah 
terjadinya beban yang tidak seimbang yang dapat menurunkan Quality of Service (QoS). Oleh 
sebab itu, dibutuhkan metode load balancing yang handal dalam pendistribusian beban. Pada 
beberapa kasus, metode load balancing dinamis gagal berperan sebagai metode load balancing 
yang optimal jika lingkungan implementasi tidak sesuai dengan lingkungan yang diasumsikan 
saat metode tersebut dikembangkan. Dalam penelitian ini diusulkan metode load balancing 
adaptif dengan menggunakan algoritma reinforcement learning (RL) yang mampu beradaptasi 
terhadap perubahan lingkungan. Hasil pengujian menunjukkan bahwa kinerja dari metode load 
balancing yang diusulkan lebih efisien dibandingkan dengan metode load balancing dinamis baik 
pada kondisi lingkungan tidak mengalami beban dengan peningkatan total waktu eksekusi 
sebesar 45% maupun pada saat lingkungan mengalami beban yang tidak seimbang dengan 
peningkatan waktu eksekusi sebesar 21%. 
  
Kata kunci: Job, Load Balancing Adaptif, Load Balancing Dinamis, Task, Waktu Eksekusi 
 
 
Abstract 
One of the problems that often occur in cluster computing environment is the unbalanced 
load which can lower the Quality of Service (QoS). Therefore, it needs a reliable load balancing 
method for load distribution. In some cases, dynamic load balancing methods fail to give optimal 
result if the environment of implementation is different compared to assumed environment when 
the method were developed. In this research, an adaptive load balancing method is proposed 
using reinforcement learning (RL) algorithm which is able to adapt to environmental changes. The 
result from experiments show that the performance of proposed load balancing method is more 
efficient that dynamic load balancing both when the environment condition is not subjected to 
loads with improvement of total execution time by 45% and when the environment condition are 
subjected to unbalanced loads with improvement of total execution time by 21%. 
  
Keywords: Adaptive Load Balancing, Dynamic Load Balancing, Execution Time, Job, Task 
  
 
1. Pendahuluan 
Adanya teknologi jaringan komunikasi memungkinkan dua komputer untuk saling 
terhubung satu sama lain. Dengan semakin tingginya kecepatan pengiriman yang dapat 
dilakukan oleh teknologi komunikasi saat ini memungkinkan komputer-komputer untuk saling 
berbagi sumber daya, seperti CPU, memory, dan media penyimpanan [1]. Selain itu, 
permasalahan yang perlu diselesaikan telah menjadi lebih kompleks dan dengan skala yang lebih 
besar untuk dikerjakan oleh sebuah komputer tunggal [2]. Oleh karena itu, diperlukan kolaborasi 
dari beberapa komputer yang saling berbagi sumber daya untuk menyediakan aplikasi yang lebih 
unggul dibandingkan sistem tunggal. 
Komputasi klaster adalah salah satu aplikasi yang memanfaatkan kemajuan di bidang 
jaringan komunikasi. Komputasi klaster terdiri dari client, server dan node. Client berperan 
sebagai bagian yang membuat job yang terdiri dari beberapa task, server berperan menerima job 
dari client, mendistribusikan task ke node dan mengirimkan hasil kembali ke client, dan node 
berperan sebagai pengeksekusian task. Tidak jarang di antara node-node yang tergabung dalam 
sistem komputasi klaster mengalami beban yang tidak seimbang yang dapat menurunkan Quality 
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of Service (QoS). Untuk menjaga nilai QoS, maka diperlukan metode Load Balancing yang handal 
untuk mendistribusikan beban. 
Pada [3] dan [4], berdasarkan tipe informasi yang digunakan untuk pengambilan 
keputusan, metode Load Balancing dibagi menjadi empat kategori, yaitu metode Statis, metode 
Dinamis, metode Hybrid dan metode Adaptif. Metode Load Balancing Statis berjalan dengan 
melakukan perhitungan porsi beban untuk tiap-tiap node hanya saat job-job akan dieksekusi 
seperti yang ditunjukkan pada [5]. Metode dinamis berjalan dengan melakukan perhitungan porsi 
beban untuk tiap-tiap node selama job-job sedang dieksekusi oleh sistem. Metode Hybrid 
merupakan metode yang menggabungkan antara metode Statis dan metode Dinamis. 
Sedangkan, metode Adaptif mendistribusikan task dalam kuantitas yang berubah-ubah yang 
dikarenakan hasil adaptasi yang dilakukan terhadap kondisi lingkungan.  
Metode Load Balancing Dinamis unggul atas metode Statis apabila terdapat node yang 
mengalami penurunan kemampuan untuk memberikan sumber daya komputasi selama proses 
eksekusi berjalan. Namun, metode Dinamis gagal berperan sebagai metode Load Balancing yang 
bagus jika lingkungan implementasi tidak sesuai dengan lingkungan yang diasumsikan saat 
metode tersebut dikembangkan. Hal ini menjadikan metode Adaptif sebagai solusi untuk metode 
Load Balancing yang mampu beradaptasi terhadap perubahan lingkungan [4] [6] dan [7] 
menunjukkan keunggulan metode Adaptif sebagai metode Load Balancing dan routing yang 
ditujukan pada lingkungan yang mengalami tingkat perubahan yang sangat tinggi dari waktu ke 
waktu, seperti pada lingkungan cloud dan wireless sensor network (WSN) 
Mohammadpour [2] melakukan penelitian metode Distribusi Dinamis dengan 
mengelompokkan sebuah task ke dalam kategori CPU bound, memory bound, dan network 
bound berdasarkan frekuensi task-task yang telah dieksekusi. Wu [8] mengusulkan penggunaan 
multi-agent reinforcement learning (RL) sebagai metode Load Balancing Adaptif pada lingkungan 
komputasi grid berdasarkan pada tabel utilitas yang dipelajari secara online untuk mengestimasi 
efisiensi sumber daya komputasi. Wirth [9] mengusulkan penggunaan metode Monte Carlo untuk 
menyederhanakan permasalahan preference-based reinforcement learning (PBRL) sehingga 
dapat meniadakan kebutuhan terhadap parameterizable policies. 
Reinforcement learning (RL) berawal dari suatu gagasan sederhana tentang agen yang 
menginginkan sesuatu, yang menyesuaikan tingkah lakunya untuk memaksimalkan sinyal 
khusus dari lingkungannya [10]. Tidak seperti machine learning pada umumnya, agen RL tidak 
diberikan informasi action yang harus dilakukan, tetapi harus menermukan sendiri action yang 
menghasilkan reward tertinggi dengan cara mencobanya. Tantangan yang muncul di dalam RL 
dan tidak pada machine learning yang lain adalah adanya trade-off antara eksplorasi dan 
eksploitasi. Untuk mendapatkan hasil yang baik, agen harus melakukan eksploitasi dengan 
memilih action pada suatu state yang memiliki reward yang tinggi. Tetapi, untuk menemukan 
action seperti itu, agen harus mencoba action pada suatu state secara acak agar memiliki 
pengetahuan action yang lebih luas. 
Pada penelitian ini diusulkan metode Adaptif Load Balancing menggunakan RL untuk 
komputasi klaster pada kondisi node mengalami beban yang tidak seimbang. State RL 
didasarkan pada kuantitas task yang diberikan pada eksekusi sebelumnya. Sedangkan, reward 
didasarkan pada perbandingan antara waktu eksekusi lokal terhadap rata-rata waktu eksekusi 
global.  
 
2. Metode Penelitian 
Metode Load Balancing yang diusulkan pada penelitian ini adalah menggunakan 
algoritma RL sebagai agen pembelajaran. Agen mengubah dan menyesuaikan jumlah task yang 
didistribusikan ke suatu node agar diperoleh beban yang seimbang. Gambaran umum metode 
Load Balancing yang diusulkan ditunjukkan pada Gambar 1. 
Proses metode Load Balancing dimulai ketika server menerima hasil eksekusi task dari 
node. Selain hasil eksekusi, disertakan pula feedback yang berupa rangkuman berjalannya 
proses eksekusi di node, waktu yang digunakan untuk proses eksekusi dan waktu yang 
digunakan untuk proses pengiriman task dan hasil eksekusi. 
Selanjutnya, feedback tersebut dialihkan ke agen RL. Proses perhitungan reward ini 
ditunjukkan pada Gambar . Setiap hasil eksekusi dan feedback yang diterima merupakan hasil 
dari action 𝑎𝑡 yang diambil pada state 𝑠𝑡 pada proses sebelumnya. Agen menghitung nilai reward 
r berdasarkan pada rasio total waktu eksekusi pada suatu node terhadap rata-rata total waktu 
eksekusi global. Jika total waktu eksekusi pada suatu node lebih kecil daripada rata-rata total 
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waktu eksekusi global, maka agen memberikan reward positif, dan apabila total waktu eksekusi 
pada suatu node lebih besar daripada rata-rata total waktu eksekusi global, maka agen 
memberikan reward negatif. Nilai reward yang didapatkan kemudian disimpan pada state-action 
yang bersesuaian (𝑠𝑡, 𝑎𝑡) = 𝑟. 
Setelah selesai menghitung reward, agen melanjutkan ke tahap selanjutnya, yaitu 
menentukan state 𝑠𝑡+1 berdasarkan feedback yang diterima seperti yang ditunjukkan pada 
Gambar 3. Pada penelitian ini, state direpresentasikan dengan rasio jumlah task yang disimpan 
oleh feedback terhadap jumlah maksimal task. Jumlah maksimal task merupakan total jumlah 
task yang terdapat di dalam suatu job. Proses penentuan state 𝑠𝑡+1 ini ditunjukkan pada Gambar 
3. Seperti yang ditunjukkan pada Gambar 3, terdapat 10 kemungkinan state yang dihasilkan. 
Misalkan, state 0 jika jumlah task sebelumnya adalah berkisar antara 0 ≤ 𝑛 ≤
𝑇𝑜𝑡𝑇𝑎𝑠𝑘
10
, state 1 jika 
jumlah task sebelumnya adalah berkisar antara 
𝑇𝑜𝑡𝑇𝑎𝑠𝑘
10
≤ 𝑛 ≤
2∗𝑇𝑜𝑡𝑇𝑎𝑠𝑘
10
, dan seterusnya. 
Setelah proses penentuan state 𝑠𝑡+1 dilakukan, selanjutnya adalah memilih action terbaik 
untuk state tersebut. Proses pemilihan action ini menggunakan algoritma ε-greedy yang di 
tunjukkan pada Gambar 4. Pada proses ini terdapat trade off antara melakukan eksploitasi action 
terbaik atau melakukan eksplorasi action secara acak. Eksploitasi bertujuan untuk 
memaksimalkan total reward yang diharapkan dengan memilih action yang memiliki catatan 
reward yang tinggi. Sedangkan, eksplorasi bertujuan untuk menemukan action-action yang 
memiliki kemungkinan reward yang lebih baik dibandingkan dengan action-action yang pernah 
diambil pada proses sebelumnya. Suatu angka dipilih secara acak. Apabila angka tersebut lebih 
besar daripada nilai epsilon, maka agen melakukan proses eksploitasi action-action terbaik. 
Sebaliknya, agen melakukan proses eksplorasi untuk mencari kemungkinan action yang lebih 
baik. Action yang dipilih merepresentasikan nilai perubahan jumlah task yang akan dikirimkan ke 
node untuk dieksekusi. 
Untuk menguji kinerja metode Load Balancing yang diusulkan, dilakukan pengujian 
dengan mengimplementasikan dengan topologi yang ditunjukkan pada Gambar . Pengujian 
dilakukan menggunakan sebuah komputer dengan CPU Intel Core i3 1,8 GHz, memory 6 GB 
menggunakan sistem operasi Ubuntu 16.04. Pengujian dilakukan menggunakan teknologi 
container yang berjalan pada sistem operasi Linux. container yang digunakan adalah Docker 
v1.12. Framework komputasi klaster yang digunakan sebagai pengujian adalah Java Parallel 
Processing Framework (JPPF) yang dibangun diatas bahasa Java.  
Pengujian menggunakan sebuah client, sebuah server dan empat buah node. Masing-
masing elemen dijalankan dengan batasan hanya dapat menggunakan 50% sumber daya CPU. 
Client dijalankan hanya menggunakan sumber daya pada core 0, server dijalankan hanya 
menggunakan sumber daya pada core 1 dan dua node pertama dijalankan hanya menggunakan 
sumber daya pada core 2 dan dua node terakhir dijalankan hanya menggunakan sumber daya 
pada core 3. 
Pengujian dilakukan dengan dua skenario. Skenario pertama dilakukan pada kondisi 
normal, yaitu node-node yang tergabung ke dalam sistem tidak mengalami beban CPU dan 
throughput jaringan sebesar 10 Mbps untuk semua node. Pada skenario kedua dilakukan pada 
kondisi dinamis, yaitu salah satu node mengalami beban CPU yang berubah-ubah dan 
throughput jaringan yang berubah-ubah. Kasus uji yang digunakan sebagai job yang akan 
diselesaikan dengan komputasi klaster adalah proses deskripsi cipheredtext MD5 menjadi 
plaintext. Tiap job berisi 100 cipheredtext dan dipecah menjadi 100 task untuk didistribusikan ke 
masing-masing node. Total jumlah job yang digunakan pada masing-masing skenario adalah 
sebanyak 25.000 job. 
Untuk memberikan beban CPU pada suatu node, diberikan beban komputasi sebesar 
0% dan 50% yang dijalankan secara bergantian masing-masing selama satu menit. Untuk 
memberikan beban CPU sebesar 50%, sebuah proses dekripsi cipheredtext MD5 menjadi 
plaintext dijalankan secara lokal pada suatu node. 
Untuk memberikan beban pada jaringan pada suatu node, throughput jaringan pada 
suatu node diatur pada 10 Mbps dan 2 Mbps yang diterapkan masing-masing selama satu menit 
secara bergantian. 
Uji coba dilakukan dengan membandingkan kinerja mekanisme Load Balancing Adaptif 
yang diusulkan dengan mekanisme Load Balancing Dinamis yang terdapat di dalam JPPF. Untuk 
mengukur kinerja, digunakan tolok ukur sebagai berikut: 
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1. Rata-rata waktu eksekusi per job, merupakan rata-rata waktu yang diperlukan untuk 
menyelesaikan suatu job. 
2. Total waktu eksekusi, merupakan total waktu yang digunakan untuk menyelesaikan seluruh 
job yang diberikan. 
 
RL load balancer
start
Execution 
result + 
feedback
Calculate reward
Convert number of 
task to state
Choose action based 
on state
end
Set number of task 
based on action
Send n task to node
 
Gambar 1. Diagram Metode Load Balancing yang Diusulkan 
 
algorithm calculate_reward is 
    input:  feedback with total execution time T 
    output: reward 
     
    count  0 
     
    for each node in connected_node do 
        total_global_time += total_execution_time in node 
        increment count 
     
    avg_global_time  total_global_time / count 
     
    if T < global_time then 
        reward +1 
    else 
        reward -1 
    end 
     
    return reward 
Gambar 2. Pseudocode Perhitungan Reward 
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Gambar 3. Pseudocode Penentuan State Berdasarkan Feedback Jumlah Task 
 
algorithm choose_action is 
    input:  state s 
    output: action a 
     
    rr <-- pick random number 
     
    if rr > epsilon then 
        choose best action a on state s 
    else 
        choose random action 
    end 
     
    return a 
Gambar 4. Psedocode Pemilihan Action Menggunakan Aalgoritma ε-greedy 
 
 
Gambar 5. Topologi Pengujian  
 
3. Hasil Penelitian dan Pembahasan 
Pengujian dilakukan dengan dua skenario. Pada masing-masing skenario, diuji dengan 
25.000 job dengan metode Load Balancing Dinamis dan metode Load Balancing Adaptif. 
Skenario pertama dijalankan dengan kondisi lingkungan normal, yaitu seluruh node diatur dengan 
throughput jaringan 10 Mbps dan beban CPU sebesar 0%. Sedangkan, skenario kedua 
dijalankan dengan kondisi lingkungan dinamis, yaitu salah satu node mendapat throughput yang 
berubah-ubah antara 10 Mbps dan 2 Mbps secara bergantian masing-masing selama satu menit 
dan mendapat beban CPU sebesar 0% dan 50% secara bergantian masing-masing selama satu 
menit. 
algorithm get_state is 
    input:  feedback with number of previous task nTask 
    output: state s 
     
    s  10 * nTask / total_task_in_job 
     
    return s 
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3.1 Skenario 1 
Pada skenario ini, lingkungan dalam kondisi normal, yaitu seluruh node diatur memiliki 
throughput sebesar 10 Mbps dan beban CPU sebesar 0%. Metode Load Balancing Dinamis dan 
metode Load Balancing Adaptif masing-masing dijalankan dengan 25.000 job.  
Gambar  menunjukkan rata-rata waktu eksekusi per job pada skenario pertama. Gambar 
6(a) menunjukkan rata-rata waktu eksekusi per job menggunakan metode Load Balancing 
Dinamis. Rata-rata waktu eksekusi yang berjalan pada sisi node menggunakan metode load 
balancing dinamis adalah sekitar 180 milidetik. Sedangkan, secara keseluruhan, rata-rata waktu 
eksekusi per job yang menggunakan metode Load Balancing Dinamis adalah sekitar 383 
milidetik. 
Sedangkan, pada hasil uji coba menggunakan metode Load Balancing Adaptif yang 
ditunjukkan pada Gambar 6(b), rata-rata waktu eksekusi yang berjalan pada sisi node berkisar 
antara 180 milidetik. Jadi, secara keseluruhan rata-rata waktu eksekusi per job yang 
menggunakan metode Load Balancing Adaptif berkisar antara 208 milidetik. 
Dilihat dari segi rata-rata waktu eksekusi secara keseluruhan, metode Load Balancing 
Adaptif memberikan waktu rata-rata yang lebih kecil. Hal ini membuktikan bahwa metode Load 
Balancing yang diusulkan terbukti lebih baik dibandingkan dengan metode Load Balancing 
Dinamis pada kondisi normal dengan seluruh node mendapatkan throughput jaringan sebesar 10 
Mbps dan beban CPU 0%. 
Pada hasil uji coba menggunakan metode Load Balancing Dinamis yang ditunjukkan 
pada Gambar 6(a), terdapat perbedaan sekitar 212 milidetik antara rata-rata waktu eksekusi pada 
node dan rata-rata waktu eksekusi secara keseluruhan. Sedangkan pada hasil uji coba 
menggunakan metode Load Balancing Adaptif yang ditunjukkan pada Gambar 6(b), terdapat 
perbedaan sekitar 28 milidetik antara rata-rata waktu eksekusi pada node dan rata-rata waktu 
eksekusi secara keseluruhan. Hal ini menunjukkan metode Load Balancing Adaptif melakukan 
penggunaan sumber daya jaringan secara lebih efisien dibandingkan dengan metode Load 
Balancing Dinamis pada kondisi normal. 
Selain perbedaan antara rata-rata waktu eksekusi pada node dan rata-rata waktu 
eksekusi per job secara keseluruhan, dari hasil uji coba pada skenario pertama didapatkan data 
adanya node idle, yaitu node yang tidak mendapatkan task pada eksekusi suatu job. Hal ini 
menyebabkan waktu eksekusi menjadi lebih tinggi karena dikerjakan oleh sumber daya yang 
lebih sedikit. Data frekuensi node idle ditunjukkan pada Tabel 1. Pada uji coba menggunakan 
metode Load Balancing Dinamis terjadi 5.034 kemunculan node idle selama proses eksekusi 
25.000 job. Sedangkan pada uji coba menggunakan metode Load Balancing Adaptif, terjadi 59 
kemunculan node idle selama proses eksekusi 25.000 job. 
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(b) 
Gambar 6 (a)(b). Grafik Rata-rata Waktu Eksekusi Per Job Pada Skenario 1 
 
Tabel 1. Tabel Frekuensi Node Idle Pada Skenario 1 
Metode Load Balancing Frekuensi node idle 
Dinamis 5.034 
Adaptif 59 
 
Dari sisi total waktu yang digunakan untuk mengeksekusi seluruh 25.000 job, metode 
Load Balancing lebih unggul dibandingkan metode Load Balancing Dinamis seperti yang 
ditunjukkan pada Gambar 7. Pada uji coba menggunakan metode Load Balancing Dinamis, total 
waktu yang digunakan untuk mengeksekusi seluruh 25.000 job adalah selama 173 menit. 
Sedangkan, pada uji coba menggunakan metode Load Balancing Adaptif, total waktu yang 
digunakan untuk mengeksekusi seluruh 25.000 job adalah selama 95 menit. Total waktu yang 
digunakan untuk mengeksekusi 25.000 job dengan menggunakan metode Load Balancing 
Adaptif pada skenario pertama adalah 45% lebih cepat dibandingkan dengan menggunakan 
metode Load Balancing Dinamis. 
 
 
Gambar 7. Grafik Total Waktu Eksekusi Pada Skenario 1 
 
3.2. Skenario 2 
Pada skenario 2, disimulasikan sistem berada dalam kondisi dinamis, yaitu salah satu 
node diatur mengalami beban yang berubah-ubah selama proses eksekusi job berjalan. Beban 
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yang diberikan kepada salah satu node berupa throughput jaringan yang berubah-ubah dan 
beban CPU yang berubah-ubah. Jumlah job yang dieksekusi adalah 25.000 job. 
Pada skenario ini, salah satu node mengalami perubahan throughput jaringan yang 
berubah antara 10Mbps dan 2Mbps yang diterapkan selama satu menit secara bergantian 
selama proses eksekusi job berjalan. Selain itu, node ini juga diberikan beban CPU sebesar 0% 
dan 50% yang dijalankan selama satu menit secara bergantian selama proses eksekusi job 
berjalan. Beban CPU diimplementasikan dengan mengeksekusi proses deskripsi cipheredtext 
MD5 menjadi plaintext yang dijalankan secara lokal pada suatu node. 
Gambar  8 menunjukkan rata-rata waktu eksekusi per job pada skenario kedua. Gambar 
8(a) menunjukkan rata-rata waktu eksekusi per job menggunakan metode Load Balancing 
Dinamis. Rata-rata waktu eksekusi yang berjalan pada sisi node menggunakan metode Load 
Balancing Dinamis adalah selama 180 milidetik. Sedangkan, secara keseluruhan rata-rata waktu 
eksekusi per job adalah selama 440 milidetik. 
 
 
(a) 
 
 
(b) 
Gambar 8 (a)(b). Grafik Rata-rata Waktu Eksekusi Per Job Pada Skenario 2 
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Pada hasil uji coba menggunakan metode Load Balancing Adaptif yang ditunjukkan pada 
Gambar 8(b), rata-rata waktu eksekusi yang berjalan pada sisi node adalah selama 228 milidetik. 
Sedangkan, secara keseluruhan, rata-rata waktu eksekusi per job adalah selama 344 milidetik. 
Dilihat dari segi rata-rata waktu eksekusi secara keseluruhan, metode Load Balancing 
Adaptif memberikan rata-rata waktu eksekusi yang lebih kecil. Hal ini membuktikan bahwa, pada 
kondisi lingkungan dinamis dengan salah satu node mengalami throughput jaringan yang 
berubah-ubah antara 10Mbps dan 2Mbps dan mengalami beban CPU berubah-ubah antara 0% 
dan 50%, metode Load Balancing Adaptif yang diusulkan terbukti lebih baik dibandingkan dengan 
metode Load Balancing Dinamis  
Pada hasil uji coba metode Load Balancing Dinamis yang ditunjukkan Gambar 8(a), 
terdapat perbedaan sekitar 249 milidetik antara rata-rata waktu eksekusi pada sisi node dan rata-
rata waktu eksekusi secara keseluruhan. Sedangkan hasil uji coba metode Load Balancing 
Adaptif yang ditunjukkan pada Gambar 8(b), terdapat perbedaan sekitar 115 milidetik antara rata-
rata waktu eksekusi pada sisi node dan rata-rata waktu eksekusi secara keseluruhan. Hal ini 
menunjukkan bahwa pada saat kondisi lingkungan dinamis, metode Load Balancing Adaptif 
melakukan penggunaan sumber daya jaringan secara lebih efisien dibandingkan dengan metode 
Load Balancing Dinamis. 
Selain perbedaan antara rata-rata waktu eksekusi pada node dan rata-rata waktu 
eksekusi secara keseluruhan, dari hasil uji coba didapatkan data adanya node idle yang 
ditunjukkan pada  
Tabel 2. Pada uji coba menggunakan metode Load Balancing Dinamis terjadi 4.982 
kemunculan node idle. Sedangkan, saat menggunakan metode Load Balancing Adaptif terjadi 
408 kemunculan node idle. 
 
Tabel 2. Tabel Frekuensi Node Idle pada Skenario 2 
Metode Load Balancing Frekuensi Node Idle 
Dinamis 4.982 
Adaptif 408 
 
Dari sisi total waktu yang digunakan untuk mengeksekusi seluruh 25.000 job, metode 
Load Balancing Adaptif lebih unggul dibandingkan dengan metode Load Balancing Dinamis 
seperti yang ditunjukkan Gambar 9. Saat uji coba menggunakan metode Load Balancing 
Dinamis, total waktu yang digunakan untuk mengeksekusi seluruh 25.000 job adalah selama 199 
menit. Sedangkan, pada uji coba menggunakan metode Load Balancing Adaptif menggunakan 
RL, total waktu yang digunakan untuk mengeksekusi seluruh 25.000 job adalah selama 156 
menit. Total waktu yang digunakan untuk mengeksekusi 25.000 job menggunakan metode Load 
Balancing pada skenario kedua adalah 21% lebih cepat dibandingkan dengan menggunakan 
metode Load Balancing Dinamis. 
 
 
Gambar 9. Grafik Total Waktu Eksekusi pada Skenario 2 
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4. Kesimpulan 
Pengujian dan analisis yang telah dilakukan menghasilkan beberapa kesimpulan, yaitu: 
1. Perbaikan mekanisme Load Balancing dengan menggunakan algoritma RL untuk komputasi 
klaster terbukti dapat meningkatkan kinerja komputasi klaster baik pada lingkungan dalam 
kondisi normal maupun dalam kondisi dinamis. 
2. Hasil uji coba pengukuran rata-rata waktu eksekusi per job pada kondisi normal 
menunjukkan bahwa penggunaan metode Load Balancing Adaptif dengan menggunakan 
algoritma RL diperoleh rata-rata waktu eksekusi per job adalah selama 208 milidetik, 
sedangkan dengan menggunakan metode Load Balancing Dinamis diperoleh rata-rata 
waktu eksekusi per job adalah selama 383 milidetik, terjadi peningkatan sebesar 45%. 
3. Hasil uji coba pengukuran rata-rata waktu eksekusi per job pada kondisi dinamis 
menunjukkan bahwa penggunaan metode Load Balancing Adpatif dengan menggunakan 
algoritma RL diperoleh rata-rata waktu eksekusi per job adalah selama 344 milidetik, 
sedangkan dengan menggunakan metode Load Balancing Dinamis diperoleh rata-rata 
waktu eksekusi per job adalah selama 440 milidetik, terjadi peningkatan sebesar 21%. 
4. Hasil pengukuran total waktu eksekusi pada kondisi normal menunjukkan bahwa 
penggunaan metode Load Balancing Adaptif dengan menggunakan algoritma RL diperoleh 
total waktu eksekusi selama 95 menit, sedangkan dengan menggunakan metode Load 
Balancing Dinamis diperoleh total waktu eksekusi selama 173 menit, terjadi peningkatan 
sebesar 45%. 
5. Hasil pengukuran total waktu eksekusi pada kondisi dinamis menunjukkan bahwa 
penggunaan metode Load Balancing Adaptif dengan menggunakan algoritma RL diperoleh 
total waktu eksekusi selama 156 menit, sedangkan dengan menggunakan metode Load 
Balancing Dinamis diperoleh total waktu eksekusi selama 199 menit, terjadi peningkatan 
sebesar 21%. 
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