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DESCRIPTIVE SET THEORETIC METHODS APPLIED TO STRICTLY
SINGULAR AND STRICTLY COSINGULAR OPERATORS
GEORGE ANDROULAKIS AND KEVIN BEANLAND
Abstract. The class of strictly singular operators originating from the dual of a separable
Banach space is written as an increasing union of ω1 subclasses which are defined using the
Schreier sets. A question of J. Diestel, of whether a similar result can be stated for strictly
cosingular operators, is studied.
1. Introduction
The main results of this paper use descriptive set theory to demonstrate that a class of
operators can be written as a union of ω1 many subclasses or as an intersection of ω1 many
superclasses. The Schreier classes (Sξ)ξ<ω1 which were introduced by D. Alspach and S.A. Ar-
gyros ([1]) play an important role in defining these subclasses or superclasses. Other instances
where certain notions where quantified by using the Schreier families (Sξ)ξ<ω1 , are the Sξ-
unconditional basic sequences ([6], [13]), Sξ-convex combinations of sequences in Banach spaces
([3, page 1054]), Sξ-spreading models ([3, page 1057]), ξ-convergent sequences in Banach spaces
([3, page 1054]), ξ-Dunford-Pettis property ([3, page 1059]), Sξ strictly singular operators and
Sξ-hereditarily indecomposable Banach spaces ([2]).
There are two main parts in this article. The first is an extension of a result on strictly
singular operators by the first named author, P. Dodos, G. Sirotkin and V. Troitsky, ([2]).
The classes of Sξ strictly singular operators are introduced in [2] for 1 ≤ ξ < ω1. These are
increasing subclasses of the class of strictly singular operators between two fixed Banach spaces.
It is proved in [2] that the class of strictly singular operators between two fixed separable Banach
spaces is equal to the union (for 1 ≤ ξ < ω1) of the classes of Sξ strictly singular operators
between these spaces (Theorem 2.2). The first main result of the present article states that the
same holds if we merely assume that the domain space has a separable predual (Theorem 2.3).
The second main part of this article (section 3) gives a partial answer to a question of
J. Diestel [5]. The question asks whether the class of strictly cosingular operators between two
fixed Banach spaces can be quantified by using the Schreier families (Sξ)ξ<ω1 and whether the
new defined classes can be used to retrieve the class of strictly cosingular operators. In other
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words, the question asks whether there exists a result for strictly cosingular operators which
is similar to Theorems 2.2 and 2.3. We answer this question under additional assumptions on
the range space (Theorem 3.1). The assumptions on the range space can be reduced if we work
with a new class of operators whose definition is similar to the definition of strictly cosingular
operators: Given a Banach space Y and a family (Ai)i∈I of normalized basic sequences of the
dual space Y ∗, we define the notion of (Ai)i∈I strictly cosingular operators from a Banach
space X to Y (their class is denoted by (Ai)i∈I − SC(X,Y )). These are defined in a similar
manner to strictly cosingular operators, and for some choices of (Ai)i∈I , they coincide with the
class of strictly cosingular operators. Also for 1 ≤ ξ < ω1 we define the class of (Ai)i∈I -Sξ
strictly cosingular operators from X to Y (their class is denoted by (Ai)i∈I -SCξ(X,Y )). These
are decreasing classes of operators containing the class (Ai)i∈I -SC(X,Y ). We prove that if Y
is separable and Ai is analytic for all i ∈ I then the class (Ai)i∈I -SC(X,Y ) is equal to the
intersection of (Ai)i∈I -SCξ(X,Y ) for 1 ≤ ξ < ω1 (Theorem 3.3).
2. Strictly singular operators
We start by recalling some standard terminology and facts from descriptive set theory and
Banach spaces. More information can be found in either [10] or [3]. For a non-empty set X let
X<N denote the set containing all finite sequences of elements of X. If X is a topological space
then X<N is a topological space as a direct sum of the spaces Xn for all n ∈ N. If X is a set
then a tree on X is a subset T of X<N such that if (x1, x2, . . . , xm) ∈ T (for some m ∈ N and
x1, . . . , xm ∈ X) then (x1, x2, . . . , xn) ∈ T for all 1 ≤ n < m. If T is a tree on a set X then an
infinite branch of T is an infinite sequence (xn)n∈N of elements of T such that (x1, . . . xn) ∈ T
for all n ∈ N. A tree is called well founded if it does not contain infinite branches. If T is a tree
on X then the α derivative of T , T (α), can be defined for any α < ω1 after successively applying
“α many trimmings of final nodes of T ” (for the precise definition see either [3, pages 1010-1011]
or [10, page 11]). The height of T , h(T ), is the least ordinal α < ω1 such that T
(α) = ∅, if such
ordinals exist, else we set h(T ) = ω1. The following is well known ([3, Theorem I.1.4]).
Theorem 2.1. Let X be a Polish space, and T be an analytic well founded tree on X. Then
h(T ) < ω1.
For 1 ≤ ξ < ω1, the Schreier family, Sξ was introduced in [1], (see also [3, page 1038]), and
contains certain finite subsets of N. Let L(X,Y ) denote the space of bounded linear operators
from the Banach space X to the Banach space Y . An operator T ∈ L(X,Y ) is strictly singular,
(denoted T ∈ SS(X,Y )), if the restriction of T to any infinite dimensional subspace of X is not
an isomorphism. In [2], the notion of Sξ strictly singular operator is introduced (for 1 ≤ ξ < ω1)
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as follows. If X,Y are Banach spaces, T ∈ L(X,Y ) and 1 ≤ ξ < ω1, T is Sξ strictly singular
(denoted by T ∈ SSξ(X,Y )) if for every ε > 0 and every basic sequence (xn) in X there exists
a set F ∈ Sξ and x ∈ Span (xn)n∈F such that ‖Tx‖ < ε‖x‖. Thus SSξ(X,Y ) is a subset of
SS(X,Y ). Also, ([2]), SSξ(X,Y ) ⊆ SSζ(X,Y ) if 1 ≤ ξ < ζ < ω1. It is then proved in [2] that:
Theorem 2.2. Let X, Y be separable Banach spaces. Then SS(X,Y ) =
⋃
ξ<ω1
SSξ(X,Y ).
Here we give the following refinement of Theorem 2.2.
Theorem 2.3. Let Y and Z be Banach spaces such that Y is separable and let Y ∗ denote the
dual of Y . Then SS(Y ∗, Z) =
⋃
ξ<ω1
SSξ(Y
∗, Z).
Proof. Let Y and Z be as in the statement and assume that T ∈
⋂
ξ<ω1
(SSξ(Y
∗, Z))c. Let
B denote the set of normalized basic sequences in Y ∗, Ba(Y ∗) denote the unit ball of Y ∗
and S(Y ∗) denote the unit sphere of Y ∗ (i.e. the vectors of norm equal to 1). Let Y =
(Ba(Y ∗), weak∗ topology)N and S = (S(Y ∗), weak∗ topology)N. Then Y is a Polish space,
(S(Y ∗), weak∗ topology) is a Borel subset of (Ba(Y ∗), weak ∗ topology) and thus S is a Borel
subset of Y.
We claim that B is a Borel subset of S and thus a Borel subset of Y. Indeed, B =
⋃
k∈N Bk
where Bk denote the set of normalized basic sequences with basis constant at most k. To see
that Bk is a Borel set, observe that for (y
∗
n) ∈ S,
(y∗n)n ∈ Bk ⇔ ∀N < M in N, ∀(an) ∈ Q
<N, ∀r ∈ Q+, ‖
M∑
n=1
any
∗
n‖ > r or ‖
N∑
n=1
any
∗
n‖ ≤ kr.
For fixed N < M in N, (an)n ∈ Q
<N and r ∈ Q+, the sets {(y∗n)n ∈ Y : ‖
∑M
n=1 any
∗
n‖ > r} and
{(y∗n)n ∈ Y : ‖
∑N
n=1 any
∗
n‖ ≤ kr} are open and closed, respectively in Y. Thus Bk is Borel and
so B is a Borel subset of S.
Let K be the Polish space N×N×Y. Recall, that K<N denotes the direct sum of the spaces
Kn (for n ∈ N) and a tree on K will be a subset of K<N. Define a tree R on K to be the
following set:
{(mi, ℓi, (y
∗
i,k)k)
n
i=1 ∈ K
<N : m1 = · · · = mn, (ℓ1 < · · · < ℓn) ∈ N
<N, (y∗1,k)k = · · · = (y
∗
n,k)k ∈ B}.
Note that a generic element of R will look like (m, ℓi, (y
∗
k)k)
n
i=1 where m,n ∈ N, (ℓ1 < ℓ2 <
· · · < ℓn) ∈ N
n and (y∗k)k ∈ B. Obviously R is a closed subset of (N × N × B)
<N thus it is a
Borel subset of K<N, (since (N × N × B)<N is a Borel subset of K<N). For each m ∈ N, define
the following subtree of R.
T = {(m, ℓi, (y
∗
k)k)
n
i=1 ∈ R : ∀(ai)i ∈ Q
<N, ‖T
n∑
i=1
aiyℓi‖ >
1
m
‖
n∑
i=1
aiyℓi‖}.
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T is a Borel subtree of R, (since T is ‖ · ‖-weak∗ continuous and ‖ · ‖ is weak∗ lower semicontin-
uous). Since T ∈
⋂
ξ<ω1
(SSξ(Y
∗, Z))c, for all ξ < ω1 there is an m ∈ N and (y
∗
k)k ∈ B such that
for all (ℓ1, . . . , ℓn) ∈ Sξ we have that (m, ℓi, (y
∗
k)k)
n
i=1 ∈ T . The subtree T(y∗k)k ,m of T containing
nodes of the form (m, ℓi, (y
∗
k)k)
n
i=1 with (ℓ1, . . . , ℓn) ∈ Sξ is order isomorphic to Sξ. Thus for
each ξ < ω1 the height of T is greater than or equal to h(Sξ) = ω
ξ. Whence h(T ) = ω1. By
Theorem 2.1, T is not well founded and thus there is an m ∈ N, (y∗k)k ∈ B and (ℓi)
∞
i=1 such that
for all n ∈ N (m, ℓi, (y
∗
k)k)
n
i=1 ∈ T . This implies that T |[y∗ℓi ]
∞
i=1
is an isomorphism and thus T is
not in SS(Y ∗, Z). 
3. Strictly cosingular operators
For Banach spaces X and Y and an operator T ∈ L(X,Y ), A. Pelczynski defined in [11]
that T is called strictly cosingular if for any subspace Z of Y of infinite codimension, the
operator QZT is not onto, where QZ is the canonical quotient map from Y to Y/Z. We
denote by SC(X,Y ) the set of all strictly cosingular operators from X to Y . Notice that by
dualizing, T ∈ L(X,Y ) is strictly cosingular if and only if for any infinite dimensional weak∗-
closed subspace W of Y ∗, the restriction of T ∗ on W , T ∗|W , is not an isomorphism. Thus, in
particular, if T ∗ ∈ SS(Y ∗,X∗) then T ∈ SC(X,Y ). The converse is in general false, as it can
be seen from the inclusion operator from c0 to ℓ∞. Pelczynski proved in [11] that this operator
is strictly cosingular but its adjoint is a projection from the dual of ℓ∞ to ℓ1 which fails to be
strictly singular. For Banach spaces X and Y let SS∗(X,Y ) denote the set of all operators
T ∈ L(X,Y ) such that T ∗ ∈ SS(Y ∗,X∗). For every ξ < ω1 define the classes SSξ,∗(X,Y ) to
contain all operators T ∈ L(X,Y ) such that T ∗ ∈ SSξ(Y
∗,X∗). Note that if Y is separable
then by Theorem 2.3, SS∗(X,Y ) =
⋃
ξ<ω1
SSξ,∗(X,Y ). Thus, if the range space Y is separable
and SC(X,Y ) = SS∗(X,Y ) then we obtain an answer to J. Diestel’s question.
Recall that W.T. Gowers answered in the negative, in [8], the question of whether every
Banach space contains a boundedly complete basic sequence or an isomorph c0. Consequently
V.P. Fonf characterized in [7] the class K of Banach spaces that contain either a boundedly
complete basic sequence or c0. Let Ks denote the class of Banach spaces such that all of
their infinite dimensional closed subspaces contain a boundedly complete basic sequence or an
isomorph of c0. Many known Banach spaces belong to Ks. For example, since every space with
an unconditional basis contains c0, ℓ1 or a reflexive subspace, we obtain that Ks contains all
Banach spaces which are saturated with unconditional basic sequences. Also by the results of
W.B. Johnson and H.P. Rosenthal, in [9, Theorem IV.1.(ii)], all separable dual spaces belong
to Ks.
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Theorem 3.1. Let Y be separable and Y ∗ ∈ Ks. Then for any Banach space X, SC(X,Y ) =
SS∗(X,Y ). Thus by Theorem 2.3, SC(X,Y ) =
⋃
ξ<ω1
SSξ,∗(X,Y ).
Proof. Let T ∈ SC(X,Y ) and suppose T ∗ is not in SS(Y ∗,X∗). Find a subspace Z of Y ∗
such T ∗|Z is an isomorphism. Our goal is to find an infinite dimensional weak
∗ closed sub-
space preserved by T ∗. This will contradict the fact that T ∈ SC(X,Y ), and establish that
SC(X,Y ) = SS∗(X,Y ). The fact that SC(X,Y ) =
⋃
ξ<ω1
SSξ,∗(X,Y ) follows immediately
from Theorem 2.3 since Y is separable.
Since Y ∗ is in Ks, we first assume that Z contains a normalized boundedly complete basic
sequence, call it (y∗n). Since Y is separable, the weak
∗ topology on the unit ball of Y ∗ is
metrizable, thus (y∗n) has a weak
∗ convergent subsequence. Let (z∗n) be the difference sequence of
that weak∗ convergent subsequence of (y∗n). Then (z
∗
n) is weak
∗ null seminormalized boundedly
complete basic sequence in Z. By [9, Theorem III.1], since Y is separable, (z∗n) has a further
subsequence (z∗kn) which is weak
∗ basic (and boundedly complete). By [9, Proposition II.1],
the weak∗ and norm closure of the linear span of (z∗kn) coincide and thus Z contains an infinite
dimensional weak∗ closed subspace. The restriction of T ∗ on that subspace is an isomorphism.
In the second case we assume that Z contains and isomorph of c0. We recall that H.P. Rosen-
thal proved in [12, Theorem 1.3] that if an operator originates from a Banach space which is
complemented in its second dual and preserves an isomorphic copy of c0 then it preserves an
isomorphic copy of ℓ∞. Since the dual Banach space Y
∗ is complemented in its second dual, by
the above result of Rosenthal, there exists a subspace W of Y ∗ which is isomorphic to ℓ∞ such
that the restriction of T ∗ on W is an isomorphic embedding. Obviously W contains a weak∗
closed subspace of Y ∗ (consider, for example, a reflexive subspace of W ). The restriction of T ∗
on that weak∗ closed subspace is also an isomorphism. 
The assumption on Y ∗ in Theorem 3.1 can be eliminated if we work with the class of (Ai)i∈I
strictly cosingular operators instead of the class of strictly cosingular operators. We now moti-
vate the definition of (Ai)i∈I strictly cosingular operators by examining the definition of strictly
cosingular operators. Let X, Y be Banach spaces and T ∈ L(X,Y ). Since every weak∗ closed
subspace of Y ∗ contains the weak* closed linear span of some basic sequence we have that
T ∈ SC(X,Y ) if and only if for any basic sequence (y∗n)n in Y
∗, T ∗|
S˜pan (y∗n)
is not an iso-
morphism (where Span (y∗n) denotes the linear span of (y
∗
n) and S˜pan (y
∗
n) denotes the weak
∗
closure of the linear span of (y∗n)). When attempting to define subclasses of strictly cosingular
operators in a way similar to the definition of Sξ strictly singular operators, we encounter an
immediate problem. Namely, whether or not T ∗|
S˜pan (y∗n)
is an isomorphism is not characterized
by whether or not T ∗|Span (y∗n)n∈F is an isomorphism with the same isomorphism constant for
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any finite subset F of N. A natural way to compensate for this is to consider complements of
the finite sets. Of course, T ∗|
S˜pan (y∗n)
is not an isomorphism for all basic sequences (y∗n) in Y
∗, if
and only if for all basic sequence (y∗n) in Y
∗ and for every finite subset I of N, T ∗|
S˜pan (y∗n)n6∈I
is
not an isomorphism. A new problem arises: If for every basic sequence (y∗n) in Y
∗ one examines
the restriction of T ∗ on S˜pan (y∗n)n 6∈I where I belong to a fixed class I of finite subset of N (e.g.
I = Sξ for some ξ < ω1), then the fact that we examine every basic sequence (y
∗
n)n, makes
the class I unimportant, since (y∗n)n 6∈I is another basic sequence in Y
∗. We fix this problem by
fixing a family (Ai)i∈I of sets Ai of basic sequences in Y
∗ and examining whether, for every i ∈ I
there exists a basic sequence (y∗n) ∈ Ai such that for all finite subsets F of positive integers,
T ∗|
S˜pan (y∗n)n6∈F
is not an isomorphism. Here is the precise definition:
Definition 3.2. Let X, Y be Banach spaces and T ∈ L(X,Y ). Let I be an index set and for
every i ∈ I let Ai be a set of basic sequences in the dual space Y
∗ of Y . Fix 1 ≤ ξ < ω1.
(1) We say that T is (Ai)i∈I strictly cosingular, (denoted by T ∈ (Ai)i∈I -SC(X,Y )), if and
only if for every i ∈ I there exists (y∗n)n ∈ Ai and an infinite subset N of the positive
integers such that for every finite subset F of N we have that T ∗|
S˜pan (y∗n)n6∈F
is not an
isomorphism.
(2) We say that T is (Ai)i∈I -Sξ strictly cosingular ,(denoted by T ∈ (Ai)i∈I -SCξ(X,Y )),
if and only if for every i ∈ I there exists (y∗n)n ∈ Ai and an infinite subset N of the
positive integers such that for every finite subset F of N with F ∈ Sξ we have that
T ∗|
S˜pan (y∗n)n6∈F
is not an isomorphism.
First note that for Banach spaces X and Y and any families (Ai)i∈I of basic sequences of
Y ∗, we have SC(X,Y ) ⊆ (Ai)i∈I -SC(X,Y ). Also note that for a specific choice of (Ai)i∈I , we
have that SC(X,Y ) = (Ai)i∈I -SC(X,Y ). Indeed, consider the setW of all weak
∗ closed infinite
dimensional subspace of Y ∗, and for every W ∈ W, consider the set AW of all normalized
basic sequences in W . Then it is easy to see that (AW )W∈W -SC(X,Y ) = SC(X,Y ). Also,
(AW )W∈W-SCξ(X,Y ) = SC(X,Y ) for all ξ < ω1 thus the next Theorem 3.3 does not give new
results for strictly cosingular operators.
It is obvious that for Banach spaces X, Y , a family (Ai)i∈I of sets of basic sequences in Y
∗
and an ordinal 1 ≤ ξ < ω1 we have that
(Ai)i∈I -SC(X,Y ) ⊆ (Ai)i∈I -SCξ(X,Y ).
Also notice that for ordinals 1 ≤ ξ < ζ < ω1 we have that
(Ai)i∈I -SCζ(X,Y ) ⊆ (Ai)i∈I -SCξ(X,Y ).
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For the last inclusion, let T ∈ (Ai)i∈I -SCζ(X,Y ) and for i ∈ I let a basic sequence (y
∗
n)n ∈ Ai
and an infinite subset N of positive integers such that for all F ⊂ N with F ∈ Sζ , T
∗|
S˜pan (y∗n)n6∈F
is not an isomorphism. There exists an infinite subset M of N such that for every F ⊂M with
F ∈ Sξ we have that F ∈ Sζ ([3]). Thus for every F ⊂ M with F ∈ Sξ, T
∗|
S˜pan (y∗n)n6∈F
is not
an isomorphism. Thus T ∈ (Ai)i∈I -SCξ(X,Y ).
The following result is the analogue of Theorems 2.2 and 2.3 for (Ai)i∈I strictly cosingular
operators.
Theorem 3.3. Let X and Y be Banach spaces such that Y is separable, and (Ai)i∈I be a family
an analytic sets of basic sequences in Y ∗. Then (Ai)i∈I -SC(X,Y ) =
⋂
ξ<ω1
(Ai)i∈I-SCξ(X,Y ).
Proof. It suffices to show that
⋂
ξ<ω1
(Ai)i∈I -SCξ(X,Y ) ⊂ (Ai)i∈I -SC(X,Y ). Fix an operator
T ∈
⋂
ξ<ω1
(Ai)i∈I -SCξ(X,Y ) and i0 ∈ I. As in the proof of Theorem 2.3, let B denote the set of
normalized basic sequences in Y ∗, Ba(Y ∗) denote the unit ball of Y ∗, Y denote the Polish space
Ba(Y ∗)N with the product of the weak∗ topology. Let K be the Polish space N × Y. Recall,
that K<N denotes the direct sum of the spaces Kn (for n ∈ N) and a tree on K will be a subset
of K<N. Define a tree R on K as follows:
R = {(ℓi, (y
∗
i,k)k)
n
i=1 ∈ K
<N : (ℓ1 < · · · < ℓn) ∈ N
<N, (y∗1,k)k = · · · = (y
∗
n,k)k ∈ B}.
Note that a generic element of R will look like (ℓi, (y
∗
k)k)
n
i=1 where n ∈ N, (ℓ1 < ℓ2 < · · · <
ℓn) ∈ N
n and (y∗k)k ∈ B. It has been shown in the proof of Theorem 2.3 that B is a Borel subset
of Y. Thus (N × B)<N is a Borel subset of K<N = (N × Y)<N. Obviously R is a closed subset
of (N× B)<N thus it is a Borel subset of K<N. Define the following two subtrees of R.
T = {(ℓi, (y
∗
k)k)
n
i=1 ∈ R : T
∗|
S˜pan (y∗
k
)k 6∈{ℓ1,...,ℓn}
is not an isomorphism},
Ti0 = {(ℓi, (y
∗
k)k)
n
i=1 ∈ R : (y
∗
k)k ∈ Ai0}.
Both T and Ti0 are trees on K. The main component of the proof will be to show that T˜ = T ∩Ti0
is an analytic subtree of R, and thus an analytic tree on K.
In order to see that Ti0 is an analytic tree, define the map π : R → B by π((ℓi, (y
∗
k)k)
n
i=1) =
(y∗k)k where ((ℓi, (y
∗
k)k)
n
i=1) is a generic element of R. Obviously this map is continuous, and
Ti0 = π
−1(Ai0). Since Ai0 is an analytic set, we obtain that Ti0 is analytic (see e.g. [10,
Proposition 14.3(ii)]).
To demonstrate that T is analytic, we wish to write it as a countable intersection of analytic
sets. Let,
Cε = {((ℓi, (y
∗
k)k)
n
i=1, y
∗) ∈ R× (Ba(Y ∗),weak∗ topology) : y∗ ∈ S˜pan (y∗k)k 6∈{ℓ1,...,ℓn}
and ‖T ∗y∗‖ < ε‖y∗‖}.
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In this definition, as well as the rest of the proof, Ba(Y ∗) will be equipped with the weak∗
topology. Clearly, T =
⋂
ε∈Q+ projRCε where projR denotes the projection to R. Since R is
a Borel subset of K<N there exists a finer Polish topology on K<N making R a clopen set and
having the same Borel sets as the ordinary topology of K<N ([10, Theorem 13.1]). Considering
this finer topology on R we have that R × (Ba(Y ), weak∗ topology) is Polish. Thus once we
show that Cε is Borel we obtain that projRCε is analytic ([10, Exercise 14.3]) hence T is analytic.
Decompose Cε as the intersection of the following two sets,
C1ε = {((ℓi, (y
∗
k)k)
n
i=1, y
∗) ∈ R×Ba(Y ∗), : ‖T ∗y∗‖ < ε‖y∗‖},
C2 = {((ℓi, (y
∗
k)k)
n
i=1, y
∗) ∈ R×Ba(Y ∗) : y∗ ∈ S˜pan (y∗k)k 6∈{ℓ1,...,ℓn}}.
For ((ℓi, (y
∗
k)k)
n
i=1, y
∗) ∈ R ×Ba(Y ∗) notice that
((ℓi, (y
∗
k)k)
n
i=1, y
∗) ∈ C1ε ⇔ ∀r ∈ Q
+, ‖y∗‖ > r or ‖T ∗y∗‖ ≤ εr.
Hence, C1ε is a Borel subset of R×Ba(Y
∗) (by the weak∗ lower semicontinuity of ‖ · ‖).
Now we demonstrate that C2 is a Borel set. Let F (Y ∗) denote the topological space of the
weak∗ closed subsets of Y ∗. This is called “the Effros-Borel space of the topological space
(Y ∗,weak∗ topology)”, (see [10, section 12.C]), and its basic open sets have the form VU :=
{F ∈ F (Y ∗) : F ∩ U 6= ∅} (where U is an arbitrary weak∗ open subset of Y ∗). Define the map,
ψ : R×Ba(Y ∗)→ F (Y ∗), by
ψ((i, (y∗n)n)i∈I , y
∗) = {z∗ − y∗ : z∗ ∈ S˜pan (y∗n)n 6∈I}.
We claim that ψ is continuous. Indeed, fix a weak* open subset U in Y ∗ and notice that,
ψ−1(VU ) = {((i, (y
∗
k)k)i∈I , y
∗) ∈ R ×Ba(Y ∗) : {z∗ − y∗ : z∗ ∈ S˜pan (y∗n)n 6∈I} ∩ U 6= ∅}
= {((i, (y∗k)k)i∈I , y
∗) ∈ R ×Ba(Y ∗) : {z∗ − y∗ : z∗ ∈ Span (y∗n)n 6∈I} ∩ U 6= ∅},
(since U is weak∗ open, Span (y∗n)n 6∈I ∩ (y
∗ + U) 6= ∅ ⇔ S˜pan (y∗n)n 6∈I ∩ (y
∗ + U) 6= ∅). Thus
ψ−1(VU ) =
⋃
I∈N<N, (ai)∈R<N
CI,(ai)
where for fixed I ∈ N<N and (ai) ∈ R
<N,
CI,(ai) := {((i, (y
∗
k)k)i∈I , y
∗) ∈ R ×Ba(Y ∗) :
∑
i 6∈I
aiy
∗
i − y
∗ ∈ U}.
Since U is a weak∗ open subset of Y ∗, CI,(ai) is an open subset of R×Ba(Y
∗), showing that ψ
is continuous. Since Y is separable, {0} is a weak∗ closed set thus the set {F ∈ F (Y ∗) : 0 ∈ F}
is Gδ in F (Y
∗) and therefore
C2 = ψ−1({F ∈ F (Y ∗) : 0 ∈ F}) = {((i, (y∗k)k)i∈I , y
∗) ∈ R×Bw
∗
: y∗ ∈ S˜pan (y∗n)n 6∈I}
is Borel.
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Having determined that C2 and C1ε are both Borel, it follows that Cε is Borel for each ε ∈ Q
+.
Finally T˜ is an analytic tree on K.
By our assumption, for each ξ < ω1 there exist a (y
∗
n) ∈ Ai0 and an infinite subset N of N
such that for any (ℓ1 < . . . < ℓn) ⊂ N with (ℓ1, . . . , ℓn) ∈ Sξ, (ℓi, (y
∗
k)k)
n
i=1 ∈ T˜ . The subtree
T˜(y∗n)n,N of T˜ containing all the nodes of the form (ℓi, (y
∗
k)k)
n
i=1 with (ℓ1 < . . . < ℓn) ⊂ N and
(ℓ1, . . . , ℓn) ∈ Sξ is order isomorphic to Sξ. Thus, for each ξ the height of the tree T˜ is greater
that or equal to h(Sξ) = ω
ξ. Whence, h(T˜ ) = ω1. By Theorem 2.1, conclude that T˜ is not well
founded. Let (y∗n)n ∈ Ai0 and (ℓi)
∞
i=1 be an increasing sequence of positive integers such that for
all m ∈ N, (ℓi, (y
∗
k)k)
m
i=1 ∈ T˜ . Therefore, if F is any finite subset of (ℓi)
∞
i=1 ⊂ N, T
∗|
S˜pan (y∗n)n6∈F
is not an isomorphism. Since the above is true for all i0 ∈ I, T ∈ (Ai)i∈I -SC(X,Y ). 
We now give some examples of analytic sets of basic sequences in a dual Banach space Y ∗
for separable Y . Such sets can be used for Ai in defining (Ai)i∈I -SC(X,Y ). Bossard, in [4],
shows that for a separable Banach space Z, the set of all boundedly complete and the set of
all shrinking basic sequence is coanalytic (the complement of an analytic set) non-Borel as a
subset of ZN.
Remark 3.4. Assume that Y is a separable Banach space. LetW be a fixed infinite dimensional
weak∗ closed subspace of Y ∗, (z∗n) be a fixed basic sequence in Y
∗ and A be a fixed analytic set
of basic sequences in Y ∗. Let Y be the Polish space (Ba(Y ∗), weak∗ topology)N.
(1) The set BW , of normalized basic sequences in W is a Borel subset of Y.
(2) If W has infinite codimension in Y ∗ then the set BW c of all normalized basic sequences
(y∗n) in Y
∗ with y∗n 6∈W for all n ∈ N, is a Borel subset of Y.
(3) The set Bu, of all unconditional basic sequences is a Borel subset of Y.
(4) The set Asub(z∗n)
of all subsequences of (z∗n) is an analytic subset of Y.
(5) The set Ablock(z∗n)
of all block sequences of (z∗n) is an analytic subset of Y.
(6) The set Anbc, of all non-boundedly complete basic sequences in Y
∗ is an analytic subset
of Y.
(7) The set Abo, of all sequences in A with biorthogonal vectors in Y is an analytic subset
of Y.
Proof. (1) is proved in Theorem 2.3. (2) is obvious since Y ∗\W is a weak∗ open set.
(3) This follows from writing Bu as,
Bu = {(y
∗
n)n ∈ B : ∃k ∈ N,∀(ai)i ∈ Q
<N ∀F finite subset of N, ‖
∑
i∈F
aiy
∗
i ‖ < k‖
∑
i
aiy
∗
i ‖}
=
⋃
k∈N
⋂
(ai)i∈Q<N
⋂
F⊂N
finite
{(y∗n)n ∈ B : ∀r ∈ Q
+, ‖
∑
i
aiy
∗
i ‖ > r or ‖
∑
i∈F
aiy
∗
i ‖ ≤ kr}.
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(4) We have that (w∗n) ∈ A
sub
(z∗n)
if and only if there exists k1 < k2 < · · · an increasing sequence
of positive integers such that w∗n = z
∗
kn
for all n ∈ N. The set [N]N of the increasing sequences of
integers endowed with the coordinate-wise convergence is a Polish space, thus the result follows
from [10, Exercise 14.3 (ii)].
(5) We have that (w∗n) ∈ B
block
(z∗n)
if and only if there exists k1 < k2 < · · · an increasing sequence
of integers and (ai) ∈ R
N such that w∗n =
kn+1−1∑
i=kn
aiz
∗
i . Since [N]
N × RN endowed with the
coordinate-wise convergence is a Polish space, the result follows from [10, Exercise 14.3 (ii)].
(6) Set B = BY ∗ (see part (1)) and
Cnbc := {((y
∗
n)n, (an)n) ∈ B × R
N : ∃M, sup
N
‖
N∑
n=1
any
∗
n‖ ≤M&
( N∑
n=1
any
∗
n
)
N
is not Cauchy}.
Observe that Anbc = projBCnbc (the projection on B). Therefore, it is enough to show that Cnbc
is a Borel subset of B × RN (since we can assume that B is a Polish space by [10, Theorem
13.1]). For each M ∈ N, the set
CM = {((y∗n)n, (an)n) ∈ B × R
N : sup
N
‖
N∑
i=n
any
∗
n‖ ≤M}
is a closed in B ×RN. Thus
⋃
M∈N C
M is Borel. Additionally,
D = {((y∗i )i,(ai)i) ∈ B × R
N : (
N∑
i=1
aiy
∗
i )N is not Cauchy}
= {((y∗i )i, (ai)i) ∈ B × R
N : ∃r ∈ Q+,∀n ∈ N,∃ n < m ∈ N, ‖
m∑
i=n
aiy
∗
i ‖ > r}
=
⋃
r∈Q+
⋂
n∈N
⋃
n<m∈N
{((y∗i )i, (ai)i) ∈ B × R
N : ‖
m∑
i=n
aiy
∗
i ‖ > r}
is Borel. Thus, Cnbc = D
⋂
(
⋃
M∈N C
M ) is Borel.
(7) Set Cbo := {((y
∗
n)n, (yn)n) ∈ Y×Y
N : y∗k(yn) = δk,n}. Then Cbo is a closed, and hence trivially
a Borel subset of Y × Y N. Abo is analytic since Abo = projYCbo (the projection on Y).

Finally we present an example in order to illustrate Theorem 3.3. Let D be the dyadic tree
{∅}∪{0, 1}<N and consider the space X = ℓ1(D). Let {eα : α ∈ D} denote the basis of X which
is ordered as: e∅, e0, e1, e0,0, e0,1, e1,0, e1,1, e0,0,1, etc. Fix ω1 many infinite branches of D, and
enumerate them as {bξ : ξ < ω1}. For fixed ξ < ω1, let (eξ,n)n be the increasing enumeration of
the set {eα : α ∈ bξ}. Also for every ξ < ω1 let Fξ be a fixed finite set which does not belong
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in Sξ. Define T ∈ L(X) to be equal to 0 on eξ,n for every ξ and every n ∈ Fξ . Also define T
to be the identity on the rest of the basis of X. Then the biorthogonal functional of the basis
become a weak∗ basis for X∗ (see [9]), and T ∗ is 0 on e∗ξ,n (the biorthogonal functional of eξ,n)
for every ξ and every n ∈ Fξ . Also T
∗ is identity on the rest of the weak∗ basis. Now let A
denote the set of subsequences of {e∗α : α ∈ D} which are infinite branches of D (e
∗
α denotes the
biorthogonal functional of e∗α for all α ∈ D). This is a closed subset (Ba(X
∗), weak∗)N (this is
because each “level” of D has finitely many nodes thus finite many possible limits). Since Fξ is
not in Sξ we have that T ∈ A-SCξ(X,X) for all ξ. Thus Theorem 3.3 gives the existence of an
infinite branch b of D and an infinite subset N of b such that for all finite subsets F of N we
have that T ∗|
S˜pan (eα)α∈b\F
is not an isomorphism.
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