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INDUCED MATCHING NUMBERS OF FINITE GRAPHS AND EDGE
IDEALS
TAKAYUKI HIBI, HIROJU KANNO AND KAZUNORI MATSUDA
ABSTRACT. Let G be a finite simple graph on the vertex set V (G) = {x1, . . . ,xn} and
I(G) ⊂ K[V (G)] its edge ideal, where K[V (G)] is the polynomial ring in x1, . . . ,xn over
a field K with each degxi = 1 and where I(G) is generated by those squarefree quadratic
monomials xix j for which {xi,x j} is an edge of G. In the present paper, given integers
1 ≤ a ≤ r and s≥ 1, the existence of a finite connected simple graph G= G(a,r,d) with
im(G) = a, reg(R/I(G)) = r and deghK[V (G)]/I(G)(λ ) = s, where im(G) is the induced
matching number of G and where hK[V (G)]/I(G)(λ ) is the h-polynomial of K[V (G)]/I(G).
INTRODUCTION
The recent papers [12], [13], and [14] study the relation between regularity of mono-
mial ideals and degree of their h-polynomials. The present paper follows these previous
work and develop the combinatorial aspect on regularity of edge ideals of finite simple
graphs.
Let R= K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each
degxi = 1 and I ⊂ R a homogeneous ideal of R with dimR/I = d. The Hilbert series
HR/I(λ ) of R/I is of the form
HR/I(λ ) =
(
h0(R/I)+h1(R/I)λ +h2(R/I)λ
2+ · · ·+hs(R/I)λ
s
)
/(1−λ )d,
where each hi(R/I) ∈ Z ([4, Proposition 4.4.1]). We say that
hR/I(λ ) = h0(R/I)+h1(R/I)λ +h2(R/I)λ
2+ · · ·+hs(R/I)λ
s
with hs(R/I) 6= 0 and hR/I(1) 6= 0 is the h-polynomial of R/I. Let reg(R/I) denote the
(Castelnuovo–Mumford ) regularity [4, p. 168] of R/I.
Let G = (V (G),E(G)) be a finite simple graph on the vertex set V (G) = {x1, . . . ,xn}
with the edge set E(G). Let R= K[V (G)] = K[x1, . . . ,xn]. The edge ideal of G is the ideal
I(G) =
(
xix j : {xi,x j} ∈ E(G)
)
⊂ R.
A subset M = {e1, . . . ,es} ⊂ E(G) is said to be a matching of G if, for all ei and e j
with i 6= j belonging to M, one has ei∩ e j = /0. The matching number m(G) of G is the
maximum cardinality of the matchings of G. A matchingM = {e1, . . . ,es} ⊂ E(G) is said
to be an induced matching of G if for all ei and e j with i 6= j belonging to M, there is no
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edge e ∈ E(G) with e∩ ei 6= /0 and e∩ e j 6= /0. The induced matching number im(G) of G
is the maximum cardinality of the induced matchings of G. It is known ([8, Theorem 6.7]
and [17, Lemma 2.2]) that
im(G)≤ reg(R/I(G))≤m(G).
We refer the reader to [2], [10], [18] and [20] for further information about (induced)
matching numbers and regularity of edge ideals.
In the current trend on the study of regularity of powers of edge ideals, gap free graphs
play an important role ([3], [5] and [6]). Recall that a gap free graph is a finite simple
graph G such that, for edges e and e′ of G with e∩ e′ = /0, there is an edge e′′ of G with
e∩ e′′ 6= /0 and e′∩ e′′ 6= /0. In other words, a finite simple graph G is gap free if and only
if im(G) = 1.
Now, the final goal of the present paper is to show that
Theorem 0.1. Given integers 1≤ a ≤ r and s ≥ 1, there exists a finite connected simple
graph G= G(a,r,s) with
im(G) = a, reg(R/I(G)) = r, deghR/I(G)(λ ) = s.
Theorem 0.1 can be an extensive generalization of [14, Theorem 3.1]. As one of the
direct consequences of Theorem 0.1, it follows that
Corollary 0.2. Given integers r ≥ 1 and s ≥ 1, there exists a gap free graph G= G(r,s)
with reg(R/I(G)) = r and deghR/I(G)(λ ) = s.
1. PREPARATION FOR THEOREM 0.1
In order to prove our Theorem 0.1, we will prepare several lemmata. Let, as before, R=
K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each degxi = 1.
From the definition of regularity in terms of graded Betti numbers ([9, p. 48]), Lemma
1.1 below follows immediately.
Lemma 1.1. Let I ⊂ R be a proper homogeneous ideal. Then reg(R/I) = reg(I)−1.
Lemma 1.2 ([16, Lemma 3.2]). Let R1 = K[x1, . . . ,xm] and R2 = K[y1, . . . ,yn] be polyno-
mial rings over a field K. Let I1 be a nonzero homogeneous ideal of R1 and I2 that of R2.
Let R= R1⊗K R2 = K[x1, . . . ,xm,y1, . . . ,yn] and regard I1+ I2 as a homogeneous ideal of
R. Then
(1) reg(I1+ I2) = reg(I1)+ reg(I2)−1.
(2) reg(R/(I1+ I2)) = reg(R1/I1)+ reg(R2/I2).
Lemma 1.3 ([6, Lemma 2.10]). Let I ⊂ R be a squarefree monomial ideal and xi a vari-
able of R which appears in a monomial belonging to the unique minimal system of mono-
mial generators of I. Then reg(I) = reg(I : (x))+1 or reg(I) = reg(I+(x)).
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Let us recall the definition of an independent set. Let G = (V (G),E(G)) be a finite
simple graph on the vertex set V (G) = {x1, . . . ,xn} with the edge set E(G). Given any
subsetW ⊂V (G), the induced subgraph ofG onW is the graphGW = (W,E(GW )), where
E(GW ) = {e = {xi,x j} : i, j ∈W}. A set of vertices W ⊂ V (G) is an independent set if
{xi,x j} 6∈ E(G) for all xi,x j ∈W . In particular, the empty set /0 is an independent set for
all finite graph G.
Let G be a finite simple graph on V (G) = {x1, . . . ,xn}. Suppose that G has no isolated
vertex. Let S ⊂ V (G) be an independent set of G. Note that 0 ≤ |S| ≤ d = dimR/I(G)
since dimR/I(G) is equal to the maximum cardinality of independent sets of G. The
graph GS is defined by
• V (GS) =V (G)∪{xn+1}, where xn+1 is a new vertex.
• E(GS) = E(G)∪{{xi,xn+1} : xi 6∈ S}.
We call GS the S-suspension of G. Note that G /0 coincides with the suspension [15, p.141]
of G in usual sense.
In addition, let {xi,x j} ∈ E(G) be an edge of G and let S⊂V (G) be an independent set
of G such that {x,xi} 6∈ E(G) and {x,x j} 6∈ E(G) for all x ∈ S. Then the graph G
{xi,x j},S
is defined by
• V
(
G{xi,x j},S
)
=V (G)∪{xn+1}, where xn+1 is a new vertex.
• E
(
G{xi,x j},S
)
= E(G)∪
{
{xk,xn+1} : xk 6= xi,xk 6= x j and xk 6∈ S
}
.
We call G{xi,x j},S the {xi,x j},S-suspension of G.
Example 1.4. Let G = C5 be the pentagon graph with V (G) = {x1,x2,x3,x4,x5} and
E(G) = {{x1,x2},{x2,x3},{x3,x4},{x4,x5},{x1,x5}}. Then the graphs G
/0 and G{x1,x2}, /0
are as follows.
x1
•
x5 •
sssssssssss x2•
❑❑❑❑❑❑❑❑❑❑❑
x4 •
✯✯✯✯✯✯✯✯✯✯✯
x3•
✔✔✔✔✔✔✔✔✔✔✔
x6
•
❣❣❣❣❣❣❣❣❣❣
✻✻
✻✻
✻✻
✻✻
✻✻
✟✟
✟✟
✟✟
✟✟
✟✟
❲❲❲❲❲❲❲❲❲❲
x1
•
x5 •
sssssssssss x2•
❑❑❑❑❑❑❑❑❑❑❑
x4 •
✯✯✯✯✯✯✯✯✯✯✯
x3•
✔✔✔✔✔✔✔✔✔✔✔
x6
•
✻✻
✻✻
✻✻
✻✻
✻✻
✟✟
✟✟
✟✟
✟✟
✟✟
❲❲❲❲❲❲❲❲❲❲
FIGURE 1. G /0 (left) and G{x1,x2}, /0 (right)
Lemma 1.5 below mentions the induced matching number, regularity and Hilbert series
of the S-suspension of a graph.
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Lemma 1.5. Let G be a finite simple graph on the vertex set V (G) = {x1, . . . ,xn} such
that G has no isolated vertices. Let S⊂V (G) be an independent set of G. Write R′=R⊗K
K[xn+1], and hR/I(G)(λ )= h0(R/I(G))+h1(R/I(G))λ+h2(R/I(G))λ
2+· · ·+hs(R/I(G))λ
s
with hs(R/I(G)) 6= 0. Then one has
(1) im(GS) = im(G).
(2) reg(R′/I(GS)) = reg(R/I(G)).
(3) The Hilbert series of R′/I(GS) is
HR′/I(GS)(λ ) = HR/I(G)(λ )+
λ
(1−λ )|S|+1
=


hR/I(G)(λ )+λ (1−λ )
d−|S|−1
(1−λ )d
(|S| ≤ d−1),
(1−λ )hR/I(G)(λ )+λ
(1−λ )d+1
(|S|= d).
In particular, if |S|= d− s, we have
(i) dimR′/I(GS) = d.
(ii) hs(R
′/I(GS)) = hs(R/I(G))+(−1)
s−1.
Proof. (1) Since G is an induced subgraph of GS, we have im(GS) ≥ im(G). Put
t = im(G). Assume that t < im(GS). Then there is an induced matching of
GS consists of t + 1 edges {xi1,x j1}, . . . , {xit ,x jt} and {xit+1,x jt+1}, where 1 ≤
i1, . . . , it+1, j1, . . . , jt+1 ≤ n+ 1. It cannot be an induced matching of G since
t = im(G). Hence we may assume x jt+1 = xn+1. Then {xi1,x j1} ∈ E(G). By defi-
nition of induced matching, one has {xi1,xn+1} 6∈ E(G
S) and {x j1 ,xn+1} 6∈ E(G
S).
It follows that xi1,x j1 ∈ S, but this is a contradiction since S is an independent set
of G. Therefore one has im(GS) = im(G).
(2) Since G is an induced subgraph of GS, one has reg(I(G)) ≤ reg(I(GS)) by [7,
Lemma 3.1(1)]. Note that I(GS)+ (xn+1) = (xn+1)+ I(G) and I(G
S) : (xn+1) =
(xi : xi 6∈ S). Hence reg(I(G)
S+(xn+1)) = reg(I(G)) and reg(I(G
S) : (xn+1)) = 1
by Lemma 1.2 (2). We also note that reg(I(G))≥ 2 sinceG has no isolated vertex.
Thus one has reg(I(GS)) = reg(I(G)) by Lemma 1.3. Therefore reg(R′/I(GS)) =
reg(R/I(G)) by Lemma 1.1.
(3) By additivity of Hilbert series on the exact sequence
0→ R′/I(GS) : (xn+1) (−1)
·xn+1
−−−−→ R′/I(GS)→ R′/I(GS)+(xn+1)→ 0,
it follows that HR′/I(GS)(λ ) =HR′/I(GS)+(xn+1)(λ )+λ ·HR′/I(GS):(xn+1)(λ ). As seen
before, I(GS)+ (xn+1) = (xn+1)+ I(G) and I(G
S) : (xn+1) = (xi : xi 6∈ S). Hence
we haveHR′/I(GS)+(xn+1)(λ )=HR/I(G)(λ ) andHR′/I(GS):(xn+1)(λ )= 1/(1−λ )
|S|+1.
Therefore we have the desired conclusion. 
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Example 1.6. Let G = C5 be the pentagon graph which appears in Example 1.4. By
Lemma 1.5, we have im(G /0) = im(G) = 1, reg(R′/I(G /0)) = reg(R/I(G)) = 2 and
HR′/I(G /0)(λ ) = HR/I(G)(λ )+
λ (1−λ )
(1−λ )2
=
1+3λ +λ 2
(1−λ )2
+
λ (1−λ )
(1−λ )2
=
1+4λ
(1−λ )2
.
Let {xi,x j} ∈ E(G) be an edge of G and let S⊂V (G) be an independent set of G such
that {x,xi} 6∈ E(G) and {x,x j} 6∈ E(G) for all x∈ S. The next lemmamentions the induced
matching number, regularity and Hilbert series of the {xi,x j},S-suspension of G.
Lemma 1.7. Use the notation as above. Suppose that, for all x∈V (G)\
(
S∪{xi}∪{x j}
)
,
there exists xk ∈ S∪{xi}∪{x j} such that {x,xk} ∈ E(G). Then one has
(1) im(G{xi,x j},S) = im(G).
(2) reg(R′/I(G{xi,x j},S)) = reg(R/I(G)) if reg(R/I(G))≥ 2.
(3) The Hilbert series of R′/I(G{xi,x j},S) is
H
R′/I(G
{xi,x j},S)
(λ ) = HR/I(G)(λ )+
λ (1+λ )
(1−λ )|S|+2
=


hR/I(G)(λ )+λ (1+λ )(1−λ )
d−|S|−2
(1−λ )d
(|S| ≤ d−2),
(1−λ )|S|+2−dhR/I(G)(λ )+λ (1+λ )
(1−λ )|S|+2
(d−1≤ |S| ≤ d).
In particular, if |S|= d− s and s≥ 2, we have
(i) dimR′/I(G{xi,x j},S) = d.
(ii) hs(R
′/I(G{xi,x j},S)) = hs(R/I(G))+(−1)
s−2.
Proof. (1) Since G is an induced subgraph of G{xi,x j},S, we have im(G{xi,x j},S) ≥
im(G). Put t = im(G). Assume that t < im(G{xi,x j},S). Then there is an in-
duced matching of G{xi,x j},S consists of t + 1 edges {xi1 ,x j1}, . . . , {xit ,x jt} and
{xit+1,x jt+1}, where 1 ≤ i1, . . . , it+1, j1, . . . , jt+1 ≤ n+ 1. It cannot be an induced
matching of G since t = im(G). Hence we may assume x jt+1 = xn+1. By the
definition of G{xi,x j},S, xik ,x jk ∈ S∪{xi}∪ {x j} for all 1 ≤ k ≤ t. Since S is an
independent set, xik ∈ {xi}∪{x j} or x jk ∈ {xi}∪{x j} for all 1≤ k ≤ t. Thus we
have t = 1 and we may assume that xi1 = xi and x j1 = x j. Since {xi2,xn+1} ∈
E(G{xi,x j},S), xi2 6∈ S∪{xi}∪{x j}. Hence there exists xk ∈ S∪{xi}∪{x j} such
that {xi2,xk} ∈ E(G). Then xk ∈ S since xk 6= xi and xk 6= x j. Thus {xk,xi} 6∈ E(G)
and {xk,x j} 6∈ E(G) from the assumption. This facts says that
{
{xi,x j},{xi2,xk}
}
is an induced matching of G, contradicts that im(G) = t = 1. Therefore one has
im(G{xi,x j},S) = im(G).
(2) SinceG is an induced subgraph ofG{xi,x j},S, one has reg(I(G))≤ reg(I(G{xi,x j},S))
by [7, Lemma 3.1(1)]. We note that I(G{xi,x j},S) + (xn+1) = (xn+1)+ I(G) and
I(G{xi,x j},S) : (xn+1) = (xix j)+
(
xk : xk 6∈ S∪{xi}∪{x j}
)
. Hence it follows that
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reg(I(G{xi,x j},S)+(xn+1))= reg(I(G)) and reg(I(G
{xi,x j},S) : (xn+1))= 2 by Lemma
1.2 (2). By virtue of Lemma 1.1, reg(I(G))≥ 3 if reg(R/I(G))≥ 2. Thus one has
reg(I(G{xi,x j},S)) = reg(I(G)) by Lemma 1.3. Therefore reg(R′/I(G{xi,x j},S)) =
reg(R/I(G)) by Lemma 1.1.
(3) By additivity of Hilbert series on the exact sequence
0→ R′/I(G{xi,x j},S) : (xn+1) (−1)
·xn+1
−−−−→ R′/I(G{xi,x j},S)→ R′/I(G{xi,x j},S)+(xn+1)→ 0,
one has H
R′/I(G
{xi,x j},S)
(λ ) = H
R′/I(G
{xi ,x j},S)+(xn+1)
(λ )+λ ·H
R′/I(G
{xi ,x j},S):(xn+1)
(λ ).
Since I(G{xi,x j},S)+ (xn+1) = (xn+1)+ I(G) and I(G
{xi,x j},S) : (xn+1) = (xix j)+(
xk : xk 6∈ S∪{xi}∪{x j}
)
, it follows that H
R′/I(G
{xi,x j},S)+(xn+1)
(λ ) = HR/I(G)(λ )
andH
R′/I(G
{xi,x j},S):(xn+1)
(λ )= (1+λ )/(1−λ )|S|+2. Therefore we have the desired
conclusion. 
Remark 1.8. In general, both of the S-suspension and {xi,x j},S-suspension do not pre-
serve the matching number. In fact, let G = C5,G
/0 and G{x1,x2}, /0 be the graphs which
appears in Example 1.4. Then m(G) = 2 but m(G /0) =m(G{x1,x2}, /0) = 3.
By combining Lemma 1.5 and 1.7, one has
Lemma 1.9. Let G be a finite simple graph on the vertex set V (G)= {x1, . . . ,xn} such that
G has no isolated vertices. Assume that reg(R/I(G)) ≥ 2, and hR/I(G)(λ ) = h0(R/I)+
h1(R/I)λ +h2(R/I)λ
2+ · · ·+hs(R/I)λ
s with hs(R/I) 6= 0. Then one has
(1) There exists a connected graph G1 such that
• im(G1) = im(G).
• reg(K[V (G1)]/I(G1)) = reg(R/I(G)).
• deghK[V (G1)]/I(G1)(λ ) = deghR/I(G)(λ )+1.
(2) If s≥ 2, then there exists a connected graph G2 such that
• im(G2) = im(G).
• reg(K[V (G2)]/I(G2)) = reg(R/I(G)).
• deghK[V (G2)]/I(G2)(λ ) = deghR/I(G)(λ )−1.
Proof. Write d = dimR/I(G).
(1) Take an independent set S ⊂ V (G) of G with |S|= d. Then Lemma 1.5 says that
G1 = G
S is the desired graph.
(2) We distinguish the following four cases.
• The case hs > 0 and s is even : Take an independent set S⊂V (G) of G with
|S|= d− s. By virtue of Lemma 1.5, it follows that
– im(GS) = im(G),
– reg(K[V (GS)]/I(GS)) = reg(R/I(G)),
– dimK[V (GS)]/I(GS) = d,
– hs(K[V (G
S)]/I(GS)) = hs(R/I(G))−1,
6
where K[V (GS)] = R⊗K K[xn+1]. By using Lemma 1.5 repeatedly, we can
construct the desired graph G2.
• The case hs < 0 and s is odd : From the same argument as the case that
hs > 0 and s is even, we can construct the desired graph G2.
• The case hs > 0 and s is odd : Since d− s+2≤ d, there exists an indepen-
dent set T ⊂ V (G) with |T | = d− s+2. Choose two vertices xa,xb ∈ T and
let S= T \ ({xa}∪{xb}). Since |S|= d− s, by Lemma 1.5, one has
– im(GS) = im(G),
– reg(K[V (GS)]/I(GS)) = reg(R/I(G)),
– dimK[V (GS)]/I(GS) = d,
– deghK[V (GS)]/I(GS)(λ ) = s and hs(K[V (G
S)]/I(GS)) = hs(R/I(G))+1.
Next, we consider the {xa,xn+1},S-suspension ofG
S. LetG′=(GS){xa,xn+1},S.
Note that {x,xa} 6∈ E(G
S) and {x,xn+1} 6∈E(G
S) for all x∈ S. In addition, for
all x ∈ V (GS) \ (S∪{xa}∪{xn+1}), {x,xn+1} ∈ E(G
S) since x 6∈ S. Hence,
by virtue of Lemma 1.7, we have
– im(G′) = im(GS),
– reg(K[V (G′)]/I(G′)) = reg(K[V (GS)]/I(GS)),
– dimK[V (G′)]/I(G′) = dimK[V (GS)]/I(GS),
– deghK[V (G′)]/I(G′)(λ ) = deghK[V (GS)]/I(GS)(λ ) = s and
hs(K[V (G
′)]/I(G′)) = hs(K[V (G
S)]/I(GS))−1= hs(R/I(G)),
where K[V (G′)] = K[V (GS)]⊗K K[xn+2].
Finally, we consider the {xb,xn+1},S-suspension ofG
′. LetG′′=(G′){xb,xn+1},S.
Note that {x,xb} 6∈ E(G
′) and {x,xn+1} 6∈ E(G
′) for all x ∈ S. In addition, for
all x ∈V (G′)\ (S∪{xb}∪{xn+1}), {x,xn+1} ∈ E(G
′) since x 6∈ S. Hence, by
using Lemma 1.7 again, we have
– im(G′′) = im(G′),
– reg(K[V (G′′)]/I(G′′)) = reg(K[V(G′)]/I(G′)),
– dimK[V (G′′)]/I(G′′) = dimK[V (G′)]/I(G′),
– deghK[V (G′′)]/I(G′′))(λ ) = deghK[V (G′)]/I(G′))(λ ) = s and
hs(K[V (G
′′)]/I(G′′))= hs(K[V (G
′)]/I(G′))−1= hs(K[V (G)]/I(G))−
1 if hs(K[V (G)]/I(G))> 1,
– deghK[V (G′′)]/I(G′′))(λ )< deghK[V (G′)]/I(G′))(λ ) = s
if hs(K[V (G)]/I(G)) = 1,
where K[V (G′′)] = K[V (G′)]⊗K K[xn+3].
Thus, it follows that
– im(G′′) = im(G),
– reg(K[V (G′′)]/I(G′′)) = reg(R/I(G)),
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– dimK[V (G′′)]/I(G′′) = dimR/I(G),
– deghK[V (G′′)]/I(G′′)(λ ) = deghK[V (G)]/I(G)(λ ) = s and
hs(K[V (G
′′)]/I(G′′)) = hs(R/I(G))−1 if hs(R/I(G))> 1,
– deghK[V (G′′)]/I(G′′)(λ )< deghK[V (G)]/I(G)(λ ) = s if hs(R/I(G)) = 1.
Therefore, by repeating this argument, we can construct the desired graph
G2.
• The case hs < 0 and s is even : From the same argument as the case that
hs > 0 and s is odd, we can construct the desired graph G2. 
Example 1.10. LetG=C8 be the octagon graph withV (G)= {x1,x2, . . . ,x8} and E(G)=
{{x1,x2},{x2,x3}, . . . ,{x7,x8},{x1,x8}}. Then im(G) = 2. By virtue of [1, Theorem 5.2]
and [11, Proof of Proposition 2.10], one has reg(K[V (G)]/I(G))= 3 andHK[V(G)]/I(G)(λ )=
1+4λ +2λ 2−4λ 3−λ 4
(1−λ )4
.
Let G′ = (G /0){x1,x9}, /0 and G′′ = (G′){x3,x9}, /0. By using Lemmata 1.5 and 1.7, we have
• im(G) = im(G /0) = im(G′) = im(G′′) = 2,
• reg(K[V (G)]/I(G)) = reg(K[V (G /0)]/I(G /0)) = reg(K[V (G′)]/I(G′))
= reg(K[V(G′′)]/I(G′′)) = 3,
• deghK[V (G)]/I(G)(λ ) = deghK[V (G /0)]/I(G /0)(λ ) = deghK[V (G′)]/I(G′)(λ ) = 4 and
deghK[V (G′′)]/I(G′′)(λ ) = 3.
Moreover, the Hilbert series of these graphs are as follows.
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G /0
{x1,x9}, /0-suspension
−−−−−−−−−−−−−−−−−−→ G′
{x3,x9}, /0-suspension
−−−−−−−−−−−−−−−−−−→G′′
1+5λ −λ 2−λ 3−2λ 4
(1−λ )4
−−−→
1+6λ −2λ 2−2λ 3−λ 4
(1−λ )4
−−−→
1+7λ −3λ 2−3λ 3
(1−λ )4
We have finished preparing for the proof of the following lemma.
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Lemma 1.11. Let G be a finite simple graph and G1, . . . ,Gℓ the connected components of
G. Assume that |V (Gi)| ≥ 2 for all 1≤ i≤ ℓ. Then one has
(1) im(G) = ∑ℓi=1 im(Gi).
(2) reg(R/I(G)) = ∑ℓi=1 reg(Ri/I(Gi)).
(3) dimR/I(G) = ∑ℓi=1 dimRi/I(Gi).
(4) deghR/I(G)(λ ) = ∑
ℓ
i=1 deghRi/I(Gi)(λ ).
Here Ri = K
[
x
(i)
j : x
(i)
j ∈V (Gi)
]
for all 1≤ i≤ ℓ and R= R1⊗K · · ·⊗K Rℓ.
2. PROOF OF THEOREM 0.1
In this section, we give a proof of Theorem 0.1.
Proof. (Proof of Theorem 0.1.) Let 1≤ a≤ r and s≥ 1 be integers.
• The case a= r = 1 : Let G
star(xv)
s be the star graph which appears in [11, Figure
2]. Then [11, Lemma 1.7] says that G
star(xv)
s is the desired graph.
• The case a= 1 and r≥ 2 : By virtue of [5, Theorem 6], there is a finite connected
simple graphGwith im(G)= 1 and reg(K[V (G)]/I(G))= dimK[V (G)]/I(G)= r.
Hence we can construct the desired graph G(1,r,s) by using Lemma 1.9 repeat-
edly.
• The case 2 ≤ a ≤ r : By virtue of [5, Theorem 6], there is a finite connected
simple graph Lr−a+1 with im(Lr−a+1) = 1 and reg(K[V (Lr−a+1)]/I(Lr−a+1)) =
dimK[V (Lr−a+1)]/I(Lr−a+1) = r−a+1. Let G be the union of Lr−a+1 and a−1
disjoint edges {xi1,x j1}, . . . ,{xia−1,x ja−1}. By virtue of Lemma 1.11, we have
– im(G) = 1+(a−1) = a,
– reg(K[V (G)]/I(G)) = (r−a+1)+(a−1) = r,
– dimK[V (G)]/I(G) = (r−a+1)+(a−1) = r,
– deghK[V (G)]/I(G)(λ ) = deghK[V (Lr−a+1)]/I(Lr−a+1)(λ )+a−1.
Hence, by using Lemma 1.9 repeatedly, we can construct the desired graphG(a,r,s).

Remark 2.1. From Theorem 0.1 and the inequalities im(G)≤ reg(R/I(G))≤m(G), it is
natural to ask the following question : given any integers a,r,m,s with 1≤ a≤ r ≤m and
s≥ 1, is there a simple connected graph G=G(a,r,m,s)with im(G) = a, reg(R/I(G)) =
r, m(G) = m and deghR/I(G) = s ?
However, [19, Theorem 11] says that there is no simple connected graphs G with
im(G) = 1 and reg(R/I(G)) =m(G) = r for all r ≥ 3.
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