Abstract-Thin polymeric films are evaluated in this research as a potential replacement technology for radiation portal monitors where specific attention is given to the physical basis for neutron-photon discrimination. It is shown that the difference in the energy deposition mechanics from charged particle reaction products and from the Compton scattered electrons allows for the effective discrimination between neutrons and gammas. One goal of this study was to establish optimal thickness for polymeric films that maximize the neutron interactions and simultaneously minimize the measured interaction of photons. Polymeric films ranging from m to m containing were fabricated and tested for their capability to satisfy criteria established by the Department of Homeland Security. Results from Monte Carlo simulations with the GEANT4 code and data from measurements confirm the technical basis for our proposed understanding of neutron-photon discrimination characteristics for thin films.
I. INTRODUCTION
T HE Department of Homeland Security (DHS) in the United States continues funding research through the Domestic Nuclear Detection Office (DNDO) to develop neutron detector technologies to support DHS objectives with a particular focus on Radiation Portal Monitors (RPMs). These RPMs are expected to detect special nuclear material that emit neutrons while being insensitive to the gammas from medical isotopes and other commercial and background sources. Most of the RPMs currently deployed use a rapidly diminishing resource, , which should be replaced with more readily available materials. As a result a number of alternative detection systems continue to be investigated with the most viable including: boron trifluoride ( ) filled proportional detectors, boron-lined proportional detectors, lithium-6 ( ) loaded scintillation glass fiber detectors, and scintillator-coated [2] . This research investigates the application of -loaded thin polymeric films for neutron-photon discrimination.
was chosen for the neutron absorber because of its high thermal neutron absorption cross section (940 barn) and a large Q-value (4.78 MeV) on the absorption of a neutron.
General specifications that replacement RPMs must satisfy are listed in Table I [2] [3] . In particular these include: 1) an absolute neutron detection efficiency greater than 2.5 counts per second (cps) per ng for a lead-shielded and moderated source placed 2 m from the detector, 2) an intrinsic gamma-neutron detection efficiency of one in a million, and 3) a gamma absolute rejection ratio for neutrons requiring that the performance of the detector should not change by more than 10% in a 10 mR/hr gamma field. Additional details are published in Pacific Northwest National Laboratory (PNNL) reports [2] [3] .
The absolute neutron detection efficiency, , is defined as the number of neutron pulses recorded divided by the number of neutrons emitted by the source (with only a neutron source present) as shown in Eq. (1) . (1) where is the neutron count rate, and is the neutron emission rate from the source.
The absolute neutron detection efficiency is the probability of a neutron count per source neutron. In the case of radiation portal monitors the neutron source strength, , is defined to be 1 ng of , which has a source strength of neutrons per second, and the source is two meters from the detector.
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The intrinsic gamma-neutron detection efficiency, , is defined as the count rate of pulses that could be interpreted as originating from neutrons divided by the rate of photons entering the detector, as shown in Eq. (2) . (2) where is the number counts classified as photons that are indistinguishable from neutrons per unit time, and is the number of photons incident on the detector per unit time.
The intrinsic gamma-neutron detection efficiency may be measured using either a , , or source placed at an appropriate distance so as to produce an exposure rate of 10 mR/hr at the detector [3] . The gamma absolute rejection ratio for neutrons (GARRn) is a parameter that characterizes the detector response in the presence of both a gamma ray source of 10 mR/hr and of a neutron source configured as it would be for an absolute neutron detection efficiency measurement. The GARRn is defined as the absolute neutron detection efficiency in the presence of both sources, divided by the absolute neutron detection efficiency [3] .
It is problematic for some of the technologies evaluated to simultaneously satisfy the intrinsic gamma efficiency and the absolute neutron detection efficiency [1] . It is shown in this paper that this problem can be mitigated for thin films that contain a neutron absorber by taking advantage of differences in the kinetic energy deposition characteristics of secondary electrons produced by photon interactions and by charged particles slowing down.
II. THEORETICAL BASIS
In the case of reaction products, energy is distributed between a triton of energy 2.73 MeV and an alpha of energy 2.05 MeV, and their energy loss produces many electrons with a median energy of about 0.8 keV. For photons with an energy range between 0.5 MeV to 5 MeV Compton scattering is the predominant interaction mechanism for low-Z materials, and this interaction produces a single electron with an average energy much higher than those produced by charged particles with energies below 10 MeV slowing down. For example, the 1.173 MeV and 1.332 MeV photons from produce Compton-scattered electrons with maximum energies of 0.96 MeV and 1.12 MeV, and the median energies of these Compton-scattered electrons are 860 keV and 1.07 MeV. If elastic scattering between the alpha, triton and electrons is assumed, the maximum kinetic energy of a scattered electron is 1.097 keV for the alpha particle and 1.986 keV for the triton [4] . The study of secondary electron ranges is of particular interest since the energy deposition from electrons directly impacts the scintillation process.
The ranges of the secondary electrons from charged particle slowing down and from Compton-scattered electrons are listed in Table II . Since the relative ranges of the secondary electrons created from charged particle slowing down differ from those generated by Compton scattering by several orders of magnitude, electrons generated by the alpha and the triton deposit significantly more of their energy in a thin film than the secondary electrons produced from Compton-scattered gammas. This is The median values reported for the are averaged over both possible gammas. also reflected in the stopping power, where the reaction product secondary electrons have a stopping power of about 40 times that of the secondary electrons from a gamma [5] . The cumulative energy deposition as a function of depth in the material for electrons from 3 keV to 320 keV in polystyrene is shown in Fig. 1 . For electrons below 10 keV all of the energy is deposited within 5 microns of the material, but more energetic electrons deposit their energy over a broader range.
The difference in the transfer of kinetic energy from charged particles to electrons and from photon interactions to electrons may be exploited to maximize the discrimination between neutron and photon interactions in a detector. For a particular material and neutron absorber, the detector geometry can be optimized to maximize the energy deposited in scintillation materials by charged particles relative to the energy deposited by photon interactions. This in turn permits one to maximize the recorded neutron interaction rate relative to the recorded photon interaction rate by setting a lower level discriminator (LLD) to a particular pulse height of the signals generated by the detector electronics. The LLD does not need to be a physical voltage cutoff set by the instrumentation. Instead pulse amplitudes below a particular level may be neglected by integrating the pulse height spectrum above an arbitrarily specified discriminator, which is defined as a mathematical lower level discriminator (MLLD). 
III. EXPERIMENTAL METHODS
The energy deposition of neutrons and gammas was investigated for polymeric films containing by obtaining neutron and gamma-ray spectra for polystyrene film thickness ranging from m to m. The reader is referred to the work of Mabe et al. for the sample preparation protocols [7] . Fig. 2 provides a diagram of the equipment used to measure the pulse height spectra from a moderated neutron source and from a source. Measured data are compared with calculations to confirm modeling and to establish rates of particles crossing the detector. Fig. 3 is a rendering (from a Monte Carlo transport code, MCNPX [10] ) of the neutron irradiator used as the neutron source in this work. It is a custom built facility that contains a g (as of July 2009) source encased in high density polyethylene (HDPE) for moderating the spectrum. The HDPE box is approximately 50.8 cm long, 30.48 cm wide, and 35.56 cm tall. There are two 0.16 cm thick acrylic detectors wells, one surrounded by a 0.16 cm cadmium to shield out thermal neutrons, and the other surrounded by 0.16 cm of lead to shield out a similar amount of gammas as the cadmium well. The source is surrounded by stainless steel, which in turn is contained within a 5.08 cm diameter, 1.27 cm thick, 12.7 cm tall lead vessel.
The lead well is used to measure the responses of all neutron energies present, while the cadmium well is used to measure the response of neutrons above the cadmium cutoff. The two responses may be subtracted to yield a good estimate of the thermal neutron response. An implemented radiation portal monitor would most likely use entire neutron spectrum for counting, rather than the part of the spectrum below the cadmium cutoff (0.6 eV). MCNPX modeling of the neutron irradiator obtains an interaction rate for a 2.54 cm diameter 2 mm thick glass (GS20) of 423 interactions per second as of December 1st, 2012. The observed count rate of GS20 measured on December 1st, 2012 was 428 cps. Polymeric films had a simulated neutron interaction rate within 15% of the observed count rate; however, the polymeric films are not as well characterized as the GS20, since the composition is determined before casting the films. Therefore it is assumed that simulations with MCNPX can be used obtain the interaction rate for a detector mocked up according the PNNL specifications encased in an existing RPM cabinet ( cm cm cm). MCNPX was used to obtain the number of particles incident on the detector for the determination of the intrinsic efficiency.
An MCNPX rendering of the gamma irradiator fabricated for our research is shown in Fig. 4 . It contains Ci source encased in 5.08 cm of steel, with a 0.32 cm thick steel cap. The detector well is a 10.16 cm outer diameter 35.56 cm pipe that is 0.63 cm thick, and 7 cm of foam is used to displace the detector to obtain a 10 mR/hr field. The detector well is surrounded by two levels of cm cm cm lead bricks and one level of HDPE blocks, which are contained in an outer steel outer box cm cm cm. The measured gamma intrinsic efficiency of the sample is calculated by integrating the measured spectra, , as a function of a mathematical lower level channel discriminator MLLD setting and dividing by the incident photon fluence, , as shown in Eq. The number of incident photons was calculated with MCNPX and was confirmed by measurements in the gamma irradiator. At a distance of 10.2 cm from the source the dose rate was measured to be 10 mrem/hr and the calculated dose rate was 10.3 mrem/hr.
IV. SIMULATIONS FOR ELECTRON TRANSPORT AND DATA ANALYSIS
MCNPX is used for neutral particle transport since it is a user friendly Monte Carlo code widely used in the nuclear industry. However, MCNPX does not track individual secondary charged particles generated by charged particle slowing down. Fig. 5 illustrates a rendering of the thin film detector geometry used for simulating secondary electron transport with GEANT4 [8] , and Fig. 5 is an image of one of the polymeric films, which is mounted on a non-scintillating acrylic disc. Initial events for the GEANT4 (v9.6 p01) simulation were generated by using the general particle source for photons and a particle gun for thermal (0.025 eV) neutrons. A high performance, data-driven hadronic modular physics list (HadronPhysicsQGSP_BERT_HP) was used to simulate the neutron interactions. The subsequent charged reaction products (as well as photon interactions and its secondaries) were simulated with the detailed G4EMStandardPhysics (option 3). A range cut was implemented at 10 nm. The calculation framework was verified by simulating the single collision energy loss in water; for this simulation G4DNAPhysics were employed along with G4Water. Note that the values presented in Table II are based on calculations preformed by [4] - [6] , and are not simulated values.
The simulation physics were first tested by comparing the single collision energy loss spectra for water with previously published measured spectra [11] . Results of simulations for the single collision energy loss spectra for water are shown in Fig. 7 . The simulated spectra essentially overlap the reference measurement.
The validity of the GEANT4 simulation for the thin films is evaluated by comparing the spectral shapes of measured gamma spectra to their corresponding simulated energy depositions. Fig. 8 illustrates the GEANT4 simulated gamma intrinsic efficiencies for several thin film thicknesses, and Fig. 9 shows the measured gamma intrinsic efficiencies.
V. RESULTS AND ANALYSIS
Simulated results shown in Fig. 8 are based on gamma rays directly incident on the thin film, and the measured spectrum includes direct and scattered photons from . For the simulated case shown in Fig. 8 , only 1.17 and 1.33 MeV photons are incident on the detector in a single direction, whereas in the experiment setup photons scattered off the irradiator assembly may interact with the film so some discrepancies between the measured and simulated spectra should be expected. The energy scale of Fig. 9 based on the Compton edge of a 1 cm thick sample, and the energy calibration was then applied to all of the other measured spectra. Fig. 10 illustrates the simulated and measured energy deposition by photons as a function of film thickness. The continuous increase in the average energy deposition and subsequent spectral average light yield (SALY -the average of the distribution of light yield of the measured pulse height spectra compared to a reference) is due to the range of the photons and the Compton scattered secondary electrons being several orders of magnitude greater than the thickness of the film. For the case of charged particles, as shown in Fig. 11 , the average energy absorbed levels off as the film thickness becomes greater than about 150 microns. Figs. 12(a)-(d) illustrates the effect of the MLLD on several different detector materials. As the MLLD is increased, the efficiency for detecting neutrons is diminished; however, the intrinsic efficiency for detecting neutrons relative to photons is dramatically increased. Fig. 12(a) illustrates measured intrinsic gamma efficiency as a function of MLLD by the dotted lines for several sample thicknesses with the corresponding scale on the left. Measured net neutron count rate (count rate in the lead-covered tube minus the count rate in the cadmium-covered tube) is shown as a function of channel number with its scale on the right. Note that the response for the 50 micron film is plotted as a solid line and as a dashed line for the 150 micron film. These measurements are obtained from the gamma and neutron irradiators previously described. Since DHS criteria require that the intrinsic efficiency be less than , only the fraction of the neutron spectrum above the corresponding channel number may be recorded as neutron counts. Counts in lower channel numbers must be discarded. Note also that layering thin films can satisfy the absolute count rate criterion and that the fraction of counts in the neutron spectrum above is strongly thickness dependent. These results are for polystyrene (PS) based film loaded with 10% LiF by weight. Other materials exhibit different spectral shapes; thus, materials, clarity of the film, and thickness all impact the efficacy of the films for meeting DHS criteria. Fig. 12(b) illustrates intrinsic efficiency and neutron count rate for a composite polyethylene naphthalene (PEN) film. Fig. 12 (c) provides measurement data for a 100 micron LiF:ZnS (EJ-416HD2-PE) film, and Fig. 12(d) shows results for a 2 mm thick GS20 sample. Amplifier gain adjustments were made to satisfy the dynamic range limitations of the data acquisition instrumentation. The necessary mathematical lower level discriminator settings necessary to achieve a given level of gamma intrinsic efficiency for PS films are shown in Fig. 13 for the various film thicknesses. Table III shows the fraction of neutron count rate that is above the MLLD necessary for . Polystyrene films from 15 to 50 microns have over 15% of the counts above the Fig. 13 . Gamma intrinsic efficiency versus the pulse height discriminator setting (MLLD) to achieve the corresponding level of discrimination. It is observed that there is a change in the shape of the curves reflecting the increased fraction of energy deposition in thicker films relative to the thinner films. gamma intrinsic efficiency discriminator setting, while thicker films have a much lower fraction above the MLLD. In addition it is observed in Fig. 11 that thicker films enhance the neutron count rate and resolution of the film but do little to increase the light yield, as most of energy from a neutron event is captured in the film. The average energy deposited was computed for each thickness and normalized by the incident energy for gammas by the Q-value of the reaction for neutrons, and is presented in Table IV . For thickness greater than m there is little benefit in increasing the thickness of the film in terms of energy deposition by neutrons, since over 90% of the energy is being deposited in the film.
Figs. 14 and 15 illustrate the simulated kinetic energy of secondary electrons from Compton scattering and from alpha and triton interactions. It is observed that kinetic energy of the secondary electrons from the neutron reaction products have predominately energies in the kilovolt range, while the Compton scattering electrons have energies about 100 times higher. However, it should be noted that there is only one secondary electron from a Compton scattering event and multiple secondary electrons from the reaction products. This difference in the energy distribution in the resulting secondary electrons between charged particle and photon interactions is the basis for the enhanced discrimination for thin films relative to thick films. Fig. 16 shows the distribution in the average number of secondary electrons produced by the alpha and triton.
VI. CONCLUSIONS Analysis of data from measurements and results from calculations confirm that the difference in energy deposition between gamma and neutron events in a thin film allows for effective pulse height discrimination between neutrons and gammas. GEANT4 Monte Carlo simulations of the energy deposition show that for a m film over 90% of the reaction product energies from a are deposited in the film, but only 3.2% of the gamma energies from a decay is deposited. The optimal thickness films (for minimizing intrinsic efficiency of photons while maximizing neutron count rate) may be between 25 to 50 microns. However, thinner films will require more layers to satisfy the DHS count rate criterion, but this may increase the cost of the detector system. Future work will focus on the optimization of a layered detector for candidate RPM designs in order to increase the neutron efficiency.
