Abstract. Understanding rework, the causes of rework, and the relationship between issues, decisions and the associated actions, is crucial in minimizing the fundamental industrial problems in system engineering projects. The aim of our research is to apply text mining techniques to track elements of decision making and extract semantic associations between decisions, actions and rework. Text mining is similar to data mining: while data mining seeks to discover meaningful patterns implicitly present in data, text mining aims to extract useful information and discovering semantic information hidden in texts. This paper describes work carried out as part of the first phase of our research, and investigates the effectiveness of using the text mining technique of lexical chains to identify important topics in transcribed texts. This research is part of the TRACKER research project which studies rework in system engineering projects.
Introduction
In the face of shrinking budgets, software engineers can no longer afford costly rework. By understanding rework and its causes, and tracking the issues, decisions and the associated actions we can help minimise the fundamental industrial problem of rework in system engineering projects. Rework occurs in situations where a particular decision re-addresses issues or actions resulting from a previous decision. Revisiting any of these decision making elements can be for positive or negative reasons 1 . Another factor influencing rework is the nature of note taking in meetings. Whittaker et al. (1994) and Minneman & Harrison (1993) found that meeting recorders did not have enough time to take adequate notes, and as a result they were not only restricted from participating in the meeting by their note taking task, but also wrote notes that were too terse, thereby missing important details. This has often led to unnecessary repetition, inappropriate or incorrect recording of decisions, and the use of a significant amount of time in meetings. We also believe rework through changing or unplanned software requirements is inevitable in large projects. However, a significant amount of rework arises as a result of communication failures between decision makers and participants during meetings (Rayson 2003) .
To date, market and research emphasis has been placed on multimedia, video conferencing, decision support systems, and computer-supported cooperative work (Kazman et al. 1995) . These systems are normally used in discussions, information analysis, and as a means of reference, before a particular decision is made. What is required is a method which assists decision makers in detecting, tracking and organising the enormous amount of data obtained from these systems so as to minimise or reduce rework.
Decision making can involve the analysis of large volumes of textual information including that relating to previous decisions and actions, and the undertaking of a series of consultations. We believe that most decisions are made through meetings and so it is important to utilise the information contained in both the audio recordings from the meetings (herewith referred to as transcripts) as well as the resulting minutes of the meeting. In our research both transcripts and minutes of the meetings are analysed with the view to identifying the key issues and actions discussed at these meetings, and discover the semantic relationships between decision, issues, actions and rework.
The research described here is part of the TRACKER project which aims to produce a semantic model that can help to reduce rework and increase efficiency in decision making within system engineering projects. We are also developing a set of tools (as a recall aid) to give better support to managers and participants during a meeting by providing a historical development of their decisions and associated actions. In this paper we focus on the analysis of transcripts recorded in meetings to extract key elements of the decision making process, namely issues, decisions, and actions initiated by the participants at the meetings. To this end we are applying text mining techniques to infer key issues and identify the set of actions associated with each of the decisions discussed at the meeting.
The paper is organised as follows. Section 2 describes an adaptation of the CRISP-DM model used in text mining while section 3 reviews related work to text mining. Section 4 describes our approach to the use of text mining in the tracking of issues. Section 5 provides some experimental results from the application of the approaches outlined in section 4 and section 6 highlights some of the problems in the application of the approaches and suggests future work.
Text Mining using the CRISP-DM Model
Text mining is an emerging research area concerned with the process of extracting interesting and nontrivial patterns or knowledge from text documents (Tan 1999) . The aim of text mining is similar to data mining in that it attempts to analyse texts to discover interesting patterns such as clusters, associations, deviations, similarities, and differences in sets of text (Hidalgo et al. 2002) . Liddy (2000) considers text mining to be a "sub-speciality of the broader domain of Knowledge Discovery from Data (KDD), which in turn can be defined as the computational process of extracting useful information from massive amounts of digital data by mapping low-level data into richer, more abstract forms and by detecting meaningful patterns implicitly present in the data".
Our text mining approach combines both data mining and natural language processing methods to analyse transcripts in order to discover patterns that identify the elements of decision making, namely issues, actions, the initiators of decisions, and any hidden connections between initiators, decisions and rework. We also based our text mining approach on the Cross-Industry Standard Process for Data Mining (CRISP-DM), which is a comprehensive methodology, developed in 1966 and adopted by many researchers in data mining. Although CRISP-DM is specifically designed for data mining projects (Chapman et al. 2000) , we have adapted the phases of the CRISP-DM, illustrated in Figure 1 , to our text mining approach which is shown in Figure 2 . (Chapman et al. 2000) We identify three main phases: a pre-processing phase, a modelling phase and an evaluation phase. The pre-processing phase is an important phase and common to both data and text mining; it consists of identifying the business objectives and preparing the data for processing. Here we start by identifying the data (which consists of transcripts and the minutes of meetings), and clarifying the aim of the analysis. After exploration and verification of the transcripts' quality we then prepare the transcripts for linguistic analysis. This involves the removal of redundant and illegal characters, ambiguous characters, incorrect hyphenation, and the resolution of ambiguous punctuation. In the modelling phase we apply various techniques mostly derived from natural language processing such as text segmentation, semantic tagging and topic tracking. In this phase we do not aim at developing a model of the text as advocated by the CRISP-DM model, instead we apply a series of classification techniques to discover the linguistic patterns and semantic conceptual constituents used by participants in order to extract key elements of the decision making process, namely issues, decisions and associated actions. We also identify initiators of these decisions and actions. This phase is discussed further in the next section. In the evaluation phase we validate the syntactic patterns and the semantic associations that describe the elements of decision making and rework. As this work is part of a larger project, the extracted elements of the decision making process are then processed by a tracking tool which records these elements and provides search and navigation facilities to assist users in linking issues, decisions and actions. By providing a semantic link to previous decisions, issues and actions to the participants we make the decision making process more transparent, and if greater transparency can be achieved then the number of examples of incorrect or inefficient rework could be reduced (Salter et al. 2004) .
Related work in text mining
Current methods in text mining use keywords, term weighting, or association rules to represent text content. Keywords have been used to explore connectivity and consistency within a collection of documents. Sardinha (1995) and Ellman & Tait (2000) used keywords to explore the connectivity and consistency within texts. Sardinha (1995) used keywords in the testimony of major witnesses in the OJ Simpson trial. Natural language is ambiguous and the same keyword may express entirely different meanings, e.g. "Washington" may represent a person or a place. The semantic disambiguation of such polysemous words is normally resolved through context. The inverse problem is that different expressions may refer to the same meaning, e.g. "car" and "automobile". From these two problems, it is easy to rule out the surface expression of the keywords alone as a proper representation for text mining for our application.
When using the term weighting technique, document representation is done by first removing functional words (e.g. conjunctions, prepositions, pronouns, adverbs, etc.) and then assigning weights to content words (e.g. agent, decision making), in an attempt to describe how important the word is for that particular document or document collection. This is because some words carry more meaning than others. In addition to a basic division of the text into function and content words, some systems like ARROWSMITH (Weeber et al. 2001) go beyond a single word unit for the content words as they are more meaningful, for example 'oxygen deficiency' carries more meaning than the single words, 'oxygen' or 'deficiency' on their own.
We also argue that important information is conveyed with functional words, e.g. negations, and adverbs. Such words are usually treated as stop words, so by removing them from the analysis the relationships and cohesiveness between words are lost. Moreover, the current term weighting technique does not discriminate between information conveyed with higher level sentential structures, such as the interrogative and imperative information. Such information is crucial in recognising communicative intentions as they capture special communicative acts such as questions, requests, complaints and recommendations, which are especially useful when exploring decision making activities.
Association rules are popular representations in data mining but have also been used in text mining. An association rule is a simple probabilistic statement about the co-occurrence of certain events in a database or large collection of texts. For example, FACT is a system developed by Feldman & Hirsh (1996) which finds associations or patterns of co-occurrence amongst keywords describing the items in a collection of texts. Unlike numerical data processing, transcripts of meetings and minutes of meetings require overcoming considerable difficulties due the unstructured nature of the textual information. Consequently, such an approach would necessitate both a quantitative and semantic analysis of the transcripts.
Our approach
In this paper we shall describe the work undertaken in analysing the transcripts of the meetings. Having defined the objectives of our text mining, we recorded a set of meetings and transcribed them for further processing. These transcripts were manually edited to prepare for the modelling phase. In this phase, we are primarily concerned with analysing the content of the transcripts in order to track the themes discussed and extract the key issues and any associated actions as well as identifying the initiator. To this end our approach combines statistical natural language processing and semantic analysis of the transcripts.
Our study utilised five transcripts ranging between 8,314 and 20,900 words. For the purpose of this paper, we shall focus on one transcript containing 8314 words (referred to as transcript 'A'). This transcript involves four meeting participants discussing how to develop two text analyser modules: an XML converter, and a Systemic Functional Linguistic Lexico-grammatical analyser.
In the following sections we describe the modelling phase in our text mining approach, which involves three major tasks: syntactic and semantic tagging of words in the transcripts, transcript segmentation, and lexical chaining.
Syntactic and Semantic Tagging
The first task in our approach is the syntactic and semantic tagging. This is carried out on the transcripts using WMATRIX which includes a set of linguistic tools namely CLAWS (part-of-speech tagger), SEMTAG (word-sense tagger) and LEMMINGS (a lemmatiser) as well as statistical functions such as frequency lists and KWIC concordances (Rayson 2001) . In this paper we will concentrate on semantic (sem) and part of speech (pos) tags. An example of WMATRIX output is as shown below:
<w id="82.13" pos="NP1" sem="Z2">Stafford</w> <w id="82.14" pos="RR" sem="N6">once</w> where 'w id' denotes the position of the word in the transcript e.g. the 13 th word in the 82 nd sentence. The pos tag 'NP1' denotes a singular proper noun, and 'RR' a general adverb. The sem tag 'Z2' denotes a geographical name, and 'N6' a frequency.
Transcript Segmentation
The process of extracting issues and decisions starts by breaking the original transcript into segments that address the same topic. A major issue in text segmentation is the choice of segment homogeneity criteria. Most segmentation algorithms use linguistic criteria such as cue phrases, punctuations marks, and references as reliable indicators of topic shifts (Kehagias et al. 2003) . According to Halliday & Hasan (1976) and Barzilay and Elhadad (1997) , parts of a text which have a similar vocabulary are likely to belong to a coherent topic segment. Due to the complexity posed by transcripts with specific association such as hyponymy e.g. {IBM is a specialisation of a PC} or meronymy e.g. {hard disk is part of a PC}. The objective of the chain formation is to capture the topic and subtopic(s) discussed in the meetings, and track the corresponding actions. In the next section we describe in more detail the lexical chaining technique we have adopted in our segmentation task.
Lexical chaining
Cohesion, as introduced in Halliday and Hasan (1976) , relates to the fact that the elements of a text 'tend to hang together' (Morris & Hirst 1991) . Cohesion is achieved through the use of grammatical cohesion (i.e. references, substitution, ellipsis and conjunctions) and lexical cohesion (i.e. semantically related words). Lexical cohesion is used as a linguistic device for investigating the discourse structure of texts, and lexical chains have been found to be an adequate means of exposing this structure. Ellman & Tait (2000) see the lexical chaining approach to text analysis as highly attractive, since it is both robust and deals with the whole text. Lexical cohesion occurs not only between two terms, but among sequences of related words, called lexical chains (Morris & Hirst 1991) . Boguraev & Neff (2000) point out that cohesion can best be explained by focusing on how lexical repetition is manifested, in numerous ways, across pairs of sentences. Repetition itself carries informational value, to the extent that it proves a reference point for interpreting what has changed (and thus what is at the focus of attention of the discourse). An example of this is shown in Figure 3 .
*AAA:
If we can get some business done then. Agenda items <unclear>. How does the project management work, Mr. Project Manager?
*RRR: Sorry. Well, as far as I know I'm due to travel around all over the country to various places <unclear> . It's actually, has everybody seen the original project bid.
*BBB:
So according to the bid, 35 per cent of my time is project management. I think the idea is that I take the load off the principle investigators at the two sites, um, day to day management of the project. Sort of administration. type things, web site, the BSCW server as well. Was there a specific query on how the project management works?
*AAA:
No we know the principle of project management, but how it's going to work on this project.
*BBB:
So the project management issues we contact yourself, or through the principal investigators? Figure 3 also displays the frequency of occurrence of a set of concepts in a set of blocks, and highlights a repetition of some of these concepts such as 'project management'. This type of lexical repetition can, to a certain extent, be used to determine the degree of cohesion between adjacent blocks, and is capable of outlining issues raised at a certain time in the meeting. Repetition goes beyond the notion that discourse fragments with shared contents will also share vocabulary, the occurrence of repetition itself confers informational value which provides a reference for interpreting the focus of attention of the discourse and when the changes in that focus occur. Table 1 illustrates the frequency distribution of the lexical chain which has the conceptual constituent 3 'project management'. In block 3 the issue on project management is introduced, it is developed further and becomes the main issue in block 4, and the issue is closed in block 5. As Phillips (1985) points out, the lexical inventory of a text is tightly organized in terms of collocation. It is this particular property that handles the overall organization of text, in general and on the identification of the introduction of an issue, issue as a main discussion, and issue closure at a particular time. In this experiment we have limited the primitive features used in the concept (chain) formation process to words that appear as lexical repetitions, synonyms or hyponyms. To start with, concepts were manually identified using Wordnet (Fellbaum et al. 2001) , then automatically identified using WMATRIX. In Wordnet, nouns, verbs, adjectives, and adverbs are arranged into synsets (e.g. synonyms, hyponyms, meronyms) which are further organised into a set of lexical source files by syntactic category. Figure 4 shows an example of a lexical chain, a semantically related nominal group, in which each sense associated with a word has been expanded based on Wordnet. The figure shows a chain formation process indicating a relationship between the word 'code' and the word 'rule'. Our chaining algorithm starts by selecting all nouns in the transcripts, then computes their global frequency. Those nouns which appear below a specific threshold are considered to have less contribution to the topic and are ignored. Nouns with frequencies above the threshold are grouped semantically, yielding a series of lexical chains. Each word that is used in the formation of a chain must originate from a given block. All chains are weighted in terms of the frequency in which they occur in every block. If a chain is the most frequent in a particular block, then that chain carries the main issue which was discussed at that time. If the chain contains more than one lexical item the main issue is chosen by looking at the highest occurrence of the lexical item, while the other items of a chain are regarded as sub-issues or options. According to Green (1999) , a point where several chains end and different chains begin is a good candidate for an issue boundary.
Concepts

Experimental results
The lexical chaining algorithm was applied to transcript 'A' using Wordnet and WMATRIX. Informal analyses of the results were encouraging, suggesting that the lexical chaining algorithm can capture the majority of the issues that were covered in the meeting. Results for the analysis using Wordnet are shown in Figures 5 and 6 below. Figure 5 shows the distribution of lexical chains representing frequently discussed issues in transcript 'A'. In Figure 6 one of the issues represented by the lexical chains shown in Figure 5 is presented in detail. This chain, which contains the lexical items 'word ', 'language', 'information', 'format', 'formatting', and 'morpheme' , can be seen as being the most frequently occurring lexical chain at the start of the meeting. The occurrence of the items in this chain decline in later parts of the meeting indicating the end of the discussion of the issue, this occurs between blocks 3 and 4. Figure 7 shows the results for the analysis using WMATRIX. Graph 'A' presents the distribution of lexical items selected on the basis of high frequency occurrence in the whole transcript. Graphs 'B' and 'C' present lexical chains containing specific lexical items and demonstrate how changes in the distribution of the lexical items between blocks can be used to identify the occurrence of issues in this transcript. Section 4.3 illustrated that every issue has three life-cycle phases: the introduction of an issue, the issue's main discussion point (peak point), and the issue's closure. Figure 7B shows that the introduction of the issue occurs in block 1, the main discussion occurs between block 2 and block 6 and the issue is closed in block 7. The area between one issue's closure and the introduction of another issue (referred to as a trough) is crucial in our analysis because it allows us to extract decisions made after the closure of the previous discussed issue. Kazman (1995) argues that the changes in the temporal structure of a meeting always indicate decision points, even though these are often not recognised as such by the participants.
Current problems and future work
There are many factors that can affect the final word chain representation of a document, ranging from the nature of the chaining algorithm to the type of text used 4 . However the single biggest influence on the quality of the resultant lexical chaining is the knowledge source used in their creation. In other words the quality of our lexical chain formation is directly dependent on the comprehensiveness (or complexity) of the thesaurus used to create them. We used Wordnet and WMATRIX in our chaining process, and the following factors were identified as contributing to a reduction in the effectiveness of the disambiguation process and the comprehensiveness and accuracy of the final chain representation.
