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Optimising self-assembly through time-dependent interactions
Christopher J. Fullerton1, 2, a) and Robert L. Jack1
1)Department of Physics, University of Bath, Bath, BA2 7AY
2)Laboratoire Charles Coulomb, UMR 5221, Universite´ Montpellier, Montpellier,
France
We demonstrate a simple method by which time-dependent interactions can be exploited to improve self-
assembly in colloidal systems. We apply this method to two systems: a model colloid with a short-ranged
attractive potential, which undergoes crystallisation; and a schematic model of cluster growth. The method
is based on initially strong bonds between particles, to accelerate nucleation, followed by a stage with weaker
bonds, to promote growth of high-quality assembled structures. We track the growth of clusters during
assembly, which reveals insight into effects of multiple nucleation events, and of competition between the
growth of clusters with different properties.
I. INTRODUCTION
Self-assembly is the spontaneous formation of ordered
states from simple components1,2. Examples include col-
loidal crysallisation3–8, viral capsid assembly9,10, and for-
mation of tailored structures by DNA-mediated interac-
tions11–15. In many cases, the final assembled structure
minimises the free energy of the system: this structure
depends on the shape of component particles and the in-
teractions between them16. Recent developments in col-
loidal synthesis have allowed a high level of control over
both of these elements6,14,17–21, and both theoretical and
simulation analyses have been made of the ordered phases
that these units can form7,22–24. However, self-assembly
is a dynamic process, and the successful design of as-
sembly processes must consider the pathways between
disordered and ordered states2. Often, if bonds between
assembling components are strong, one finds long-lived
disordered aggregates (kinetic traps) that disrupt self-
assembly. To avoid these effects, the formation of bonds
must be microscopically reversible2,25–29. Frequent bond-
ing and unbonding events allow errors that are made dur-
ing assembly to be corrected before they get embedded
in the bulk of the assembled object, at which point an-
nealing of such errors (or defects) is very slow.
The twin requirements of a stable assembled structure
and reversible bond formation lead to severe restrictions
on the conditions that lead to effective self-assembly2.
Often, if bonds are weak enough to allow microscopically
reversible growth, one finds a long induction time for
assembly, due to the presence of a slow nucleation pro-
cess. In such cases, there is a tension between the best
conditions for rapid nucleation of an ordered structure,
and the best conditions for defect-free growth. This idea
has a long history in crystal nucleation, as discussed by
Galkin and Vekilov30, who used strongly supersaturated
solutions of lysozyme protein to promote nucleation, fol-
lowed by crystal growth under conditions of weaker su-
persaturation. It has also been argued by Scho¨n that
such a protocol is optimal for obtaining the best crystal
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yield in a finite time31. Klotsa and Jack32 proposed a
rather general automated method for optimising the re-
versibility of self-assembly, which led to a similar proto-
col for time-dependent interaction strengths in colloidal
crystallisation. A related idea – that assembling compo-
nents might be able to reconfigure between two states,
one optimised for nucleation and the other for growth
– was recently analyzed in models of viral capsid self-
assembly33.
Here we consider time-dependent interactions in the
context of colloidal self-assembly – we focus on the ex-
ample of crystallisation, but we argue that similar results
can be expected in other self-assembly processes too. Our
work is motivated by recent experiments such as those
in Ref. 34, in which interactions between colloidal parti-
cles can be controlled in real time, and in which particle
trajectories can be followed in detail during the crystalli-
sation process. Colloidal self-assembly is different from
molecular self-assembly and other nano-scale processes,
in that the microscopic time scales for colloid motion are
relatively slow (milliseconds to seconds), so there is a
much weaker separation between these time scales and
those which are experimentally accessible. This offers
new possibilities for exploiting time-dependent interac-
tions in optimising self-assembly.
In the following, we present computer simulation re-
sults for colloidal crystallisation, and we also introduce
a schematic model for cluster growth, which incorpo-
rates nucleation, growth, and kinetic trapping effects.
The models are defined in Sec. II and an overview of re-
sults with fixed (time-independent) interactions is given
in Sec. III. Then, in Sec. IV, we show results obtained
for time-dependent interactions, showing how this can
improve the yield of self-assembly processes, in both the
models considered. By tracking the clusters of particles
that form during self-assembly, we elucidate the mecha-
nism by which the time-dependent interactions improve
the results. In particular we draw an analogy between
cluster growth and natural selection via survival of the
fittest. We conclude in Sec. V and give an outlook as
to future possibilities in this direction. We also include
three appendices, with Appendix A discussing our choice
of order parameters, Appendix B collecting some addi-
tional analysis of the schematic assembly model that we
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FIG. 1. Illustration of crystallisation in a model colloidal sys-
tem35. Starting from a disordered initial state in a system
with a constant interaction strength , one observes the for-
mation of crystalline clusters, which are visualised at time
t = 9100τB. Free particles (those which are not bonded to
any others) are displayed at reduced size, for clarity. The
bond strength  = 2.3 leads to large clusters with extended
crystalline order. For stronger bonds  = 2.8, the clusters are
smaller (due to multiple nucleation events) and kinetic trap-
ping effects also mean that the degree of crystalline order is
less (see Fig. 3, below).
introduce in this paper and Appendix C describing de-
tails of the analysis of our simulation data.
II. MODELS
A. Model colloidal system
As a model self-assembly process, we consider crys-
tallisation in a system of of hard spherical particles
that interact with each other through a square-well at-
tractive potential. This model mimics the behavior of
colloid-polymer mixtures, in which small non-adsorbing
polymers mediate attractive forces between colloids, via
the depletion interaction36. Specifically, we consider
N = 10000 spherical particles of diameter σ in a cu-
bic box of side L, with periodic boundary conditions.
The box size is chosen so that the packing fraction
φ = Npiσ3/(6L3) = 0.1. The particles interact by a
pair potential U(r) which is infinite for r < σ; takes the
value −u for σ < r < σ(1 + λ); and is equal to zero for
r > σ(1+λ). We take λ = 0.1. This square-well potential
is a coarse approximation to a typical colloidal interac-
tion potential, but it is sufficient to reproduce the qualita-
tive features of these systems8,32,37. Indeed, for systems
with short-ranged interactions, the observed behaviour
typically depends very weakly on the precise form of the
interaction potential38–40.
To mimic the diffusive dynamics of the colloidal par-
ticles, we use a (single-particle) Monte Carlo (MC)
method. At each step, a particle is chosen at random,
and given a random displacement taken from a cube of
side 2a0. Depending on the energy change associated
with this displacement, the move is either accepted or
rejected, according to the Metropolis criterion41. Then,
the time t is incremented by τ0 = a
2
0/(6DN) where D
is the diffusion constant of a single colloidal particle. In
the limit of small a0, this MC method is equivalent to
solving an overdamped Langevin equation42 [in the ab-
sence of interactions, the mean square displacement of
a single colloid is 〈r(t)2〉 = 6Dt]. In practice we take
a0 = 0.15σ – this is comparable with the range of the po-
tential, which means that some aspects of the simulated
particle motion are not representative of the limit a0 → 0.
In particular, when large clusters of particles form (such
as crystallites), the MC method tends to suppress the
diffusion of these clusters. To avoid such problems, col-
lective move MC method might be used42, or perhaps a
method that accounts for many-body hydrodynamic in-
teractions. However, previous work indicates that quali-
titative features of self-assembly are not strongly affected
by the specific method used28, so we retain the single-
particle MC method, for simplicity. (We also note that
the equilibrium state of the simulated system is exactly
the Boltzmann distribution, independent of the choice of
the step size.)
Throughout this work, we take σ = 1 as the unit of
length. The strength of the attractive interactions enters
through the dimensionless parameter  = u/kBT . Time
is measured in units of the Brownian time, τB = σ
2/D,
during which the mean squared displacement of a free
particle is 6σ2. (That is, τB is of the order of time
taken for a particle to diffuse a distance of its diameter).
Clearly τB = 6N(σ/a0)
2τ0 so a single Brownian time cor-
responds to approximately 267 attempted Monte Carlo
moves per particle.
For this model at volume fraction φ = 0.1, previous
work has shown that the thermodynamic state of the
system for  >∼ 1.6 consists of a close-packed crystal co-
existing with a dilute colloidal fluid37 (see also Ref. 43).
However, starting from a homogeneous fluid and increas-
ing the attraction strength , the formation of this crystal
is typically a very slow process, due to the large nucle-
ation barrier. In practice, crystallisation is observed in
computer simulations only for  >∼ 2.3, which is close
to the binodal line associated with a metastable liquid
phase8,37,44. For strong bonds  >∼ 4.0, kinetic trapping
hinders effective crystallisation on the time scales acces-
sible to simulation (and similar kinetic trapping effects
are relevant in experiments too). The behavior for near-
optimal assembly is illustrated in Fig. 1. In the following,
we will investigate how this crystallisation process can be
facilitated by the use of time-dependent interactions be-
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FIG. 2. Illustration of the schematic model of cluster growth.
(a) Each cluster can be viewed as a filament, which grows from
left to right and contains up to three kinds of bonded particle.
The first nc particles (blue) are the nucleus, which is followed
by some number of correctly bonded particles (green), and
then a number of incorrectly bonded particles (red). In this
illustration nc = 2 although the numerical results in this work
are all for the case nc = 6. The number of incorrectly bonded
particles in filament i is bi; the number of correctly bonded
particles (including the nucleus) is gi. (b) Diagram illustrat-
ing growth and shrinkage of cluster species. Each cluster
species is represented as an energy level and selected rate con-
stants for transitions between levels are indicated. The energy
levels for species that include b incorrectly bonded particles
have a degeneracy of mb, reflecting the fact that each incor-
rectly bonded particle can bind in m different ways. (The
illustrated case is m = 3 but the results presented in this
work are all for m = 4. See also Fig. 2 of Ref. 29.)
tween colloids.
B. Schematic model of cluster growth
The second model that we consider here is a schematic
model of growing clusters, that has been designed to cap-
ture the physics of nucleation, growth and kinetic trap-
ping. We use this model to analyse the effects of time-
dependent interaction strength in a generic model of self-
assembly, as evidence that the phenomena that we are
investigating are potentially relevant for a variety of self-
assembly processes.
The model builds on early work on phase transforma-
tion45,46, as well as recent analyses of viral capsid forma-
tion9,47 and amyloid fibrils48. However, our model ex-
tends most previous studies because we explicitly incor-
porate kinetic trapping, by including the possibility that
each particle in a cluster can either be correctly bonded
(that is, consistent with the final assembled structure
that minimises the free energy) or kinetically trapped.
A simple model that allows for these latter possibilities
was discussed in Ref. 29: here we incorporate similar fea-
tures into a model that also includes both nucleation and
growth. A similar model involving growth and kinetic
trapping (but not nucleation) was also recently consid-
ered by Whitelam, Dahal and Schmit49.
Within the model, each cluster is represented as a one-
dimensional filament. For a filament consisting of i cor-
rectly bonded particles and j kinetically trapped parti-
cles, we write a chemical formula for the cluster as gibj ,
where g and b are shorthand notation for good (correctly
bonded) and bad (trapped) particles. Clusters of good
particles (for example gi) can grow by the addition of ei-
ther good or bad particles. However, if a cluster includes
any bad particles (for example gibj), it can only grow
by the addition of more bad particles. The idea is that
defective (bad) structures must be completely annealed
before good growth can resume.
To be precise, we write chemical reaction equations for
the filaments,
gi + g1
F1−−−⇀↽ −−
Bi+1
gi+1,
gibj + g1
mF1−−−⇀↽ −−
B′i+1
gibj+1. (1)
Here g1 represents a free monomer. The first reaction in-
volves the formation of a correct (good) bond as the free
monomer binds to a cluster. The rate constant for the
forward reaction is F1; for the reverse reaction (filament
shrinking) the rate depends (in general) on the size of the
filament, and is denoted by Bi+1. This reaction can take
place for any value of i. (Recall that the definition of the
rate constant means that the rate of change of concen-
tration for clusters of size i + 1 via the first reaction is
∂tc(gi+1) = F1c(g1)c(gi) where c(X) is the concentration
of cluster X.) Various choices for the size dependence of
Bi+1 are possible
9,48: here we take a simple approach
that separates pre-nucleation clusters i ≤ nc from post-
nucleation (growing) clusters i > nc, details are given
below.
The second reaction in (1) involves the formation of a
kinetically trapped state (bad bond) as the free monomer
binds. The rate for this process is m times larger than the
rate for correct binding, reflecting the fact that there are
typically many more ways to be kinetically trapped than
there are to be correctly bonded. This reaction can take
place for any value of j (including j = 0) but we assume
that kinetic trapping occurs only in the post-nucleation
(growth) phase of the self-assembly process, so this re-
action can take place only for i > nc: kinetic trapping
is possible only after nucleation is complete and the first
post-nucleation bond has formed. For simplicity, we ne-
glect processes such as fission or fusion of clusters (except
via monomers), and secondary cluster nucleation48.
Having specified the forward rate constants as F1 and
mF1, the backward rates are determined by free energy
considerations. On adding a correctly-bonded particle
to a post-nucleation cluster, we suppose that the free
4energy is reduced by u0. For a pre-nucleation cluster,
this free energy change is smaller, given by u0/ν – this
reduction accounts for the fact that the free energy of
small clusters is strongly affected by their surfaces, as
in classical nucleation theory. On adding an incorrectly
bonded particle to a post-nucleation cluster, the free en-
ergy change is (u0/µ) + kBT logm: comparing with the
free energy change for correct bonding, one sees that in-
correct bonding has an energetic part that is reduced by
a factor µ, but an entropic term (proportional to logm)
reflects the fact that there are likely to be many possi-
ble ways to bind incorrectly. As usual in such reaction
schemes, these free energies are quoted at a reference
concentration cR. Denoting the free energy change by
∆F and defining β = 1/(kBT ), we note that the ratio
of forward and backward rate constants is given (in the
general case) by B/F = cRe
−β∆F , leading to
Bi+1 =
{
F1cRe
−βu0 , i ≥ nc
F1cRe
−βu0/ν , i < nc
(2)
B′i+1 = F1cRe
−βu0/µ (3)
It is useful to define ˜ = βu0 which is the dimensionless
parameter that determines the strength of attractive in-
teractions in this model. All results shown here are for
the case m = 4, µ = 4, ν = 5, nc = 6. This case is suffi-
cient to illustrate the typical behaviour of the model: the
main effects of varying these parameters are discussed in
Appendix B. For the chosen parameters, we note that
when bonds are strong enough to drive assembly, the
free energy change for correct binding is larger than that
for incorrect binding (βu0 > βu0/µ + logm), ensuring
that large correctly-assembled filaments are thermody-
namically preferred to kinetically trapped state, as in the
colloidal model.
In the equilbrium state, the average concentrations c
of different species satisfy relations such as
c(gi+1) =
c(gi)c(g1)
cR
eβu0 , i ≥ nc, (4)
with similar equilibrium relationships for i < nc and for
filaments including incorrect bonds: see Appendix B 1.
We consider a total of N = 1000 particles in a system
of volume V , such that the total particle concentration
is cT = N/V . However, the dependence of the system
on the volume V is encapsulated through the dimension-
less parameter cT/cR: all concentrations are measured in
units of cR so the model is fully specified given the val-
ues of (˜, nc, µ, ν, cT/cR, N). It is possible to take cR = 1
without any loss of generality, which corresponds to mea-
suring all concentrations relative to cR. However, we re-
tain cR in our equations so that all concentrations have
units of inverse volume. The unit of time is set by the
rate constant F1 and the reference concentration cR, as
t0 = 1/(F1cR).
We take cT/cR = 0.01, which corresponds to a dilute
system, as in the colloidal model. Physically, note from
(4) that if cT ≈ cR then the system will include large clus-
ters even in the absence of attractive interations (˜ = 0);
working in the dilute case cT  cR ensures that assembly
of clusters is driven by the attractive forces. Moreover,
since there are N particles in total then one has a sum
rule for the concentrations of clusters:∑
X
l(X)c(X) = cT, (5)
where l(X) is the number of monomers in species X and
the sum runs over all possible species.
C. Relation between model colloid and schematic model
Schematic models of cluster growth can be applied
to phase transformation, self-assembly and crystallisa-
tion9,45–47. However, we emphasize that for a quantita-
tive agreement between the two models considered here,
the transition rates in the schematic model would need to
have a more complex dependence on cluster properties.
For example, for three-dimensional clusters, the rate of
growth should be proportional to the surface area, while
the rate for shrinkage should depend on the surface cur-
vature (otherwise one lacks a good description of Ost-
wald ripening effects). Moreoever, it remains unclear how
parameters should be chosen in order to include kinetic
trapping effects in such a model.
Nevertheless, while the schematic model is not ex-
pected to agree quantitatively with the model colloid,
a central argument of this paper is that in systems
where self-assembly involves a combination of nucleation,
growth and kinetic trapping effects, one expects a set of
common features and trends to be observed2. For ex-
ample, several studies26–29 have shown that the yield of
self-assembly processes tends to be large only within a
narrow range of bond strengths; also, that range depends
weakly (but systematically) on the time at which the
yield is measured. This effect can be captured in simple
schematic models29. In the following, it is useful to bear
in mind that the bond strength ˜ in the schematic model
is directly analogous to the bond strength  in the model
colloid: we will find changing ˜ in the schematic model
leads to the same trends as changing  in the model col-
loid, even in cases where  (and ˜) are time-dependent
parameters that change during the assembly process.
III. RESULTS – INTERACTIONS THAT ARE
INDEPENDENT OF TIME
The main focus of this work is the behaviour of the col-
loidal and schematic models when the strength of particle
interactions  and ˜ depend on time. In this section we
consider interactions that do not depend on time, as a
baseline for the case of time-dependent interactions con-
sidered in Sec. IV, below.
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FIG. 3. Time dependence of the crystallinity order parameter
NQ in the model colloid, for various bond strengths . Time is
measured in units of the Brownian time τB. For  = 2.25 there
is a substantial lag time before nucleation takes place. For
 ≥ 2.35 the lag time is almost independent of bond strength,
indicating that nucleation is not a rare event: in this case
the formation and growth of clusters is controlled by kinetic
parameters related to particle collisions.
A. Model colloidal system
In order to assess the extent to which a crystallisation
(or self-assembly) process is effective, it is important to
define a measure of the quality of the assembled prod-
uct. In the colloidal system, we note that perfect crystals
exhibit long-ranged translational and bond-orientational
order, but local measurements of particle environments
are not sufficient to assess whether such long-ranged cor-
relations have formed. (For example, so-called nanocrys-
talline states50 can have crystalline local packing but neg-
ligible long-ranged order.) To define an order parameter
that is sensitive to long-ranged crystalline order, we use a
global measure of bond-orientational correlations, calcu-
lated as follows32,44,51. For a configuration of the system,
the bonds particle p makes with its neighbours are pro-
jected onto the spherical harmonics with l = 6 to give a
complex vector ~q6(p), normalised so that ~q6(p)·~q6(p)∗ = 1
(the asterisk denotes complex conjugation). The vectors
~q6 are summed over all particles to give ~Q =
∑N
p=1 ~q6(p)
and finally NQ is given by
NQ = N
−1〈 ~Q∗ · ~Q〉. (6)
As discussed in Ref. 32, NQ can be interpreted as a mea-
sure of the typical crystalline domain size in the system:
see also Appendix A. We prefer this choice of yield mea-
surement to (for example) the total number of particles
in crystalline environments8,37, or the size of the largest
crystalline cluster. Compared to the total number of
particles in crystalline environments, NQ can distinguish
multiple small crystallites from a single large crystal (re-
call Fig. 1). In this sense NQ is sensitive to long-ranged
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FIG. 4. Measures of yield for self-assembly as a function of
bond strength  at various times t. (a) Model colloid. The
measure of crystallinity NQ shows a non-monotonic depen-
dence on , with no crystals observed when bonds are weak
(due to the typical nucleation time being much larger than t)
and low crystallinity when bonds are strong (due to kinetic
trapping). b) Schematic model. The measure of good-quality
assembly NG shows similar non-monotonic dependence on ˜.
order, which is an essential feature of a crystal. Com-
pared to the size of the largest cluster, NQ is simpler to
calculate (it does not require explicit cluster identifica-
tion) and it remains well-defined even as the system size
tends to infinity, which helps to avoid finite-size effects
in simulations.
We simulated the self-assembly of the model colloidal
system, starting from an initial state with hard parti-
cles distributed at random, and running the MC dynam-
ics. Fig. 3 shows how the crystallinity parameter NQ
increases with time during crystallisation, over a nar-
row range of interaction strengths. For bond strength
 = 2.25 and time t = 9100τB, one sees NQ ≈ 2000; this
measurement of yield is growing slowly with time. For
sufficiently large times the system must equilibrate, in
which case most of the particles will be contained in a
single crystalline cluster and we expect NQ ≈ 104. How-
ever, at time t = 9100τB, snapshots of the system re-
veal multiple clusters (as in Fig. 1), and the system is
6coarsening (via Ostwald ripening). Since NQ measures
the typical domain size and different clusters correspond
to uncorrelated domains, the value of NQ is close to the
typical cluster size in the system, which does indeed grow
during Ostwald ripening.
We note in passing that the MC dynamical method
used here may underestimate the extent to which clus-
ters would diffuse and collide. Such collisions lead to
large clusters that consists of multiple domains, and lack
long-ranged bond-orientational order. However, the ag-
gregation of such independent crystallites has little ef-
fect on the value of NQ (since the domain size does not
change) so we expect the main results presented here to
be robust even if diffusion of large clusters was included
(for example by a collective move MC method42).
B. Schematic model – assembly yield
We also simulated cluster growth (that is, self-
assembly) in the schematic model, starting from an initial
condition in which all particles are free monomers. To de-
fine a measure of assembly yield, one candidate would be
the total number of particles in correctly bonded environ-
ments. However, as in the colloidal model, this does not
distinguish configurations with many small clusters from
correctly-assembled states, which have small numbers of
large clusters. To make this distinction, we require an
analogue of NQ in this schematic model. To achieve this,
suppose that we choose a particle at random, and we
measure the number of correctly bonded particles in the
cluster that contains that particle. If gf is the number of
good particles in cluster f and similarly bf is the number
of bad particles then the average cluster quality defined
in this way is
NG = N
−1
〈∑
f
gf (gf + bf )
〉
(7)
where the sum runs over all clusters, except for free
monomers (hence NG = 0 at time t = 0). The definition
of NG is designed to be analogous to the definition of NQ
in the model colloid: this is discussed in Appendix A.
C. Assembly yield measurements
Fig. 4 shows measurements of NQ and NG in the col-
loidal system and the schematic cluster model, as a func-
tion of the bond strength. These results were obtained
at various differnet times; we interpret them as mea-
sures of the yield of the self-assembly processes. For
each bond strength, several independent simulations were
performed: Averages are taken over 16 trajectories in
the model colloid and around 1000 trajectories in the
schematic model.
From Fig. 6, one sees that all results depend quan-
tatively on the time t. However, the general behavior
in both models follows the expected form in such mod-
els8,26,28,29,52: when  is small, nucleation is very slow
and no assembly is found; when  is large then kinetic
trapping effects lead to less effective self-assembly. This
kinetic trapping is due to the growth of disordered clus-
ters and to multiple nucleation events. (In this latter case
NQ is reduced, since the particles are shared among more
crystalline clusters). The result is a narrow range of bond
strengths  within which assembly leads to large crys-
talline (or correctly-bonded) clusters. Optimising exper-
imental conditions in order to find this narrow range of
parameter values is a difficult and practically-important
task. In the following, we demonstrate how this problem
might be avoided by exploiting time-dependent interac-
tions.
D. Schematic model – further analysis
Our main focus here is on the model colloidal system,
and we use the schematic model below to illustrate gen-
eral features of assembly with time-dependent interac-
tions. However, the schematic model itself has a rich
phenomenology, even with interactions that are indepen-
dent of time. We defer a full analysis of these effects to
a later work (see also Ref. 49), but we include in Ap-
pendix B an overview of the relevant behaviour, in order
to set the present results in context. This subsection
summarises those results.
The schematic model encapsulates the physics of nu-
cleation, growth, and kinetic trapping. Significant clus-
ters in the system form for ˜ >∼ ˜∗ with ˜∗ ≈ ln(cR/cT).
For the parameters considered here ˜∗ ≈ 5. At equi-
librium, correctly assembled clusters are preferred over
kinetically-trapped ones for ˜(µ − 1) > µ lnm: for the
parameters considered here, this is satisfied whenever
˜ >∼ ˜∗. However, incorrectly-bonded clusters tend to
grow at the expense of correctly-bonded ones whenever
c0 > cRe
−˜/µ, which means that kinetic trapping is rel-
evant for ˜ >∼ ˜trap with ˜trap ≈ µ ln(cR/mcT). For the
parameters considered here ˜trap ≈ 14.
For relatively weak bonds, the system also supports a
metastable state, from which a nucleation process must
take place before clusters can grow. This metastable
state is relevant for ˜∗ < ˜ <∼ ˜qe with ˜qe = ν[ln(cR/cT)−
(lnN)/(nc − 1)], for stronger bonds ˜ >∼ ˜qe nucleation
is no longer a rare event and there is no metastable
pre-nucleation state. For the parameters chosen here,
˜eq ≈ 14, comparable with ˜trap. We attribute the posi-
tion of the peak of the assembly yield in Fig. 5(b) to a
combination of kinetic trapping and multiple nucleation
events, which dominate the system for ˜ >∼ 14.
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FIG. 5. Measures of yield for self-assembly with time-
dependent interactions. The bond strength is 1 for t < tstep
and 2 for t ≥ tstep. Colored circles indicate the measure
of assembly quality (NQ or NG) at the final time tend, with
the sizes of the circles also proportional to the value of the
relevant observable. Dashed lines indicate the cases with con-
stant interaction strengths 1 = 2. (a) Model colloid, with
tstep = 2300τB and tend = 9100τB. (b) Schematic model with
tstep = 40τ0 and tend = 10
4τ0.
IV. RESULTS – TIME-DEPENDENT INTERACTIONS
A. Assembly yield
As discussed in Sec. I, our choice of time-dependent
interactions is motivated by the idea that the optimal
conditions for nucleation are not the same as those for
crystal growth. To address this problem in a simple way,
we consider simulation protocols where the bond strength
 = 1 is fixed during a time period 0 < t < tstep. At
time tstep, the bond strength is reduced to 2 and the
self-assembly simulation is continued. At time tend, the
yield (NQ or NG) is measured.
For the model colloid we take tend = 9100τB (suffi-
ciently long to observe significant crystallisation and con-
sistent with accessible time scales in experiments34). We
take tstep ≈ tend/4 which significantly improves the yield
of the self-assembly process. The effects of changing tend
and tstep are discussed in Sec. IV D below. However, the
behavior shown here is robust over a range of tstep, tend.
For the schematic model we take tend = 10
4τ0 with the
interactions changing at a rather earlier time tstep = 40τ0.
Results are shown in Fig. 5. Comparing the behaviour
for 1 6= 2 with the case of fixed interaction strength
(1 = 2, dashed line), the yield of both processes is sig-
nificantly improved by the use of time-dependent inter-
actions. The physical idea is that the best conditions for
crystal growth are rather different from the conditions for
fast nucleation. In particular, for bond strengths  < 2.1
in the colloidal systems, nucleation is not observable on
these time scales, so stronger bond than this are required
to promote nucleation. However, strong bonds tend to
promote kinetic trapping, so it is convenient to reduce
the bond strength in order to promote growth of cor-
rectly assembled crystals. Also, strong bonds at short
times can promote multiple nucleation events – weak-
ening the bonds at later times typically causes some of
the resulting clusters to shrink and vanish, allowing large
good-quality crystals to grow. This can be interpreted as
an acceleration of Ostwald ripening, as we now discuss.
B. Tracking clusters during assembly
To shed light on what makes assembly successful under
certain conditions we track clusters in the colloidal sys-
tem as they nucleate, grow and shrink with time. A clus-
ter is defined as a set of bonded particles. For each cluster
α, let Nα be the number of particles in that cluster. Also
we define NαQ as a measure of the cluster crystallinity, by
defining ~Qα =
∑
p∈α ~q6(p) as a sum over particles in the
cluster and generalising (6) as NαQ = (N
α)−1 ~Q∗α · ~Qα.
(There is no average in this definition since we consider a
single cluster. Applying the arguments of Appendix A to
a single cluster shows that if this cluster is a single crystal
then NαQ ≈ Nα while if the cluster consists of multiple
domains then we interpret NαQ as a typical domain size
within the cluster.)
Fig. 6 shows the sizesNα and crystallinitiesNαQ of clus-
ters in a single trajectory, as a function of time, during
crystallisation with a constant bond strength  = 2.3.
Clusters that are connected by growth, fusion or fis-
sion are connected with lines. However, given a simula-
tion trajectory containing configurations at various times
t1, t2, . . . , it is not trivial to identify how clusters in differ-
ent configurations are connected to each other. Clusters
can exchange particles between one another, they can
merge or split, and new clusters can be created by nu-
cleation. In Appendix C, we describe the method that
we used to follow the time evolution of clusters within
the system. This method determines how the points in
Fig. 6 are connected to each other, to indicate their evo-
lution as a function of time. The method is not perfect
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FIG. 6. Time series for a representative trajectory of the
model colloid for fixed interaction strength  = 2.3 (near-
optimal assembly), illustrating how clusters of particles nu-
cleate, grow, and shrink. (a) Cluster crystallinities NαQ as
a function of time, shown with a logarithmic vertical scale.
The lines are color-coded according to the final value of NαQ,
with grey lines and points for clusters that do not survive
until the final time tend. Three crystalline clusters appear
at time t ≈ 103τB, two of which grow quickly. (b) Cluster
sizes Nα for the same trajectory, with a linear vertical scale.
Large clusters with several thousand particles exist in the sys-
tem for times t >∼ 50τB but comparison with panel (a) shows
that these are non-crystalline and do not grow rapidly un-
til the formation of substantially crystalline clusters at times
t ≈ 103τB. (c) Snaphots of two large clusters, indicated by
circles in (b). The large amorphous cluster (left) is not com-
pact: it is formed from a set of smaller (amorphous) domains
that are bonded together and percolate through the system.
(Particles that appear to be disconnected are in fact bonded
via interactions that cross the periodic boundaries.) The or-
dered cluster (right) is a compact crystallite.
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FIG. 7. Time series for a representative trajectory of the
model colloid where the bond strength is is initially 1 = 2.5
and is changed to 2 = 1.9 at tstep = 2300τB. (The time tstep is
illustrated with a vertical line.) Comparison with Fig. 4 shows
that for t < tstep there are many clusters with significant
crystallinity, but for t > tstep most of these clusters shrink
and vanish, allowing a single large crystallite to grow.
– one should assume that some clusters which are not
connected in Fig. 6 are related by merging or splitting
events, but we argue that the figure does illustrate the
main points of interest.
In the classical picture of nucleation, growth and Ost-
wald ripening, one expects clusters to appear after a nu-
cleation lag; they should grow until the free particles in
the system are exhausted; and finally exchange of parti-
cles between clusters should lead to growth of large clus-
ters and suppression of smaller ones. Fig. 6 is approxi-
mately consistent with this picture, except that it is clear
from Fig. 6b that the Ostwald ripening regime does not
always involve the growth of large clusters at the expense
of small ones; instead Fig. 6a shows that crystalline clus-
ters with large NαQ tend to grow at the expense of less
crystalline clusters (with smaller NαQ).
To illustrate the effect of time-dependent interactions,
consider Fig. 7. Comparing with Fig. 6, the initial bond
strength is higher, so there are multiple nucleation events,
leading to many clusters with a range of values ofNαQ. On
reducing the bond strength at time tstep, the smaller and
less crystalline clusters all shrink and vanish almost im-
mediately, allowing the most crystalline cluster to grow.
At the end of the simulation, only one large crystalline
cluster remains. The result is illustrated in Fig. 8a, in
which one sees a single large crystalline cluster, compared
with the effects of multiple nucleation seen for a constant
interaction strength  = 2.35 in Fig. 8b.
Finally, Fig. 9 shows the behaviour of growing clusters
in the filament model. At ˜ = 12, the nucleation time is
long but eventually two filaments nucleate and grow to
roughly equal size. At a higher binding energy of ˜ = 15,
nucleation occurs much more quickly, but the clusters
tend to form incorrect bonds and the system gets kinet-
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FIG. 8. Representative snapshots of the model colloid at
t = tend = 9100τB. (a) Time-dependent interactions with
(1, 2) = (2.5, 1.9) and tstep = 2300τB. (b) Fixed interaction
strength with the near-optimal value  = 2.35. The time-
dependent interactions reduce effects of multiple nucleation
and kinetic trapping which reduce the crystallinity in the sys-
tem with fixed interaction strength.
ically trapped. For times t ∼ 103τ0, the system escapes
the trap, and correctly-bonded clusters grow. However,
there are many such clusters and this limits their max-
imum size. Time-dependent interactions can be used to
avoid the problems caused by slow nucleation, multiple
nucleation events and kinetic trapping. An example of
this effect is also shown in Fig. 9 – for early times then
we take ˜1 = 15 so that the nucleation time is fairly short;
then at tstep = 40τ0 the interaction strength is changed
to ˜2 = 8. This change in bond strength is at an early
enough time that only a few clusters have nucleated, and
it means that growth of kinetically trapped clusters is no
longer favourable. The result is that one cluster grows
until it contains nearly all of the monomers in the system.
C. Survival of the fittest, and Ostwald ripening
To interpret the cluster tracking diagrams in
Figs. 6,7,9, we invoke an analogy with survival of the
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FIG. 9. Results showing growing clusters in the schematic
model. We plot the number of correctly-bonded particles
gf for growing clusters within three different trajectories.
Two of the trajectories involve with fixed interaction strength
˜ = (12, 15) and one with time-dependent strength (˜1, ˜2) =
(15, 8) and tstep = 40τ0. For fixed bond strengths one observes
multiple large clusters, which limit the total size to which they
grow, but the use of time-dependent interactions reduces this
effect. These results can be compared with Figs. 6,7 in which
case gf is analogous to N
α
Q, but note that in this Figure we
show results from three different trajectories, with the color
indicating the trajectory: this contrasts with Figs. 6,7, each
of which shows just one trajectory.
fittest and natural selection. The nucleation process in
these systems leads to the formation of a population
of clusters, which vary in their size Nα and their crys-
tallinity NαQ. (In the schematic model, the analogue of
NαQ is the number of good particles in the cluster gf ). Af-
ter nucleation, these clusters grow quickly until the pop-
ulation of free monomers is almost exhausted, at which
point cluster growth becomes slow, and one enters the
Ostwald ripening regime.
In this regime, the classical picture is that particles
are constantly binding and unbinding from the surface of
clusters. For spherical homogeneous clusters, unbinding
happens more quickly when the clusters are small, since
the curvature of their boundaries reduces the binding en-
ergy of surface particles. This leads to a gradual growth
of larger clusters, and shrinkage of smaller ones. In our
analogy, we interpret the free monomers as a resource
for which the clusters are competing. Larger clusters are
more effective in holding onto this resource, due to their
reduced surface curvature. We interpret this effect as an
improved fitness for the large clusters, which means that
they grow at the expense of the smaller ones.
Since the cluster size determines whether it tends to
grow or shrink, there is also an analogy between the clus-
ter fitness and a reaction co-ordinate for cluster growth:
the larger or more crystalline is a cluster, the more likely
it is to grow, similarly to the situation in classical nucle-
ation theory2 but now in the growth regime.
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In the crystal-forming systems considered here, Fig. 6b
shows that the fitness of a cluster is not simply given by
its size, since large clusters often shrink and small clus-
ters often grow. However, the crystallinity measure NαQ
provides a better indication of the fate of a cluster: one
can identify fitter clusters as those which are both larger
and more crystalline. That is, the existence of defects
or structural disorder within clusters limits their ability
to absorb monomers from the system, so such clusters
tend to shrink as a function to time, at the expense of
high-quality crystals.
With this in mind, we return to Fig. 7, in which the
bond strength is reduced at time tstep. At this time, un-
binding of monomers from clusters gets more likely. We
can interpret this as a reduction in fitness for all clusters
or, more usefully, as an increase in the selection pressure
in their environment. As a result, clusters with lower
fitness tend to shrink rapidly and vanish, allowing the
the fittest cluster to grow and absorb all of the avail-
able resources from the environment. This is the mech-
anism by which a single high-quality crystalline cluster
can grow within the system, leading to self-assembly with
improved yield. Note that these protocols, in which the
interaction strength decreases with time, are quite dif-
ferent from simple annealing procedures that correspond
to slow cooling, or (equivalently) a gradual increase in
interaction strength with time12,15.
D. Optimal protocols for self-assembly
The results of Fig. 5 show that time-dependent in-
teractions can be be useful for improving the yield of
self-assembly processes, and the arguments of Sec. IV C
provide a general framework for rationalising this effect.
However, the optimal choice of the assembly conditions
remains an open and challenging question. For the simple
protocols considered here, there are four relevant param-
eters (1, 2, tstep, tend). (For the schematic model, one
should replace always → ˜.) In general, we expect that
assembly yield will always be improved by increasing tend
so we assume that this parameter is fixed by experimen-
tal or computational constraints. We assume also that
tend is large enough that significant assembly can be ob-
served.
For time-independent interactions, the general obser-
vation29 is that the bond strength  should be usually
chosen as small as possible, subject to the constraint that
the time for nucleation of the ordered phase is less than
tend. Weaker bonds reduce the possibilities for kinetic
trapping, and they also reduce the probability that mul-
tiple nucleation events occur. (Multiple nucleation leads
to large numbers of growing clusters, which tends to re-
duce the typical domain size.)
For time-dependent interactions, one requires a three-
parameter optimisation over (1, 2, xstep) with
xstep = tstep/tend, 0 ≤ xstep < 1, (8)
so that xstep = 0 corresponds to interactions that are
independent of time. For a given value of xstep, Fig. 5
shows the typical behaviour as a function of 1, 2. As
discussed in Sec. IV C, one should choose 1 such that
a significant population of ordered clusters are present
at time tstep; also 2 should be chosen so that defective
clusters shrink rapidly with time, while ordered clusters
continue to grow. In addition, if the system contains
multiple ordered clusters (or domains), then 2 should be
chosen so as to promote Ostwald ripening, which leads
to a larger typical domain size. Similar to the time-
independent case, it is usually convenient to choose 2
as small as possible (to suppress kinetic trapping and ac-
celerate Ostwald ripening), although of course 2 must
be large enough that the ordered clusters can grow.
Finally we turn to optimisation of the parameter xstep.
In the simulations performed here, we present results for
fixed xstep, which show that assembly yield can be im-
proved. However, we have not attempted to optimise
this parameter numerically. Nevertheless, we can provide
some guidelines as to the choice of xstep, based on our
theoretical understanding. In general, the slowest pro-
cesses in these self-assembling systems are the nucleation
of small high-quality crystals, and the Ostwald ripening
effect whereby smaller (or less ordered) clusters shrink
at the expense of larger (or better ordered) ones. In sys-
tems where nucleation tends to be slow then one should
allocate more time to the first stage of the protocol by
saking xstep relatively large; in systems where Ostwald
ripening tends to be slow then one should allocate more
time to the second stage of the protocol and choose xstep
relatively small.
For example, in the model colloid considered here, we
take xstep = 0.25. One sees from Fig. 7 that (for this
specific trajectory), the first stage of the protocol was
long enough to form a few clusters with crystal domain
sizes of order 30-100 particles. On moving to the second
stage of the protocol, one cluster in Fig. 7 slowly grows
while the others shrink. If xstep was reduced, the crystal
domains would likely be smaller at time tstep. The over-
all behaviour should be robust for a range of xstep but
for much smaller xstep the crystal domains that are al-
ready present at tstep will be so small that when the bond
strength is reduced, they tend to shrink and vanish. At
this point the method fails. This effect can be mitigated
somewhat by the choices of 1, 2 but in general the “sur-
vival of the fittest” mechanism relies on the existence of
a significant population of crystallites from which the fi-
nal assembled structure will grow. On the other hand, if
xstep is too large, the Ostwald ripening effect that is ap-
parent in the second part of the protocol has less time to
operate, which also reduces the final yield. For this rea-
son, the efficient operation of the “survival of the fittest”
mechanism requires xstep in an intermediate range that
depends on the details of the model, via the relative rates
of nucleation, growth and Ostwald ripening.
In the schematic model, we find that smaller values of
xstep are required for efficient operation of the mecha-
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nism: we take xstep = 0.004. The reason is that in this
model, Ostwald ripening is a very slow process (because
unbinding from a cluster is independent of the size of that
cluster). On the other hand, nucleation is (relatively)
fast. (More precisely, one can safely choose 1 to pro-
mote fast nucleation and this does not compromise the
operation of the “survival of the fittest” mechanism: this
may be partly due to the fact that only correct (good)
bonds can form during the nucleation step, see Fig. 2.)
Since nucleation is fast and Ostwald ripening is slow, it
is therefore useful to choose a small value of xstep.
These two examples illustrate how the most suitable
choice of xstep depends on the system of interest. When
faced with a new system, these kinds of argument should
provide indications as to the a value of xstep for which
the protocol is most effective, although we are not able to
specify precisely what values of xstep would be optimal.
E. Kinetic trapping mechanisms
We end this section with a few remarks as to mech-
anisms of kinetic trapping. In the past, two main ef-
fects have been noted26: “off-pathway” trapping which
involves the formation of structures whose local bond-
ing is not consistent with the final product29, and “on-
pathway” trapping which involves the formation of mul-
tiple small clusters9, for which further growth (Ostwald
ripening) is very slow. In the schematic model, off-
pathway traps involve bad bonds, while on-pathway traps
involve large numbers of clusters, but mostly good bonds.
In the model colloids, we might interpret off-pathway
traps as single clusters with low NαQ, and on-pathway
traps as multiple clusters. However, it is worth noting
that events where several clusters fuse together make this
distinction less precise than it does in (for example) vi-
ral capsid models10 where partially-formed clusters are
much less likely to fuse.
In the schematic model considered here, appropriate
choices of protocol can suppress the off-pathway traps,
but the slowness of Ostwald ripening means that on-
pathway traps are very significant: this is the main factor
that limits the yield in Fig. 9. It would be interesting to
change the rates in this model so that it better captures
the physical Ostwald ripening mechanism – this is a di-
rection for future work.
In the model colloid, one sees from Fig. 7 that clus-
ters with both high and low crystallinity can form at
early times, so off-pathway trapping is significant. How-
ever, the two-step dynamical protocol suppresses these
off-pathway clusters rather effectively – for long times,
the yield is again limited by competition between multi-
ple clusters. This might be expected on general grounds:
the slowest process in the system is likely to be Ostwald
ripening in systems with multiple large ordered clusters,
and this is not easily accelerated (except maybe by per-
turbations that act on individual clusters). This suggests
that further improvements to the protocol (for example
optimisation of xstep) might be used to reduce the typi-
cal number of small crystallites that are present at tstep.
(This problem was considered by Schoen31 in a simple
setting where other forms of kinetic trapping were ig-
nored – it would be interesting to see if that analysis
could be generalised to the systems considered here.)
V. OUTLOOK
We have shown how a very simple protocol for time-
dependent interactions can significantly improve the self-
assembly of crystals in a model colloidal system. We have
argued that this improvement is based on the physics of
nucleation, growth and kinetic trapping. Indeed, our re-
sults for a schematic model of cluster growth show a sim-
ilar improvement in assembly yield when time-dependent
interactions are used. Physically, our central idea is that
the best conditions for crystal growth are different from
those for nucleation. Such ideas have a long history and
have been exploited in the protein crystallisation com-
munity (see Ref. 30 and references therein). However, we
are not aware of simulation studies where the microscopic
mechanisms of this effect are discussed in detail, nor of
applications of this principle in colloidal self-assembly.
For the successful application of this idea in self-
assembly experiments, it is (obviously) essential that in-
terparticle interactions can be manipulated in time, for
example by a controllable depletion interaction34 or by
temperature-dependent DNA-mediated interactions14,24.
Such experimental methods are in place, although fine
control of the time-dependence may be challenging. Cer-
tainly, the use of colloidal systems (where microscopic
time scales may be of the order of milliseconds to seconds)
brings with it different challenges to molecular systems
where particles diffuse much more quickly. In particu-
lar, the slower microscopic rates in colloidal systems can
lead to greater propensity for kinetic trapping in disor-
dered states. (When microscopic time scales are long,
even relatively shallow traps can be relevant on exper-
imental time scales of minutes to hours). The use of
time-dependent interactions may allow kinetic trapping
to be controlled – previous applications have focussed on
the interplay between time-dependent interactions and
multiple nucleation events30,31.
As well as their characteristic time scales, another fea-
ture of colloidal systems is that particles may be ob-
served in real-time. This offers the possibility for time-
dependent interaction protocols that are selected on-the-
fly, based on feedback from a system’s behaviour. Such
ideas are beginning to be investigated32,54–56, we look
forward to further progress in this direction, which will
require increased theoretical understanding of effects of
time-dependent interactions, as well as creative new ex-
perimental ideas.
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Appendix A: Order parameters NQ and NG
The order parameters NQ and NG used in this work
are analogous to each other, and provide measurements
of the typical size of ordered (correctly-bonded) domains
in the two systems used. This short appendix illustrates
this fact.
We write NQ = 〈NˆQ〉 with
NˆQ =
1
N
Q∗ ·Q = 1
N
∑
pp′
~q6(p)
∗ · ~q6(p′)
where p, p′ are particle indices. The key point32 is that for
particles in the same domain one expects ~q6(p)
∗ ·~q6(p′) ≈
q2 for some q2 <∼ 1, but for particles in different domains
one then one can think of ~q6(p) and ~q6(p
′) as indepen-
dent random vectors so ~q6(p)
∗ · ~q6(p′) has a symmetric
distribution with mean zero. Hence for a system with n
domains of sizes m1,m2, . . . ,mn one has
NˆQ ≈ ∆ + q
2
N
n∑
i=1
m2n
where ∆ has mean zero. (The domain size is interpreted
as the number of particles in the domain). Hence one has
on average
NQ = q
2
〈 n∑
i=1
m2i /N
〉
To interpret the quantity
∑n
i=1m
2
i /N , imagine choosing
a particle at random in a single configuration of a large
system, and recording the size of the domain containing
that particle. Repeat this procedure many times and and
take the average of the resulting domain sizes. Clearly
domain i is selected with probability mi/N so the aver-
age domain size evaluated in this way is m =
∑
im
2
i /N .
Hence
NQ = 〈m〉q2.
Assuming q2 ≈ 1 (as expected for high-quality crystalline
domains) then 〈NQ〉 ≈ 〈m〉. If the crystal is partially dis-
ordered then q2 < 1 and one finds that 〈NQ〉 is reduced,
consistent with physical intuition.
The definition of the quantityNG in the filament model
follows the same reasoning. Imagine selecting a particle
at random and recording the number of ‘good’ particles in
the filament that contains this particle. This number of
good particles corresponds to a domain size. Repeat the
procedure for many particles and average the resulting
domain size. One sees that a filament of length gf + bf
is picked with probability (gf + bf )/N so the resulting
avearge domain size is NˆG = g =
∑
f
gf+bf
N · gf . Hence
NG = 〈NˆG〉 = 〈g〉, which is analogous to NQ = 〈m〉q2.
Appendix B: Equilibrium and Quasiequilibrium in the
schematic model
This appendix collects some exact and approximate
results for the schematic model of cluster growth that we
introduced in Sec. II B.
1. Equilibrium average concentrations
From (4) we can obtain the equilibrium concentrations
of all species in terms of the free monomer concentration
c0, as
c(gj) =
{
c0(xν)
j−1, j < nc
c0(xν)
nc−1(x1)j−nc , j ≥ nc (B1)
and
c(gnc+kbk′) = c0(xν)
nc−1(x1)k(xν)k
′
(B2)
with xµ = (mc0/cR)e
˜/µ, xν = (c0/cR)e
˜/ν , and x1 =
(c0/cR)e
˜.
The sum-rule for particles (5) is then
cT =c0
nc∑
k=1
k(xν)
k−1
+ c0
∞∑
k=1
(nc + k)(xν)
nc−1(x1)k
+ c0
∞∑
k=1
∞∑
k′=1
(nc + k + k
′)(xµ)nc−1(x1)k(xµ)k
′
(B3)
where the first sum includes clusters of sizes i < nc, the
second includes clusters of sizes i ≥ nc in which all par-
ticles are correctly bonded and the final sum includes all
clusters containing incorrectly bonded particles. Com-
bining the last two sums, this equation may be written
as
cT = c0
∂
∂c0
[
nc∑
k=1
c0(xν)
k−1
+
∞∑
k=1
∞∑
k′=0
c0(xν)
nc−1(x1)k(xµ)k
′
]
(B4)
A solution is possible only if x1, xν < 1, in which case
the sums are straightforward geometrical series, and we
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obtain
cT = c0
∂
∂c0
[
c0(1− (xν)nc)
1− xν +
c0x1(xν)
nc−1
(1− x1)(1− xµ)
]
. (B5)
After some algebra, this yields a polynomial of degree
nc + 1 in c0, which may be solved numerically. Hence
the concentrations of all species can be obtained from
(B1,B2).
Notice that the parameters x1 and xµ control the be-
haviours of the number of large correctly-bonded clus-
ters and large incorrectly-bonded clusters, respectively.
For strong bonds, we expect xµ < x1: in this case
x1 → 1− corresponds to the system becoming dominated
by large correctly-assembled clusters. This is the ana-
log of the thermodynamically-stable crystalline phase in
the model colloid. From the definition of x1, one sees
that c0 ≈ cRe−˜ in this limit. Clearly if cT < cRe−˜, the
system is too dilute to achieve this limit (or the interac-
tions are too weak): this provides an order-of-magnitude
estimate for the onset of assembly, at ˜∗ ≈ ln(cR/cT),
which is ˜∗ ≈ 4.6 for the parameters used in this work,
consistent with Fig. 4(b).
2. Equilibrium at finite N
If the number of particles is large enough, the equi-
librium concentration of any species in a typical config-
uration should be close to its expected (average) value.
However, in this work we consider the behaviour of this
model for a fixed finite number of particles N . This puts
an upper limit on the size of all clusters, leading to cutoffs
on the sums in (B3). Moreoever, the number of clusters
of species X is n(X) = Nc(X)/cT and the value of n(X)
in any configuration is (obviously) an integer, which re-
stricts the possible values for c(X). In practice, when ˜ is
large, a typical configuration in the equilibrium state is
dominated by a single large cluster that contains a finite
fraction of all the particles, with the remaining particles
distributed mostly as free monomers.
3. Quasiequilibrium : pre-nucleation state
As well as the stable equilibrium state, the model also
includes a metastable (pre-nucleation) state. Suppose
that the sum rule (B3) is saturated by the first sum
on the right hand side, so that the two infinite sums
can be neglected. This state is expected to be sta-
ble if the typical number of clusters of size nc is small
compared to unity, since such intermediate-sized clus-
ters are (obviously) required in order for the large clus-
ters to grow. This gives a self-consistency condition for
metastability, n(gnc) = Nc(gnc)/cT  1. For an order-
of-magnitude estimate, we assume that the metastable
state is dominated by monomers: cqe0 ≈ cT, where
the label ‘qe’ indicates quasiequilbrium. In this case
c(gnc) ≈ cT(cTe˜/ν/cR)nc−1 so the condition for metasta-
bility is ˜ < ˜qe := ν[ln(cR/cT) − (lnN)/(nc − 1)]. For
the parameters considered here ˜qe = 13.8.
When the interaction strength ˜ > ˜qe, the system
quickly nucleates many clusters which then grow. How-
ever, since there are so many clusters, the resulting con-
centration of free monomers is small, and subsequent
cluster growth tends to be slow. This last effect is par-
ticularly apparent in this model since there is no Ost-
wald ripening effect whereby larger clusters grow more
quickly than small ones (there is no surface tension effect
in the rate for unbinding from large clusters). A closer
agreement with the colloidal model could be obtained by
including such an effect, via a more complex dependence
of the rate Bi on the cluster size i. However, we do not
consider this case here, for simplicity.
4. Nucleation time
Given the existence of a pre-nucleation state, it is nat-
ural to estimate the rate of nucleation. In the case where
nucleation is a rare event, this may be estimated as the
probability of observing a cluster of size nc, multiplied
by the rate of growth of such clusters. (We assume
that a cluster of size nc + 1 will grow quickly and not
shrink, since the cluster has crossed the nucleation bar-
rier.) Following the argument of the previous section
yields a rate τ−1nuc ≈ NF1cT(cTe˜/ν/cR)nc−1, which is nu-
merically small in the quasiequilibrium regime.
Alternatively one may follow Refs. 9 and 47 and con-
sider an argument based on first-passage times for grow-
ing clusters. Briefly, there are approximately N clus-
ters with sizes between 1 and nc, with growth rates
k+ = F0cT and shrinkage rates k− = F0cRe−˜/ν . The
size of each cluster follows a random walk with a reflect-
ing boundary at size 0. We introduce an absorbing site
at nc + 1: the idea is that the random walker gets ab-
sorbed when the cluster nucleates. The mean time before
absorbance for a random walk with rates k+, k− and the
requisite boundary conditions is (assuming k+ 6= k− and
that the cluster starts at size 1)57
τabs =
k−
(k− − k+)2
[(
k−
k+
)nc
− 1
]
− nc
k− − k+ (B6)
Note that k− > k+ so this time is typically large. Since
there are N clusters, the nucleation rate is τ−1nuc ≈ N/τabs:
in the limit where nucleation is rare we recover
τ−1nuc ≈
Nknc+
knc−1−
= NF1cT
(
cT
cR
e˜/ν
)nc−1
(B7)
consistent with the argument above based on the concen-
tration of clusters of size nc.
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5. Second quasiequilibrium state : kinetic trapping
Since the schematic model was designed to account
for both nucleation and kinetic trapping, it may be ex-
pected that kinetic trapping effects will be important af-
ter nucleation has taken place. Recall that as soon as
an incorrectly-bonded particle is added to a cluster, the
cluster can only grow by incorrect bonding, unless all
such particles are removed. In practice this means that
kinetic trapping dominates if the mean growth rate for
incorrectly-bonded clusters rb > 0, with
rb = F1[mc0 − cRe−˜/µ]. (B8)
The corresponding rate for correctly-bonded clusters is
rg = F1[c0 − cRe−˜]. (B9)
Just after nucleation, one expects c0 ≈ cT so rb is
positive if ˜ >∼ ˜trap = µ ln(cR/mcT). For the parameters
considered here ˜trap = 14.0, very much comparable with
˜qe. That is, kinetic trapping sets in for this system at
around the same bond strength as nucleation ceases to
be a rare event. The maximum shown in Fig. 5(b) for
the yield of the self-assembly process reflects the onset of
kinetic trapping processes as well as the disappearance
of the nucleation barrier (which tends to result in many
small clusters instead of a small number of large ones).
As kinetically trapped clusters grow, the number of
available monomers is reduced, and rb decreases. Even-
tually, the system reaches a quasi-equilibrium state with
rb ≈ 0. In this state, c0 ≈ ctrap0 := (cR/m)e−˜/µ. Note
that in this regime rg is still expected to be positive:
the condition for (meta)stability of this quasi-equilibrium
state is that there are no post-nucleation clusters to
which correct binding is possible (all post-nucleation clus-
ters include at least one incorrectly-bonded particle).
Escape from this metastable state typically takes place
when a new correctly-bonded cluster nucleates: then one
has rb ≈ 0 and rg > 0, so the new cluster tends to grow by
correct binding. This correctly-bonded cluster then fur-
ther depletes the population c0 of free monomers, leading
to rb < 0 and rg > 0. Hence the correctly bonded clus-
ter tends to grow and take over the system: saturation
happens when rg ≈ 0 so that c0 ≈ cRe−˜ ≈ ceqm0 , and the
system finally equilibrates.
Appendix C: Method of Cluster Tracking
A trajectory of the system consists of M frames taken
at times (t1, t2, . . . , tM ). To identify the clusters in each
frame, we count particles that are mutually bonded to-
gether in isolated groups. Between slices, many binding
and unbinding events may have occured so, it is not triv-
ial to identify which clusters at time tj+1 are related to
clusters at an earlier time tj . We use three criteria to
identify causal connections between cluster α at time tj
and cluster β at time tj+1. The criteria are based on
the principle that the clusters must contain a minimum
number of the same particles (that is, there must be a
shared ‘core’ that surives all the binding and unbinding
events). Hence, to be causally connected:
1. Both clusters must be larger than a cutoff size
Nmin: that is, N
α
j , N
β
j+1 > Nmin. We take Nmin =
52.
2. The number of particles that are shared by both
clusters (the core) must represent a significant frac-
tion of the smaller cluster: Ncore/min[N
α
j , N
β
j+1] >
ncut. We take ncut =
1
3 .
3. The disparity between Nαj and N
β
j+1 must not be
too great: max[Nαj , N
β
j+1] < smin[N
α
j , N
β
j+1]. We
take s = 4.
The first condition focusses attention on relatively
large clusters, since these are the most important for un-
derstanding the dynamical evolution of the system. The
second condition accounts for the fact that two clusters
may share a particle which evaporates from the surface
of one cluster, spends some time as a free monomer, and
subsequently binds to the second cluster. In this case
the two clusters are not causally connected. Hence we
require that the clusters contain a significant number of
shared particles. The third condition means that when
a small fragment breaks off from a large cluster, this is
not interpreted as a causal connection: this criterion is
useful since such events can be common but the resulting
small clusters do not typically assemble further and do
not contribute to the final product. As a result, ignoring
such links makes diagrams such as Fig. 6 less cluttered
and easier to interpret.
In order to identify causal connections between trajec-
tory frames that are not adjacent (for example betwen
times tj and tj+2, it is possible to form a rectangular
matrix Aj where the number of rows is the number of
clusters at time tj and the number of columns is the num-
ber of clusters at time tj+1. The matrix element (A
j)αβ
is equal to unity if cluster α at time tj is causally con-
nected to cluster β at time tj+1. Otherwise (A
j)αβ = 0.
In this case matrix multiplication allows identification
of connections between times tj and tj+2: two clusters
α, β at these respective times are causally connected if∑
γ(A
j)αγ(A
j+1)γβ > 0.
This methodology allows the causal connections be-
tween clusters to be identified in Figs. 6,7.
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