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Abstract
We consider the minimization problems of the form P (ϕ, g, h): min{f(x) =
ϕ(x) + g(x)− h(x) : x ∈ Rn}, where ϕ is a differentiable function and g, h are
convex functions, and introduce iterative methods to finding a critical point of
f when f is differentiable. We show that the point computed by proximal point
algorithm at each iteration can be used to determine a descent direction for the
objective function at this point. This algorithm can be considered as a combi-
nation of proximal point algorithm together with a linesearch step that uses this
descent direction. We also study convergence results of these algorithms and
the inertial proximal methods proposed by P.E. Mainge´ et.al. [22] under the
main assumption that the objective function satisfies the Kurdika- Lojasiewicz
property.
Keywords: DC programming, Kurdyka- Lojasiewicz inequality, proximal map-
ping, critical points.
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1 Introduction
Let Rn be an n-dimensional Euclidean space with the inner product 〈·, ·〉 and the associated
norm ‖·‖. Let f : Rn → R∪{+∞} be a nonconvex function such that f can be decomposed
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in the form
f(x) = ϕ(x) + g(x)− h(x),
where ϕ : Rn → R is a continuously differentiable function (not necessarily convex) and
g, h : Rn → R∪ {+∞} are convex, proper lower semicontinuous functions. We consider the
following optimization problem
P (ϕ, g, h) : min {f(x) = ϕ(x) + g(x)− h(x), x ∈ Rn}.
The problem in this form has been investigated in some recent papers, such as P.E. Mainge´
and A. Moudafi [22] and N.T. An and N.M. Nam [4]. The special structure of this problem
allows us the use of the powerful tools in convex analysis and convex optimization problem.
The differentiability of ϕ and the convexity of g and h of the objective function would be
employed to develop appropriate tools from both theoretical and algorithmic point of views.
When ϕ is convex (ϕ ≡ 0), the function f is called DC function (Difference of two
Convex function). It is worth mentioning that the class of DC functions contains all lower
C2 function and is closed under all operations usually considered in optimization. Some
interesting optimality conditions and duality theorems related to DC programs are given,
see [14, 16, 39], for example.
For solving DC programs from the convex analysis approach, DC algorithms (DCA),
based on local optimality conditions and duality in DC programming, have been introduced
by T. Pham Dinh [35] in 1986 as an extension of the subgradient algorithms to DC pro-
gramming and extensively developed by H.A. Le Thi and T. Pham Dinh [34] since 1994.
Since then many authors have contributed to providing mathematical foundation for the
algorithm and making it accessible for application, see [17–20, 30, 33] and references quoted
therein.
One of the most important method to handle ill-posed problems is proximal point
method. This method was first introduced by Martinet [23] in 1970 for solving convex
minimization problems and then extensively developed by R.T. Rockafellar [37] to finding a
zero point of a maximal monotone inclusion. Since then, many researchers have succeeded
in applying this method for solving many other problems, such as variational inequality
problems [13], equilibrium problems [25]. Sun et.al. [32] (see also [8, 11, 26, 31] for more
proximal point algorithms) and N.T. An et.al. [4] applied the proximal point method to
DC optimization and problem P (ϕ, g, h), respectively.
It is obvious that with a suitable DC decomposition, DCA becomes a proximal point
algorithm. Very recently, Artacho et.al. [5] introduced the so-called boosted DC algorithm
with backtracking for solving differentiable DC programming. This method can be con-
sidered as a combination of DCA and the descent algorithm proposed by Fukushima-Mine
[15, 24] to force the value of the objective function at each iteration reduces more than that
performed by DCA.
Along with proximal point algorithm [4], the inertial proximal method was proposed
for solving P (ϕ, g, h) by P.E. Mainge´ and A. Moudafi [22] (see also [2, 3] for more inertial
proximal methods). Although this algorithm has been known since 2008, its convergence
analysis for general classes of difference functions, in our best knowledge, is still an open
research question.
In this paper, first we introduce an algorithm called boosted proximal point algorithm
to finding a stationary point of P (ϕ, g, h) when f is differentiable. This algorithm can be
seen as a combination of the proximal point method and the descent algorithm proposed by
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Fukushima-Mine [15] to make the value of the objective function f at each iteration reduce
much more than that in the proximal point algorithm. The global convergence of the
proposed algorithm and its convergence rate are obtained under the main assumption that
the objective function satisfies  Lojasiewicz inequality [21]. Based on the method developed
recently in [9], we then prove the global convergence of the inertial proximal algorithm for
P (ϕ, g, h) provided that f posses the Kurdyka- Lojasiewicz property.
The rest of paper is organized as follows. In Section 2, some tools of variational analysis
are recalled. The boosted proximal point algorithm for P (ϕ, g, h) and its convergent analysis
is presented in Section 3. The last Section is devoted to presenting the convergence of the
inertial proximal algorithm for P (ϕ, g, h).
2 Preliminaries
This section contains the necessary preliminaries needed throughout the paper. We start
with generalized differentiation for nonsmooth functions referring the reader to the books
[12, 27, 36] for more details and commentaries.
Let us denote the nonnegative orthant in Rn by Rn+ = [0,∞)n and B(x, r) the closed
ball of center x and radius r > 0. The gradient of a differentiable function f : Rn → Rm at
some point x ∈ Rn is denoted by ∇f(x) ∈ Rn×m.
For an extended-real-value function f : Rn → R¯ := R ∪ {+∞}, the domain of f is
the set domf = {x ∈ Rn | f(x) < +∞}, moreover f is said to be proper if its domain is
nonempty, and f is said to be coercive if f(x)→ +∞, whenever ‖x‖ → +∞.
Let Ω ⊂ Rn and Ω 6= ∅, we use the notation d(x¯; Ω) to denote the distance from x¯ to
Ω, i.e.,
d(x¯; Ω) = inf
x∈Ω
‖x− x¯‖.
Recall that a function f : Rn → R¯ is said to be strongly convex with τ > 0 if
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)− τ
2
λ(1− λ)‖x− y‖2,
for all x, y ∈ Rn and λ ∈ (0, 1). Moreover, if τ = 0, f is said to be convex. Clearly, f is
strongly convex if and only if f − τ2‖ · ‖2 is convex.
The function f is called Lipschitz continuous if there exists a positive constant L such
that
‖f(x)− f(y)‖ ≤ L‖x− y‖, for all x, y ∈ Rn.
Further, f is called locally Lipschitz continuous if for every x ∈ Rn, there exists a neighbor-
hood V of x such that f restricted to V is Lipschitz continuous.
Given a lower semicontinuous function f : Rn → R¯, we use the symbol z f−→ x to indicate
that z → x and f(z)→ f(x). The Fre´chet subdifferential of f at x¯ ∈ domf is defined by
∂F f(x¯) = {v ∈ Rn | lim inf
x→x¯
f(x)− f(x¯)− 〈v, x− x¯〉
‖x− x¯‖ ≥ 0}.
Set ∂F f(x¯) = ∅ if x¯ 6∈ domf . It’s worth noting that the Fre´chet subdifferential mapping
does not have a closed graph, and it is unstable computationally. Based on the Fre´chet
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subdifferential, the limiting subdifferential of f at x¯ ∈ domf (known also as the general, or
basic, or Mordukhovich subdifferential) is defined by
∂Mf(x¯) = lim sup
x
f−→x¯
∂F f(x) = {v ∈ Rn | ∃xk f−→ x¯, vk ∈ ∂F f(xk), vk → v}.
Set also ∂Mf(x¯) = ∅ if x¯ 6∈ domf . It follows from the definition of the following rubst-
ness/closedness property of ∂Mf :
{v ∈ Rn | ∃xk f−→ x¯, vk → v, vk ∈ ∂Mf(xk)} = ∂Mf(x¯).
Observe that from Theorem 8.6 in [38], one has ∂F f(x) ⊂ ∂Mf(x) for every x ∈ Rn, where
the first set is closed and convex while the second one is closed. If f is differentiable at
x¯, then ∂F f(x¯) = {∇f(x¯)}, and if f is continuously differentiable on a neighborhood of x¯,
then ∂Mf(x¯) = {∇f(x¯)}. For convex function f , the Fre´chet and limiting subdifferentials
reduce to the classical subdifferential in the sense of convex analysis:
∂f(x¯) = {v ∈ Rn | 〈v, x− x¯〉 ≤ f(x)− f(x¯), ∀x ∈ Rn}.
It’s necessary to mention another subdifferential named the Clarke subdifferential defined
in [12], which was based on generalized directional derivatives, and it’s also worth noting
that Clarke subdifferential of a locally Lipschitz continuous function f around x¯ can be
represented as the limiting subdifferential: ∂Cf(x¯) = co∂Mf(x¯), where coΩ denotes the
convex hull of an arbitrary set Ω.
Proposition 2.1 ([38], pp.304) Let f = g + h where g is lower semicontinuous and h is
continuously differentiable on a neighborhood of x¯. Then
∂F f(x¯) = ∂F g(x¯) +∇h(x¯) and ∂Mf(x¯) = ∂Mg(x¯) +∇h(x¯).
Proposition 2.2 ([38], pp.422) If a lower semicontinuous function f : Rn → R¯ has a local
minimum at x¯ ∈ domf , then 0 ∈ ∂F f(x¯) ⊂ ∂Mf(x¯). In the convex case, this condition is
not only necessary for a local minimum but also sufficient for a global minimum.
Note that for a finite convex function f on Rn, if yk ∈ ∂h(xk) for all k and {xk} is
bounded, then the sequence {yk} is also bounded, one can refer Definition 5.14, Proposition
5.15 and Theorem 9.13 in [38].
To establish our convergence results, we need the Kurdyka- Lojasiewicz property (briefly
say K- L property) defined as follows (see also [1, 7, 9]). Before that, let us recall the
definitions of semi-algebraic set and function. A subset Ω of Rn is called semi-algebraic if
it can be represented as a finite union of sets of the form
{x ∈ Rn | pi(x) = 0, qi(x) < 0, for all i = 1, · · · ,m},
where pi and qi for i = 1, · · · ,m are polynomial functions. A function f is said to be
semi-algebraic if its graph is a semi-algebraic subset of Rn+1.
Definition 2.1 A lower semicontinuous function f : Rn → R¯ satisfies the K- L property
at x∗ ∈ dom∂Mf if there exist ǫ > 0, a neighborhood U of x∗ and a continuous concave
function θ : [0, ǫ[→ [0,+∞[ with
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(a) θ(0) = 0,
(b) θ > 0 on ]0, ǫ[,
(c) θ is of class C1 on ]0, ǫ[,
(d) for every x ∈ U and f(x∗) < f(x) < f(x∗) + ǫ, one has
θ′(f(x)− f(x∗))d(0; ∂Mf(x)) ≥ 1.
It’s known that a proper lower semicontinuous semi-algebraic function always satisfies the
K- L property, one can see [7, 10]. Moreover, f is said to satisfy the strong Kurdyka-
 Lojasiewicz property at x∗ if (a)∼(d) hold for Clarke subdifferential ∂Cf(x). In fact, very
recently, Theorem 14 in [10] pointed out that the class of definable functions, which contains
the class of semi-algebraic functions, satisfies the strong Kurdyka- Lojasiewicz property at
each point of dom∂Cf .
In virtue of Lemma 2.1 in [7], we know that a proper lower semicontinuous function
f : Rn → R¯ has the K- L property at any point x¯ ∈ Rn such that 0 6∈ ∂Mf(x¯). If the
function f : Rn → R is differentiable and θ(t) = Mtκ, where M > 0 and κ ∈ [0, 1), then we
have the following definition which is one special case of Definition 2.1.
Definition 2.2 If f : Rn → R is a differentiable function, then f is said to have the
 Lojasiewicz property if for any critical point x¯, there exist constants M > 0, ǫ > 0 and
κ ∈ [0, 1) such that
|f(x)− f(x¯)|κ ≤M‖∇f(x)‖, for all x ∈ B(x¯, ǫ), (2.1)
where we adopt the convention 00 = 1 and the constant κ is called  Lojasiewicz exponent of
f at x¯.
A differentiable function f : Rn → R is said to be real analytic if for every x ∈ Rn, f could
be represented by a convergent power series in some neighbourhood of x. In addition, [21]
showed that every real analytic function f : Rn → R satisfies the  Lojasiewicz property with
exponent κ ∈ [0, 1).
We will also employ the following useful lemma to obtain bounds on the rate of con-
vergence of the sequence generated by Algorithm 1 (see the next Section). This lemma
appears within the proof in Theorem 2 of [6] for specific values of µ and ν. For convenience,
we give a brief proof, see also Lemma 3.1 in [5] or Theorem 3.3 in [20].
Lemma 2.1 Let {tk} be a sequence in R+ and let µ and ν be some positive constants.
Suppose that tk → 0 and the sequence satisfies
t
µ
k ≤ ν(tk − tk+1), for all k sufficientlly large. (2.2)
Then
(a) If µ = 0, the sequence {tk} converges to 0 in a finite number of steps.
(b) If µ ∈ (0, 1], the sequence {tk} converges linearly to 0 with rate 1− 1ν .
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(c) If µ > 1, there exists γ > 0 such that for all k sufficiently large
tk ≤ γk−
1
µ−1 .
Proof. (a) If µ = 0, then from (2.2), one has 0 ≤ tk+1 ≤ tk − 1ν , which implies (a).
(b) Now suppose that µ ∈ (0, 1]. As tk → 0, we obtain that tk < 1 for all k large
enough, then from (2.2),
tk ≤ tµk ≤ ν(tk − tk+1),
thus, tk+1 ≤ (1− 1ν )tk, which means that {tk} converges to 0 with rate 1− 1ν linearly.
(c) Assume that µ > 1, if tk = 0 for some k, then from (2.2), we have tk+1 = 0, which
points out that the sequence {tk} converges to zero in a finite number of steps and (c)
trivially holds. Therefore we can assume that tk > 0,∀k.
Consider the decreasing function u : (0,+∞)→ R defined by u(t) = t−µ. Assume that
(2.2) holds for all k ≥ N , for some positive integer N , then for k ≥ N , we get
1
ν
≤ (tk − tk+1)u(tk) ≤
∫ tk
tk+1
u(t)dt =
t
1−µ
k − t1−µk+1
1− µ .
Since µ > 1, then
t
1−µ
k+1 − t1−µk ≥
µ− 1
ν
, for all k ≥ N.
Summing up k from N to j − 1 ≥ N , one has
t
1−µ
j − t1−µN ≥
µ− 1
ν
(j −N),
which gives
tj ≤ (t1−µN +
µ− 1
ν
(j −N)) 11−µ , for all j ≥ N + 1.
As a conclusion, there exists γ > 0 such that tk ≤ γk−
1
µ−1 for all k sufficiently large. ✷
Before moving to the next Section, let us recall the following lemma regarding an upper
bound for a smooth function with Lipschitz continuous gradient, see [28, 29].
Lemma 2.2 If g : Rn → R is a differentiable function with L-Lipschitz gradient, then for
all x, y ∈ Rn, one has
g(y) ≤ g(x) + 〈∇g(x), y − x〉+ L
2
‖y − x‖2. (2.3)
3 Boosted Proximal Point Algorithm
Let us introduce our first algorithm to solve P (ϕ, g, h).
Algorithm 1
Initialization. Pick x0 ∈ Rn, choose parameters η ∈ (0, 1), α > 0, {λk} ⊂ (0,+∞).
Iteration k (k = 0, 1, 2, · · · ). Having xk do the following steps:
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Step 1. Solve the following strongly convex program
min
x∈Rn
{g(x) − 〈∇h(xk)−∇ϕ(xk), x− xk〉+ λk
2
‖x− xk‖2},
to get the unique solution yk.
Set dk = yk − xk. If dk = 0, then stop. Otherwise, go to Step 2.
Step 2. (Armijo linesearch rule)
Find mk as the smallest positive integer number m such that
f(yk + ηmdk) ≤ f(yk)− αηm‖dk‖2.
Set ηk = η
mk and xk+1 = yk + ηkd
k and go to Iteration k with k replaced by k + 1.
Theorem 3.1 Suppose that ∇ϕ(x) is Lipschitz continuous with constant L1 and L1+2λˆ ≤
λk ≤ λ¯ where λˆ > 0, then
(a) f(yk) ≤ f(xk)− λk−L12 ‖yk − xk‖2.
(b) The linesearch is well defined.
(c) f(xk+1) ≤ f(xk)− (λk−L12 +αηk)‖dk‖2, the sequence {f(xk)} is strictly decreasing and
convergent.
(d) Any accumulation point of {xk} is a stationary point of f .
(e)
∞∑
k=0
‖dk‖2 <∞ and
∞∑
k=0
‖xk+1 − xk‖2 <∞.
Proof. (a) From Algorithm 1, we have
g(xk) ≥ g(yk)− 〈∇h(xk), yk − xk〉+ 〈∇ϕ(xk), yk − xk〉+ λk
2
‖yk − xk‖2.
In addition, by convexity of h,
h(yk) ≥ h(xk) + 〈∇h(xk), yk − xk〉,
and ∇ϕ(x) is Lipschitz with constant L1, by Lemma 2.2,
ϕ(yk) ≤ ϕ(xk) + 〈∇ϕ(xk), yk − xk〉+ L1
2
‖yk − xk‖2.
Combining the above inequalities, one has
f(yk) ≤ f(xk)− λk − L1
2
‖yk − xk‖2.
(b) We prove by contradiction. If ∀m ≥ 1, we get
f(yk + ηmdk) > f(yk), ∀m
⇔ f(yk + ηmdk)− f(yk) > 0, ∀m
⇒ 〈∇f(yk), ηmdk〉+ o(ηm) > 0, ∀m
⇔ 〈∇f(yk), dk〉+ o(η
m)
ηm
> 0
⇒ 〈∇f(yk), dk〉 > 0. (3.4)
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Beside that, from Step 1 in Algorithm 1, we have
∇g(yk)−∇h(xk) +∇ϕ(xk) + λk(yk − xk) = 0,
and
∇f(yk) = ∇ϕ(yk) +∇g(yk)−∇h(yk),
then
∇f(yk) = −∇h(yk) +∇h(xk) +∇ϕ(yk)−∇ϕ(xk)− λk(yk − xk).
Hence
〈∇f(yk), dk〉 = −〈∇h(yk)−∇h(xk), dk〉+ 〈∇ϕ(yk)−∇ϕ(xk), dk〉 − λk‖yk − xk‖2
≤ −(λk − L1)‖yk − xk‖2 < 0.
This contradicts to (3.4). So the linesearch is well defined.
(c) From Step 2 in Algorithm 1, one has,
f(xk+1) ≤ f(yk)− αηk‖dk‖2
≤ f(xk)− λk − L1
2
‖yk − xk‖2 − αηk‖dk‖2
= f(xk)− (λk − L1
2
+ αηk)‖dk‖2. (3.5)
Hence {f(xk)} is a strictly decreasing sequence, and combining with inf
x∈Rn
f(x) > −∞, we
get lim
k→∞
f(xk) does exist.
(d) Since {f(xk)} is convergent, then
f(xk+1)− f(xk)→ 0,
from (3.5), one has
‖dk‖2 = ‖yk − xk‖2 → 0.
Let x∗ be any accumulation point of {xk} and let xki be a subsequence of {xk} converging
to x∗. Since ‖yki − xki‖ → 0, one has
lim
i→∞
yki = x∗.
Step 1 in Algorithm 1 yields
∇g(yki)− (∇h(xki)−∇ϕ(xki)) + λk‖yki − xki‖ = 0,
letting i→∞, we get from the above inequality that
∇g(x∗)−∇h(x∗) +∇ϕ(x∗) = 0,
which means that x∗ is a stationary point of f .
(e) Observe, from (3.5), one has
(
λk − L1
2
+ αηk)‖dk‖2 ≤ f(xk)− f(xk+1). (3.6)
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Summing up (3.6) from 0 to N , we get
N∑
k=0
(
λk − L1
2
+ αηk)‖dk‖2 ≤ f(x0)− f(xN+1) ≤ f(x0)− inf
x∈Rn
f(x),
since λk ≥ L1 + 2λ̂, then taking the limit as N →∞, the above inequality becomes
∞∑
k=0
λ̂‖dk‖2 ≤
∞∑
k=0
(
λk − L1
2
+ αηk)‖dk‖2 ≤ f(x0)− inf
x∈Rn
f(x) <∞.
Thus
∞∑
k=0
‖dk‖2 <∞.
In addition,
xk+1 − xk = yk + ηkdk − xk = (1 + ηk)dk,
so
∞∑
k=0
‖xk+1 − xk‖2 =
∞∑
k=0
(1 + ηk)
2‖dk‖2 ≤
∞∑
k=0
(1 + η)2‖dk‖2 <∞.
✷
Remark 3.1 The main difference of Algorithm 1 and the proximal point algorithm pro-
posed by N.T. An et.al. in recent paper [4] is at Step 2. In Algorithm 1, we use dk as the
descent direction at yk. In addition, xk+1 = yk + ηkd
k = xk + (1 + ηk)d
k and
f(yk) ≤ f(xk)− λk − L1
2
‖dk‖2,
and
f(xk+1) ≤ f(yk)− αηk‖dk‖2 ≤ f(xk)− (λk − L1
2
+ αηk)‖dk‖2.
Hence, we go a longer step at xk and make the value of function f decrease much more
than that in the proximal point algorithm.
The following theorem establishes the convergence and the convergent rate of Algo-
rithm 1.
Theorem 3.2 Under assumptions of Theorem 3.1 and we further assume that ∇g is lo-
cally Lipschitz continuous with constant L2 and f satisfies the  Lojasiewicz inequality with
exponent κ ∈ [0, 1). If the sequence {xk} has a limit point x∗, then the whole sequence
{xk} converges to x∗, which is a stationary point of f . Moreover denoting f∗ := f(x∗), the
following estimations holds:
(a) If κ = 0, then the sequences {xk} and {f(xk)} converge in a finite number of steps to
x∗ and f∗, respectively.
(b) If κ ∈ (0, 12 ], then the sequences {xk} and {f(xk)} converge linearly to x∗ and f∗,
respectively.
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(c) If κ ∈ (12 , 1), then there exist some positive constants A1 and A2 such that for k large
enough,
‖xk − x∗‖ ≤ A1k−
1
2κ−1 , and f(xk)− f∗ ≤ A2k−
1
2κ−1 .
Proof. By Theorem 3.1 (c), we have lim
k→∞
f(xk) = f∗. If x∗ is a limit point of {xk}, then
there exists a subsequence {xki} of {xk} which converges to x∗. By continuity of f , we have
that
f(x∗) = lim
i→∞
f(xki) = lim
k→∞
f(xk) = f∗.
Hence f is finite and has the same value f∗ at every limit point of {xk}. If f(xk) = f∗
for some k > 1, then f(xk) = f(xk+r), ∀r ≥ 0, since the sequence {f(xk)} is decreasing.
Therefore, xk = xk+r for all r ≥ 0 and Algorithm 1 terminates after a finite number of
steps.
Now we assume that f(xk) > f∗, ∀k. Since f satisfies the  Lojasiewicz property, there
exist M > 0, ǫ1 > 0 and κ ∈ [0, 1) such that
|f(x)− f(x∗)|κ ≤M‖∇f(x)‖, ∀ x ∈ B(x∗, ǫ1). (3.7)
Further, as ∇g is Locally Lipschitz around x∗, there exist some constants L2 > 0 and ǫ2 > 0
such that
‖∇g(x) −∇g(y)‖ ≤ L2‖x− y‖, ∀ x, y ∈ B(x∗, ǫ2). (3.8)
Let ǫ := 12 min{ǫ1, ǫ2} > 0.
Since lim
i→∞
xki = x∗ and lim
i→∞
f(xki) = f∗, we can find an index kǫ large enough such
that
‖xkǫ − x∗‖+ 2M(L2 + λk)
(1− κ)(λk − L1)(f(x
kǫ)− f∗)1−κ < ǫ. (3.9)
By Theorem 3.1 (c), we know that dk = yk − xk → 0 as k → ∞. Then without loss of
generality, we can assume that
‖yk − xk‖ ≤ ǫ, ∀k ≥ kǫ.
We now claim that, ∀k ≥ kǫ, whenever xk ∈ B(x∗, ǫ) the following holds
‖xk+1 − xk‖ ≤ M(L2 + λk)(1 + ηk)
(1− κ)(λk−L12 + αηk)
[(f(xk)− f∗)1−κ − (f(xk+1)− f∗)1−κ]. (3.10)
Indeed, consider the concave function θ : (0,+∞)→ (0,+∞) defined by θ(t) = t1−κ. Then
we have
θ(t1)− θ(t2) ≥ ∇θ(t1)T (t1 − t2), ∀t1, t2 > 0.
Substituting in this inequality t1 by (f(x
k) − f∗) and t2 by (f(xk+1 − f∗) and using (3.7)
and then (3.6), we have
(f(xk)− f∗)1−κ − (f(xk+1)− f∗)1−κ ≥ 1− κ
(f(xk)− f∗)κ (f(x
k)− f(xk+1))
≥ 1− κ
M‖∇f(xk)‖(
λk − L1
2
+ αηk)‖dk‖2
=
1− κ
M‖∇f(xk)‖
(λk−L12 + αηk)
(1 + ηk)2
‖xk+1 − xk‖2 (3.11)
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On the other hand, by Algorithm 1, we get
∇g(yk)−∇h(xk) +∇ϕ(xk) + λk(yk − xk) = 0
and
‖yk − x∗‖ ≤ ‖yk − xk‖+ ‖xk − x∗‖ ≤ 2ǫ ≤ ǫ2.
Using (3.8), we obtain
‖∇f(xk)‖ = ‖∇ϕ(xk) +∇g(xk)−∇h(xk)‖
= ‖∇g(xk)−∇g(yk)− λk(yk − xk)‖
≤ ‖∇g(xk)−∇g(yk)‖+ λk‖yk − xk‖
≤ (L2 + λk)‖xk − yk‖
=
L2 + λk
1 + ηk
‖xk+1 − xk‖ (3.12)
From (3.11) and(3.12), we get
(f(xk)− f∗)1−κ − (f(xk+1)− f∗)1−κ ≥ 1− κ
M(L2+λk1+ηk )‖xk+1 − xk‖
λk−L1
2 + αηk
(1 + ηk)2
‖xk+1 − xk‖2
then we get (3.10).
From (3.10), we have
‖xk+1 − xk‖ ≤ M(L2 + λk)(1 + η)
(1− κ)(λk−L12 )
[(f(xk)− f∗)1−κ − (f(xk+1)− f∗)1−κ]
=
2M(L2 + λk)(1 + η)
(1− κ)(λk − L1) [(f(x
k)− f∗)1−κ − (f(xk+1)− f∗)1−κ] (3.13)
for all k ≥ kǫ such that xk ∈ B(x∗, ǫ). We prove that xk ∈ B(x∗, ǫ), ∀k ≥ kǫ by induction.
Indeed, from (3.9) the claim holds for k = kǫ. We suppose that it also holds for k =
kǫ, kǫ + 1, · · · , kǫ + r− 1, with r ≥ 1. Then (3.13) is valid for k = kǫ, kǫ + 1, · · · , kǫ + r− 1.
Therefore
‖xkǫ+r − x∗‖ = ‖xkǫ+1 − xkǫ + xkǫ+2 − xkǫ+1 + · · · + xkǫ+r − xkǫ+r−1 + xkǫ − x∗‖
≤ ‖xkǫ − x∗‖+
r∑
i=1
‖xkǫ+i − xkǫ+i−1‖
≤ ‖xkǫ − x∗‖+ 2M(L2 + λk)(1 + η)
(1− κ)(λk − L1)
r∑
i=1
[(f(xkǫ+i−1)− f∗)1−κ − (f(xkǫ+i)− f∗)1−κ]
≤ ‖xkǫ − x∗‖+ 2M(L2 + λk)
(1− κ)(λk − L1) (f(x
kǫ)− f∗)1−κ < ǫ.
Now adding (3.13) from k = kǫ to kǫ + r − 1, one has
kǫ+r−1∑
k=kǫ
‖xk+1 − xk‖ ≤ 2M(L2 + λk)(1 + η)
(1− κ)(λk − L1) (f(x
kǫ)− f∗)1−κ. (3.14)
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Taking the limit as r →∞, we can conclude from (3.14) that
∞∑
k=1
‖xk+1 − xk‖ <∞, (3.15)
which means that {xk} is a Cauchy sequence. Therefore, combining with x∗ is a limit point
of {xk}, we conclude that the whole sequence {xk} converges to x∗. By Theorem 3.1(d),
x∗ must be a stationary point of f .
For k ≥ N , it follows from (3.7), (3.8) and then (3.6), that
(f(xk)− f∗)2κ ≤ M2‖∇f(xk)‖2
≤ M2‖∇ϕ(xk) +∇g(xk)−∇h(xk)‖2
= M2‖∇g(xk)−∇g(yk)− λk(yk − xk)‖2
≤ M2(L2 + λk)2‖xk − yk‖2
≤ M
2(L2 + λk)
2
λk−L1
2 + αηk
(f(xk)− f(xk+1))
≤ C[(f(xk − f∗)− (f(xk+1)− f∗)] (3.16)
where C = M
2(L2+λ¯)2
λˆ+αη
. By applying Lemma 2.1 with tk = f(x
k) − f∗, µ = 2κ and ν = C,
(a)∼(c) regarding the sequence {f(xk)} follow from (3.16).
By (3.15), we know that Ri =
∞∑
k=i
‖xk+1 − xk‖ is finite. Note that ‖xi − x∗‖ ≤ Ri by
the triangle inequality. Therefore, the rate of convergence of xi to x∗ can be deduced from
the convergence rate of Ri to 0. Adding (3.13) from i to r with kǫ ≤ i ≤ r, we have
Ri = lim
r→∞
r∑
k=i
‖xk+1 − xk‖ ≤ 2M(L2 + λi)(1 + η)
(1− κ)λˆ (f(x
i)− f∗)1−κ ≤ T1(f(xi)− f∗)1−κ,
where T1 :=
2M(L2+λ¯)(1+η)
(1−κ)λˆ
> 0. Together with (3.7) and (3.12), we have
R
κ
1−κ
i ≤ T
κ
1−κ
1 |f(xi)− f∗|κ
≤ MT
κ
1−κ
1 ‖∇f(xi)‖
≤ MT
κ
1−κ
1 (
L2 + λi
1 + ηi
)‖xi+1 − xi‖
≤ MT
κ
1−κ
1 (L2 + λi)‖xi+1 − xi‖
≤ M(L2 + λ¯)T
κ
1−κ
1 (Ri −Ri+1)
Hence, by setting T2 := M(L2 + λ¯)T
κ
1−κ
1 > 0, the above inequality becomes
R
κ
1−κ
i ≤ T2(Ri −Ri+1).
Now let µ = κ1−κ , ν = T2, and applying Lemma 2.1, we conclude that the statements in
(a)∼(c) regarding the sequence {xk} hold. ✷
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4 Convergence of the Inertial Proximal Algorithm
Now we consider the problem P (ϕ, g, h), where g and h are not necessary differentiable. In
[22], P.E. Mainge´ and A. Moudafi introduce the following inertial proximal algorithm for
solving P (ϕ, g, h).
Algorithm 2
Initialization. x0, y0 ∈ Rn; λ, µ > 0; α+ β > 0; β > 0; γ > 0 and τ > −2+α2β .
Iteration k (k = 0, 1, 2, · · · ). Having xk, yk do the following steps:
Step 1. Compute qk ∈ ∂h(xk); ∇ϕ(xk)
Step 2. xk+1 = (I + λ∂g)−1(xk − λ(∇ϕ(xk)− qk)− µ(αxk + βyk))
Step 3. Compute yk+1 = yk − 1
ρ
[αxk + βyk + γ · α(xk+1 − xk)],
where ρ = 1 + τβ + α+β2 , and go to Iteration k with k is replaced by k + 1.
Set a = 2α2+α+β ; b =
2β
2+α+β and for δ > 0, consider the discrete energy Ek(δ) of
Algorithm 2 defined by
Ek(δ) = δf(x
k) +
1
2
‖axk + byk‖2.
The following theorem was proved in [22].
Theorem 4.1 (Theorem 3.2 [22]) Assume that β > 0, α + β > 0; τ > −2+α2β ; γ ≥ 12 and
g, h are proper lower semicontinuous convex functions on Rn, ϕ is a differentiable function
on Rn with L1-Lipschitz continuous gradient, for some L1 ∈ (0,+∞) and λ, µ verify
λL1 + µ(γα+ ρ) ≤ 1.
Then {xk} and {yk} generated by Algorithm 2 satisfy the following properties:
(a) For δ ∈ [ λ
ρµ
(
√
b2 −
√
a2 + b2)
2, λ
ρµ
(
√
b2 +
√
a2 + b2)
2], where a2 = a[1 + 2b(γ − 12)],
b2 = b[1 + b(τ − 12)], the energy {Ek(δ)} is a decreasing and converging sequence.
(b) lim
k→∞
f(xk) exists.
(c) lim
k→∞
‖xk+1 − xk‖ = lim
k→∞
‖yk+1 − yk‖ = 0.
(d) lim
k→∞
‖αxk + βyk‖ = 0.
(e) If {xk} and {qk} are bounded, then every cluster point x∗ of the sequence {xk} is a
critical point of the function f .
When h is differentiable, Algorithm 2 becomes the following algorithm.
Algorithm 3
Initialization. x0, y0 ∈ Rn; λ, µ > 0; α+ β > 0; β > 0; γ > 0 and τ > −2+α2β .
Iteration k (k = 0, 1, 2, · · · ). Having xk, yk do the following steps:
Step 1. Compute ∇ϕ(xk) and ∇h(xk),
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Step 2. Solve the following strongly convex program
min
x∈Rn
{g(x) − 〈∇h(xk)−∇ϕ(xk), x− xk〉+ µ
λ
〈αxk + βyk, x− xk〉+ 1
λ
‖x− xk‖2}
to get the unique solution xk+1.
Step 3. yk+1 = yk − 1
ρ
[αxk + βyk + γα(xk+1 − xk)],
where ρ = 1 + τβ + α+β2 , and go to Iteration k with k is replaced by k + 1.
Set δ1 = (a2 + b2)β and z = (x, y) ∈ Rn × Rn, define the function φ : Rn × Rn → R as
follows
φ(z) = φ(x, y) = δ1f(x) +
1
2
‖ax+ by‖2.
The following theorem establishes the convergence of {xk}.
Theorem 4.2 Under assumptions of Theorem 4.1, we further assume that ∇h is Lipschitz
continuous with constant L3 and φ(z) is K- L function, then
(a) φ(zk+1) ≤ φ(zk)− 1
2
(2a2 + b2)‖xk+1 − xk‖2 − b2
2
‖yk+1 − yk‖2
−b2
2
‖(xk+1 − xk)− (yk+1 − yk)‖2,
where zk = (xk, yk), ∀k.
(b) If {xk} has a limit point x∗, then the whole {xk} converges to x∗.
(c) If in addition, the function θ in the K- L inequality has the form θ(t) = Mt1−κ, then
we have the following
(i) if κ = 0, then the algorithm terminate in a finite steps,
(ii) if 0 < κ ≤ 12 , then there exist A1 > 0 and ζ ∈ (0, 1) such that
‖xk − x∗‖ ≤ A1ζk,
(iii) if 12 < κ < 1, then there exists A2 > 0 such that
‖xk − x∗‖ ≤ A2k
1−κ
1−2κ .
Proof. (a) From inequality (3.14) in [22], we have
Ek+1(δ)− Ek(δ) + δρµ
λ
‖xk+1 − xk‖2 + b2‖yk+1 − yk‖2
+(a2 − δρµ
λ
)〈xk+1 − xk, yk+1 − yk〉 ≤ 0. (4.17)
Replacing
〈xk+1−xk, yk+1− yk〉 = −1
2
‖(xk+1−xk)− (yk+1− yk)‖2+ 1
2
‖xk+1−xk‖2+ 1
2
‖yk+1− yk‖2
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into (4.17), we get
Ek+1(δ) − Ek(δ) + 1
2
(a2 + δ
ρµ
λ
)‖xk+1 − xk‖2 + (b2 + a2
2
− δρµ
2λ
)‖yk+1 − yk‖2
+
1
2
(δ
ρµ
λ
− a2)‖(xk+1 − xk)− (yk+1 − yk)‖2 ≤ 0. (4.18)
In particular case, when δ = δ1 = (a2 + b2)
λ
ρµ
, (4.18) becomes
Ek+1(δ1)− Ek(δ1) + 1
2
(2a2 + b2)‖xk+1 − xk‖2 + b2
2
‖yk+1 − yk‖2
+
b2
2
‖(xk+1 − xk)− (yk+1 − yk)‖2 ≤ 0.
or
φ(zk+1) ≤ φ(zk)− 1
2
(2a2 + b2)‖xk+1 − xk‖2 − b2
2
‖yk+1 − yk‖2
− 1
2
b2‖(xk+1 − xk)− (yk+1 − yk)‖2. (4.19)
(b) By setting a¯ = 12 min{2a2 + b2; b2} > 0. The inequality (4.19) implies that
φ(zk+1) ≤ φ(zk)− a¯‖zk+1 − zk‖2. (4.20)
Therefore lim
k→∞
φ(zk) = φ∗ does exist and lim
k→∞
‖zk+1 − zk‖ = 0.
Set ωkx = δ1(p
k − ∇h(xk) + ∇ϕ(xk)) + axk + byk, where pk ∈ ∂g(xk), and set also
ωky = ax
k + byk. Then
ωk = (ωkx, ω
k
y ) ∈ ∂Mφ(zk).
By the definition of Algorithm 3, we have that
0 ∈ ∂g(xk) + 1
λ
(xk − xk−1)−∇h(xk−1) +∇ϕ(xk−1) + µ
λ
(αxk−1 + βyk−1),
which implies that
pk = − 1
λ
(xk − xk−1) +∇h(xk−1)−∇ϕ(xk−1)− µ
λ
(αxk−1 + βyk−1).
Hence
ωk = (δ1(∇h(xk−1)−∇h(xk) +∇ϕ(xk)−∇ϕ(xk−1))− δ1
λ
(xk − xk−1)
− δ1µ
λ
(αxk−1 + βyk−1) + axk + byk, axk + byk).
Therefore
‖ωk‖ ≤ δ1(‖∇h(xk−1)−∇h(xk)‖+ ‖∇ϕ(xk)−∇ϕ(xk−1)‖) + δ1
λ
‖xk − xk−1‖
+ δ1
µ
λ
‖αxk−1 + βyk−1‖+ 2‖axk + byk‖. (4.21)
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On the other hand, from the Lipschitz continuity of ∇ϕ and ∇h as well as Algorithm 3, we
have
‖∇ϕ(xk)−∇ϕ(xk−1)‖ ≤ L1‖xk − xk−1‖,
‖∇h(xk−1)−∇h(xk)‖ ≤ L3‖xk − xk−1‖,
‖αxk−1 + βyk−1‖ = ‖ − ρ(yk − yk−1)− γα(xk − xk−1)‖
≤ ρ‖yk − yk−1‖+ γα‖xk − xk−1‖,
and
‖axk + byk‖ = ‖a(xk − xk−1) + b(yk − yk−1) + axk−1 + byk−1‖
≤ a‖xk − xk−1‖+ b‖yk − yk−1‖+ ‖axk−1 + byk−1‖
≤ 2
2 + α+ β
[
α‖xk − xk−1‖+ β‖yk − yk−1‖+ ρ‖yk − yk−1‖+ γα‖xk − xk−1‖]
=
2
2 + α+ β
[
(α+ γα)‖xk − xk−1‖+ (β + ρ)‖yk − yk−1‖].
So (4.21) yields
‖ωk‖ ≤(δ1(L1 + L3 + 1
λ
+
µ
λ
αγ) +
4(α + αγ)
2 + α+ β
)‖xk − xk−1‖
+
(
δ1
µρ
λ
+
4(β + ρ)
2 + α+ β
)‖yk − yk−1‖.
Set
C1 = δ1(L1 + L3 +
1
λ
+
µ
λ
αγ) +
4(α+ αγ)
2 + α+ β
C2 = δ1
µρ
λ
+
4(β + ρ)
2 + α+ β
, and
C =
√
C21 + C
2
2 .
Then we deduce from the above inequality that
‖ωk‖ ≤ C‖zk − zk−1‖. (4.22)
Therefore
d(0; ∂Mφ(zk)) ≤ C‖zk − zk−1‖. (4.23)
Suppose that {xki} ⊂ {xk} and xki → x∗ as i → ∞, then from Theorem 4.1 (d), we get
lim
i→∞
yki = y∗ such that αx∗ + βy∗ = 0. Therefore {zki} = {(xki , yki)} → (x∗, y∗) = z∗ as
i→∞. Since φ is K- L function, there exist ζ > 0, a neighborhood V of z∗ and a continuous
concave function θ : [0, ζ)→ [0,+∞) such that θ(0) = 0 and ∀z ∈ V (z∗) satisfying
φ∗ < φ(z) < φ∗ + ζ
we have then
θ′(φ(z)− φ∗)d(0; ∂Mφ(z)) ≥ 1. (4.24)
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Let ǫ > 0 such that B(z∗; ǫ) ⊂ V (z∗) where B(z∗; ǫ) is a ball centered at z∗ and radius ǫ.
Since lim
i→∞
zki = z∗, lim
k→∞
‖zk+1− zk‖ = 0, lim
k→∞
φ(zk) = φ∗ and φ(zk) > φ∗, ∀k, we can find
a positive integer number kǫ such that
zkǫ ∈ B(z∗; ǫ), φ∗ < φ(zkǫ) < φ∗ + ζ, (4.25)
and
‖zkǫ − z∗‖+ ‖z
kǫ − zkǫ−1‖
4
+ σθ(φ(zkǫ)− φ∗) < 3ǫ
4
, (4.26)
where σ = C
a¯
.
We observe that if k ≥ kǫ, zk ∈ B(z∗, ǫ) and φ∗ < φ(z∗) < φ∗ + ζ, then
‖zk − zk+1‖ ≤ ‖z
k−1 − zk‖
4
+ σ[θ(φ(zk)− φ∗)− θ(φ(zk+1 − φ∗)], (4.27)
Indeed, since θ is concave on [0; ζ), we have
θ(t)− θ(s) ≥ θ′(t)(t− s), ∀t, s ∈ [0, ζ).
Replacing t = φ(zk) − φ∗ and s = φ(zk+1) − φ∗ and combining with (4.23), (4.24) and
(4.20), we get from the above inequality that
C‖zk−1 − zk‖[θ(φ(zk)− φ∗)− θ(φ(zk+1)− φ∗)] ≥ d(0; ∂Mφ(zk))θ′(φ(zk)− φ∗)(φ(zk)− φ(zk+1))
≥ φ(zk)− φ(zk+1)
≥ a¯‖zk − zk+1‖2.
Hence,
θ(φ(zk)− φ∗)− θ(φ(zk+1)− φ∗) ≥ a¯
C
‖zk − zk+1‖2
‖zk−1 − zk‖
≥ 1
σ
[‖zk − zk+1‖ − ‖zk−1 − zk‖
4
]
,
where the last inequality comes from that fact that
‖zk − zk+1‖2
‖zk−1 − zk‖ +
‖zk−1 − zk‖
4
≥ ‖zk − zk+1‖.
So we get (4.27).
We next show that zk ∈ B(z∗, ǫ) for all k ≥ kǫ by induction. Indeed, it deduces from
(4.25) that zkǫ ∈ B(z∗, ǫ). Suppose that zkǫ , zkǫ+1, · · · , zkǫ+r−1 ∈ B(z∗, ǫ) for some r ≥ 1,
we need verifying that zkǫ+r ∈ B(z∗, ǫ). We get from (4.20) and (4.25) that
φ∗ < φ(zk) < φ∗ + ζ, ∀ k ≥ kǫ.
Using inequality (4.27) for k = kǫ, kǫ + 1, · · · , kǫ + r − 1, we have
‖zkǫ − zkǫ+1‖ ≤ ‖z
kǫ−1 − zkǫ‖
4
+ σ[θ(φ(zkǫ)− φ∗)− θ(φ(zkǫ+1)− φ∗)]
‖zkǫ+1 − zkǫ+2‖ ≤ ‖z
kǫ − zkǫ+1‖
4
+ σ[θ(φ(zkǫ+1)− φ∗)− θ(φ(zkǫ+2)− φ∗)]
· · · · · ·
‖zkǫ+r−1 − zkǫ+r‖ ≤ ‖z
kǫ+r−2 − zkǫ+r−1‖
4
+ σ[θ(φ(zkǫ+r−1)− φ∗)− θ(φ(zkǫ+r)− φ∗)].
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Hence
r∑
i=1
‖zkǫ+i − zkǫ+i−1‖ ≤ 1
4
r∑
i=1
‖zkǫ+i − zkǫ+i−1‖+ 1
4
‖zkǫ − zkǫ−1‖ − 1
4
‖zkǫ+r − zkǫ+r−1‖
+σ[θ(φ(zkǫ)− φ∗)− θ(φ(zkǫ+r)− φ∗)].
Therefore
r∑
i=1
‖zkǫ+i − zkǫ+i−1‖ ≤ 4
3
[‖zkǫ − zkǫ−1‖
4
+ σθ(φ(zkǫ)− φ∗)]. (4.28)
It is clear that
‖zkǫ+r − z∗‖ ≤ ‖zkǫ − z∗‖+
r∑
i=1
‖zkǫ+i − zkǫ+i−1‖,
using (4.28) and (4.26), it implies that
‖zkǫ+r − z∗‖ ≤ 4
3
[‖zkǫ − zkǫ−1‖
4
+ σθ(φ(zkǫ)− φ∗)]+ ‖zkǫ − z∗‖
<
4
3
(
3ǫ
4
− ‖zkǫ − z∗‖) + ‖zkǫ − z∗‖
≤ ǫ.
Thus zkǫ+r ∈ B(z∗, ǫ). So xk ∈ B(z∗, ǫ) for all k ≥ kǫ.
Because zk ∈ B(z∗, ǫ) and φ∗ < φ(zk) < φ∗ + ζ, ∀k ≥ kǫ, the inequality (4.28) holds
for all r. Consequently, the series
∞∑
k=1
‖zk+1 − zk‖ is convergent, i.e., {zk} is a Cauchy
sequence, therefore lim
k→∞
zk does exist, combining with lim
i→∞
zki = z∗, we get lim
k→∞
zk = z∗.
Hence lim
k→∞
xk = x∗.
Now we prove the assertion (c). For each k ≥ 1, set Rk =
∑
∞
j=k ‖zj+1 − zj‖.
Since lim
k→∞
zk = z∗ = (x∗, y∗) with αx∗ + βy∗ = 0, it implies that ‖zk − z∗‖ ≤ Rk.
By the assumption (c), the inequality (4.24) becomes
M(1− κ)(φ(z) − φ∗)−κd(0; ∂Mφ(z)) ≥ 1 (4.29)
Combining with (4.23) we get
M(1− κ)(φ(zk)− φ∗)−κC‖zk − zk−1‖ ≥ 1.
Hence,
(φ(zk)− φ∗)1−κ ≤ (M(1− κ)C) 1−κκ ‖zk − zk−1‖ 1−κκ . (4.30)
For all k ≥ kǫ, it follows from (4.28) that
Rk ≤ 1
3
‖zk − zk−1‖+ 4C
3a¯
(φ(zk)− φ∗)1−κ.
Combining with (4.30) we get,
18
Rk ≤ T1(Rk−1 −Rk) + T2(Rk−1 −Rk)1−κ,
where T1 =
1
3 , T2 =
4C
3a¯
(
M(1 − κ)C) 1−κκ . Because ‖xk − x∗‖ ≤ ‖zk − z∗‖, by the same
argument with the proof of Theorem 2 in [6], we get the conclusion of assertion (c). ✷
5 Conclusions
We have proposed an algorithm called boosted proximal point algorithm for solving non-
convex minimization problem of the form P (ϕ, g, h) : min
x∈Rn
{f(x) = ϕ(x) + g(x) − h(x)},
where φ is differentiable and g, h are convex functions. This algorithm is nothing but the
combination of the proximal point algorithm [4] and the descent direction algorithm [15].
We then prove the global convergence and the convergent rate of this algorithm and the
inertial proximal point algorithm proposed by P.E. Mainge´ and A. Moudafi [22] for solving
P (ϕ, g, h).
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