Abstract
Introduction
DSS's have benefited from advances in software and hardware technology. The data, model and interface components of DSS's are now much more sophisticated and powerful than they were two decades ago. The databases are larger, more current and easier to query and search, the models are more complex reflecting reality, and the interfaces are much more user-friendly. However, the evolution has been in the direction of building a DSS to provide more effective support for the low level cognitive tasks such as, data storage & retrieval, data drilling, manipulation, and consistency checking [19] . Little has been done in developing DSS's that provide support for the high level cognitive tasks such as, framing of problems, alternative generation [17] , making tradeoffs involved in preferences, and handling incomplete information, misinformation, and uncertainty. These high level cognitive tasks involve human mental activities of reasoning, learning, and idea generation requiring human judgmental inputs.
A primary objective of DSS's is to help the decision-maker make effective decisions by identifying what should be done and ensure that the chosen criterion is relevant [7] .
Provision of support for the high level cognitive tasks (i.e. the high level cognitive support) can strengthen the capabilities for achieving the objective. This type of support extends the limits of "bounded" rationality by promoting improved understanding, better insights, and more extensive analysis [7, 16, 27, 28] . The high level cognitive support is analogous to referring the decision-making tasks to human staff assistants and staff advisors. Normally, a staff assistant makes efforts to understand the changing requirements of the task, the needs of the decision-maker, and the best way to support the particular decision-maker. For this, the staff assistant constantly monitors the current status of the task, provides interim reports, and is sensitive to the needs and the peculiarities of the decision-maker and the context in which the decision is made. The high level cognitive support adds to the functionality of DSS's, especially for situations with complex problems and expert decision-makers. As an example of the added functionality; Fazlollahi, et. al./ 5 some of the tasks may be delegated to the intelligent agents [26] . The intelligent agents accomplish the tasks on their own initiatives while interacting with the decision-maker and the decision environment. However, the agents operate within the user control philosophy of DSS's [14] where the decision-maker exercises human judgement and provides judgmental inputs.
The purpose of this paper is to propose an enhanced DSS, adaptive decision support system (ADSS), which provides the high level cognitive support adapted to the needs of the user, the decision task characteristics, and the decision context. The paper reviews past research and discusses ADSS's as a prescription to the unaddressed requirements of complex decision-making situations. It proposes an architecture that identifies and incorporates key components for designing and developing an ADSS. It illustrates the architecture through building and using a prototype ADSS including results from a preliminary empirical investigation. Finally, it provides a summary of observations and recommendations for future directions of research in ADSS's.
Background
DSS's have evolved to provide more effective support for decision-making. The factors influencing DSS evolution include (1) the discovery of structure in some judgmental tasks and then assigning the task to the computer, and (2) improvements in technology allowing the computer to do more tasks. Keen and Stable as far back as in 1978 foresaw that decision support may be achieved by exploitation of many technologies [7] . Modern database technology, graphical user interface, hypermedia, multimedia, expert systems, neural networks, fuzzy logic, genetic algorithms, distributed systems, client-server, objectoriented approach are examples of recent technologies that can carry out prescriptions which were not feasible in 1978. In recent years, some of the emerging technologies have been used in providing the high level cognitive support. Research in the area of high level cognitive support is labeled active decision support, inductive learning, decisional guidance, and adaptive interface.
Manheim [10] suggests active DSS's which have few features which can provide the high level cognitive support. These features include:
< maintaining an explicit representation of the decision-maker's conceptual problemsolving model and using it to guide support activities; < providing tools for supporting the "natural heuristics", such as "do the easy things right away" as well as tools for rational model-type such as linear programing and break-even analysis model; and < providing tools to enhance the user's ability to balance strategic (global and long term) and opportunistic (local and short term) thinking.
The active DSS's are capable of active participation in the decision-making processes. The systems operate almost independent of explicit directions from the users and provide support which the users may find helpful [8, 20] . Raghavan [21] identifies support features of the active DSS's as monitoring the user activities, making inferences, and conducting appropriate activities such as alerting, engaging in an insightful conversation, or automatically carrying out certain tasks. The active DSS's aim at improving the decisionmaking effectiveness through stimulating creative ideas, criticizing choices, and guiding decision structuring.
The active DSS's complement users' problem solving abilities in the application domain [20] . The DSS's use alternative models of the problem solving processes, ask the users to make choices at the intermediate stages allowing the users to determine the problem solving paths, and maintain updated models of the user problem-solving processes. They support the users in a number of forms such as suggesting alternative actions and indicating issues that the users may have overlooked. Rao [20] concludes that the active DSS's should be designed as knowledge-based systems.
Piramuthu, et. al. [18] describes an adaptive DSS for real-time scheduling of a flexible manufacturing system. The DSS dynamically identifies a pattern in the scheduling environment and matches an appropriate scheduling heuristic rule to the task. The system architecture includes a "learning and refining" module capable of simulation and inductive learning for acquisition and refinement of heuristics. The module interacts with the knowledge-base to provide adaptive scheduling.
Holsapple, et. al. [4] describe an adaptive DSS which utilizes unsupervised inductive learning, a learning through observation and discovery, to acquire problem processing knowledge for machine learning. The DSS refines the problem processing knowledge to match the existing conditions.
Holsapple, et. al. [4] summarize the relationship among DSS paradigms based on two problem processor related factors of active/reactive and adaptive/non-adaptive. The traditional DSS's are labeled as non-adaptive and reactive. They suggest that the focus of research should be on adaptive and active DSS's. These are the systems where problem processors acquire and eliminate knowledge through unsupervised learning and are largely self-driven. The research is concerned more with learning abilities that improve the problem processing behavior of a DSS [4] .
Silver [25] proposes "decisional guidance" as an enhancement to the DSS's. The decisional guidance enlightens or sways its users as they structure and execute their decision making processes and thus provide meta-support for judgmental activities. The guidance is implemented in the form of help facilities [12] or embedded intelligence that inform and advise users. The objective of the decisional guidance is more effective use of DSS's leading to more effective decision making.
Several researchers propose adaptive interface, user-controlled or self-adaptive, to allow for the differences in the users and to enhance DSS's quality and effectiveness [2, 24] .
Adaptability of interface ensures that the system provides flexibility to satisfy the different Fazlollahi, et. al./ 9 users' cognitive styles, the users' experience level, and different decision approaches.
Thus, adaptable interface allows a DSS to provide ease of learning and user control.
Dutta [3] proposes additional intelligent components to a planning DSS so that the system can adapt to the changing task requirements. He identifies a need for support in monitoring, replanning, and managing interdependencies among different temporally separated actions in the iterative process of planning. The DSS monitors the environment, handles uncertain and incomplete information, and interprets and integrates conflicting output from different models and view points.
Although the enhancements proposed in the past research provide the high level cognitive support through increased DSS functionalities, the research and development in the area of providing high level cognitive support is fragmented and technologically oriented. The methodology for providing the support is yet in the infant stage [19] . In particular, there are no frameworks to guide the identification of the necessary enhancements and addition of functionalities to the DSS's that would provide the high level cognitive support. In the following section, we propose an adaptive decision support system (ADSS) that incorporates different ideas regarding extensions and enhancements to the traditional DSS's for providing the high level cognitive support.
Adaptive decision support systems
We define ADSS's as: ADSS's, unlike traditional DSS's which are adaptive systems only through evolution [29] , are adaptive through adjustments to the skill level and changing needs of the decision-maker during the decision making process. The decision maker learns through interaction with the ADSS's [7] . The learning leads to changes in problem-solving expertise and support needs. ADSS's provide support that fits the user's current needs.
Also, the progress through the intelligent, design and choice phases in a dynamic decision environment leads to changing problem-solving task. ADSS's adapt to the changing problem solving model and provide support for the appropriate tasks. Furthermore, ADSS's adapt to the decision contexts such as organizational structure. For example, a decision in a matrix structure would require more coordination with other decision makers than in a hierarchical structure. In such situations, the support must also provide mechanism for coordination of decisions. Matching support to the decision-maker, the decision problem, and the decision context substantially helps the decision-maker to make effective decisions [7] .
Adaptation is achieved by matching support needs with the system support. The support needs of the user are determined by monitoring the user performance and support history.
The support needs of the task and the contexts are identified through monitoring the decision process and selecting the appropriate models. ADSS's monitor the decisionmaking process, diagnose problems/ opportunities, and design and implement interventions. Such abilities rest on having knowledge of the specific user, the problem domain, an expert model of the decision process, and strategies for intervention. As the support needs change, the systems dynamically change their support to match the current needs. Dynamic adaptation enables ADSS's to better address learning, interaction, support, and evolution-the key words in the DSS definition [7] .
ADSS's use intelligent technologies to determine the support needs and may provide an active rather than a passive participation in the decision making process [8] . The active participation includes performing tasks such as finding patterns in data, selecting appropriate models, or acting as critiquing agents [13, 26] . It further means that the user/DSS interaction (a two-way communication) is established with the decision-maker controlling the process, similar to in the case of a decision-maker with a human staff assistant.
ADSS Architecture
The architecture of decision support systems was first proposed by Sprague and Carlson [30] as a macro architectural model with three components data, model, and interface.
Later, Turban [32] How to determine portfolio risk; how to determine portfolio return.
User History: Before the user uses the system, the system performs a diagnostic test and determines the knowledge level of the user in the concepts and procedures involved in the decision-making process. These diagnostic data are stored in this component. When the user uses the system, the system continuously monitors actions of the user. This sub-component stores the sequential historical actions and interactions such as performance of the user, type of help the user requested, and time it took the user to solve the problem. If historically the user was never able to perform this task, then the user knowledge is weak in finding coefficient of independent variables ; If the user was able to perform the task successfully half of the time, then the user knowledge is average in the procedure; If the user was able to perform the task successfully most of the time, then the user knowledge is strong in the procedure.
Example B:
Concepts: If the user portfolio does not match with optimal portfolio given user's risk preference, time horizon, and financial condition, he is conceptually weak in understanding one or more of these three dimensions. The degree of weakness can be determined by the size of the difference in the portfolios. Procedure:
If the user has never been able to perform the procedure of determining portfolio return, then the user is weak in the procedure. If the user has determined the portfolio return successfully about half of the time, then the user is average in the procedure. Let's say the user is Jeff Jones and has used the system for quite sometime and the system has accumulated a history of interaction during this time. Jeff Jones is given the problem T11. This problem has C1 and C8 as associated concepts and P2, P6, P8 and P14 as associated procedures. Jeff is weak in concept C1 and procedures P2 and P14, average in procedures P6 and P8, and strong in concept C8. So, the guidance sub-component determines to provide Jeff the detailed information along with examples and non-examples of C1, P2 and P14, the detailed information about P6 and P8, and only the brief information about C8. 
User Interface (dialogue):
The user interface component is the link between the user and the system. This component is the one that is seen and used directly by the user, so the user may think that this is the system. It is a self-adaptive interface that automatically adjusts to the users' preferences and tasks, and provides the functionality and form required to match the interface to a specific user performing a specific task. Self-adaptive interface promotes ease-of-use and consistency of features in the interface that are important factors in establishing usefulness and success of the system.
ADSS Prototype
Problem Description: We used the exploratory system development process methodology [21] to investigate the proposed architecture with a prototype system. We selected forecasting, specifically data analysis and model selection, as the area of domain knowledge. In this prototype system, the user is provided with the sales data plotted against time and asked to examine the plot and select the most appropriate forecasting model to predict future sales. The system presents four cases/problems (labeled A Data: This component consists of the problem, the concepts/procedures, and the user history sub-components. It has data in the form of independent data files and random access memory (temporal data).
Problem
The problem data are loaded by runtime programs from an independent file on a disk. The data are presented to the user in a graphical format (bitmap) as a time series plot which the user has to analyze.
Concept/Procedure
The concepts and procedures are assembled in text and graphics formats, in accordance with the problem type and the problem solving stage requirements.
They are stored in files on a disk.
User History
This sub-component deals with temporal data. However, to maintain a cumulative user profile, the data from the random access memory is dumped to a trace (ASCII text/database) file, after every significant event. This file contains data regarding navigation, time stamping, results, performance, etc. In every new session, the trace file from the previous sessions of the user is accessed to adjust for the previously learned concepts and procedures.
Model: This component consists of rule-based programs (executables), which store the various models used by the system. The model component encapsulates three sub-components: the problem solving model, the guidance/instruction model, and the user diagnosis.
Problem Solving Model
This sub-component contains the problem solving models, represented through associated concepts and associated procedures. We have modeled this knowledge by programming in Knowledge Pro's rule-based expert system shell.
Guidance/Instruction Model
This sub-component is represented by the models that determine the format of the presentation of the concepts and procedures that the user may require. The inference is based on the performance of the user.
User Diagnosis Model
This sub-component has rules that diagnose and interpret the user history for determining the strengths and weaknesses of the user in the domain knowledge. sub-component. The system bases its inferences of formats and concepts on the user profile and present user performance ()C and )P). In the prototype system, the outcome for each of the four cases can be either right or wrong. Therefore, as more information is gathered, the decision tree develops more branches. As an example, trees for cases A and B are shown in figures 2 and 3 respectively. ********** Insert Figure 2 about here *********** ********** Insert Figure 3 about here *********** For case A (Figure 2) , the system uses the user history, which indicates that the user could have been right or wrong about case A type of problems in previous sessions. The outcome here refers to concepts and the format of presentation.
Therefore, while the user is in case A, he/she can get one of the two types of outcomes. As the system proceeds to case B (Figure 3) , the user's performance profile has changed. It now consists of not only the performance in previous sessions, but also of the performance on case A. This information is used in conjunction with the user's history. In case B, the outcomes increase to four. This is due to the number of combinations. It must be noted, that the user's performance is a cumulative variable. We have used this approach to decrease the search time for outcomes, and to make the process of concept retrieval and presentation more efficient. Based on the inferences made by the guidance/instruction subcomponent, the concepts are presented to the user through the user interface.
Now for case C, we will have updated user history and the performance in case B.
User Interface: The user interface is designed in Microsoft Windows 3.1. By using windows and buttons, the system provides the ease of navigation. The hypertext is constrained to prevent the user from getting lost in hyperspace. For example, while using the system, only the relevant hot regions are activated. These controls are coded using KnowledgePro's event based topic controls.
Sample Session and Explanation: The user begins by registration. Registration allows the system to retrieve the user's history from the database. Then the user is presented with an information screen containing all the relevant and required information for using the system. After reading the instructions, the user continues by clicking on the Continue button. The system is designed to keep control over decision making process with the user.
********** Insert Figure 4 about here *********** ********** Insert Figure Hence, the system adapts to the user's history from previous sessions, and makes fine adjustments as the user goes from one problem to the other.
Results from a Preliminary Empirical Investigation:
We used the prototype discussed in the previous section to conduct a preliminary empirical investigation in a laboratory environment. The study and the results are reported in detail in other publications and conclusions are briefly discussed in the following 1 paragraphs. One hundred and thirty five subjects participated in the study. The preliminary results from the experiment show that the meta-support in DSS's increases decisionmaking performance, learning and satisfaction of the users. The study examined decisional, instructional and cognitive aspects related to the support provided by the system.
On the decisional aspects, the decision quality improved, however, the decision time increased. The reason for the increase in the decision time is that the user spends more time using the DSS facility to explore more alternatives and increase understanding. The users with dynamic guidance, where the message content is tailored to the user's needs, performed better than the users with predefined guidance, where the users got "canned" or pre-determined messages. The users with suggestive guidance, where the system provides recommendation, did not perform better than the users with informative guidance, where the system provides detailed information without any recommendations. [Refer to Pub. 1 1 for details].
On the instructional aspects, the users of the DSS with guidance learned significantly more than the users of the DSS without guidance. In addition, the users of the DSS with guidance were more satisfied with the overall process of decision-making than the users of the DSS without guidance. Also, the users with dynamic guidance learned more and were more satisfied with the process than the users with predefined guidance. Furthermore, the users with informative guidance learned more than the users with suggestive guidance.
However, both groups were equally satisfied with the process [Refer to Pub. 2 for We developed a prototype ADSS with decisional guidance capabilities to support the decision-maker in selecting an appropriate forecasting model for a given set of data.
Selection of the appropriate forecasting model required user judgement as to which forecasting model was more appropriate. The prototype system provided guidance for making the judgement, the guidance was matched to the particular user's needs and the decision task on hand. A preliminary empirical investigation was conducted using the prototype. The investigation was designed on the basis of a research practice where the researchers invent and test ways for improving decision-making effectiveness. The results of the investigation show that the guidance for judgmental inputs improves decision quality, user learning, and user satisfaction.
This study provides an architecture to integrate the currently disparate and fragmented research efforts. By applying this architecture in the development of real world DSS's, decision-support effectiveness of the DSS's could be increased.
ADSS's can be applied to other areas of decision making. We anticipate their usefulness will be optimal in the areas, (1) where the task environment is unstructured requiring more judgmental inputs from the decision-maker and (2) where the impact of the decision is high, such as strategic management and crisis management.
In strategic management and planning, top management has to develop comprehensive strategies to cope with the instability, uncertainty, and complexity of the environment.
This requires sophisticated and comprehensive understanding of the internal and the external factors to develop strategic plans for long term direction of the establishment.
While a traditional DSS does not adequately support tasks like problem formulation and problem structuring, an ADSS can provide support for high level cognitive tasks such as setting goals and objectives, evaluation of alternative strategies, and stakeholder analysis [15] .
In crisis management situation, a tendency is to consider a limited number of alternatives and quickly reach a decision. The limited analysis reduces the decision quality by rejecting a correct course of action, accepting a wrong solution to the problem, solving the wrong problem, and solving the right problem correctly but too late [22] . ADSS's can support the decision-making process by supporting generation and evaluation of more alternatives, identifying objectives, and evaluating the consequences.
Although we performed a preliminary investigation of the architecture using a prototype with decisional guidance capabilities, there is a need for further research. We suggest ADSS research in the following areas:
1. Investigate ADSS's for unstructured and complex decision-making situations.
2.
Develop and test alternative strategies for adaptive support.
3.
Study the impact of adaptive support on the expert and novice decision-makers.
4.
Investigate the use of emerging technologies (e.g., neural networks, fuzzy logic, and genetic algorithms) in developing ADSS's. New developments in on-line analytical processing and data-mining could also be used in building ADSS's.
5.
Investigate other related issues such as information overload, biasing behavior, and restriction on flexibility and creativity in the context of ADSS's. 
