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esto es también vuestro premio.
A mis hermanos, Javier y Jorge Luis, por su cariño y por la confianza
vii
viii
que han tenido en mı́.
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Notation
The main notation used in this thesis is listed below.
Variables
csdGi(t) Shut-down cost of generating unit i in period t.
csuGi(t) Start-up cost of generating unit i in period t.
PDjk(t) Power block k that the demand j is consuming in period t.
P̃Djk(t) Power block k that the demand j is consuming in period t.
This variable is equal to PDjk(t) and is used in the problem of
the independent system operator.
PGib(t) Power block b that the generating unit i is producing in period
t.
P̃Gib(t) Power block b that the generating unit i is producing in period
t. This variable is equal to PGib(t) and is used in the problem
of the independent system operator.
Pnm(t) Real power flow through the line n −m computed at node n
in period t.
P lossnm (t) Real power losses in the line n−m in period t.
u1ip Variable used to represent the piecewise linear block p of the
quadratic term (xiNGi−1)
2 of the minimum profit condition of
unit i.
u2ip Variable used to represent the piecewise linear block p of the
quadratic term (xiNGi)
2 of the minimum profit condition of unit
i.
α Lower bound approximation of the objective function of the
equilibrium problem.
αnm,l(t) Slope of the voltage angle difference block l between nodes n
and m in period t.
xxi
xxii NOTATION
δn(t) Voltage angle of node n in period t.
δnm(t) Voltage angle difference between nodes n and m in period t.
δnm,l(t) Voltage angle difference block l between nodes n and m in
period t.
δ+nm,l(t) Positive part of the voltage angle difference block l between
nodes n and m in period t.
δ−nm,l(t) Negative part of the voltage angle difference block l between
nodes n and m in period t.
ρn(i)(t) Locational marginal price corresponding to the generating unit
or the demand i in period t that is located at node n.
Dual variables
αi(t) Dual variable associated with the maximum capacity constraint
of generating unit i in period t.
βi(t) Dual variable associated with the minimum power output con-
straint of generating unit i in period t.
γnm(t) Dual variable associated with the transmission capacity con-
straint of line n−m in period t.
ζn(t) Dual variable associated with the upper bound of the voltage
angle of node n in period t.
ζ+nm,l(t) Dual variable associated with the upper bound of the positive
part of the voltage angle difference block l between nodes n
and m in period t.
ζ−nm,l(t) Dual variable associated with the upper bound of the negative
part of the voltage angle difference block l between nodes n
and m in period t.
ηib(t) Dual variable associated with the nonnegative levels of power
constraint for block b of generating unit i in period t.
κvi(t) Dual variable associated with the constraint that fixes the bi-
nary variable vi(t) in the subproblem.
µGib(t) Dual variable associated with the constraint that makes the
power generated by block b of unit i in period t equal in the
problem of the independent system operator and in the prob-
lem of the generating companies.
NOTATION xxiii
νDjk(t) Dual variable associated with the constraint that makes the
power demanded by block k of demand j in period t equal in
the problem of the independent system operator and in the
problem of the consumers.
σj(t) Dual variable associated with the minimum demand constraint
of demand j in period t.
τi(t) Dual variable associated with the available maximum power
output constraint of unit i in period t.
φib(t) Dual variable associated with the maximum capacity limit for
block b of generating unit i in period t.
ϕjk(t) Dual variable associated with the maximum capacity limit for
block k of demand j in period t.
ψi(t) Dual variable associated with the available minimum power
output constraint of unit i in period t.
Binary variables
vi(t) On / off status of generating unit i in period t (1 if generating
unit i is on at hour t and 0 otherwise).
z1ip Binary variable that ensures the sequencing of block p used to
linearize the quadratic term (xiNGi)
2 of the minimum profit.
condition of unit i
z2ip Binary variable that ensures the sequencing of block p used to
linearize the quadratic term (xiNGi−1)
2 of the minimum profit
condition of unit i.
Constants
a Constant (a ≥ 1).
b Per unit constant (0 ≤ b ≤ 1).
bip Break point p used to linearize quadratic terms of the minimum
profit condition of generating unit i.
Bnm Susceptance of the line n−m.
C Infeasibility cost.
C fxGi Fixed cost coefficient of generating unit i.
xxiv NOTATION
CsdGi Constant shut-down cost of generating unit i.
CsuGi Constant start-up cost of generating unit i.
Ci Additional cost assigned to generating unit i due to the infea-
sibility cost.
Cj Additional cost assigned to demand j due to the infeasibility
cost.
CS Consumer surplus.
DSW Declared social welfare.
Gnm Conductance of the line n−m.
Ki Positive constant that represents the minimum profit imposed
by the generating unit i.
M Sufficiently large positive constant.
MS Merchandising surplus.
PminDj (t) Minimum power supplied to demand j in period t.
PmaxDjk (t) Maximum power demanded in block k of demand j in period
t.
PmaxGi Maximum power output of generating unit i.
PminGi Minimum power output of generating unit i.




Gib(t) Estimate of power block b of generating unit i in period t at
iteration η.
Pmaxnm Transmission capacity limit of line n−m.
PS Producer surplus.
Rdni Ramp-down limit of generating unit i.
Rsdi Shut-down ramp limit of generating unit i.
Rsui Start-up ramp limit of generating unit i.
Rupi Ramp-up limit of generating unit i.
SW Social welfare.
NOTATION xxv
Uplifti Uplift paid to generating unit i due to the infeasibility cost.
Upliftj Uplift paid to demand j due to the infeasibility cost.
v̄i(t) On / off status of generating unit i in period t fixed in the
subproblem to the values obtained in the master problem.
Z
(ν)
down Lower bound of the optimal value of the objective function of
the equilibrium problem.
ZQPP Objective function of the quadratic programming problem that
corresponds to the sum of the complementarity conditions of
the mixed linear complementarity problem.
Z
(`)
Sub Objective function of the subproblem at iteration `.
Z
(ν)
up Upper bound of the optimal value of the objective function of
the equilibrium problem.
αmin Minimum value for α.
∆δ Piecewise angle block length.
ε Tolerance of the successive over-relaxation iterative algorithm.
ε Tolerance of Benders decomposition algorithm.
λBDjk(t) Price bid by demand j to buy power block k in period t.
λUDjk(t) Marginal utility associated with power block k of demand j in
period t.
λBGib(t) Price bid by generating unit i to sell power block b in period t.
λCGib(t) Linear operating cost of power block b of generating unit i in
period t.
Sets
D Set of indices of demands.
Duplift Set of indices on the demands that are paid an uplift.
Dq Set of indices of the demands owned by the consumer q.
G Set of indices of generating units.





Set of indices of generating units that declare a minimum profit
condition and remain on-line during at least one time period
on the market horizon.
Guplift Set of indices of generating units that are paid an uplift.
Gf Set of indices of generating units owned by the generating com-
pany f .
N Set of nodes.
T Set of considered time periods.
Ωn Set of indices of nodes connected to node n.
θn Set of indices of generating units at node n.
ϑn Set of indices of demands at node n.
Numbers
L Number of blocks for the linearization of losses.
ND Number of demands.
NDj Number of blocks demanded by demand j.
NDK Number of blocks demanded by all demands.
NG Number of generating units.
NGM Number of generating units that impose minimum profit con-
ditions.
NGMon Number of generating units that impose minimum profit con-
ditions and remain on-line during at least one time period on
the market horizon.
NGB Number of blocks bid by all generating units.
NGi Number of blocks bid by generating unit i.
NL Number of lines.
NN Number of nodes.
NT Number of time periods.
P Number of blocks for the linearization of the minimum profit
conditions.
NOTATION xxvii
η Iteration counter of the successive over-relaxation iterative al-
gorithm.









Electricity markets are being implemented throughout the world as a result
of the restructuring of the electric power industry. Electricity market designs
may differ depending on countries and regions but the main purpose of all
of them is to regulate energy transactions and their associated economic
interchanges. This section describes electricity markets and their operation
models.
1.1.1 Towards Restructured Electricity Markets
Traditionally, the supply of electric energy was carried out by a conglomerate
of private and vertically integrated utilities. A vertically integrated utility
owns and manages generation, transmission and distribution over a certain
area. Since there is no competition, such an industry is regulated by the
government in order to protect society by controlling investment and tariffs.
In the late 1980s, worldwide power utilities started moving from a tra-
ditional monopoly framework to competitive markets becoming horizontally
integrated. The main objectives of power system restructuring were to guar-
antee the electricity supply to all consumers, to guarantee the quality of this
supply and to reach the two previous objectives at the minimum cost for the
end consumers, [17, 55, 56, 61, 81, 82, 85].
Power system restructuring makes it possible the identification and un-
bundling of various tasks which were normally carried out within the tra-
ditional organization so that these tasks can be open to free competition.
Restructuring of the electricity supply industry involves turning generation
and retailing into competitive activities, and allowing open access to trans-
mission and distribution grids.
In this scheme, the most commonly electricity market models[56] are: i)
a bilateral contract market structure, where generating companies and con-
sumers engage in negotiated contracts to exchange electricity; and ii) a pool-
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based electricity market structure, where all the entities submit their bids to
a pool and an operator clears the market, which results in final energy trans-
actions and prices. This operator uses a clearing procedure that depends on
the market model. Practically, all market implementations have one of these
two models as their predominant structure but often include some elements of
the other model as well. Markets like these of PJM, New Zealand, Australia,
Spain and the Nordic power market are predominantly pool-based markets,
while bilateral trades predominate in the market of Texas, California, and
England and Wales.
1.1.2 Electricity Market Agents
Market agents involved in the generation, transmission, distribution, com-
mercialization and consumption of electric energy in a restructured electricity
market are briefly described below [56, 81, 82].
In general, technical and business entities in a competitive electricity
market are grouped into generating companies, marketers, consumers, an
Independent System Operator (ISO) and a Market Operator (MO).
• Generating companies
Generating companies are entities that own generating units, and oper-
ate and maintain them. These companies sell electricity either directly
to the consumers, through bilateral contracts, or to a pool. The tar-
get of the generating companies is to produce electricity at maximum
profit.
• Consumers
Consumers are entities that purchase electricity either from the gener-
ating companies, through bilateral contracts, or from the pool in order
to supply their respective demands. Consumers seek to maximize their
respective economic utilities.
• Marketers
Marketers are entities that buy and sell electricity but do not own
generating units, that is, marketers mainly buy electricity from the
generating companies and sell it to the consumers.
• Independent system operator
The independent system operator is an entity independent of any agent
with commercial interests, and it is responsible for the technical man-
agement of the system [17]. It provides open access to the transmission
system in a non-discriminatory manner.
Electricity is by its nature difficult to store and has to be available on
demand. Demand and supply vary continuously. Therefore, there is a
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physical requirement for a controlling entity to continuously maintain
the balance of the system. The ISO guarantees the instantaneous bal-
ance of the system, electricity supply security, and proper coordination
of the production and the transmission systems. It is also responsi-
ble for maintaining system reliability and coordinating maintenance
scheduling.
• Market operator
The market operator is an entity responsible for the financial man-
agement of the system. Mainly, the market operator manages electric
energy purchases and sale bids, settles prices and assigns energy to each
generating company, consumer and marketer, as well as publishing in-
formation regarding market results.
In some market structures, the independent system operator and the
market operator are separate entities. While in others, the market op-
erator is in the same organization as the independent system operator,
in which case the independent system operator is responsible for both
the economic and technical management of the market.
The markets of Spain and New Zealand incorporate two separate en-
tities, that is, an independent system operator and a market operator,
while in the PJM and California markets the market operator is merged
with the ISO, and as a result there is only one operator.
1.1.3 Pool-Based Electricity Market
This thesis focuses on a pool-based electricity market that includes gener-
ating companies, consumers and an independent system operator because
this market model is widely used in actual markets as stated in Subsection
1.1.1. Participation in the pool is mandatory and there is no direct trade be-
tween market agents. We assume that the ISO is responsible for the financial
management of the market as well as the management of the transmission
network because this is the case of several market structures as can be seen
in Subsection 1.1.2, and because is more efficient since the same entity deals
with economic and technical management.
In such a pool-based electricity market, the generating companies submit
bids to the pool consisting of energy blocks and their corresponding minimum
selling prices for every hour of the market horizon and every unit, while the
consumers submit energy blocks and their corresponding maximum buying
prices for every hour of the market horizon and every demand. Note that sale
bids and purchase bids do not necessarily reflect costs and utilities, respec-
tively. The ISO collects purchase and sale bids and clears the market seeking
maximum social welfare and using an appropriate market-clearing procedure,
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which results in hourly prices, and production and consumption schedules.
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Figure 1.1: Pool-based electricity market
The price of electricity at each node in the network results from the
electricity bid prices and the marginal cost of losses and congestion in the
network. This nodal price is known as Locational Marginal Price (LMP)
[80]. Line losses and congestion can limit the open access of some generating
companies or consumers to the transmission network. For example, a line
congestion could prevent a generating unit satisfying its scheduled produc-
tion, and force a more expensive unit to produce an extra energy to compen-
sate this, provoking price differences between nodes where those units are
located. In this scheme, a generating unit injecting energy at a given node is
paid the locational marginal price corresponding to that node. Conversely,
a demand receiving energy from a given node pays the locational marginal
price corresponding to that node. Mature electricity markets such as the
New England ISO [58] or PJM [76] in the US use this locational marginal
pricing scheme.
A locational marginal pricing approach involves a representation of the
physical properties of the electricity network in the market-clearing proce-
dure of the ISO. Electricity is a non-storable good and has very special
physical properties. If electricity is generated at one node and extracted
at another, the power flow will be dispersed over all paths between the two
nodes. This electricity flow can be determined using Kirchhoff’s voltage and
current laws[8]. The implication of these physical laws is that the flow of
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power throughout a network is highly complex and does not obey any con-
tractual path assumed by economic entities. Therefore, a detailed model of
the network implies a model which is considerably complex.
1.1.4 On Equilibrium in a Pool-Based Electricity Mar-
ket
In the new restructured power markets, different equilibrium models have
been proposed by various authors to analyze the market. A review of equi-
librium modeling approaches is presented in [12, 26, 50]. We identify a market
equilibrium as the outcome of a market economy in which each market agent
in the economy is doing as well as it can, given the actions of all the other
market agents. A pool-based electricity market equilibrium can be defined
as the levels of power transactions and the prices that satisfy simultaneously
the next three properties:
1. Each generating company maximizes profits, taking prices as given.
2. Each consumer maximizes its utility, taking prices as given.
3. The market is cleared by the ISO maximizing social welfare.
In such an equilibrium, no market agent will want to alter its decision
unilaterally. The prices obtained as a result of this equilibrium are called
equilibrium prices.
A desirable electricity market equilibrium should consider the economic
and technical features of the market agents as well as the network constraints.
Market equilibrium models involving network constraints, such as transmis-
sion capacity limits are presented in [18, 52, 80, 92].
Note that several of the equilibrium models found in the literature, e.g.
[50, 77], are solved using a linear complementarity problem that results from
taking the Karush-Kuhn-Tucker conditions for each market agent problem.
On the other hand, under certain constraints there are some cases where
equilibrium prices do not exist. Then, prices such that most economic re-
quirements imposed by the market agents are satisfied can be found. In this
scheme, we define a pool-based electricity market near-equilibrium as a set
of prices and power transactions that simultaneously optimize problems for
each market agent and entails sufficiently small infeasibilities.
1.2 Motivation and Contributions
The emerging restructured power industry is no longer modeled using the
traditional electricity operation models where a central operator collects all
the market agent data and centrally clears the market seeking to minimize
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the total operating costs. In this new scheme, market agents are competitive
entities and are not necessarily interested in revealing some data, e.g. oper-
ating costs. New methodologies are appearing to help in modeling electricity
markets as can be found in many reports and books. Boucher and Smeers [12]
discuss various electricity market equilibrium proposals of the literature and
establish correspondences between these different models. We can also find
a classification and a review of the current developments made in modeling
the electricity markets that calculate price equilibria in [26, 50, 60].
In an electricity market competitive equilibrium, market agents optimize
the production, consumption and sales of electricity, while the production
and consumption is balanced. This kind of equilibrium does not guaran-
tee generating units recovering their costs. Therefore, some generating units
might produce energy at a financial loss. This fact limits the equal opportu-
nity for all generating companies to maximize their profits and to determine
whether or not to operate in the market.
Including minimum profit requirements of the generating units as addi-
tional constraints of an equilibrium model is of practical importance since
similar conditions are used in actual markets, such as the electricity market
of mainland Spain [73]. Note that minimum profit conditions are complex
to model because they involve both primal and dual variables. Relevant ref-
erences on duality include [6, 21, 63]. In the electric energy literature, the
number of references that develop equilibrium models allowing generating
units to declare minimum profit conditions is very limited, the most relevant
references are [67, 69].
Motto et al. [69] present a single-period electricity market equilibrium
model that considers minimum profit conditions for the generating units.
This model exploits the decomposable structure of the problem using an
iterative Lagrangian relaxation algorithm [6]. Note that for some case stud-
ies, the model generates a cyclical behavior in prices, that is, it cannot find
equilibrium prices.
Motto and Galiana [67] present a single-period equilibrium procedure
that eliminates the cyclical behavior on prices that occurs when Lagrangian
decomposition is used, [69]. To do so, Motto and Galiana [67] propose a form
of augmented pricing that supports all the feasible points. The problem of
the augmented pricing approach is that it modifies prices and includes several
uplifts, so it is not clear that these prices accurately represent equilibrium
prices. An uplift can be defined as a charge imposed on all customers that
covers costs not covered by prices [85].
In references [67, 69], we observe that there are some cases where it is
impossible to find equilibrium prices because they do not exist, so we cannot
find a competitive equilibrium. In [69], this is shown by the cyclical behavior
of prices, and in [67] by the need to include uplifts in prices.
Therefore, we define a new concept of equilibrium that may be more ap-
propriate in electricity markets involving minimum profit conditions for the
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generating units. In a pool-based electricity market, the new equilibrium
concept is achieved when every market agent maximizes its profit, all tech-
nical constraints including power balances are satisfied, and every scheduled
generating unit satisfies its minimum profit condition. Due to the fact that
equilibrium prices do not exist for some cases, we cannot calculate them
in such cases. For these cases, the equilibrium model reported in this the-
sis obtains prices that cause slight infeasibilities in the equilibrium problem
but that have a defendable interpretation as equilibrium prices. We refer
to such slightly infeasible equilibrium as near-equilibrium and the prices as
near-equilibrium prices.
There is another important issue in modeling an electricity market equi-
librium. In general, a market equilibrium is achieved when each market agent
simultaneously maximizes its profit. Therefore, we need a tool to simulta-
neously consider the conflicting points of view of the different agents. For
this reason, we can use complementarity theory to find an electricity market
equilibrium, as demonstrated in several references. We highlight previous
works by Boucher and Smeers [12] and Hobbs [50]. The model presented
in this thesis uses optimality conditions, that is, complementarity theory,
to simultaneously solve the problem faced by every generating company, by
every consumer and by the ISO, and this can be seen as an extension of
[12, 50] in four respects. First, our model is more general in that it includes
step functions but can also include a continuous demand function considered
in [12] and [50]. Second, our model includes a detailed representation of
the transmission network including the effect of both congestion and losses;
losses were not considered in [12, 50]. Third, the model developed in this
thesis satisfies minimum profit conditions for any generating unit that de-
clares such a requirement and is not expelled from the market. By contrast,
these conditions are not included in either [12] or [50]. Lastly, our model is
extended to obtain a multi-period equilibrium with time-coupling constraints
and with integer variables, that is, with indivisibilities (non-convexities). A
single-period equilibrium is analyzed in [12, 50].
The modeling of non-convexities have largely been avoided due to the
intractability of such problems, but as we can see in [87], assuming that non-
convexities are unnecessary to model a market economy is unrealistic. For
problems with integer constraints, one approach adopted in [74] is to solve
the related optimization problem to optimality, then add constraints forcing
the integer variables to be at the optimal levels. The result is a linear (or
convex) program which has a defendable interpretation for an equilibrium.
In the model we present, we make use of Benders decomposition to deal
with indivisibilities. This decomposition procedure allows the calculation of
integer variable values in a different problem from the main equilibrium prob-
lem, and these integer values are iteratively improved. Finally, the solution
is optimal as regards both binary and continuous variables.
The equilibrium of the market is obtained using both complementarity
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theory and Benders decomposition. The combination of these two method-
ologies is relatively unstudied, but in this thesis we have shown that it works
well.
Generally, the pricing mechanism applied in electricity markets is based
on locational marginal pricing. Locational marginal prices are obtained as
the dual variables associated with the balance constraints while maximizing
social welfare in the problem of the ISO. It is important to be able to han-
dle prices in the primal problem for including, for example, minimum profit
conditions for the generating units or maximum cost conditions for the con-
sumers. As we cannot directly impose constraints involving dual variables
in the primal problem, we resort to complementarity theory to be able to do
so. This is another important capability of the model we present.
Note that a procedure to identify the electricity market equilibrium is of
interest for market regulators that may use it for market monitoring; and it
is also of interest for the generating companies and the consumers to analyze
their most appropriate strategies.
In summary, the main points that motivate the present work are:
1. To develop a tool that simultaneously takes into account the indepen-
dent and conflicting viewpoints of all market agents.
2. To find equilibrium prices or near-equilibrium prices (in the case that
equilibrium prices do not exist) that clear the market, simultaneously
satisfying the objectives of each market agent, and the minimum profit
conditions imposed by generating units.
3. To be able to include constraints in the equilibrium model that involve
prices, i.e., dual variables.
4. To achieve points 1-3 within a multi-period framework that requires on
/ off decisions.
1.3 Problem Description
First, we formulate the problems faced by each market agent in the pool. We
assume that the goal of each generating company is to maximize its profit sub-
ject to technical bounds on production, which involve on / off decisions and
ramping limit constraints in a multi-period framework. The consumers can
be modeled as maximizing their economic utilities while considering bounds
on demand. Finally, the ISO carries out the market-clearing taking into ac-
count network constraints in order to achieve maximum social welfare. We
consider that all the data are deterministic, not probabilistic, because we
are working within a 24-hour time horizon, or, in other words, we analyze
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a short-term decision problem that does not include significant sources of
uncertainty.
The generating companies and the consumers are modeled as solving
appropriate linear optimization programs with locational marginal prices as
inputs. The locational marginal prices are then determined as dual prices to
balance constraints in the problem faced by the ISO.
We use realistic simplifications concerning line losses and power flows in
the problem of the ISO, which we explain below. The transmission network
can be represented in detail using an AC power flow model that includes non-
linear equations. However, to achieve numerical tractability, we represent the
electricity transmission network using a DC power flow that is a linear ap-
proximation. Using a DC power flow to represent the transmission network
implies not taking electric energy losses into account. Nevertheless, we in-
clude a linearized version of losses in the power flow model [27, 30, 68, 93] to
properly model losses.
In this work, we impose thermal limits to every line in the problem of
the ISO. However, note that voltage and stability limits, either deterministic
[66, 68] or probabilistic [13] can be incorporated into the model of the ISO.
At the cost of increasing the computational burden, line and generating unit
contingencies can also be incorporated into the model of the ISO as stated
in [81].
The electricity market equilibrium is computed once the bidding stacks
of every unit of each generating company and the bidding stacks of every
demand of each consumer are submitted [27]. Note that price bids of the
generating companies and the consumers are used by the ISO to maximize
social welfare. However, these price bids may not coincide with the actual
cost values and marginal utility values used by the generating companies and
the consumers, respectively, in order to maximize their respective surplus.
The pool can be seen as a strategic game in which participants (generating
companies and consumers) play against each other in order to maximize
their own profits. The strategy that the participants follow is based on
price bids. The behavior of the market participants can be simulated and
analyzed using game theory [34, 37, 62]. The decision making process of
the market participants in defining price bids is not the target of this thesis,
therefore we assume that the bidding stacks of the generating companies and
the consumers are data for the equilibrium problem.
The multi-period electricity market equilibrium being modeled is defined
as the generating company / consumer energy transaction levels and their
associated prices that result in maximum profit for every generating com-
pany, maximum utility for every consumer and maximum social welfare for
the whole multi-period framework, while inter-temporal constraints includ-
ing on / off status of the units and ramping limit constraints are enforced.
Additionally, fixed, start-up and shut-down costs are considered [3, 89, 91].
In this scheme, the multi-period market equilibrium is obtained consider-
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ing the set of linear and continuous optimization problems corresponding to
the maximum profit / utility of the generating companies / consumers and
the maximum social welfare of the ISO for a given time horizon.
Note that the multi-period electricity market equilibrium problem embod-
ies binary decisions, i.e., on / off status for the units, and therefore optimality
conditions cannot be directly applied to formulate this. The Benders decom-
position technique is used to formulate the multi-period equilibrium problem
avoiding binary variable limitations while retaining the advantages of using
optimality conditions.
In this market equilibrium procedure, we can include conditions to impose
minimum profit conditions by the generating units throughout the market
horizon under study, eventually resulting in a market near-equilibrium. The
units imposing such requirements could be expelled from the market if they
render them uncompetitive.
For descriptive purposes and for clarity, we also consider the single-period
market equilibrium procedure, which is still quite rich, in order to analyze
the market equilibrium procedure developed in this thesis.
1.4 Solution Technique
Given the form of the individual market agent optimization problems, the
Karush-Kuhn Tucker conditions [6] for the problems of the generating com-
panies, the consumers and the ISO are both necessary and sufficient to obtain
their respective solutions. The simultaneous solution of all these conditions
constitutes a mixed linear complementarity problem [25, 32, 59] to be solved
in order to determine the market equilibrium.
The multi-period market equilibrium problem includes continuous and
binary variables and is solved using the Benders decomposition technique
[7, 21, 43]. This technique decomposes the original problem into a master
problem to compute the binary variable values and into a subproblem to
obtain the market equilibrium corresponding to those binary values.
If binary variables are fixed to given values, the multi-period market
equilibrium, corresponding to the status for the generating units defined
by binary variables, can be solved as a quadratic programming problem.
This problem is the Benders subproblem and is equivalent to a mixed linear
complementarity problem [25, 59] derived from the optimality conditions of
the problems for all the market agents. In turn, the master problem defines
the on / off status for the generating units by obtaining the corresponding
binary variables.
The solution of the subproblem provides useful information on the quality
of the values of the binary variables related to the on / off status of the units,
defined in the master problem. In turn, this information is used by the master
problem to refine the on / off status for the generating units of the generating
1.5. THESIS OBJECTIVES 11
companies. This iterative procedure continues until some cost tolerance is
reached providing the market equilibrium.
Note that we combine Benders decomposition and complementarity the-
ory to achieve the solution of the multi-period electricity market equilibrium.
Minimum profit requirements for the generating units can be taken into
account in order to solve the multi-period equilibrium / near-equilibrium
problem. These conditions are included as additional constraints to the
quadratic programming subproblem. Minimum profit conditions can be rep-
resented as bilinear equations and therefore convert the quadratic problem
into a nonlinear one with nonlinear constraints, which is computationally
difficult to solve. We propose three methods to solve this nonlinear problem.
The first one is to directly solve the nonlinear subproblem using nonlinear
solvers. The second one linearizes the bilinear minimum profit conditions
resulting in just linear equations and binary variables. The third one ob-
tains the solutions to the subproblem fixing selected variables in the bilinear
equations, converting them into linear ones; then, we iteratively solve the
quadratic subproblem updating the values of the fixed variables in the mini-
mum profit conditions, until the solution satisfies equilibrium conditions and
bilinear minimum profit conditions.
The market equilibrium can be obtained more easily for a single period
of time. In this case, the market agent optimization problems do not involve
binary constraints, so the Karush-Kuhn-Tucker conditions can be directly
applied to obtain the equilibrium. To attain the market equilibrium con-
sidering minimum profit conditions for the generating units, the solution of
the corresponding mixed linear complementarity problem is also obtained
as an equivalent quadratic programming problem [25, 59], including mini-
mum profit conditions as constraints to this quadratic problem. Finally, this
quadratic problem is solved using either one of the three methods stated for
the multi-period case.
1.5 Thesis Objectives
The main objectives of this thesis are stated below.
1. To develop a multi-period electricity market equilibrium procedure that
obtains equilibrium prices, or near-equilibrium prices in the case that
equilibrium prices do not exist.
2. To develop an equilibrium procedure that coordinates the independent
and conflicting points of view of market agents to attain a solution in
which no market agent wants to alter its decision unilaterally.
3. To formulate the multi-period electricity market equilibrium in such
a way that allows including restrictions involving dual variables, i.e.,
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prices, particularly minimum profit conditions imposed by generating
units.
4. To propose methods to solve the multi-period electricity market equi-
librium problem including bilinear constraints such as minimum profit
conditions of the generating units.
5. To develop a solution procedure to handle the non-convexities asso-
ciated with the multi-period equilibrium problem, such as costs and
constraints related to on / off decisions.
6. To study the effect of imposing constraints involving prices for the
generating units in the multi-period equilibrium model.
7. To study in particular, the single-period electricity market equilibrium
so as in order to more clearly analyze the market equilibrium procedure
developed in this thesis.
1.6 Literature Review
This section presents a review of the literature relevant to this thesis. Refer-
ences are grouped by subject.
1.6.1 References on Equilibrium
References [12, 26, 50, 60] present a review of electricity market equilibrium
approaches, and [12] also establishes relationships between some of the equi-
librium approaches, among others, [18, 52, 80, 92].
In this thesis, we develop an equilibrium model that includes minimum
profit requirements for the generating units and provides equilibrium prices.
In the case that equilibrium prices do not exist, our model finds near-equi-
librium prices which entail slight infeasibilities for competitive markets with
a reasonable behavior of the market agents. Including these requirements
as additional constraints to an equilibrium model is of practical importance
since similar conditions are used in actual markets, such as the electricity
market of mainland Spain, [73]. In this context, we highlight [67, 69]. Motto
and Galiana [67] discuss issues and methods for attaining the equilibrium
in electric power auction markets with unit commitment and considering
minimum profit conditions for the units. This paper shows that augmented
pricing can coordinate self-interested agents, but it is not clear that these
prices represent equilibrium prices. Motto et al. [69] present a single-period
decentralized electricity market-clearing model that includes reactive power
and demand responsiveness in addition to the more common framework of
generation-side competition for electricity. This model considers minimum
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profit conditions for the units but presents a cyclical behavior on prices for
some cases.
Our work can be seen as an extension to the previous work [12, 50]. Our
model can also incorporate step demand functions, considers both congestion
and losses, includes minimum profit conditions for the units, and models an
equilibrium in a multi-period framework.
In this thesis, non-convexities associated with the time-coupling con-
straints in the multi-period equilibrium are dealt with using Benders de-
composition, achieving an optimal solution in both binary and continuous
variables. The existence of market-clearing prices in an economic analysis
of a market with non-convexities is addressed in [74]. This paper solves the
related optimization problem to optimality, then adds constraints forcing the
integer variables to be at the optimal levels. The result is a linear program
which has a defendable interpretation for an equilibrium.
If minimum profit requirements for the units are not included, in a central-
ized environment the model we present is equivalent to a multi-period optimal
power flow. Relevant references of optimal power flow are [1, 5, 15, 54, 64, 91].
A multi-period optimal power flow, modeling inter-temporal constraints, is
addressed in [1]. A generalized version of a unit commitment problem that
includes thermal and hydro units is formulated in [5]. Carpentier [15] de-
scribes the development of the optimal power flow from its beginning. A sur-
vey of publications in the field of optimal power flow is presented in [54]. Ma
and Shahidehpour [64] present how an optimal power flow with transmission
security and voltage constraints is incorporated into the unit commitment
formulation. Finally, Wood and Wollenberg [91] include a brief coverage of
the security-constrained optimal power flow and its use in security control.
1.6.2 References on the Formulation of the Electricity
Market Equilibrium Procedure
This thesis develops a model that simultaneously solves every market agent´s
problem. Relevant references on modeling market agent behavior are consid-
ered below.
A detailed model of the generating units is developed in [3, 4, 16, 20, 89,
91]. An approach that allows a rigorous modeling of generators is proposed
in [3]. A detailed formulation to model power trajectories followed by a
thermal unit during the ramping limitations when increasing or decreasing
power is presented in [4]. Reference [16] models hydro and thermal units in
detail. The self-scheduling of a hydro generating company in a pool-based
electricity market is addressed in [20]. A mathematical method for dealing
with ramp-rate limits in unit commitment is proposed in [89]. Wood and
Wollenberg [91] introduce and explore a number of engineering and economic
matters involved in planning, operating and controlling power generation and
transmission systems.
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Relevant references to model the economic targets of market agents are
[65, 86, 87, 88]. Mas-Colell et al. [65] explain the behavior of individual
agents. A spatial price equilibrium model where a producer’s optimal behav-
ior only depends on current market prices is developed in [86]. Varian [87]
provides a thorough treatment of optimization and equilibrium methods, de-
tailing the behavior of the economic agents. Vives [88] provides a specialized
characterization of the equilibrium. References [48, 49] describe methods
to find the optimal bidding strategy of the market agents. These methods
are usually based on game theory, [34, 37, 62]. Finally, market power in
competitive markets is analyzed in references [11, 51].
In order to obtain an accurate market equilibrium we have modeled the
network in detail. Relevant references on the network modeling are [8, 44, 46].
References [8, 44, 46] explore the major changes in the structure and opera-
tion of the electric utility industry due to electricity markets, and show how
power system operation will be affected by the changes. Our representation
of the transmission network includes the effect of congestion and a linearized
version of losses similar to the one pioneered in [93] and used in [27, 30, 68].
References [33, 83, 84] define methods and tools for congestion management.
An appropriate reference in order to incorporate voltage and stability limits
is [66]. Bouffard and Galiana [13] provide a probabilistic security criterion
that can be incorporated into the work reported in this thesis.
Note that the pricing mechanism used in our work is based on locational
marginal prices because they are used in actual electricity markets such as
[58, 76]. The pioneering work of Schweppe et al. [80] develop the basic theory
and practical implementation issues associated with a spot price-based energy
marketplace.
1.6.3 References on Techniques Used to Solve the Elec-
tricity Market Equilibrium Problem
The electricity market equilibrium problem can be formulated as a linear
complementarity problem that simultaneously considers the point of view
of every different agent. Bazaraa [6] deals with convex analysis, optimality
conditions and duality, and provides appropriate background. References
[50, 77] solve equilibrium models using a mixed complementarity problem
that results from the set of Karush-Kuhn-Tucker conditions of each market
agent problem. Information about duality can be found in [63].
Basic references on complementarity problems are [24, 25, 28, 32, 35, 59,
71]. A detailed study of the linear complementarity problem is provided in
[25, 71]. A rigorous treatment of variational inequalities and complementarity
problems in finite dimensions is presented in [32]. Several computational
methods for solving complementarity problems are presented in [24, 28, 35,
59].
The multi-period equilibrium model formulated in the thesis includes non-
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convexities, so Benders decomposition algorithm is used to formulate and
solve it. The Benders decomposition technique is explained in [7, 21, 43].
The addition of bilinear minimum profit constraints in the equilibrium
problem turns this problem into a nonlinear program. Relevant references
concerning the methods considered in this thesis in order to solve this kind
of nonlinear problem are the following. A description of the Schur’s decom-
position is presented in [38, 53]. Winston [90] focuses on model-formulation
and model-building. Iterative solutions of nonlinear systems of equations are
covered in [23, 45, 72, 79].
1.6.4 References on the Case Studies
As part of this thesis, we apply the developed procedures to several power
systems. The 4-node system used in the illustrative examples of Chapters 3
and 4 has been obtained from [46]. In Chapter 5, we analyze in detail the
IEEE 24-node Reliability Test System, which is described in [47]. Details of
this system can also be found in [9].
The solution to the optimization problems proposed throughout the thesis
are obtained by using commercial solvers.
Linear complementarity problems can be solved using, among others,
PATH [29], MILES [78] or SMOOTH [19]. A comparison of these solvers
is given in [10]. ILOG [57] presents CPLEX, a well-known solver used to
solve mixed-integer linear and quadratic programming problems. Reference
[70] provides information on MINOS, a solver for nonlinear programming
problems and [31] explains CONOPT, which also solves nonlinear problems.
It is convenient that these solvers work as part of a modeling language,
as GAMS [39], AMPL [2] or AIMMS [75]. References [14] and [40] are a
manual for the GAMS modeling language and for the solvers used by GAMS,
respectively. The AMPL language is explained in [36].
1.6.5 References on Electricity Markets
This thesis has been developed considering an electricity market. Relevant
information on electricity markets can be found in [17, 55, 56, 61, 81, 82, 85].
Chao and Peck [17] contain several papers that focus on how to design com-
petitive electricity markets in an industry undergoing both rapid economic
and technological changes. Reference [55] presents a review of the restruc-
turing of the electric power industry. Ilic et al. [56] provide an overall per-
spective of changes that result from the restructuring of the electric power
industry. Kirschen and Strbac [61] use a combination of traditional engineer-
ing techniques and fundamental economics to address the long-term problems
of power system development in a competitive environment. Shahidehpour
et al. [81] analyze the necessity and components of restructuring, explain the
strategies of market participants, and propose techniques on how to recognize
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and evaluate the market risks. Sheblé [82] presents a complete description
of the new industry structure as well as the various markets being formed.
Stoft [85] presents the power-market design principles from economic theory
to market architecture.
1.6.6 Publications Resulting from this Thesis
The material presented in this thesis has been published in [21, 22, 38, 41, 42].
Book [21] addresses decomposition in linear programming, mixed-integer
linear programming, nonlinear programming, and mixed-integer nonlinear
programming. It provides rigorous decomposition algorithms as well as
heuristic ones. The book also provides practical applications in engineer-
ing and science.
Conejo et al. [22] compare two contrasting yet often used electricity
market-clearing procedures: an auction-based algorithm including congestion
management and transmission-loss cost allocation, and an optimal power flow
method. These algorithms are compared in terms of the economic efficiency
of the solution attained, and in terms of cross-subsidies between generators
and demands. The purpose of this comparison is to quantify the actual cost
to market participants of using a simple, seemingly transparent procedure,
such as an auction-based algorithm, versus an integrated but computationally
intensive one, such as an optimal power flow approach.
Gabriel et al. [38] provide a new methodology to solve bilinear, non-
convex mathematical programming problems by a suitable transformation of
variables. Schur’s decomposition and Special Ordered Sets (SOS) of type 2
variables are used resulting in a mixed-integer linear or quadratic program.
Garćıa-Bertrand et al. [41] provide a procedure to determine the near-
equilibrium of an electricity market in a single-period. Conditions that en-
sure minimum profit for the generating units can be included. However,
these conditions may render a generating unit uncompetitive and expel it
from the market. The near-equilibrium is obtained through the solution of
a mixed-integer quadratic problem equivalent to a mixed linear complemen-
tarity problem that includes the minimum profit conditions.
Finally, the concept of multi-period equilibrium is analyzed and illus-
trated in [42]. Within this equilibrium framework and a multi-period hori-
zon, market agents simultaneously optimize their respective individual and
conflicting objectives. Constraints involving prices can be incorporated into
the problems of the market agents. To avoid the limitations imposed by
the necessary use of binary variables to model on / off decisions, the condi-
tions to attain a multi-period equilibrium are formulated through Benders
decomposition, which allows for efficiently solving the resulting equilibrium
problem.
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1.7 Overview of Chapters
This document is organized as follows.
This introductory chapter provides an overview of electricity markets,
emphasizing the roles of the market agents, how an electricity market based
on a pool operates, and defines the concept of a market equilibrium / near-
equilibrium. Next, the reasons that motivate this thesis are stated. We
continue by describing the problems tackled in this thesis and propose several
methods to solve them. Next, the main objectives of the thesis are listed,
followed by a review of the literature. Finally, the organization of the thesis
is presented.
In Chapter 2, we model the behavior of every market agent, namely,
generating companies, consumers and the independent system operator. All
the conditions pertaining to each agent are explained in detail.
Chapter 3 formulates the single-period electricity market equilibrium
model and proposes a method to solve it. Then, the effect of imposing
minimum profit conditions on the market equilibrium is discussed. Finally,
we formulate the electricity market equilibrium / near-equilibrium model
including such conditions and provide three solution techniques.
In Chapter 4, we extend the single-period equilibrium problem explained
in Chapter 3 to a multi-period framework. This multi-period market equilib-
rium problem is formulated using Benders decomposition. Then, we provide
a solution technique to solve this problem. As in Chapter 3, we also for-
mulate the equilibrium model when minimum profit conditions are added to
the problem, and propose an algorithm based on Benders decomposition to
achieve the solution to the multi-period equilibrium problem.
Chapter 5 illustrates the proposed models and solutions techniques pre-
sented in Chapters 3 and 4 using several case studies. These case studies are
analyzed and relevant results are reported.
In Chapter 6, we conclude this thesis providing several noteworthy con-
clusions and the main contributions of the work. Some suggestions regarding
further research are also proposed.
Finally, this document includes four appendices. Appendix A provides
a description of the linear complementarity problem. In Appendix B, we
explain Benders decomposition. Data of the IEEE 24-node Reliability Test
System used in Chapter 5 are provided in Appendix C. Appendix D collects
additional results of the case studies analyzed in Chapter 5.
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Chapter 2
Modeling of Market Agent
Behavior
2.1 Introduction
This chapter presents models for each of the market agents. Generally, a pool-
based electricity market includes generating companies, consumers and an
Independent System Operator (ISO) or Market Operator (MO) [56, 81, 82].
Each generating company submits bids to the pool consisting of a set of en-
ergy production blocks and their corresponding minimum selling prices for
every hour of the market horizon, and each consumer bids a set of consump-
tion energy blocks and their corresponding maximum buying prices for every
hour of the market horizon. In turn, the independent system operator clears
the market by seeking maximum social welfare for the whole multi-period
framework.
A generating company is the owner of one or more generating units lo-
cated throughout the network, while a consumer exhibits one or more de-
mands. More than one generating unit / demand can be located at each
node of the network.
The generating companies and the consumers are modeled as solving ap-
propriate optimization problems with Locational Marginal Prices (LMP) as
inputs. These locational marginal prices are determined as the dual prices to
balance constraints in the ISO optimization. The pricing mechanism used is
based on locational marginal prices because they are used in actual electricity
markets such as [58, 76].
In this framework, we consider that all the data on the generating compa-
nies, the consumers and the network are deterministic because the problem
developed in this thesis considers a short-term horizon.
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2.2 Generating Companies
For the sake of simplicity, it is supposed that the generating companies in-
clude only thermal generating units. The hydroelectric generating units can
be modeled analogously as thermal units are modeled [20, 91].
A thermal generating unit has two states; on or off. These different
states are modeled using binary variables which are referred to as on-line
status variables. If the generating unit is on-line during the considered hour,
the value of this variable is equal to 1; and if the generating unit is off-line,
the value is 0.
Note that the start-up and shut-down status can be obtained from the
on-line status in the time horizon.
The production of each generating unit is described using several power
blocks with associated linear operating costs. This information is gener-
ally confidential. Thus, the production bids submitted to the pool may or
may not correspond to the marginal costs depending on the bidding strategy
of the generating company. The bidding strategy of any single generating
company might be based on exploiting its potential market power, resulting
in withholding power or raising bidding prices in order to raise equilibrium
prices above competitive levels [27]. In recent years, there has been a great
deal of discussion about how to best analyze the potential for market power
in restructured markets [11, 51, 60], but this type of analysis is outside the
scope of this thesis.
The generating companies are modeled assuming that the objective for
each company is to maximize its total own profit subject to a set of opera-
tional constraints for the units which include those that link decisions in a
period with decisions in the following and the previous periods [3, 4, 89, 91].
The next section explains the formulation of the objective function and
the operational constraints of the set of the generating units of a generating
company considering a multi-period framework.
2.2.1 Maximum Profit Criterion
In practice, a generating company seeks to maximize profits across all avail-
able markets [65]. However, this thesis concentrates on just the day-ahead
market, which is the most relevant in terms of volume of trade. Profitability
depends on the characteristics and costs of the generating unit in question,
including start-up and shut-down costs, minimum up / down times, ramp
rate limits and operating and maintenance costs. Profits also depend on the
bidding strategy used by the generating company.
In this work, the generating units are assumed to incur operating, start-
up and shut-down costs. It should be noted that we do not model the optimal
bidding strategy of the generating companies; we assume that the bidding
strategies of every company are known.
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2.2.2 Objective Function
Each generating company seeks to maximize its total profit from producing
and selling power in the market for the given time horizon. This profit
includes revenues from selling energy in the market, as well as operating,
start-up and shut-down costs from producing this energy.
2.2.2.1 Revenues
The type of market under consideration uses the concept of locational mar-
ginal pricing [80]. In this scheme, a generating unit injecting power at a given
node is paid the locational marginal price corresponding to that node.
Consider a generating company f that owns the units indexed by the set
Gf . Revenues obtained by this company for producing power on the multi-
period time horizon are computed as the product of the power generated by
each unit and the locational marginal price corresponding to the node where













PGib(t) represents the total power produced by unit i at period t;
and ρn(i)(t) is the locational marginal price paid to unit i at period t which
corresponds to the LMP at period t of node n where the unit i is located.
2.2.2.2 Costs
The power production by a generating unit entails a number of costs including
operating, start-up and shut-down costs. These costs are modeled below.
• Operating cost
The power production of a generating unit results in costs that depend
on the generated power. These costs are due to fuel consumption,
and to operation and maintenance. A precise model of the operation
costs could require the use of non-differentiable and non-convex func-
tions [91]. In practical applications, several approximations are used to
model operating costs.
The operating cost can be divided into a fixed cost, that is a constant
value and independent of the generated power, and a variable cost
that, in general, increases as generated power increases. In this work,
a piecewise linear approximation of the variable cost is used.
The generated power during each time period is assumed to remain
constant. Taking the above into account, variable costs are linearized
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by blocks. The higher the number of blocks, the better the approxima-
tion is. The sum of the size of all power blocks considered is equal to
the capacity (maximum power output) of the unit. Once the number
and size of the blocks are determined, the marginal cost associated with
each block can be computed.
Figure 2.1 shows the proposed approximation for the variable operat-
ing cost. Note that the number of blocks represented in the figure is
four; therefore, operating cost are formulated using the same number
of power variables, that is, PGi1(t), PGi2(t), PGi3(t) and PGi4(t). Each
power variable has a minimum value equal to zero and a maximum
value equal to the size of the corresponding block. The slope of the
linear approximation for each block corresponds to the marginal cost







Note that the marginal cost increases as the produced power increases,
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Figure 2.1: Piecewise linear variable operating cost function
The following expression represents total operating costs on the time
horizon considered for a company f that owns the generating units
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Equation (2.2) represents the total operating cost of all units belong-
ing to company f and for all considered time periods. The first term
represents the fixed costs, C fxGi, which are counted if the corresponding
unit is on-line, that is if vi(t) = 1; and the second term represents the
variable costs that depend on the production level. The linear unit cost
associated with each production block is represented by λCGib.
The following equations establish bounds to each power block of each
unit at each time period.
PGib(t) ≤ PmaxGib (t); ∀i ∈ Gf ; b = 1, . . . , NGi;∀t ∈ T (2.3)
PGib(t) ≥ 0; ∀i ∈ Gf ; b = 1, . . . , NGi;∀t ∈ T. (2.4)
• Start-up cost
If a unit is started up after being shut down for some time, the boiler
must reach the correct working temperature and pressure. The costs
incurred to obtain these conditions in the boiler are called start-up
costs [91]. These costs are generally an exponential function of the
hours that the unit has been shut down. The longer the time the boiler
has been off, the more energy is needed to achieve the correct conditions
in the boiler, and therefore the higher the start-up costs are. After a
fixed number of hours off, the boiler temperature becomes constant
as can be seen in Figure 2.2, therefore the start-up cost also becomes
constant. For the sake of clarity and simplicity, this work considers
that the start-up cost is constant and independent of the number of
hours that the unit has been off-line.
Consequently, the total start-up cost of a company f that owns sev-











; ∀i ∈ Gf ;∀t ∈ T (2.6)
csuGi(t) ≥ 0; ∀i ∈ Gf ;∀t ∈ T, (2.7)
where csuGi(t) represents the start-up cost of the unit i at period t; and
CsuGi is the constant start-up cost of unit i.
• Shut-down cost
The costs incurred to shut down a generating unit are called shut-down
costs. These costs are generally constant and is due to wasted fuel in
the boiler during the shut-down process.











Figure 2.2: Evolution of start-up costs
The following expression represents the shut-down costs of a generat-












; ∀i ∈ Gf ;∀t ∈ T (2.9)
csdGi(t) ≥ 0; ∀i ∈ Gf ;∀t ∈ T, (2.10)
where csdGi(t) is the shut-down cost of the unit i at period t; and C
sd
Gi is
the constant shut-down cost of unit i.
Taking into account the previous expressions, the total cost of a gener-
ating company f that owns several generating units indexed by the set Gf
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enforcing that
PGib(t) ≤ PmaxGib (t); ∀i ∈ Gf ; b = 1, . . . , NGi;∀t ∈ T (2.12)





; ∀i ∈ Gf ;∀t ∈ T (2.14)





; ∀i ∈ Gf ;∀t ∈ T (2.16)
csdGi(t) ≥ 0; ∀i ∈ Gf ;∀t ∈ T. (2.17)
2.2.3 Constraints
The operation of a generating unit is complex and the power output cannot
take an arbitrary value in any given time period. There is a set of operational
constraints that define the feasible region of the level of production. These
constraints are explained in the following subsections and are imposed on
each unit belonging to company f and for each period of the time horizon.
2.2.3.1 Capacity Limit
A generating unit has a capacity limit on production due to its design and




PGib(t) ≤ PmaxGi vi(t); ∀i ∈ Gf ;∀t ∈ T, (2.18)
where PmaxGi represents the maximum power output of generating unit i.
2.2.3.2 Minimum Power Output
A generating unit is designed to work at or above a minimum power output




PGib(t) ≥ PminGi vi(t); ∀i ∈ Gf ; ∀t ∈ T, (2.19)
where PminGi represents the minimum power output of the unit i.
2.2.3.3 Ramp Rate Limits
These constraints set the available maximum and minimum power output of
a unit taking into account the start-up and shut-down ramp limits, and the
ramp-up and ramp-down limits [16]. These constraints thus link any period
with the following and the previous periods.




























; ∀i ∈ Gf ;∀t ∈ T. (2.21)
Constraint (2.20) states that the available maximum power output of each
generating unit during each hour depends on the ramp-up limit (Rupi ) in the
case that the generating unit was running during the previous hour; or on
the start-up ramp limit (Rsui ) in the case that the generating unit is started





, deactivates the limit on the available maximum power output
in the case that the generating unit is shut down at the beginning of the
current hour.
Constraint (2.21) states that the available minimum power output of each
generating unit during each hour depends on the ramp-down limit (Rdni ) in
the case that the generating unit runs during the current hour; or on the
shut-down ramp limit (Rsdi ) in the case that the generating unit is shut
down at the beginning of the current hour. The last term of this constraint,
PmaxGi
[
1 − vi(t − 1)
]
, deactivates the limit on the available minimum power
output in the case that the generating unit is started up at the beginning of
the current hour.
2.2.4 Formulation of the Problem of a Generating
Company
Consider a generating company f that owns the units indexed by set Gf . This
generating company chooses its production schedules by solving the following



















PGib(t) ≤ PmaxGi vi(t) : αi(t); ∀i ∈ Gf ;∀t ∈ T (2.23)
NGi∑
b=1
PGib(t) ≥ PminGi vi(t) : βi(t); ∀i ∈ Gf ;∀t ∈ T (2.24)




























: ψi(t); ∀i ∈ Gf ; ∀t ∈ T (2.27)





; ∀i ∈ Gf ;∀t ∈ T (2.29)





; ∀i ∈ Gf ;∀t ∈ T (2.31)
csdGi(t) ≥ 0; ∀i ∈ Gf ; ∀t ∈ T. (2.32)
The objective function (2.22) represents the total profit of the generating
company f which is to be maximized subject to a capacity limit (2.23), a
minimum power output (2.24) for each unit and each time period, a capacity
limit (2.25) for each block of each unit and each time period except for the last
block of each unit to avoid redundancy with constraint (2.23), the available
maximum and minimum power output of a unit taking into account the
start-up and shut-down ramp limits, and the ramp-up and ramp-down limits,
(2.26) and (2.27) respectively, nonnegative levels of power to be generated
by unit i in block b and time t, (2.28), and start-up and shut-down cost
constraints for each generating unit at each time period, (2.29)-(2.32). Note
that constraints (2.26) and (2.27) link a period with the following and the
previous periods.
The dual variables of constraints (2.23), (2.24), (2.25), (2.26), (2.27) and
(2.28) are respectively αi(t), βi(t), φib(t), τi(t), ψi(t) and ηib(t). Note that the
dual variables to constraints appear to the right of these constraints following
colon in the problem formulations.
The above model is kept simple; however, it could easily incorporate
additional features such as minimum up and down time constraints [89],
contribution to the spinning reserve of the system [89], fuel choice options
and emission allowances, [91]. It is presented in its current form for the sake
of clarity.
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Note that we can model the problem of a generating company that owns
hydroelectric units by including additional constraints to this formulation,
such as water balance constraints, reservoir level limits, allowed discharge
limits and the energy conversion function [20, 91].
2.2.5 First Order Optimality Conditions
The problem formulated in the previous subsection, problem (2.22)-(2.32),
includes both binary and continuous variables and therefore Karush-Kuhn-
Tucker (KKT) optimality conditions cannot be directly applied to solve this.
To avoid such limitations, the binary variables are fixed to given values.
Chapter 4 explains how this assumption is made compatible with the solution
of the original problem that includes binary variables.
If binary variables are fixed to given values, the solution of a generat-
ing company problem can be obtained by solving its first order optimality
conditions [6]. These first order optimality conditions are KKT conditions
expressed as a linear complementarity problem [25]. Note that the KKT opti-
mality conditions [6] are both necessary and sufficient for describing optimal
points because the problem of a generating company is a linear programming
problem.
The optimality conditions for the problem of the generating company f ,
problem (2.22)-(2.32), decompose by unit due to the fact that no condition
links different units of the same generating company. These conditions can
be formulated as finding generation power blocks levels PGib(t) and dual
variables αi(t), βi(t), φib(t), τi(t), ψi(t) and ηib(t) such that,
0 = λCGib(t)− ρn(i)(t) + αi(t)− βi(t) + φib(t) + τi(t)− τi(t− 1)
+ ψi(t− 1)− ψi(t)− ηib(t); ∀i ∈ Gf ; b = 1, . . . , NGi;∀t ∈ T (2.33)
0 ≤ PmaxGi vi(t)−
NGi∑
b=1




PGib(t)− PminGi vi(t) ⊥ βi(t) ≥ 0; ∀i ∈ Gf ;∀t ∈ T (2.35)
0 ≤ PmaxGib (t)− PGib(t) ⊥ φib(t) ≥ 0; ∀i ∈ Gf ; b = 1, . . . , NGi − 1;
∀t ∈ T (2.36)














PGib(t− 1) ⊥ τi(t) ≥ 0; ∀i ∈ Gf ; ∀t ∈ T (2.37)














PGib(t) ⊥ ψi(t) ≥ 0; ∀i ∈ Gf ;∀t ∈ T (2.38)
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0 ≤ PGib(t) ⊥ ηib(t) ≥ 0; ∀i ∈ Gf ; b = 1, . . . , NGi;∀t ∈ T (2.39)




; ∀i ∈ Gf ;∀t ∈ T (2.40)
0 ≤ csuGi(t); ∀i ∈ Gf ; ∀t ∈ T (2.41)




; ∀i ∈ Gf ;∀t ∈ T (2.42)
0 ≤ csdGi(t); ∀i ∈ Gf ; ∀t ∈ T. (2.43)
By convention, the symbol ⊥ indicates that one of the inequalities is
satisfied as an equality, so the product of each equation and the corresponding
variable must be zero, i.e., 0 ≤ x ⊥ y ≥ 0 is equivalent to x y = 0, 0 ≤ x and
0 ≤ y; this product is called the complementarity condition.
Equations (2.33)-(2.43) are the optimality conditions of the problem of
the generating company f and are identical for all generating companies.
This is so because we consider that the behavior of any generating company
is similar to and independent of the rest of the companies. Therefore, the
conditions below comprise all units of all generating companies. Note that
these conditions are similar to equations (2.33)-(2.43), but including all the
generating companies.
0 = λCGib(t)− ρn(i)(t) + αi(t)− βi(t) + φib(t) + τi(t)− τi(t− 1)
+ ψi(t− 1)− ψi(t)− ηib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.44)
0 ≤ PmaxGi vi(t)−
NGi∑
b=1




PGib(t)− PminGi vi(t) ⊥ βi(t) ≥ 0; ∀i ∈ G; ∀t ∈ T (2.46)
0 ≤ PmaxGib (t)− PGib(t) ⊥ φib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi − 1;
∀t ∈ T (2.47)














PGib(t− 1) ⊥ τi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (2.48)














PGib(t) ⊥ ψi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (2.49)
0 ≤ PGib(t) ⊥ ηib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.50)




; ∀i ∈ G;∀t ∈ T (2.51)
0 ≤ csuGi(t); ∀i ∈ G;∀t ∈ T (2.52)




; ∀i ∈ G;∀t ∈ T (2.53)
0 ≤ csdGi(t); ∀i ∈ G;∀t ∈ T. (2.54)
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System of equations (2.44)-(2.54) can be reduced by eliminating the vari-
able ηib(t). Then, equations (2.44) and (2.50) are reduced to equation (2.55)
below. The resulting system is
0 ≤ λCGib(t)− ρn(i)(t) + αi(t)− βi(t) + φib(t) + τi(t)− τi(t− 1)
+ ψi(t− 1)− ψi(t) ⊥ PGib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi;
∀t ∈ T (2.55)
0 ≤ PmaxGi vi(t)−
NGi∑
b=1




PGib(t)− PminGi vi(t) ⊥ βi(t) ≥ 0; ∀i ∈ G; ∀t ∈ T (2.57)
0 ≤ PmaxGib (t)− PGib(t) ⊥ φib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi − 1;
∀t ∈ T (2.58)














PGib(t− 1) ⊥ τi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (2.59)














PGib(t) ⊥ ψi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (2.60)




; ∀i ∈ G;∀t ∈ T (2.61)
0 ≤ csuGi(t); ∀i ∈ G;∀t ∈ T (2.62)




; ∀i ∈ G;∀t ∈ T (2.63)
0 ≤ csdGi(t); ∀i ∈ G;∀t ∈ T. (2.64)
Note that similar simplifications in the KKT conditions (i.e. equations
(2.44) and (2.50) replaced by equation (2.55)) are carried out as regards the
problems of the consumers and the ISO, which are considered below.
2.3 Consumers
Each consumer has a set of demands and their consumption is described us-
ing several power blocks with associated linear utilities. Utility represents
consumer satisfaction on using electricity. Based on this information, the
consumer decides the bidding strategy for each demand, that is, the quanti-
ties and prices to submit to the market. These demand bids are submitted
to the ISO and may not coincide with the corresponding utilities. Note that
we refer to large consumers, that is, industrial or commercial consumers.
Consumers might exercise their potential oligopsony power in deriving their
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bidding stacks [27], but we consider bidding stacks to be data in our problem;
therefore,the way to compute demand bids is outside the scope of this thesis.
In this section, any consumer is modeled as maximizing its own profit
considering that a minimum demand requirement must be satisfied. The
formulation of the problem of a typical consumer, including the objective
function and the associated constraints, is described below.
2.3.1 Maximum Utility Criterion
The consumer preferences are summarized by means of a utility function
[65], therefore an appropriate mathematical program can be used to solve
the problem of the consumer.
The consumer behavior is represented considering that the consumer
chooses a consumption level to maximize its utility level minus its consump-
tion costs.
2.3.2 Objective Function
A consumer seeks to maximize the total profit from consuming electricity in
the market for a given time frame. This profit is obtained as the difference of
the utility associated with the consumption of energy and the corresponding
demand costs [65, 88].
2.3.2.1 Utility
The consumer is assumed to have a rational behavior and the utility function
representing that behavior is nonlinear. Utility is linearized by blocks using
marginal utilities. The marginal utility represents the satisfaction increase
for consuming an additional MWh. This marginal utility decreases as the
consumed power increases, therefore the utility function is concave [65, 87].
This fact is illustrated in Figure 2.3.
Consider a consumer q that has the demands indexed by the set Dq. The
utility of this consumer for the consumption of the demands on the market








where λUDjk(t) represents the marginal utility associated with block k of de-
mand j at period t. The following equations (2.66) and (2.67) are the bounds
of the consumed power in each block of each demand at each time period.
PDjk(t) ≤ PmaxDjk (t); ∀j ∈ Dq; k = 1, . . . , NDj; ∀t ∈ T (2.66)
PDjk(t) ≥ 0; ∀j ∈ Dq; k = 1, . . . , NDj; ∀t ∈ T. (2.67)
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Figure 2.3: Piecewise linear utility function
2.3.2.2 Demand Costs
The market under consideration works under locational marginal pricing [80].
Then, a demand load receiving power from a given node pays the locational
marginal price corresponding to that node.
Considering a consumer q whose set of demands is included in set Dq,
costs for consuming power throughout the multi-period framework by this
consumer are computed as the product of the power consumed by each de-
mand and the corresponding locational marginal price. Demand costs are












PDjk(t) represents the total power consumed by demand j at period
t; and ρn(j)(t) is the locational marginal price paid by demand j at period




In this work, the only constraint that is enforced for each consumer is a
minimum demand requirement. This is explained below.
2.3.3.1 Minimum Demand Requirement
As electricity is an essential good, each demand requires a minimum amount
of consumption. This fact is represented through the following expression
called minimum demand requirement.
NDj∑
k=1
PDjk(t) ≥ PminDj (t); ∀j ∈ Dq;∀t ∈ T, (2.69)
where PminDj (t) is the minimum power supplied to the demand j in period t.
We do not explicitly impose a maximum amount of consumption but note
that through equation (2.66) we implicitly establish this limit.
2.3.4 Formulation of the Problem of the Consumers
We consider below the problem of the consumer q whose demands are in-
cluded in set Dq. We assume that such a consumer can be modeled as maxi-
mizing its economic profit for the whole multi-period framework as stated in
















PDjk(t) ≥ PminDj (t) : σj(t); ∀j ∈ Dq;∀t ∈ T (2.71)
PDjk(t) ≤ PmaxDjk (t) : ϕjk(t); ∀j ∈ Dq; k = 1, . . . , NDj; ∀t ∈ T (2.72)
PDjk(t) ≥ 0; ∀j ∈ Dq; k = 1, . . . , NDj;∀t ∈ T. (2.73)
The objective function (2.70) represents the economic utility for consumer
q. Equation (2.71) represents the minimum load that must be supplied, with
the dual variable of this equation being σj(t). Equation (2.72) represents the
maximum power in each block of each demand and each time period, and
its dual variable is ϕjk(t). Equation (2.73) imposes the constraint that the
power to be consumed by demand j in block k in time t is nonnegative.
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2.3.5 First Order Optimality Conditions
As the problem of a consumer is a linear programming problem, the KKT op-
timality conditions [6] are both necessary and sufficient for describing optimal
points. Therefore, the optimal consumption of the demands of a consumer
can be obtained by solving the linear complementarity problem correspond-
ing to the KKT optimality conditions of the consumer problem, (2.70)-(2.73).
The optimality conditions for this optimization problem decompose by
demand and by time period because no condition includes information about
two or more demands and time periods. They can be formulated as finding
demand power blocks PDjk(t), and dual variables σj(t) and ϕjk(t) such that,
0 ≤ ρn(j)(t)− λUDjk(t)− σj(t) + ϕjk(t) ⊥ PDjk(t) ≥ 0; ∀j ∈ Dq;




PDjk(t)− PminDj (t) ⊥ σj(t) ≥ 0; ∀j ∈ Dq;∀t ∈ T (2.75)
0 ≤ PmaxDjk (t)− PDjk(t) ⊥ ϕjk(t) ≥ 0; ∀j ∈ Dq; k = 1, . . . , NDj;
∀t ∈ T. (2.76)
Note that the dual variable of equation (2.73) has been eliminated using
the same simplification made for the generating companies, in Subsection
2.2.5.
Equations (2.74)-(2.76) are the optimality conditions of all demands of
consumer q. The behavior of all consumers are considered to be similar
and independent of each other, so the above optimality conditions can be
generalized for all consumers. Therefore, the conditions below comprise all
demands of all consumers.
0 ≤ ρn(j)(t)− λUDjk(t)− σj(t) + ϕjk(t) ⊥ PDjk(t) ≥ 0; ∀j ∈ D;




PDjk(t)− PminDj (t) ⊥ σj(t) ≥ 0; ∀j ∈ D;∀t ∈ T (2.78)
0 ≤ PmaxDjk (t)− PDjk(t) ⊥ ϕjk(t) ≥ 0; ∀j ∈ D; k = 1, . . . , NDj;
∀t ∈ T. (2.79)
2.4 The Independent System Operator
A competitive electricity market includes profit-maximization entities such
as generating companies, consumers and marketers. A coordinator, inde-
pendent of the market participants, is required for the appropriate working
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of the market [17, 56, 81, 82]. Although the responsibilities of the system
coordinator differ between models; in general, the ISO is set up to guarantee
a non-discriminating access of market participants to the market.
Depending on the market, coordination can be developed by different
entities that basically are a market operator or / and an independent system
operator. The responsibilities of each one of these entities are the following:
• Market operator: With the purpose of ensuring the proper operation
of the market, this entity assumes the functions required to perform
the financial management and, in particular, the management of the
electric power purchase and sale bids.
• Independent system operator: The entity that is responsible for
the physical control of the system to maintain its security and reliabil-
ity.
In some market structures, the MO and the ISO are separate entities.
However, in other structures, the MO function is within the same organiza-
tion and under the control of the ISO, therefore, the ISO is also responsible
for the financial management.
The electricity market considered in this work is based on a pool. This
market is modeled as having an independent system operator that clears the
market and is responsible for the financial management of the market as well
as the management of the transmission network. The targets of the ISO are
to enforce transmission capacity limits, to maintain independence from the
market participants, to avoid discrimination against the market participants,
and to promote the efficiency of the market.
The electricity market modeled works as follows: First, each generating
company sends the bidding stacks of each of its units to the pool and each
consumer sends the bidding stacks of each of its demands to the pool. Then,
the ISO clears the market using an appropriate market-clearing procedure
resulting in prices, and production and consumption schedules.
The market-clearing procedure may embody network constraints, which
model losses [27, 30, 68, 93] and line capacity limits [33, 83, 84], or not. In
this work we model network constraints, and the resulting prices are therefore
locational marginal prices [80]. In this scheme, a generating unit injecting
power at a given node is paid the locational marginal price corresponding to
that node; and conversely, a demand receiving power from a given node pays
the locational marginal price corresponding to that node.
From a modeling point of view, there are some features associated with
the transmission network that must be taken into account such as:
• Losses: Losses are incurred in the transmission (and distribution) net-
work as the electricity flows to the consumers. Most of these losses are
attributable to the heating of the power lines by the electrical current
flowing through them.
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• Line capacity limits: Due to technical reasons, power flow through
any line is limited. If a line is working under its maximum flow, it is
said that the line is congested. Line congestion can limit production of
some generating units and / or consumption of the demands, producing
technical and economic inefficiencies.
In this work, we consider a network representation of the electric power
system consisting in a linearized power flow model that includes a precise
representation of losses. This linear model makes it possible to compute
locational marginal prices while taking into account the effects of line con-
gestion and transmission losses in an accurate and efficient manner.
For the sake of clarity, we first formulate the market-clearing procedure
used by the ISO to clear the market without modeling losses. Then, this
procedure is extended to include a linearized version of losses.
2.4.1 Maximum Social Welfare
The market participants have different goals. The coordinator of the mar-
ket, that is, the independent system operator, has responsibility for setting
up transactions between market participants, as well as maximizing social
welfare [86].
Social welfare is the total benefit realized by the transactions [65] and
can be defined as the sum of the consumer surplus and the producer surplus,
and is represented by the shaded area in Figure 2.4. The consumer surplus
is computed as the difference of the sum of accepted demand bids times
their corresponding bid prices and the costs for consuming these accepted
demand bids. Similarly, the producer surplus is computed as the difference
of the revenues for producing the accepted production bids and the sum of
accepted production bids times their corresponding bid prices. It should be
noted that if the generating companies do not bid at their respective marginal
costs, the ISO does not strictly maximize the social welfare.
The ISO clears the market by seeking maximum social welfare for the
entire time horizon. To do so, the ISO must know the bidding stacks of the
generating units and the demands to clear the market. In what follows, the
bidding rules of the generating units and the demands are described.
2.4.1.1 Bidding Rules
A bid is a specified amount of electricity at a given price. Most common
bid-based pool markets require step-functions. This is the reason for using
step-functions in the model presented. However, other bidding curves, such
as continuous curves, can be straightforwardly incorporated into the model
[48, 49].
Note that we are not interested in determining the bidding strategy of
the generating companies and the consumers, because we assume that bids














Figure 2.4: Social welfare
are data in our problem. Game theory [34, 37, 62] can be used to simulate
the decision making process of the generating companies and the consumers
in a pool-based electricity market.
The generating companies submit electric power sale bids to the pool for
each of the generating units they own and for all hourly scheduling periods.
For each hour, bids of each generating unit are monotonically increasing
piecewise constant stacks of quantities and prices. Note that prices are not
necessarily marginal costs [65, 80, 87].
Analogously, the consumers submit electric power purchase bids to the
pool for each of the demands they own and for the hourly scheduling periods.
For each hour, bids of each demand are monotonically decreasing piecewise
constant stacks of quantities and prices. Note that prices do not necessarily
represent marginal utilities [65, 80, 87].
For a given time period, Figure 2.4 shows supply and demand step-
functions.
2.4.2 Objective Function
The ISO clears the market by seeking maximum social welfare. The social
welfare can be expressed as the difference of two terms. The first term
is the sum of the power blocks bid and accepted by each demand in each
period, multiplied by the corresponding bidding price. The second term is
38 CHAPTER 2. MODELING OF MARKET AGENT BEHAVIOR
the sum of the power blocks bid and accepted by each generating unit in
each period, multiplied by the corresponding bidding price. The following
















where λBDjk(t) is the price bid by demand j to buy power block k in hour t;
and λBGib(t) is the price bid by generating unit i to sell power block b in hour
t.
Note that the variables P̃Gib(t) and P̃Djk(t) are equal to PGib(t) and
PDjk(t), respectively, via explicit constraints. Power generation and demand
variables are replicated to make the problems of the generating companies
and the consumers compatible with the ISO problem. Replication of these
variables permits stating the problem of the generating companies, the con-
sumers and the ISO as a single linear complementarity problem defined by
the optimality conditions of these problems. This requirement comes from
the fact that a linear complementarity problem has the same number of con-
straints as variables. If power generation and demand variables had not
been replicated, the number of constraints would have been higher than the
number of variables.
2.4.3 Constraints
The ISO is responsible for physically controlling the electricity system to
maintain its security and reliability. Therefore, the ISO enforces certain
network constraints to ensure a secure operation. The constraints of the ISO
problem are explained in the following subsections. Note that losses are not
included in the formulation of these constraints but will be considered in
Subsection 2.4.6.
2.4.3.1 Network Model
The transmission network plays a crucial role in the functioning of the mar-
ket. A detailed model of the network implies considerable complexity in
the model. Consequently, one must decide on the proper tradeoff between
modeling details and computational burden.
The transmission network can be represented in detail using an AC power
flow model that includes the nonlinear equations that govern power flows
through the network. This model is typically used in short-term planning,
reliability analysis and system operations. To achieve numerical tractability,
in our study the transmission network is represented by a DC power flow.
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The DC model is a linear approximation that accounts only for the active
power flows (not reactive power flows) and the voltage angles (not voltage
magnitudes). In this model, voltage magnitudes are assumed to be the same
for all nodes and equal to one. Within this DC model both Kirchhoff cur-
rent and voltage laws apply. Using these two laws, the flows within the
transmission network can be uniquely identified using the power balance at
every node. Besides, the power flowing through any line is limited using the
available transmission capability. Further details can be found in [8, 44, 46].
Therefore, network constraints considered by the ISO are power balances at
every node, capacity limits at every line and voltage angle bounds.
Note that deterministic [68] or probabilistic [13] security constraints can
be incorporated into the formulation of the ISO problem. At the cost of
increasing the computational burden, line and generator contingencies can
also be incorporated into the model for the ISO, as stated in [81]. Moreover,
transmission losses can be incorporated as stated in, for instance, [27, 30,
68, 93]. Based on numerical experience, adding losses does not significantly
change results. However, in Section 2.4.6 a formulation including losses is
presented.
2.4.3.2 Power Balances
At every node of the transmission network, power balance is enforced. The
power balance establishes that generation injection at a node for all the units
located at that node minus the demand extracted from that node for all the
demands located at that node minus power reaching the adjacent nodes from
the node must be equal to zero. The following expression states the power


















∀n ∈ N ;∀t ∈ T, (2.81)
where Bnm is the susceptance of line n−m and δn(t) is the voltage angle of
bus n in hour t.
2.4.3.3 Line Capacity Limits
For every line, the power flowing through any line (in either of the two direc-
tions) should be below a security bound which is called the line transmission




] ≤ Pmaxnm ; ∀n ∈ N ;∀m ∈ Ωn;∀t ∈ T, (2.82)
where Pmaxnm is the transmission capacity limit of line n−m.
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2.4.3.4 Bounds on Voltage Angles
Values of voltage angles are limited to between 0 and 2π radians. These
bounds are included as
δn(t) ≤ 2π; ∀n ∈ N ; ∀t ∈ T (2.83)
δn(t) ≥ 0; ∀n ∈ N ;∀t ∈ T. (2.84)
2.4.3.5 Variable Replication
As explained in Section 2.4.2, power generation and demand variables are
replicated to make the problems of the generating companies and the con-
sumers compatible with the ISO problem. The following equations enforce
that the power generated and demanded in the ISO problem are equal to the
power generated and demanded in the problems of the generating companies
and the consumers, respectively,
PGib(t)− P̃Gib(t) = 0; ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.85)
PDjk(t)− P̃Djk(t) = 0; ∀j ∈ D; k = 1, . . . , NDj; ∀t ∈ T. (2.86)
2.4.4 Formulation of the ISO Problem without Losses
The ISO clears the market by seeking maximum social welfare for the whole
multi-period time framework and enforcing network constraints. The ISO







































] ≤ Pmaxnm : γnm(t); ∀n ∈ N ;∀m ∈ Ωn;
∀t ∈ T (2.89)
PGib(t)− P̃Gib(t) = 0 : µGib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.90)
PDjk(t)− P̃Djk(t) = 0 : νDjk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (2.91)
δn(t) ≤ 2π : ζn(t); ∀n ∈ N ;∀t ∈ T (2.92)
δn(t) ≥ 0; ∀n ∈ N ;∀t ∈ T. (2.93)
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The objective function (2.87) is the net social welfare. It is subject to
enforcing power balance at every node (2.88), line capacity limits (2.89),
that the power generated and demanded in the ISO problem are equal to the
power generated and demanded in the problems of the generating companies
and the consumers, (2.90) and (2.91) respectively, and bounds on voltage
angles, (2.92) and (2.93).
2.4.5 First Order Optimality Conditions
The ISO problem is a linear programming problem, so the KKT optimality
conditions [6] are both necessary and sufficient for describing optimal points.
The optimality conditions for problem (2.87)-(2.93) are to find the gen-
eration power block levels P̃Gib(t), the demand power block levels P̃Djk(t),
voltage angle δn(t), and dual variables ρn(t), γnm(t), µGib(t), νDjk(t) and ζn(t)
such that,
0 = λBGib(t)− ρn(i)(t) + µGib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.94)



































∀n ∈ N ;∀t ∈ T (2.97)
0 ≤ Pmaxnm −Bnm
[
δn(t)− δm(t)
] ⊥ γnm(t) ≥ 0; ∀n ∈ N ;
∀m ∈ Ωn; ∀t ∈ T (2.98)
0 = PGib(t)− P̃Gib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.99)
0 = PDjk(t)− P̃Djk(t); ∀j ∈ D; k = 1, . . . , NDj; ∀t ∈ T (2.100)
0 ≤ 2π − δn(t) ⊥ ζn(t) ≥ 0; ∀n ∈ N ;∀t ∈ T. (2.101)
Free dual variables, ρn(t), µGib(t) and νDjk(t), are associated with equa-
tions (2.94), (2.95), (2.97), (2.99) and (2.100), respectively.
Note that a similar simplification to that made for the problem of the
generating companies has been carried out in this subsection, eliminating
the dual variable of equation (2.93).
2.4.6 Formulation of the ISO Problem Considering
Losses
The ISO problem is formulated including a linearized version of losses sim-
ilar to the one presented in [27, 30, 68, 93], where the convexity and good
42 CHAPTER 2. MODELING OF MARKET AGENT BEHAVIOR
computational behavior of this linearization is shown. The linearization of
losses is developed below.
Under a flat voltage assumption, the real power flow through line n−m
computed at node n, Pnm(t) and at node m, Pmn(t) [8, 44, 46] are given by















The losses incurred in line n−m can be expressed as









where Gnm is the conductance of line n−m; and δnm(t) is the voltage angle
difference between nodes n and m at period t. The latter equality follows
from a second-order approximation of the cosine function, which has proven
to be a good approximation of the losses in a line under normal operation.
A linear approximation of the quadratic term of the right-hand side of
the equation (2.104) can be obtained using L piecewise linear blocks. That
is,




where δnm,l(t) is the l
th voltage angle difference block relative to nodes n
and m at period t; αnm,l(t) is the slope of the l
th block of voltage angle
difference of nodes n and m at period t; and L is the number of blocks for
the linearization of losses.
If the piecewise length is ∆δ for all the blocks, the slope can be expressed
as
αnm,l(t) = (2l − 1)∆δ, (2.106)
and the absolute value function is expressed as
|δnm,l(t)| = δ+nm,l(t) + δ−nm,l(t), (2.107)
where δ+nm,l(t) and δ
−
nm,l(t) are respectively the positive and negative part of
the voltage angle difference of block l between nodes n and m at period t.
With the substitution of the last expressions in the equation (2.105) we
obtain
P lossnm (t) = −Gnm∆δ
L∑
l=1
(2l − 1)[δ+nm,l(t) + δ−nm,l(t)
]
. (2.108)
This expression represents linearized losses in line n − m. Moreover,
losses in line n − m can be interpreted as additional demands at nodes n
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and m, which are divided equally between nodes n and m. So, the following
expression represents the losses assigned to node n,











; ∀t ∈ T. (2.109)
Next, the formulation of the ISO problem is developed including losses





















































(2l − 1)[δ+nm,l(t) + δ−nm,l(t)
]]
= 0 : ρn(t);






] ≤ Pmaxnm : γnm(t); ∀n ∈ N ;
∀m ∈ Ωn;∀t ∈ T (2.113)
PGib(t)− P̃Gib(t) = 0 : µGib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.114)
PDjk(t)− P̃Djk(t) = 0 : νDjk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (2.115)
δ+nm,l(t) ≤ ∆δ : ζ+nm,l(t); ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (2.116)
δ−nm,l(t) ≤ ∆δ : ζ−nm,l(t); ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (2.117)
δ+nm,l(t) ≥ 0; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (2.118)
δ−nm,l(t) ≥ 0; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T. (2.119)
The objective function (2.111) is the net social welfare and is the same as
the case with no loss, equation (2.87). It is subject to enforcing power balance
at every node and at every period (2.112), line capacity limits through every
line and every time period (2.113), that the power generated and demanded
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in the ISO problem are equal to the power generated and demanded in the
problems of the generating companies and the consumers, (2.114) and (2.115)
respectively, and bounds on voltage angle difference blocks, (2.116)-(2.119).
For every node, equation (2.112) includes four terms: generation injected
at the node, demand extracted from the node, power reaching the node from
adjacent nodes and losses.
In the context of an optimal power flow, Schweppe et al. [80] proposes a
formulation similar to (2.111)-(2.119), although nonlinear. In an equilibrium
modeling context, the loss-affected piecewise formulation (2.111)-(2.119) is
similar to the one used in [30].
2.4.7 First Order Optimality Conditions
The ISO problem has been formulated through a linear programming prob-
lem, therefore, the KKT optimality conditions [6] are both necessary and
sufficient for describing optimal points.
The optimality conditions for problem (2.111)-(2.119) are to find the gen-
eration power block levels P̃Gib(t), the demand power blocks levels P̃Djk(t),
the positive part of the voltage angle difference blocks δ+nm,l(t), the negative
part of the voltage angle difference blocks δ−nm,l(t), and dual variables ρn(t),





0 = λBGib(t)− ρn(i)(t) + µGib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.120)







+ Bnm γnm(t) + ζ
+
nm,l(t)





]−Bnm γnm(t) + ζ−nm,l(t)




























(2l − 1)[δ+nm,l(t) + δ−nm,l(t)
]]
;
∀n ∈ N ;∀t ∈ T (2.124)





] ⊥ γnm(t) ≥ 0; ∀n ∈ N ;
∀m ∈ Ωn;∀t ∈ T (2.125)
0 = PGib(t)− P̃Gib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (2.126)
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0 = PDjk(t)− P̃Djk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (2.127)
0 ≤ ∆δ − δ+nm,l(t) ⊥ ζ+nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;
∀t ∈ T (2.128)
0 ≤ ∆δ − δ−nm,l(t) ⊥ ζ−nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;
∀t ∈ T. (2.129)
Free dual variables, ρn(t), µGib(t) and νDjk(t), are associated with equa-
tions (2.120), (2.121), (2.124), (2.126) and (2.127), respectively.
Note that a similar simplification to that made for the problem of the gen-
erating companies has been carried out in this subsection, that is, eliminating
the dual variables of equations (2.118) and (2.119).
2.5 Summary
This chapter presents the general formulation of the problems faced by each
market agent in the pool as linear optimization programs. The generating
companies seek to maximize their respective profits, subject to technical lim-
its on production such as the capacity limit, the minimum power output
and available maximum and minimum power output taking into account the
start-up and shut-down ramp limits, and the ramp-up and ramp-down limits.
The goals of the consumers are to maximize their respective economic utilities
according to limits on demand such as minimum demand requirements. And
finally, the ISO clears the market by taking into account network constraints
and seeking maximum social welfare. Network constraints considered by the
ISO are power balance at every node, capacity limit at every line and voltage
angle bounds. The type of market under consideration uses the concept of
locational marginal pricing, and these locational marginal prices are deter-
mined as the dual variables associated to the power balance constraints as
part of the problem faced by the ISO. For the sake of clarity, the problem
of the ISO is formulated with and without a consideration of network losses.
Once these linear programming problems are formulated, we obtain their
respective KKT optimality conditions that describe their optimal points.





This chapter provides a tool to find the equilibrium of an electricity market
in a single period of time, typically one hour. The market includes generating
companies and consumers as well as an Independent System Operator (ISO)
[56, 81, 82]. Using this tool, market agents simultaneously optimize their
respective individual and conflicting objectives.
The market presents a pool format in which each generating company
bids a set of energy production blocks and their corresponding minimum
selling prices, and each consumer bids a set of consumption energy blocks
and their corresponding maximum buying prices. In turn, the ISO clears the
market seeking maximum social welfare. So, the single-period equilibrium is
computed once the bidding stacks of every unit of each generating company
and the bidding stacks of every demand of each consumer are known.
The equilibrium is defined as the energy transaction levels and their as-
sociated prices that result in:
• maximum profit for every individual generating company
• maximum utility for every individual consumer
• maximum net social welfare for the ISO.
The definition of a single-period equilibrium is illustrated in Figure 3.1.
We consider a detailed network representation of the electric power sys-
tem, consisting of a linearized power flow model that includes a precise repre-
sentation of losses [27, 30, 68, 93]. This linear model permits the computing
of locational marginal prices while taking into account the effects of line con-
gestion and transmission losses in an accurate and efficient manner. The
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Figure 3.1: Definition of single-period equilibrium
demands are taken to be non-constant and their values are determined as
part of the solution.
The generating companies and the consumers are modeled as solving ap-
propriate optimization problems with locational marginal prices as inputs.
The locational marginal prices are determined as dual prices to balance con-
straints which are part of an optimization problem faced by the ISO. Using a
linear model to represent the network, each of these three sets of optimization
problems are linear programming problems. Thus, the Karush-Kuhn-Tucker
(KKT) optimality conditions [6] are both necessary and sufficient for de-
scribing optimal points. The optimality conditions of the three sets of prob-
lems result in a Mixed Linear Complementarity Problem (MLCP) that can
be solved as the optimal solution of an equivalent Quadratic Programming
Problem (QPP) [25, 59].
Conditions that ensure minimum profit for the generating units, which are
relevant in actual markets and represent an important modeling advantage,
can be included. These conditions may render a generating unit uncom-
petitive and expel it from the market. The minimum profit conditions can
be included as additional constraints to the equivalent quadratic problem
mentioned previously.
This chapter provides the formulation of the equilibrium problem in both
cases, not considering and considering minimum profit conditions, and effi-
cient solution techniques to solve these problems are developed. In addition,
the equilibrium problem is compared with an optimal power flow. It should
be noted that unlike the optimal power flow, the proposed equilibrium pro-
cedure allows incorporating minimum profit conditions for on-line generating
units.
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3.2 Equilibrium without Minimum Profit
Conditions
For the single-period case, equilibrium can be obtained considering the set
of continuous optimization problems corresponding to the maximum profit
/ utility of the generating companies / consumers and the maximum social
welfare of the independent system operator, and corresponding optimality
conditions [6] result in a mixed linear complementary problem which is easy
to solve [25, 50, 59]. The solution of this MLCP provides a market equilib-
rium.
This section formulates the single-period equilibrium and proposes a solu-
tion technique to determine the market equilibrium. This market equilibrium
is compared with the solution of an optimal power flow and an example is
used to illustrate the results of this comparison.
3.2.1 Problem Formulation
An equilibrium optimizes individual and conflicting objectives of each market
agent simultaneously. The market participants considered in this work are
generating companies, consumers and an independent system operator. The
models of market participants have been explained in Chapter 2 in a general
manner. Below, these models are defined for a single-period case.
In this chapter, the considered time horizon is therefore one time period.
For this reason, the time variable t is eliminated.
Additional simplifications are made in the models of the generating com-
panies. The model for a generating company developed in Chapter 2 (equa-
tions (2.22)-(2.32)) includes constraints that link one period with the follow-
ing and the previous one, such as ramp rate limits. These constraints are
not relevant in the single-period case, so they are not taken into account in
modeling generating companies to obtain the single-period market equilib-
rium. Note that fixed, start-up and shut-down costs should be considered in
a multi-period framework, but not in the single-period case, so these costs
are also eliminated from the formulation. The last remark is that minimum
power output of every generating unit is equal to zero in order to avoid the
use of binary variables in the formulation of the problem. Avoiding the use of
binary variables in the formulation allows the use of the Karush-Kuhn-Tucker
conditions to derive the optimal solution of the problem.
If the above simplifications are not made, the single-period problem can
be solved using the technique developed in Chapter 4 to solve the multi-
period problem.
In the equilibrium, the generating companies maximize their respective
profits. The problem of any generating company can be formulated as the
following linear programming problem,













PGib ≤ PmaxGi : αi; ∀i ∈ Gf (3.2)
PGib ≤ PmaxGib : φib; ∀i ∈ Gf ; b = 1, . . . , NGi − 1 (3.3)
PGib ≥ 0; ∀i ∈ Gf ; b = 1, . . . , NGi. (3.4)
The decision variables of this problem are the amounts of power to be
generated by each unit i in each block b, i.e., PGib; and prices ρn(i) are fixed
values for the generating companies but variables in the larger overall single-
period equilibrium problem.
The objective function (3.1) is the total profit for the generating company.
The set of constraints (3.2) specifies the capacity limit of each generating
unit and (3.3) represents the maximum capacity limit for each block of each
unit, except the last block of each unit in order to avoid redundancy with
constraint (3.2). Nonnegative levels of power to be generated by each unit
in each block are stated by (3.4).
In what follows, the formulation of the problem of any consumer is pre-
sented. This model is similar to the one presented in Chapter 2 (equations













PDjk ≥ PminDj : σj; ∀j ∈ Dq (3.6)
PDjk ≤ PmaxDjk : ϕjk; ∀j ∈ Dq; k = 1, . . . , NDj (3.7)
PDjk ≥ 0; ∀j ∈ Dq; k = 1, . . . , NDj. (3.8)
The decision variables of this problem are the amounts of power to be
consumed by each demand j in each block k, i.e., PDjk; and prices ρn(j) are
fixed values for the consumer but variables in the larger overall single-period
equilibrium problem.
The objective function (3.5) represents the economic utility for the con-
sumer. Equation (3.6) is the minimum demand requirement of each demand
of the consumer, and equations (3.7)and (3.8) limit the power consumed in
each block of each demand.
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Lastly, the problem of the ISO is formulated including line losses and line









































(2l − 1)(δ+nm,l + δ−nm,l
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) ≤ Pmaxnm : γnm; ∀n ∈ N ;∀m ∈ Ωn (3.11)
PGib − P̃Gib = 0 : µGib; ∀i ∈ G; b = 1, . . . , NGi (3.12)
PDjk − P̃Djk = 0 : νDjk; ∀j ∈ D; k = 1, . . . , NDj (3.13)
δ+nm,l ≤ ∆δ : ζ+nm,l; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.14)
δ−nm,l ≤ ∆δ : ζ−nm,l; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.15)
δ+nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.16)
δ−nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L. (3.17)
The decision variables of this problem are the amounts of power to be
generated by each generating unit i in each block b, i.e., P̃Gib; the amounts of
power to be consumed by each demand j in each block k, i.e., P̃Djk; positive
and negative part of the voltage angles difference blocks, δ+nm,l and δ
−
nm,l; and
the locational marginal prices, ρn.
The objective function (3.9) is the social welfare and is maximized subject
to power balance at every node (3.10), line capacity limits (3.11), equality
between power generated and demanded in the ISO problem and in the
problems of the generating companies and the consumers, (3.12) and (3.13)
respectively, as well as limits for the voltage angles difference blocks, (3.14)-
(3.17).
3.2.2 Solution Technique: Mixed Linear Complemen-
tarity Problem
The market equilibrium is defined as the energy transaction levels for which
the generating companies maximize their respective profits and the con-
sumers maximize their respective utilities and the ISO maximizes the social
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welfare. So, we have different problems with conflicting objectives that must
be optimized simultaneously.
Note that the KKT optimality conditions are both necessary and suf-
ficient for describing the optimal point of a linear programming problem.
Then, the optimality conditions of the problems of the generating companies
define the optimal point of these problems, and the same applies for the op-
timality conditions of the problems of the consumers and the ISO problem.
For this reason, the equilibrium can be defined by the optimality conditions
for the problem of each generating company, each consumer and the ISO. It
should be noted that we use optimality conditions (complementarity theory)
to be able to include constraints on prices, i.e., on dual variables. This feature
enhances the capabilities of the model we propose. For instance, it makes it
possible to include minimum profit conditions for the generating companies
or maximum cost conditions for the consumers. Note that it is impossible
to consider such conditions when an optimal power flow or a conventional
market-clearing procedure is applied because prices are not available to im-
pose constraints on them, since they are outputs of the procedure.
Note that the KKT conditions for the problem of any generating company
have the same structure as for the other generating companies, therefore, we
formulate jointly the KKT optimality conditions of all the generating compa-
nies. The same reasoning is applied to the optimality conditions of all the con-
sumers. Equations (3.18)-(3.20), which comprise the optimality conditions
for the problems of all the generating companies, equations (3.21)-(3.23),
which comprise the KKT conditions for the problems of all the consumers,
and equations (3.24)-(3.33), the optimality conditions for the problem of the
ISO, result in a mixed linear complementarity problem [25] to be solved in
order to determine the market equilibrium. A mixed linear complementarity
problem consists of a linear complementarity problem and a system of linear
equations. In Appendix A the linear complementarity problem is described
in detail.
The mixed linear complementarity problem that defines the market equi-
librium can be written in compact form as,
0 ≤ λCGib − ρn(i) + αi + φib ⊥ PGib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi (3.18)
0 ≤ PmaxGi −
NGi∑
b=1
PGib ⊥ αi ≥ 0; ∀i ∈ G (3.19)
0 ≤ PmaxGib − PGib ⊥ φib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi − 1 (3.20)




PDjk − PminDj ⊥ σj ≥ 0; ∀j ∈ D (3.22)
0 ≤ PmaxDjk − PDjk ⊥ ϕjk ≥ 0; ∀j ∈ D; k = 1, . . . , NDj (3.23)
0 = λBGib − ρn(i) + µGib; ∀i ∈ G; b = 1, . . . , NGi (3.24)
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+ Bnm γnm + ζ
+
nm,l ⊥ δ+nm,l ≥ 0;





]−Bnm γnm + ζ−nm,l ⊥ δ−nm,l ≥ 0;




























(2l − 1)(δ+nm,l + δ−nm,l
)]
; ∀n ∈ N (3.28)





) ⊥ γnm ≥ 0; ∀n ∈ N ;
∀m ∈ Ωn (3.29)
0 = PGib − P̃Gib; ∀i ∈ G; b = 1, . . . , NGi (3.30)
0 = PDjk − P̃Djk; ∀j ∈ D; k = 1, . . . , NDj (3.31)
0 ≤ ∆δ − δ+nm,l ⊥ ζ+nm,l ≥ 0; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L (3.32)
0 ≤ ∆δ − δ−nm,l ⊥ ζ−nm,l ≥ 0; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L. (3.33)
The above mixed linear complementarity formulation is a useful tool for
various market participants. In particular, the market regulator benefits by
identifying market equilibria as part of its market monitoring. Additionally,
this market model can assist the generating companies and the consumers in
their respective bidding planning processes.
Numerical simulations using different power systems show the existence
of the solution; however, no formal proof of its existence has been developed.
3.2.3 Problem Size
The size of this mixed linear complementarity problem (3.18)-(3.33) is illus-
trated in Table 3.1. In this table, NG and ND represent the total number
of the units and of the demands in the system, respectively; NGB and NDK
represent the total number of blocks bid by all units and demanded by all
demands, respectively; NN and NL represent the total number of nodes and
lines of the system, respectively; and L represents the number of blocks used
to linearize losses.
There are several computational methods for solving mixed linear com-
plementarity problems (see for example [24, 25, 28, 32, 35]). Available com-
mercial solvers include, among others, PATH [29], MILES [78] and SMOOTH
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Table 3.1: Size of the MLCP
Number of positive Number of free Number of
continuous variables continuous variables equations
2(NGB + NDK) + 2NL 2(NGB + NDK) + NN
8(NGB + NDK) + NN
+NG + ND + 8NLL +6NL + 3ND + 24NLL
[19], which can be used GAMS [14], AMPL [36] or AIMMS [75]. A compar-
ison of these commercial solvers can be found in [10].
3.2.4 Comparison with an Optimal Power Flow
The Optimal Power Flow (OPF) [15, 54, 91] is defined as an optimization
problem in which certain variables are adjusted to optimize an objective
function, while satisfying physical and operational constraints. The objec-
tive function is to maximize the social welfare. Constraints are basically
generating power output limits, power balance at every node and real power
flow limits in every line.
Unlike the optimal power flow, the equilibrium previously described al-
lows modeling the activities of the various market participants, and more
importantly, allows including constraints on prices (dual variables), such as
minimum profit conditions.
A comparison between the single-period equilibrium and the optimal
power flow is made in this section.
As stated in Subsection 3.2.1, the minimum power output of each gener-
ating unit is considered equal to zero, and line transmission capacity limits
and a linearized version of losses are included in the model of the network.










































(2l − 1)(δ+nm,l + δ−nm,l
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) ≤ Pmaxnm : γnm; ∀n ∈ N ;∀m ∈ Ωn (3.36)
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NGi∑
b=1
PGib ≤ PmaxGi : αi; ∀i ∈ G (3.37)
PGib ≤ PmaxGib : φib; ∀i ∈ G; b = 1, . . . , NGi − 1 (3.38)
PGib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi (3.39)
NDj∑
k=1
PDjk ≥ PminDj : σj; ∀j ∈ D (3.40)
PDjk ≤ PmaxDjk : ϕjk; ∀j ∈ D; k = 1, . . . , NDj (3.41)
PDjk ≥ 0; ∀j ∈ D; k = 1, . . . , NDj (3.42)
δ+nm,l ≤ ∆δ : ζ+nm,l; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.43)
δ−nm,l ≤ ∆δ : ζ−nm,l; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.44)
δ+nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.45)
δ−nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L. (3.46)
The objective function (3.34) represents the social welfare that is maxi-
mized subject to technical constraints. Equation (3.35) is the power balance
in each node and equation (3.36) imposes line capacity limits. Constraint
(3.37) is the maximum power output of each generating unit and equations
(3.38) and (3.39) represent the power bound of each production block. Equa-
tion (3.40) enforces the minimum demand requirement for each demand and
equations (3.41) and (3.42) are the power limits for the consumption blocks.
Finally, equations (3.43)-(3.46) represent the limits of the block modeling
voltage angle differences.
The KKT optimality conditions of this optimal power flow are derived to
compare them with the mixed linear complementarity problem that defines
the single-period equilibrium.
0 ≤ λBGib − ρn(i) + αi + φib ⊥ PGib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi (3.47)
0 ≤ PmaxGi −
NGi∑
b=1
PGib ⊥ αi ≥ 0; ∀i ∈ G (3.48)
0 ≤ PmaxGib − PGib ⊥ φib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi − 1 (3.49)




PDjk − PminDj ⊥ σj ≥ 0; ∀j ∈ D (3.51)







+ Bnm γnm + ζ
+
nm,l ⊥ δ+nm,l ≥ 0;
∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L (3.53)





]−Bnm γnm + ζ−nm,l ⊥ δ−nm,l ≥ 0;




























(2l − 1)(δ+nm,l + δ−nm,l
)]
; ∀n ∈ N (3.55)





) ⊥ γnm ≥ 0; ∀n ∈ N ;∀m ∈ Ωn (3.56)
0 ≤ ∆δ − δ+nm,l ⊥ ζ+nm,l ≥ 0; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L (3.57)
0 ≤ ∆δ − δ−nm,l ⊥ ζ−nm,l ≥ 0; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L. (3.58)
Equations (3.47)-(3.58) are the KKT conditions of the optimal power flow
and define a mixed linear complementarity problem.
Note that optimality conditions (3.47)-(3.52) of the optimal power flow
exactly correspond to optimality conditions (3.18)-(3.23) of the equilibrium
if the generating companies and the consumers are supposed to bid at
their marginal cost and utility, respectively. Moreover, optimality condi-
tions (3.53)-(3.58) of the OPF correspond to conditions (3.26)-(3.29) and
(3.32)-(3.33) of the equilibrium if conditions (3.30)-(3.31) are included in the
power balance equation (3.28). So, the only conditions of the equilibrium
not considered by the optimality conditions of the optimal power flow are
conditions (3.24) and (3.25), which do not enforce any restriction on prices
because variables µGib and νDjk can take any value. Therefore, the single-
period equilibrium is equivalent to the optimal power flow if price bids of
the generating companies and the consumers correspond to their marginal
costs and utilities, respectively, and if no minimum profit conditions for the
generating units are considered.
3.2.5 Example
This example has been designed to illustrate the single-period equilibrium
and to verify the equivalence between the equilibrium without minimum
profit conditions and the optimal power flow.
3.2.5.1 Data
The 4-node network [46] depicted in Figure 3.2 is used in this numerical
example. The network includes two generating units located at nodes 1 and
2, respectively. The maximum and minimum power output of each generating
unit is shown in the figure. There are power consumptions at nodes 3 and 4,
and their respective minimum demand requirements are indicated in Figure
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3.2. The generating units belong to two different generating companies,






P    = 70 MWD
min
P    = 50 MWD
min
P    = 200 MWG
max
P    = 0 MWG
min
P    = 400 MWG
max
P    = 0 MWG
min
Figure 3.2: 4-node network. Example 3.2.5
Every generating unit bids at its marginal costs using two blocks. The
size and price of each block of each generating unit are shown in Table 3.2.
Table 3.2: Generating unit bids. Example 3.2.5
Block 1 Block 2
Unit Size Price Size Price
[MW] [$/MWh] [MW] [$/MWh]
1 100 18.6 100 20.3
2 150 19.2 250 20.0
Every demand uses two blocks to bid on the market and prices associated
with these blocks correspond to their respective utilities. Table 3.3 shows
the size and the price of each block bid by each demand.
Line data can be found in Table 3.4 and include the value of the line
parameters such as resistance, reactance and shunt susceptance, and the line
capacity limits. The line parameters are per unit (three-phase base of 230
kV and 100 MVA).
The bus admittance matrix [8] is shown below. This is obtained using
the line parameter provided in Table 3.4.
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Table 3.3: Demand bids. Example 3.2.5
Block 1 Block 2
Node Size Price Size Price
[MW] [$/MWh] [MW] [$/MWh]
3 120 23.5 130 20.5
4 100 22.0 150 19.0
Table 3.4: Line data. Example 3.2.5
From To R X B Capacity limit
node node [pu] [pu] [pu] [MW]
1 3 0.01008 0.0504 0.1025 100
1 4 0.00744 0.0372 0.0775 100
2 3 0.00744 0.0372 0.0775 150




8.98− 44.84i 0 −3.82 + 19.08i −5.17 + 25.85i
0 8.19− 40.92i −5.17 + 25.85i −3.02 + 15.12i
−3.82 + 19.08i −5.17 + 25.85i 8.98− 44.84i 0
−5.17 + 25.85i −3.02 + 15.12i 0 0


The real part of the bus matrix is represented by G and the imaginary
part by B. That is,
Ybus = G + iB. (3.59)
Finally, four blocks have been used to linearize losses and the piecewise
length for all blocks is ∆δ = 5o = 0.087 rad.
3.2.5.2 Equilibrium Problem
Figure 3.3 shows the demand curve and the supply curve of the example
3.2.5.
Table 3.5 provides results of the single-period equilibrium concerning gen-
erating unit output, revenues and profits. These results have been obtained
by directly solving the mixed linear complementarity problem (3.18)-(3.33).
Table 3.6 shows the power consumed and the corresponding demand costs.
Power flows and losses through each line are provided in Table 3.7, as well
as voltage angle difference blocks. Note that the power flowing through line
2-3 is the same as its capacity limit, so this line is working at its maximum
capacity.
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Figure 3.3: Demand and supply curves for the example 3.2.5
Table 3.5: Results for the generating units. Example 3.2.5
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1 100.00 2023.34 163.34
2 217.15 4343.06 120.00
Total 317.15 6366.40 283.34
Table 3.6: Results for the demands. Example 3.2.5
Node





The equilibrium provides locational marginal prices for all nodes, which
are shown in Table 3.8. Prices are different across nodes due to congestion
in line 2-3.
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Table 3.7: Results for lines. Example 3.2.5
From To δ+nm δ
−
nm Power flow Losses
node node [rad] [rad] [MW] [MW]
1 3 0.0342 0.0000 65.28 0.4913
1 4 0.0133 0.0000 34.40 0.1501
2 3 0.0580 0.0000 150.00 1.7962
2 4 0.0436 0.0000 65.97 0.5757








3.2.5.3 Comparison with the OPF
The optimal power flow of the 4-node network is obtained by solving the
linear programming problem (3.34)-(3.46). The results are exactly the same
as those shown in the previous subsection, obtained through the single-period
equilibrium.
3.3 Equilibrium Including Minimum Profit
Conditions
This section analyzes the single-period equilibrium of a pool-based electricity
market working under locational marginal pricing that includes minimum
profit conditions for on-line generating units. This equilibrium is obtained
through the solution of a quadratic programming problem equivalent to the
mixed linear complementarity problem defined in Subsection 3.2.2, including
the minimum profit conditions.
Contrary to what may happen if an optimal power flow approach is used,
the proposed procedure includes constraints that force any generating unit
that operates to meet a pre-specified minimum profit. These conditions may
render a generating unit uncompetitive and expel it from the market.
To include such minimum profit conditions in the single-period equilib-
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rium problem can originate infeasibilities in the solution of the problem. In
this case, we said we have achieved a near-equilibrium. This behavior is
explained in detail in this section.
The formulation of the single-period equilibrium that defines the equilib-
rium under minimum profits conditions is analyzed in this section and the
effect of imposing these conditions on the market equilibrium is discussed.
Then, different techniques to solve the equilibrium are presented and are
illustrated using the 4-node network.
3.3.1 Justifications for Minimum Profit Conditions
Minimum profit requirements are similar to conditions used in some actual
markets [73] to ensure peak profitability and to promote generation capac-
ity investment. Apart from that, minimum profit condition can be used to
internalize fixed and other costs that do not directly appear in the bidding
stack.
It is important to discuss these minimum profit conditions in rather more
depth since they are computationally challenging yet realistic aspects of elec-
tricity markets. For clarity, we describe a equilibrium procedure similar to
the one solved in the pool-based electricity market of mainland Spain, which
uses these minimum profit conditions. Hours are considered one at a time
and a simple auction mechanism is used to identify the clearing price for each
hour as the intersection of the stepwise increasing production stack and the
stepwise decreasing demand stack. Inter-temporal coupling due to ramping
constraints is taken into account using a myopic mechanism that conditions
the power available for each unit in one hour to the power output in the
previous or the next hour. Once the 24 hours have been processed, mini-
mum profit conditions imposed by the generating units are checked. If one
or more of these constraints are violated, the unit with the highest violation
is expelled from the market (not to be readmitted) and the whole proce-
dure rerun. The clearing concludes once all units declaring minimum profit
conditions meet these constraints.
The model in this section is formulated in order to achieve the same
type of price equilibrium subject to the units not meeting profit constraints
being expelled. There may be multiple equilibria of this type, and if this
is the case, the solution of this model may or may not correspond to the
solution of the Spanish market heuristic just described. From this point of
view, these minimum profit conditions can be considered “outside” any of
the generating company, the consumer, or the ISO optimization problems.
This is the reason for adding them later, after the market equilibrium is
presented, first as a mixed linear complementarity problem and then as an
equivalent quadratic programming problem. Moreover, even if they could be
included for example, as part of the generating company or the ISO problem,
the optimality conditions for this problem would not apply due to the binary
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nature of these constraints. This is a more general issue which researchers
have struggled with over the years, namely, solving a market equilibrium
problem for which there are integer or more generally non-convex constraints.
One must take great care to show that such an equilibrium actually makes
sense in this setting. In dealing with problems with integer constraints, one
approach adopted in O’Neill et al. [74] is to solve the related optimization
problem to optimality, then add constraints forcing the integer variables to
be at the optimal levels. The result is a linear (or convex) program which
has a defendable interpretation for an equilibrium. That work however was
more geared towards a centralized setting as opposed to a market as is the
case with the equilibrium procedure presented in this section. We address
these issues in more detail in Chapter 4.
3.3.2 Problem Formulation
The single-period equilibrium procedure including minimum profit conditions
for generating units is formulated as follows.
First, generating companies, consumers and the ISO are modeled as solv-
ing the optimization problems presented in Subsection 3.2.1. Therefore, the
KKT conditions of this set of optimization problems result in a mixed lin-
ear complementarity problem that corresponds to the one stated in Sub-
section 3.2.2. The solution to this mixed linear complementarity problem
is obtained as an optimal solution of an equivalent quadratic programming
problem [25, 59]. This equivalence is explained in Appendix A. Finally, we
consider the minimum profit condition for each generating unit that declares
such a condition and include them as constraints to the quadratic problem.






PGib ≥ Kivi; ∀i ∈ GM, (3.60)
where Ki is a positive constant that represents minimum profit for generating
unit i; and vi is the on-line status for generating unit i. This equation is only
imposed for the generating units that declare minimum profit conditions and







; ∀i ∈ GM (3.61)
vi ∈ 0, 1; ∀i ∈ GM. (3.62)
Note that conditions (3.60)-(3.62) either enforce minimum profit (vi = 1)
or expel the generating unit from the market (vi = 0).
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3.3.2.1 Mixed Linear Complementarity Problem
The mixed linear complementarity problem defined by the optimality con-
ditions for the problems of the generating companies, for the problems of
the consumers and for the problem of the ISO that determine the market
equilibrium is succinctly stated in compact form in Subsection 3.2.2, equa-
tions (3.18)-(3.33). The solution to this problem must also satisfy minimum
profit conditions, equations (3.60)-(3.62), but these equations cannot be di-
rectly included as additional equations of the mixed linear complementarity
problem because the structure of the problem would be altered as binary
variables would be included in the problem, and consequently, it would no
longer be a complementarity problem. Therefore, to achieve a solution that
satisfies both the mixed linear complementarity problem and the minimum
profit conditions, the complementarity problem is reformulated as a quadratic
programming problem as it is shown in the following subsection.
3.3.2.2 Equivalent Quadratic Programming Problem
The solution of a mixed linear complementarity problem can also be found as
a stationary point of a quadratic programming problem, see Appendix A. The
mixed linear complementarity problem has a solution if and only if there is a
global minimum of the quadratic problem with an objective function optimal
value equal to zero.
This quadratic programming problem should be extended to include the
minimum profit conditions, which are nonlinear constraints that include bi-




0 ≤ λCGib − ρn(i) + αi + φib; ∀i ∈ G; b = 1, . . . , NGi (3.64)
0 ≤ PmaxGi −
NGi∑
b=1
PGib; ∀i ∈ G (3.65)
0 ≤ PmaxGib − PGib; ∀i ∈ G; b = 1, . . . , NGi − 1 (3.66)
PGib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi (3.67)
αi ≥ 0; ∀i ∈ G (3.68)
φib ≥ 0; ∀i ∈ G; b = 1, . . . , NGi (3.69)




PDjk − PminDj ; ∀j ∈ D (3.71)
0 ≤ PmaxDjk − PDjk; ∀j ∈ D; k = 1, . . . , NDj (3.72)
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PDjk ≥ 0; ∀j ∈ D; k = 1, . . . , NDj (3.73)
σj ≥ 0; ∀j ∈ D (3.74)
ϕjk ≥ 0; ∀j ∈ D; k = 1, . . . , NDj (3.75)
0 = λBGib − ρn(i) + µGib; ∀i ∈ G; b = 1, . . . , NGi (3.76)
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nm,l; ∀n ∈ N ;





]−Bnm γnm + ζ−nm,l; ∀n ∈ N ;




























(2l − 1)(δ+nm,l + δ−nm,l
)]
; ∀n ∈ N (3.80)






; ∀n ∈ N ;∀m ∈ Ωn (3.81)
0 = PGib − P̃Gib; ∀i ∈ G; b = 1, . . . , NGi (3.82)
0 = PDjk − P̃Djk; ∀j ∈ D; k = 1, . . . , NDj (3.83)
0 ≤ ∆δ − δ+nm,l; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L (3.84)
0 ≤ ∆δ − δ−nm,l; ∀n ∈ N ; ∀m ∈ Ωn; l = 1, . . . , L (3.85)
δ+nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.86)
δ−nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.87)
γnm ≥ 0; ∀n ∈ N ;∀m ∈ Ωn (3.88)
ζ+nm,l ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L (3.89)












; ∀i ∈ GM (3.92)
vi ∈ {0, 1}; ∀i ∈ GM, (3.93)
where ZQPP corresponds to the sum of all the products of the inequality equa-
tions of the mixed linear complementarity problem, equations (3.18)-(3.33),
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and their respective dual variables, that is, the sum of the complementarity
conditions. Notice that the objective function value, ZQPP, is always bounded
below by zero. The constraints of the quadratic programming problem are
all the inequalities and equalities of the associated mixed linear complemen-
tarity problem without considering the complementarity conditions, and the
minimum profit conditions.
It should be noted that equation (3.91) is nonlinear because its left-hand
side is the sum of bilinear terms. Three different computational techniques
are presented in Section 3.3.4 in order to attain a solution of this mixed-
integer nonlinear programming problem.
3.3.3 Uniqueness, Multiple Dual Solutions and Infea-
sibility
Including minimum profit constraints may render a market equilibrium prob-
lem infeasible unless this problem has multiple dual solutions. Multiple dual
solution case and infeasibility are treated below in Subsections 3.3.3.1 and
3.3.3.2, respectively.
3.3.3.1 Multiple Dual Solutions Case
Equilibrium problem (3.18)-(3.33) might have multiple dual solutions, that
is, might have multiple prices. This case is illustrated in Figure 3.4(a). Note
that there is a range of prices at which the power supplied is equal to the
power demanded. In this situation, minimum profit-constrained equilibrium
problem (3.63)-(3.93) generally results in a feasible problem, whose optimal
solution meets minimum profit conditions.
3.3.3.2 Infeasible Case
Equilibrium problem (3.18)-(3.33) has a unique solution as regards prices,
generations, demands and flows. By adding minimum profit constraints to
this problem, we simply create infeasibilities, assuming that the minimum
profit condition is not attained for this unique solution beforehand. How-
ever, it should be noted that for practical applications where market agents
behave in a reasonable manner, these infeasibilities are generally negligible
for electricity markets with market agents behaving in a reasonable manner.
The reason for this is as follows. Power supply curves tend to be “hockey-
stick” shaped around the market-clearing price in most practical markets,
while demand curves are rather inelastic around the market-clearing price.
The supply curve has a hockey-stick shape because many bids are made at
zero price to ensure acceptance. The demand curve is rather inelastic due
to the nature of electricity consumption. Moreover, the number of steps in
the supply curve is usually large (72 units times 25 steps each results in













Figure 3.4: Multiple dual solutions and infeasible cases
1800 steps for the day-ahead market of mainland Spain). The above can be
observed in the demand and supply curves shown in Figure 3.5 that corre-
spond to the electricity market of mainland Spain (June 15, 2005, hour 11).
The conclusion is that market-clearing is often in the vicinity of these “near-
degeneracy” regions, in which there is a unique equilibrium albeit with step
supply and demand curves as illustrated in Figure 3.4(b). In this figure, it
can be observed that small increments in power (which create slight infea-
sibilities) result in significant price differences (which allow minimum profit
conditions to be met).
Slight infeasibilities cause an optimal objective function value slightly
different from zero in problem (3.63)-(3.93). These slight infeasibilities are
related to prices because power balance is enforced at every node. The cost
incurred due to price infeasibilities could be allocated pro-rata among market
participants, (see [41]).
We define a near-equilibrium as an optimal solution of problem (3.63)-
(3.93) that results in an optimal objective function value slightly different
from zero, which implies that one or more of the complementarity conditions
of the equilibrium problem (3.18)-(3.33) are slightly not satisfied.
Thus, in general, an optimal solution of problem (3.63)-(3.93) represents
a near-equilibrium that may include small complementary infeasibilities of
negligible practical significance. An appropriate measure of the importance
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Figure 3.5: Demand and supply curves in the electricity market of mainland
Spain
of such infeasibilities is the optimal value of the objective function (3.63).
The closer to zero the optimal value of (3.63) is, the closer it is to the com-
plementary feasibility problem (3.63)-(3.93).
3.3.3.3 Infeasibility Cost
As stated above, we can create slight infeasibilities in the equilibrium by
adding minimum profit conditions. Some of these infeasibilities can be origi-
nated by the fact that a generating unit is paid at a price lower than its cost,
or that a demand pays a price higher than its utility, provoking an economic
loss in the generating unit or demand, respectively. The set of this kind of
economic loss for every generating unit and demand of the market is called
the infeasibility cost of the problem, which is usually insignificant.
We propose to cover such infeasibility cost (not covered by prices) paying
an uplift to the generating units and demands with losses that are equal to
its corresponding economic loss. Then, the total cost of these uplifts, C,
could be assigned half to generating units and half to demands, and each
half cost is allocated pro-rata among generating units or among demands.
Other more elaborate procedures are also possible.
Therefore, the additional cost of each generating unit, Ci, and of each
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− Upliftj; ∀i ∈ Duplift, (3.97)
where Guplift and Duplift represent the set of generating units and demands,
respectively, that are compensated with an uplift; and Uplifti and Upliftj are
the uplift paid to generating unit i and demand j, respectively.
Note that additional cost, Ci, is subtracted from the corresponding profit
of generating unit i, and cost, Cj is added to the corresponding demand cost
of demand j.
3.3.4 Solution Technique
Single-period near-equilibrium is obtained through the solution of the prob-
lem (3.63)-(3.93). This problem is a nonlinear problem which is difficult to
solve. The main difficulty lies in the nonlinearity of the minimum profit con-
straints (3.91). We suggest three possible alternative procedures in order to
solve this nonlinear problem.
a) To directly solve the problem using an appropriate nonlinear solver.
b) To linearize the nonlinear minimum profit constraints using Schur’s
decomposition and binary variables as stated in [38, 41], and to solve
the resulting mixed-integer quadratic problem.
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c) To use an algorithm based on a successive over-relaxation method [42].
When the dimension of the single-period equilibrium problem is large,
the CPU time to directly solve the problem is very long, while the other
two procedures work better. Next, we describe the procedure based on a
linearization of the minimum profit constraints and the procedure based on
a successive-over relaxation method.
3.3.4.1 Solution Technique: Linear Approximation of Minimum
Profit Conditions
In this subsection, we introduce a new approach for handling particular types
of non-convex functions but with general importance, such as bilinear func-
tions [38]. We approximate these bilinear functions using only linear equa-
tions and binary variables that satisfy particular conditions (known as SOS
type 2 variables).
This technique linearizes the minimum profit conditions declared for the
generating units using Schur’s decomposition [53] and binary variables [90],
turning the problem (3.63)-(3.93) into a mixed-integer quadratic program-
ming problem, which can be solved using appropriate solvers, e.g. SBB [40]
or CPLEX [40, 57].
The linearization of the minimum profit conditions is outlined below:
a) The nonseparable quadratic terms (also called bilinear terms) of the
minimum profit conditions are transformed into the sum of separable
quadratic forms. This transformation makes use of Schur’s theorem
[53].
b) These separable quadratic terms can be approximated by piecewise
linear functions with appropriate integer constraints [90].
The linear approximation of the minimum profit conditions is explained
below.






PGib ≥ Kivi; ∀i ∈ GM. (3.98)





b=1 ρn(i)PGib. The bilinear terms can be expressed more
compactly as 1
2
rTi Hri, where r
T
i = (ρn(i) PGi1 . . . PGiNGi) and where H is




, where eT = (1 . . . 1). Note that matrix H ∈ IR (NGi+1)×(NGi+1)
and vector eT ∈ IR (NGi+1).
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The following lemma describes Schur’s decomposition that involves the
determination of the eigenvalues of the Hessian matrix of the bilinear terms.
Schur’s decomposition of this matrix is a well-known result in linear algebra.
An advantage of this decomposition is that it involves orthogonal matrices
which are known to have good numerical stability properties.
Lemma 3.1 (Schur’s decomposition). Let H be an (n + 1) × (n + 1)





, where eT ∈ IRn is the vector of all ones.
Then,
• The eigenvalues of H are
{λ1, . . . , λn−1, λn, λn+1} = {0, . . . , 0,
√
n,−√n}.
• H = QDQT where D = diag(λ1, . . . , λn−1, λn, λn+1) and Q is the or-














































































A proof of this lemma is reported in [38].
Schur’s decomposition is applied to the bilinear terms 1
2
rTi Hri. Since H
is a real symmetric matrix, Schur’s decomposition states that there is an
orthogonal matrix Q such that H = QDQT, where D is a diagonal matrix
whose eigenvalues match those of H. It can be shown that these eigenvalues
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with the linear constraint QTri = xi where x
T














































































where j represents the column number of Q.












∀i ∈ GM (3.102)
with the additional linear constraints,
QTri = xi; ∀i ∈ GM, (3.103)
where Q is given by equation (3.101).
In the light of the fact that there are no constraints on variables,
















PGib = xiNGi ; ∀i ∈ GM. (3.105)
Therefore, equation (3.98) is equivalent to quadratic equation (3.102),
and linear equations (3.104) and (3.105).








2 can be approxi-
mated with binary variables as we explain after the illustrative example 3.1.
The following example illustrates how Schur’s theorem can be used.
Illustrative Example 3.1 (Schur’s decomposition). We suppose that
the generating unit 2 of example 3.2.5, which is located at node 2, imposes








PG22 ≥ K2v2. (3.106)
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, the bilinear terms of the
minimum profit condition can be expressed as,

















































bilinear terms (3.107) can be rewritten as,













































Note that equation (3.108) includes variables x21 and x22, therefore only
the last two constraints of (3.109) are needed, because variable x20 is not
necessary to rewrite the minimum profit condition of generating unit 2. These


















PG22 = x22. (3.111)
To sum up, minimum profit condition (3.106) is equivalent to the
quadratic equation (3.108), and linear equations (3.110)-(3.111).









2 into piecewise linear ones. This is accomplished via binary
variables as follows.
Consider the breakpoints (points where the slope of the piecewise lin-










2. Note that separate breakpoints could also be used for
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u2ip bip; ∀i ∈ GM. (3.113)







































u1ip = 1; ∀i ∈ GM (3.116)
P∑
p=1
u2ip = 1; ∀i ∈ GM (3.117)
0 ≤ u1ip ≤ 1; ∀i ∈ GM; ∀p = 1, . . . , P (3.118)
0 ≤ u2ip ≤ 1; ∀i ∈ GM; ∀p = 1, . . . , P. (3.119)




2 and the cor-
responding linear approximation with respect to variable value xi,NGi−1. Note
that the actual function and the approximation coincide at the breakpoints.
We continue explaining the behavior of this linearization. When the value
of the variable xi,NGi−1 corresponds to the value of a breakpoint, e.g. bim,
the variable values u1ip; ∀p 6= m are equal to zero and u1im is equal to one.
If the value of the variable xi,NGi−1 is between two consecutive breakpoints,
e.g. bim and bi,m+1, then the variable values u1ip; ∀p 6= {m,m− 1} are equal
to zero, and u1im, u1i,m+1 are different from zero and the sum of both values






To ensure that the two variables u1ip different to zero are adjacent, we
must add the following adjacency assumption. The adjacency constraints for
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Figure 3.6: Piecewise linear approximation of a quadratic function
xi,NGi−1 and xiNGi are as follows,
u1i1 ≤ z1i1, u1i2 ≤ z1i1 + z1i2, . . . , u1i,P−1 ≤ z1i,P−2 + z1i,P−1,
u1iP ≤ z1i,P−1; ∀i ∈ GM (3.120)
u2i1 ≤ z2i1, u2i2 ≤ z2i1 + z2i2, . . . , u2i,P−1 ≤ z2i,P−2 + z2i,P−1,
u2iP ≤ z2i,P−1; ∀i ∈ GM (3.121)
P−1∑
p=1
z1ip = 1; ∀i ∈ GM (3.122)
P−1∑
p=1
z2ip = 1; ∀i ∈ GM (3.123)
z1ip ∈ {0, 1}; ∀i ∈ GM;∀p = 1, . . . , P − 1 (3.124)
z2ip ∈ {0, 1}; ∀i ∈ GM;∀p = 1, . . . , P − 1. (3.125)
To see why this formulation works, observe that since
∑P−1
p=1 z1ip = 1 and
z1ip ∈ {0, 1}; ∀p = 1, . . . , P −1, one of the z1ip’s will be exactly equal to one,
and the others will be equal to zero. And the adjacency constraint (3.120)
implies that if z1im = 1, then u1im and u1i,m+1 may be positive, but the
other u1ip’s must be equal to zero. These adjacent constraints ensure that
if bim ≤ xi,NGi−1 ≤ bi,m+1, then z1im = 1 and only u1im and u1i,m+1 can be
positive.
To sum up, the following equations (3.126)-(3.138) are the linearization
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u2ipbip; ∀i ∈ GM (3.128)
P∑
p=1
u1ip = 1; ∀i ∈ GM (3.129)
P∑
p=1
u2ip = 1; ∀i ∈ GM (3.130)
0 ≤ u1ip ≤ 1; ∀i ∈ GM;∀p = 1, . . . , P (3.131)
0 ≤ u2ip ≤ 1; ∀i ∈ GM;∀p = 1, . . . , P (3.132)
u1i1 ≤ z1i1, u1i2 ≤ z1i1 + z1i2, . . . , u1i,P−1 ≤ z1i,P−2 + z1i,P−1,
u1iP ≤ z1i,P−1; ∀i ∈ GM (3.133)
u2i1 ≤ z2i1, u2i2 ≤ z2i1 + z2i2, . . . , u2i,P−1 ≤ z2i,P−2 + z2i,P−1,
u2iP ≤ z2i,P−1; ∀i ∈ GM (3.134)
P−1∑
p=1
z1ip = 1; ∀i ∈ GM (3.135)
P−1∑
p=1
z2ip = 1; ∀i ∈ GM (3.136)
z1ip ∈ {0, 1}; ∀i ∈ GM;∀p = 1, . . . , P − 1 (3.137)
z2ip ∈ {0, 1}; ∀i ∈ GM;∀p = 1, . . . , P − 1. (3.138)
The solution of the mixed-integer quadratic programming problem (3.63)-
(3.93), replacing constraint (3.91) by equations (3.126)-(3.138) provides the
market near-equilibrium under minimum profit conditions where profit for
each generating unit, utility for each demand and social welfare are jointly
maximized.
Numerical simulations using different electricity systems show the exis-
tence of the solution; however, no formal proof of its existence has been
developed.
76 CHAPTER 3. SINGLE-PERIOD EQUILIBRIUM
3.3.4.2 Solution Technique: Successive Over-Relaxation Iterative
Method




Direct methods attempt to obtain the solution of a system of equations
by performing a finite number of operations to arrive at the solution.
Iterative methods begin with an approximate solution, and incorporate
the initial approximation in a recursive formula which generates another
approximate solution. Under suitable conditions this sequence of solutions
should converge to the exact solution.
The successive over-relaxation (SOR) method is an iterative method for
solving a linear system of equations Ax = b, derived by extrapolating the
Gauss-Seidel method. This extrapolation takes the form of a weighted av-
erage between the previous iterate and the computed Gauss-Seidel iterate
successively for each component,
xνi = wx̄
ν
i + (1− w)xν−1i , (3.139)
where x̄νi denotes a Gauss-Seidel iterate and w is the extrapolation factor.
The idea is to choose a value for w that accelerates the rate of convergence
to the solution.
In general, it is not possible to compute the value of w that maximizes
the rate of convergence of SOR in advance. Frequently, some heuristic es-
timate is used. From an experimental point of view, this successive over-
relaxation algorithm presents good convergence behavior. A characterization
of its convergence characteristic can be constructed based on results reported
in [23, 45, 72, 79].
The equilibrium problem including minimum profit conditions is a mixed-
integer nonlinear programming problem which is difficult to solve directly.
The main difficulty lies in the nonlinearity of the minimum profit condi-
tions. In this subsection, the iterative method proposed to solve the near-
equilibrium is based on the idea of the successive over-relaxation iterative
method. The description of this iterative method is as follows:
a) First, the equilibrium problem without considering minimum profit
conditions is solved. The solution to this problem is used to compute
an initial estimate of the generating powers.
b) The generating power values appearing in the minimum profit condi-
tions are fixed to given values. This fact means that the minimum
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profit conditions turn into linear equations and therefore, the equilib-
rium problem turns into a mixed-integer quadratic programming prob-
lem.
c) The equilibrium problem formulated in b) is solved and relevant gen-
erating power values are updated.
d) Points b) and c) are repeated iteratively until the difference between
the values of the generating power in two consecutive iterations is small
enough.
This iterative method is formally described below.
Algorithm 3.1 (Successive over-relaxation iterative method).
Step 0: Initialization. Initialize the iteration counter, η = 1. Solve the
equilibrium problem without considering minimum profit conditions, as de-
fined by equations (3.63)-(3.90). If the solution to this problem satisfied all
the minimum profit requirements imposed by all generating units, the solu-
tion to the single-period equilibrium has been attained and the successive
over-relaxation method concludes. Otherwise (any minimum profit require-
ment is violated), the method continues.
The solution of this problem is used to compute an initial estimate of the





Gib; ∀i ∈ GM, (3.140)
where P̂
(1)
Gib represents the initial estimate of the generating power of block b
of unit i; P̄
(1)
Gib is the optimal generating power value of block b of generating
unit i for the problem (3.63)-(3.90); and a ≥ 1 is a constant.
Step 1: Equilibrium including minimum profit conditions. The gen-
erating power values appearing in the minimum profit conditions are fixed
to the corresponding estimated values. Therefore, the minimum profit con-
ditions (3.91) turn into linear expressions and the single-period equilibrium
problem (3.63)-(3.93) becomes a mixed-integer quadratic program which is
solved. The minimum profit conditions considered in the single-period equi-








Gib ≥ Kivi; ∀i ∈ GM. (3.141)
Note that equation (3.141) is a linear equation because the values of the
generating powers are fixed to given values. This equation and expressions
(3.92) and (3.93) are included as constraints to the quadratic problem
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Step 2: Generating power estimate updating. Update the estimates





Gib + (1− d)P̂ (η)Gib; ∀i ∈ GM, (3.142)
where the constant d ∈ (0, 1). Note that constant d does not change with
each iteration.








∣∣∣∣∣ ≤ ε, stop, the solution has been found
and corresponds to the solution of Step 1. If this is not the case, the iteration
counter is updated, η ← η + 1 and the algorithm continues in Step 1.
Note that ε is an appropriate convergence tolerance.
Numerical simulations using different power systems show the appropriate
convergence behavior of the solution; however, no formal proof of convergence
has been developed. Based on these simulations, we can state that constants
a and d have influence in the speed of convergence of the method.
3.3.5 Problem Size
The size of the problem solved to obtain the single-period near-equilibrium
if we use the linear approximation of the minimum profit constraints is il-
lustrated in Table 3.9. In this table, NGM represents the total number of
the units that impose a minimum profit requirement; and P represents the
number of blocks used to linearize the minimum profit conditions.
Table 3.9: Size of the QPP with linearized minimum profit conditions
Number of Number of Number of
continuous variables binary variables constraints
4(NGB + NDK) + 2NL 6(NGB + NDK) + NN + 4NL
+NG + ND + NN 2PNGM −NGM +2ND + 16NLL
+8NLL + 2PNGM +8NGM + 4PNGM − 2NGM
The size of the problem solved in each iteration of the successive over-
relaxation algorithm in order to compute the single-period near-equilibrium
is illustrated in Table 3.10.
The QPP with linearized minimum profit conditions is larger than the
QPP with fixed minimum profit conditions.
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Table 3.10: Size of the QPP with fixed minimum profit conditions
Number of Number of Number of
continuous variables binary variables constraints
4(NGB + NDK) 6(NGB + NDK) + NN
+2NL + NG + ND NGM +4NL + NG + 2ND
+NN + 8NLL +16NLL + 2NGM
Commercial solvers for solving mixed-integer quadratic programming
problems include, among others, CPLEX [40, 57], SBB [40] and DICOPT
[40], which can be used under GAMS [14] or AMPL [36].
3.4 Economic Efficiency Metrics
There are some metrics to evaluate the economic efficiency of the market
equilibrium. These measures are mainly the producer surplus, the consumer
surplus, social welfare and the merchandising surplus. These measures are
defined below.
The producer surplus is used to measure the welfare of the group of gen-
erating companies selling electric power at a particular price. The producer
surplus is defined as the difference between what the generating companies
actually receive for selling the power and the minimum amount that they
would have to receive in order to supply the given level of power output.










The consumer surplus is used to measure the welfare of the group of
consumers purchasing electric power at a particular price. The consumer
surplus is defined as the difference between what consumers are willing to
pay for the power they buy and the amount that consumers actually pay.










The merchandising surplus is defined as the difference between the total
demand costs and the revenues of all the generating units. This amount
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appears during congested periods and it is used to pay to the transmission












Finally, the declared social welfare is defined as the total profits to the
buyers (the consumers) minus the total costs to the sellers (the generating












It should be noted that if the generating companies do not bid at their
respective marginal costs, the second term of the objective function is not
actually the cost of the generating unit. And if the consumers do not bid
at their respective marginal utilities, the first term is not the profit of the
consumer. Therefore, the above expression represents the declared social
welfare. The actual social welfare is computed as the sum of the producer
surplus, the consumer surplus and the merchandising surplus:
SW = PS + CS + MS. (3.147)
3.5 Example
This example illustrates the solution procedures in Subsection 3.3.4 consid-
ering minimum profit conditions for the 4-node network presented in Subsec-
tion 3.2.5. The two solution techniques explained in Subsections 3.3.4.1 and
3.3.4.2 are used to solve the equilibrium problem.
3.5.1 Data
Topology, line, generating unit and demand data can be found in Subsection
3.2.5.1. Besides, generating unit 2 declares a minimum profit condition equal
to 130 $/h.
3.5.2 Linearization Algorithm
The equilibrium considering the minimum profit condition for the generating
unit 2 is computed linearizing this minimum profit condition as stated in
Subsection 3.3.4.1. The breakpoints of the linearization of the quadratic
terms of the minimum profit condition are 12.4, 12.8, 13.2, 13.6, 14.0, 14.4,
14.8, 15.2, 15.6, 16.0 and 16.4.
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Table 3.11 provides results for the near-equilibrium concerning generating
unit power output, revenues and profits. This results are obtained solving the
problem (3.63)-(3.93) after replacing constraint (3.91) by constraints (3.126)-
(3.138). Note that the profit achieved by generating unit 2 is slightly higher
than the imposed limit, which is 130 $/h.
Table 3.11: Results for the generating units. Linearization method for
example 3.5
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1 100.00 2023.34 163.34
2 217.15 4353.84 130.78
Total 317.15 6377.18 294.12
Results of power consumed and demand costs of every demand are pre-
sented in Table 3.12.
Table 3.12: Results for the demands. Linearization method for example
3.5
Node





Locational marginal prices for all nodes are shown in Table 3.13.









Finally, Table 3.14 presents results for lines.
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Table 3.14: Results for lines. Linearization method for example 3.5
From To δ+ij δ
−
ij Power flow Losses
node node [rad] [rad] [MW] [MW]
1 3 0.0342 0.0000 65.28 0.4913
1 4 0.0133 0.0000 34.40 0.1501
2 3 0.0580 0.0000 150.00 1.7962
2 4 0.0436 0.0000 65.97 0.5757
The objective function value of the quadratic programming problem
solved to obtain an optimal solution of the near-equilibrium is slightly dif-
ferent from zero (0.091 per unit), so small complementarity infeasibilities are
present.
3.5.3 Successive Over-Relaxation Method
The equilibrium considering minimum profit conditions is also solved using
the iterative method presented in Subsection 3.3.4.2. The value of constants
a and d are set to 1.1 and 0.8, respectively. The relative tolerance imposed to
stop the iterative method is 0.001. The near-equilibrium is achieved applying
Algorithm 3.1. The iterative algorithm has reached the optimal solution in
5 iterations.
Results concerning generating units are provided in Table 3.15. Note that
the profit for generating unit 2 is exactly 130 $/h, the minimum imposed, in
contrast with the profit obtained with the linearization method, 130.78 $/h.
The reason for this is that the minimum profit condition is satisfied in the
iterative method, but the linearization technique satisfies an approximation
of this condition.
Table 3.15: Results for the generating units. Iterative method for example
3.5
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1 100.00 2023.34 163.34
2 217.15 4353.04 130.00
Total 317.15 6376.38 293.32
Results concerning demand and lines are the same as the ones obtained
with the linearization method, Tables 3.12 and 3.14. Locational marginal
prices are provided in Table 3.16. The price in node 2 is lower than the
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price obtained for that node using the linearization method. This causes the
profit of the generating unit 2 to be lower using the successive over-relaxation
method than using the linearization one.








Finally, note that the minimum profit condition for generating unit 2
results in small complementarity infeasibilities since the objective function
optimal value of the corresponding problem is 0.084 per unit.
3.5.4 Comparison with the no Minimum Profit Con-
dition Case
Figure 3.7 shows revenues and profits for each generating unit for the cases
with and without the minimum profit condition. The results represented in
the figure considering the minimum profit condition are the ones obtained
through the successive over-relaxation method. Note that there are changes
































Without minimum profit condition
With minimum profit condition
Unit 1 Unit 2
4500
Figure 3.7: Comparison in terms of revenue and profit. Example 3.5
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Figure 3.8 represents locational marginal prices throughout the network
considering and not considering the minimum profit condition. Observe the
changes in the locational marginal price of node 2 due to the minimum profit



























1 2 3 4
Node
Without minimum profit condition
With minimum profit condition
Figure 3.8: Comparison in terms of LMP. Example 3.5
The size of the problem solved if the linearization method is used to solve
the single-period equilibrium is provided in the second row of the Table 3.17.
The third row provides the size of the quadratic programming problem solved
in each iteration of the successive over-relaxation method.
Table 3.17: Size of the QPP solved to obtain the single-period equilibrium
for example 3.5
Method
Number of Number of Number of
continuous variables binary variables constraints
Linearization 198 21 378
SOR 176 1 332
Finally, Table 3.18 provides an economic comparison between the single-
period equilibrium with and without Minimum Profit Conditions (MPC) for
the example. We observe that the consideration of minimum profit conditions
implies an increase in the producer surplus and a decrease in the merchan-
dising surplus. But both consumer surplus and social welfare do not change.
Note that the declared social welfare coincides with the actual social welfare
as the price bids of the generating companies and the consumers correspond
to their marginal costs and utilities, respectively.
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without MPC with MPC
Producer surplus [$] 283.34 293.32 3.5
Consumer surplus [$] 527.81 527.81 0.0
Merchandising surplus [$] 55.65 45.67 -17.9
Social welfare [$] 866.80 866.80 0.0
3.6 Summary
This chapter presents a model to obtain a single-period equilibrium for an
electricity market. The single-period equilibrium is defined as the energy
transaction levels and their associated prices that results in maximum profit
for every individual generating company, maximum utility for every con-
sumer, and maximum social welfare for the ISO. First, we do not consider
minimum profit conditions in the equilibrium problem, and such equilibrium
is described through the set of the KKT optimality conditions for the prob-
lems of all the generating companies, for the problems of all the consumers,
and for the problem of the ISO, that result in a mixed linear complementarity
problem. This market equilibrium is compared with results from an optimal
power flow. Second, we include conditions in the equilibrium problem that
ensure minimum profits for generating units. The mixed linear complemen-
tarity problem is formulated as an equivalent programming problem, and
the minimum profit conditions are included as additional constraints turning
the quadratic problem into a nonlinear problem. Three methodologies are
developed to solve this nonlinear problem, specifically, a direct solution of
the problem, a method that linearizes the minimum profit conditions, and
a successive-over relaxation iterative method. We illustrate that these min-
imum profit conditions can cause that the equilibrium no longer exists; in
such case, we compute a near-equilibrium.





Based on the single-period equilibrium model developed in Chapter 3, a
multi-period equilibrium model within a pool-based electricity market and
a procedure to compute that multi-period equilibrium are proposed in this
chapter.
As in Chapter 3, the pool-based electricity market includes generating
companies, consumers and an Independent System Operator (ISO). The bid-
ding stacks of every unit of each generating company and the bidding stacks
of every demand of each consumer are submitted to the market operator,
which clears the market maximizing the social welfare. The market-clearing
procedure includes a representation of the network including losses and the
effect of congestion, therefore the resulting prices are locational marginal
prices [80].
A multi-period equilibrium is defined as the generating company / con-
sumer energy transaction levels and their associated prices that result in
maximum profit for every generating company, maximum utility for every
consumer, and maximum social welfare for the whole multi-period frame-
work, while inter-temporal constraints including the on / off status of the
units and ramping limit constraints are enforced. This is illustrated in Fig-
ure 4.1. To avoid the limitations imposed by the necessary use of binary
variables to model the on / off decisions, the equilibrium conditions are for-
mulated through Benders decomposition [7, 21, 43], which allows the result-
ing equilibrium problem to be solved.
The multi-period equilibrium model allows the production schedules for
the generating units to be obtained considering the operating, start-up and
shut-down costs along the whole multi-period framework. These production
schedules do not have to be the same as those obtained by finding the market
equilibrium in every time period, without taking into account the rest of the
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Figure 4.1: Definition of multi-period equilibrium
time periods. That is, the solution of a succession of single-period equilibrium
problems can be different than the solution of one multi-period equilibrium
problem as is showed by the results of Chapter 5, Subsection 5.3.2.
This chapter presents the formulation of a multi-period equilibrium prob-
lem in both cases, without considering and considering minimum profit con-
ditions, and three procedures to solve each of these are proposed.
4.2 Limitations Imposed by Binary Decisions
As regards the single-period case, the equilibrium can be obtained considering
the set of continuous optimization problems corresponding to the maximum
profit of the generating companies, maximum utility of the consumers and
the maximum social welfare of the independent system operator, and the cor-
responding optimality conditions [6] result in a mixed linear complementary
problem [25] which is easy to solve [25, 50, 59].
On the contrary, for the multi-period case, the optimization problem cor-
responding to a generating company embodies binary decisions, i.e., on / off
status for the units, which turn the problem into non-convex problem, and
therefore optimality conditions are not sufficient for a global optimum [6]. To
prevent such limitations while retaining the advantages of using optimality
conditions, we define the multi-period equilibrium problem through Benders
decomposition [7, 21, 43], which allows the separation of binary from con-
tinuous decisions and then, the computation of the multi-period equilibrium
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through the optimality conditions of the problems of the market agents while
binary variables are fixed to given values. The binary variable values are im-
proved iteratively until the optimum of the global problem is found. There-
fore, each market agent maximizes its respective individual and conflicting
objectives including both continuous and binary variables. The combina-
tion of complementarity theory and Benders decomposition is an advance in
modeling. This procedure is explained in detail in the next section.
4.3 Equilibrium without Minimum Profit
Constraints
The multi-period equilibrium results in the maximum profit for each generat-
ing company, the maximum utility for each consumer and the maximum so-
cial welfare throughout the multi-period framework satisfying inter-temporal
constraints and including the binary variables that represent the on / off sta-
tus for the units in the generating companies problems. Additionally, fixed,
start-up and shut-down costs are considered, [3, 89, 91].
Roughly speaking, we can identify a market equilibrium as the outcome
of a market economy in which each agent in the economy is doing as well as
it can given the actions of the all other agents.
It should be noted that the model we present is equivalent in a centralized
environment to a multi-period optimal power flow (see, for instance, [1, 5,
64]). Note also that the proposed formulation allows conditions involving
dual variables to be imposed. This is not the case if a primal / dual approach
such as Lagrangian relaxation is used.
This section formulates the multi-period equilibrium and describes the
Benders decomposition algorithm used to find this equilibrium.
4.3.1 Formulation using Benders Decomposition
The multi-period equilibrium is defined by the optimization problems of each
generating company, of each consumer and of the ISO. These optimization
problems were formulated in Chapter 2. The equilibrium is obtained solving
this set of problems simultaneously. But the KKT optimality conditions
cannot be directly applied to the optimization problems because some of
them include binary variables. Therefore, a decomposition technique is used.
This technique is Benders decomposition [7, 21, 43], which fixes the binary
variables to given values and allows using optimality conditions for the set
of optimization problems to find a market equilibrium. A description of the
Benders decomposition technique is provided in Appendix B.
If binary variables are fixed to given values, the multi-period equilibrium
problem, corresponding to the status for the generating units defined by
binary variables, can be solved through a Quadratic Programming Problem
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(QPP), the subproblem. In turn, the binary variables are defined through a
mixed-integer linear programming problem, the master problem.
The solution of the subproblem provides useful information about the
“goodness” of the values of the binary variables related to the on / off status
of the units, defined at the master problem level. In turn, this information
is used by the master problem to refine the on / off status for the generating
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Figure 4.2: Structure of Benders decomposition
The formulations of the subproblem and the master problem are stated
below.
4.3.1.1 Subproblem: Multi-Period Equilibrium for Fixed Status
(Binary) Variables
If binary variables are fixed to given values, the multi-period equilibrium
is determined by the Mixed Linear Complementarity Problem (MLCP) de-
fined by the optimality conditions for the problems of the generating com-
panies, the consumers and the ISO, conditions (2.55)-(2.64), (2.77)-(2.79)
and (2.120)-(2.129), respectively. This mixed linear complementarity prob-
lem can be solved using an equivalent quadratic programming problem [25].
This is done considering all time periods. Moreover, to facilitate the decom-
position and improve computational behavior, social welfare is subtracted
from the objective function. Note that subtracting this term does not alter
the solution to the problem, because through the problem of the ISO we al-
ready maximize the social welfare, but prevent a null objective function value
that might cause convergence problems in the Benders master problem. The
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subject to
a) Optimality conditions of all problems of the generating companies:
0 ≤ λCGib(t)− ρn(i)(t) + αi(t)− βi(t) + φib(t) + τi(t)− τi(t− 1)
+ ψi(t− 1)− ψi(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.2)
0 ≤ PmaxGi vi(t)−
NGi∑
b=1




PGib(t)− PminGi vi(t); ∀i ∈ G; ∀t ∈ T (4.4)
0 ≤ PmaxGib (t)− PGib(t); ∀i ∈ G; b = 1, . . . , NGi − 1;∀t ∈ T (4.5)














PGib(t− 1); ∀i ∈ G;∀t ∈ T (4.6)














PGib(t); ∀i ∈ G;∀t ∈ T (4.7)
PGib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi; ∀t ∈ T (4.8)
αi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (4.9)
βi(t) ≥ 0; ∀i ∈ G; ∀t ∈ T (4.10)
φib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.11)
τi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (4.12)
ψi(t) ≥ 0; ∀i ∈ G;∀t ∈ T. (4.13)
b) Optimality conditions of all problems of the consumers:
0 ≤ ρn(j)(t)− λUDjk(t)− σj(t) + ϕjk(t);∀j ∈ D; k = 1, . . . , NDj;




PDjk(t)− PminDj (t); ∀j ∈ D;∀t ∈ T (4.15)
0 ≤ PmaxDjk (t)− PDjk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (4.16)
PDjk(t) ≥ 0; ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (4.17)
σj(t) ≥ 0; ∀j ∈ D;∀t ∈ T (4.18)
ϕjk(t) ≥ 0; ∀j ∈ D; k = 1, . . . , NDj; ∀t ∈ T. (4.19)
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c) Optimality conditions of the ISO problem:
0 = λBGib(t)− ρn(i)(t) + µGib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.20)
0 = ρn(j)(t)− λBDjk(t) + νDjk(t); ∀j ∈ D; k = 1, . . . , NDj;
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(2l − 1)[δ+nm,l(t) + δ−nm,l(t)
]]
;
∀n ∈ N ; ∀t ∈ T (4.24)






;∀n ∈ N ; ∀m ∈ Ωn;
∀t ∈ T (4.25)
0 = PGib(t)− P̃Gib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.26)
0 = PDjk(t)− P̃Djk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (4.27)
0 ≤ ∆δ − δ+nm,l(t); ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L; ∀t ∈ T (4.28)
0 ≤ ∆δ − δ−nm,l(t); ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L; ∀t ∈ T (4.29)
δ+nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (4.30)
δ−nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (4.31)
γnm(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; ∀t ∈ T (4.32)
ζ+nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (4.33)
ζ−nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T. (4.34)
d) Fixed binary variables:
vi(t) = v
(ν)
i (t) : κvi(t); ∀i ∈ G;∀t ∈ T. (4.35)
The first term of the objective function (4.1), ZQPP, corresponds to the
summation of all the inequality constraints of this problem multiplied by
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their respective dual variables. Note that ZQPP should be zero at an optimal
solution, corresponding to an actual MLCP solution.
The last equation, (4.35), forces the on / off status of the units to the
values obtained through the master problem at the present iteration. Note
that superscript ν is the iteration counter.
4.3.1.2 Master Problem
The master problem refines the on / off status for the generating units of
the generating companies using information provided by the solutions to the
subproblem, that is, the sensitivity of social welfare with respect to the on
/ off status of the units, κvi(t). Additionally, fixed, start-up and shut-down
costs are incorporated into the objective function of this problem because
they only depend on binary variables. The master problem at iteration ν is





























; ` = 1, . . . , ν − 1. (4.37)





; ∀i ∈ G;∀t ∈ T (4.38)





; ∀i ∈ G;∀t ∈ T (4.40)



























; ∀i ∈ G. (4.44)
d) Lower limit for α:
α ≥ αmin. (4.45)
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The objective function (4.36) includes α, which is a lower bound approx-
imation of the objective function of the multi-period equilibrium problem,
and fixed, start-up and shut-down costs. The set of constraints (4.37) are
called the Benders cuts. These cuts provide information to the master prob-
lem to improve the on / off status decisions. Note that Z
(`)
Sub represents the
objective function value of the subproblem for each of the previous iterations.
Constraints (4.38)-(4.41) state start-up and shut-down cost constraints of the
generating units in each time period. Constraints (4.42), (4.43) and (4.44)
force the master problem to generate solutions that satisfy the minimum de-
mand requirements, the minimum power output of the units and the ramp
rate limits at the first time period, respectively. These constraints ensure the
feasibility of the subproblem. Finally, constraint (4.45) states a lower bound
for α.
The solution of this problem defines the on / off status of each unit of
each generating company in each time period, vi(t).
4.3.1.3 Bounds
The objective function value of the master problem, defined by equations
(4.36)-(4.45), is a lower bound of the optimal objective function value of
the multi-period equilibrium problem. This is so because problem (4.36)-
(4.45) is a relaxation of the equilibrium problem. Therefore, for iteration
ν, the optimal value of the objective function of the master problem is a
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On the other hand, an upper bound of the optimal objective function
value of the equilibrium problem is readily available because problem (4.1)-
(4.35) is more constrained than the equilibrium problem. Therefore, an up-
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Note that the typical behavior of the lower bound of the optimal objective
function value smoothly increases while the upper bound can either decrease
or increase for each iteration. This behavior is checked in the numerical
results of Chapter 5.
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4.3.2 Solution Technique: The Benders Decomposi-
tion Algorithm
The multi-period equilibrium problem as stated in the previous subsection
is a large-scale problem that includes continuous and binary variables and is
defined and solved using the Benders decomposition method [7, 21, 43]. The
master problem defines the on / off status for the generating units fixing the
corresponding binary variables. The subproblem is a multi-period equilib-
rium problem with the binary variables fixed to given values by the master
problem. In due order of succession, the master problem refines the on /
off status for the generating units using the sensitivity of social welfare with
respect to the value of the status variables defined in the master problem
in the previous iteration. This iterative procedure continues until some cost
tolerance is reached. That is:
a) Once binary variables are fixed to specified feasible values, the result-
ing continuous multi-period problem, the subproblem, is solved for its
continuous variables.
b) Using marginal information obtained in a), Benders master problem
allows improved values for the binary variables that were fixed in a) to
be found.
c) The coordinated iteration of points a) and b) (Benders decomposition
algorithm), allows a global optimum in both continuous and binary
variables within the whole multi-period market horizon to be attained.
The algorithm to solve the multi-period equilibrium clearing without min-
imum profit conditions is formally described below.
Algorithm 4.1 (The Benders decomposition algorithm to solve the
multi-period equilibrium without minimum profit conditions).
Step 0: Initialization. Initialize the iteration counter, ν = 1.
Solve the initial mixed-integer linear programming master problem below





















; ∀i ∈ G;∀t ∈ T (4.49)





; ∀i ∈ G;∀t ∈ T (4.51)

























; ∀i ∈ G (4.55)
α ≥ αmin. (4.56)
Its solution is v
(1)
i (t) and α
(1) = αmin.



















a) Optimality conditions of all the problems of the generating companies:
constraints (4.2)-(4.13).
b) Optimality conditions of all the problems of the consumers: constraints
(4.14)-(4.19).
c) Optimality conditions of the ISO problem: constraints (4.20)-(4.34).
d) Fixed binary variables:
vi(t) = v
(ν)
i (t) : κvi(t); ∀i ∈ G;∀t ∈ T. (4.58)
Note that binary variables are fixed to the values obtained in the master
problem.
Step 2: Convergence checking. Compute a lower bound of the optimal
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∣∣∣∣ ≤ ε, (4.61)
stop, an optimal solution has been found. If this is not the case, the
algorithm continues to the next step.
Step 3: Master problem solution. Update the iteration counter, ν ←
ν + 1.
Solve the following mixed-integer linear programming master problem

































; ∀i ∈ G;∀t ∈ T (4.64)





; ∀i ∈ G;∀t ∈ T (4.66)

























; ∀i ∈ G (4.70)
α ≥ αmin. (4.71)
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The solution of this problem is v
(ν)
i (t) and α
(ν). The algorithm continues
in Step 1.
Numerical simulations using different power systems show the appropriate
convergence behavior of the solution; however, no formal proof of convergence
has been developed.
4.3.3 Problem Size
The master problem is a mixed-integer linear programming problem whose
numbers of variables and constraints are indicated in Table 4.1. The com-
mercial solver CPLEX [40, 57] is an efficient tool to solve mixed-integer
programming problems. This solver can be used under GAMS [14] or AMPL
[36]. Analogously, the subproblem is a continuous quadratic programming
problem whose size is shown in Table 4.1. This subproblem can be solved us-
ing the well-known commercial solvers MINOS [70] or CONOPT [31], which
can work under GAMS [14, 39], AMPL [2, 36] and AIMMS [75].
Table 4.1: Size of problems









4NT (NGB + NDB)
—
6NT (NGB + NDB)
+NT (4NG + ND) +NT (8NG + 2ND)
+NT (NN + 2NL) +NT (NN + 4NL)
+8NT NLL +16NT NLL
Note that NT represents the number of time periods considered.
4.3.4 Example
The example in this section illustrates the multi-period equilibrium model
for the 4-node network presented in Subsection 3.2.5, using the Benders de-
composition algorithm to compute it.
4.3.4.1 Data
The time horizon considered consists of 3 time periods. The capacity limits of
unit 1 and unit 2 are 200 MW and 400 MW, respectively; and the minimum
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power output is 20 MW and 50 MW for unit 1 and 2, respectively. The
generating units bids at their marginal costs in each time period. Therefore,
we suppose that the generating unit bids are the same for the three time
periods and correspond to those shown in Table 3.2, Subsection 3.2.5.1. On
the other hand, the minimum demand requirements considered for each node
of the network in peak load condition during the market horizon corresponds
to the values shown in Figure 3.2, Subsection 3.2.5.1, and demand bids at the
time of system peak are shown in Table 3.3, Subsection 3.2.5.1. The hourly
loads are obtained in percentages of the peak load. These percentages are
provided in Table 4.2. The minimum demand requirements and the size of
the demand bids for each time period are obtained modifying the peak load
values according to these percentages. The price of the demand bids are
considered to be the same in every time period and correspond to the bid
prices shown in Table 3.3, Subsection 3.2.5.1.







The fixed, start-up and shut-down costs of each generating unit are pro-
vided in Table 4.3. This table also provides the ramp rate of each generating
unit and the initial status of each unit. Note that we consider that ramping-
up, ramping-down, start-up ramping and shut-down ramping limits coincide
for the same unit.
Table 4.3: Generating unit data. Example 4.3.4
Fixed Start-up Shut-down Ramp rate Initial power
Unit cost cost cost limits output
[$/h] [$] [$] [MW/h] [MW]
1 5 80 0 150 100
2 5 80 0 250 200
Topology and line data of the 4-node network can be found in Subsection
3.2.5.1.
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4.3.4.2 Multi-Period Equilibrium
The multi-period equilibrium problem is solved using the Benders decompo-
sition Algorithm 4.1 explained in Subsection 4.3.2. The solution is achieved
in 6 iterations and 0.71 seconds of CPU within a relative tolerance lower
than 0.001. The computer used is a Dell PowerEdge 6600 with 4 processors
at 1.60 GHz and 2 GB of RAM memory.
Table 4.4 provides the power output, the revenue and the profit of each
generating unit in each time period. The total profits of units 1 and 2 along
the whole multi-period framework are $ 366 and $ 225, respectively. Note
that profit for unit 2 in period 1 is negative, so this unit loses money in
that period. Start-up costs along the market time horizon are zero for both
generating units because no unit starts-up during the time horizon.
Table 4.4: Results for the generating units. Example 4.3.4
Period Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1
1 100.00 1920.00 55.00
2 136.14 2613.87 -5.00
2
1 100.00 2023.34 158.34
2 217.15 4343.06 115.00
3
1 100.00 2017.53 152.53
2 193.14 3862.86 115.00
Table 4.5 presents results concerning power consumed and demand cost
for each demand in each time period. Note that power consumed in period 2
is higher than in the other periods and, therefore, the demand costs are the
highest.
Table 4.5: Results for the demands. Example 4.3.4
Period Node











Locational marginal prices in each node and time period are different.
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These prices are gathered together in Table 4.6. We can observe that the
highest nodal price occurs at the period with the highest demand, period 2.
Table 4.6: Locational marginal prices. Example 4.3.4
Node
Period 1 Period 2 Period 3
[$/MWh] [$/MWh] [$/MWh]
1 19.20 20.23 20.18
2 19.20 20.00 20.00
3 19.45 20.50 20.44
4 19.28 20.32 20.26
4.4 Equilibrium Including Minimum Profit
Constraints
This section analyzes the multi-period equilibrium of a pool-based electricity
market that includes conditions for ensuring minimum profit levels for some
of the generating units. These conditions are complex to model as they
include both primal and dual variables. This problem is formulated using
Benders decomposition [7, 21, 43]. In this case, the subproblem includes
nonlinear constraints, the minimum profit conditions, which complicate its
solution. A successive over-relaxation iterative method is applied to find the
solution to this subproblem.
The multi-period equilibrium problem is analyzed below, and an adequate
procedure to solve it is presented in this section.
4.4.1 Considerations on Minimum Profit Constraints
The reason for considering minimum profit conditions is justified in Chapter
3, subsection 3.3.1. For example, minimum profit conditions are used in
some markets to promote generation capacity investments [73]. Therefore,
there is a need to develop procedures that directly clear the market including
such conditions. These procedures make it possible to avoid economical
inefficiencies due to readjusting market results to meet the minimum profit
conditions.
The minimum profit conditions declared by the generating units are more
relevant in a multi-period framework. In this setting, the generating units
alter their production schedules to meet the pre-specified minimum profit
while the possible infeasibilities of the solution are minimized.
102 CHAPTER 4. MULTI-PERIOD EQUILIBRIUM
4.4.2 Formulation using Benders Decomposition
As stated in Subsection 4.3.1, the multi-period equilibrium can be obtained
considering the set of the optimization problems corresponding to the gener-
ating companies, the consumers and the ISO. Some of these problems include
continuous and binary variables, making it impossible to directly solve the
equilibrium problem.
As in the case of no minimum profit constraints, this difficulty is over-
came using the Benders decomposition technique [7, 21, 43] to formulate
the market equilibrium problem. This technique decomposes the equilibrium
problem into a subproblem and a master problem. The master problem is
a mixed-integer linear programming problem whose target is to obtain the
values of the binary variables. The binary variables are fixed to these val-
ues in the subproblem turning it into a large-scale nonlinear problem. The
most important nonlinearity of the subproblem is due to the minimum profit
conditions which are nonlinear inequalities. Therefore, the successive over-
relaxation iterative method explained in Chapter 3, Subsection 3.3.4.2 is used
to solve the subproblem.
Once the subproblem is solved, the master problem is solved again to
refine the on / off status for the generating units using information provided
by the subproblem.
The subproblem and the master problem are formulated in the following
subsections.
4.4.2.1 Subproblem: Multi-Period Equilibrium for Fixed Status
(Binary) Variables
The subproblem is a multi-period equilibrium problem with the binary vari-
ables fixed to given values. This problem is defined by the optimality condi-
tions for the problems corresponding to the maximum profit / utility of the
generating companies / consumers and the maximum social welfare of the
ISO. We resort to complementarity theory [25] basically for two reasons. The
first one is that it allows several conflicting problems to be solved at the same
time. And the second one is that it allows constraints on dual variables to
be included in the model, i.e., the minimum profit conditions which involve
price variables.
The mixed linear complementarity problem determined by the optimality
conditions for the problems of the market agents can be solved through an
equivalent quadratic programming problem [25, 59]. This quadratic problem
is extended to include the minimum profit constraints for the units that
declare such a condition. As in the case that minimum profit conditions
are not considered, Subsection 4.3.1.1, social welfare is subtracted from the
objective function of the subproblem to improve computational behavior.
If minimum profit conditions are included as constraints to the subprob-
lem, it turns into a nonlinearly constrained nonlinear programming prob-
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lem with constraints involving both primal and dual variables. In Chapter
3, Subsection 3.3.4, we analyze three different solution techniques to solve
these kinds of problems. The first method, proposes to directly solve the
nonlinear problem. The second method, the linear approximation method,
requires including binary variables and a considerable amount of constraints
to the problem, thus avoiding nonlinearity but complicating the resulting
quadratic programming problem. Finally, the third method, the successive
over-relaxation iterative method, requires the iterative solution of a quadratic
programming problem without including additional variables and constraints.
Numerical simulations have shown that when the dimension of the subprob-
lem is high, the convergence of the successive over-relaxation iterative method
is better than the convergence of the linear approximation method, therefore
we have focused on this iterative method to solve the subproblem.


















a) Optimality conditions of all problems of the generating companies:
0 ≤ λCGib(t)− ρn(i)(t) + αi(t)− βi(t) + φib(t) + τi(t)− τi(t− 1) (4.73)
+ ψi(t− 1)− ψi(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.74)
0 ≤ PmaxGi vi(t)−
NGi∑
b=1




PGib(t)− PminGi vi(t); ∀i ∈ G;∀t ∈ T (4.76)
0 ≤ PmaxGib (t)− PGib(t); ∀i ∈ G; b = 1, . . . , NGi − 1;∀t ∈ T (4.77)














PGib(t− 1); ∀i ∈ G; ∀t ∈ T (4.78)














PGib(t); ∀i ∈ G; ∀t ∈ T (4.79)
PGib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.80)
αi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (4.81)
βi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (4.82)
φib(t) ≥ 0; ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.83)
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τi(t) ≥ 0; ∀i ∈ G;∀t ∈ T (4.84)
ψi(t) ≥ 0; ∀i ∈ G;∀t ∈ T. (4.85)
b) Optimality conditions of all problems of the consumers:
0 ≤ ρn(j)(t)− λUDjk(t)− σj(t) + ϕjk(t);∀j ∈ D; k = 1, . . . , NDj;




PDjk(t)− PminDj (t); ∀j ∈ D;∀t ∈ T (4.87)
0 ≤ PmaxDjk (t)− PDjk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (4.88)
PDjk(t) ≥ 0; ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (4.89)
σj(t) ≥ 0; ∀j ∈ D;∀t ∈ T (4.90)
ϕjk(t) ≥ 0; ∀j ∈ D; k = 1, . . . , NDj; ∀t ∈ T. (4.91)
c) Optimality conditions of the ISO problem:
0 = λBGib(t)− ρn(i)(t) + µGib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.92)
0 = ρn(j)(t)− λBDjk(t) + νDjk(t); ∀j ∈ D; k = 1, . . . , NDj;
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]−Bnm γnm(t) + ζ−nm,l(t);





























(2l − 1)[δ+nm,l(t) + δ−nm,l(t)
]]
;
∀n ∈ N ; ∀t ∈ T (4.96)






;∀n ∈ N ; ∀m ∈ Ωn;
∀t ∈ T (4.97)
0 = PGib(t)− P̃Gib(t); ∀i ∈ G; b = 1, . . . , NGi;∀t ∈ T (4.98)
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0 = PDjk(t)− P̃Djk(t); ∀j ∈ D; k = 1, . . . , NDj;∀t ∈ T (4.99)
0 ≤ ∆δ − δ+nm,l(t); ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L; ∀t ∈ T (4.100)
0 ≤ ∆δ − δ−nm,l(t); ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L; ∀t ∈ T (4.101)
δ+nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (4.102)
δ−nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (4.103)
γnm(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; ∀t ∈ T (4.104)
ζ+nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T (4.105)
ζ−nm,l(t) ≥ 0; ∀n ∈ N ;∀m ∈ Ωn; l = 1, . . . , L;∀t ∈ T. (4.106)


















] ≥ Ki;∀i ∈ GMon . (4.107)
e) Fixed binary variables:
vi(t) = v
(ν)
i (t) : κvi(t); ∀i ∈ G;∀t ∈ T. (4.108)
The last equation, (4.108), forces the on / off status of the units to the
values obtained from the master problem in the present iteration.
4.4.2.2 Master Problem
The master problem provides the values of the binary variables correspond-
ing to the on / off status for the generating units. Information obtained
solving the subproblem allows formulating a more accurate master problem
that refines the on / off status values for the units. This information is con-
sidered in the master problem through the Benders cuts. The formulation
of the master problem corresponds to the problem (4.36)-(4.45) whose con-
straints include: Benders cuts, start-up and shut-down cost constraints for
the generating units, feasibility conditions and the lower bound for α.
The solution to this problem defines the on / off status of each unit of
each generating company in each time period, vi(t).
4.4.2.3 Bounds
An upper bound of the optimal objective function value is readily avail-
able because the subproblem, (4.72)-(4.108), is more constrained than the
multi-period equilibrium problem including minimum profit conditions. And
a lower bound of the optimal objective function value of the equilibrium
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problem corresponds to the optimal objective function value of the master
problem, (4.36)-(4.45), because this is a relaxation of the market equilibrium
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Note that the upper and lower bounds of the optimal objective function
value are the same as those presented in the case in which minimum profit
conditions are not considered, equations (4.46) and (4.47).
4.4.3 Uniqueness, Multiple Dual Solutions and Infea-
sibility
If the market is balanced using a single-period equilibrium, the only pos-
sibilities to attain a solution to meet minimum profit requirements involve
altering locational marginal prices or the productions of the units. In some
cases, this modification results in slight infeasibilities, as was explained in
Chapter 3, Subsection 3.3.3. In such situation, the equilibrium becomes a
near-equilibrium [65].
If we balance the market using a multi-period equilibrium as explained in
the current chapter, there is an additional possibility to meet the minimum
profit conditions imposed by the units. This consists in reorganizing the unit
schedules, in such a way as to minimize or to eliminate the infeasibility.
In what follows, we discuss the effect of imposing minimum profit condi-
tions on the multi-period equilibrium problem. There are two cases that are
dealt with below.
4.4.3.1 Multiple Dual Solutions Case
The multi-period equilibrium problem might have multiple dual solutions
and therefore have multiple prices for any given time period. This case is
illustrated in Figure 4.3(a) for a given time period. Note that there is a range
of prices at which the power supplied is equal to the power demanded. In this
situation, a minimum profit-constrained, multi-period equilibrium problem
generally results in a feasible problem whose optimal solution meets minimum
profit conditions.













Time period t Time period t
Figure 4.3: Multiple dual solutions and infeasible cases
4.4.3.2 Infeasible Case
The multi-period equilibrium problem has a unique solution in prices, gen-
erations, demands and flows. By adding minimum profit constraints to this
problem, we simply create infeasibilities, assuming that the minimum profit
condition is not attained for this unique solution beforehand. However, it
should be noted that for practical applications, these infeasibilities are gener-
ally negligible as we reason in Chapter 3, Subsection 3.3.3.2. The conclusion
is that the multi-period equilibrium satisfying minimum profit conditions is
often in the vicinity of these “near-degeneracy” regions, in which there is a
unique multi-period equilibrium albeit with step supply and demand curves
as illustrated in Figure 4.3(b). In this figure, it can be observed that small
increments in power (which create slight infeasibilities) result in significant
price differences (which allow minimum profit conditions to be easily met).
Slight infeasibilities cause an optimal objective function value, ZQPP, to
be slightly different from zero in the subproblem. These slight infeasibilities
are related to prices because power balance is enforced at every node and
in every time period. The cost incurred due to price infeasibilities can be
allocated pro-rata among market participants.
Considering the discussion above, we define a near-equilibrium as an
optimal solution of a minimum profit-constrained, multi-period equilibrium
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problem that results in an optimal objective function value, ZQPP, slightly
different from zero. This implies that one or more of the complementarity
conditions of the equilibrium problem are not fully satisfied.
Thus, in general, the optimal solution of the multi-period equilibrium
problem represents a near-equilibrium that may include small complementary
infeasibilities of negligible practical significance. An appropriate metric for
the importance of such infeasibilities is the optimal value of the objective
function, ZQPP. The closer to zero this value is, the closer to feasibility the
minimum profit-constrained, multi-period equilibrium problem is.
4.4.3.3 Infeasibility Cost
As we describe in Chapter 3, Subsection 3.3.3.3, the infeasibility of the multi-
period equilibrium can be partly originated by the fact that a generating unit
is paid at a price lower than its cost, or that a demand pay a price higher
than its utility. The sum of these economic losses is called infeasibility cost.
We compensate each generating unit and demand with those economic
losses through an uplift, and the total costs of these uplifts, that corresponds
to the infeasibility cost, are paid by all market participants. Half of the infea-
sibility cost is allocated pro-rata among generating units, and the other half
































































− Upliftj; ∀i ∈ Duplift. (4.114)
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Note that the additional cost, Ci, is subtracted from the corresponding
profit of the generating unit i, and the cost, Cj, is added to the corresponding
demand cost of demand j.
4.4.4 Solution Technique: The Benders Decomposi-
tion Algorithm
The proposed technique to solve the multi-period equilibrium problem with
minimum profit conditions is described below.
4.4.4.1 Benders Algorithm
The multi-period equilibrium problem as stated in Subsection 4.4.2 is a large-
scale problem that includes continuous and binary variables and is defined
and solved using the Benders decomposition method [7, 21, 43]. The mas-
ter problem defines the on / off status for the generating units by solving
for the corresponding binary variables. The subproblem is a multi-period
equilibrium problem with the binary variables fixed to given values by the
master problem. In turn, the master problem refines the on / off status for
the generating units using the sensitivity of social welfare with respect to
the value of the status variables defined in the master problem in the previ-
ous iteration. This iterative procedure continues until some cost tolerance is
reached. The formal steps of the algorithm are described below.
Algorithm 4.2 (The Benders decomposition algorithm to solve the
multi-period market equilibrium problem with minimum profit
conditions).
Step 0: Initialization. Initialize the iteration counter, ν = 1.
Solve the initial mixed-integer linear programming master problem below




















; ∀i ∈ G; ∀t ∈ T (4.116)





; ∀i ∈ G; ∀t ∈ T (4.118)

















PmaxDjk (t); ∀t ∈ T (4.121)








; ∀i ∈ G (4.122)
α ≥ αmin. (4.123)
Its solution is v
(1)
i (t) and α
(1) = αmin.
Step 1: Subproblem solution. Once binary variables are fixed to
specified feasible values, the resulting continuous multi-period equilibrium
problem, that is, the subproblem, is solved for its continuous variables. This
subproblem is a nonlinear program and is solved using one of the three
procedures indicated in Subsection 4.4.4.2.
Step 2: Convergence checking. Compute a lower bound of the optimal
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∣∣∣∣ ≤ ε, (4.126)
stop, an optimal solution has been found. If this is not the case, the
algorithm continues to the next step.
Step 3: Master problem solution. Update the iteration counter, ν ←
ν + 1.
Using marginal information obtained in Step 1, the master problem finds
improved values for the binary variables fixed in Step 1. Therefore, we must
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subject to

















; ∀i ∈ G; ∀t ∈ T (4.129)





; ∀i ∈ G; ∀t ∈ T (4.131)

























; ∀i ∈ G (4.135)
α ≥ αmin. (4.136)
The solution of this problem is v
(ν)
i (t) and α
(ν). The algorithm continues
in Step 1.
This algorithm allows an optimum in both continuous and binary vari-
ables to be attained within the whole multi-period market horizon. Numer-
ical simulations using different power systems show the appropriate conver-
gence behavior of the solution; however, no formal proof of convergence has
been developed.
4.4.4.2 Solution of the subproblem
The subproblem is a nonlinearly constrained nonlinear problem defined by
equations (4.72)-(4.108) and difficult to solve. The main difficulty lies in the
nonlinearity of the minimum profit conditions. Three alternative procedures
can be used to solve this problem.
a) To directly solve the subproblem using an appropriate nonlinear solver.
b) To linearize the nonlinear minimum profit constraints using Schur’s
decomposition and binary variables as stated in Subsection 3.3.4.1, [38,
41], and to solve the resulting mixed-integer quadratic problem.
c) To use the inner algorithm stated below, which is based on a succes-
sive over-relaxation method [42]. The description of this method is as
follows.
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Step 1.0: Initialization. Initialize the iteration counter of the inner
iteration, η = 1 . Without considering the minimum profit conditions,


















(a) Optimality conditions of all problems of the generating companies:
constraints (4.73)-(4.85).
(b) Optimality conditions of all problems of the consumers: con-
straints (4.86)-(4.91).
(c) Optimality conditions of the ISO problem: constraints (4.92)-
(4.106).
(d) Fixed binary variables:
vi(t) = v
(ν)
i (t) : κvi(t); ∀i ∈ G;∀t ∈ T. (4.138)
If the solution to this problem satisfies all the minimum profit require-
ments imposed by all generating units, the solution to the subproblem
has been attained and the successive over-relaxation method concludes.
Otherwise (any minimum profit requirement is violated), the method
continues.
The solution to this problem is used to compute an initial estimate of





Gib(t); ∀i ∈ GM
on
; ∀t ∈ T (4.139)
where P̂
(1)
Gib(t) represents the initial estimate of the generating power
of block b of unit i in hour t; P̄
(1)
Gib(t) is the optimal generating power
value of block b of the generating unit i in hour t for the subproblem
(4.137)-(4.138); and a ≥ 1 is a constant.
Step 1.1: Subproblem including minimum profit conditions.
The generating power values appearing in the minimum profit condi-
tions are fixed to the corresponding estimated values. Therefore, the
minimum profit conditions turn into linear expressions and the sub-
problem becomes a quadratic program that is solved. The minimum
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] ≥ Ki; ∀i ∈ GMon . (4.140)
These constraints are only imposed for the generating units that
declare such a condition and that remain on-line during at least a time
period on the market horizon, GM
on
. Minimum profit conditions are
included as constraints to the quadratic problem presented in Step
1.0. The optimal generating power values for this problem are P̄
(η+1)
Gib (t).
Step 1.2: Generating power estimate updating. Update the
estimates of the generating powers through the equation
P̂
(η+1)
Gib (t) = dP̄
(η+1)
Gib (t) + (1− d)P̂ (η)Gib(t); ∀i ∈ GM
on
;∀t ∈ T (4.141)
where the constant d ∈ (0, 1). Note that constant d does not change
with each iteration.










∣∣∣∣∣ ≤ ε, stop, the solution has
been found and corresponds to the solution of Step 1.1; the inner algo-
rithm concludes and the procedure continues in Step 2 of the Benders
algorithm. If this is not the case, the iteration counter is updated,
η ← η + 1 and the algorithm continues in Step 1.1.
Note that ε is an appropriate convergence tolerance.
From an experimental point of view, this successive over-relaxation
algorithm presents good convergence behavior. A characterization of its
convergence characteristic can be constructed based on results reported
in [23, 45, 72, 79].
When the dimensions of the equilibrium problem are large, the successive
over-relaxation method converges faster than the other two algorithms re-
ported in a) and b). Therefore, for the multi-period case, it is recommended
to use the successive over-relaxation algorithm.
4.4.5 Problem size
The master problem is a mixed-integer linear programming problem whose
numbers of variables and constraints are indicated in Table 4.7. Analogously,
the subproblem is a nonlinear programming problem, which is solved through
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a successive over-relaxation method that solves a quadratic programming
problem in each iteration. The size of this quadratic programming problem
is shown in Table 4.7. The master problem and the subproblem can be solved
using the commercial solvers mentioned in Subsection 4.3.3.
Table 4.7: Size of problems









4NT (NGB + NDB)
—
6NT (NGB + NDB)
+NT (4NG + ND) +NT (8NG + 2ND)
+NT (NN + 2NL) +NT (NN + 4NL)
+8NT NLL +16NT NLL + NGMon
Note that NGMon represents the number of generating units that impose
minimum profit conditions and remain on-line during at least one time period
on the market horizon.
4.5 Economic Efficiency Metrics
The producer surplus, the consumer surplus, the social welfare and the mer-
chandising surplus for a multi-period equilibrium are defined below.
The producer surplus is defined as the difference between what generating
companies actually receive for selling the power and the minimum amount
that they would have to receive in order to supply the given level of power
output for the whole multi-period framework. Producer surplus can be com-















The consumer surplus is defined as the difference between what consumers
are willing to pay for the power they buy and the amount that consumers
actually pay for the whole multi-period framework. The following equation













The merchandising surplus is defined as the difference between the total
demand costs and the revenues of all the generating units for the whole multi-

















Finally, the declared social welfare is defined as the total profits of the
buyers (the consumers) minus the total costs of the sellers (the generating
companies), for the whole multi-period framework. The declared social wel-
















It should be noted that if the generating companies do not bid at their
respective marginal costs and do not consider fixed, start-up and shut-down
costs, the second term of the objective function is not actually the cost of the
generating unit. And if the consumers do not bid at their respective marginal
utilities, the first term is not the profit of the consumer. Therefore, the above
expression represents the declared social welfare. The actual social welfare
is computed as the sum of the producer surplus, the consumer surplus and
the merchandising surplus:
SW = PS + CS + MS. (4.146)
4.6 Example
This example illustrates the procedure to clear a multi-period equilibrium
market if the generating units impose a minimum profit requirements.
4.6.1 Data
Topology and line data can be found in Subsection 3.2.5.1. Generating unit
and demand data are presented in Subsection 4.3.4.1. The generating units
1 and 2 declare a total minimum profit condition on the whole time horizon
equal to 0 $/h and 250 $/h, respectively.
4.6.2 Multi-Period Equilibrium / Near-Equilibrium
Including Minimum Profit Requirements
The multi-period equilibrium considering that the generating units 1 and
2 impose a minimum profit conditions of $ 0 and $ 250, respectively, is
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solved using Benders decomposition Algorithm 4.2 explained in Subsection
4.4.4. The solution has been achieved in 9 iterations and 1.5 seconds of CPU
within a relative tolerance lower than 0.001. The computer used is a Dell
PowerEdge 6600 with 4 processors at 1.60 GHz and 2 GB of RAM memory.
Note that the value of ZQPP in the solution is equal to zero; therefore, there
are no complementarity infeasibilities.
Table 4.8 shows results concerning the power output, the revenue and
the profit of each generating unit in each time period. The total profit of
units 1 and 2 throughout the whole multi-period framework are $ 777 and
$ 0, respectively. Start-up costs on the market time horizon are zero for
both generating units. Note that generating unit 2 has been expelled from
the market because the cost, for the system, of increasing prices to satisfy
the minimum profit requirement of that unit is higher than the cost, for
the system, of expelling it from the market and of satisfying all demand
with generating unit 1. In the period with the highest demand, period 2,
generating unit 1 is producing its maximum capacity.
Table 4.8: Results for the generating units. Example 4.6
Period Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1
1 148.48 3014.17 165.00
2 0.00 0.00 0.00
2
1 200.00 4342.78 447.78
2 0.00 0.00 0.00
3
1 184.29 3741.16 165.00
2 0.00 0.00 0.00
Table 4.9 provides the consumed power and demand cost for each demand
in each time period. Note that the highest power consumption in the system
takes place in period 2.
Locational marginal prices at each node and for each time period are
presented in Table 4.10. Note that prices are higher in the period with
higher demand.
4.6.3 Comparison with no Minimum Profit Conditions
Case
This subsection provides a comparison between the market solution obtained
if minimum profit conditions are taken into account and the market solution
without considering minimum profit requirements.
For the case that involves minimum profit conditions, locational marginal
prices increase for all nodes in the three time periods (Figure 4.4). The reason
4.6. EXAMPLE 117
Table 4.9: Results for the demands. Example 4.6
Period Node











Table 4.10: Locational marginal prices. Example 4.6
Node
Period 1 Period 2 Period 3
[$/MWh] [$/MWh] [$/MWh]
1 20.30 21.71 20.30
2 20.66 22.10 20.66
3 20.57 22.19 20.75
4 20.57 22.00 20.57
of this price increment is that unit 2 is expelled from the market for which
makes the more expensive unit 1 increases its production.
Results for the generating units are illustrated in Figures 4.5 and 4.6.
Figure 4.5 shows changes in power generated for each unit for the three time
periods. Note that power generated for unit 2 is zero if minimum profit
conditions are included because this unit has been expelled from the market.
Therefore, power generated for the unit 1 increases in the three time periods
to compensate this decrease in production. On the other hand, Figure 4.6
illustrates changes in profit for each unit for the three time periods. Note
that profit for unit 1, if minimum profit conditions are considered, is higher
in the three time periods while profit for unit 2 is zero.
Regarding results for demands, note in Figure 4.7 that demand in the
three time periods decreases or remains equal if minimum profit conditions
are included. The same behavior is observed in demand costs, Figure 4.8,
except to the demand at node 4 in periods 1 and 3, whose cost increases due
to these nodal prices increases.
Table 4.11 provides an economic comparison of the multi-period equilib-
rium with and without Minimum Profit Conditions (MPC) for the example.
We observe that the consideration of minimum profit conditions implies an
increase in the producer surplus and a decrease in the consumer surplus. If
minimum profit conditions are considered, social welfare is lower than if it is
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Figure 4.7: Comparison in terms of power consumed. Example 4.6
120 CHAPTER 4. MULTI-PERIOD EQUILIBRIUM
1000
1500

















Node 3 Node 4
Without minimum profit condition
With minimum profit condition
Node 3 Node 4 Node 3 Node 4
Period 1 Period 2 Period 3
Figure 4.8: Comparison in terms of demand cost. Example 4.6
not. The reason for the significant decrease in the consumer surplus and the
social welfare is that the power consumed in the system is significantly lower
because generating unit 2 has been expelled from the market, if minimum
profit conditions are considered.





without MPC with MPC
Producer surplus [$] 590.87 777.78 31.6
Consumer surplus [$] 1581.50 881.64 -44.3
Merchandising surplus [$] 115.2 84.57 -26.6
Social welfare [$] 2287.57 1743.99 -23.8
Declared social welfare [$] 2317.58 1758.99 -24.1
Finally, it should be noted that the large percentage changes that appear
in Table 4.11 do not generally occur in realistic markets. For the sake of clar-
ity, this example is actually designed so that large changes occur if minimum
profit conditions are imposed.
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4.7 Summary
This chapter models a multi-period equilibrium for an electricity market.
The multi-period equilibrium is defined as the generating company / con-
sumer energy transaction levels and their associated prices that result in
maximum profit for every generating company, maximum utility for every
consumer, and maximum social welfare for the whole multi-period frame-
work, while inter-temporal constraints are enforced. First, we formulate the
multi-period equilibrium without considering minimum profit conditions us-
ing Benders decomposition to avoid the limitations imposed by the necessary
use of binary variables to model the on / off decisions. Benders decomposition
technique decomposes the problem into a mixed-integer linear master prob-
lem to compute the optimal values for the binary variables, and a quadratic
subproblem to obtain the optimal values for the continuous variables. Then,
conditions for ensuring minimum profit levels for generating units are in-
cluded in the equilibrium model. This relevant model is also formulated
using Benders decomposition and minimum profit conditions are included as
additional constraints of the subproblem. We propose three techniques to
solve the resulting nonlinear subproblem.




In this chapter, the equilibrium procedures proposed in Chapters 3 and 4
are illustrated in case studies based on the IEEE 24-node Reliability Test
System (RTS) [47].
First, in order to illustrate the impact of minimum profit constraints on
the single-period equilibrium models explained in Chapter 3, a comparison of
results from models with and without minimum profit constraints is provided.
Next, the multi-period equilibrium procedures presented in Chapter 4
are applied to several case studies to analyze the market behavior if both
coupling constraints and minimum profit conditions are included.
5.2 Single-Period Case
In this section, the single-period market equilibrium solution technique is
illustrated in several case studies based on the IEEE 24-node RTS. First,
generating company data, consumer data and network data for the IEEE
RTS are presented. After that, the single-period equilibrium is obtained
for this system considering that no generating unit imposes minimum profit
conditions. Then, the single-period equilibrium model is applied to the same
system but imposing minimum profit conditions on some generating units.
After that, a comparison of results from both cases is carried out. Finally,
the behavior of the single-period equilibrium as minimum profit conditions
are successively more restrictive is illustrated through several case studies.
5.2.1 Data
This subsection presents some observations on the IEEE 24-node RTS. A
detailed account of all the data is provided in Appendix C.
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The transmission network consists of 24 nodes connected by 38 lines and
transformers. The transmission lines include two voltage levels, 138 kV and
230 kV. There are 32 generating units connected throughout the network,
with two nuclear, six hydroelectric and the rest thermal. We suppose that
the hydroelectric units have enough water in their respective reservoirs to
produce their maximum capacity during each period of the considered time
horizon; therefore, no additional constraints must be included in the problem
of the generating company. The maximum generating capacity of the system
(all the generating units) is 3405 MW. There is electricity demand in 17
nodes of the network. Although not relevant for this thesis, note that the
system has voltage corrective devices at node 14 (synchronous condenser)
and node 6 (reactor).
The generating unit data can be found in Appendix C. The capacity
of each unit and the node which each unit is connected to are in Table
C.1. Table C.2 provides operating cost data. The size (MW) and the price
bids ($/MWh) of each unit are provided in Table C.4. In the case studies
of this chapter, price bids and marginal costs are the same for reasons of
simplicity. Moreover, we consider that every generating company only owns
one generating unit, therefore there are 32 generating companies.
Demand data are also given in Appendix C. Note that loads are named
according to their location in the network. Table C.5 provides demand bids
for the peak load hour and Table C.6 includes minimum demand requirements
for each demand. For simplicity, it is considered that price bids by each
demand correspond to its marginal utilities, and that each consumer has a
single demand, therefore there are 17 consumers.
Topology and line data including transmission capacity limits of the lines
are presented in Appendix C, Figure C.1 and Table C.10. The transmission
capacity limit of line 14-16 is reduced from 500 MW to 340 MW in the case
studies of this section (single-period case) so that congestion occurs. The
number of blocks used to linearize losses are eight.
5.2.2 No Minimum Profit Condition Case
A pool-based electricity market is considered and the single-period market
equilibrium is obtained for the IEEE RTS if no minimum profit conditions are
imposed by the generating units. This equilibrium is computed directly solv-
ing the mixed linear complementarity problem defined by equations (3.18)-
(3.33), Subsection 3.2.2.
Table 5.1 provides equilibrium results concerning power outputs, revenues
and profits for the pool-based electricity market if no Minimum Profit Con-
ditions (MPC) are imposed by the generating units. It can be noted that
all generating units are on-line except the most expensive ones, that is, 12
MW units (units 15-19) and 20 MW units (units 1, 2, 5 and 6). The power
capacity of the nuclear units (units 22 and 23) is large and their operating
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costs are low which result in high profits for these types of units.
Table 5.1: Results for the generating units. Single-period equilibrium without
MPC
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1, 2 0.00 0.00 0.00
3, 4 76.00 1572.18 565.86
5, 6 0.00 0.00 0.00
7, 8 76.00 1581.83 575.51
9-11 57.33 1242.40 117.75
12-14 118.20 2409.51 84.91
15-19 0.00 0.00 0.00
20 155.00 3056.42 1440.93
21 155.00 3055.33 1439.84
22 400.00 7690.53 5505.13
23 400.00 7658.53 5473.13
24-29 50.00 929.59 929.59
30, 31 155.00 3042.49 1427.01
32 350.00 6870.15 3123.57
Total 2900.60 57257.19 28304.86
Table 5.2 provides the power consumed and the corresponding demand
costs. The total losses are the difference between the total generating power
and the consuming power, and are equal to 50.51 MW.
The equilibrium of this pool-based electricity market provides Locational
Marginal Prices (LMP) for all the nodes, which are provided in Table 5.3.
It should be noted that price differences throughout the network are small
as no significant congestion occurs in this network, but there is a particular
behavior worth mentioning. Locational marginal prices in nodes 1-14 are
higher than the locational marginal prices in nodes 15-24. This fact is due
to a slight overloading in line 14-16 (power flow through line 14-16 is equal
to the maximum capacity limit of this line) that splits the system into two
areas, one with an excess of expensive generation, nodes 1-14, and another
one with inexpensive generation, nodes 15-24.
A centralized optimal power flow is considered for the same system and
solved through the linear programming problem defined by equations (3.34)-
(3.46), Subsection 3.2.4. Results obtained are the same as those provided
by the single-period equilibrium except for generating units 9, 10 and 11,
and demand 7. Power output for these units are 50 MW, 71 MW and 50
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Table 5.2: Results for the demands. Single-period equilibrium without MPC
Power Demand Power Demand
Demand consumed cost Demand consumed cost
[MW] [$/h] [MW] [$/h]
1 111.60 2308.62 10 188.50 3946.62
2 93.68 1949.81 13 260.47 5309.75
3 186.00 3815.28 14 187.54 3845.85
4 71.54 1527.33 15 327.57 6459.29
5 68.64 1449.31 16 103.34 2037.02
6 131.48 2815.59 18 344.10 6615.78
7 121.84 2640.22 19 187.04 3702.59
8 165.30 3659.05 20 132.27 2607.36
9 169.18 3529.43 Total 2850.09 58218.88
Table 5.3: Locational marginal prices. Single-period equilibrium without
MPC
Locational Locational
Node marginal price Node marginal price
[$/MWh] [$/MWh]
1 20.69 13 20.39
2 20.81 14 20.51
3 20.51 15 19.72
4 21.35 16 19.71
5 21.11 17 19.31
6 21.41 18 19.23
7 21.67 19 19.80
8 22.14 20 19.71
9 20.86 21 19.15
10 20.94 22 18.59
11 20.77 23 19.63
12 20.73 24 20.31
MW, respectively. Revenues are 1083.50 $/h, 1539.57 $/h and 1083.50 $/h;
and profits are 117.75 $/h for the three units. Concerning demand 7, the
power consumed is 120.84 MW and the cost is 2618.60 $/h. The economic
efficiency of the solution of the single-period equilibrium and of the optimal
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power flow solution are the same as the producer surplus, consumer surplus,
merchandising surplus and social welfare are identical for both solutions,
therefore, both of them have the same economic efficiency. Moreover, the
problem has at least two solutions with identical objective function value.
5.2.3 Minimum Profit Condition Case
The following case study of the IEEE RTS is conducted to illustrate the pro-
posed single-period market equilibrium under minimum profit conditions.
Several generating units impose minimum profit conditions, as the required
profit are amounts higher than their respective profits in equilibrium. We
consider that the minimum profit requirements are 100 $/h for units 12, 13
and 14. The resulting near-equilibrium is computed solving the quadratic
programming problem defined by equations (3.63)-(3.93), Subsection 3.3.2.2.
The solution of this problem has been obtained using the successive over-
relaxation method (Algorithm 3.1 in Subsection 3.3.4.2). We have chosen
the successive over-relaxation method to solve the problem because it con-
verges faster than the other two algorithms reported in Subsection 3.3.4. The
solution of the successive over-relaxation iterative method has been obtained
in 4 iterations within a relative tolerance of 0.001, where a = 1.1 and d = 0.8.
Table 5.4 provides results concerning power output, revenues and profits
under minimum profit conditions. Again, the more expensive units are off-
line, and the rest are running at different load levels. Note that all minimum
profit requirements imposed by the generating units are satisfied, and profit
for units 12, 13 and 14 are equal to 99.92 $/h (it is not exactly 100 $/h due
to numerical errors and the tolerance, but this result can be considered good
enough), therefore no generating unit has been expelled from the market as
a result of requiring a minimum profit condition.
Table 5.5 gives the power consumed and the corresponding demand costs.
The losses are the difference between the power output in Table 5.4 and the
total power consumed in Table 5.5, and are equal to 50.51 MW.
Table 5.6 provides locational marginal prices for the pool-based electricity
market. The price differences throughout the network is due to a slight
congestion that occurs in line 14-16, which causes prices in nodes 1-14 to be
higher than in nodes 15-24.
Minimum profit conditions generate small complementarity infeasibilities
since the objective function optimal value of problem (3.63)-(3.93) is slightly
above zero, exactly 1.5 $/h. This slight infeasibility is partly related to
the fact that in node 13 of the network, the locational marginal price is
higher than the marginal utility of demand 13. Therefore, equations (3.70)
and (3.73) for node 13 are not complementary, that is, the complementarity
condition of both equations is sligthly above zero. The power consumed by
block 2 of the demand in node 13 is 4.29 MW, the marginal utility of this
block is 20.38 $/MWh and the price in this node is 20.51 $/MWh. The
128 CHAPTER 5. CASE STUDIES
Table 5.4: Results for the generating units. Single-period equilibrium with
MPC
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1, 2 0.00 0.00 0.00
3, 4 76.00 1572.27 565.95
5, 6 0.00 0.00 0.00
7, 8 76.00 1581.92 575.61
9 71.00 1538.57 117.75
10, 11 50.00 1083.50 117.75
12-14 118.20 2424.52 99.92
15-19 0.00 0.00 0.00
20 155.00 3056.60 1441.11
21 155.00 3061.28 1445.80
22 400.00 7704.68 5519.28
23 400.00 7672.63 5487.23
24-29 50.00 931.30 931.30
30, 31 155.00 3048.43 1432.94
32 350.00 6883.55 3136.97
Total 2899.60 57350.91 28420.20
Table 5.5: Results for the demands. Single-period equilibrium with MPC
Power Demand Power Demand
Demand consumed cost Demand consumed cost
[MW] [$/h] [MW] [$/h]
1 111.60 2308.75 10 188.50 3954.32
2 93.68 1949.93 13 260.47 5342.84
3 186.00 3815.50 14 187.54 3853.35
4 71.54 1527.42 15 327.57 6459.68
5 68.64 1452.14 16 103.34 2040.99
6 131.48 2821.08 18 344.10 6627.95
7 120.84 2618.60 19 187.04 3709.81
8 165.30 3666.18 20 132.27 2612.45
9 169.18 3536.31 Total 2849.09 58297.30
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Table 5.6: Locational marginal prices. Single-period equilibrium with
MPC
Locational Locational
Node marginal price Node marginal price
[$/MWh] [$/MWh]
1 20.69 13 20.51
2 20.81 14 20.55
3 20.51 15 19.72
4 21.35 16 19.75
5 21.16 17 19.34
6 21.46 18 19.26
7 21.67 19 19.83
8 22.18 20 19.75
9 20.90 21 19.18
10 20.98 22 18.63
11 20.81 23 19.67
12 20.77 24 20.31
complementarity condition of equations (3.70) and (3.73) is
0 ≤ ρ13 − λUD13,2 − σ13 + ϕ13,2 ⊥ PD13,2 ≥ 0, (5.1)
and replacing the corresponding values, we obtain,
0 ≤ 20.51− 20.38− 0 + 0 = 0.13 ⊥ 4.29 ≥ 0. (5.2)
Any one of the above two conditions is not satisfied as equality and there-
fore there is no complementarity. The infeasibility caused by this lack of
complementarity is,
0.13× 4.29 = 0.56 $/h. (5.3)
As was mentioned before, this infeasibility is originated by the fact that
the demand in node 13 must pay an energy price higher than its utility for
a certain energy amount, so this demand has an economic loss. We can
compensate the demand 13 for this economic loss paying it an uplift equal
to its loss. This uplift could be allocated pro-rata among all the market
participants. Demand 13 is paid an uplift equal to the cost incurred due to
infeasibility, that is, C = 0.56 $/h. This cost is assigned half to the generating
units and half to the demands, and each half cost is allocated pro-rata among
generating units or among demands. Therefore, the additional cost of each
generating unit, Ci, and of each demand, Cj, is computed using the following
equations.




































− C; for j = 13. (5.6)
Table 5.7 provides the cost assigned to each generating unit due to the
infeasibility cost of the single-period near-equilibrium. Note that these costs
are subtracted from the corresponding profit of each generating unit once the
near-equilibrium has been found, and the resulting profit for each generating
unit is shown in the last column of this table. In addition, Table 5.8 provides
the cost assigned to each demand due to this infeasibility cost. The last
column of the table provides the final demand cost of each demand once the
corresponding infeasibility cost has been added. Note that the infeasibility
cost assigned to each unit and demand are insignificant.
5.2.4 Comparison between Single-Period Equilibrium
with and without Minimum Profit Conditions
A detailed comparison of results from single-period equilibria with and with-
out minimum profit conditions (Subsections 5.2.2 and 5.2.3, respectively) is
carried out in this Subsection.
Note that the power produced by the generating units and the power
consumed by the demands are identical for both cases except for units 9, 10
and 11 and demand 7. Units 9, 10 and 11, located at node 7, modify their
power outputs decreasing the total generation in node 7. This generating
decrease causes a consumption decrease in the same node by demand 7.
Therefore, these power changes do not affect the rest of the network.
Locational marginal prices increase to satisfy minimum profit conditions
if these constraints are imposed. Table 5.9 provides locational marginal prices
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1, 2 0.000 0.00
3, 4 0.007 565.94
5, 6 0.000 0.00
7, 8 0.007 575.60
9 0.007 117.74








30, 31 0.015 1432.93
32 0.034 3136.93
throughout the network for the cases with and without minimum profit con-
straints, and the variation of both cases with respect to the case without min-
imum profit conditions. Note that changes in prices due to minimum profit
conditions are comparatively larger at nodes where the generating units im-
posing minimum profit constraints are located (price variation around 0.6 %)
than in the rest of the nodes (no price variations or price variations around
0.2 %). However, these constraints have an influence throughout the system
as reflected in Table 5.9. Figure 5.1 shows locational marginal prices obtained
as a result of the single-period equilibrium with and without minimum profit
conditions.
Figure 5.2 compares generating profits for the equilibrium with and with-
out minimum profit conditions. Note that only those generating units at
nodes whose prices increase, experience increments in revenues and profits.
For instance, generating unit 22, located at node 18, produces 400 MW in
both cases (with and without minimum profit constraints), as stated in Ta-
bles 5.1 and 5.4. However, the profit of unit 22 is higher in the case with
minimum profit conditions (5519.24 $/h) than in the case without these con-
ditions (5505.13 $/h). This is due to a change in the LMP of node 18 that
increases from 19.23 $/MWh to 19.26 $/MWh. Figure 5.2 shows that profit
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Table 5.8: Cost of the consumers due to infeasibility. Single-period equilib-
rium with MPC
Demand



















increments for the units that have imposed minimum profit requirements
(units 12, 13 and 14) are much higher (profit variation equal to 17.5 %) than
for the rest of the units (profit variations lower than 0.5 %).
Figure 5.3 shows a comparison in terms of demand costs. Note that
increments in demand costs are insignificant except in node 7, where cost
decreases 0.8 % because the power demanded also decreases; and in node 13,
where cost increases by 0.6 %.
Finally, an economic comparison is provided in Table 5.10 of the single-
period equilibrium with and without minimum profit constraints. Note that
the last column of the table represents the variation of both cases with re-
spect to the case without minimum profit conditions. If the generating units
are allowed to impose minimum profit requirements, the producer surplus
increases as a consequence of the price increments produced to satisfy these
requirements. Analogously, the consumer surplus decreases because demand
costs are higher. The merchandising surplus is defined as the total demand
costs minus the total production revenues. In this case study, the merchan-
dising surplus decreases if minimum profit conditions are considered. Note
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Table 5.9: Changes in LMP. Single-period equilibrium with and without
MPC
Node
Without MPC With MPC Difference
[$/MWh] [$/MWh] [%]
1 20.69 20.69 0.006
2 20.81 20.81 0.006
3 20.51 20.51 0.006
4 21.35 21.35 0.006
5 21.11 21.16 0.195
6 21.41 21.46 0.195
7 21.67 21.67 0.000
8 22.14 22.18 0.195
9 20.86 20.90 0.195
10 20.94 20.98 0.195
11 20.77 20.81 0.195
12 20.73 20.77 0.195
13 20.39 20.51 0.623
14 20.51 20.55 0.195
15 19.72 19.72 0.006
16 19.71 19.75 0.195
17 19.31 19.34 0.195
18 19.23 19.26 0.184
19 19.80 19.83 0.195
20 19.71 19.75 0.195
21 19.15 19.18 0.184
22 18.59 18.63 0.184
23 19.63 19.67 0.195
24 20.31 20.31 0.006
that social welfare is the same in both cases. In Table 5.10, we also provide
the total power produced and consumed in the system for both cases, with
and without minimum profit conditions, and whose variation is insignificant.
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Figure 5.2: Comparison in terms of profit. Single-period equilibrium with
and without MPC
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Figure 5.3: Comparison in terms of demand cost. Single-period equilibrium
with and without MPC
Table 5.10: Comparison of relevant metrics. Single-period equilibrium with
and without MPC
Equilibrium Equilibrium Difference
without MPC with MPC [%]
Power produced [MW] 2900.60 2899.60 -0.03
Power consumed [MW] 2850.09 2849.09 -0.04
Producer revenues [$/h] 57257.19 57350.91 0.16
Demand costs [$/h] 58218.88 58297.02 0.13
Producer surplus [$/h] 28304.86 28419.92 0.41
Consumer surplus [$/h] 5556.47 5456.72 -1.80
Merchandising surplus [$/h] 961.69 946.39 -1.59
Social welfare [$/h] 34823.03 34823.03 0.00
5.2.5 Evolution of the Market Equilibrium as Mini-
mum Profit Conditions Change
To illustrate the effect of minimum profit conditions in the equilibrium, the
single-period equilibrium has been derived as the generating units impose
more and more restrictive minimum profit conditions. Three different cases
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are studied in detail. For case 1, generating units 12, 13 and 14 impose a
minimum profit requirement of 100 $/h (Subsection 5.2.3), for case 2, 200
$/h, and for case 3, generating units 12 and 13 impose a 300 $/h profit
requirement and generating unit 14 imposes 350 $/h. Results concerning the
generating units, the demands and locational marginal prices for cases 2 and
3 are collected in Appendix D, Subsections D.1.1 and D.1.2, respectively.
As larger minimum profit constraints are imposed by the units, both
generation and demand may change with respect to the case of no minimum
profit constraints and any of the generating units imposing minimum profit
may be expelled from the market, as can be seen in case 3.
In case 2, the power generated for the units remains constant with respect
to the results of case 1, except for unit 9, which increases its generating
power from 71.00 MWh to 79.33 MWh. This production increment involves
an increment in the power consumed in node 7.
It should be noted that generating unit 14 is expelled from the market
in case 3 due to the overly restrictive minimum profit constraint imposed
by this unit in case 3. Note that the minimum profit imposed for unit 14
is about 250 % higher than its initial profit, 84.91 $/h. Generating unit 9
also changes its production to 75.63 MWh in this case. These changes in the
generating power of the system cause a modification to the power consumed
by the demands.
Figure 5.4 shows the evolution of locational marginal prices as minimum
profit conditions become more stringent. Note that price differences through-
out the network increase as higher profits are imposed by the generating units
except at node 7 for case 2, where the locational marginal price does not
change. Above in this figure we provide the percentage difference between
LMP in cases 2 and 1 with respect to case 1 for each node, in the first row;
and the percentage difference between LMP in cases 3 and 2 with respect
case 2 for each node, in the second row.
Figure 5.5 represents generating profits for the three cases. Note that
profits increase except for units 9, 10 and 11 in case 2. In case 3, profit for
unit 14 is equal to zero because this unit has been expelled from the market.
Figure 5.6 compares demand costs for the three cases that consider differ-
ent minimum profit requirements. Demand costs increase as minimum profit
requirements are more restrictive. However, in case 3 demand costs decrease
for some demands. This is because some demands change their consumption
as a consequence of unit 14 being expelled from the market in case 3.
Table 5.11 provides an economic comparison between the three cases. In
the last two columns, we find the percentage difference between case 2 and
case 1 with respect to case 1, and between case 3 and case 2 with respect to
case 2. As minimum profit conditions become more restrictive, the producer
surplus increases due to price increments, and the consumer surplus decreases
because demand costs are higher. The merchandising surplus increases as
minimum profit conditions become more restrictive because power changes
5.2. SINGLE-PERIOD CASE 137





































































































1 5 10 15 20 25 30 32
Figure 5.5: Comparison in terms of demand cost. Evolution of the single-
period equilibrium
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Figure 5.6: Comparison in terms of LMP. Evolution of the single-period
equilibrium
originate congestion in the network. Social welfare remains unchanged in
cases 1 and 2, but decreases in case 3. Note that both power produced and
consumed decrease in case 3 because generating unit 14 is expelled from the
market.
Table 5.11: Comparison of relevant metrics. Evolution of the single-period
equilibrium
Case 1 Case 2 Case 3
2 versus 1 3 versus 2
[%] [%]
Power produced [MW] 2899.60 2907.93 2816.03 0.29 -3.16
Power consumed [MW] 2849.09 2857.42 2763.35 0.29 -3.29
Producer revenues [$/h] 57350.91 59370.15 59611.50 3.52 0.41
Demand costs [$/h] 58297.30 60357.20 60689.68 3.53 0.55
Producer surplus [$/h] 28420.20 30228.23 32252.68 6.36 6.70
Consumer surplus [$/h] 5456.44 3577.06 1376.55 -34.44 -61.52
Merchandising surplus [$/h] 946.39 1017.74 1080.43 7.54 6.16
Social welfare [$/h] 34823.03 34823.03 34709.66 0.00 -0.33
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5.2.6 Problem Size
Table 5.12 provides the size of the mixed linear complementarity problem
solved in order to obtain the single-period equilibrium without minimum
profit conditions (column 1). This table also provides the size of the mixed-
integer quadratic programming problem solved in each iteration of the succes-
sive over-relaxation iterative method to obtain the single-period equilibrium
including minimum profit requirements of the generating units.
Table 5.12: Size of problems for single-period equilibrium models
















Equilibrium results shown in this section have been obtained by solving
their corresponding problems using the commercial solvers GAMS / PATH
4.6 (mixed linear complementarity problems) and GAMS / SBB with GAMS
/ MINOS 5.51 (mixed-integer quadratic programming problem). The relative
tolerance of the successive over-relaxation iterative method for each case is
0.001. The computer used is a Dell PowerEdge 6600 with 4 processors at 1.60
GHz and 2 GB of RAM memory. Table 5.13 provides the CPU time required
to solve the single-period equilibrium problems. The second row refers to
the single-period equilibrium without minimum profit constraint (No MPC).
If the single-period equilibrium for cases 1-3 is obtained using the linear
approximation method explained in Subsection 3.3.4.1, the required CPU
time is approximately ten times longer than values provided in the table.
This table also provides the infeasibility cost for each case. This cost is
incurred because some demands paying an energy price higher than their
respective utilities; therefore, those demands are compensated with uplifts
and the uplifts are allocated pro-rata among all the market participants.
Note that the infeasibility cost is higher as minimum profit requirements
are more restrictive, except to case 3. This decrease in the infeasibility cost
could have been caused by the fact that generating unit 14 was expelled from
the market provoking changes in the power produced and consumed. The
last column of the table represents the percentage of the infeasibility cost
with respect to the respective demand total cost. Note that those values are
minor.
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Table 5.13: CPU time and infeasibility cost for single-period equilibrium
models
CPU time Infeasibility cost Percentage
[seconds] [$/h] [%]
No MPC 0.54 0.0 0.000
Case 1 4.82 0.5 0.000
Case 2 6.27 61.4 0.101
Case 3 17.01 4.5 0.007
5.3 Multi-Period Case
In this section, we discuss the differences between a multi-period equilibrium
without considering minimum profit conditions and a succession of single-
period equilibria using a case study based on the IEEE 24-node RTS. This
comparison reveals the effect of inter-temporal constraints. Moreover, we
illustrate the effect of imposing minimum profit conditions on the multi-
period equilibrium.
This section is organized as follows. First, data of this case study are
provided. Next, the multi-period equilibrium is obtained considering that
no generating unit can impose minimum profit conditions. We compare this
multi-period equilibrium with that obtained as a succession of single-period
equilibria. Afterwards, the multi-period equilibrium is obtained if some gen-
erating units impose minimum profit requirements. Results are contrasted
with the no minimum profit constrained case. Finally, we study the behavior
of the multi-period equilibrium if minimum profit conditions are successively
more restrictive. The size of the problems and the time burden involved in
solving these problems are specified.
5.3.1 Data
The multi-period equilibrium is illustrated using a case study based on the
IEEE 24-node RTS. We consider a time framework of 24 hours.
The generating unit data can be found in Appendix C. The locations
of the generating units throughout the network are indicated in Table C.1.
Table C.2 provides the operational cost for each unit type. In Table C.3, we
find ramp rate limits, start-up and fixed costs. Note that we consider that
ramp rate values of this table correspond to the ramp-up and ramp-down
limits, and also to start-up and shut-down ramp limits. Finally, Table C.4
gives generating unit bids. These bids are assumed to be identical for all
hours.
Demand data are also given in Appendix C. Tables C.5 and C.6 provide
demand bids and the minimum demand requirements for the peak load hour.
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For the sake of simplicity, price bids are considered constant throughout the
24 hours of the day. For this case study, hourly loads correspond to the
Wednesday of week 51, therefore size bids and minimum demand values are
different for every hour.
Topology and line data are presented in Subsection C.4. The transmission
capacity limit of line 14-16 is reduced from 500 MW to 380 MW in the case
studies of this section so that congestion occurs. The number of blocks used
to linearize losses is four.
5.3.2 No Minimum Profit Condition Case
The multi-period equilibrium of the IEEE RTS is first obtained consider-
ing that the generating units cannot impose minimum profit conditions.
This multi-period equilibrium is formulated in Subsection 4.3.1 and is solved
through Algorithm 4.1 described in Subsection 4.3.2. The solution of the
multi-period equilibrium has been achieved in 30 iterations within a relative
tolerance lower than 0.01. The convergence behavior of Benders decompo-
sition algorithm is illustrated in Figure 5.7. Observe the appropriate con-
vergence of the algorithm and the smooth and monotonic increase of the
lower bound of the optimal objective function value. Nevertheless, the lower
bound progresses slowly once a reasonably small gap between the bounds is
achieved. This is the typical behavior of Benders decomposition for large-
scale problems.
Table 5.14 provides results for the multi-period equilibrium concerning
generating unit production and profits on the whole time horizon for each
generating unit. Note that the sum of the profits for the 24 hours is positive
for every generating unit, although there are some generating units that has
a negative profit for a particular hour. The generating units that remain
off-line during the 24 hours correspond to the more expensive ones.
Table 5.15 provides results for the multi-period equilibrium with no min-
imum profit conditions concerning generating unit profits and revenues, de-
mand costs, and minimum and maximum locational marginal prices for each
time period. Observe that locational marginal prices are different at different
nodes due to congestion during hours 1-24 in line 14-16 (at 380 MW), which
splits the system into two areas, one with an excess of inexpensive generation
and another one with expensive generation. There is a low and approximately
constant demand during hours 1-6 that causes low locational marginal prices
throughout the system because the on-line generating units are the more in-
expensive ones. In hours 7, 8 and 9, demand increases sharply forcing more
expensive generating units to start up, increasing locational marginal prices
in the system. In hours 10-21, demand is high and approximately constant,
and extra units with high costs start up to supply the demand. Finally, de-
mand in hours 22-24 decreases sharply, forcing the more expensive generating
units to shut down and / or to decrease the production, producing a decrease
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Figure 5.7: Evolution of bounds of the Benders decomposition. Multi-period
equilibrium without MPC






[MWh] [k$] [MWh] [k$]
1, 2 0.00 0.00 14 1700.29 0.74
3 1379.64 9.27 15-19 0.00 0.00
4 1314.80 8.86 20 3385.76 23.31
5, 6 0.00 0.00 21 3472.54 23.66
7 1395.81 8.89 22 9600.00 104.01
8 1466.69 9.34 23 9600.00 102.54
9 691.10 0.53 24-29 1200.00 18.73
10 1111.80 0.17 30, 31 3565.00 23.62
11 1094.43 1.13 32 7699.60 51.09
12, 13 0.00 0.00 Total 57042.46 484.43
in the locational marginal prices of the system. Note that unit profits are
higher in hours with high demand. The same behavior is observed in unit
revenues and demand costs.
Locational marginal prices for each node by time period, and power out-
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Table 5.15: Results by time periods. Multi-period equilibrium without
MPC
Gen. unit Gen. unit Demand Minimum Maximum
Hour profit revenue cost LMP LMP
[k$/h] [k$/h] [k$/h] [$/MWh] [$/MWh]
1 7.20 23.59 24.33 10.41 13.43
2 7.44 21.52 22.25 10.14 13.08
3 6.92 19.95 20.67 9.88 12.73
4 6.88 19.57 20.17 9.86 12.57
5 6.88 19.57 20.17 9.86 12.57
6 6.92 19.95 20.67 9.88 12.73
7 10.03 29.60 30.43 11.79 15.20
8 27.05 48.65 49.70 18.02 22.11
9 27.15 52.71 53.64 18.44 22.17
10 28.29 52.89 53.91 18.47 22.17
11 28.29 52.89 53.91 18.47 22.17
12 28.17 52.71 53.64 18.44 22.17
13 28.17 52.71 53.64 18.44 22.17
14 28.17 52.71 53.64 18.44 22.17
15 27.59 52.01 52.95 18.22 22.17
16 27.74 52.21 53.15 18.27 22.17
17 29.69 55.85 56.71 19.01 22.17
18 29.70 56.42 57.28 19.01 22.17
19 32.24 58.87 59.77 19.94 23.24
20 29.28 53.67 54.76 18.82 23.07
21 27.18 51.30 52.34 18.09 22.17
22 23.24 43.87 44.85 16.59 20.92
23 20.54 38.16 39.49 15.68 20.45
24 8.41 22.40 23.45 10.53 14.37
Total 503.17 1003.78 1025.52 374.70 460.34
put and the profit of each generating unit by time period are collected in
Appendix D, Subsection D.2.1.
Unlike a succession of single-period equilibria, a multi-period equilibrium
approach takes inter-temporal coupling conditions properly into account. It
is relevant to analyze the results obtained in both cases, so we have cleared
the market using a succession of single-period equilibria. This succession of
single-period equilibria is obtained solving a single-period equilibrium prob-
lem as the one stated in Chapter 3, Subsection 3.2.1, for each period, but
including ramp rate constraints that only depend on the power production of
the previous hour, i.e. ramp rate constraints are treated in a “greedy” fash-
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ion. Some results of the succession of single-period equilibria are reported in
Appendix D, Subsection D.2.2.
Table 5.16 provides a comparison of the multi-period equilibrium without
minimum profit conditions and its corresponding sequence of single-period
equilibria. The last column presents the variation of both cases with respect
to the multi-period equilibrium without minimum profit conditions. The
very fact that multi-period equilibrium considers on / off status changes on
the time horizon as optimization variables causes start-up costs to be lower
in the multi-period equilibrium case. It can be observed that actual social
welfare is 1% lower in the case of a sequence of single-period equilibria than
in the multi-period equilibrium case, and power traded in the market is lower
in the multi-period case. This fact implies that the multi-period equilibrium
problem provides more efficient results than a succession of single-period equi-
libria, in addition to providing more realistic results. As compared with the
more realistic multi-period equilibrium, a sequence of single-period equilib-
ria overestimates the consumer surplus while it underestimates the producer
surplus.
Table 5.16: Comparison of relevant metrics. Multi-period equilibrium versus








Total energy produced [MWh] 58242.44 59177.48 1.61
Total energy consumed [MWh] 56566.85 57792.85 2.17
Producer revenues [k$] 1003.81 1013.43 0.96
Demand costs [k$] 1025.51 1033.98 0.83
Start-up costs [k$] 3.06 5.09 66.34
Producer surplus [k$] 503.20 479.94 -4.62
Consumer surplus [k$] 237.44 253.93 6.94
Merchandising surplus [k$] 21.70 20.56 -5.25
Social welfare [k$] 762.34 754.42 -1.04
Declared social welfare [k$] 767.79 762.37 -0.71
Figure 5.8 illustrates the most important economic metrics for both multi-
period without minimum profit conditions and a succession of single-period
equilibria. Note that we represent the producer surplus, the consumer sur-
plus, the merchandising surplus, the actual social welfare which corresponds
to the sum of the previous metrics, and finally, the declared social welfare. We
observe that the producer surplus is higher for the multi-period equilibrium
case and the consumer surplus is lower for this case, while the merchandising
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surplus is similar for both cases. We can see an increment in the actual so-
cial welfare for the multi-period equilibrium case. Differences in the declared











































Figure 5.8: Economic efficiency metrics. Multi-period equilibrium versus the
corresponding succession of single-period equilibria
5.3.3 Minimum Profit Condition Case
We obtain the multi-period equilibrium of the IEEE RTS considering that
each of generating units 3 and 4 imposes a minimum profit requirement of
$ 9000 and generating units 9, 10 and 11 impose requirements of $ 200.
The rest of the generating units in the system impose a minimum profit
requirement of $ 0. This equilibrium is formulated in Subsection 4.4.2 and
is obtained using Algorithm 4.2 in Subsection 4.4.4. The solution has been
achieved in 18 iterations within a relative tolerance lower than 0.01. Note
that there is no infeasibility on this solution. The convergence behavior of
Benders decomposition is illustrated in Figure 5.9. As in Subsection 5.3.2,
the no minimum profit condition case, we can observe a smooth increase of
the lower bound of the optimal objective function value.
Table 5.17 provides results for the multi-period equilibrium problem con-
cerning generating unit production and profits for the whole time horizon for
two cases. In the first case, no generating unit is allowed to impose minimum
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Figure 5.9: Evolution of bounds of the Benders decomposition. Multi-period
equilibrium with MPC
profit conditions, corresponding to columns 3 and 4 in the table. These re-
sults correspond to those provided in Table 5.14 and are replicated here to
facilitate the comparison. In the second case, the generating units impose
the minimum profit conditions specified above, corresponding to columns 5
and 6 of the table. Note that in the first case, the profit for unit 4 is lower
than $ 9000, and the profit for unit 10 is lower than $ 200. In the second
case, we force that if these generating units are running in any time period
of the market horizon, they must have profits at least equal to the minimum
value they have imposed, that is, $ 9000 and $ 200, respectively. Also, note
that in this second case, generating energy is redistributed so that the min-
imum profit requirements are satisfied. In fact, generating unit 4 increases
its production and as a consequence its profit increases. Generating unit 10
decreases its production but changes the time periods when it is producing,
therefore, this unit now produces power in hours with higher prices, as can
be seen in the results shown in Appendix D.
Table 5.18 provides results for the multi-period equilibrium with mini-
mum profit conditions concerning generating unit profits and revenues, de-
mand load costs, and minimum and maximum locational marginal prices for
each time period. These results are discussed below. We can observe the
same evolution of prices as in Table 5.15 (without minimum profit condi-
tions). Locational marginal prices are lower if load demands are low, that is,
in hours 1-6. In hours 7-9 and 22-24 demand increases and decreases sharply,
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Table 5.17: Results for the generating units. Multi-period equilibrium with
MPC
Minimum Multi-period equilibrium Multi-period equilibrium
Unit
profit without MPC with MPC
requirement Total energy Profit Total energy Profit
[k$] [MWh] [k$] [MWh] [k$]
1, 2 0.0 0.00 0.00 0.00 0.00
3 9.0 1379.64 9.27 1511.14 9.67
4 9.0 1314.80 8.86 1478.80 9.67
5, 6 0.0 0.00 0.00 0.00 0.00
7 0.0 1395.81 8.89 1470.90 9.72
8 0.0 1466.69 9.34 1530.20 9.72
9 0.2 691.10 0.53 0.00 0.00
10 0.2 1111.80 0.17 1040.00 0.98
11 0.2 1094.43 1.13 1271.47 1.86
12, 13 0.0 0.00 0.00 0.00 0.00
14 0.0 1700.29 0.74 1955.29 1.49
15-19 0.0 0.00 0.00 0.00 0.00
20 0.0 3385.76 23.31 3513.17 24.13
21 0.0 3472.54 23.66 3534.00 24.50
22 0.0 9600.00 104.01 9600.00 106.15
23 0.0 9600.00 102.54 9600.00 104.66
24-29 0.0 1200.00 18.73 1200.00 18.99
30 0.0 3565.00 23.62 2883.00 22.59
31 0.0 3565.00 23.62 3541.19 24.58
32 0.0 7699.60 51.09 7880.12 53.20
Total — 57042.46 484.43 56809.28 497.87
respectively, increasing and decreasing locational marginal prices in the mar-
ket, respectively. If the demand is high, hours 10-21, locational marginal
prices are high. Again, unit profits are higher in hours with high demand.
The same behavior is observed for unit revenues and demand costs.
Locational marginal prices for each node by time period, and power out-
put and profit of each generating unit by time period are collected in Ap-
pendix D, Subsection D.2.3.
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Table 5.18: Results by time periods. Multi-period equilibrium with MPC
Gen. unit Gen. unit Demand Minimum Maximum
Hour profit revenue cost LMP LMP
[k$/h] [k$/h] [k$/h] [$/MWh] [$/MWh]
1 8.17 23.87 24.74 10.53 14.20
2 7.61 21.55 22.40 10.15 13.70
3 7.45 20.44 21.17 10.06 13.13
4 7.39 20.03 20.76 10.04 13.09
5 7.39 20.03 20.76 10.04 13.09
6 7.45 20.44 21.17 10.06 13.13
7 22.25 39.31 40.62 16.59 22.28
8 24.94 48.78 49.84 17.97 22.65
9 29.61 53.54 54.64 18.97 23.84
10 31.61 56.04 57.14 19.68 24.67
11 28.70 53.67 54.76 18.82 23.07
12 28.17 52.44 53.50 18.44 22.60
13 28.17 52.44 53.50 18.44 22.60
14 28.17 52.44 53.50 18.44 22.60
15 27.49 51.76 52.71 18.22 22.22
16 28.04 52.31 53.26 18.41 22.45
17 31.81 57.94 58.85 19.78 23.24
18 32.24 58.87 59.77 19.94 23.24
19 32.24 58.87 59.77 19.94 23.24
20 29.28 53.67 54.76 18.82 23.07
21 27.18 51.30 52.34 18.09 22.17
22 23.24 43.87 44.85 16.59 20.92
23 10.98 28.90 29.88 11.66 15.20
24 7.29 21.52 22.25 10.14 13.08
Total 516.87 1014.03 1036.94 379.82 473.48
5.3.4 Comparison between Multi-Period Equilibrium
with and without Minimum Profit Conditions
This subsection presents a comparison of results of the multi-period equilib-
rium without minimum profit conditions, Subsection 5.3.2, and results of the
multi-period equilibrium with minimum profit conditions, Subsection 5.3.3.
Figure 5.10 shows a variation range of locational marginal prices for each
hour for both cases, with and without minimum profit constraints. The
maximum and minimum locational marginal price for each hour of each case
is represented by a small square. The evolution of locational marginal prices
on the time horizon can be clearly observed. We can see that maximum price
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values for the minimum profit constrained case are generally higher than for
the other case, except for the last two hours, which involve lower prices. In
hours 7, 9 and 10 substantial maximum price differences are observed between
the two cases, due to the fact that the off-line unit with lower operating
costs, that is, generating unit 9, is not started up because minimum profit
requirements for this unit cannot be satisfied.
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Figure 5.10: Comparison in terms of LMP. Multi-period equilibrium with
and without MPC
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Figure 5.11 compares generating profits for the multi-period equilibrium
with and without minimum profit conditions. Note that almost all gener-
ating units experience increments in profits except units 9 and 30. These
increments are due to the increments in locational marginal prices as can be
seen in Figure 5.10. The profit of generating unit 9 is equal to zero because
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Generating unit
Figure 5.11: Comparison in terms of profit. Multi-period equilibrium with
and without MPC
Figure 5.12 shows a comparison of the multi-period equilibrium not in-
cluding and including minimum profit conditions in terms of demand costs.
Note that demand costs increase for each demand except for demand 7. This
is due to the generalized increments in locational marginal prices.
Table 5.19 provides a comparison of the multi-period equilibrium with
and without minimum profit conditions. The last column shows variation
of both cases with respect to the case without minimum profit conditions.
We observe that the consideration of minimum profit conditions implies an
increase in producer revenues and, therefore, an increase in the demand cost,
whose consequence is higher producer surplus and lower consumer surplus.
Social welfare, if minimum profit conditions are considered, is lower than if
it is not.
Figure 5.13 illustrates the economic metrics for both multi-period equi-
librium with and without minimum profit conditions. The main differences
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Figure 5.12: Comparison in terms of demand cost. Multi-period equilibrium
with and without MPC






without MPC with MPC
Total energy produced [MWh] 58242.44 58009.30 -0.40
Total energy consumed [MWh] 56566.85 56306.04 -0.46
Producer revenues [k$] 1003.81 1014.04 1.02
Demand costs [k$] 1025.51 1036.96 1.12
Star-up costs [k$] 3.06 2.79 -8.82
Producer surplus [k$] 503.20 516.88 2.72
Consumer surplus [k$] 237.44 220.74 -7.03
Merchandising surplus [k$] 21.70 22.92 5.62
Social welfare [k$] 762.34 760.54 -0.24
Declared social welfare [k$] 767.79 765.57 -0.29
occur in the producer and consumer surplus. The first one is higher for the
case with minimum profit conditions and the second one is lower for the
minimum profit constrained equilibrium.
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Figure 5.13: Comparison in terms of economic metrics. Multi-period equi-
librium with and without MPC
5.3.5 Evolution of the Multi-Period Equilibrium as
Minimum Profit Conditions Change
We obtain the multi-period equilibrium for several cases in which the gener-
ating units impose increasing minimum profit requirements. As regards case
1, generating units 3 and 4 each impose a minimum profit requirement of $
9000, generating units 9, 10 and 11 of $ 200 and the rest of the units impose a
minimum profit requirement of $ 0. This case corresponds to the one solved
in Subsection 5.3.3. As concerns case 2, generating units 3, 4, 7 and 8 each
impose a minimum profit of $ 9000, units 9, 10 and 11 of $ 1000, units 12,
13 and 14 of $ 1500 and the rest of the units require a nonnegative minimum
profit. Finally, with regard to case 3, generating unit 7 imposes a minimum
profit of $ 9000, generating units 3, 4 and 8 each impose minimum profit of
$ 10000, units 9, 10 and 11 of $ 1200, units 12, 13 and 14 of $ 1500, units
20, 21, 30 and 31 of $ 25000 and the rest of the units impose a nonnegative
minimum profit. Note that for each case, minimum profit conditions for the
units are more restrictive than those imposed in the previous case. Table 5.20
provides the minimum profit conditions imposed by each generating unit for
each case.
Figure 5.14 illustrates the variation range of locational marginal prices
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Table 5.20: Minimum profit requirements imposed by each unit for each
multi-period case
Generating Case 1 Case 2 Case 3
unit [k$] [k$] [k$]
1, 2 0.0 0.0 0.0
3, 4 9.0 9.0 10.0
5, 6 0.0 0.0 0.0
7 0.0 9.0 9.0
8 0.0 9.0 10.0
9-11 0.2 1.0 1.2
12-14 0.0 1.5 1.5
15-19 0.0 0.0 0.0
20, 21 0.0 0.0 25.0
22-29 0.0 0.0 0.0
30, 31 0.0 0.0 25.0
32 0.0 0.0 0.0
for each hour for the three cases. The maximum and minimum locational
marginal price for each hour of each case is represented by a small square.
Prices in hours 7-10 are generally higher for case 1 than for case 2. On the
other hand, in hours 23 and 24, locational marginal prices are higher for case
2. For the rest of the hours, prices for cases 1 and 2 are similar. As regards
case 3, we can see that maximum price values are higher than for the other
cases except for hours 7-10. Higher prices in case 3 are due to the more
stringent minimum profit conditions in this case.
Figure 5.15 represents generating profits for the three cases. Case 2 is
first compared with case 1. Generating unit 9 is started up and the profit of
unit 11 decreases, and unit 12 is also started up but unit 14, which is located
at the same node as unit 12, is shut down. We observe a profit decrease for
unit 20 while the profit increases for the rest of the units. These changes for
case 2 are caused by the more restrictive minimum profit conditions, which
increase power produced in the system as well as some locational marginal
prices to satisfy the minimum profit requirements. For case 3, the main
differences with respect to case 2 are related to units 9 and 14. Unit 9 is
shut down and unit 14 is started up. This might result from the fact that
the minimum profit condition for unit 9 is high as it is more economical to
shut down this unit and to compensate the subsequent power decrease by
increasing the production of unit 14. For the rest of the units we observe a
profit increment due to the generating power and price increments.
Figure 5.16 compares demand costs for the three cases which consider
different minimum profit requirements. Demand costs increase as minimum

























































Figure 5.14: Comparison in terms of LMP. Evolution of the multi-period
equilibrium
profit requirements are more restrictive for every demand. One reason for this
evolution is that the power consumed in the system increases as minimum
profit requirements are more restrictive.
Table 5.21 provides an economic comparison of the three cases. In the
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Figure 5.16: Comparison in terms of demand cost. Evolution of the multi-
period equilibrium
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last two columns, we find the percentage difference between case 2 and case
1 with respect to case 1, and between case 3 and case 2 with respect to
case 2. As minimum profit conditions become more restrictive, the power
produced and consumed in the system increases. The same takes place for
producer revenues and demand costs. Start-up costs are higher as minimum
profit conditions become more restrictive because the production schedule
changes, resulting in lower operating costs and higher start-up costs for some
generating units. Note that the producer surplus increases and the consumer
surplus decreases as we impose higher minimum profit conditions. Differences
in social welfare are low.
Table 5.21: Comparison of relevant metrics. Evolution of the multi-period
equilibrium
Case 1 Case 2 Case 3
2 versus 1 3 versus 2
[%] [%]
Total energy produced [MWh] 58009.30 58334.71 58766.21 0.56 0.74
Total energy consumed [MWh] 56306.04 56656.52 57084.49 0.62 0.76
Producer revenues [k$] 1014.04 1034.69 1098.53 2.04 6.17
Demand costs [k$] 1036.96 1058.01 1120.21 2.03 5.88
Start-up costs [k$] 2.79 3.06 4.12 9.68 34.64
Producer surplus [k$] 516.88 532.61 581.51 3.04 9.18
Consumer surplus [k$] 220.74 206.57 153.25 -6.42 -25.81
Merchandising surplus [k$] 22.92 23.38 22.25 2.01 -4.83
Social welfare [k$] 760.54 762.56 757.01 0.27 -0.73
Declared social welfare [k$] 765.57 767.96 763.45 0.31 -0.59
Finally, Figure 5.17 illustrates the considered economic metrics for the
three multi-period equilibrium cases. Note how producer and consumer sur-
plus increases and decreases, respectively. These changes are more apparent
in case 3.
5.3.6 Problem Size
Table 5.22 provides the size of the mixed-integer linear programming prob-
lem, the master problem, and the continuous quadratic programming prob-
lem, the subproblem, solved to obtain the multi-period equilibrium with and
without minimum profit conditions.
The master problem is solved employing the solver GAMS / CPLEX 9.0
and the subproblem using GAMS / MINOS 5.51. The relative tolerance of
the Benders decomposition algorithm is 0.01 for all cases. The computer
used is a Dell PowerEdge 6600 with 4 processors at 1.60 GHz and 2 GB
of RAM memory. Table 5.23 provides the CPU time required to solve the














































Figure 5.17: Comparison in terms of economic metrics. Evolution of the
multi-period equilibrium
Table 5.22: Size of problems for multi-period equilibrium models







1537 50520 1537 50520continuous
variables
Number of
768 — 768 —binary
variables
Number of
3153 92736 3153 92768
constraints
multi-period equilibrium problems studied in this section and the infeasibility
cost produced in each case. The infeasibility cost increases as minimum
profit conditions are more restrictive. Infeasibility costs of case 2 and 3 are
originated by the fact that some demands are paying a price higher than
their utility. These demands are compensated by their respective economic
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losses, and the incurred cost required to compensate demands is distributed
among all the market participants. The last column of the table represents
the percentage of the infeasibility cost with respect to the respective demand
total cost. Note finally that infeasibility costs are insignificant in percent.
Table 5.23: CPU time and infeasibility cost for multi-period equilibrium
models
CPU time Infeasibility cost Percentage
[minutes] [$] [%]
No MPC 130 0 0.000
Case 1 128 0 0.000
Case 2 122 93 0.009
Case 3 295 1147 0.102
5.4 Summary
Several case studies based on the 24-node IEEE RTS are studied to illustrate
the proposed models in Chapters 3 and 4. We compute the single-period
equilibrium with and without minimum profit conditions for several market
scenarios, and compare the results. The most relevant conclusions are that
including minimum profit conditions in the model can cause increase in the
equilibrium prices and / or cause some units to be expelled from the market.
Afterward, we compare a multi-period equilibrium without considering mini-
mum profit conditions and a succession of single-period equilibria concluding
that the multi-period equilibrium approach reproduces a real-world function-
ing of the market in a better manner since coupling conditions are properly
taken into account. Finally, we illustrate the effect of imposing minimum
profit conditions on the multi-period equilibrium and conclude that mini-
mum profit conditions can be satisfied by increasing the equilibrium prices,
expelling some units from the market or reorganizing unit schedules, which




This chapter presents an overview of the work reported in this document
and the main conclusions of this dissertation. Then, the most important
contributions of this work are provided and possible future research directions
are suggested.
6.1 Thesis Summary
The work developed throughout this thesis can be summarized in the follow-
ing items.
a) First, we propose an equilibrium procedure that coordinates the point
of view of every market agent resulting in an equilibrium that simul-
taneously maximizes the independent objective of every market agent
and satisfies network constraints. Therefore, the activities of the gen-
erating companies, consumers and an independent system operator are
modeled:
• The generating companies seek to maximize net profits by spec-
ifying hourly step functions of productions and minimum selling
prices, and bounds on productions.
• The goals of the consumers are to maximize their economic utili-
ties by specifying hourly step functions of demands and maximum
buying prices, and bounds on demands.
• The independent system operator then clears the market taking
into account consistency conditions as well as capacity and line
losses so as to achieve maximum social welfare.
b) Then, we approach this equilibrium problem using complementarity
theory in order to have the capability of imposing constraints on dual
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variables, i.e. on prices, such as minimum profit conditions for the
generating units or maximum cost conditions for the consumers. In
this way, given the form of the individual optimization problems, the
Karush-Kuhn-Tucker conditions for the generating companies, the con-
sumers and the independent system operator are both necessary and
sufficient. The simultaneous solution to all these conditions constitutes
a mixed linear complementarity problem.
c) Next, we include minimum profit constraints imposed by the gener-
ating units in the market equilibrium model. These constraints are
added as additional constraints to the equivalent quadratic program-
ming problem of the mixed linear complementarity problem of item
b).
d) For the sake of clarity, the proposed equilibrium or near-equilibrium is
first developed for the particular case considering only one time period.
Afterwards, we consider an equilibrium or near-equilibrium applied to
a multi-period framework. This model embodies binary decisions, i.e.
on / off status for the units, and therefore optimality conditions cannot
be directly applied. To avoid limitations provoked by binary variables,
while retaining the advantages of using optimality conditions, we de-
fine the multi-period market equilibrium using Benders decomposition,
which allows computing binary variables through the master problem
and continuous variables through the subproblem.
e) Finally, we illustrate these market equilibrium concepts through several
case studies.
6.2 Conclusions
The most relevant conclusions are enumerated below.
a) The multi-period equilibrium or near-equilibrium model developed in
this thesis computes a solution in which every market agent maximizes
its profit, all technical constraints are satisfied, and every scheduled
generating unit meets its minimum profit requirement.
b) In the case that equilibrium prices do not exist, this near-equilibrium
procedure generates prices that entail slight infeasibilities and that have
a defendable interpretation as equilibrium prices.
c) A procedure to identify the equilibrium or near-equilibrium of an elec-
tricity market is of interest for market regulators that may use it for
market monitoring. It is also of interest for the generating companies
and the consumers to analyze their most appropriate strategies.
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d) We show that the proposed single-period market equilibrium is equiv-
alent to an optimal power flow in a centralized setting if minimum
profit conditions for the generating units are not considered. However,
unlike the optimal power flow, the proposed approach allows incorpo-
rating price-related constraints, such as minimum profit requirements,
for online generating units in either a single-period or a multi-period
framework. This fact is relevant in actual markets and represents an
important modeling advantage.
e) The multi-period equilibrium approach reproduces a real-world func-
tioning of the market in a better manner than a succession of single-
period equilibria since coupling conditions are properly taken into ac-
count.
f) Including minimum profit conditions generally results in higher pro-
ducer surplus and lower consumer surplus, while the social welfare does
not change significantly.
g) This thesis also provides a methodology to solve quadratic program-
ming problems with bilinear constraints (the minimum profit con-
straints) whose practical significance is that instead of needing special-
ized algorithms for bilinear problems, standard optimization solvers can
be applied, thus facilitating computations with existing approaches.
h) Finally, we can conclude that Benders decomposition method allows
a multi-period equilibrium which includes indivisibilities, i.e., non-
convexities, to be solved efficiently.
6.3 Contributions
The main contributions of this work can be summarized as follows:
a) The computation of equilibrium prices or near-equilibrium prices, if the
former do not exist, in a pool-based electricity market.
b) The formulation of a multi-period market equilibrium procedure that
includes constraints on prices (dual variables), and more specifically,
minimum profit conditions for the generating units. These minimum
profit requirements may render a generating unit uncompetitive and
expel it from the market.
c) The equilibrium model includes both line capacity limits and linearized
losses. Therefore, we can use locational marginal prices, and take into
account the effects of line congestion and transmission losses in an
accurate and efficient manner.
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d) The formulation of two methodologies to solve the linear and quadratic
programming problems that involve bilinear constraints. The first
methodology approximates the bilinear equations using Schur’s decom-
position and binary variables. The second one obtains the solution
through an iterative procedure based on the successive over-relaxation
iterative method.
e) Combination of complementarity theory and Benders decomposition to
achieve the solution of complex mixed integer complementarity prob-
lems.
f) The formulation of a methodology based on Benders decomposition to
solve multi-period problems with indivisibilities (non-convexities), op-
timizing not only the continuous decisions, but also the status (binary)
decisions.
g) The publication of the following six papers in journals of high interna-
tional reputation. Note that the first, fourth, fifth and sixth papers are
directly related to this thesis, while the rest are the result of collateral
researches.
• A. J. Conejo, F. D. Galiana, J. M. Arroyo, R. Garćıa-Bertrand,
Cheong Wei Chua and M. Huneault, “Economic Inefficiencies
and Cross-Subsidies in an Auction-Based Electricity Pool”. IEEE
Transactions on Power Systems, vol. 18, no. 1, pages 221-228,
February 2003.
• A. J. Conejo, F. J. Nogales, J. M. Arroyo and R. Garćıa-Bertrand,
“Risk-Constrained Self-Scheduling of a Thermal Power Producer”.
IEEE Transactions on Power Systems, vol. 19, no. 3, pages 1569-
1574, August 2004.
• A. J. Conejo, R. Garćıa-Bertrand and M. Dı́az-Salazar, “Gener-
ation Maintenance Scheduling in Restructured Power Systems”.
IEEE Transactions on Power Systems, vol. 20, no. 2, pages 984-
992, May 2005.
• R. Garćıa-Bertrand, A. J. Conejo and S. Gabriel, “Electricity Mar-
ket Near-Equilibrium under Locational Marginal Pricing and Min-
imum Profit Conditions”. European Journal of Operational Re-
search, in press 2005.
• S. A. Gabriel, R. Garćıa-Bertrand, P. Sahakij and A. J. Conejo, “A
Practical Approach to Approximate Bilinear Functions in Math-
ematical Programming Problems by Using Schur’s Decomposition
and SOS Type 2 Variables”. The Journal of the Operational Re-
search Society, in press 2005.
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• R. Garćıa-Bertrand, A. J. Conejo and S. Gabriel, “Multi-Period
Near-Equilibrium in a Pool-Based Electricity Market Including On
/ Off Decisions”. Networks and Spatial Economics, in press 2005.
h) Publication as a coauthor of a book in Springer. This book includes
the Benders decomposition technique used throughout this thesis.
• A. J. Conejo, E. Castillo, R. Mı́nguez and R. Garćıa-Bertrand,
“Decomposition Techniques in Mathematical Programming. Engi-
neering and Science Applications”. Springer, in press.
6.4 Future Work
Suggestions for future work resulting from the work reported in this thesis
are listed below:
a) To formulate the problem of a generating company in further detail,
modeling non-convex and non-differentiable operating costs, exponen-
tial start-up costs, available spinning reserve taking into account ramp
rate restrictions, and minimum up and down time constraints; and also
extending the model to include hydroelectric generating units.
b) To further characterize and model demands.
c) To incorporate security constraints into the independent system oper-
ator problem, including active and reactive power margins and voltage
limits, and using both deterministic and stochastic criteria.
d) To use nonlinear complementarity problems for modeling the behavior
of the market agents.
e) In this work, the network is modeled through a DC power flow including
linearized losses. A more realistic representation of the network could
be implemented using an AC power flow that implicity includes losses
and reactive power.
f) The multi-period equilibrium model is solved using Benders decompo-
sition algorithm. In this algorithm, the most important computational
burden is related to the solutions of the master problem. Therefore, a
relevant extension would be to study specialized mechanisms, heuristic
or not, to efficiently solve this master problem.
g) To further analyze and characterize problems where formulations re-
quire the use of Benders decompositions.





In an electricity market competitive equilibrium, market agents simultane-
ously optimize the production and consumption of electric energy, while the
production and consumption are balanced. We use optimality conditions,
that is, the complementarity theory, to simultaneously solve the problem
faced by every market agent. This set of optimality conditions corresponds
to a complementarity problem.
This appendix defines a linear complementarity problem and a mixed
linear complementarity problem. Then, we state the equivalence between an
equilibrium problem and a mixed linear complementarity problem. Finally,
the way to formulate a mixed linear complementarity problem as a global
optimization problem is shown.
A.2 Definition of Linear Complementarity
Problem
The Linear Complementarity Problem (LCP) [25, 71] consists of finding vec-
tor z ∈ IRn such that,
z ≥ 0 (A.1)
q + Mz ≥ 0 (A.2)
zT(q + Mz) = 0, (A.3)
for a given vector q ∈ IRn and a matrix M ∈ IRn×n.
Equation (A.3) is called the complementarity condition of the LCP.
The LCP can be rewritten more compactly as
0 ≤ q + Mz ⊥ z ≥ 0, (A.4)
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where symbol ⊥ indicates that both inequalities are complementarity, that
is, they satisfy the complementarity condition (A.3).
The LCP admits a number of interesting generalizations [25, 32, 71]. One
of these is the Mixed Linear Complementarity Problem (MLCP) defined be-
low. Let M11 and M22 be real square matrices of order n and m, respectively.
Let M12 ∈ IRn×m, M21 ∈ IRm×n, q1 ∈ IRn and q2 ∈ IRm be given. The MLCP
is to find vectors z1 ∈ IRn and z2 ∈ IRm such that,
q1 + M11z1 + M12z2 ≥ 0 (A.5)
q2 + M21z1 + M22z2 = 0 (A.6)
z1 ≥ 0 (A.7)
zT1
(
q1 + M11z1 + M12z2
)
= 0. (A.8)
Note that variable z2 is not restricted to be nonnegative. Thus, the MLCP
is a mixture of the LCP and a system of equations.
If matrix M11 is nonsingular, this MLCP can be converted into a standard
LCP, therefore the MLCP can be treated as a standard LCP.
A.3 Equilibrium Problem as an MLCP
A market equilibrium is achieved when each generating company maximizes
its profit, each consumer maximizes its utility and the independent system
operator maximizes the social welfare.





b− Ax ≤ 0 : α (A.10)
−x ≤ 0 : β, (A.11)
where x represents the production levels, p the energy prices and c the pro-
duction costs. Equation (A.9) is the profit of the generating company for
selling energy x. Equation (A.10) represents the operating constraints for
production devices whose dual variable is α. Equation (A.11) states that
production levels are positive.
The following problem represents the behavior of each consumer.
Maximize
uTy − pTy (A.12)
subject to
e−Dy ≤ 0 : µ (A.13)
−y ≤ 0 : γ, (A.14)
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where y represents the consumption levels and u the marginal utility. Equa-
tion (A.12) is the utility of the consumer for buying energy y. Equation
(A.13) represents the demand requirements where µ is the corresponding
dual variable. Equation (A.14) states that consumption levels are positive.
Finally, the independent system operator balances the market maximizing
the social welfare as expressed by the following problem.
Maximize
fTy − gTx (A.15)
subject to
h− Ix− Jy = 0 : ρ, (A.16)
where dual variable ρ represents the energy price. Equation (A.15) is the
social welfare. Equation (A.16) represents the balance constraints.
The solution of the equilibrium problem can be obtained by solving the
first order optimality conditions of the problems faced by each generating
company, each consumer and the ISO. This set of optimality conditions is
set out below.
− p + c− ATα− β = 0 (A.17)
(b− Ax)α = 0 (A.18)
(−x)β = 0 (A.19)
b− Ax ≤ 0 (A.20)
−x ≤ 0 (A.21)
α ≥ 0 (A.22)
β ≥ 0 (A.23)
−u + p−DTµ− γ = 0 (A.24)
(e−Dy)µ = 0 (A.25)
(−y)γ = 0 (A.26)
e−Dy ≤ 0 (A.27)
−y ≤ 0 (A.28)
µ ≥ 0 (A.29)
γ ≥ 0 (A.30)
g − ITρ = 0 (A.31)
−f − JTρ = 0 (A.32)
h− Ix− Jy = 0, (A.33)
where equations (A.17)-(A.23) are the optimality conditions of the problem
of the generating companies, equations (A.24)-(A.30) are the optimality con-
ditions of the problem of the consumers, and equations (A.31)-(A.33) are the
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optimality conditions of the problem of the independent system operator.
The above system of equations can be reduced by eliminating variables β
and γ, and replacing variable ρ by p. The resulting system is,
(−p + c− ATα)x = 0 (A.34)
−p + c− ATα ≥ 0 (A.35)
(Ax− b)α = 0 (A.36)
Ax− b ≥ 0 (A.37)
x ≥ 0 (A.38)
α ≥ 0 (A.39)
(−u + p−DTµ)y = 0 (A.40)
−u + p−DTµ ≥ 0 (A.41)
(Dy − e)µ = 0 (A.42)
Dy − e ≥ 0 (A.43)
y ≥ 0 (A.44)
µ ≥ 0 (A.45)
g − ITp = 0 (A.46)
−f − JTp = 0 (A.47)
h− Ix− Jy = 0. (A.48)
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A.4 Formulation of an MLCP as a Global
Optimization Problem
A large number of methods for solving LCP has been proposed [25, 71].
Many of these methods are based on the assumption that matrix M belongs
to a particular class of matrices, distinguishing the positive semi-definite
and P-matrices (all its principal minors are positive) as the most interesting
of these classes. If M is positive semi-definitive and linear constraints are
consistent, the LCP always has a solution. If M is a P-matrix, the LCP has a
unique solution. If the matrix M belongs to one of these classes of matrices,
the LCP can also be found as a stationary point of the following quadratic
programming problem [25, 59, 71].
Minimize
zT(q + Mz) (A.49)
subject to
z ≥ 0 (A.50)
q + Mz ≥ 0. (A.51)
In general, a solution of the LCP requires the computation of a global
minimum of this quadratic programming problem. However, vector z is a
solution of the LCP if and only if it is a global minimum of this problem
with an objective function value of zero. Note that the objective function
(A.49) is always bounded below by zero on the feasible set.








z1 ≥ 0 (A.53)
q1 + M11z1 + M12z2 ≥ 0 (A.54)
q2 + M21z1 + M22z2 = 0, (A.55)
where the optimal objective function value must be equal to zero.
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Appendix B
Benders Decomposition
Benders decomposition [21] algorithm allows a nonlinear programming prob-
lem to be solved with complicating variables in a distributed manner at the
cost of iteration. The complicating variables are those variables that make
the solution of the problem difficult to solve. If they are fixed to given val-
ues, the problem becomes substantially simpler. Benders decomposition is
described in this appendix.
B.1 Description
The mixed-integer nonlinear programming problem considered is
minimize
x1,...,xn;y1,...,ym
f1(x1, . . . , xn; y1, . . . , ym) + f2(x1, . . . , xn) (B.1)
subject to
hk(x1, . . . , xn; y1, . . . , ym) = 0; k = 1, . . . , q (B.2)
gl(x1, . . . , xn; y1, . . . , ym) ≤ 0; l = 1, . . . , r (B.3)
xdowni ≤ xi ≤ xupi , xi ∈ IN; i = 1, . . . , n (B.4)
ydownj ≤ yj ≤ yupj , yj ∈ IR; j = 1, . . . , m. (B.5)
Note that upper and lower bounds are imposed on optimization variables
to reflect physical limits, which result in a simpler mathematical treatment.
It is assumed that the continuous nonlinear programming problem result-
ing from fixing in the original mixed-integer nonlinear programming problem
the integer variables to given feasible values is convex; otherwise, the con-
vergence of the procedures analyzed in this section cannot be guaranteed.
However, local convexity in a neighborhood of the optimal solution is suffi-
cient to guarantee convergence in most practical applications.
The solution of the problem (B.1)-(B.5) can be obtained by parameteriz-
ing this problem as a function of the complicating variables x1, . . . , xn. This
is done as follows.
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We define the auxiliary function α(x) that expresses the objective func-
tion of the original problem as a function solely of the complicating variables,
α(x) = minimum
y1,...,ym
f1(x1, . . . , xn; y1, . . . , ym) (B.6)
subject to
hk(x1, . . . , xn; y1, . . . , ym) = 0; k = 1, . . . , q (B.7)
gl(x1, . . . , xn; y1, . . . , ym) ≤ 0; l = 1, . . . , r (B.8)
ydownj ≤ yj ≤ yupj , yj ∈ IR; j = 1, . . . , m. (B.9)
Using function α(x), the original problem can be expressed as,
minimize
x1,...,xn
α(x) + f2(x1, . . . , xn) (B.10)
subject to
xdowni ≤ xi ≤ xupi , xi ∈ IN; i = 1, . . . , n. (B.11)
The procedure explained below produces iteratively better and better ap-
proximations to function α(x). If complicating variables are fixed to specific
values using constraints of the form, xi = x
(ν)
i , the resulting problem is easy
to solve. This problem has the form
minimum
y1,...,ym
f1(x1, . . . , xn; y1, . . . , ym) (B.12)
subject to
hk(x1, . . . , xn; y1, . . . , ym) = 0; k = 1, . . . , q (B.13)
gl(x1, . . . , xn; y1, . . . , ym) ≤ 0; l = 1, . . . , r (B.14)





i ; i = 1, . . . , n. (B.16)
The problem above is denominated a subproblem. Typically, it decom-
poses in many subproblems. The solution of the problem above provides
values for the non-complicating variables, y
(ν)
j (j = 1, . . . , m), and the dual
variable vector associated to those constraints that fix the complicating vari-
ables to given values. This sensitivity vector is denoted by λ
(ν)
i (i = 1, . . . , n).
The information obtained solving the subproblem allows the original prob-
lem to be reproduced more and more accurately. Moreover, if function α(x)
is convex, the following problem approximates the original one from below.
Minimize
α;x1,...,xn
α + f2(x1, . . . , xn) (B.17)
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subject to
xdowni ≤ xi ≤ xupi , xi ∈ IN; i = 1, . . . , n (B.18)





i (xi − x(`)i );
` = 1, . . . , ν − 1. (B.19)
The last constraint of the problem above is called Benders cut. The
problem itself is denominated a master problem. The solution of this master
problem provides new values for the complicating variables that are used for
solving a new subproblem. In turn, this subproblem provides information to
formulate a more accurate master problem that provides new values of com-
plicating variables. The procedure continues until upper and lower bounds
of the objective function optimal value are close enough.
B.2 Bounds
It should be noted that problem (B.17)-(B.19) is a relaxed version of the
original problem and its objective function approximates from below the
objective function of the original problem. Therefore, for iteration ν, the
optimal value of the objective function of problem (B.17)-(B.19) is a lower







1 , . . . , x
(ν)
n ). (B.20)
On the other hand, problem (B.12)-(B.16), the subproblem, is a further
restricted version of the original problem. Therefore, its optimal objective
function value is an upper bound of the optimal value of the objective func-
tion of the original problem, i.e.,
z(ν)up = f1(x
(ν)




1 , . . . , y
(ν)
m ) + f2(x
(ν)
1 , . . . , x
(ν)
n ). (B.21)
B.3 The Benders Decomposition Algorithm
The Benders decomposition algorithm to solve mixed-integer nonlinear pro-
gramming problems is described below.
Algorithm B.1 (The Benders decomposition algorithm to solve
mixed-integer nonlinear programming problems).
Step 0: Initialization. Initialize the iteration counter, ν = 1.
Solve the initial mixed-integer linear programming master problem below
(this does not include Benders cuts).
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Minimize
α;x1,...,xn
α + f2(x1, . . . , xn) (B.22)
subject to
xdowni ≤ xi ≤ xupi , xi ∈ IN; i = 1, . . . , n (B.23)
α ≥ αdown. (B.24)
Its trivial solution is x
(ν)
1 , . . . , x
(ν)
n ; α(ν) = αdown.




f1(x1, . . . , xn; y1, . . . , ym) (B.25)
subject to
hk(x1, . . . , xn; y1, . . . , ym) = 0; k = 1, . . . , q (B.26)
gl(x1, . . . , xn; y1, . . . , ym) ≤ 0; l = 1, . . . , r (B.27)





i ; i = 1, . . . , n. (B.29)
The solution to this problem is y
(ν)
1 , . . . , y
(ν)
m , with dual variable values
λ
(ν)
1 , . . . , λ
(ν)
n .
The problem above may decompose into independent subproblems that
can be solved independently. This is a situation often encountered in practice.
Step 2: Convergence checking. Compute upper and lower bounds of the
optimal value of the objective function of the original problem:
z(ν)up = f1(x
(ν)




1 , . . . , y
(ν)
m ) + f2(x
(ν)













up − z(ν)down is smaller than a pre-specified tolerance, ε, stop, the
optimal solution is x
(ν)




1 , . . . , y
(ν)
m . If this is not the case, the
algorithm continues to the next step.
Step 3: Master problem solution. Update the iteration counter, ν ←
ν + 1.
Solve the mixed-integer linear programming master problem,
minimize
α;x1,...,xn
α + f2(x1, . . . , xn) (B.32)
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subject to
xdowni ≤ xi ≤ xupi , xi ∈ IN; i = 1, . . . , n (B.33)





i (xi − x(`)i );
` = 1, . . . , ν − 1 (B.34)
α ≥ αdown. (B.35)
The solution to this problem is x
(ν)
1 , . . . , x
(ν)
n and α(ν). The algorithm
continues to Step 1.





This appendix contains the data and description of the IEEE 24-node Relia-
bility Test System (RTS) used for the simulations in Chapter 5. The details
of this system can be found in [47].
C.2 Data for Generating Companies
Table C.1 provides the location of the generating units throughout the net-
work as well as their respective capacities.
Table C.1: Generating unit locations and capacities
Node Generating unit number (Unit size [MW])
1 1 (20) 2 (20) 3 (76) 4 (76)
2 5 (20) 6 (20) 7 (76) 8 (76)
7 9 (100) 10 (100) 11 (100)
13 12 (197) 13 (197) 14 (197)




22 24 (50) 25 (50) 26 (50) 27 (50) 28 (50) 29 (50)
23 30 (155) 31 (155) 32 (350)
The number and size of the incremental heat rate blocks of the generating
units are specified in Table C.2. Fuel costs have been taken from [9] and are
2.3 $/MBtu for #6 oil, 3.0 $/MBtu for #2 oil, 1.20 $/MBtu for coal, and 0.6
177
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$/MBtu for nuclear. Using this information, marginal cost for each block of
each unit can be obtained. They are provided in Table C.2.




size size heat rate cost
[MW] [MW] [Btu/kWh] [$/MWh]
12 #6 oil
2.40 10179 23.41
Fossil 3.60 10330 23.78




Combustion 0.20 10139 30.42
turbine 3.80 14272 42.82
0.20 14427 43.28
50 Hydro 50.00 0.00
76 Coal
15.20 9548 11.46
Fossil 22.80 9966 11.96




Fossil 25.00 8708 20.03




Fossil 38.75 8541 10.25




Fossil 49.25 8833 20.32




Fossil 87.50 8896 10.66




Nuclear 100.00 8965 5.38
steam 120.00 9210 5.53
80.00 9438 5.66
Table C.3 provides capacity, ramp rates, start-up and fixed costs for each
generating unit. Shut-down costs are considered to be zero.
The size and bidding price of each block of each generating unit that
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Table C.3: Unit capacity, ramp rates, and start-up and fixed costs
Unit Ramp Start-up Fixed
size rate cost cost
[MW] [MW/h] [$] [$/h]
12 60 87.4 5.25
20 180 15.0 5.00
50 - 0.0 0.00
76 120 715.2 7.50
100 420 575.0 8.50
155 180 312.0 6.25
197 180 1018.9 15.00
350 240 2298.0 20.00
400 1200 0.0 0.00
each generating company is willing to sell are chosen to be the corresponding
marginal cost values and are shown in Table C.4. These bids are assumed to
be identical for all hours. The first block is considered to be the minimum
power output. The sum of all blocks is the maximum power output. The hy-
dro units are assumed to be run-of-the-river, thereby producing at maximum
power the whole time horizon under study.
Table C.4: Generating unit bids
Block 1 Block 2 Block 3 Block 4
Unit Size Price Size Price Size Price Size Price
[MW] [$/MWh] [MW] [$/MWh] [MW] [$/MWh] [MW] [$/MWh]
1,2 15.8 29.58 0.2 30.42 3.8 42.82 0.2 43.28
3,4 15.2 11.46 22.8 11.96 22.8 13.89 15.2 15.97
5,6 15.8 29.58 0.2 30.42 3.8 42.82 0.2 43.28
7,8 15.2 11.46 22.8 11.96 22.8 13.89 15.2 15.97
9-11 25.0 18.60 25.0 20.03 30.0 21.67 20.0 22.72
12-14 68.95 19.20 49.25 20.32 39.4 21.22 39.4 22.13
15-19 2.4 23.41 3.6 23.78 3.6 26.84 2.4 30.40
20,21 54.25 9.92 38.75 10.25 31.0 10.68 31.0 11.26
22,23 100.0 5.31 100.0 5.38 120.0 5.53 80.0 5.66
24-29 50.0 0
30,31 54.25 9.92 38.75 10.25 31.0 10.68 31.0 11.26
32 140 10.08 87.5 10.66 52.5 11.09 70.0 11.72
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C.3 Data for Consumers
Every demand is modeled through three consumption blocks. The size and
price of each block of each demand for the peak load hour are shown in Table
C.5. It is considered that the price bid by each demand corresponds to its
utility.
Table C.5: Demand bids for the peak load hour
Block 1 Block 2 Block 3
Node Size Price Size Price Size Price
[MW] [$/MWh] [MW] [$/MWh] [MW] [$/MWh]
1 104.40 22.80 7.20 20.73 7.20 18.65
2 93.68 22.81 6.46 20.74 6.46 18.66
3 174.00 22.56 12.00 20.51 12.00 18.46
4 71.54 23.33 4.93 21.21 4.93 19.08
5 68.64 23.20 4.73 21.09 4.73 18.98
6 131.48 23.30 9.06 21.18 9.06 19.06
7 120.84 23.83 8.33 21.67 8.33 19.50
8 165.30 24.15 11.40 21.96 11.40 19.76
9 169.18 22.84 11.66 20.76 11.66 18.68
10 188.50 22.94 13.00 20.85 13.00 18.76
13 256.18 22.42 17.66 20.38 17.66 18.34
14 187.54 22.45 12.93 20.41 12.93 18.36
15 306.44 21.69 21.13 19.72 21.13 17.74
16 96.68 21.74 6.66 19.77 6.66 17.79
18 321.90 21.24 22.20 19.31 22.20 17.37
19 174.98 21.83 12.06 19.85 12.06 17.86
20 123.74 21.74 8.53 19.76 8.53 17.79
The minimum power requirement of each demand for the peak load hour is
shown in Table C.6. Table C.7 provides the weekly peak loads as a percentage
of the annual peak. Table C.8 gives a daily peak load cycle, as a percentage
of the weekly peak load. Table C.9 shows the hourly load as a percentage of
the daily peak load. In this table, “Wkdy” refers to weekday and “Wknd”
to weekend.
For example, if we need to obtain the equilibrium in week 11 (71.5 %), on
Friday (94 %), in hour 8-9 am (95 %), then size bids of the demands for this
hour are obtained multiplying size bid values of Table C.5 by 0.715× 0.94×
0.95, and the same for the minimum demand requirements in Table C.6.
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1 97.20 10 175.50
2 87.22 13 238.52
3 162.00 14 174.61
4 66.61 15 285.31
5 63.91 16 90.02
6 122.42 18 299.70
7 112.51 19 162.92
8 153.90 20 115.21
9 157.52








1 86.2 19 87.0 37 78.0
2 90.0 20 88.0 38 69.5
3 87.8 21 85.6 39 72.4
4 83.4 22 81.1 40 72.4
5 88.0 23 90.0 41 74.3
6 84.1 24 88.7 42 74.4
7 83.2 25 89.6 43 80.0
8 80.6 26 86.1 44 88.1
9 74.0 27 75.5 45 88.5
10 73.7 28 81.6 46 90.9
11 71.5 29 80.1 47 94.0
12 72.7 30 88.0 48 89.0
13 70.4 31 72.2 49 94.2
14 75.0 32 77.6 50 97.0
15 72.1 33 80.0 51 100.0
16 80.0 34 72.9 52 95.2
17 75.4 35 72.6
18 83.7 36 70.5
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Table C.9: Hourly peak load as a percentage of daily peak
Hour
Winter weeks Summer weeks Spring / fall weeks
1-8 and 44-52 18-30 9-17 and 31-43
Wkdy Wknd Wkdy Wknd Wkdy Wknd
12-1am 67 78 64 74 63 75
1-2 63 72 60 70 62 73
2-3 60 68 58 66 60 69
3-4 59 66 56 65 58 66
4-5 59 64 56 64 59 65
5-6 60 65 58 62 65 65
6-7 74 66 64 62 72 68
7-8 86 70 76 66 85 74
8-9 95 80 87 81 95 83
9-10 96 88 95 86 99 89
10-11 96 90 99 91 100 92
11-noon 95 91 100 93 99 94
noon-1pm 95 90 99 93 93 91
1-2 95 88 100 92 92 90
2-3 93 87 100 91 90 90
3-4 94 87 97 91 88 86
4-5 99 91 96 92 90 85
5-6 100 100 96 94 92 88
6-7 100 99 93 95 96 92
7-8 96 97 92 95 98 100
8-9 91 94 92 100 96 97
9-10 83 92 93 93 90 95
10-11 73 87 87 88 80 90
11-12 63 81 72 80 70 85
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C.4 Network Data
Figure C.1 depicts the IEEE 24-node Reliability Test System. The transmis-
sion lines include two voltage levels, 138 and 230 kV as can be seen in Figure

























Figure C.1: IEEE 24-node Reliability Test System
Impedance and capacity data for lines and transformers are given in Table
C.10. All per unit quantities are on a 100 MVA base, and 138 kV for 138 kV
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lines or 230 kV for 230 kV lines.
Table C.10: Transmission line data
From To R X B Capacity
Equipment
node node [pu] [pu] [pu] [MW]
1 2 0.0026 0.0139 0.4611 175 138 kV cable
1 3 0.0546 0.2112 0.0572 175 138 kV line
1 5 0.0218 0.0845 0.0229 175 138 kV line
2 4 0.0328 0.1267 0.0343 175 138 kV line
2 6 0.0497 0.1920 0.0520 175 138 kV line
3 9 0.0308 0.1190 0.0322 175 138 kV line
3 24 0.0023 0.0839 — 400 Transformer
4 9 0.0268 0.1037 0.0281 175 138 kV line
5 10 0.0228 0.0883 0.0239 175 138 kV line
6 10 0.0139 0.0605 2.4590 175 138 kV cable
7 8 0.0159 0.0614 0.0166 175 138 kV line
8 9 0.0427 0.1651 0.0447 175 138 kV line
8 10 0.0427 0.1651 0.0447 175 138 kV line
9 11 0.0023 0.0839 — 175 Transformer
9 12 0.0023 0.0839 — 175 Transformer
10 11 0.0023 0.0839 — 400 Transformer
10 12 0.0023 0.0839 — 400 Transformer
11 13 0.0061 0.0476 0.0999 400 230 kV line
11 14 0.0054 0.0418 0.0879 500 230 kV line
12 13 0.0061 0.0476 0.0999 500 230 kV line
12 23 0.0124 0.0966 0.2030 500 230 kV line
13 23 0.0111 0.0865 0.1818 500 230 kV line
14 16 0.0050 0.0389 0.0818 500 230 kV line
15 16 0.0022 0.0173 0.0364 500 230 kV line
15 21 0.0063 0.0490 0.1030 400 230 kV line
15 21 0.0063 0.0490 0.1030 400 230 kV line
15 24 0.0067 0.0519 0.1091 500 230 kV line
16 17 0.0033 0.0259 0.0545 500 230 kV line
16 19 0.0030 0.0231 0.0485 500 230 kV line
17 18 0.0018 0.0144 0.0303 500 230 kV line
17 22 0.0135 0.1053 0.2212 500 230 kV line
18 21 0.0033 0.0259 0.0545 500 230 kV line
18 21 0.0033 0.0259 0.0545 500 230 kV line
19 20 0.0051 0.0396 0.0833 500 230 kV line
19 20 0.0051 0.0396 0.0833 500 230 kV line
20 23 0.0028 0.0216 0.0455 500 230 kV line
20 23 0.0028 0.0216 0.0455 500 230 kV line




This appendix collects additional results pertaining to the case studies ana-
lyzed in Chapter 5.
D.1 Single-Period Case
This section includes additional information on cases 2 and 3, presented in
Subsection 5.2 of Chapter 5. Note that these cases include Minimum Profit
Conditions (MPC).
D.1.1 Case 2
Table D.1 provides results for the generating units, Table D.2 for the de-
mands and Table D.3 provides locational marginal prices of case 2. Note
that we provide profit values and demand cost values once the corresponding
infeasibility costs have been subtracted and added, respectively.
D.1.2 Case 3
Table D.4, Table D.5 and Table D.6 provide results for the generating units,
for the demands and locational marginal prices, respectively, of case 3. Note
that the profit values and the demand cost values provided in these tables
include infeasibility costs.
D.2 Multi-Period Case
This section includes additional results on the multi-period equilibrium with
and without minimum profit conditions stated in Subsection 5.3 in Chapter
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5. Results pertaining to the succession of single-period equilibria are also
provided.
D.2.1 No Minimum Profit Condition Case
Tables D.7 and D.8 collect locational marginal prices for each node of the
system by time period for the multi-period equilibrium without including
minimum profit constraints. Tables D.9 and D.10 provide the power output
of each generating unit by time period, and Tables D.11 and D.12 provide
the profit of each generating unit by time period.
D.2.2 Succession of Single-Period Equilibria
Table D.13 provides results pertaining to the generating units for the succes-
sion of single-period equilibria. Table D.14 includes additional information
by time period.
D.2.3 Minimum Profit Condition Case
Tables D.15 and D.16 provide locational marginal prices by node and by time
period for the multi-period equilibrium with minimum profit constraints.
Tables D.17 and D.18 collect the power output of each generating unit by
time period, and Tables D.19 and D.20 provide the profit of each generating
unit by time period.
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Table D.1: Results for the generating units. Single-period equilibrium with
MPC. Case 2
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1, 2 0.00 0.00 0.00
3, 4 76.00 1629.40 622.29
5, 6 0.00 0.00 0.00
7, 8 76.00 1639.41 632.29
9 79.33 1719.08 116.92
10, 11 50.00 1083.50 117.22
12-14 118.20 2524.59 198.74
15-19 0.00 0.00 0.00
20 155.00 3156.10 1538.97
21 155.00 3169.26 1552.13
22 400.00 7941.34 5751.72
23 400.00 7908.30 5718.68
24-29 50.00 959.90 959.37
30, 31 155.00 3155.95 1538.82
32 350.00 7126.34 3376.06
Total 2907.93 59370.15 30228.23
Table D.2: Results for the demands. Single-period equilibrium with MPC.
Case 2
Power Demand Power Demand
Demand consumed cost Demand consumed cost
[MW] [$/h] [MW] [$/h]
1 111.60 2388.85 10 188.50 4112.18
2 93.68 2021.79 13 260.47 5562.17
3 186.00 3933.70 14 187.54 4007.21
4 71.54 1583.69 15 327.57 6659.47
5 68.64 1510.10 16 103.34 2109.09
6 131.48 2933.67 18 344.10 6823.24
7 129.17 2800.50 19 187.04 3834.66
8 165.30 3698.77 20 132.27 2700.01
9 169.18 3677.49 Total 2857.42 60357.20
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Table D.3: Locational marginal prices. Single-period equilibrium with MPC.
Case 2
Locational Locational
Node marginal price Node marginal price
[$/MWh] [$/MWh]
1 21.44 13 21.36
2 21.57 14 21.36
3 21.18 15 20.36
4 22.13 16 20.45
5 21.99 17 20.03
6 22.30 18 19.85
7 21.67 19 20.53
8 22.37 20 20.45
9 21.73 21 19.77
10 21.80 22 19.20
11 21.63 23 20.36
12 21.63 24 20.97
Table D.4: Results for the generating units. Single-period equilibrium with
MPC. Case 3
Unit
Power output Revenue Profit
[MW] [$/h] [$/h]
1, 2 0.00 0.00 0.00
3, 4 76.00 1690.91 684.54
5, 6 0.00 0.00 0.00
7, 8 76.00 1701.29 694.92
9 75.63 1679.51 158.28
10 50.00 1110.33 144.52
11 80.00 1776.53 160.62
12, 13 118.20 2624.60 299.91
14 0.00 0.00 0.00
15-19 0.00 0.00 0.00
20 155.00 3281.12 1665.51
21 155.00 3294.80 1679.19
22 400.00 8255.91 6070.19
23 400.00 8221.57 6035.85
24-29 50.00 997.93 997.89
30, 31 155.00 3280.96 1665.36
32 350.00 7408.63 3661.87
Total 2816.03 59611.50 32252.68
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Table D.5: Results for the demands. Single-period equilibrium with MPC.
Case 3
Power Demand Power Demand
Demand consumed cost Demand consumed cost
[MW] [$/h] [MW] [$/h]
1 104.40 2322.87 10 188.50 4265.45
2 93.68 2097.15 13 256.18 5688.62
3 174.00 3831.66 14 187.54 4164.01
4 71.54 1642.74 15 306.44 6487.02
5 68.64 1566.40 16 96.68 2055.19
6 131.48 3043.05 18 321.90 6644.20
7 129.17 2864.46 19 174.98 3735.49
8 165.30 3829.67 20 123.74 2630.50
9 169.18 3821.41 Total 2763.35 60689.68
Table D.6: Locational marginal prices. Single-period equilibrium with MPC.
Case 3
Locational Locational
Node marginal price Node marginal price
[$/MWh] [$/MWh]
1 22.25 13 22.20
2 22.39 14 22.20
3 22.02 15 21.17
4 22.96 16 21.26
5 22.82 17 20.82
6 23.14 18 20.64
7 22.21 19 21.35
8 23.17 20 21.26
9 22.59 21 20.55
10 22.63 22 19.96
11 22.49 23 21.17
12 22.45 24 21.80
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Table D.7: Locational marginal prices by time periods [$/MWh]. Multi-
period equilibrium without MPC
Node
Hour
1 2 3 4 5 6 7 8 9 10 11 12
1 12.27 11.96 11.83 11.77 11.77 11.83 13.89 20.64 21.01 21.15 21.15 21.01
2 12.27 11.96 11.96 11.96 11.96 11.96 13.89 20.66 21.01 21.15 21.15 21.01
3 11.66 11.35 11.06 11.04 11.04 11.06 13.20 20.18 20.55 20.68 20.68 20.55
4 12.55 12.16 11.84 11.69 11.69 11.84 14.21 21.14 21.49 21.63 21.63 21.49
5 12.55 12.22 11.90 11.75 11.75 11.90 14.21 21.11 21.49 21.63 21.63 21.49
6 12.51 12.19 11.87 11.72 11.72 11.87 14.17 21.18 21.49 21.63 21.63 21.49
7 13.43 13.08 12.73 12.57 12.57 12.73 15.20 21.62 21.67 21.67 21.67 21.67
8 13.13 12.78 12.45 12.29 12.29 12.45 14.86 22.11 22.17 22.17 22.17 22.17
9 12.27 11.89 11.58 11.43 11.43 11.58 13.89 20.66 21.01 21.15 21.15 21.01
10 12.27 11.95 11.63 11.49 11.49 11.63 13.89 20.76 21.07 21.20 21.20 21.07
11 12.18 11.86 11.55 11.40 11.40 11.55 13.79 20.61 20.92 21.05 21.05 20.92
12 12.18 11.86 11.55 11.40 11.40 11.55 13.79 20.61 20.92 21.05 21.05 20.92
13 12.04 11.73 11.42 11.28 11.28 11.42 13.64 20.39 20.68 20.82 20.82 20.68
14 11.77 11.47 11.17 11.03 11.03 11.17 13.33 20.16 20.68 20.81 20.81 20.68
15 11.14 10.84 10.56 10.54 10.54 10.56 12.61 19.28 19.72 19.75 19.75 19.72
16 11.26 10.97 10.68 10.66 10.66 10.68 12.75 19.49 19.94 19.97 19.97 19.94
17 11.01 10.61 10.33 10.31 10.31 10.33 12.46 19.05 19.49 19.52 19.52 19.49
18 10.89 10.49 10.22 10.20 10.20 10.22 12.33 18.85 19.28 19.31 19.31 19.28
19 11.39 11.09 10.80 10.78 10.78 10.80 12.90 19.71 20.17 20.20 20.20 20.17
20 11.52 11.22 10.92 10.90 10.90 10.92 13.04 19.49 19.94 19.97 19.97 19.94
21 10.77 10.49 10.21 10.19 10.19 10.21 12.19 18.64 19.07 19.10 19.10 19.07
22 10.41 10.14 9.88 9.86 9.86 9.88 11.79 18.02 18.44 18.47 18.47 18.44
23 11.39 11.09 10.80 10.78 10.78 10.80 12.90 19.27 19.72 19.75 19.75 19.72
24 11.52 11.22 10.93 10.91 10.91 10.93 13.04 19.94 20.40 20.43 20.43 20.40
continued on next page
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Table D.8: Locational marginal prices by time periods [$/MWh]. Multi-
period equilibrium without MPC (continued)
Node
Hour
13 14 15 16 17 18 19 20 21 22 23 24
1 21.01 21.01 20.77 20.83 21.67 21.67 22.72 21.56 20.71 18.76 18.69 12.88
2 21.01 21.01 20.77 20.83 21.67 21.67 22.72 21.56 20.71 19.07 18.69 13.09
3 20.55 20.55 20.30 20.36 21.19 21.19 22.21 21.08 20.25 18.58 17.56 11.79
4 21.49 21.49 21.24 21.30 22.16 22.16 23.24 22.05 21.19 19.50 19.11 12.83
5 21.49 21.49 21.24 21.30 22.16 22.16 23.24 22.05 21.18 19.19 19.11 12.83
6 21.49 21.49 21.24 21.30 22.11 22.11 23.18 22.05 21.19 19.50 19.06 12.80
7 21.67 21.67 21.67 21.67 21.67 21.67 22.72 22.55 21.67 20.92 20.45 14.37
8 22.17 22.17 22.17 22.17 22.17 22.17 23.24 23.07 22.17 20.46 20.00 14.04
9 21.01 21.01 20.77 20.83 21.67 21.67 22.72 21.56 20.71 19.07 18.69 12.54
10 21.07 21.07 20.82 20.88 21.67 21.67 22.72 21.61 20.77 19.12 18.69 12.54
11 20.92 20.92 20.67 20.73 21.52 21.52 22.56 21.46 20.62 18.98 18.55 12.45
12 20.92 20.92 20.67 20.73 21.52 21.52 22.56 21.46 20.62 18.98 18.55 12.45
13 20.68 20.68 20.44 20.50 21.28 21.28 22.31 21.22 20.39 18.77 18.35 12.32
14 20.68 20.68 20.44 20.50 21.27 21.27 22.31 21.22 20.39 18.56 17.94 12.04
15 19.72 19.72 19.49 19.54 20.34 20.34 21.32 20.13 19.34 17.75 16.77 11.26
16 19.94 19.94 19.70 19.76 20.56 20.56 21.56 20.36 19.56 17.95 16.96 11.39
17 19.49 19.49 19.26 19.32 20.10 20.10 21.08 19.90 19.12 17.54 16.58 11.01
18 19.28 19.28 19.05 19.11 19.88 19.88 20.85 19.69 18.91 17.35 16.40 10.89
19 20.17 20.17 19.93 19.99 20.80 20.80 21.81 20.59 19.78 18.15 17.15 11.52
20 19.94 19.94 19.71 19.76 20.56 20.57 21.56 20.36 19.56 17.95 17.35 11.65
21 19.07 19.07 18.84 18.90 19.66 19.66 20.62 19.47 18.70 17.16 16.22 10.89
22 18.44 18.44 18.22 18.27 19.01 19.01 19.94 18.82 18.09 16.59 15.68 10.53
23 19.72 19.72 19.48 19.54 20.33 20.33 21.32 20.13 19.34 17.75 17.15 11.51
24 20.40 20.40 20.16 20.22 21.04 21.04 22.06 20.83 20.01 18.36 17.35 11.65
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1 2 3 4 5 6 7 8 9 10 11 12
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 38.0 19.9 15.2 15.2 15.2 15.2 45.0 76.0 76.0 76.0 76.0 76.0
4 38.0 15.2 15.2 15.2 15.2 15.2 60.8 76.0 76.0 76.0 76.0 76.0
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 38.0 27.8 38.0 38.0 38.0 38.0 38.0 76.0 76.0 76.0 76.0 76.0
8 38.0 38.0 24.7 19.5 19.5 24.7 48.4 76.0 76.0 76.0 76.0 76.0
9 0.0 0.0 0.0 0.0 0.0 0.0 25.0 50.0 50.0 50.0 50.0 77.5
10 25.0 25.0 25.0 25.0 25.0 25.0 25.0 50.0 77.5 50.4 50.4 50.0
11 0.0 0.0 0.0 0.0 0.0 0.0 25.0 50.0 50.0 80.0 80.0 50.0
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 118.2 118.2 118.2 118.2
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 124.0 124.0 93.0 93.0 93.0 93.0 155.0 155.0 155.0 155.0 155.0 155.0
21 134.1 124.0 119.2 93.0 93.0 119.2 155.0 155.0 155.0 155.0 155.0 155.0
22,23 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0
24-29 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0
30,31 155.0 124.0 124.0 124.0 124.0 124.0 155.0 155.0 155.0 155.0 155.0 155.0
32 280.0 279.6 227.5 227.5 227.5 227.5 350.0 350.0 350.0 350.0 350.0 350.0
continued on next table
Table D.10: Power output of the units by time periods [MW]. Multi-period
equilibrium without MPC (continued)
Unit
Hour
13 14 15 16 17 18 19 20 21 22 23 24
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 0.0
4 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 0.0 0.0
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 0.0 0.0
8 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 38.0
9 77.5 77.5 50.0 50.0 53.7 80.0 0.0 0.0 0.0 0.0 0.0 0.0
10 50.0 50.0 50.0 50.0 80.0 80.0 88.6 80.0 80.0 50.0 0.0 0.0
11 50.0 50.0 71.6 74.5 80.0 80.0 100.0 80.0 73.3 50.0 50.0 0.0
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 118.2 118.2 118.2 118.2 157.6 157.6 197.0 124.3 118.2 0.0 0.0 0.0
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 130.8
21 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0
22,23 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0
24-29 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0
30,31 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0
32 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 280.0
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1 2 3 4 5 6 7 8 9 10 11 12
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 11.8 0.1 -1.9 -2.8 -2.8 -1.9 73.4 554.9 583.2 593.5 593.5 583.2
4 11.8 0.1 -1.9 -2.8 -2.8 -1.9 73.4 554.9 583.2 593.5 593.5 583.2
5, 6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 11.7 0.1 0.1 0.1 0.1 0.1 73.4 556.6 583.2 593.4 593.4 583.2
8 11.7 0.1 0.1 0.1 0.1 0.1 73.4 556.6 583.2 593.4 593.4 583.2
9 0.0 0.0 0.0 0.0 0.0 0.0 -668.4 106.6 109.3 109.3 109.3 109.3
10 -712.8 -146.6 -155.1 -159.2 -159.2 -155.1 -93.4 106.6 109.3 109.3 109.3 109.3
11 0.0 0.0 0.0 0.0 0.0 0.0 -668.4 106.6 109.3 109.3 109.3 109.3
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -913.7 120.9 120.9 105.2
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 108.2 72.1 40.7 38.9 38.9 40.7 332.8 1366.2 1434.9 1439.7 1439.7 1434.9
21 -188.4 87.1 51.6 49.8 49.8 51.6 354.6 1399.6 1469.0 1473.9 1473.9 1469.0
22 2169.5 2011.0 1901.6 1894.2 1894.2 1901.6 2746.1 5353.5 5526.7 5539.0 5539.0 5526.7
23 2121.4 2008.9 1899.6 1892.1 1892.1 1899.6 2691.6 5270.2 5441.4 5453.6 5453.6 5441.4
24-29 520.6 507.0 493.8 492.9 492.9 493.8 589.5 901.2 921.9 923.3 923.3 921.9
30,31 143.3 102.5 66.6 64.2 64.2 66.6 377.0 1365.9 1434.5 1439.4 1439.4 1434.5
32 242.3 159.0 93.3 88.8 88.8 93.3 746.7 2979.6 3134.6 3145.6 3145.6 3134.6
continued on next table
Table D.12: Profit of the units by time periods [$/h]. Multi-period equilib-
rium without MPC (continued)
Unit
Hour
13 14 15 16 17 18 19 20 21 22 23 24
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 583.2 583.2 564.4 569.0 633.1 633.2 713.0 624.6 560.4 411.8 406.4 0.0
4 583.2 583.2 564.4 569.0 633.1 633.2 713.0 624.6 560.4 411.8 0.0 0.0
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 583.2 583.2 564.3 569.0 633.1 633.1 712.9 624.6 560.4 435.3 0.0 0.0
8 583.2 583.2 564.3 569.0 633.1 633.1 712.9 624.6 560.4 435.3 406.3 43.1
9 109.3 109.3 109.3 109.3 109.3 109.3 0.0 0.0 0.0 0.0 0.0 0.0
10 109.3 109.3 109.3 109.3 109.3 109.3 193.3 180.0 109.3 71.9 0.0 0.0
11 109.3 109.3 109.3 109.3 109.3 109.3 193.3 180.0 109.3 71.9 48.4 0.0
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 105.2 105.2 76.3 83.4 177.5 177.5 346.9 168.6 70.2 0.0 0.0 0.0
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 1434.9 1434.9 1398.7 1407.6 1530.3 1530.5 1683.2 1499.1 1376.7 1129.2 978.1 123.6
21 1469.0 1469.0 1432.4 1441.4 1565.5 1565.6 1720.1 1534.0 1410.2 1159.9 1007.1 143.0
22 5526.7 5526.7 5435.5 5457.9 5767.5 5767.9 6153.2 5688.8 5380.0 4755.5 4374.2 2171.7
23 5441.4 5441.4 5351.3 5373.4 5679.6 5679.9 6061.1 5601.8 5296.4 4678.7 4301.7 2169.5
24-29 921.9 921.9 911.0 913.6 950.6 950.7 996.8 941.2 904.3 829.7 784.1 526.4
30,31 1434.5 1434.5 1398.4 1407.2 1529.9 1530.1 1682.8 1498.8 1376.4 1128.9 1036.9 163.0
32 3134.6 3134.6 3053.0 3073.0 3350.1 3350.4 3695.2 3279.7 3003.3 2444.5 2236.7 277.9
194 APPENDIX D. RESULTS: IEEE 24-NODE RTS






[MWh] [k$] [MWh] [k$]
1, 2 0.00 0.00 14 1559.38 -0.22
3 1413.60 8.42 15-19 0.00 0.00
4 1455.20 8.42 20 3405.18 22.65
5, 6 0.00 0.00 21 3534.00 22.67
7 1548.41 8.62 22 9600.00 102.52
8 1493.21 8.62 23 9600.00 101.66
9 759.75 0.86 24-29 1200.00 18.73
10 1165.96 0.86 30 3539.69 23.07
11 791.99 0.88 31 3534.00 23.07
12 1233.85 -0.22 32 5786.95 35.89
13 1556.30 -0.22 Total 57977.47 461.20
Table D.14: Results by time periods. Succession of single-period equilibria
Gen. unit Gen. unit Demand Minimum Maximum
Hour profit revenue cost LMP LMP
[k$/h] [k$/h] [k$/h] [$/MWh] [$/MWh]
1 8.17 23.77 24.72 10.59 14.19
2 7.63 21.47 22.32 10.20 13.56
3 7.37 20.15 20.94 10.05 13.15
4 7.31 19.75 20.54 10.01 13.14
5 7.31 19.75 20.54 10.01 13.14
6 7.37 20.15 20.94 10.05 13.15
7 15.03 35.32 36.23 14.36 18.03
8 20.70 45.45 46.34 16.87 20.26
9 26.01 54.29 55.17 18.50 21.96
10 27.20 54.68 55.51 18.58 21.96
11 27.20 54.68 55.51 18.58 21.96
12 27.03 54.29 55.17 18.50 21.96
13 27.03 54.29 55.17 18.50 21.96
14 27.03 54.29 55.17 18.50 21.96
15 26.97 53.34 54.21 18.48 21.92
16 26.98 53.99 54.86 18.48 21.92
17 27.37 55.47 56.29 18.63 21.96
18 27.40 55.52 56.34 18.65 21.96
19 27.40 55.52 56.34 18.65 21.96
20 27.20 54.68 55.51 18.58 21.96
21 26.97 52.33 53.17 18.48 21.92
22 22.69 43.75 44.65 16.83 20.26
23 16.64 34.70 35.68 14.26 18.07
24 7.94 21.79 22.64 10.36 13.76
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Table D.15: Locational marginal prices by time periods [$/MWh]. Multi-
period equilibrium with MPC
Node
Hour
1 2 3 4 5 6 7 8 9 10 11 12
1 12.40 11.96 12.00 11.96 11.96 12.00 19.00 20.57 21.72 22.54 21.56 21.11
2 12.40 11.96 11.96 11.96 11.96 11.96 19.32 20.64 21.72 22.54 21.56 21.11
3 11.79 11.37 11.27 11.24 11.24 11.27 18.58 20.12 21.24 22.04 21.08 20.64
4 12.69 12.23 12.21 12.17 12.17 12.21 19.76 21.12 22.22 23.05 22.05 21.60
5 12.69 12.23 12.27 12.23 12.23 12.27 19.44 21.04 22.22 23.05 22.05 21.60
6 12.65 12.20 12.24 12.20 12.20 12.24 19.95 21.12 22.22 23.00 22.05 21.60
7 14.20 13.70 13.13 13.09 13.09 13.13 22.28 22.65 23.84 24.67 22.55 22.09
8 13.89 13.39 12.84 12.80 12.80 12.84 21.78 22.15 23.30 24.12 23.07 22.60
9 12.40 11.96 11.94 11.90 11.90 11.94 19.46 20.64 21.72 22.54 21.56 21.12
10 12.40 11.96 11.99 11.96 11.96 11.99 19.55 20.70 21.78 22.54 21.61 21.17
11 12.31 11.87 11.91 11.87 11.87 11.91 19.41 20.55 21.62 22.38 21.46 21.02
12 12.31 11.87 11.91 11.87 11.87 11.91 19.41 20.55 21.62 22.38 21.46 21.02
13 12.18 11.74 11.78 11.74 11.74 11.78 19.19 20.32 21.38 22.13 21.22 20.78
14 11.91 11.48 11.51 11.48 11.48 11.51 18.76 20.10 21.38 22.13 21.22 20.78
15 11.26 10.86 10.76 10.73 10.73 10.76 17.75 19.22 20.29 21.05 20.13 19.72
16 11.39 10.98 10.88 10.85 10.85 10.88 17.95 19.43 20.51 21.29 20.36 19.94
17 11.13 10.62 10.53 10.50 10.50 10.53 17.54 18.99 20.05 20.81 19.90 19.49
18 11.01 10.50 10.41 10.38 10.38 10.41 17.35 18.79 19.84 20.58 19.69 19.28
19 11.52 11.10 11.01 10.98 10.98 11.01 18.15 19.65 20.75 21.53 20.59 20.17
20 11.65 11.23 11.13 11.10 11.10 11.13 18.36 19.43 20.52 21.29 20.36 19.94
21 10.89 10.50 10.41 10.38 10.38 10.41 17.16 18.58 19.62 20.35 19.47 19.07
22 10.53 10.15 10.06 10.04 10.04 10.06 16.59 17.97 18.97 19.68 18.82 18.44
23 11.51 11.10 11.26 11.23 11.23 11.26 18.15 19.21 20.29 21.05 20.13 19.72
24 11.65 11.23 11.13 11.10 11.10 11.13 18.36 19.88 20.99 21.77 20.83 20.40
continued on next page
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Table D.16: Locational marginal prices by time periods [$/MWh]. Multi-
period equilibrium with MPC (continued)
Node
Hour
13 14 15 16 17 18 19 20 21 22 23 24
1 21.11 21.11 20.77 20.98 22.54 22.72 22.72 21.56 20.71 18.76 13.89 11.96
2 21.11 21.11 20.77 20.98 22.54 22.72 22.72 21.56 20.71 19.07 13.89 11.96
3 20.64 20.64 20.30 20.52 22.04 22.21 22.21 21.08 20.25 18.58 13.05 11.35
4 21.60 21.60 21.24 21.46 23.05 23.24 23.24 22.05 21.19 19.50 14.21 12.16
5 21.60 21.60 21.24 21.46 23.05 23.24 23.24 22.05 21.18 19.19 14.21 12.22
6 21.60 21.60 21.24 21.46 23.00 23.18 23.18 22.05 21.19 19.50 14.17 12.19
7 22.09 22.09 21.72 21.95 22.72 22.72 22.72 22.55 21.67 20.92 15.20 13.08
8 22.60 22.60 22.22 22.45 23.24 23.24 23.24 23.07 22.17 20.46 14.86 12.78
9 21.12 21.12 20.77 20.98 22.54 22.72 22.72 21.56 20.71 19.07 13.89 11.89
10 21.17 21.17 20.82 21.04 22.54 22.72 22.72 21.61 20.77 19.12 13.89 11.95
11 21.02 21.02 20.67 20.89 22.38 22.56 22.56 21.46 20.62 18.98 13.79 11.86
12 21.02 21.02 20.67 20.89 22.38 22.56 22.56 21.46 20.62 18.98 13.79 11.86
13 20.78 20.78 20.44 20.65 22.13 22.31 22.31 21.22 20.39 18.77 13.64 11.73
14 20.78 20.78 20.44 20.65 22.13 22.31 22.31 21.22 20.39 18.56 13.33 11.47
15 19.72 19.72 19.49 19.69 21.15 21.32 21.32 20.13 19.34 17.75 12.47 10.84
16 19.94 19.94 19.70 19.91 21.39 21.56 21.56 20.36 19.56 17.95 12.61 10.97
17 19.49 19.49 19.26 19.46 20.91 21.08 21.08 19.90 19.12 17.54 12.32 10.61
18 19.28 19.28 19.05 19.25 20.68 20.85 20.85 19.69 18.91 17.35 12.19 10.49
19 20.17 20.17 19.93 20.14 21.63 21.81 21.81 20.59 19.78 18.15 12.75 11.09
20 19.94 19.94 19.71 19.91 21.39 21.56 21.56 20.36 19.56 17.95 12.90 11.22
21 19.07 19.07 18.84 19.04 20.45 20.62 20.62 19.47 18.70 17.16 12.06 10.49
22 18.44 18.44 18.22 18.41 19.78 19.94 19.94 18.82 18.09 16.59 11.66 10.14
23 19.72 19.72 19.48 19.69 21.15 21.32 21.32 20.13 19.34 17.75 12.75 11.09
24 20.40 20.40 20.16 20.37 21.88 22.06 22.06 20.83 20.01 18.36 12.90 11.22
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1 2 3 4 5 6 7 8 9 10 11 12
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 38.0 24.5 38.0 38.0 38.0 38.0 76.0 76.0 76.0 76.0 76.0 76.0
4 38.0 38.0 38.0 26.3 26.3 38.0 76.0 76.0 76.0 76.0 76.0 76.0
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 38.0 27.8 38.0 23.6 23.6 38.0 76.0 76.0 76.0 76.0 76.0 76.0
8 38.0 38.0 38.0 38.0 38.0 38.0 76.0 76.0 76.0 76.0 76.0 76.0
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 80.0 80.0
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 80.0 100.0 100.0 80.0 80.0
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 83.2 157.6 180.1 124.3 118.2
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 134.2 124.0 124.0 124.0 124.0 124.0 155.0 155.0 155.0 155.0 155.0 155.0
21 155.0 124.0 124.0 124.0 124.0 124.0 155.0 155.0 155.0 155.0 155.0 155.0
22,23 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0
24-29 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0
30 155.0 124.0 0.0 0.0 0.0 0.0 0.0 155.0 155.0 155.0 155.0 155.0
31 155.0 124.0 127.6 124.0 124.0 127.6 155.0 155.0 155.0 155.0 155.0 155.0
32 280.0 280.0 280.0 280.0 280.0 280.0 350.0 350.0 350.0 350.0 350.0 350.0
continued on next table
Table D.18: Power output of the units by time periods [MW]. Multi-period
equilibrium with MPC (continued)
Unit
Hour
13 14 15 16 17 18 19 20 21 22 23 24
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 60.8 19.9
4 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 43.0 15.2
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 38.0 27.8
8 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 76.0 48.2 38.0
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 80.0 80.0 80.0 80.0 100.0 100.0 100.0 80.0 80.0 50.0 25.0 25.0
11 80.0 80.0 80.0 80.0 81.1 88.6 88.6 80.0 73.3 50.0 25.0 25.0
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 118.2 118.2 118.2 118.2 182.6 197.0 197.0 124.3 118.2 0.0 0.0 0.0
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 124.0
21 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 124.0
22,23 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0 400.0
24-29 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0
30 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 124.0
31 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 155.0 124.0
32 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 350.0 250.1
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1 2 3 4 5 6 7 8 9 10 11 12
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3,4 17.0 0.1 1.4 0.1 0.1 1.4 430.4 549.9 637.1 699.2 624.6 590.9
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7,8 16.9 0.1 0.3 0.1 0.1 0.3 454.2 555.1 637.1 699.2 624.6 590.9
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -395.0 142.9
11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -387.1 305.0 388.4 180.0 142.9
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -956.7 194.1 312.0 168.6 116.9
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 123.6 73.6 62.1 58.2 58.2 62.1 1129.2 1356.7 1522.9 1641.1 1499.1 1434.9
21 -169.0 88.6 77.0 73.1 73.1 77.0 1159.9 1390.0 1558.0 1677.6 1534.0 1469.0
22 2218.1 2015.8 1980.0 1967.9 1967.9 1980.0 4755.5 5329.5 5748.8 6047.1 5688.8 5526.7
23 2169.5 2013.7 1977.9 1965.8 1965.8 1977.9 4678.7 5246.4 5661.1 5956.1 5601.8 5441.4
24-29 526.4 507.5 503.2 501.8 501.8 503.2 829.7 898.3 948.4 984.1 941.2 921.9
30 163.0 104.1 0.0 0.0 0.0 0.0 0.0 1044.3 1522.5 1640.7 1498.8 1434.5
31 163.0 104.1 123.6 119.5 119.5 123.6 1191.4 1356.3 1522.5 1640.7 1498.8 1434.5
32 277.9 162.6 206.6 197.4 197.4 206.6 2585.7 2958.1 3333.4 3600.3 3279.7 3134.6
continued on next table
Table D.20: Profit of the units by time periods [$/h]. Multi-period equilib-
rium with MPC (continued)
Unit
Hour
13 14 15 16 17 18 19 20 21 22 23 24
1,2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3,4 590.9 590.9 564.4 580.9 699.2 713.0 713.0 624.6 560.4 411.8 73.4 0.1
5,6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7,8 590.9 590.9 564.3 580.9 699.2 712.9 712.9 624.6 560.4 435.3 73.4 0.1
9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 142.9 142.9 113.6 131.9 193.3 193.3 193.3 180.0 109.3 71.9 -93.4 -146.6
11 142.9 142.9 113.6 131.9 193.3 193.3 193.3 180.0 109.3 71.9 -93.4 -146.6
12,13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 116.9 116.9 76.3 101.7 312.0 346.9 346.9 168.6 70.2 0.0 0.0 0.0
15-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 1434.9 1434.9 1398.7 1430.4 1656.8 1683.2 1683.2 1499.1 1376.7 1129.2 310.9 72.1
21 1469.0 1469.0 1432.4 1464.5 1693.4 1720.1 1720.1 1534.0 1410.2 1159.9 332.4 87.1
22 5526.7 5526.7 5435.5 5515.4 6086.6 6153.2 6153.2 5688.8 5380.0 4755.5 2690.7 2011.0
23 5441.4 5441.4 5351.3 5430.3 5995.2 6061.1 6061.1 5601.8 5296.4 4678.7 2636.8 2008.9
24-29 921.9 921.9 911.0 920.5 988.8 996.8 996.8 941.2 904.3 829.7 582.9 507.0
30 1434.5 1434.5 1398.4 1430.0 1656.4 1682.8 1682.8 1498.8 1376.4 1128.9 354.5 102.5
31 1434.5 1434.5 1398.4 1430.0 1656.4 1682.8 1682.8 1498.8 1376.4 1128.9 354.5 102.5
32 3134.6 3134.6 3053.0 3124.5 3635.6 3695.2 3695.2 3279.7 3003.3 2444.5 696.0 159.0
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