Abstract
Introduction
Image segmentation is one of the most fundamental problems in low-level image processing. The problem is to partition (segment) an image into connected regions of similar textures or similar colors/gray-levels, with adjacent regions having significant dissimilarity. Many algorithms have been proposed to solve this problem (see surveys [3, 4, 5, 71) . Most of these algorithms fit into two classes: (1) boundary detectionbased approaches, which partition an image by discovering closed boundary contours, and (2) region growing and clustering-based approaches, which group "similar" neighboring pixels into clusters. Region-based approaches can be further divided into two classes, those using global information in segmentation and those using only local information. Many of the global information-based segmentation algorithms are very computationally time-consuming, while the local information-based approaches are usually sensitive to noise.
In this paper, we present an efficient region-based segmentation algorithm based on a minimum spanning tree representation of a gray-level image and a tree partitioning algorithm. With a tree representation, the algorithm partitions an image into a number (not predetermined) of arbitrarily-shaped regions (represented as subtrees) by globally minimizing the sum of gray-level variations over all regions under constraints which prevent partitioning a homogeneous region (a region with similar gray levels) into smaller regions. A tree structure is simple enough to facilitate a fast segmentation algorithm, and is also general enough to represent all the hierarchical relationships among objects present in an image. By combining the tree representation and global optimization, our segmentation algorithm is robust even on very noisy images.
The basic idea of the algorithm can be described as follows. It first builds a weighted planar graph representation of the given gray-level image, and constructs a minimumspanning tree of the graph in such a way that a connected homogeneous region corresponds to one subtree of the spanning tree. Then the algorithm partitions the spanning tree into a set of subtrees, whose vertices have similar gray levels. The tree-partitioning is done by a fast dynamic programming algorithm. If we use N , Z and L to represent the number of pixels in the image, the number of gray levels used, and the size of a smallest partitioned region, respectively, the algorithm segments an image in
space. Hence in applications where Z is a small constant, the algorithm runs in O(max{(N -L), 1}L2) time and O ( N L ) space. We have studied how two types of noise, transmission errors and Gaussian additive noise, affect the performance of this segmentation algorithm. We have shown that (1) both types of noise have very little effect on the minimum spanning tree construction algorithm, i.e., the property that an originally homogeneous region corresponds to one subtree of the spanning tree will generally not be affected by noise; (2) transmission errors, in general, have less effect on the performance of the tree-partitioning algorithm than Gaussian additive noise does; (3) averaging improves the performance of the segmentation algorithm when having Gaussian additive noise while does the opposite in the presence of transmission errors.
The development of this algorithm is a part of the 0-8186-7728-7/96 $5.00 0 1996 IEEE visGRAIL project at Oak Ridge National Lab [8] . vis-GRAIL is a multi-sensor/neural network based satellite imagery processing/pattern recognition system. The system recognizes areas of significant structure in satellite imagery by recognizing regular features from edge detection and geometric shapes and by combining the features using a neural network system. In vis-GRAIL, the region segmentation algorithm serves as a front-end of the shape recognition subsystem and also serves as a robust edge-detection subsystem (boundaries of partitioned regions).
Segmentation Algorithm
This section first presents a minimum spanning tree representation of a gray-level image, and then gives a fast tree-partitioning algorithm'. A minimum spanning tree of a weighted graph can be found using greedy methods [l] , as illustrated by the following strategy: the initial solution is a singleton set containing an edge with the smallest weight, and then the current partial solution is repeatedly expanded by adding the next smallest weighted edge (from the unconsidered edges) under the constraint that no cycles are formed until no more edges can be added. For the above defined planar graph G ( I ) , a minimum spanning tree can be constructed in O(llVll log(llVll)) time and in O(llVll) space, where (1. I ( denotes the cardinality of a set.
We have used Kruskal's algorithm [B] to construct a minimum spanning tree. An important property of a minimum spanning tree representation obtained by Kruskal's algorithm is that it tends to group neighboring pixels of similar gray levels together, which is ' summarized by the following lemma and Theorem 2 in Section 3.
'For a more complete description of the algorithm, we refer the reader to [9] .
Lemma 1 If each object (background) is represented b y a connected regzon and each object (background) has a uniform gray-level (assuming that adjaceni objects have diflerent gray levels), the pixels representing each object form one (connected) subtree of 2he minimum spanning tree obtained b y Kruskal's algorithm. cl

Tree partitioning algorithm
The goal of tree-partitioning is to partition a tree into subtrees so that each homogeneous region (possibly corresponding to an object) of an image is represented by a partitioned subtree. One way to achieve this is to partition the tree into subtrees so that the sum of gray-level variations over all partitioned subtrees is minimized under the constraint that two adjacent partitioned subtrees have significantly different average gray-levels (and also that the smallest subtree has at least a specified number of vertices). But it is computationally intractable to directly implement this strategy since it involves explicitly calculating averages of partitioned subtrees. To overcome this, we have used the following approximation method. Instead of calculating averages explicitly, we divide the K gray levels into Z equally-sized intervals, and use the centers {cl, ..., cz} of those intervals to approximate the averages'. Now we give the definition of the tree partitioning problem. For a given tree T and an attached gray where xi is the j t h vertex of E, and L and D are two (application-dependent) parameters, both of which are positive numbers.
A dynamic programming algorithm is developed to solve this optimization problem. The algorithm first converts the given tree into a rooted tree by selecting an arbitrary vertex as the root. Hence the parent-children relation is defined. For each tree vertex, the algorithm constructs a minimumsolution (to ( P ) ) on the subtree rooted at the vertex based on the minimum solutions to the subtrees rooted at its children. It extends a partial solution in such a bottom-up fashion and stops when it reaches the root. We assume that the vertices of T are labeled consecutively from 1 to IlTll with the tree root labeled as 
where D(i) is the set of all i's descendants, i is defined to be E V ( i ) and score(ij, 0 , g ) is defined t o be min score(+, L , g').
19'-91 l D (b) min, score(1, L , g ) is a minimum solution of ( P ) , where 1 represents the tree root. 0
Based on Lemma 2, we can solve the optimization problem ( P ) by calculating score() for each tree vertex in a bottom-up fashion using the recurrence from Lemma 2(a), and stopping at the tree root.
The pseudo-code to calculate score()'s is given below. The input to the algorithm is the minimum spanning tree T obtained by Kruskal's algorithm. To efficiently calculate the recurrence of Lemma 2(a), we need to introduce an auxiliary quantity
Procedure cab-scores(i) 1. if vertex i has at least L descendants then 2. begin 3. for each of t h e n children, i j , of i do call 4.
5. for j = 1 step $1 until n do 6. for g = 1 step $1 until Z do 7. begin 8.
cad-scores(ij ); 
CPED(I)(S -G ( P N z ;
end Theorem 1 summarizes the computational efficiency of the tree partitioning algorithm. To get the tree partition corresponding to min, score(1, L , g ) , some simple bookkeeping needs to be done while calculating score()'s. This can be done within the asymptotic time and space bounds of Theorem 1. 
Theorem 1 ming score(1, L , g ) can be correctly calculated b y the above algorithm in O(max{(llTII -L), l)Z(log(Z) + L 2 ) ) time and in O(llTIILZ) space.
Segmentation on Noisy Images
This section evaluates how noise affects the performance of our image segmentation algorithm. The goals are two-fold: (1) to study how well the segmentation algorithm performs on real-life images, which can be considered as ideal images (each object has a uniform gray-level) with variations on each pixel's gray level, and (2) to understand why different types of noise affect the performance of the algorithm differently as we have observed in our tests. Potentially noise affects the algorithm's performance in both stages of the algorithm: spanning tree construction and tree partitioning. We will show that noise has greater effects on the performance in the tree partitioning stage than in the spanning tree construction stage. In this study, we consider two types of noise: transmission errors and Gaussian additive noise. Studies on other types of noise are under way.
The model for generating transmission errors is defined as follows: each pixel of the image has a probability P to keep its original gray level during transmission and the probability 1 -P to randomly change to another gray level E [0, n]. Gaussaan additave noase adds 
Spanning tree construction on noisy images
One basic premise for our image segmentation algorithm to be effective is that each object, given as a homogeneous region in an image, is represented as one subtree of the spanning tree representation. Lemma 1 has shown that this is true in the ideal situation. In the following, we show how noise affects this property.
Consider an object A in a given image I . Let G ( I ) be the planar graph representation of I (as defined in Section 2.1) and T be its minimum spanning tree obtained by Kruskal 5We ignore the case of equality for the simplicity of discussion.
256-gray-level image I having one object A in the center of the image (see Figure l(b) ). I is a 256 x 256 image and A is a 30 x 30 square. The background has a uniform gray level 100 and A has a uniform gray level 150. We add transmission errors aad Gaussian additive noise, respectively, to I as follows. When adding transmission errors, each pixel of I has a probability 0.3 to keep its original gray level and the probability 0.7 to randomly and uniformly change to another gray level E [0,255]. When adding Gaussian additive noise, each pixel of I is added by a value 16 + 1/21 (modulo 256), where 6 is random number generated according to the normal distribution N ( 0 , u2) censored to [-128, 1281 with U = 40.
For each type of noise, we estimated the probability that there exist a path P connecting two pixels a and b, and a cutset C of A separating a and b (see Figure  l(b) ) such that every edge of P has smaller weight than every edge of C , where a and b are two randomly chosen pixels both of which are 5-pixels from the left boundary of A and are at least 5 pixels from the lower and upper boundaries of A 6 , and P has at least 20 edges.
We have observed, for this particular experiment, that the probability that there exist such a P and a cutset C is very small (< for both types of noise. This experiment suggested that both types of noise have very little effect on the property that a homogeneous region corresponds to one subtree of the minimum spanning tree constructed by Kruskal's algorithm.
Tree partitioning on noisy images
Though both types of noise have little effect on the property that a homogeneous region corresponds to one subtree of the spanning tree representation they could affect the tree partitioning result in a form we call corrosions. Consider an object A in a given image and its representing subtree TA. With noise, TA may contain a subtree (or subtrees) that has a (significantly) different average gray level than the rest of TA, and contains more than enough vertices (2 L. See the definition of tree-partitioning problem ( P ) ) to be partitioned into a separate region (see Figure 2) . This subsection presents a comparative study on how the two types of noise affect the formation of corrosions.
Let g(A) be the (uniform) gray level of A before noise is added. We compare the probabilities, PI and P2, that a connected region A' of A will have its gray level changed to the same value g(A)+k, for any k # 0, when transmission errors and Gaussian additive noise are added, respectively. Let pk denote the probability that one pixel of A' changes its gray level from g(A) to shown that when the noise levels generated by the two noise models are visually "similar",
Test results on real images confirm this inequality.
Computer simulation results have shown that the probability of keeping a pixel's original gray level is the dominating factor in the formation of corrosions in the presence of any type of noise. Note that in the case of Gaussian additive noise, represented explicitly as a function of the standard deviation U , is a decreasing function of U . Hence the averaging operation, which decreases U when done on The averaging operation does just the opposite when having transmission errors as test results have shown. The main reason for this behavior is that averaging decreases P and hence increases the probability of forming corrosions.
The following gives three examples of the segmentation results of our image segmentation algorithm. Segmentations are done on a SPARC-20 workstation, and none of the three images take more than 1.5 CPU minutes. Figures 3 and 4 are two aerial images along with their segmentations. Figure 5 gives the segmentatZion result on an image with transmission errors added, and 
Summary
We have developed an efficient and effective computer algorithm for 2-D image segmentation. Segmentations are done by essentially dividing an image into regions so that the sum of gray-level variations over all divided regions is minimized under the constraint that adj acent regions have significantly different "average" gray levels. The computational efficiency is achieved based on three key ideas: (1) a tree representation of an image which keeps the topological relationships among objects in the image, (2) an approximation method to avoid calculating averages explicitly, and (3) recurrence relationships among partial optimum solutions defined on a tree. Both computer simulations and tests on real images have shown that the algorithm is robust even on very noisy images, which is further confirmed by our mathematical analysis. 
