Motivic invariants of symmetric powers by Gupta, Rahul
ar
X
iv
:2
00
9.
06
98
6v
1 
 [m
ath
.A
G]
  1
5 S
ep
 20
20
MOTIVIC INVARIANTS OF SYMMETRIC POWERS
RAHUL GUPTA
Abstract. We study the structure of various invariants of the sym-
metric powers of a smooth projective curve in terms of that of
Jacobian of the curve. We generalize the results of Macdonald
and Collino to various invariants including Weil-cohomology the-
ory, higher Chow groups, Additive higher Chow groups and rational
K-groups.
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1. Introduction
One of the objectives of algebraic geometry is to describe an invariant of a scheme
in terms of the invariant of another scheme. For example, for many invariants, we
know the invariant of a projective bundle in terms of the invariant of the base. One
can ask the same question for invariants of the projective scheme associated to a
coherent sheaf (on the base). One such class of schemes is the symmetric powers
of a smooth projective curve over Jacobian of the curve. Note that Jacobian of a
smooth projective curve is an Abelian variety and in general, we know much more
about invariants of an Abelian variety than that of a general scheme. MacDonald
[Mac62] studied the singular cohomology ring of the symmetric powers in terms
of the cohomology ring of the Jacobian of the curve and Collino [Col75] studied
the same for the Chow ring. Our aim is to study similar kind of relations for a
class of invariants, which includes higher Chow groups and rational K-theory. We
also prove similar results for non-homotopic invariants like additive higher Chow
groups and higher Chow groups with modulus. Moreover, we show that results
of Macdonald and Collino “are motivic”, i.e., they can be proven in a uniform
method. We also prove the similar results for any Weil cohomology theory. We
now introduce some notations and discuss the problem in more details.
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Let C be a smooth projective curve over an algebraically closed field k and
let C(n) denote the n-th symmetric power Symn(C) of C. Then C(n) is an n-
dimensional smooth scheme and the closed points of C(n) can be identified with
the set of effective 0-cycles on C or equivalently with the set of unordered n-tuples
of closed points of C. Let J(C) denote the Jacobian of C. Recall that the set of
closed points of J(C) is the set of the degree-zero 0-cycles on C. A closed point
p ∈ C then defines a morphism C(n) → J(C) such that (x1, . . . , xn) ∈ C(n) maps
to ∑i[xi] − n[p] ∈ J(C). It is known by [Shw63] that there exist coherent sheavesFn on J(C) such that C(n) = Proj(Fn) as a scheme over J(C). If g denotes the
genus of C and n ≥ 2g − 1, then Fn is locally free and hence C(n) is a projective
bundle over J(C).
Let F ∶Smopk → Rings be a functor satisfying projective bundle formula. For
example, higher Chow groups CH∗(−,●), K-theory ring or singular cohomology
ring (in case k = C). We then know the description of F (C(n)) as an algebra over
F (J(C)) for n ≥ 2g−1. MacDonald [Mac62] studied the singular cohomology ring
H∗(C(n),Z) of C(n) as an algebra over H∗(J(C),Z), for n < 2g − 1 while Collino
[Col75] studied the Chow ring of C(n) as an algebra over that of J(C) for all
n < 2g − 1. MacDonald used Kunneth formula while Collino used the localization
exact sequence for Chow rings along with a moving lemma. The main aim of this
paper is to study the structure of F (C(n)) as an algebra over F (J(C)) for a general
functor F which is close to a good cohomology theory. For precise conditions, see
Theorem A and Theorem B. In particular, we obtain the following results.
1.1. Classical Weil Cohomology ring. Let k be an algebraically closed field
and let K be a field of characteristic zero. Let H∗∶ProjSmk → GrAlgK be a
classical Weil cohomology theory ([Kle68]). Recall that for an X ∈ ProjSmk,
there exists a cycle class map cl∶CH∗(X)→ H2∗(X), which is a homomorphism of
graded rings. As an application to Theorem A, we prove the following.
Theorem 1.1. Let C be a smooth projective curve over k. For n ≥ 2g − 1 and
0 ≤ i ≤ n − g + 1, let ui = ci(En) ∈ CHi(J(C)). The elements ui then do not depend
on n. Let vi = cl(ui) ∈ H2i(J(C)). Let β = ∑0≤i≤g vizg−i ∈ H∗(J(C))[z] and
consider the ideal
In = {((β) ∶ z2g−1−n), if n < 2g − 1,(β ⋅ zn−2g+1), if n ≥ 2g − 1.
For every n ≥ 0, we then have the following short exact sequence
(1.1) 0→ In → H∗(J(C))[z] ψnÐ→H∗(C(n)) → 0,
where ψn∶H∗(J(C))[z] →H∗(C(n)) is a graded ring homomorphism (with degree(z) =
2) such that for i ≥ 1 and x ∈Hs(J(C)), we have ψn(xzi) = ((ιn−1,n)∗(1))i ⋅pi∗n(x) ∈
Hs+2i(C(n)), if n ≥ 1 and 0, otherwise.
1.2. Higher Chow groups. Given a smooth quasi-projective scheme X over a
field k and r ≥ 0, Bloch [Blo86] defined higher Chow groups CH∗(X,r). The
following result generalises Collino’s work to higher Chow groups.
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Theorem 1.2. Let C be a smooth projective curve over an algebraically closed field
k and let g be the genus of C. For n ≥ 2g − 1 and 0 ≤ i ≤ n − g + 1, let ui = ci(En) ∈
CHi(J(C)). Then ui does not depend on n. Let α = ∑0≤i≤g uizg−i ∈ CH∗(J(C))[z]
and
In = {((α) ∶ z2g−1−n), if n < 2g − 1,(α ⋅ zn−2g+1), if n ≥ 2g − 1.
For every n ≥ 0, we then have the following short exact sequence
(1.2) 0→ In → CH∗(J(C), ⋅)[z] ψnÐ→ CH∗(C(n), ⋅) → 0,
where ψn∶CH
∗(J(C), ⋅)[z] → CH∗(C(n), ⋅) is a bi-graded ring homomorphism such
that for i ≥ 1 and x ∈ CHs(J(C), r), we have ψn(xzi) = ((ιn−1,n)∗(1))i ⋅ pi∗n(x) ∈
CHs+i(C(n), r), if n ≥ 1 and 0, otherwise.
1.3. Additive higher Chow groups. The theory of higher Chow groups is a
motivic cohomology theory which describes algebraicK-theory. Bloch and Esnault
in [BE03(a)] and [BE03(b)] defined additive higher 0-cycles. Their hope was that
these additive 0-cycle groups would serve as a guide in developing a theory of
motivic cohomology with modulus which could describe the algebraic K-theory of
non-reduced schemes. The theory of additive higher Chow groups defined by Bloch-
Esnault was further studied by Ru¨lling [Rul07], Krishna-Levine [KL08] and Park
[Par09]. In the following theorem, we obtain the structure of this non-homotopic
invariant of symmetric powers.
Theorem 1.3. Let C be a smooth projective curve over an algebraically closed
field k. For n ≥ 2g − 1 and 0 ≤ i ≤ n − g + 1, let ui = ci(En) ∈ CHi(J(C)). Let
α =∑0≤i≤g uizg−i ∈ CH
∗(J(C))[z]. For r,m ≥ 0, let M = TCH∗(J(C), r;m)[z]. Let
Nn denote the CH
∗(J(C))[z]-submodule of M defined as follows.
Nn = {((α) ∶ z2g−1−n)M, if n < 2g − 1,(α ⋅ zn−2g+1)M, if n ≥ 2g − 1.
For every n ≥ 0, we then have the following short exact sequence of CH∗(J(C))-
modules.
(1.3) 0→ Nn →M
ψnÐ→ TCH∗(C(n), r;m) → 0,
where for i ≥ 1 and x ∈ TCH∗(J(C), r;m), we have ψn(xzi) = ((ιn−1,n)∗(1))i ⋅
pi∗n(x) ∈ TCH∗(C(n), r;m), if n ≥ 1 and 0, otherwise.
1.4. Rational K-theory. For X ∈ ProjSmk, let K(X) denote the algebraic K-
theory spectra and let Kr(X) denote the r-th stable homotopy group of K(X).
We prove the following result for the groups Kr(X)Q. Recall that Kr(X)Q is a
module over the ring K0(X)Q = CH∗(X)Q. We then prove:
Theorem 1.4. Let C be a smooth projective curve over an algebraically closed field
k and let g be the genus of C. For n ≥ 2g − 1 and 0 ≤ i ≤ n − g + 1, let ui = ci(En) ∈
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CHi(J(C)). Let α = ∑0≤i≤g uizg−i ∈ CH∗(J(C))[z] and let M = Kr(J(C))Q[z].
Let Nn denote the CH
∗(J(C))Q-submodule of M defined as follows.
Nn = {((α) ∶ z2g−1−n)M, if n < 2g − 1,(α ⋅ zn−2g+1)M, if n ≥ 2g − 1.
For every n ≥ 0, we then have the following short exact sequence of CH∗(J(C))Q-
modules.
(1.4) 0→ Nn →Kr(J(C))Q[z] ψnÐ→Kr(C(n))Q → 0,
where for i ≥ 1 and x ∈ Kr(J(C))Q, we have ψn(xzi) = ((ιn−1,n)∗(1))i ⋅ pi∗n(x) ∈
Kr(C(n))Q, if n ≥ 1 and 0, otherwise.
1.5. Outline of the paper. In Section 2, we recall definitions of Chow groups
and correspondences which we use as our main tool. We also recall Chow motives
and give sufficient conditions on a functor, defined on smooth schemes, such that
it extends to Chow motives of degrees 0 and top. In Section 3, we study the corre-
spondences on symmetric powers of a curve. We define particular correspondences
and study their composition. Using these results about correspondences, we then
generalise [Col75, Theorems 1 and 2] to any functor from the category of Chow
motives of degrees 0 and top to the category of Abelian groups. We prove a very
general theorem in Section 4.1 regarding the structure of various invariants of cer-
tain sequence of closed embeddings over a fixed base in terms of the invariants of
the base scheme. For precise statement see Theorem A. We then specialise to the
study of invariants of the symmetric powers of a curve in terms of the invariants of
the Jacobian of the curve. In Section 4.2, we consider the invariants which have ring
structure. In Section 4.3, we focus on the invariants with are modules over Chow
groups and prove results similar to Section 4.2 for these invariants. In Section 5,
as applications of Theorem A and Theorem B, we prove our Theorems 1.1–1.4.
1.6. Notations. Given a field k, we let Schk denote the category of separated
finite type schemes over k and let Smk denote the full subcategory of smooth
schemes over k. We let ProjSmk denote the full subcategory of Smk generated
by projective smooth schemes over k. For a scheme X , we let ∆X denote both the
diagonal embedding X ↪ X ×X and its image.
For a smooth projective scheme C over an algebraically closed field k, we let
C[n] denote the product of n-copies of C and let C(n) denote the n-th symmetric
product of C. The quotient map is denoted by ρn∶C[n] → C(n). Note that ρn
is a finite separable morphism of degree n!. For closed points x1, . . . , xn ∈ C, we
denote the corresponding closed point in C[n] by [x1, . . . , xn] and denote its image
in C(n) by (x1, . . . , xn).
We let Rings denote the category of associative rings with 1 and let CRings
denote the category of commutative rings with 1. Moreover, we letGrRings (resp.
GrCRings) denote the category of graded commutative rings (resp. commutative
rings which are graded). By graded commutative ring R, we mean a graded rings
R = ⊕iRi such that if x ∈ Ri and y ∈ Rj , then xy = (−1)i+jyx. For a graded R-
module M and n ∈ Z, we write the shifted graded module by M[n], i.e., M[n]i =
Mi+n.
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2. Preliminaries
In this section, we recall definitions of correspondences and Chow motives. We
prove some basic lemmas about correspondences. We also give a set of conditions
on a functor from smooth schemes to Abelian groups which are sufficient to lift
the functor to Chow motives.
We begin with recalling the definition of Chow group of algebraic cycles on
schemes.
2.1. Chow groups. Let k be a field and let X ∈ Schk. For i ∈ Z≥0, let Z i(X)
denote the free Abelian group generated on the set of irreducible closed subsets
of X of codimension i and let Ri(X) ⊂ Z i(X) be the subgroup generated by
div(g), where g ∈ k(Y )× for an integral subvariety Y of X of codimension i + 1.
The Chow group of codimension i-cycles is defined to be the quotient CHi(X) ∶=
Z i(X)/Ri(X). For more details and basic properties of these groups, we refer
the reader to [Ful98]. It is worth mentioning that for a smooth scheme X , the
direct sum CH∗(X) = ⊕iCHi(X) forms a ring, known as the Chow ring of X
and for a morphism f ∶X → Y , where Y is smooth, we have a pull-back map
f∗∶CH∗(Y )→ CH∗(X).
Let f ∶X → Y be a morphism between smooth projective schemes and let Z if(Y )
be the subgroup of Z i(Y ) generated by irreducible closed subsets W ∈ Z i(Y ) such
that the each irreducible component of the closed subscheme f−1(W ) ⊂ X has
codimension i. Let Rif(Y ) = Z if(Y ) ∩ Ri(Y ). Using refined intersection [Ful98,
§ 8.1], one obtains that the pull-back map f∗∶Z∗
f
(Y ) → CH∗(X) factors through
Z∗(X) and for W ∈ Z∗f (Y ), the pull back cycle f∗(W ) ∈ Z∗(X) is supported
on f−1(W ). Moreover, by Chow’s moving lemma the inclusion Z∗
f
(Y )/R∗
f
(Y ) ↪
CH∗(Y ) is an isomorphism. We therefore have the following commutative diagram.
(2.1) Z∗f (Y ) f∗ //


Z∗(X)


CH∗(Y ) f∗// CH∗(X).
2.2. Correspondences. ForX,Y ∈ Schk and i ∈ Z, we define the group of degree i
correspondences from X to Y as Corri(X,Y ) = ⊕jCHdj+i(Xj×Y ), where X = ∪jXj
is the irreducible decomposition of X and dj = dim(Xj). We denote the direct sum
⊕iCorr
i(X,Y ) by Corr(X,Y ). In particular, we have the following.
(1) If X is an irreducible scheme of dimension d, then Corri(X,Y ) = CHd+i(X×
Y ).
(2) For a correspondence α ∈ Corri(X,Y ), we have a dual correspondence αop ∈
CorrdX−dY +i(Y,X) which is obtained by applying the involution X × Y ≅Ð→
Y ×X to α.
(3) Given a morphism f ∶Y → X of irreducible schemes, the graph Γf ⊂ X × Y
belongs to Corr0(X,Y ). We also have dual correspondence Γopf ∈ CorrdX−dY (Y,X),
where dX and dY denote the dimensions of X and Y respectively.
6 RAHUL GUPTA
(4) LetX , Y and Z be projective smooth schemes over k and let α ∈ Corri(X,Y )
and β ∈ Corrj(Y,Z). Without loss of generality, assume that X and Y are
irreducible. We then define the composition β○α ∈ Corri+j(X,Z) as follows:
(2.2) β ○ α = p13,∗(p∗12α ⋅ p∗23β),
where p12∶X × Y × Z → X × Y is the projection and similarly for p13 and
p23. The product, on the right hand side of (2.2), is taken in the Chow ring
CH∗(X ×Y ×Z) and the push-forward p13,∗ exists because Y is a projective
scheme.
We define the category Corrk, whose objects are projective smooth schemes
over k and the morphism set for projective smooth schemes X and Y is given
by MorCorrk(X,Y ) = Corr(X,Y ). The composition of the morphisms in Corrk
is determined by (2.2). Indeed, Corrk is a category with a contravariant functor
ProjSmk → Corrk which is identity on the objects and maps a morphism f ∶Y →X
to Γf ∈ Corr(X,Y ) = MorCorrk(X,Y ). The following lemma yields the expression
for the compositions with the graph of a morphism.
Lemma 2.1. ([EKM08, Proposition 62.4]) Let X,Y,Z,W ∈ ProjSmk with α ∈
Corr(Z,X) and β ∈ Corr(Y,W ). Let f ∶Y → X be a morphism and let Γf ∈
Corr(X,Y ) be the correspondence associated to f . We then have
Γf ○ α = (id × f)∗α ∈ Corr(Z,Y ).(2.3)
β ○ Γf = (f × id)∗β ∈ Corr(X,W ).(2.4)
2.3. Chow Motives. Let k be a field and let Λ be an Abelian group. The Λ-
linear category Mk(Λ) of Chow motives over k, with coefficients in Λ, is defined as
follows: an object of Mk(Λ) is a triple (X,p,m), where X is a smooth projective
schemes over k, m ∈ Z and p ∈ Corr0(X,X)Λ satisfies p ○ p = p. For Chow motives(X,p,m) and (Y, q, n), the morphism set is given by
MorMk(Λ)((X,p,m)(Y, q, n)) = q ○Corrn−m(X,Y )Λ ○ p ⊂ Corrn−m(X,Y )Λ.
Composition is given as the composition of correspondences. We have functor
h∶ProjSm
op
k → Mk(Λ) so that h(X) = (X,1,0) and h(f) = Γf . For a Chow
motive M = (X,p,m) and i ∈ Z, we let M(i) = (X,p,m + i). Let X ∈ ProjSmk
and let pi∶E →X be a vector bundle over X of rank e + 1. Let
ci = c1(pr∗2OP(E)(1))i ∩ Γpi ∈ Corri(X,P(E)) =MorMk(h(X)(−i), h(P(E))).
By [EKM08, Theorem 63.10], it follows that the map
(2.5)
e
∑
i=o
ci∶ ⊕
e
i=0h(X)(−i) → h(P(E))
is an isomorphism in the category of Chow motives.
We let Mk(Λ)0,dim denote the full subcategory of Mk(Λ) consisting the ob-
jects of the type (X,1,0) and (X,1,dim(X)), for X ∈ ProjSmk. Note that the
above functor h∶ProjSmopk → Mk(Λ) factors through a functor h∶ProjSmopk →Mk(Λ)0,dim. For a morphism f ∶Y → X in ProjSmk, we have
Γopf ∈ Corr
dim(X)−dim(Y )(Y,X)Λ =MorMk(Λ)((Y,1,dim(Y )), (X,1,dim(X))).
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It therefore follows that Mk(Λ)0,dim is a minimal full subcategory of Mk(Λ) where
Γf , Γ
op
f and their push-forwards make sense.
We write Mk =Mk(Z) and M0,dimk =Mk(Z)0,dim.
2.4. Motivic Functors. Let G∶ProjSmopk →Ab be a presheaf of Abelian groups
on projective smooth schemes which has following properties.
P1: G has push-forwards, i.e., there exists a covariant functor G′∶ProjSmk →
Ab such that for all X ∈ ProjSmk, we have G(X) = G′(X). For a mor-
phism f ∶X → Y , we write f∗ = G(f) and f∗ = G′(f).
P2: The functors G and G′ are compatible for pull-back squares along flat
morphisms, i.e., for a cartesian diagram
(2.6) X ′
g′
//
f ′

X
f

Y ′
g
// Y
with g being a flat morphism, we have G(g) ○ G′(f) = G′(f ′) ○ G(g′), in
other words,
(2.7) g∗f∗ = f
′
∗g
′∗.
P3: For each X ∈ ProjSmk, the group G(X) is a CH∗(X)-module such that
for a morphism f ∶Y →X in ProjSmk, the pull back f∗∶G(X)→ G(Y ) and
the push-forward f∗∶G(Y )→ G(X) are CH∗(X)-module homomorphisms.
Note that G(Y ) is a CH∗(Y )-module and CH∗(Y ) is an CH∗(X)-algebra
under the homomorphism CH∗(X)→ CH∗(Y ).
P4: If f ∶Y → X is flat, then G satisfies the projection formula, i.e., for all
β ∈ CH∗(Y ) and x ∈ G(X), we have
(2.8) f∗(β ⋅ f∗(x)) = f∗(β) ⋅ x.
The following theorem is well known to the experts. We include a proof of the
same for the sake of completion.
Lemma 2.2. Let G∶ProjSmopk →Ab satisfies P1-P4. It then extends to an addi-
tive functor F ∶M0,dimk → Ab such that F ((X,1,0)) = G(X) = F ((X,1,dim(X))),
for all X ∈ ProjSmk and f
∗ = F (Γf) and f∗ = F (Γopf ), for all f ∶Y →X.
Proof. Note that sending Chow motive (X,p,n) to the smooth projective scheme X
and looking a morphism between Chow motives as a correspondence, we get a well
define functor Mk → Corr. Observe that the composite functor Θ∶ProjSmopk →
Corr is same as the functor in Section 2.2. It suffices to show that that G extends
to F ∶Corr→Ab such that f∗ = F (Γf) and f∗ = F (Γopf ), for all f ∶Y →X .
We define F ∶Corr → Ab so that on objects we have F (X) = G(X) and
for a correspondence α ∈ Corr(X,Y ) = CH∗(X × Y ), the group homomorphism
F (α)∶G(X)→ G(Y ) is given by
F (α)(x) = pY ∗(α ⋅ p∗X(x)),
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where pY ∶X × Y → Y and pX ∶X × Y → X are respective projections. First, we
verify that for a morphism f ∶Y → X , we have f∗ = F (Γf) and f∗ = F (Γopf ). This
follows because for x ∈ G(X) and y ∈ G(Y ), we have
f∗(x) = pY ∗ ○ ιΓf∗(f∗(x))
= pY ∗ (ιΓf∗(ι∗Γf ○ p∗X(x)))
= pY ∗ (ιΓf∗(1) ⋅ p∗X(x))
= pY ∗ (Γf ⋅ p∗X(x))
= F (Γf)(x).
and if σ∶X × Y → Y ×X denotes the involution, then
f∗(y) = pX∗ ○ σ∗ ○ ιΓf∗(f∗(y))
= pX∗ (σ∗ ○ ιΓf∗(σ∗ ○ ι∗Γf ○ p∗Y (y)))
= pX∗ ((σ∗ ○ ιΓf∗(1)) ⋅ p∗Y (y))
= pX∗ (Γopf ⋅ p∗Y (y))
= F (Γopf )(y).
We now verify that F (id) = id and F (β ○α) = F (β) ○F (α), for all α ∈ Corr(X,Y )
and β ∈ Corr(Y,Z). It follows that F (idΘ(X)) = id∗X = idG(X). Let α ∈ Corr(X,Y ),
β ∈ Corr(Y,Z), x ∈ G(X) and consider the following diagram
(2.9) X × Y ×Z
p12
zztt
tt
tt
tt
t
p23

p13
$$❏
❏❏
❏❏
❏❏
❏❏
X × Y
pX

pY
$$❏
❏❏
❏❏
❏❏
❏❏
❏
Y ×Z
p′
Y

p′Z
$$❏
❏❏
❏❏
❏❏
❏❏
❏
X ×Z
pZ

p′
X

❄
❄
❄
❄
❄
❄
❄
X Y Z X.
Observe that both the squares in (2.9) commute. With these notations, we have
F (β ○ α)(x) = F (p13∗ (p∗23(β)p∗12(α))) (x)
= pZ∗ ((p13∗ (p∗23(β)p∗12(α))) ⋅ p′∗X(x))
=1 pZ∗ ○ p13∗ ((p∗23(β)p∗12(α)) ⋅ (p∗13 ○ p′∗X(x)))
=2 p′Z∗ ○ p23∗ ((p∗23(β)p∗12(α)) ⋅ (p∗13 ○ p′∗X(x)))
=
3 p′Z∗ ○ p23∗ ((p∗23(β)p∗12(α)) ⋅ (p∗12 ○ p∗X(x)))
= p′Z∗ ○ p23∗ (p∗23(β) ⋅ (p∗12(α) ⋅ (p∗12 ○ p∗X(x))))
= p′Z∗ ○ p23∗ (p∗23(β) ⋅ (p∗12(α ⋅ p∗X(x))))
=4 p′Z∗ (β ⋅ (p23∗ ○ p∗12(α ⋅ p∗X(x))))
=
5 p′Z∗ (β ⋅ (p′∗Y ○ pY ∗(α ⋅ p∗X(x))))
= p′Z∗ (β ⋅ (p′∗Y (F (α)(x))))
= F (β) ○ F (α)(x),
where the equality =1 from (2.8), the equalities =2 and =3 follow from the commu-
tative squares in (2.9), the equality =4 follows because p23∗ is a homomorphism of
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CH∗(Y ×Z)-modules and the equality =5 follows from (2.7). By construction F is
additive. This completes the proof. 
Remark 2.3. As of now, the author does not know an example of a functor
F ∶M0,dimk → Ab which is not the restriction of a functor F ∶Mk → Ab. But
by putting these conditions, the author wants to give minimum conditions on F
such that methods of Collino have a generalization to the functor F .
Remark 2.4. In examples, usually we consider functors F ∶Mk →GrAb such that
F ((X,1,m)) ≅ F ((X,1,0))[m]. Compositing with the forgetful map GrAb →
Ab, we obtain functors as in Theorem 2.2.
3. Symmetric powers and Correspondences
In this section, we recall some basic properties of symmetric power of a curve
and define some special correspondences on these smooth schemes. These corre-
spondences play most crucial role in the study of “nice” invariants of symmetric
powers. Towards the end of this section, we use these correspondences to generalise
[Col75, Theorem 1, Theorem 2].
3.1. Correspondences on symmetric powers. Let C be a projective smooth
curve over an algebraically closed field k and let p ∈ C be a closed point of C.
The embedding ιp∶Speck ↪ C then yields a closed embedding ιm,n∶C[m] → C[n]
such that on the closed points, we have ιm,n([x1, . . . , xm]) = [x1, . . . , xm, p, . . . , p].
Since this embedding respects the action of Si on C[i] (for i = m,n), it induces
an embedding ιm,n∶C(m)→ C(n). We also have the projection map prn,m∶C[n]→
C[m] onto the first m-components. Observe that this map does not respect the
action of symmetry groups Si and therefore does not induce a morphism from
C(n)→ C(m). But we can consider a correspondence from C(m) to C(n) (which
plays the role of the projection morphism prn,m) as follows. Let
(3.1) Γ = (ρn × ρm)∗(Γprn,m) ∈ Corr0(C(m),C(n)),
where Γprn,m ∈ Corr
0(C[m],C[n]).
Observe that prn,m ○ jm,n = id∶C[m] → C[m]. We therefore have that Γjm,n ○
Γprn,m = ∆C[m] ∈ Corr
0(C[m],C[m]). We prove that the element Γιm,n ○ Γ is very
close to the element ∆ = ∆C(m). This result is similar to [Col75, Corollary 1] and
essentially follows from [Col75, Proposition 1]. To see the proof with complete
details, we break it in couple of Lemmas.
Lemma 3.1. For m ≥ i, let Γm,i = (ρi×ρm)(Γprm,i) ⊂ C(i)×C(m) ⊂ C(m)×C(m).
Then for n ≥m, we have
(3.2) (id × ιm,n)−1Γm,n =∆ ∪ (∪i<mΓm,i) ⊂ C(m) ×C(m).
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Proof. We look both sides of (3.2) as closed subschemes of C(m) × C(n). On
k-rational points, we have
(id × ιm,n)−1Γm,n
= {(y1, . . . , ym), (x1, . . . , xm, p, . . . , p) ∣ {y1, . . . , ym} ⊂ {x1, . . . , xm, p, . . . , p}}
= ∪i≤m{(y1, . . . , yi, p, . . . , p), (x1, . . . , xm, p, . . . , p) ∣ {y1, . . . , yi} ⊂ {x1, . . . , xm}}
=
1 ∆ ∪ (∪i<mΓm,i) ⊂ C(m) ×C(n),
where the equality =1 follows because Γm,i = {(y1, . . . , yi), (x1, . . . , xm) ∣ {y1, . . . , yi} ⊂{x1, . . . , xm}} ⊂ C(i) ×C(m) ⊂ C(m) ×C(n). 
Observe that the embedding ιm−1,m∶C(m−1) ↪ C(m), induces a homomorphism(ιm−1,m × id)∗∶Corri(C(m − 1),C(m)) → Corri(C(m),C(m)). We now prove one
of the most crucial lemmas.
Lemma 3.2. There exists Y ∈ Corr0(C(m − 1),C(m)) such that
(3.3)
Γιm,n○Γ−∆ = (id×ιm,n)∗Γ−∆ = (ιm−1,m×id)∗(Y ) = Y ○Γιm−1,m ∈ Corr0(C(m),C(m)).
Proof. The first equality and the last equality in (3.3) follow from Lemma 2.1. For
the middle equality, let C0(m) = C(m)∖C(m−1) and let φ∶C0(m)×C0(m)→ C(n)×
C(m) be the composition of the open embedding C0(m)×C0(m)↪ C(m)×C(m)
with the closed embedding id × ιm,n∶C(m) ×C(m) ↪ C(m) ×C(n). Consider the
following diagram
(3.4) Zmid×ιm,n(C(m) ×C(n))
(id×ιm,n)∗

φ∗
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
0 // Zm−1(X) // Zm(C(m) ×C(m)) // Zm(C0(m) ×C0(m)) // 0,
where X = C(m − 1) ×C(m) ∪C(m) × (m − 1) ⊂ C(m) ×C(m) is the compliment
of C0(m)×C0(m). In the notations of Section 2.1, it follows from Lemma 3.1 that
Γm,n ∈ Zmid×ιm,n(C(m)×C(n)). Note that Γ is the class of Γm,n in Corr0(C(m),C(n)).
By Section 2.1, the cycle (id× ιm,n)∗(Γ) is then supported on (id× ιm,n)−1(Γm,n) =
∆∪Z, where Z ⊂ C(m−1)×C(m) ⊂ C(m)×C(m). Moreover, [Col75, Proposition 1]
implies that φ∗(Γm,n) = ∆C0(m). Since the bottom row in (3.4) is exact, it follows
that (ιm,n × id)∗Γ − ∆ = (ιm−1,m)∗(Y ) for some Y ∈ CHm−1(C(m − 1),C(m)) =
Corr0(C(m − 1),C(m)). This completes the proof. 
3.2. Functors on symmetric powers of a curve. Let k be an algebraically
closed field and let C be a smooth projective curve over k. As before, let C(n) =
Symn(C), for n ≥ 1. Then C(n) ∈ ProjSmk. In this section, we investigate the
relation between the groups F (C(n)), where F ∶Mk(Λ)0,dim →Ab. We first prove
a generalization of [Col75, Theorem 1].
Lemma 3.3. Let F ∶ProjSmop
k
→ Ab be a functor which extends to an additive
functor F ∶Mk(Λ)0,dim →Ab. Then for all 0 ≤m ≤ n, the natural map
(ιm,n)∗ ∶= F (Γopιm,n)∶F ((C(m),1,m)) → F ((C(n),1, n))
is injective.
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Proof. We prove this by induction onm ≥ 0. For the base case, observe that C(0) =
Speck and C(0) ι0,nÐÐ→ C(n) χnÐ→ Spec k is the identity map, where χn∶C(n)→ Speck
is the structure morphism. It therefore follows that
id = F (Γopχn) ○ F (Γopι0,n)∶F ((C(0),1,0)) → F ((C(0),1,0)).
In particular, F (Γopι0,n) is injective, which proves the base case. Assume that m ≥ 1
and for all n ≥m−1, the map (ιm−1,n)∗∶F ((C(m−1)),1,m−1) → F ((C(n),1, n))
is injective. Consider the following diagram.
(3.5) F ((C(m − 1),1,m − 1))  (ιm−1,m)∗//
 x
(ιm−1,n)∗
**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
F ((C(m),1,m))
(ιm,n)∗

F ((C(n),1, n)).
Since for all j ≥ i, we have (ιi,j)∗ = F (Γopi,j), the diagram (3.5) is commutative. Let
Γ ∈ Corr0(C(m),C(n)) be as in (3.1). Then Γop ∈MorMk(Λ)0,dim((C(n),1, n), (C(m),1,m)).
Moreover, by Lemma 3.2, there exists Y ∈ Corr0(C(m−1),C(m)) such that the
following diagram in the category Mk(Λ)0,dim commutes.
(3.6) (C(m),1,m) Y op //
Γop

(C(m − 1),1,m − 1)
Γ
op
ιm−1,m
(C(n),1, n) Γopιm,n // (C(m),1,m) −∆op=−id // (C(m),1,m).
Observe that since the category Mk(Λ)0,dim is Λ-linear, it follows that morphism
sets in this category have Abelian group structure and hence the right bottom
arrow in (3.6) is well define. Since F is an additive functor, we have
F (Γop) ○ F (Γopιm,n) − id = F (Γopιm−1,m) ○ F (Y op).
Let x ∈ F ((C(m),1,m)) such that F (Γopιm,n)(x) = (ιm,n)∗(x) = 0. We then have
x + F (Γopιm−1,m) ○ F (Y op)(x) = F (Γop) ○ F (Γopιm,n)(x) = 0.
In particular, x = F (Γopιm−1,m)(y), where y ∈ F ((C(m − 1),1,m − 1)). But then
0 = F (Γopιm,n)(x) = F (Γopιm,n) ○F (Γopιm−1,m)(y) = F (Γopιm−1,n)(y).
By induction hypothesis, we have y = 0 and hence x = F (Γopιm−1,m)(y) = 0. This
completes the induction and hence the proof. 
We now prove a generalization of [Col75, Theorem 2].
Lemma 3.4. Let F ∶ProjSmopk → Ab be a functor which extends to an additive
functor F ∶Mk(Λ)0,dim →Ab. Then for all 0 ≤m ≤ n, the pull-back map
(ιm,n)∗∶F (C(n)) → F (C(m))
is surjective.
Proof. We first note that the pull-back map (ιm,n)∗∶F (C(n)) → F (C(m)) is same
as the map F (Γιm,n)∶F ((C(n),1,0)) → F ((C(m),1,0)). We will switch between
these two notations without mentioning it explicitly. We now prove the result
by induction on m ≥ 0. For m = 0, observe as before that id = F (Γι0,n) ○
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F (Γχn)∶F ((C(0),1,0)) → F ((C(0),1,0)) and therefore (ι0,n)∗∶F (C(n))→ F (C(0))
is surjective. This proves the base case of the induction. Assume that m ≥ 1 and
the map (ιm−1,n)∗∶F (C(n))→ F (C(m−1)) is surjective for all n ≥m−1. Consider
the commutative diagram
(3.7) F (C(n))
(ιm−1,n)
∗
(( ((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
(ιm,n)∗

F (C(m))
(ιm−1,m)
∗
// // F (C(m − 1)).
Let x ∈ F (C(m)). By induction hypothesis, there exists y ∈ F (C(n)) such that(ιm−1,n)∗(y) = (ιm−1,m)∗x. In particular, (ιm−1,m)∗z = 0, where z = x − (ιm,n)∗(y).
Since F is an additive functor, Lemma 3.2 yields that
F (Γιm,n) ○ F (Γ) − id = F (Y ) ○ F (Γιm−1,m),
where Y ∈ Corr0(C(m − 1),C(m)) = MorMk(Λ)0,dim((C(m − 1),1,0), (C(m),1,0)).
Since F (Γιm−1,m)(z) = (ιm−1,m)∗z = 0, it follows that
z = F (Γιm,n) ○ F (Γ)(z) = (ιm,n)∗(F (Γ)(z)).
We therefore have
x = z + (ιm,n)∗(y) = (ιm,n)∗(y + F (Γ)(z)).
This completes the induction and hence the proof. 
4. General Theorems
In this section, we prove a general theorem regarding the structure of various
ring-valued invariants of certain sequence of closed embeddings over a fixed base
in terms of the invariants of the base scheme. We then specialise to the study of
ring-valued invariants of the symmetric powers of a curve in terms of the invariants
of the Jacobian of the curve.
4.1. Theorem A. Let k be a field. We consider the functors G∶ProjSmop
k
→
Rings satisfying the following properties.
PBF: Let X ∈ ProjSmk and let E →X be a vector bundle of rank r+1. Let
ψ∶P(E) → X denote the projective bundle associated to E . The functor G
satisfies projective bundle formula, i.e., there is a natural isomorphism of
G(X)-algebras
(4.1)
G(X)[z]
⟨zr+1 + c1(E ,G)zr +⋯ + cr+1(E ,G)⟩
≅
Ð→ G(P(E)).
We call the element ci(E ,G) the i-th Chern class of E in G(X) and denote
the image of z by ζ(E ,G). By the naturality of the above isomorphism, we
mean that given a morphism f ∶E1 → E2 of vector bundles over X , we have
G(f)(ζ(E2,G)) = ζ(E1,G).
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Extn: The functor G extends to an additive functor F ∶Mk(Λ)0,dim → Ab,
i.e., the following diagram commutes.
(4.2) ProjSmopk
G
//
h

Rings
Mk(Λ)0,dim F // Ab,
where the right vertical arrow in (4.2) is the forgetful functor. Assume fur-
ther that forX ∈ ProjSmk, we have F ((X,1,0)) = G(X) = F ((X,1,dim(X))).
We denote this ring by F (X). We use notations F (X) and G(X) inter-
changeably. For a morphism f ∶X → Y , we denote by f∗∶G(Y )→ G(X) the
ring homomorphism G(f)∶G(Y ) → G(X), or equivalently the homomor-
phism F (Γf)∶F ((Y,1,0)) → F ((X,1,0)) and denote by f∗∶G(X) → G(Y )
the group homomorphism F (Γopf )∶F ((X,1,dim(X))) → F ((Y,1,dim(Y ))).
PF: The functor F ∶Mk(Λ)0,dim → Ab satisfies projection formula, i.e., for
all f ∶X → Y , y ∈ F (Y ) and x ∈ F (x), we have
(4.3) f∗(f∗(y)x) = yf∗(x) and f∗(xf∗(y)) = f∗(x)y.
We now prove our most general result regarding the relations between the struc-
ture of the ring theoretical functor G(−) applied to various schemes.
Theorem A. Let G∶ProjSmopk → Rings be a functor satisfying properties PBF
(4.1), Extn (4.2) and PF (4.3). Let X ∈ ProjSmk and dim(X) = d. Let Y0 ⊂ Y1 ⊂
⋯ ⊂ Yn ⊂ ⋯ be a sequence in (ProjSmk)/X such that
(1) Y0 = Speck,
(2) for all i ≥ 0, Yi is an irreducible closed subscheme of Yi+1 and dim(Yi) = i,
(3) for each n ≥ m ≥ 0, the pull-back map G(Yn) ι∗m,nÐÐ→ G(Ym) is surjective and
the push-forward map G(Ym) (ιm,n)∗ÐÐÐÐ→ G(Yn) is injective,
(4) there exists l ≥ 1 such that for all n ≥ l, Yn = P(En) → X is a projective
bundle over X such that we have (ζ(En,G))i = (ιn−i,n)∗(1) ∈ G(Yn) for all
i ≤ n, and (ζ(En,G))i = 0 for i ≥ n + 1.
(5) for all i ∈ Z, there exists ui ∈ G(X) such that ci(En,G) = ui, for all n ≥ l
and 0 ≤ i ≤ n − d + 1 and ui = 0 for i < 0 and i > d.
Let α =∑0≤i≤d uizd−i ∈ G(X)[z] and let In ⊂ G(X)[z] be an ideal defined as. follows
In = {((α)∶ zl−n), if n < l,(α ⋅ zn−l), if n ≥ l.
For every n ≥ 0, we then have the following short exact sequence of G(X)-modules.
(4.4) 0→ In → G(X)[z] ψnÐ→ G(Yn)→ 0,
where z maps to (ιn−1,n)∗(1) ∈ G(Yn), if n ≥ 1 and 0, otherwise.
Proof. Let ζj = (ιj−1,j)∗(1) ∈ G(C(j)), for all j ≥ 1 and ζ0 = 0. We first prove that
for all n ≥ l and m ≤ n, we have
(4.5) ι∗m,n(ζ(En,G)) = ζm.
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By assumption (3), the map (ιm,n)∗ is injective and therefore it suffices to show
that (ιm,n)∗○ι∗m,n(ζ(En,G)) = (ιm,n)∗(ζm). This follows from the projection formula
and by the assumption (4). More precisely, for m ≥ 1, we have
(ιm,n)∗ ○ ι∗m,n(ζ(En,G)) =1 ζ(En,G) ⋅ ((ιm,n)∗(1))
=
2 ζ(En,G) ⋅ (ζ(En,G))n−m
= (ζ(En,G))n−m+1
=3 (ιm−1,n)∗(1)
= (ιm,n)∗ ○ (ιm−1,m)∗(1)
=
4 (ιm,n)∗(ζm),
where the equality =1 follows from the projection formula (4.3), the equalities =2
and =3 follows from the assumption (4) because n ≥ l. Finally the equality =4
follows from the definition of ζm. Moreover, if m = 0, then (ι0,n)∗ ○ ι∗0,n(ζ(En,G)) =
ζ(En,G) ⋅ ((ι0,n)∗(1)) = ζ(En,G) ⋅ (ζ(En,G))n = (ζ(En,G))n+1 = 0. This proves the
equality (4.5).
If n ≥ l, then theorem follows from the projective bundle formula for En. Indeed,
if n ≥ l, then rank(En) = n−d+1 and by assumption (5), we have ci(En,G) = ui for
all 0 ≤ i ≤ n−d+1. The short exact sequence (4.4) then follows from (4.1) and (4.5)
for m = n. If 1 ≤ n < l, then we define a ring homomorphism ψn∶G(X)[z] → G(Yn)
such that the following diagram commutes.
(4.6) G(X)[z] ψl // //
ψn ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
G(Yl)
ι∗
n,l


G(Yn).
Observe that ψl is surjective by projective bundle formula for El and the right ar-
row ι∗
n,l
is surjective by assumption (3). In particular, ψn is surjective. Moreover,
by (4.5), we have ψn(z) = ι∗n,l(ψl(z)) = ι∗n,l(ζ(El,G)) = ζn = (ιn−1,n)∗(1) ∈ G(Yn). It
now suffices to show that In = ker(ψn), which follows from the following computa-
tions.
0 = ψn(x) ⇐⇒ 0 = ι∗n,l ○ ψl(x)
⇐⇒ 1 0 = (ιn,l)∗(ι∗n,l(ψl(x)) ⋅ 1)
⇐⇒ 2 0 = ψl(x) ⋅ (ιn,l)∗(1)
⇐⇒ 3 0 = ψl(x) ⋅ (ζ(El)l−n)
⇐⇒ 4 0 = ψl(x) ⋅ ψl(z)l−n
⇐⇒ 0 = ψl(x ⋅ zl−n)
⇐⇒ x ⋅ zl−n ∈ ker(ψl) = Il = (α)
⇐⇒ x ∈ ((α) ∶ zl−n),
where ⇐⇒ 1 follows by assumption 3, ⇐⇒ 2 follows from the projection formula,
⇐⇒ 3 follows from assumption 4 and ⇐⇒ 4 follows because by assumption 4,
we have ζ(El,G) = (ιn−1,n)∗(1) = ψl(z). This completes the proof for n ≥ 1. Note
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that n = 0 case can be proven on same lines with the assumption Y−1 = ∅ and(ι−1,0)∗ = 0. 
4.2. Application to symmetric powers of a curve. Let C be a projective
smooth curve over an algebraically closed field k and let J(C) denote the Jacobian
of C. Let g denote the genius of C. Then J(C) is an Abelian variety of dimension
g. As before, let C(n) = Symn(C), for n ≥ 0. Recall that closed points of J(C)
are given by degree 0 divisor classes on C, i.e, degree 0 divisors modulo rational
equivalences, and the closed points of C(n) are effective Cartier divisors of degree
n on C.
Fix a closed point p ∈ C. We then have closed embeddings ιm,n∶C(m) ↪ C(n)
such that ιm,n(x1, . . . , xm) = (x1, . . . , xm, p, . . . , p) and morphisms pin∶C(n)→ J(C)
such that on closed points we have pin((x1, . . . , xn)) = ∑i(xi − p) ∈ J(C). For a
closed point y ∈ J(C), the fiber pi−1n (y) is the complete linear system of effective
divisor equivalent to the divisor y + np. It then follows that the fibers of pin are
projective spaces. Moreover, if n ≥ 2g−1, then Mattuck [Mat61] showed that C(n)
is a projective bundle over J(C), i.e., for each n ≥ 2g−1, there exists vector bundleEn such that P(En) ≅ C(n) as projective bundle over J(C) and
(4.7) c1(O(1)C(n)) = (ιn−1,n)∗(1) ∈ CH∗(C(n)).
He [Mat61] also computed Chern classes of En and showed that for n ≥ 2g − 1 and
0 ≤ i ≤ n − g + 1, we have
(4.8) ci(En) = (−1)iθ∗ ○ pig−i∗(X(g − i)) ∈ CHi(J(C)),
where θ∶J(C)→ J(C) is the automorphism such that θ(y) = (−y+c) with c ∈ J(C)
being the class of the canonical divisor on C.
We now specialise Theorem A to the sequence C(n) but we still take a general
functor which satisfies projection formula, projective bundle formula and certain
assumptions similar to that of in Theorem A. Observe that Theorem A along with
Lemma 3.3 and Lemma 3.4 immediately implies
Theorem 4.1. Let C be a smooth projective curve over an algebraically closed field
k and let g denote the genus of C. Let G∶ProjSmopk → Rings be a presheaf on
smooth projective schemes which satisfies PBF (4.1), Extn (4.2) and PF (4.3).
For all n ≥ 2g − 1, let En denote the vector bundle over J(C) such that C(n) ≅
P(En) → J(C) as projective bundles over J(C). With notations as in PBF and
Extn, assume that
(1) (ζ(En,G))i = (ιn−i,n)∗(1) ∈ G(C(n)) for all i ≤ n, and (ζ(En,G))i = 0 for
i ≥ n + 1.
(2) for all i ∈ Z, there exists ui ∈ G(J(C)) such that ci(En,G) = ui, for all
n ≥ 2g − 1 and 0 ≤ i ≤ n − g + 1 and ui = 0 for i < 0 and i > g.
Let α =∑0≤i≤g uizg−i ∈ G(J(C))[z] and let
In = {((α) ∶ z2g−1−n), if n < 2g − 1,(α ⋅ zn−2g+1), if n ≥ 2g − 1.
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For every n ≥ 0, we then have the following short exact sequence of G(J(C))-
modules.
(4.9) 0→ In → G(J(C))[z] ψnÐ→ G(C(n)) → 0,
where z maps to (ιn−1,n)∗(1) ∈ G(C(n)), if n ≥ 1 and 0, otherwise.
4.3. Theorem B. We now focus on the invariants which are modules over the
Chow rings and may not have a ring structure. Let G∶ProjSmopk → Ab be a
presheaf of Abelian groups on projective smooth schemes which satisfies P1-P4
of Section 2.4 and
P5: Let E →X be a vector bundle of rank r+1 over X and let ci(E) ∈ CH∗(X)
be the Chern classes of E . Let ζ = OP(E)(1) denote the canonical line
bundle on pi∶P(E) → X . Then G satisfies projective bundle formula, i.e.,
the following sequence of CH∗(X)-modules is exact.
(4.10) 0→ (∑
i
ci(E)zr+1−i)G(X)[z] → G(X)[z] φÐ→ G(P(E)) → 0,
where φ(x0 + x1z +⋯ + xnzn) = pi∗(x0) + c1(ζ) ⋅ pi∗(x1) +⋯+ c1(ζ)n ⋅ pi∗(xn)
with c1(ζ) ∈ CH∗(P(E)) the first Chern class of the line bundle ζ = OP(E)(1).
Note that sinceG(X) is CH∗(X)-module, the groupG(X)[z] = CH∗(X)[z]⊗CH∗(X)
G(X) is a CH∗(X)[z]-module and therefore (∑i ci(E)zi)G(X)[z] ⊂ G(X)[z]
is a well define submodule.
Theorem B. Let C be a smooth projective curve over an algebraically closed field
k and let g denote the genus of C. Let G∶ProjSmopk → Ab satisfies P1-P5. For
each n ≥ 2g − 1, let En be the vector bundle on J(C) such that C(n) ≅ P(En) and
let ui = ci(En) ∈ CHi(J(C)), for 0 ≤ i ≤ n − g + 1. By (4.8), it follows that ui does
not depend on n. Let α =∑0≤i≤g uizg−i ∈ CH
∗(J(C))[z], M = G(J(C))[z] and let
Nn = {((α) ∶ z2g−1−n)M, if n < 2g − 1,(α ⋅ zn−2g+1)M, if n ≥ 2g − 1.
For every n ≥ 0, we then have the following short exact sequence of CH∗(J(C))-
modules.
(4.11) 0→ Nn → G(J(C))[z] ψnÐ→ G(C(n))→ 0,
where for i ≥ 1 and x ∈ G(J(C)), we have ψn(xzi) = (ιn−1,n)∗(1))i ⋅ pi∗n(x) ∈
G(C(n)), if n ≥ 1 and 0, otherwise.
Proof. By Theorem 2.2, G extends to an additive functor F ∶M0,dimk →Ab. In par-
ticular, for all n ≥m, Lemma 3.3 yields that the push-forward map (ιm,n)∗∶G(C(m))↪
G(C(n)) is injective and Lemma 3.4 implies that the pull-back map ι∗m,n∶G(C(n))→
G(C(m)) is surjective. Let vj = (ιj−1,j)∗(1) ∈ CH∗(C(j)), for all j ≥ 1 and v0 = 0.
By [Col75, Lemma 8],we have
(4.12) (ιm,n)∗(1) = vn−mn .
It follows from [Col75, Lemma 9] and [Mat61] that for all n ≥ l, m ≤ n and
y ∈ G(C(n)), we have
(4.13) ι∗m,n(c1(OP(En)(1)) ⋅ y) = vm ⋅ ι∗m,n(y).
MOTIVIC INVARIANTS OF SYMMETRIC POWERS 17
Indeed, by [Mat61], it follows that for all n ≥ 2g − 1, we have c1(OP(En)(1)) =(ιn−1,n)∗(1) and the claim then follows from [Col75, Lemma 9] because ι∗m,n∶G(C(n)) →
G(C(m)) is a homomorphism of CH∗(C(n))-modules.
If n ≥ 2g−1, then the theorem follows from the projective bundle formula for En.
Indeed, if n ≥ 2g − 1, then rank(En) = n − g + 1, ci(En) = ui for all 0 ≤ i ≤ n − g + 1.
The short exact sequence (4.11) now follows from (4.10) because c1(OP(En)(1)) =(ιn−1,n)∗(1).
If 1 ≤ n < 2g − 1, then we define a ring homomorphism ψn∶G(J(C))[z] →
G(C(n)) such that the following diagram commutes.
(4.14) G(J(C))[z] ψ2g−1 // //
ψn ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
G(C(2g − 1))
ι∗n,2g−1


G(C(n)).
Observe that ψ2g−1 is surjective by projective bundle formula for E2g−1 and right
arrow ι∗n,2g−1 is surjective by Theorem 2.2 and Lemma 3.4. In particular, ψn is
surjective. For x ∈ G(J(C)) and i ≥ 0, the commutative diagram (4.14) along
with (4.13) yields that ψn(xzi) = ι∗n,2g−1(ψ2g−1(xzi)) = ι∗n,2g−1(ζ(E2g−1)i ⋅ pi∗2g−1(x)) =((ιn−1,n)∗(1))i ⋅ pi∗n(x) ∈ G(C(n)). In short, we have
(4.15) ψn(xzi) = vin ⋅ pi∗n(x).
It suffices to show that Nn = ker(ψn). Let m = ∑j xjzj ∈ ker(ψn) ⊂ G(J(C))[z].
Then
0 = ψn(m) ⇐⇒ 0 = ι∗n,2g−1 ○ ψ2g−1(m)
⇐⇒ 1 0 = (ιn,2g−1)∗(1 ⋅ ι∗n,2g−1(ψ2g−1(m)))
⇐⇒ 2 0 = (ιn,2g−1)∗(1) ⋅ψ2g−1(m)
⇐⇒ 3 0 = v2g−1−n2g−1 ⋅ ψ2g−1(m)
⇐⇒ 4 0 = ψ2g−1(m ⋅ z2g−1−n)
⇐⇒ m ⋅ z2g−1−n ∈ ker(ψ2g−1) = N2g−1 = (α)M
⇐⇒ m ∈ ((α)M ∶ z2g−1−n),
where ⇐⇒ 1 follows from Theorem 2.2 and Lemma 3.3, ⇐⇒ 2 follows from
the projection formula (2.8), ⇐⇒ 3 follows from (4.12) and ⇐⇒ 4 follows from
(4.14). This completes the proof for n ≥ 1. Note that n = 0 case can be proven on
the same line with the convention C(−1) = ∅ and (ι−1,0)∗ = 0. 
5. Applications
In this section, we prove Theorems 1.1–1.4 as an application of Theorem A and
Theorem B. We fix the following notations for this section.
Let C be a smooth projective curve over an algebraically closed field k and let g
be the genus of C. Let J(C) denote the Jacobian of C. Let p ∈ C be a closed point
of C and let pin∶C(n)→ J(C) denote the map defined by the point p ∈ C. For each
n ≥ 2g − 1, let En → J(C) be the vector bundle over J(C) such that P(En) ≅ C(n).
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For m ≤ n, let ιm,n∶C(m) ↪ C(n) be the closed embedding defined by the closed
point p (see Section 3.1).
5.1. Classical Weil cohomology theories. Let k be an algebraically closed
field and let K be a field of characteristic zero. Let H∗∶ProjSmk → GrAlgK
be a classical Weil cohomology theory. For definition and properties of a Weil
cohomology theory, reader can refer to [Kle68]. Recall that for an X ∈ ProjSmk,
there exists a cycle class map cl ∶ CH∗(X) → H2∗(X), which is homomorphism of
graded rings.
Proposition 5.1. Let H∗∶ProjSmk → GrAlgK be a classical Weil cohomology
theory as above and let C be a smooth projective curve over k. Then for all n ≥m,
the push-forward map (ιm,n)∗∶H∗(C(m)) ↪H∗(C(n))[−2(n−m)] is injective and
the pull-back map (ιm,n)∗∶H∗(C(n))↠H∗(C(m)) is surjective.
Proof. It follows from [Kle68, § 1.3] that the Weil cohomology H∗ extends to an ad-
ditive functor F ∶Mk →GrVecK such that F ((X,1,m)) =H∗(X)⊗K(H2(P1)[−2])m.
Fixing an isomorphism K
≅
Ð→ H2(P1), we get an isomorphism F ((X,1,m)) ≅
H∗(X)[−2m]. The corollary now follows from Lemma 3.3 and Lemma 3.4. 
Note that we have a projective bundle formula (2.5) inMk. We next proved that
this formula with values in Abelian groups implies the projective bundle formula
(4.1) with values in rings (and in this case, with values in graded K-algebras).
Lemma 5.2. Let H∗ be a classical Weil cohomology theory. Then H∗∶ProjSmk →
GrAlgK satisfies projective bundle formula PBF of Section 4.1. Moreover, for a
vector bundle E → X and i ≥ 0, the element ci(E ,H∗) ∈ H∗(X) appearing in (4.1)
is the image of the i-Chern class ci(E) ∈ CH∗(X) and ζ(E ,H∗) = c1(OP(E)).
Proof. Let X be a smooth projective scheme over k. Let pi∶E → X be a vector
bundle of rank e + 1. Projective bundle formula (2.5) then implies that we have
a surjective map ψ∶H∗(X)[z]↠H∗(P(E)) defined by ψ(∑j ajzj) = ∑j ηj ⋅ pi∗(aj),
where η = c1(OP(E)) ∈ H2(P(E)). Observe that ψ is an H∗(X)-algebra homomor-
phism. Let β′ = ∑0≤i≤e+1 ci(E)ze+1−i ∈H∗(X)[z]. Observe that ci(E) and η are the
image of corresponding elements in CH∗(X) and CH∗(P(E)), respectively. By the
projective bundle formula for CH∗(−), it follows that ψ(β′) = 0. Since c0(E) = 1, β′
is a monic polynomial in z. Let 0 ≠ γ = ∑tj=0 xjzj ∈ H∗(X)[z] such that ψ(γ) = 0.
By (2.5), we have that t ≥ e + 1. If t = e + 1, then γ − xtβ′ ∈ ∑ei=0H∗(X)zi and
ψ(γ − xtβ′) = 0. By (2.5), it follows that γ − xtβ′ = 0, i.e., γ ∈ (β′)H∗(X)[z]. If
t > e + 1, then γ − xtβ′zt−e+1 ∈ ∑t−1i=0H∗(X)zi and ψ(γ − xtβ′zt−e+1) = 0. By induc-
tion on t ≥ e + 1, we conclude that ker(ψ) = (β′)H∗(X)[z]. This proves (4.1) and
completes the proof. 
5.2. Proof of Theorem 1.1. It follows from [Kle68, § 1.2] that the functor H∗
satisfies the properties P1-P4 of Section 2.4 and hence extends to an additive
functor F ∶M0,degk → Ab such that F ((X,1,0)) = H∗(X) = F ((X,1,dim(X))).
Observe that H∗ actually extends to a Q-linear functor F ∶Mk(Q) → GrVecK
such that F ((X,1, i)) = H∗(X)[−2i]. Composing this with the forgetful map
GrVecK → Ab, the resulting functor gives the desired extension F ∶Mk → Ab.
In particular, F ((X,1, i)) = H∗(X), as Abelian groups and H∗ satisfies Extn
MOTIVIC INVARIANTS OF SYMMETRIC POWERS 19
(4.2). By Lemma 5.2, H∗ satisfies projective bundle formula PBF (4.1) and it has
projection formula PF (4.3) by [Kle68, § 1.2].
In the terms of the notations from Theorem 4.1, by (4.7) and [Col75, Lemma 8],
it follows that for n ≥ 2g−1, we have ζ(En,H∗)i = (c1(O(1)C(n)))i = ((ιn−1,n)∗(1))i =(ιn−i,n)∗(1) ∈ H∗(C(n)). In this case, the short exact sequence (1.1) follows from
(4.1). We now let n < 2g − 1. By (4.8) and Lemma 5.2, we have that there exists
ui ∈ H∗(J(C)) such that ci(En,H∗) = ui, for all n ≥ 2g − 1 and ui = 0 for i < 0 and
i > g. The theorem now follows from Theorem 4.1. ◻
5.3. Higher Chow groups. Given a smooth quasi-projective scheme X over a
field k and r ≥ 0, Bloch [Blo86] defined higher Chow groups CH∗(X,r) such that
CH∗(X,0) is the Chow ring. For the definition and other basic properties of these
groups, the reader should refer to [Blo86] or [Lev94].
Lemma 5.3. The functor CH∗(−, ⋅)∶ProjSmk →GrAlgK satisfies projective bun-
dle formula (4.1) with ci(E ,CH∗(−, ⋅)) = ci(X) ∈ CH∗(X,0) and ζ(E ,CH∗(−, ⋅)) =
c1(OP(E)).
Proof. Let X be a smooth quasi-projective scheme over k. For a vector bundle
pi∶E → X of rank e + 1 and p, r ≥ 0, [Blo86, Property (vi), p.269] (or [Lev94,
Corollary 5.4]) yields an isomorphism
(5.1) ψ∶ ⊕ei=0CH
p−i(X,r) ≅Ð→ CHp(P(E), r)
such that ψ(a0, . . . , ae) = ∑i pi∗(ai)ηi, where η is the first Chern class of the
canonical line bundle on P(E). Projective bundle formula (5.1) then implies
that we have a surjective map ψ(r)∶CH∗(X,r)[z] ↠ CH∗(P(E), r) defined by
ψ(r)(∑j ajzj) =∑j pi∗(aj) ⋅ ηj. Observe that ψ(r) is a CH∗(X)-module homomor-
phism. Let β =∑0≤i≤e+1 ci(E)ze+1−i ∈ CH∗(X)[z]. By the projective bundle formula
for CH∗(−), we know that ψ(0)(β) = 0. Since c0(E) = 1, β is a monic polynomial in
z. Let 0 ≠ γ = ∑tj=1 xjzj ∈ CH
∗(X,r)[z] such that ψ(r)(γ) = 0. By (5.1), we have
that t ≥ e + 1. If t = e + 1, then γ − xtβ ∈ ∑ei=0CH
∗(X,r)zi and ψ(r)(γ − xtβ) = 0.
By (5.1), it follows that γ − xtβ = 0, i.e., γ ∈ (β)CH∗(X,r)[z]. If t > e + 1, then
γ − xtβzt−e+1 ∈ ∑t−1i=0 CH
∗(X,r)zi and ψ(r)(γ − xtβzt−e+1) = 0. By induction on
t ≥ e + 1, we conclude that
(5.2) ker(ψ(r)) = (β)CH∗(X,r)[z].
Taking direct sum over r ≥ 0, we obtain the exact sequence
0→ (β)CH∗(X, ⋅)[z] → CH∗(X, ⋅)[z] ψÐ→ CH∗(P(E), ⋅) → 0.
This proves projective bundle formula (4.1) for G = CH∗(−, ⋅) and completes the
proof of the lemma. 
We now generalize results of [Col75] for the functor CH∗(−, ⋅). The first part of
the following proposition was stated in [KI].
Proposition 5.4. Let C be a smooth projective curve over an algebraically closed
field k. Then for m ≤ n and r ≥ 0, the push-forward map (ιm,n)∗∶CH∗(C(m), r) ↪
CH∗(C(n), r) is injective and the pull-back map (ιm,n)∗∶CH∗(C(n), r)↠ CH∗(C(m), r)
is surjective.
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Proof. It is well known that CH∗(−, r)∶Smk → Ab extends to an additive func-
tor CH∗(−, r)∶Corrk → Ab. For example, with rational coefficient if follows
from [Lev94, Corollary 5.3]. This extension also follows from Theorem 2.2 and
[Blo86, p.268-269, Corollary 5.7]. The corollary then follows from Lemma 3.3 and
Lemma 3.4. 
For X ∈ ProjSmk, we shall consider the bi-graded ring
CH∗(X, ⋅)[z] = ⊕(i,j)∈Z×Z (⊕sCHs(X,j)zi−s) .
5.4. Proof of Theorem 1.2. By [Blo86, p.268-269, Corollary 5.7, Exercise 5.8(i)]
and Lemma 5.3, it follows that the functor CH∗(−, ⋅) has the properties PBF,
Extn and PF of Section 4.1. We now verify the remaining hypothesis of Theo-
rem 4.1 for the functor G(−) = CH∗(−, ⋅). In the terms of the notations from The-
orem 4.1, by (4.7) and [Col75, Lemma 8], it follows that ζ(En)i = (c1(O(1)C(n)))i =((ιn−1,n)∗(1))i = (ιn−i,n)∗(1) ∈ CH∗(C(n), ⋅). By (4.8) and Lemma 5.3, we have that
there exists ui ∈ CH
∗(J(C), ⋅) such that ci(En,CH∗(−, ⋅)) = ui, for all n ≥ 2g−1 and
ui = 0 for i < 0 and i > g. The theorem now follows from Theorem 4.1. ◻
5.5. Additive higher Chow groups. For a smooth scheme X , r,m ≥ 0, we let
TCH∗(X,r;m) denote the additive higher chow group of X . For the definition
and other basic properties of the higher Chow groups with modulus, the reader
should refer to [Par09, § 2] and [KL08, § 3]. Recall that by [KL08, Corollary 5.4],
the assignment X ↦ TCH∗(X,r;m) defines a functor TCH∗(−, r;m)∶Smopk →Ab.
Moreover, by [KL08, § 3.3], it follows that TCH∗(−, r;m) has projective push-
forwards.
Proposition 5.5. Let C be a smooth projective curve over an algebraically closed
field k and let C(n) = Symn(C). Then for all l ≤ n and r ≥ 0, the push-forward
map (ιl,n)∗∶TCH∗(C(l), r;m) ↪ TCH∗(C(n), r;m) is injective and the pull-back
map (ιl,n)∗∶TCH∗(C(n), r;m)↠ TCH∗(C(l), r;m) is surjective.
Proof. By [KL08, Theorem 5.3], it follows that TCH∗(−, r;m) defines an additive
functor TCH∗(−, r;m)∶M0,dimk →Ab. The result now follows from Lemma 3.3 and
Lemma 3.4. 
5.6. Proof of Theorem 1.3. By [KL08, § 3.3, Corollary 5.4, Lemma 3.8, The-
orem 4.10], it follows that the functor G = TCH∗(−, r,m) satisfies P1-P4 of Sec-
tion 2.4. Moreover, the property P5 for G follows from [KL08, Theorem 5.6]
exactly as we proved (5.2) in Lemma 5.3. The theorem then follows from Theo-
rem B. ◻
Remark 5.6. This remark is about the higher Chow groups with modulus. Binda
and Saito [BS17] defined higher Chow groups with modulus which generalizes ad-
ditive higher Chow groups and higher Chow groups of Bloch. Let C be a smooth
projective curve over k and let D be a divisor on J(C). If we work with the cate-
gories SmJ(C), MJ(C) and CorrJ(C), then we can obtain results similar to Theo-
rem 1.3 for Chow groups with modulus CH∗(J(C)∣D,r) and CH∗(C(n)∣pi∗(D), r).
This follows from [KP17, Theorem 4.3, Theorem 4.5 and Theorem 4.6] exactly as
we proved Theorem 1.3. The observation we need to make everything work is that
all morphisms and correspondences are over J(C).
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5.7. Rational K-theory. For X ∈ ProjSmk, let K(X) denote the algebraic K-
theory spectra and let Kr(X) denote the r-th stable homotopy group of K(X).
Grothendieck proved that the Chern character defines an isomorphism ch∶K0(X)Q ≅Ð→
CH∗(X)Q. Since each Kn(X) is a K0(X)-module, it follows that Kr(X)Q is a
CH∗(X)Q-module, for all r ≥ 0.
Proposition 5.7. Let C be a smooth projective curve over an algebraically closed
field k and for n ≥ 0, let C(n) = Symn(C). Let m ≤ n and r ≥ 0. Then the push-
forward map (ιm,n)∗∶Kr(C(m))Q ↪Kr(C(n))Q is injective and the pull-back map(ιm,n)∗∶Kr(C(n))Q ↠Kr(C(m))Q is surjective.
Proof. It follows from [TT90, 3.14, 3.16.4, Proposition 3.17, Proposition 3.18] that
the functor G = Kr(−)Q satisfies P1-P4 of Section 2.4. Theorem 2.2 then yields
that Kr(−)Q defines an additive functor Kr(−)Q∶M0,dimk → Ab. The result now
follows from Lemma 3.3 and Lemma 3.4. 
5.8. Proof of Theorem 1.4. As before, It follows from [TT90, 3.14, 3.16.4,
Proposition 3.17, Proposition 3.18] that Kr(−)Q satisfies P1-P4 of Section 2.4.
Moreover, the property P5 follows from [TT90, Theorem 7.3] because under the
isomorphism K0(X)Q ≅Ð→ CH∗(X)Q, we have OP(E)(1) maps to c1(OP(E)(1)). The
theorem now follows from Theorem B. ◻
Remark 5.8. Observe that Bloch [Blo86, Theorem 9.1] proved that for a smooth
quasi-projective scheme, the character map chX∶Kn(X)Q → CH∗(X,n)Q is an iso-
morphism. Indeed, the theorem says that Td(X)chX is an isomorphism but the
Todd class Td(X) belongs to CH∗(X)×. Since the isomorphism chX commutes
with pull-backs, Theorem 1.4 follows from Theorem 1.2. Here we are able to avoid
such an isomorphism and this helps us in Remark 5.9.
Remark 5.9. Since relative K-theory also satisfies properties of P1-P5, we have
variants of Proposition 5.7 and Theorem 1.4 for relative K-theory (with rational
coefficients) as well. One way to generalize these results, we can fix a pair (X,Y )
such that Y ↪X is a closed subscheme of X and study the functor Kr(− ×X,− ×
Y )∶SmProjk → Ab. This is similar to the case of additive higher Chow groups,
where (X,Y ) = (A1, (m + 1){0}). The other way is to fix a closed subscheme of
J(C) and work with SmProjJ(C), see Remark 5.6. This case is similar to the case
of higher Chow groups with modulus.
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