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Superconducting circuits are currently developed as a versatile platform for the exploration of
many-body physics, both at the analog and digital levels. Their building blocks are often idealized
as two-level qubits, drawing powerful analogies to quantum spin models. For a charge qubit that
is capacitively coupled to a transmission line, this analogy leads to the celebrated spin-boson de-
scription of quantum dissipation. We put here into evidence a failure of the two-level paradigm for
realistic superconducting devices, due to electrostatic constraints which limit the maximum strength
of dissipation. These prevent the occurence of the spin-boson quantum phase transition for trans-
mons, even up to relatively large non-linearities. A different picture for the many-body ground state
describing strongly dissipative transmons is proposed, showing unusual zero point fluctuations.
Quantum computation has been hailed as a promising
avenue to tackle a large class of unsolved problems, from
physics and chemistry [1] to algorithmic complexity [2],
following an original proposition from Feynman [3], long
before the technological and conceptual tools were devel-
oped to make such ideas tangible. While a general pur-
pose digital quantum computer could theoretically out-
perform classical hardware for some exponentially hard
tasks, building such a complex quantum machine is at
present still out of reach. For this reason, analog quan-
tum simulation has been put forward as a crucial mile-
stone [4], aiming at the design of fully controllable exper-
imental devices mimicking the features of difficult quan-
tum problems of interest. This route has met tremendous
success in the past, with the realization of Kondo impuri-
ties in quantum dots [5], the simulation of artificial solids
in optical lattices [6], and is gaining momentum with new
tools from superconducting circuits [7–13]. Ironically,
while Feynman anticipated quantum simulators [3], he
often warned in his lectures (where analogy was used as
a powerful teaching method) that there is no such thing
as a perfect analogue, and that some interesting physics
can emerge when the analogy breaks down [14]. Explor-
ing the limitations of realistic superconducting qubits in
simulating dissipative two-level systems is the main pur-
pose of this Letter. In the process we will unveil the
unique many-body physics of such simulators.
In this context, three important challenges must be ad-
dressed. First, most quantum computation/simulation
protocols assume that superconducting qubits behave as
idealized spin 1/2 degrees of freedom, which is clearly
invalid at strong driving [15], and generally questionable
in the many-body regime due to proliferation of quan-
tum states. We will propose here a microscopic approach
that takes into account the full Josephson potential of
the qubit. Second, quantitative modelling of designs in-
volving several qubits or resonators demands incorpo-
rating the full capacitance network, even in the linear
regime [16–20]. We will see that such electrokinetic con-
siderations impose strong constraints on the underlying
models. Third, many-body effects beyond the RWA ap-
proximation are notoriously difficult to simulate due to
an exponentially large Hilbert space, for instance in the
ultra-strong coupling regime of dissipation [21–23]. To
overcome this challenge, we will develop new analytical
and numerical techniques for the quantitative analysis
of quantum circuits involving many strongly interacting
degrees of freedom (including charge offsets), a problem
that is raising increasing interest [9, 20, 24] due to poten-
tial applications ranging from hardware-protected qubits
[25, 26] to quantum optics with metamaterials [27].
Having set the stage, we propose to examine the poten-
tial implementation of many-body physics in realistic su-
perconducting circuits from the perspective of quantum
dissipation [28, 29], stressing that our findings will apply
to a wider range of simulation platforms. Precedent stud-
ies of this problem [30–35] relied on the two-level approx-
imation, which is only valid for strong non-linearities, a
regime that is very hard to investigate experimentally,
due to high sensitivity to external noise sources. We
study the circuit of Fig. 1, composed of a superconduct-
ing qubit containing a junction with Josephson energy EJ
and capacitance CJ = Cs+Cg where Cs is a shunt capac-
itance and Cg is a gate capacitance, that is capacitively
coupled via Cc to a transmission line characterized by
lumped element inductance L and capacitance C. (The
transmission line may be designed from an array of lin-
ear Josephson elements [20]). All nodes are grounded via
capacitances Cg. A DC charge offset controlled by volt-
age Vg is included on qubit node 0, appearing as dimen-
sionless charge ng = VgCg/2e. The circuit Lagrangian
reads [36] (working in units of ~ = 2e = 1):
L = 1
2
~˙Φ
ᵀ
C ~˙Φ− 1
2
~Φ
ᵀ1/L~Φ + EJ cos(Φ0)− ngΦ˙0, (1)
where ~Φ = (Φ0,Φ1, . . .) is a vector of dimensionless node
fluxes labeled according to Fig. 1. C and 1/L are the ca-
pacitance and inductance matrices read from Fig 1, that
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2define a generalized eigenvalue problem 1/LP = CPω2,
ω being the diagonal matrix of the system eigenfrequen-
cies. Noting that [P ᵀCP ,ω2] = 0, implying that we
can take P ᵀCP diagonal, we normalize the columns of
P such that P ᵀCP = 1 . In the new basis ~φ = P−1~Φ,
the Lagrangian is in normal modes form:
L = 1
2
~φ (ᵀ−∂2t −ω2)~φ+EJ cos
(∑
k
P0kφk
)
−ng
∑
k
P0kφ˙k,
(2)
where the dispersion relation ωk and the coupling P0k are
given in Supplementary Materials. The qubit degree of
freedom is recovered via the change of variables:{
ϕ =
∑
k P0kφk
ϕm = φm
,
{
n = N0/P00
nm = Nm − (P0m/P00)N0 , (3)
where ~n (resp. ~N) is the vector of charges conjugate to
~ϕ (resp. ~φ). Since ω0 = 0, the change of variables does
not generate any diamagnetic (or ‘A2’) term [17, 18].
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FIG. 1. Microscopic electrokinetic model for a realistic circuit
of dissipative superconducting transmon. The qubit, located
at node 0, is characterized by Josephson energy EJ , shunt
capacitance Cs, and is capacitively coupled via Cc to a trans-
mission line. All nodes are shunted to the ground via the
capacitance Cg, and each lumped element in the line is char-
acterized by its inductance L and self-capacitance C. Charge
offsets are modeled by a DC voltage source Vg.
Once quantized in terms of creation/annihilation op-
erators, we obtain the Hamiltonian :
Hˆ =
∑
k
ωkaˆ
†
kaˆk + (nˆ− ng)
∑
k
igk(aˆ
†
k − aˆk)
+ 4Ec(nˆ− ng)2 − EJ cos ϕˆ, (4)
which we nickname the “transmon-boson model”, as it
generalizes the ubiquitous spin-boson model describing
quantum dissipation [28, 29]. Here gk =
√
ωk/2P0k are
the couplings to the bosonic normal modes, and the qubit
charging energy reads:
4Ec =
P 200
2
+
∑
k 6=0
g2k
ωk
=
P 200
2
+
1
pi
∫ ∞
0
dω
J(ω)
ω
, (5)
where the spectral function J(ω) = pi
∑
k g
2
kδ(ωk − ω)
lumps together the distribution of the couplings to each
mode into a single function (that is smooth for an infinite
chain) [28, 29]. It is crucial to note that the spectral func-
tion J(ω) and the charging energy Ec are not mutually
independent. For the circuit of Fig. 1, we find J(ω) =
2piαω
√
1− ω2/ω2P /(1 + ω2/ω2J)θ(ωP − ω), dissipation
strength α = (1/2pi)[Cc/(Cc + CJ)]
2
√
L/Cg, (angular)
plasma frequency of the line ωP = 1/
√
L(C + Cg/4),
and RC cutoff of the junction ωJ = 1/
√
LCeff (a deriva-
tion of these parameters is given in the Supplementary
Materials). For realistic parameters describing the cir-
cuit of Fig. 1, the linear behavior of J(ω) is cut-off at a
scale ωJ well below the plasma scale ωP , thus limiting
the ohmic range of dissipation.
Due to the mutual dependence between Ec and J(ω)
arising from electrostatics, the dissipation strength α has
an upper bound of order Ec/Min(ωP , |ωJ |). To show
this, we parametrize the spectral function as J(ω) =
2piαω exp (−ω/ωc), without specifying the origin of the
cutoff ωc. Eq. (5) gives α = [2Ec − 1/(4CJ + 4Cc)]/ωc.
Using Ec and ωc as independent parameters imposes:
α 6 αmax = 2Ec/ωc. (6)
Such electrostatic constraint must be fulfilled for any mi-
croscopic model, and in the Supplementary Materials, we
provide a similar bound for the circuit of Fig. 1, showing
that only the prefactor depends on the shape of the cut-
off function. Clearly, the maximum value of dissipation
αmax is attained for Cc →∞, namely when the qubit be-
comes wire coupled to the transmission line (see Fig. 1).
The simple constraint (6) has profound consequences for
the dissipative quantum mechanics of realistic supercon-
ducting qubits. Indeed, reaching the ultrastrong coupling
regime (α ' 1) where many-body effects are most promi-
nent implies Ec ' ωc. For Cooper pair boxes (CPB) with
EJ  Ec, one obtains EJ  ωc, and ohmic dissipation
dominates the qubit dynamics, since the first transition
at energy EJ is well within the linear regime of J(ω).
However, for transmons with EJ  Ec, the first transi-
tion located at
√
8EcEJ  ωc now lies in the tails of the
cutoff function J(ω). Hence ultra-strong coupling physics
and the spin-boson quantum phase transition [28] are not
possible for a capacitively coupled transmon qubit, shed-
ding light on previous experimental attempts [20, 24],
and extending also predictions for simpler systems of
transmons coupled to single cavities [37, 38]. One can
thus wonder at which range of non-linearity the two-level
picture breaks down, and what kind of physical states are
relevant for realistic dissipative qubits.
These questions can only be settled by reliable quan-
tum many-body simulations of the transmon-boson
Hamiltonian (4). Taking advantage of the impurity
structure of the problem, we have extended the Numer-
ical Renormalization Group (NRG) [39] to dissipative
Josephson junctions, in contrast to previous approaches
based on the spin-boson model and the two-level sys-
tem approximation [40]. The main ingredient of NRG
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FIG. 2. Left panel: spin boson phase diagram determined
from the order parameter
〈
Nˆ
〉
, for fixed EJ = 0.1ωc and
at the degeneracy point ng = 0.5. Symmetry breaking occurs
here only for ultra-strong dissipation α & 1 and large charging
energy EJ/Ec  1. Right panel: general phase diagram for
arbitrary EJ/Ec and EJ/ωc, ruling out a spin-boson quantum
phase transition in the extended transmon regime EJ/Ec & 1.
is a logarithmic discretization of the bosonic bath J(ω),
with a sequence of discrete decreasing frequencies ωk
such that ωk+1 = ωk/Λ, with Λ = 2 the Wilson pa-
rameter. The method is based on an iterative diagonal-
ization, adding modes one by one, with a truncation of
the Hilbert space at each NRG step. For the transmon-
boson model (4), the first stage of the NRG starts with
the junction degree of freedom, expressed in the charge
basis, with up to 103 charge states to ensure proper con-
vergence for all considered EJ/Ec values. The Joseph-
son tunneling term is represented in the charge basis as
cos(ϕˆ) = 1/2
∑
n(|n〉〈n + 1| + h.c.). Typically, at each
NRG step, we consider up to 10 bosonic excitations in
the added environmental mode aˆ†k at the discrete fre-
quency ωk, and we keep 250 states after truncation. We
work with the Ohmic model J(ω) = 2piαω exp (−ω/ωc)
in units of ωc = 1, and start the NRG procedure with fre-
quencies of order 10ωc down to the minimal frequency
10−14ωc that guarantees convergence of the NRG to the
full many-body ground state in the thermodynamic limit.
Our first important finding concerns the dissipation-
induced spontaneous breaking of the Z2 symmetry(|n〉, a†k)→ (|2 bngc+1−n〉,−a†k), where bngc is the inte-
ger part of ng, which leaves Hamiltonian (4) invariant for
ng = 1/2+integer. This spin-boson quantum phase tran-
sition is thus associated to a non-zero charge-localization
order parameter Nˆ =
∑
n(n−ng)|n
〉〈
n|. Figure 2 shows
that the ground state order parameter
〈
Nˆ
〉
stays zero
for transmon qubits up to the maximum value of dis-
sipation allowed by electrostatics, while the true CPB
does reach a localization transition for Ec  EJ , as ex-
pected from the known physics of dissipative two-level
systems. The two-level paradigm thus does not apply
for transmons or even for superconducting qubits with
strong non-linearities (EJ & Ec), that are as close to
the CPB limit as one can realistically go, before being
overwhelmed by charge noise. In order to uncover why
the physics is so different in the two regimes, we now
examine how one crosses over from the dissipative CPB
(spin-boson model) to the dissipative transmon.
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FIG. 3. NRG results for the Josephson tunnelling
〈
cos(ϕˆ)
〉
,
which controls the many-body zero point fluctuations, as a
function of EJ/Ec, for offset charge ng = 1/2 and several
values of the normalized dissipation strength α/αmax. Dis-
sipation tends to localize the phase for transmons, namely〈
cos(ϕˆ)
〉
increases with α for EJ > Ec, in contrast to the
CPB regime, where phase delocalization occurs. A surprising
crossover regime with dissipation-insensitive zero point fluc-
tuations is observed for EJ ' Ec.
Diagnosis for novel properties of dissipative transmons
is given by the zero point fluctuations of the supercon-
ducting phase set by the average tunnelling
〈
cos(ϕˆ)
〉
in the many-body ground state. For deep transmons,
EJ  Ec,
〈
cos(ϕˆ)
〉
increases with dissipation α, because
the phase is damped by its environment towards the min-
imum ϕˆ = 0 of the Josephson potential (this behavior is
not captured by a two-level approximation, see Supple-
mentary Materials). In contrast, for a CPB, Ec  EJ
and ng = 1/2, the quantity
〈
cos(ϕˆ)
〉
decreases with
dissipation since charge tends to freeze (due to Heisen-
berg principle, the phase delocalizes). Both behaviors are
clearly evidenced in Fig 3, which shows
〈
cos(ϕˆ)
〉
against
EJ/Ec, for several values of the normalized dissipation
strength α/αmax at ng = 0.5. As expected from the
phase diagram of Fig. 2, a crossover takes place around
EJ/Ec = 1, between an anharmonic oscillator regime at
high EJ/Ec where the phase fluctuations are damped,
and a spin-boson regime where the phase fluctuations
are akin to the CPB regime. Remarkably, the crossover
is characterized by quantum fluctuations of the supercon-
ducting phase that are nearly dissipation-insensitive as
seen by the narrowing spread of the points at EJ = Ec.
This striking behavior is a manifestation of the frustrated
nature of the qubit pointer states, that are neither purely
phase-like nor purely charge-like in the crossover from
transmons to CPB. While dissipative CPBs are well-
understood physically within polaronic theory [41, 42],
a new physical picture must be found to explain why the
physics of dissipative transmons is so radically different.
In the deep transmon regime (EJ  Ec), phase fluctu-
4ations are mostly confined at the bottom of the Josephson
potential, since
〈
cos(ϕˆ)
〉
stays close to unity in Fig. 3. A
standard approach, the self-consistent harmonic approx-
imation (SCHA) [12, 43, 44], amounts to replacing the
cosine potential in (4) by a renormalized harmonic term:
HˆSCHA =
∑
k
ωk aˆ
†
kaˆk+nˆ
∑
k
igk(aˆ
†
k−aˆk)+4Ecnˆ2+
E∗J
2
ϕˆ2
(7)
which is nothing but the Caldera-Leggett model of a
damped harmonic oscillator with renormalized Joseph-
son energy E∗J . The gate charge ng has been removed by
a gauge transform since the compactness of the phase
can be neglected in this limit. However, the SCHA
misses quantum phase slips associated to windings of ϕ
by multiples of 2pi, which become more and more prob-
able for increasing values of Ec/EJ , and are highly sen-
sitive to charge offsets due to Aharonov-Casher inter-
ference [45]. Our strategy is to deal with the charge-
sensitive (or phase-compact) Hamiltonian (4) with a new
class of many-body ground states chosen to keep track of
the boundary conditions over the circle. We start by
putting the linear parent Hamiltonian (7) into normal
mode form: HˆSCHA =
∑
µ Ωµ
(
bˆ†µbˆµ + 1/2
)
, where Ωµ are
the eigenfrequencies of the quadratic system, and b†µ its
raising operators (see Supplementary Materials). Charge
and phase operators are expressed over the eigenmodes
of the linear Hamiltonian as nˆ = i
∑
µ vµ(b
†
µ − bµ) and
ϕˆ =
∑
µ uµ(b
†
µ + bµ). Phase compactness is simply re-
stored by displacing the superconducting phase in the
vacuum of HˆSCHA (denoted |0〉SCHA) by 2pi times a wind-
ing number w, and summing over w:
|0	〉 =
∑
w∈Z
ei2piwnˆ|0〉SCHA. (8)
Similar procedures have already been used to estimate
fluxonium charge noise [46] and to study bulk compact-
QED [47], without recourse however to a renormalized
Hamiltonian (7) involving an effective Josephson energy
E?J , which is a crucial element to capture quantitatively
the physics in the crossover regime where Ec ' EJ .
The charge offset ng seemingly drops from Hamilto-
nian (4) by a gauge transform Uˆ = exp(ingϕˆ). For
the linearized system, this simply adds a global phase
to the harmonic state |0〉SCHA → exp (−ingϕˆ)|0〉SCHA.
After compactifying (8), this global phase will have a con-
crete effect on the observables, contrarily to the SCHA
method. Using E?J as variational parameter, we estimate
the ground state energy of Hˆ by minimizing
〈0	|Hˆ|0	〉
〈0	|0	〉 =
1
2
(∑
µ
Ωµ − EJu2
)
(9)
− EJ〈0	|0	〉
∑
w∈Z
[
(piw)2
2
+ (−1)we−u
2
2
]
e−2(piw)
2v2−i2piwng ,
where the parameters u2 ≡∑µ u2µ, v2 ≡∑µ v2µ carry the
implicit E?J dependence through the diagonalization of
HˆSCHA. The offset charge ng manifests as an Aharonov-
Casher phase that depends on the winding number, thus
correcting the main drawback of the SCHA, which cor-
responds to the term w = 0 only. Indeed v2 weights the
exponential corrections to the linear approximation due
to phase slips, and vanishes in the limit EJ → ∞, while
u2 renormalizes the Josephson energy. It is remarkable
that the bosonic bath affects phase fluctuations through
two scalars only, independent of the number of modes
and the form of their dispersion relation.
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FIG. 4. Ground state energy bands associated to the offset
charge ng, both for the transmon regime (narrower band at
the bottom, at EJ/Ec = 5) and the crossover regime (broaded
band at the top, at EJ/Ec = 1). The analytical expression (9)
from the compact Ansatz (lines) compares quantitatively to
the full NRG simulation (dots).
As ng is varied from zero to half a Cooper pair, i.e.
ng ∈ [0, 1/2], the ground state energy sweeps out a
band. Fig 4 shows this band, as calculated using the
compact Ansatz as well as using NRG. The compact
ansatz is quantitatively accurate for the dissipative trans-
mon, which could have been anticipated, as it includes
the main physical elements of the problem. Remarkably,
it still performs very well up to the crossover to CPB,
Ec ' EJ , as seen from the broad upper band in Fig. 4.
This comparaison establishes that phase-compact Gaus-
sian states constitute the backbone structure of charge-
sensitive superconducting devices, and opens the way to
new tools for describing realistic circuits. We emphasize
that approximations such as the SCHA that neglect the
compactness of ϕ, produce a zero bandwidth.
In conclusion, we have demonstrated that realistic su-
perconducting qubits do not show the same dissipative
properties as obtained from models based on the ubiqui-
tous two-level description. We also provided a new phys-
ical picture of the many-body wavefunction for dissipa-
tive transmons, which is described by a phase-compact
Gaussian state. Reaching the spin-boson quantum phase
transition requires very strong non-linearities, well be-
yond the transmon regime. Similar considerations could
apply to a wide class of model Hamiltonians that are
touted as candidates for quantum simulators [9, 12, 48].
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1Supplementary Materials for “Absence of spin-boson quantum phase transition for
transmon qubits”
MICROSCOPIC PARAMETERS FOR THE TRANSMON-BOSON MODEL
In this section, we review one possible method for establishing the microscopic Hamiltonian from the circuit model,
Eq. (4) of the main text. The starting point is the Lagrangian
L = 1
2
~˙Φ
ᵀ
C ~˙Φ− 1
2
~Φ
ᵀ1/L ~Φ + EJ cos(Φ0)− ngΦ˙0, (S1)
written in units of ~ = 2e = 1, and with the capacitance and inductance matrices :
C =

CJ + Cc −Cc
−Cc C + Cc + Cg −C
−C 2C + Cg −C
−C . . . . . .
. . .
 , 1/L =
1
L

0 0
0 1 −1
−1 2 −1
−1 . . . . . .
. . .
 . (S2)
We denoted here CJ = Cs + Cg the combination of the shunting capacitance Cs and ground capacitance Cg of the
qubit (see Fig. 1 of the main text).
Diagonalisation. A half-infinite chain is here assumed. We want to find a basis where both capacitance and
inductance quadratic forms are diagonal. Since C is positive definite, this is equivalent to solving 1/LP = CPω2 (a
generalized eigenvalue problem). Under the change of basis ~Φ = P ~φ, the Lagrangian is :
L = 1
2
~˙φ
ᵀ
P
ᵀ
CP ~˙φ− 1
2
~φ
ᵀ
P
ᵀ
CPω2~φ+ EJ cos
(∑
l
P0lφl
)
− ng
∑
l
P0lφ˙l. (S3)
P ᵀCP is diagonal, because it commutes with ω2. We can then scale the eigenvectors to have P ᵀCP = 1 , and we
reach Eq. (2) of the main text. Written explicitly, the generalized eigenvalue problem gives :
site i = 0 : P1l =
CJ + Cc
Cc
P0l, (S4)
site i = 1 : P2l = P1l
(
1− Cf
C
ω2kl
ω20 − ω2kl
)
, with Cf =
CcCJ
Cc + CJ
+ Cg and ω0 =
1√
LC
, (S5)
site i > 1 : Pi+1 l + Pi−1 l = Pil
(
2− Cg
C
ω2kl
ω20 − ω2kl
)
, (S6)
where we parametrize the wavevector kl = pil/Nmodes of mode number l, with Nmodes the number of modes (or sites
in the chain). The eigenproblem is almost invariant by translation, except for the boundary condition. We assume
that the solution obeys the form : Pjl = Nl cos ((j − 1)kl + θl), with Nl the normalisation factor, and θl a phase shift
due to the boundary. Note that P0l follows instead condition (S4), and therefore is not part of the parametrization,
hence the ‘(j−1)’ labeling of the sites. In the half-infinite chain limit Nmodes →∞, the wavenumbers continuously fill
the Brillouin zone : kl ∈ [0, pi[. The dispersion relation is obtained by injecting the solution in the bulk equation (S6),
resulting in the standard expression:
ω2kl =
4
LCg
sin2(kl/2)
1 + 4 (C/Cg) sin
2(kl/2)
. (S7)
Besides the dispersion relation, we also need P0l, which appears in the coupling term between the transmon and the
modes of the chain. The phase shift θl is imposed by the boundary equation (S5), used together with dispersion
relation, and reads:
tan θl = tan
(
kl
2
)(
2
Cf
Cg
− 1
)
. (S8)
2Finally, we have to compute the normalization factors. First, one should note that the k = 0 eigenfrequency is 0.
Equations (S4), (S5), (S6) do not hold in this case, such that matrix elements Pi0 must be computed by normalization
of P ᵀCP , which leads to P00 = 1/
√
CJ + Cc, Pi0 = 0 ∀i > 0. This zero mode is then localized on the zeroth site:
we recognize the transmon degree of freedom, which will be singled out in the main text by a change of variable. The
other normalisation factors are computed from the following matrix elements :
∀l, l′ 6= 0,
∞∑
i,j=1
PilCijPjl′ =
(
Cg
∞∑
i=1
PilPil′ +
CcCJ
Cc + CJ
P1lP1l′
)(
1 + 4
C
Cg
sin2(kl/2)
)
. (S9)
This matrix must be diagonal, so we collect only the terms proportional to δl,l′ . Expanding the first part as
∞∑
i=1
PilPil′ =
1
2
NlNl′
∞∑
j=0
cos(j(kl + kl′)) cos(θl + θl′) + cos(j(kl − kl′)) cos(θl − θl′)
− sin(j(kl + kl′)) sin(θl + θl′) + sin(j(kl − kl′)) sin(θl − θl′). (S10)
Using the identity limn→∞
∑n
j=0 cos(jkl) =
1/2+nδl,0 we can deduce the normalisation factor Nl. With equation (S4),
we get an analytic expression of the couplings for a large but finite number of modes Nmodes:
P00 =
1√
CJ + Cc
, P0l =
Cc
CJ + Cc
√
2
Nmodes
(
Cg + 4C sin
2(kl/2)
)− 12 (1 + (2Cf
Cg
− 1
)2
tan2(kl/2)
)− 12
. (S11)
These expressions match the results from the numerical diagonalization of the Lagrangian (S1) performed with a finite
number Nmodes of sites, as soon as Nmodes & 10.
Spectral function. The spectral function gives a more convenient tool to describe this system with a small
number of relevant parameters. It is defined as a continuous function of frequency, J(ω) = pi
∑
l g
2
kl
δ(ω − ωkl). The
gk couplings are defined in the main text as gkl =
√
ωkl/2P0l. All the dependencies in the wave number kl can be
expressed in terms of ωk using the dispersion relation (S7). We also change sums over modes to integrals in the limit
Nmodes →∞:
1
Nmodes
∑
l
F [kl]→ 1
pi
∫ pi
0
dk F [k], (S12)
J(ω) = Nmodes
dk
dω
[g(ω)]2 =
(
Cc
Cc + CJ
)2√
L
Cg
ω
√
1− ω2/ω2P
1 + ω2
(
1/ω2Q − 1/ω2P
) θ(ωP − ω), (S13)
with ωP = ω0/
√
1 + 4C/Cg the plasma frequency of the chain, and ωQ = ωP
√
1 + 4C/Cg/(2Cf/Cg−1) a characteristic
frequency related to the qubit. From Eq. (S13), it is clear that the denominator is never vanishing within the band
ω ∈ [0, ωP ] (otherwise J(ω) would be singular). Using the expression for ωP and ωQ, and 1/ω2J ≡ 1/ω2Q − 1/ω2P , we
recover the low frequency cutoff of the transmon ωJ defined in the main text.
For small frequencies, J(ω) obeys the so-called Ohmic behavior, J(ω) ' 2piαω, which defines the coupling strength
α. A higher frequencies, J(ω) quickly vanishes as 1/ω2, provided ωJ  ωP . Most experimental devices verify
this condition. On the other hand, if ωJ  ωP , J(ω) displays a square-root hard cut-off at ω = ωP . In many
cases, the exact form of the cut-off is not relevant, and we replace it by an exponential cut-off at ωc = min {ωJ , ωP },
J(ω) = 2piαω exp(−ω/ωc), which is the spectral function used in the main text to perform the numerical computations.
Microscopic derivation of the electrostatic bound on dissipation. The charging energy of our microscopic
circuit explicitly reads
Ec =
1
8
CJ + Cc − C2c
Cc +
Cg
2 +
√
Cg
(
Cg
4 + C
)

−1
. (S14)
This result can be obtained by noting that Ec = C
−1
00 /8 and analytically inverting the capacitance matrix. From
equation (5) in the main text one can reach the same result, recast into
8Ec =
1
Cc + CJ
+ 2piα
ω2J
ωP
(√
1 +
ω2P
ω2J
− 1
)
> 2piαω
2
J
ωP
(√
1 +
ω2P
ω2J
− 1
)
, (S15)
3by integrating the spectral function (S13) over ω. Thus the dissipation strength α obeys the inequality
α 6 4Ec
piωP
(√
1 +
ω2P
ω2J
+ 1
)
. (S16)
When ωJ  ωP (which is the typical situation for realistic devices), the electrostatic bound α 6 4Ec/(piωJ) assumes
the same form as in the main text (albeit with a different numerical prefactor), while for ωJ  ωP the bound reads
α 6 8Ec/(piωP ).
COMPACT ANSATZ WAVEFUNCTION FOR CHARGE SENSITIVE CIRCUITS
We build in this section the compact ansatz step by step, following the outline of the main text. While our approach
is completely generic to charge sensitive superconducting circuits, we focus here on the transmon-boson Hamiltonian:
Hˆ = 4Ec(nˆ− ng)2 − EJ cos ϕˆ+ (nˆ− ng)
∑
k
igk(aˆ
†
k − aˆk) +
∑
k
ωkaˆ
†
kaˆk, (S17)
where the discrete sums over the wave vector k run on the Brillouin zone [0, pi]. The renormalized linear approximation,
that holds in the deep transmon regime where the phase fluctuations are much smaller that 2pi, is used as a linearized
parent Hamiltonian for our variational trial state. It reads:
HˆSCHA = 4Ecnˆ
2 +
E?J
2
ϕˆ2 + inˆ
∑
k
gk(aˆ
†
k − aˆk) +
∑
k
ωk
(
aˆ†kaˆk + 1/2
)
. (S18)
Here the charge offset ng was gauged out since the phase is uncompact in the linear approximation, and E
?
J is a free
parameter used in the variational method, after compactification is applied. This Hamiltonian can be brought to
diagonal form by a Bogoliubov rotation mixing the transmon degree of freedom and bosons from the environment.
We use greek symbols to denote jointly the transmon and bosons variables, such that nˆµ = (nˆ, nˆ1, nˆ2, . . .). Then, up
to rescaling of ϕˆ and nˆ,
HˆSCHA =
1
2
∑
µ ϕˆµϕˆµ +
1
2
∑
σρ nˆσMσρnˆρ
=
∑
µ Ωµ(bˆ
†
µbˆµ +
1
2 ).
, where M =

8EJEc g1
√
2EJω1 g2
√
2EJω2 . . .
g1
√
2EJω1 ω
2
1
g2
√
2EJω2 ω
2
2
...
. . .
 (S19)
with Ωµ the eigen-frequencies of the linear system and bµ, b
†
µ its raising/lowering operators. The last equation is
obtained by diagonalization of matrix M , which assumes an arrowhead form; efficient numerical algorithms exists for
such eigenvalue problems, as well as perturbative series expansion. We can decompose the transmon variables on this
new basis. To do so, we define the coefficients uµ and vµ such that
nˆ = i
∑
ν
vν(bˆ
†
ν − bˆν) and ϕˆ =
∑
ν
uν(bˆ
†
ν + bˆν). (S20)
We then enforce the periodic boundary conditions (compactification) by repeatedly displacing the ground state of
HSCHA, noted |0〉, by an integer times 2pi:
|0	〉 =
∑
w∈Z
ei2piwnˆ|0〉, where bˆµ|0〉 = 0 ∀µ. (S21)
Regularisation. With such a definition, |0	〉 has infinite norm, because the associated wave function is both
periodic and defined over R. Indeed, by re-indexing sums over winding numbers,
〈0	|0	〉 =
∑
v,w∈Z
∫
R
dϕ 〈0|ϕ− 2piv〉〈ϕ+ 2piw|0〉 = 〈0|0	〉
(∑
v∈Z
1
)
, (S22)
4which is clearly infinite. A way out is to restrict the wave-function over the interval [0, 2pi[, which is in fact equivalent
to simply drop the infinite factor in the last expression:
〈0|0	〉
(∑
v∈Z
1
)
restricted−−−−−−→
to [0,2pi[
∑
v,w∈Z
∫ 2pi
0
dϕ 〈0|ϕ− 2piv〉〈ϕ+ 2piw|0〉
=
∑
v,w∈Z
∫ 2pi(v+1)
2piv
dϕ 〈0|ϕ〉〈ϕ+ 2pi(v + w)|0〉 = 〈0|0	〉. (S23)
The last line is obtained with a relabeling of the sums w′ = w + v, and patching the integrals together to get back
an integral on R. The same trick can be used for expectation values of any operator Oˆ, provided that it is itself
2pi-periodic, which means that [Oˆ,∑w exp(i2piwnˆ)] = 0.
Aharonov-Casher phases. We already mentioned that ng acts as a gauge potential on the system. It can usually
be removed from the Hamiltonian by a gauge transformation Uˆ = exp (ingϕˆ), which however affects the boundary
condition on the phase (unless the model is not compact). Under such a transformation, HˆSCHA(ng) = Uˆ
†HˆSCHA(0)Uˆ .
It can be checked that Uˆ†|0〉 is an eigenstate of HˆSCHA(ng). For a non-compact model, the gauge has no observable
effect, but the compactification process will change this state of affairs, since∑
w∈Z
ei2piwnˆUˆ†|0〉 = Uˆ†
∑
w∈Z
ei2piw(nˆ−ng)|0〉. (S24)
As an example, the effect on the ansatz norm is :
〈0	|0	〉 =
∑
v,w∈Z
〈0|e−i2piv(nˆ−ng)Uˆ Uˆ†ei2piw(nˆ−ng)|0〉 =
∑
w∈Z
e−i2piwng 〈0|ei2piwnˆ|0〉, (S25)
using Uˆ Uˆ† = 1 and the same infinite factor canceling argument as before. The offset charge effect is seen as an
Aharonov-Casher phase that depends on the winding number. The interference between different winding numbers
will create an observable effect due to the gauge. The same argument can be used for the expectation value of any
gauge invariant operator Oˆ, i.e. [Oˆ, Uˆ ] = 0.
Zero point phase fluctuations. Since cos ϕˆ is both 2pi-periodic and gauge invariant, its expectation value is
evaluated using the two previous tricks. Then, expressing every operator in terms of bˆ†µ, bˆµ with (S20) :
〈0	| cos ϕˆ|0	〉 = 1
2
∑
±,w∈Z
e−i2piwng 〈0| exp
(
± i
∑
σ
uσ(bˆ
†
σ + bˆσ)
)
exp
(
− 2piw
∑
ρ
vρ(bˆ
†
ρ − bˆρ)
)
|0〉
= e−
1
2
∑
ν(uν)
2∑
w
(−1)we−2(piw)2
∑
µ(vµ)
2−i2piwng . (S26)
Note that since the state norm isn’t unity, normalization is necessary, by a factor 〈0	|0	〉 =
∑
w exp(−2(piw)2vµvµ).
Clearly, v2 ≡∑µ(vµ)2 weights the corrections from non-zero winding numbers. It vanishes when EJ →∞, providing
a pure harmonic oscillator behavior in this limit. At finite EJ , it sets the number of windings taken into account
to reach required numerical accuracy. In the same fashion, u2 ≡ ∑µ(uν)2 renormalizes the bare Josephson energy,
E′J = EJ exp(−u2/2) (note that the previously defined term E?J appears only in the linearized Hamiltonian used to
derive the ansatz, and acts only as a variational parameter).
E?J optimisation. The anharmonicity of the cos-shaped potential tends to soften the phase confinement compared
to quadratic potential, thus enhancing the zero point phase fluctuations. Having built an ansatz adapted to the
specifics of the problem, we can use it as starting point for a variational method. The free parameter is the effective
stiffness of the potential E?J in the linearized Hamiltonian (S18). We need to compute the energy expectation value of
the full Hamiltonian (S17) within the compactified ground state of the linearized Hamiltonian (S18). It is noteworthy
that Hˆ is 2pi-periodic, but not gauge invariant. Instead, we make use of UˆHˆ(ng)Uˆ
† = Hˆ(0). Using once again the
decomposition (S20),
〈0	|Hˆ|0	〉
〈0	|0	〉 =
∑
µ
Ωµ
2
− EJ u
2
2
− EJ
(∑
w∈Z
e−2(piw)
2v2−i2piwng
)−1 ∑
w∈Z
(
(piw)2
2
+ (−1)we−u
2
2
)
e−2(piw)
2v2−i2piwng .
(S27)
5The E?J dependence is contained in u
2 and v2. The full numerical procedure consists, at every step, in a minimization
of the expression (S27) over E?J , using a fast diagonalization the arrowhead M matrix (S19) for the new value of
E?J , and the computation of the two scalars u
2 and v2. We then compute the energy expectation value (S27) with a
number of terms in the sums over w controlled by v2. Since the w 6= 0 terms are exponentially suppressed, the sums
are rapidly convergent. In practice, we need at most w ∼ 10 terms when the Josephson energy is close to the breaking
point of the method, EJ/Ec ∼ 1. Crucially, u2 is independent of the number of modes. Overall, the complexity of
the whole procedure is O(N2modes), with Nmodes the total number of modes in the chain.
PERTURBATION THEORY AT SMALL COUPLING STRENGTH.
One of the transmon-boson model’s striking features is the different responses of the junction’s phase fluctuations
〈cos ϕˆ〉 to coupling strength α, depending of the EJ/Ec regime, as shown by Fig. 3 of the main text. Broadly speaking,
the environment damps the phase fluctuations of the dissipative transmon, but enhance those of the dissipative two-
level system. As already emphasized, this behavior cast doubt on the two-level description of the strongly interacting
transmon. Arguably, while this feature is correctly described by both NRG and compact ansatz, a simple perturbative
analysis in α should already be able to discriminate between these two regimes, and pin-point the break down of the
two-level approximation.
We employ time-independent perturbation theory at second order, with (nˆ−1/2)∑k igk(aˆ†k−aˆk) as the perturbation.
We denote |ψn〉 the eigenstates of the bare qubit, En their energies. Then,
〈cos ϕˆ〉 ' 〈0| cos ϕˆ|0〉+
∑
k
n 6=0
m6=0
g2k
〈ψn|nˆ|ψ0〉〈ψ0|nˆ|ψm〉
(E0 − En − ωk)(E0 − Em − ωk) 〈ψn| cos ϕˆ|ψm〉 −
∑
k
n 6=0
g2k
|〈ψn|nˆ|ψ0〉|2
(E0 − En − ωk)2 〈ψ0| cos ϕˆ|ψ0〉
+ 2
∑
k,j,
i 6=0
g2k
〈ψ0| cos ϕˆ|ψi〉〈ψj |nˆ|ψ0〉〈ψj |nˆ|ψi〉
(E0 − Ei)(E0 − EJ − ωk) . (S28)
This expression takes into account the multi-level nature of the qubit. It can be reduced by restricting the sum on
bare qubit levels to the most significant element:
〈cos ϕˆ〉 ' 〈0| cos ϕˆ|0〉+
∑
k
g2k
|〈ψ1|nˆ|ψ0〉|2
(E0 − E1 − ωk)2 〈ψ1| cos ϕˆ|ψ1〉 −
∑
k
g2k
|〈ψ1|nˆ|ψ0〉|2
(E0 − E1 − ωk)2 〈ψ0| cos ϕˆ|ψ0〉
+ 2
∑
k
g2k
〈ψ1|nˆ|ψ0〉〈ψ1|nˆ|ψ2〉
(E0 − E2)(E0 − E1 − ωk) 〈ψ2| cos ϕˆ|ψ0〉. (S29)
The first and second term correspond to the two-level approximation (in the limit α → 0). However, the third term
adds the contribution from the third qubit level into the mix. Indeed, this term is mostly responsible for the qualitative
change between dissipative two-level and dissipative transmon when EJ/Ec is increased, as shown by the Fig. S1.
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FIG. S1. NRG estimates for phase
fluctuations as a function of α (cir-
cles), compared to the two and three
levels approximation within first or-
der perturbation theory (dashed and
solid lines respectively). The two
levels approximation (dashed lines)
clearly fails in the transmon regime,
where the slope changes of sign, while
bringing the third level improves the
agreement to NRG.
