The motion of a classical particle in a gravitational and a Yang-Mills field was described by S. Sternberg and A. Weinstein by a particular Hamiltonian system on a Poisson manifold known under the name of Sternberg-Weinstein phase space. This system leads to the generalization of the Lorentz equation of motion first discovered by Wong.
Introduction
The purpose of the present work is to argue that classical Yang-Mills theory of elementary particles emerges naturally from Hamiltonian dynamics on Poisson manifolds. This is mainly suggested by the fact that a special Poisson manifold, which goes under the name of Sternberg-Weinstein space and is obtained as the quotient of the cotangent bundle of a principal fiber bundle P → B by the lifted action of the structure group, is known to be the universal phase space for classical particles moving in a gravitational and Yang-Mills field, modelled by a metric on B and a principal connection on P , respectively ( [27, 32] , see also [24] ). The corresponding equations of motion where first discovered by Wong ([33] , see also [23] ).
On the other hand, it is shown here that to any generic Hamiltonian system on a Poisson manifold, there is a natural approximation with respect to a Lagrangian submanifold on which the differential of the Hamiltonian vanishes, which is locally equivalent to a Wong system on a Sternberg-Weinstein space. This relation between Poisson geometry and gauge theory is already apparent from the observation that Poisson manifolds are, in an important special case common in physics, locally isomorphic to a product of a cotangent bundle and the dual space of a finite dimensional semi-simple Lie algebra.
We will proceed as follows. In section 1, we collect the needed results on the geometry of a Poisson manifold Z, reduction, linear approximation (cf [29] ) and the construction of Sternberg and Weinstein. Section 2 is dedicated to the study of the most important object making the link between Poisson geometry and gauge theory, i.e., the Lie algebroid associated to every Poisson manifold, and in particular, its transitive restriction E to a symplectic leaf S ⊂ Z. The last allows to define the notion of an E-connection form, which is intimately related to gauge fields. Similar results have earlier been obtained by Y. Vorobjev [30] . In section 3, we construct, for any Hamiltonian system defined by a generic Hamiltonian H on Z and any Lagrangian submanifold X ⊂ S such that dH| X = 0, a Poisson manifold Z ′ , and a canonical Hamiltonian system defined by a Hamiltonian H ′ 1 on Z ′ , which can be considered as natural linear approximation of Z and H, respectively, and in addition, is precisely determined by a metric and a Yang-Mills field on X, as for the system describing the Wong equations.
Furthermore, we show that another canonical system on Z ′ can be seen as a natural quadratic approximation and is related to Einstein-Mayer theory. This system contains additional scalar fields, which are credited to introduce Higgs fields into the Poisson geometric model. However, in order to obtain interesting models, we have to constrain the construction to a coisotropic submanifold Q ⊂ Z. This is done in section 4, leading to results well-known from dimensional reduction ( [5, 6] ). Finally, we show in section 5 that our constructions can be locally related to usual gauge theoretic objects via the choice of a locally minimal symplectic realization ρ : W → U ⊂ Z of Z. We recognize in this construction the spirit of Kaluza-Klein theory ( [14, 19, 17] ).
Clearly, our construction raises the question whether it is possible to construct classical gauge theories involving non-linear Poisson structures. The Yang-Mills equations for such a theory should be similar to those of the Poisson sigma model of N. Ikeda ( [13] ) and ). We make some comments related to this question for Hamiltonians defined by a metric in the last chapter. Since the Lie algebras of usual gauge theories lead to linearizable Poisson structures, classical gauge theory turns out to be a generic setting in the Poisson geometric framework. Notice also that the results of this work should partly fit into the more general technical framework developed in [16] for studying linearized dynamics near invariant isotropic submanifolds. Since our constructions are mostly elementary, we tried to avoid obvious explanations, and rather to give a natural and hopefully useful presentation of the results. For any fiber bundle p : E → M over M , Γ(E) denotes the global sections of E, and V E the vertical tangent bundle of E. Ifp :Ẽ →M is another fiber bundle and M =M , then the product bundle of E andẼ over M is denoted by E × MẼ , and we write (pr 1 , pr 2 ) : E × MẼ → E ×Ẽ for the component projections. If E is a vector bundle, the dual bundle is denoted by E * , and the dual of a linear bundle map φ : E →Ẽ over f : M →M by φ * :Ẽ * | f (M) → E * . This is consistent with the pull-back since φ * s = φ * s = φ * • s • f ifs ∈ C ∞ (Ẽ) denotes the fiberlinear function defined by a section s ∈ Γ(Ẽ * ). If M =M , we denote E ⊕ MẼ the Whitney sum, and E ⊗ MẼ the fiberwise tensor product of E andẼ. For q ∈ Γ(E ⊗ MẼ ) and σ ∈ Γ(E * ⊗ MẼ * ), we denote q ♯ :Ẽ * → E and σ ♭ : E →Ẽ * the corresponding bundle morphisms. For a principal fiber bundle P → M , the associated fiber bundle to P with standard fiber F will be denoted by F (P ).
General Notation

Fundamental results on Poisson manifolds
Definition 1.1 A C ∞ -manifold Z is called a Poisson manifold if C ∞ (Z) is endowed with the structure of a Poisson algebra, that is, a Lie algebra structure
satisfying the Leibnitz identity, i.e., such that for all h ∈ C ∞ (Z), {·, h} is a derivation of the associative algebra C ∞ (Z). The map (1.1) is called the Poisson bracket.
General structure theory and reduction
Theorem 1.2 ([18]) A Poisson manifold determines, and is given by, a pair
(Z, w) consisting of a C ∞ -manifold Z and a bivector-field w ∈ X 2 (Z) inducing a bundle morphism w ♯ : T * Z → T Z, if one defines {·, ·} for all f, g ∈ C ∞ (Z) by {f, g} = w(df, dg) = X g · f = −X f · g, where
and if one of the following conditions, both equivalent to the Jacobi identity, holds:
The image of w ♯ is a completely integrable general distribution on Z, that is, through each point x ∈ Z, there exists a maximal integral manifold S x such that T x (S x ) = w ♯ (T * x Z), and S = ∪ x∈Z S x is a generalized foliation of Z. Furthermore, the Poisson structure induces symplectic structures on the leaves of S. 
is a symplectic form on Z, i.e., ker ω ♭ = 0 = dω, and i X f ω = df for all f ∈ C ∞ (Z). If φ is a diffeomorphism, then φ −1 is obviously a Poisson morphism, too, and φ is called Poisson isomorphism or equivalence. Two Hamiltonian systems (Z i , w i , f i ), i = 1, 2 are called φ-related or equivalent if in addition, φ * X f1 = X f2 . A vector field X on a Poisson manifold (Z, w) will be called Poisson vector field iff L X w = 0.
Proposition 1.5 The condition (1.2) is equivalent to all of the conditions
for all f ∈ C ∞ (Z 2 ), z ∈ Z 1 . Furthermore, the local group of diffeomorphisms defined by a Poisson vector field acts by Poisson automorphisms. Proposition 1.6 Let φ : (Z 1 , w 1 ) → (Z 2 , w 2 ) and ψ : (Z 2 , w 2 ) → (Z 3 , w 3 Definition 1.12 Two Poisson manifolds (Z, w) and (Z ⊥ , w ⊥ ) will be said to be dual to each other, or to form a dual pair, if they are realized by the same symplectic manifold (W, ω), and the tangent spaces to the fibers of two realization mappings are symplectic orthogonal complements at each point in W . Then, the corresponding subalgebras F and F ⊥ are called polar to each other. 
, and
denoting by Z and Z C ∞ (W ) the center and the centralizer in C ∞ (W ), respectively. Furthermore, let K ∈ Ph(F ) be such that ρ * X K = X H for some H ∈ C ∞ (Z). Then, there are decompositions
In addition, the decomposition of X K is unique, while the decomposition of K is unique up an element of Z. This yields exact sequences
Proof: The first part follows from the fact
The symmetry between F and F ⊥ implies ρ ⊥ * X K = X H ⊥ . Furthermore, X H and X H ⊥ define H and H ⊥ up to an element of Z(C ∞ (Z)) and Z(C ∞ (Z ⊥ )), respectively. Thus, (1.4) implies that the decomposition of K in (1.5) is unique up to an element of Z. Definition 1.17 [21] A Lie algebroid over a manifold X is a (real) vector bundle E over X together with a map ρ : E → T X and a (real) Lie algebra structure [·, ·] E on Γ(E) such that the induced map Γ(ρ) : Γ(E) → X 1 (X) is a Lie algebra homomorphism, and such that the following Leibnitz identity holds for f ∈ C ∞ (X),
If ρ is surjective, the Lie algebroid is called transitive. 
This operation is given by the general formulas
Furthermore, it provides Ω 1 (Z) with a Lie algebra structure such that w ♯ • is a Lie algebra anti-homomorphism, i.e. Poisson reduction. Poisson structures can also be coinduced by a reduction procedure.
which is transversally symplectic along each leaf of the latter. 
The functions in the subspaces 
, the projection being given by i * Q . If the reduced manifold Z = Q/C(Q) exists, we have a canonical identification
The functions in N C ∞ (Z) (C Q ) are precisely those which are constant along the leaves of C(Q), and whose Hamiltonian vector fields are tangent to Q. In particular, Q is a Poisson submanifold manifold iff C Q is an ideal.
Local structure. In local coordinates (x There is a distinguished candidate for the symplectic factor V given by the intersection of U with the symplectic leaf S x ⊂ Z passing through x, and we will always identify V with this natural representative. One can show that the intersection of U (restricted if necessary) with every submanifold of Z which is transverse to the symplectic leaf S x at x has an induced Poisson structure which realizes the Poisson structure of N , called the transverse structure to the symplectic leave S x at x, but their is in general no natural representative.
Corollary 1.29 On a Poisson manifold
i.e., satisfying the following fundamental Poisson bracket relations 
Let us consider a fixed Poisson manifold (Z, ̟), and for a fixed point z 0 ∈ Z, let ρ : (W, ω) → (U, ̟) ⊂ (Z, ̟) (omitting the restriction) be a symplectic realization of dimension d min of an open neighborhood U ∋ z 0 . The fibers of ρ define the foliation F which we will suppose to have connected leaves. Equally, we assume that the dual foliation F ⊥ has connected leaves, and is such that the image of the quotient map λ : W → W/F ⊥ =: Υ is a manifold with coinduced Poisson structure υ. Then, we get a dual pair
(1.9)
Let S denote the symplectic leaf through z 0 . We set
assuming again that these manifolds are connected. We shall say that our minimal local realization is split if in addition, U is such that the splitting theorem applies.
Lemma 1.32
The manifoldV is a coisotropic submanifold of W , and the characteristic foliation is given by the fibers of the restricted projection
In particular, the fibers are isotropic submanifolds of W , and F is a Lagrangian submanifold ofN = ρ −1 (N ) for any transverse submanifold N to V representing the transverse structure at z 0 . Furthermore, U can be chosen such that (1.10 ) is a fiber bundle over V with standard fiber F .
Proof: Since the assertions are local, let us suppose that our realization is split by a splitting map sp : U → V × N , where N is an arbitrary transverse submanifold through z 0 to V representing the transverse structure. Then, in [31] , p.542f., it is proven thatV is coisotropic with characteristic foliation given by the fibers of ρ, which are thus isotropic. It is also shown that the restriction ρ|N :N → N is a symplectic realization of N of minimal dimension at z 0 , and repeating the argument for the special case V = {z 0 }, we see that F is Lagrangian inN . Furthermore, since the sp is Poisson, we know that sp −1 • (Id V , ρ|N ) : V ×N → U is a realization of minimal dimension. After restricting U and W , theorem 1.31 implies that there is a symplectomorphism sp :
The restriction of sp toV yields a diffeomorphism sp|V :V → V × F , that is, a trivialization of the bundleV with standard fiber F .
Lemma 1.33
For all w 1 , w 2 ∈V , we have λ(w 1 ) = λ(w 2 ) =: l 0 ∈ Υ. Furthermore, rk l0 υ = 0, that is, l 0 is a symplectic leaf, and Υ is it's own transverse structure at l 0 .
Proof: Let w ∈ F , and set l 0 := λ(w). Because of theorem 1.14, the transverse Poisson structure of Υ at l 0 is anti-isomorphic to any transverse manifold N to V representing the transverse structure of Z at z 0 . But
and thus, Υ coincides with its transverse structure and is of rank zero at l 0 . Thus, l 0 is a symplectic leaf, and lemma 1.13 implies
Linearized Poisson structures and moment maps
For canonical coordinates centered at z 0 ∈ Z adapted to a splitting sp, the functions w ab are the structure functions of the transverse structure at z 0 which is of rank zero at n 0 = pr 2 • sp(z 0 ). We can Taylor expand these functions at n 0 , obtaining 
Z to the symplectic leaf S z0 through z 0 , endowed with a bracket well-defined for α, β ∈ (T z0 S z0 ) 0 by setting
where f, g ∈ C ∞ (Z) are any functions such that df z0 = α and dg z0 = β. Consequently, the linearized Poisson structure is naturally defined on the normal space N S z0 = T z0 Z/T z0 S to the leaf. Let (Z, ̟) be a Poisson manifold, and let g denote the transversal Lie algebra at a point z 0 ∈ Z. Let (Υ, υ)
be the dual pair associated to a minimal local symplectic realization at z 0 of an open neighborhood U ∋ z 0 as above . Lemma 1.33 and theorem 1.14 imply that the linear approximation to Υ at l 0 is given by
if g L denotes the Lie algebra with opposite Lie bracket. If Υ is linearizable at l 0 (or, equivalently, N is linearizable at z 0 ), we obtain a (local) dual pair
, X φ * h is a complete vector field whenever X h is. In particular, let g L be a finite dimensional Lie algebra, and w gL the Lie-Poisson structure on g * 
Furthermore, the transverse Lie algebra at l ∈ g * is given by g l := N g (l) = Lie(N G (l)), the stabilizer subalgebra of l under the coadjoint representation.
1. 
14)
Assuming that the quotient T * P/G is a manifold, there is a coinduced Poisson structure ̟ on it. If ρ denotes the projection map, we obtain a dual pair
We call the quotient space (T * P/G, ̟) the Sternberg-Weinstein phase space. Since G was supposed connected, lemma 1.13 implies that the leaves of the symplectic foliation of T * P/G are in bijection with the symplectic leaves of g * L , which by proposition 1.42 are precisely the coadjoint orbits. A coadjoint orbit O ⊂ g * L endowed with its symplectic structure and moment map is called a generalized charge, in analogy with the special case G = U (1) related to electrodynamics. Remark 1.47 Sternberg ( [27] ) and Weinstein ([32] ) directly constructed the phase space corresponding to a specific choice of a coadjoint orbit, performing a MarsdenWeinstein reduction. Notice that the charge 0 corresponds to a particular symplectic leaf of minimal dimension and which is naturally identified with the base phase space T * B. ♦ Any metric γ on B naturally defines a Hamiltonian H 0 on T * B, quadratic on the fibers and describing geodesic motion in a gravitational field modelled by γ on B. Given in addition a Yang-Mills field modelled by a principal connection 1-form A on P , we dispose of the associated projections
sinceÂ is G-equivariant. Then, H =μ * Â H 0 defines a Hamiltonian system on T * P/G. This construction is called minimal coupling. Let us consider the bundle
with the induced and coadjoint right G-action. Then, the mapψÂ defined bŷ
is a G-equivariant diffeomorphism. Thus, it induces a diffeomorphism of the quotient spaces ψÂ :
the natural projection, we can summarize the situation in a commutative diagram:
If we define a Poisson structure and a Hamiltonian on g * L (P π ) by setting
then the Hamiltonian systems (T * P/G, ̟, H) and (g * L (P π ), ̟Â, H0) are ψÂ-related. In addition, g * L (P π ) is naturally fibred over T * B, the phase space corresponding to the charge 0, while the gauge field influences the dynamics only via the Poisson structure. This is the natural phase space for writing down the equations of motion of particles in a gravitational and Yang-Mills fields, by calculating ̟Â explicitly. It is well-known that Kaluza-Klein theory provides a description of particle dynamics in gauge fields on the realization space T * P ( [14] , [19] , [17] ).
Definition 1.49 Let p : P → B be a principal fiber bundle with structure group G. Let g L = Lie(G), and let ι be a scalar product on g L . To any metric γ on B, and to any principal connection formÂ on P, we associate a Kaluza-Klein metric (or bundle metric) κ by setting
Proposition 1.50 Let p : P → B, γ,Â, ι and κ be as in definition (1.49) , and let H 0 and K 0 be the Hamiltonians defined by γ and κ on T * B and T * P , respectively. Let ρ : (T * P, ω) → (T * P/G, ̟) be the Poisson projection as in (1.15) , defineμÂ : (1.16) and set H :=μ * Â H 0 . Then, the Hamiltonian systems 
The Lie algebroid over a symplectic leaf
Let (Z, ̟) be a Poisson manifold. The similarity in the defining relations for the tangent Lie algebroid of corollary 1.20 and the transverse Lie algebra at a symplectic leaf S ⊂ Z of lemma 1.36 suggests that these are related. We see here that there is a well-defined restriction of the Lie algebroid to every leaf S, which in addition is transitive. This allows to construct the geometric notion of an Econnection form, which is the first step towards gauge theory. Throughout this section, let S ⊂ Z be a fixed symplectic leaf. We assume S to be a submanifold.
E-connection forms and curvature
Definition 2.1 The mutually dual vector bundles over S defined by
are called the Lie algebroid and the dual Lie algebroid associated to S, respectively. Furthermore, the mutually dual vector bundles
where (T S) 0 denotes the annihilator subbundle in T * Z| S , are called the Lie algebra bundle and the dual Lie algebra bundle to Z at S, respectively.
Lemma 2.2 There is a well-defined bracket on the space of sections of
for all α, β ∈ Ω 1 (Z), where the bracket on the right is the standard bracket defined in proposition 1.19 , and the restrictions means the restriction of the maps Z → T * Z to S → E. The restriction of this bracket to Γ(L) is given by the fiberwise Lie bracket defined in lemma 1.36 
Proof: In the lemma, we defined the bracket of two sections of E be restriction to S of the standard bracket of to arbitrary extensions of the sections to Z. Thus, we have to show that this definition doesn't depend on the extensions. Set α ♯ = ̟ ♯ • α etc., and let X ∈ X 1 (Z). We have
because of the definition of ̟ ♯ in theorem 1.2. Since the image of ̟ ♯ is tangent to S, this shows that the restriction of {α, β} to S depends only on the values of α and β on S. Thus, the bracket is well-defined.
Furthermore, for α ∈ Γ(E), β ∈ Γ(L), it follows from the definition and
Thus, Γ(L) is an ideal. In particular, it is closed under the bracket, and by lemma 1.36, the restriction of the bracket (2.18) to Γ(L) is given by point-wise Lie algebra brackets on the fibers of L, inducing Lie-Poisson structures on the fibers of L * .
Corollary 2.3 The bundle E with the bracket (2.18) on Γ(E) and the anchor map −̟ ♯ is a transitive Lie algebroid. Furthermore, L is a natural Lie subalgebroid of E, i.e. a subbundle and a Lie algebroid with the restricted bracket and anchor map.
Let i S : S → Z be the natural inclusion, and i * S : E → T * S the natural projection. We denote by ω S the symplectic form of S. Since i S is Poisson, (1.3) implies that
which is a Lie algebra isomorphism by (1.7). Writing −̟ ♯ for −̟ ♯ | S , the maps (2.19) induce an exact sequence of vector bundles over S
(2.20)
that is, iff it is a splitting of the sequence (2.20). The subset of Γ(T * S ⊗ V E) consisting of the E-connection forms is denoted by A.
The E-connection forms indeed locally define connections in a fiber bundle. There is a natural global object corresponding to the curvature of these connections.
Proposition 2.5 Let θ be an E-connection form. There is a well-defined 2-form on S with values in L satisfying
where we used (1.6) and the fact that θ is an E-connection form. Because of skewsymmetry, this shows that Φ θ is well-defined by (2.22) as a 2-form. Furthermore, (2.19) implies i *
, and thus
where we used the fact that i S is a Poisson morphism and the naturality of the bracket on 1-forms, and denoted by {·, ·} S the bracket on 1-forms of the symplectic manifold (S, ω S ).
Definition 2.6 The 2-form Φ
θ is called the curvature of θ.
Splitting transformations
Let φ : Z → Z be a Poisson automorphism such that φ(S) = S. Let us call such morphisms S-Poisson morphisms. Its cotangent map induces a bundle isomorphism T * φ| S : E → E, which can be used to define an action of φ on forms with values in E, analogous to active gauge transformations for usual principal connections. Since the local trivializations of Poisson manifolds are the splitting maps, we call such transformations splitting transformations.
where α ♭ denotes the bundle morphism associated to the form α. In particular, it satisfies (φ • ψ) * α = ψ * • φ * for any two S-morphisms φ and ψ. 
Proof: Let θ be an E-connection form, and φ an S-Poisson morphism. The only fact to verify is that φ
where we used the definition of the bracket on Γ(E) and the fact that φ is Poisson.
(φ * denotes either the map of definition 2.7 or the usual pull-back, by a consistent abuse of notation.) Proposition 2.9 Let θ be an E-connection form, and Φ θ the associated curvature form. For an S-Poisson morphism φ, we have Φ
Proof: We compute
where we used lemma 2.8 and the definition of the push-forward.
Local splitting transformations. As in gauge theory, it is possible to write down splitting transformations as transitions between splittings.
Lemma 2.10 Every splitting map
Proof: Let sp : U → V × N be a splitting map, and
Denote by N the foliation given by the fibers of pr 1 • sp. By restriction to the annihilator subbundle (T N ) 0 | V , (T i V ) * becomes an isomorphism, so we can define
The corresponding E-connection form θ sp ∈ Γ(T * V ⊗ V T * U | V trivially satisfies (2.21) because of (2.19). Furthermore, we have
is a Poisson morphism onto the function which are constant along the leaves of N . Now, property (1.7) for a symplectic Poisson tensor implies that Φ θsp = 0.
Corollary 2.11
Let sp : U → V ×N be a fixed splitting map and θ sp the associated
Definition 2.12 Let θ be a connection form, and let α be the corresponding 1-form α such that θ = α + θ sp . We can associate to α a g-valued 1-formᾱ on V , given byᾱ
where g = T * z0 N is a Lie algebra because of lemma 1.36. 
where the matrix elements are given by sections
Aut(g) denoting the automorphism group of g. The maps P and P * −1 are given by
Finally, the inverse bundle morphism of (2.24) is easily seen to be given by 
where the bundle morphisms R, B and P * are defined by (2.24) and (2.26) .
Proof: By definition,
where we used the fact that θ was an E-connection form, and that (sp| V ) is a symplectomorphism of (V, ω V ).
Corollary 2.14 Let θ be a E-connection form on V and let sp andsp two splitting maps. Let the g-valued 1-forms associated to θ by sp andsp be denoted byᾱ sp and αs p , respectively. Then,ᾱ 
Principal connections in the Lie frame bundle
The resemblance of the local splitting transformations with gauge transformations suggests that there should be associated principal connection forms taking values in Lie(Aut(g)). In deed, lemma 1.36 states that L is a Lie algebra bundle with all fibers belonging to the isomorphism class of the fixed element g.
Definition 2.15
The bundle r : R → S whose fiber at x ∈ S consists of the Lie algebra isomorphisms f : g → L x is called the Lie frame bundle at S. That is, R is the bundle of frames (repères) in L which respect the Lie algebra structure.
Lemma 2.16 R is a principal bundle over S with structure group Aut(g), where the group action is given by
Proof: This is a standard result on vector bundles. See for example [20] .
Proposition 2.17 Let θ be an E-connection form. It defines a covariant derivative in the vector bundle
Here, the brackets denote the bracket of section of E defined in lemma 2.2.
is an ideal for the bracket, such that the definition makes sense. Now, one can easily check that this defines a covariant derivative corresponding to a linear connection on L. In particular,
where we used property (1.6), and the fact that θ is an E-connection form.
Corollary 2.18 Let θ be an E-connection form. Then, it defines a principal connection form A θ in the principal bundle R, which takes values in the inner derivations of g.
Proof:
A covariant derivative in an associated bundle naturally induces a principal connection in the corresponding frame bundle. Since ∇ θ acts by the Lie bracket of forms, it is a derivation of the Lie algebra structure in the fibers, and thus, parallel transport will act by automorphisms. Consequently, the connection in the principal frame bundle reduces to the Lie frame bundle R. Furthermore, the action of ∇ θ is by inner derivations of the fibers of g(P ). Thus, the principal
Up to now, we constructed several gauge theoretic objects related to E, but completely ignored the Poisson structure of proposition 1.18 on the dual bundle E * . We now turn to this structure in a context where it turns out to generically provide a natural linear approximation to any Hamiltonian system on Z by a Wong system on a Sternberg-Weinstein phase space, involving a metric and a Yang-Mills field. The construction involves the choice of an embedded Lagrangian submanifold i X : X → S of a fixed leaf S ⊂ Z.
The Sternberg-Weinstein Poisson structure
Let (T X)
0 and (T X) 0 denote the subbundles of T * Z| X and T * S| X given by the annihilator spaces of the fibers of T X as a subbundle of T Z| X and T S| X , respectively. Since X is Lagrangian, the restriction −̟
If we define the (dual) Lie algebroid and (dual) Lie bundle at X by
X being dual bundles, we obtain an exact sequence
Lemma 3.1 There is a well-defined bracket on the space of sections of
for all α, β ∈ Ω 1 (Z) such that α| X and β| X take values in E X , where the bracket on the right is the standard bracket defined in proposition 1.19 , and the restrictions mean the restriction of the maps Z → T * Z to X.
The restriction of this bracket to Γ(L X ) is given by the point-wise Lie bracket in the fibers of
Proof: Let α, β ∈ Ω 1 (Z) such that α| X and β| X take values in E X . In the proof of lemma 2.2, we saw that for X ∈ X 1 (Z), (3.28) shows that if α| X and β| X take their values in E X , then α ♯ | X and β ♯ | X take their values in T X, and thus, the restriction to X of the bracket (3.31) depends only on the values of α and β on X. Furthermore, assume that X | X is tangent to X. Then, because of ̟(α, β) = α(β ♯ ), the last term in the first line (3.31) vanishes on X due to (3.28) . On the other hand, the first term
and this vanishes on X because the Lie bracket of vector fields that are tangent to X is tangent to X. Finally, the second term of (3.31) vanishes for similar reasons. This shows that the bracket of E X -valued forms is E X -valued. The remaining assertions follow from lemma 2.2.
Corollary 3.2
The bundle E X with the bracket (3.30) on Γ(E X ) and the anchor map −̟ ♯ X is a transitive Lie algebroid, and L X is a natural Lie subalgebroid.
i.e., if it is a splitting of (3.29). The set of E X -connection forms is denoted by A X .
Lemma 3.4 For any
= 0 because of (3.28) and since X is Lagrangian, and thus, α takes values in E X . Property (3.32) 
On the other hand, any E X -connection form can be extended to an E-connection form.
Corollary 3.5 Let α and θ be E X -and E-connection forms such that α = i * X θ.
There is a well-defined 2-form on X with values in
Definition 3.6 The 2-form Φ α is called the curvature of α.
Corollary 3.7 Let φ be an S-Poisson isomorphism preserving X. Its cotangent map yields a bundle morphism
Furthermore, the action preserves the bracket defined in lemma 3.
Corollary 3.8 An E X -connection form induces a principal connection in the restricted principal bundle R X := R| X and the associated bundle g(R X ) = g(R)| X .
Now we can turn to the Poisson structure on E * X and show that it is a natural linear approximation to Z near X. Let us give a detailed proof of proposition 1.18 in this special case since it will be useful in the sequel. We denote the projection induced by τ Z : T Z → Z by τ : E * X → X. Proposition 3.9 There is a natural extension of the bracket defined in lemma 3.1 on the sections of E X , seen as vertically linear functions on the dual bundle E * X , to an exact Poisson bracket {·, ·} ′ on C ∞ (E * X ). Proof: In order to define a Poisson structure on E * X , it suffices to specify the Poisson bracket on a characterizing family of functions which is large enough to ensure that the differentials of its elements span the cotangent space to E * X at each point and thus, their Poisson brackets determine the Poisson tensor.
Clearly, we can naturally define the Lie bracket {·, ·} ′ to be the trivial Lie bracket on the subspace τ * C ∞ (X) ⊂ C ∞ (E * X ) of vertically constant functions. On the other hand, Γ(E X ) can be identified with the subspaceΓ(E X ) ⊂ C ∞ (E * X ) whose elements are linear on the fibers, and the Lie algebroid bracket on Γ(E X ) induces a Lie bracket {·, ·} ′ on this subspace. Furthermore, one easily verifies that
X . Thus, the bivector on E * X defining {·, ·} ′ on the whole of C ∞ (E * X ) will be determined by specifying the bracket of an element ofΓ(E X ) with an element of τ * C ∞ (X). From the Leibnitz identities for the Lie algebroid brackets (for clarity denoted by [·, ·] EX below) and the bracket {·, ·} ′ , it follows that for V 1 , V 2 ∈ Γ(E), denoting the corresponding functions asV 1 ,V 2 ∈Γ(E X ), and f ∈ C ∞ (X), we obtain
This implies that we must set
where the section (−̟
X is seen as a constant vertical vector field on E * X , which is thus the Hamiltonian vector field X τ * f of τ * f . In fact, (3.34) defines a map α :Γ(E X ) → der(τ * C ∞ (X)), and the bracket {·, ·}
. This completely determines an extension to a natural bracket {·, ·} ′ on C ∞ (E * X ). It remains to verify that this bracket satisfies the Jacobi identity. This is most easily done in local coordinates. In deed, let us choose Darboux coordinates (x µ , p µ , r a ) on Z centered at x 0 ∈ X. They induce coordinates (x µ ,ẋ µ ,ṗ µ ,ṙ a ) on T X| X with respect the vector fields (∂/∂x µ , ∂/∂p µ , ∂/∂r a ) whose values at x span T x Z for each x ∈ X, and coordinates (
On the other hand, the values at x of the sections (dp 
Since the c c ab are structure constants of the Lie algebra g, it follows that ̟ ′ satisfies the Jacobi identity [̟ ′ , ̟ ′ ] = 0 as required. If I ∈ X(E * X ) is the linear vertical vector field on E * X corresponding to the identity bundle morphism 
For any f ∈ C X , the adjoined action ofdf
is an arbitrary extension of P on a neighborhood of X.
Proof: The identifications mentioned in the corollary are obviously canonical. Since {·, Xd f|X } ′ and L X f are both derivatives of the respective associative algebra structures, it suffices to verify (3.36) for elements of Γ(S 0 E X ) = C ∞ (X) and Γ(S 1 E X ) = Γ(E X ). For P ∈ C ∞ (X), we haveP = τ * P , and thus
for any extensionP of P since X f | X is tangent to X for f ∈ C X . For P ∈ Γ(E X ) and any extensionP , we have further
This proves the corollary.
Remark 3.11
Recall that for every Lie algebroid (E, ρ,
is provided with a Gerstenhaber algebra structure involving the Schouten-Nijenhuis extension
, defined by the tensor product of the pull-back by τ with the identification of corollary 3.10, which we denote again by a bar. A projection h α :
For α ∈ A X , the following structure equation and Bianchi identity
where {ᾱ,ᾱ}
Proof: Because of (3.34), we have in deed
Thus, we havē
which implies the structure equation. For the Bianchi identity, we compute
where the summation runs over all cyclic permutations of the indices 0, 1, 2, and we used the Jacobi identity for the fourth equality. This proves the corollary. 
where
, is a symplectomorphism of S ′ with T * X and its canonical symplectic structure. The subspace
, and the subspaceΓ(L X ) of the functions on E * X defined by sections of L X is an ideal ofΓ(E X ). Furthermore, the canonical projection 
Proof: The first two statements are clear from the construction or easily checked in the local Darboux coordinates. In the same way, we can check the last assertion, taking into account that for every vector bundle M → N , there are obvious canonical vector bundle isomorphisms
where o(N ) ∼ = N is the image of the zero section. It follows from proposition 1.27 that C S ′ is an ideal, and from lemma 3.1 thatΓ(L X ) ⊂Γ(E X ) is an also an ideal. As to the remaining assertions, it suffices to check them on the characteristic subspace τ * C ∞ (X) ⊕Γ(L X ), where the last term denotes the vertically linear
, and since the bracket on sections of L X is given by the fiberwise Lie algebra bracket, (3.38) follows from the construction of the bracket.
Remark 3.15
We can see here that Z ′ is locally equivalent to T * X × g * , and in particular, transversally linear at S ′ = T * X. Since Z is locally equivalent to V × N , and there is always a local symplectomorphism of V and T * X, we see that Z is locally Poisson equivalent to Z ′ iff it is linearizable at V . It is easy to see (corollary 5.3) that the Sternberg-Weinstein phase space is naturally isomorphic to its Sternberg-Weinstein approximation, which motivated our definition. ♦
The Wong system
A Hamiltonian on Z can induce a Hamiltonian system on the Sternberg-Weinstein approximation of Z at X which is precisely of the Wong type, that is, given by a metric and an E X -connection form on X. 
Proof: The tangent map of dH| S : S → E yields bundle morphism
where the decomposition is given by the above lemma. The first component is the identity by the definition of jets. The second yields the bundle morphisms
Since dH X = 0, these maps vanish on T X ⊂ T S| X . On the other hand, since
, the bundle morphism (3.40) defines symmetric bilinear forms on the fibers of T S| X whose kernels contain the vectors in T X. Thus, it induces symmetric bilinear forms on the fibers of the quotient bundle T S| X /T X and an associated bundle morphism T S| X /T X → (T S| X /T X) * ∼ = (T X) 0 . Consequently, the morphism (3.40) takes values in (T X) 0 . From these facts, we see that the morphism (3.39,3.40) induce the announced bundle morphisms
Now, if t
V H 0 is invertible, the bilinear form γ H will be well-defined, non-degenerate and symmetric. Thus, γ H is a metric on X. On the other hand,
Thus, α H is an E X -connection form on X, inducing a principal connection form on R X . The definitions of t V H, t V H 0 , γ H and α H are summarized in the following diagram: 
Corollary 3.18 Any section h ∈ Γ(E) with h| X = 0 and such that d(i
* S h)| X = 0 uniquely defines a bundle morphism t V h : T S| S → E X . If the composition t V h 0 = (T i S ) * • t V h is
Corollary 3.19
Given in addition a linear connection in the bundle E, which provides a splitting T E = T S ⊕ S V E over S, a section h ∈ Γ(E) with d(i * S h) = 0 naturally defines a metric and an E-connection form on the leaf S.
Given a Hamiltonian H on Z, theorem 3.17 should allow us to define a system analogous to the Wong system on Z ′ . In deed, we have the dual bundle morphism
On the other hand, the metric γ H defines a Hamiltonian H ′ 0 on T * X. Thus, we can define a Hamiltonian system on Z ′ by
Notice that the Hamiltonian H ′ 0 is always defined even if t V H 0 is not invertible. However, the definition of H ′ 1 requires the invertibility. The equations of motion of this system are written as follows. The bundle morphism over X defined by
is easily seen to be a diffeomorphism. It can be used to induce an H-depending ) is equivalent to the system above. In addition, L π X is naturally fibred over T * X and X, which allows to write down the equations of motion in a natural physical coordinates if we can find an expression for ̟ H .
Let
X denote the natural projections. They induce the affine bundle morphism (pr 1 * ⊕ T X pr 2 * ) :
. This allows to define a graded algebra map hor
where the Hamiltonian vector field is defined by ̟ ′ and projectable by l sincē Γ(L X ) ⊂Γ(E X ) is an ideal. Since corollary 3.12 implies that (
: L * X → X is the bundle projection, the map is well defined. Furthermore, the vertical restriction
, where in the first line, we used also the natural injections 
It follows that for f i ∈ C ∞ (X) = X 0 (X), X i ∈ X 1 (X), and V i ∈ Γ(L X ), i = 1, 2, we have, denoting the corresponding functions on L π X by a double bar,
Denoting the Poisson bracket defined by ̟ ′ H by {·, ·} ′ H , this implies that
where we also wrote {·, ·} T * X and {·, ·} L * X for the Poisson bracket on T * X and L * X , respectively, omitting obvious restrictions. By testing on the characteristic set of functions, it follows that the Poisson tensor ̟ H is given by (3.42). For example,
where we used that by construction, − → ϕ (dX ) = dX ( − → ϕ ) = ϕ(X ) for all X ∈ X(X) and ϕ ∈ Γ(T * X ⊗ X L X ).
Definition 3.21 The equivalent systems (Z
) will be called the Wong system and the gauged Wong system associated to the Hamiltonian system (Z, ̟, H) at X, respectively.
Wong's equations ( [33] ) can now be easily written down. We refer to the literature for their discussion. In particular, [24] provides a detailed calculation and discussion of the Poisson structure (3.42) for the original Sternberg-Weinstein phase space and the (left) gauged Wong system. Note that the original Wong system is associated to itself.
The Einstein-Mayer system
If t V H 0 in theorem 3.17 in degenerate, it is still possible to define an approximated system on the Sternberg-Weinstein approximation of the underlying Poisson manifold.
Theorem 3.22 Let X ⊂ S iS
֒→ Z be a Lagrangian submanifold of the symplectic leaf (S, ω S ) of the Poisson manifold (Z, ̟). Every Hamiltonian H ∈ C
∞ (Z) such that dH| X = 0 uniquely and naturally defines a section j V H : X → S 2 (E X ) of symmetric bilinear forms on the fibers of E * X . If the associated bundle morphism j V H ♯ : E * X → E X is invertible, then the inverse bundle morphism defines an associated nondegenerate field η of scalar products on the fibers of E X . These scalar products naturally determine, and are determined by, a triple (γ H , α H , χ H ) of fields on X, where γ H is a metric, α H is an E X -connection form, determining a principal connection form A H on R X , and χ H is a field of scalar products on the associated vector bundle L X = g(R X ).
Proof:
The differential of H ∈ C ∞ (Z) is a section dH : Z → T * Z, whose first jet and tangent map yield the maps
respectively, where lemma 3.16 provides the decompositions since dH| X = 0. By definition, the first components are given by the identity. The second yield maps
where the second map is the bundle morphism corresponding to the tensor field given by the first map. Since dH| X = 0, pr 2 •T (dH)| T Z|X vanishes on T X ⊂ T Z| X . On the other hand, since d(dH) = 0, pr 2 • J 1 (dH)| X defines symmetric bilinear forms on the fibers of T Z| X whose kernels contain the vectors of T X. Thus, it induces symmetric bilinear forms on the fibers of the quotient bundle T Z| X /T X = E * X and an associated bundle morphism E * X → E X . Thus, pr 2 • T (dH)| T Z|X takes values in E X , and we obtain an induced field of forms and a corresponding bundle morphism
as claimed. If the morphism is invertible, we obtain the bundle morphism
corresponding to a nondegenerate field η of scalar products on the fibers of E X .
Restriction of the bundle morphism in (3.43) to the subspaces T S| X /T X T iS ֒→ E * X yields bundle morphisms
where t V H and t V H 0 are defined as in the proof of theorem 3.17. Since j V H ♯ is invertible and corresponds to a symmetric form, j V H ♯ 0 must be invertible, too. In fact, it corresponds to a field j V H 0 : X → S 2 (T X) 0 of nondegenerate symmetric bilinear forms on the fibers of T S| X /T X. By theorem 3.17, this also means that H uniquely defines a metric γ H on X and an E X -connection form α H , given by
In addition, α H yields a principal connection form A H in R X . On the other hand, η ♭ induces an invertible bundle morphism
by restriction and projection. But this is just the bundle morphism associated to a field of scalar products χ H in the fibers of L X ∼ = g(R X ). That is, χ H is a section of the associated bundle (R X × S 2 (g * ))/Aut(g) for the canonically induced action on scalar products. The symmetry of χ H follows from the symmetry of η.
Conversely, a symmetric bilinear form is determined by its restrictions to complementary subspaces. In particular, since η is nondegenerate, it is determined on the fibers of E X by its restriction to the fibers of the subbundle L X and their orthogonal complements with respect to η. On L X , η coincides with by definition with χ H . For the subbundle consisting of the complements, the map
0 is obviously a bundle isomorphism. Thus, on the complementary subspace, η is determined by j V H ♯ 0 and thus, by γ H . Finally,
and thus, the splitting is precisely determined by j V H ♯ • T i S and thus, by the E X -connection form α H . Thus, the triples (γ H , α H , χ H ) and the field η determine each other. X → E X is invertible, then the inverse bundle morphism defines an associated nondegenerate field η of scalar products on the fibers of E X and a triple (γ h , α h , χ h ) of fields on X, where γ h is a metric, α h is an E X -connection form, determining a principal connection in R X , and χ h is a field of scalar products on the associated vector bundle L X = g(R X ). 
Definition 3.24 The equivalent systems (Z
X is the canonical second factor projection, will be called the Einstein-Mayer system and the gauged Einstein-Mayer system associated to the Hamiltonian system (Z, ̟, H) at X, respectively.
Remark 3.25
In 1932, Einstein and Mayer considered a unified theory of gravitation and electricity which was based on an alternative tangent bundle to the four-dimensional space-time manifold ( [8, 9] ). Besides motivating our denomination, this work could be regarded as a precursor of Lie algebroid ideas in physics before their apparition in mathematics. The Wong system can be regarded a special case of the Einstein-Mayer system (cf remark 5.6), or as an approximation to it since it exploits only part of the first jet of dH. Note that it is the invertibility of j V H ♯ that yields the splitting (3.45). Furthermore, the Einstein-Mayer system is naturally related to Kaluza-Klein theory by means of a special symplectic realization, which we will construct in section 5.1. This also motivated Einstein's and Mayer's work. ♦
Reduced approximation and scalar fields
Theorem 3.22 states that if the values of the field j V H defined by a Hamiltonian H are nondegenerate, there is a well-defined field χ H of scalar products on the fibers on L X , the scalar fields. In order to identify such scalar fields with Higgs fields, we have to modify our formalism so that these fields contain an irreducible representation of the right structure group. This can be achieved by a constraint.
Let S ⊂ Q iQ ֒→ Z, where i Q is the embedding of a locally closed coisotropic constraint submanifold Q. By proposition 1.26, the sub-characteristic distribution
has constant dimension, and by proposition 1.22, it is integrable to a sub-characteristic foliation C = C(Q). If this is transversal to the symplectic leaves of Z, and if the quotient space possesses a manifold structure such that the projection is a submersion, then proposition 1.23 assures that there is a Poisson bracket induced by the projection
Q)|f = const on the leaves of C}. IfZ fails to be a manifold, as in many physical situations, the induced Poisson bracket on the latter subspace is still defined and yields the reduced Poisson algebra of P = C ∞ (Z)
as in proposition 1.27 with C = C Q = {f ∈ P|f |Q = 0} as constraint algebra.
Reduced Sternberg-Weinstein approximation
The map (T i Q ) * : T * Z| Q → T * Q induces the exact sequence of bundle morphisms
and (T i Q ) * can be seen as a quotient map since
We call A X the annihilator bundle, the remaining bundles the (dual) Lie algebroid quotient and (dual) Lie algebra quotient bundle at X, respectively. From (4.48), we obtain the exact sequences and canonical bundle isomorphisms Proof: The first two statements are obvious since the subspaces (A X ) x ⊂ (L X ) x are spanned by the differentials dC x at each point x ∈ X. Corollary 3.14 further implies that the Sternberg-Weinstein bracket of two functions inΓ(A X ) is given by the pointwise Lie algebra bracket in the fibers of A X . Since Q is coisotropic and thus, C forms a subalgebra of P, we have {df x , dg x } x = (d{f, g}) x ∈ (A X ) x for all f, g ∈ C and x ∈ X. This finally shows thatẼ * X is coisotropic.
Definition 4.2 The Sternberg-Weinstein constraint algebra and admissible function algebra are the subalgebras of
The pair (Q ′ ,P ′ ), where Q ′ ⊂ Z ′ and the reduced Poisson algebraP ′ are given by
is called the reduced Sternberg-Weinstein approximation of Z at X by Q.
Let us denote byl :Ẽ * X →L * X the dual to the inclusionL X →Ẽ X . Obviously,
The fact that the Sternberg-Weinstein bracket of functions on E * X which are pullbacks of functions in L * X only depends on their restrictions to the fibers now allows us to characterize, by means of two additional assumptions, the elements of l * C ∞ (L * X ) ∩P ′ which are vertically polynomial. First, let us recall from the proof of lemma 4.1 that (A X ) x is a Lie subalgebra of (L X ) x for all x ∈ X, and that the fibers of L X are isomorphic to a fixed Lie algebra g. We will make the following assumption:
The fibers of A X are all isomorphic to some subalgebra c ⊂ g.
(4.52)
We will further make the stronger assumption that for every fiber there exists an isomorphism which is the restriction of an isomorphism a ∈ (R X ) x . If N Aut(g) (c) denotes the stabilizer subgroup of c in Aut(g), this means that:
The Lie-frame bundle R X can be reduced to N = N Aut(g) (c). 
with structure group N , is called the constraint Lie frame bundle. Let S i (L X ) and S i (L * X ) denote the i-th symmetric powers. We identify them, by setting
where c 0 ⊂ g * is the annihilator subspace, with associated vector bundles to R c X for the naturally induced action of N on g/c and c 0 , respectively. Definition 4.4 Let C be the analytic subgroup defined by c ⊂ g in some Lie group with Lie algebra g, and let S i (g/c) C and S i (c 0 ) C denote the subspaces of invariant elements under the (well-defined) induced Ad * (C)-and Ad
C ) are the naturally induced group homomorphisms, we define the i'th quotient principal bundle and quotient structure group bỹ
We can define subbundles of S i (L X ) and S i (L * X ) as the mutually dual bundles
For i = 1, the quotient principal bundle, structure group, and vector subbundlẽ
are called reduced Lie frame bundle, reduced structure group, and reduced Lie algebra bundle, respectively.
Lemma 4.5 The vertically polynomial functions inl
Proof: Lets ∈l * C ∞ (L * X ) be a vertically polynomial function defined by s ∈ Γ(S • (L X )), and, using (4.51), lets = i *
is the vertically polynomial function defined byŝ ∈ Γ(S • (L X )). As in corollary 3.14, let f ∈ C induce the section df | X of L X and the corresponding functiondf | X . As usual, we can interpretŝ, df | X and s as equivariant mapŝ
where i c 0 : c 0 → g * denotes the inclusion. In deed, the restriction to c 0 of a polynomial on g * defined by an element of S • (g) is precisely given by the polynomial defined by the natural image of that element in S
• (g/c).
where {·, ·} x and {·, ·} g * denote the Poisson brackets on (L X ) x and g * , respectively, Ad * the coadjoint action, and we used proposition 1.42. Of course, this is independent of the choice of p and d because of the equivariance. Now, since the differentials df x span (A X ) x ∼ = c at each point x ∈ X, and since by lemma 4.1, the differentials of the functionsdf | X span (T Q ′ ) 0 at each point of Q ′ , this implies that
where Ad * (C) denotes the induced action on S
. This proves the first assertion. For i = 1, we have
which completes the proof of the lemma. We see also thatL 1 is the maximal subbundle ofL X whose fibers posses an induced Lie algebra structure. This justifies our denomination forL 1 .
The reduced Einstein-Mayer and Wong systems
Let H ∈ P such that dH| X = 0 be an admissible Hamiltonian. We want to show that there are reduced fields on X determined byH = i * Q H, which define an admissible Einstein-Mayer Hamiltonian on Q ′ ifH ∈P. 
Proof: If dH| X = 0, we can obtain the field j VH from the first jet of dH : Q → T * Q in the same way as j V H was obtained from H. Without restricting the generality, we can always assume thatH = i * Q H for some H ∈ P with dH| X = 0. Then, the bundle morphism j V H ♯ yields the bundle morphism j VH ♯ by restriction of the corresponding symmetric bilinear form according to
This is equivalent toH
Since Q is coisotropic, the Hamiltonian vector field X f of a function f ∈ C is tangent to Q. Thus, its flow defines a local family of diffeomorphisms exp(tX f ) : Q → Q, t ∈ R. By abuse of notation, we omit the restriction of X f to Q. There are the canonically induced cotangent bundle morphism T * exp(tX f ) and first order jet prolongation
Thus exp(tX f ) induces the identity map on S and, in particular, on X. Thus, we can restrict all of our bundle morphisms to X. Furthermore, since T * exp(tX f ) is linear in the fibers of T * Q, it maps the image of the zero section identically onto itself. Thus, we obtain a bundle morphism
over Id oX and Id X , respectively, where o X ∼ = X ⊂ T * Q| X denotes the image of the restriction of the zero section of T * Q to X. On the other hand, we have the commutative diagram
where the upper identification is provided by the natural splitting of T (T * Q) over the zero section of T * Q as in lemma 3.16, the left vertical map is the natural inclusion, the right vertical map is obtained by requiring that the first component be the identity map of T * Q| X in T * Q| X ⊗ X T * Q, and the lower identification is then defined by commutativity. It is easy to see that under this last identification, (4.59) corresponds to the bundle morphism
over Id X , which is precisely the induced action of exp(tX f ) on covariant 2-tensors on Q, restricted to X. Note that since X f | Q is tangent to Q, and X is preserved, there are also induced bundle morphism onẼ X andẼ * X and there respective tensor powers. Now, by the defining property of the first order jet prolongation, we have for the section dH :
Under the identifications of diagram (4.60) (dH| X = dH| X = 0), (4.61) and the induced bundle morphisms onẼ X , this yields (since X f | X = 0)
or equivalently,
Here, we used (4.58), as well as corollary 3.10. Notice that the Lie derivative is well-defined with the help of an arbitrary extension around X. Finally, we know from lemma 4.1 that the differentials of the functions of the
In the same way as we obtained a metric and a E X -connection form on X from j V H, we can obtain corresponding reduced fields from j VH . Indeed, composing the maps of diagram 3.44 with T i Q | X and (T i Q ) * | X (or the induced maps), taking into account (4.49), we obtain the diagram
where the reduced fields are denoted by tildes asη, αH etc (with
and γH = γ H ). The form αH on X will be called theẼ X -connection form defined byH. More precisely, we have the following result. Proof: The first assertion of the theorem is a consequence of theorem 3.22 and the definitions of diagram (4.66) above. We only need to prove the second assertion. LetH ∈P, that is,
since exp(−tX f ) induces the identity on S. Using corollary 3.10, this implies
by lemma 4.5, it follows from this that αH defines an adjoined action onΓ(L 1 ) by the reduced bracket onP ′ and thus, a covariant derivative on Γ(L 1 ). Since by definition, the structure groupÑ acts effectively on the standard fiber ofL 1 , this determines a principal connection form onR X . We claim that this is a form
where n = Lie(N ) and k 1 = Lie(K 1 ). Since the map k 1 : N → Gl(g) of definition 4.4 is in fact to Aut(g), and since the covariant derivative is defined by an adjoined action, AH must indeed take values in the inner derivations ofg. Elementary verification confirms that (ad(g) ∩ n)/(ad(g) ∩ k 1 ) = ad(N g c)/ad(c) = ad(g). Alternatively, we deduce form (4.68) and lemma 4.5 that the form A H = A αH on R X takes values in ad(g) ∩ n = ad(N g c), and consequently, restricts to R 
by duality. Recall that the Lie derivative is well-defined with the help of an arbitrary extension. Now,η ∈ Γ(S 2Ẽ * X ) can be seen as a function onẼ X and thus, restricted to a function onL X . Since the flow of X f preservesL X , it has an induced action on C ∞ (L X ), and in particular, on the restriction of the function defined bỹ η, which is defined by χH ∈ Γ(S 2L * X ). Hence, from (4.69) follow 
Corollary 4.8 There is a well-defined curvature ΦH = Φ
αH of αH , given by
taking values inL 1 . Furthermore, the curvature form of AH takes values in ad(g).
Corollary 4.9 LetH
The restriction of ψ H to Q ′ is obviously given by the bundle isomorphism 
Structure of the scalar fields
Here we characterize the elements S 2 (c 0 ) C which appeared as the values of the scalar fields χH defined byH, i.e., Ad * (C)-invariant scalar products on g/c, in the following example of Manton [22] :
where ∆ we denoted the diagonal with respect to the standard identifications SO(2) ∼ = U (1) and so ( with C ∼ = U (1) via h a → e ia , and with the isomorphism so(3) ∼ = su(2) given by
with a, f, g ∈ R and β = b + ic, γ, δ, ε ∈ C. That is, we have eleven real or, alternatively, three real and for complex linear coordinate functions on g. These form a basis of g * , and obviously
The coadjoint action of h a ∈ C on g * reads explicitly
Generally speaking, every irreducible representation of U (1) is isomorphic to one of the (complex) representations
for precisely one n = 0, while ρ 0 decomposes into two copies of the trivial onedimensional real representation. Thus, our decomposition reads
where the three terms contain the subrepresentations with n = 0, n = −1 and n = −3, respectively, and the exponents count respective multiplicities.
Recall that there is a canonical isomorphism (cf e.g. [11] , III 1.10)
of the space of invariant bilinear forms on g/c with the space of C-equivariant homomorphisms of g/c and its dual representation. Also, by Schur's lemma, a homomorphism of irreducible representations is either an isomorphism, or zero. Now, the trivial real one-dimensional representation is clearly isomorphic to its dual representation, and for every (underlying real) representation ρ n , n = 0 of C, the map z → δ(z) with δ(z)(w) = ℜ(zw) for z, w ∈ C provides an isomorphism with the dual representation, corresponding to the invariant real scalar product (z, w) → ℜ(zw) induced by the natural hermitian form on C. Thus, every irreducible representation is isomorphic to its dual and thus, not isomorphic to the dual of any non-isomorphic representation. In addition, the space of such isomorphisms is one-dimensional in all cases. In deed, this is trivial for the trivial representation. For ρ n with n = 0, given another C-invariant real scalar product on C, it is necessarily the real part of a hermitian form on C, and the composition of the two corresponding isomorphisms would yield an equivariant isomorphism of C as a complex representation, which by Schur's lemma must be a multiple of the identity. Hence, the space of hermitian forms is complex one-dimensional, as is the space of symmetric forms.
As a result, the Ad * (C)-invariant scalar products on g/c are precisely the elements S 2 (c 0 ) corresponding to the quadratic function on g/c given in matrix notation by
where T denotes transposition, A ∈ Sym(4, R), l ∈ R, and B ∈ Herm(2, C), that is, A and B are symmetric and hermitian matrices, respectively. Thus,
Remark 4.11 We notice that in [28] , Higgs fields are modelled by Hermitian forms which appear in the interaction term between spinor fields. ♦ Next, we want to decompose the space (4.72) into irreducible subspaces under the action of the reduced structure group. Note that since G is semi-simple, Aut(g) = Ad(g), and since G and C are both connected, N G (C)/C = N G (c)/C. It follows thatÑ = Ad * (N G (C)/C), and thus, it suffices to consider the coadjoint action ofG = N G (C)/C org = N g (c)/c on c 0 . It can be shown ( [6] ) that (locally)
which act only on the su(3) part. In particular, a and β, and thus l|β| 2 and l are unaffected byG. Furthermore, recall that U (2), which is isomorphic to a semi-direct product SU (2) ⋊ U (1), is doubly covered by the map (4.73) where |µ| 2 + |ν| 2 = 1 as usual, with the corresponding Lie algebra isomorphisms given by su(2) ⊕ u(1) ∼ → u(2). Recall that SU (2) × U (1) would be the structure group of standard electroweak gauge theory, with su(2) ⊕ u(1) as structure algebra.
Let now n ∈G, and X ∈ su(3), and u = sz ∈ U (2) such that such that
Then, the action of n on S 2 (c 0 ) C , parameterized by the triple (A, l, B), reads
where A ′ ∈ Sym(3, R), w ∈ R 3 and d ∈ R. Because of the canonical identification Herm(2, C) 0 ∋ X → iX ∈ Antiherm(2, C) 0 = su (2) , where the subscript 0 denotes the traceless subspace, the action on B decomposes in fact into a trivial one-dimensional and the adjoint representation of SU (2). That is, the space of invariant symmetric two forms on c 0 as in (4.72) decomposes underG as
where the trivial representations (R) correspond to tr(A ′ ), d, l and tr(B), and (R 3 ) is the coadjoint representation of SU (2).
Local Kaluza-Klein realization
Finally, we would like to study the link, provided by the idea of symplectic realization, of our constructions with classical gravitational, Yang-Mills and Kaluza-Klein theory ( [14, 19, 17] ), which also inspired Einstein's and Mayers' work ( [8, 9] ). In addition to our earlier notation, let ρ : (W, ω) → (U, ̟) be a symplectic realization of dimension d min at z 0 ∈ X ∩ U of an open subset U ⊂ Z, whose level sets define the foliation F in W with connected leaves. Theorem 1.31 implies its local uniqueness up to symplectomorphism. As before, V = S ∩ U , but suppose X ⊂ V for simplicity. Let the surjective submersion ρ|V :V = ρ −1 (V ) → V be defined as in (1.10), and suppose thatV is a fiber bundle with standard fiber F . Note that W does not need to be split. Then, we define the restricted bundle Y ⊂V over X by
We call i Y : Y → W the inclusion.
The Kaluza-Klein realization
The total space Y is a Lagrangian submanifold of W , since it is coisotropic as the preimage of a coisotropic submanifold, and from lemma 1.32, it follows that 2 dim Y = 2 dim X + 2 dim F = dim V + dimN = dim W . Thus, the SternbergWeinstein approximation to W at Y is given by
* is a symplectomorphism for the canonical symplectic structure on T * Y as in corollary 3.14. 
Proof: If X ⊂ U , then U ′ is of course the restriction of Z ′ = E * X to X ∩ U . So we can suppose X ⊂ U as above. Since ρ is a surjective submersion, the same is true for ρ ′ . 
In these coordinates, direct calculation shows that ρ ′ induces the Sternberg-Weinstein Poisson structure. Furthermore, suppose that Υ = W/F ⊥ is a manifold such that λ becomes a submersion. As before it follows that (5.75) forms a dual pair. Lemma 1.33 implies that the symplectic leaf in Υ corresponding to V and thus, any Lagrangian submanifold inside it is reduced to a point l 0 , and (1.12) ). Proof: Obviously, T * P is a global symplectic realization of T * P/G of dimension d min . Furthermore, the canonical isomorphism (T * P ) ′ = T (T * P )| P /T P ∼ = T * P is symplectic and compatible with the projection maps ρ : T * P → T * P/G and ρ ′ : T (T * P )| P /T P → T (T * P/G)| B /T B since ρ is defined by a fiberwise linear action of G. Thus, it induces a natural Poisson equivalence of the quotients. 
Lemma 5.4 Suppose that the surjective Poisson submersion
Since λ ′ is a surjective, it follows that these Hamiltonian vector fields span T W ′ at each point and thus, the action is locally free. For y ∈ Y , λ ′ | y :
On the other hand, it is well-known that the Hamiltonian vector field of a function defined on T * Y with its canonical symplectic structure by a vector field on Y is precisely the unique Hamiltonian lift of this vector field. In particular,
Thus, the local action of G 1 on T * Y is the unique Hamiltonian lift of the restricted local action on Y . Consequently, we can define the map and are Lie algebra anti-automorphisms (since g is anti-isomorphic to g L ), and ρ is Poisson a morphism, this is a Lie algebra isomorphism. On the other hand, a is equivariant since
where R g : Y → Y denotes the action of g ∈ G 1 on Y whenever it is defined, and
* for last two equalities (cf lemma 5.11).
, where κ is a metric on Y , and we wrote κ −1 for the section of Proof: If λ exists, Lemma 1.16 yields a decomposition K = ρ * H + λ * J for some J ∈ C ∞ (Υ). Thus dK = ρ * dH +λ * dJ, and similarly as in the proof of theorem 4.6, this implies K 
is a G 1 -invariant function which is quadratic on the fibers of W ′ ∼ = T * Y , and thus, corresponds to a G 1 -invariant metric on Y .
Remark 5.6
Recall that given a function K as above, the decomposition of lemma 1.16 is not unique. In the Einstein-Mayer approximation, the fields α H and γ are obviously well-defined, while the fields χ H and ι are defined up to a Casimir function. If we can choose H and J such that the field χ H vanishes, then the projection of the Kaluza-Klein metric dynamics coincides with the Sternberg-Weinstein system, and we will call κ (or η) of Sternberg-Weinstein type (e.g. in proposition 1.50). If we can make the choice such that ι vanishes, then we will say that κ is of invariant type (e.g. if K = ρ * H). If both cases happen simultaneously, we will then say that κ (or η) is of ad-type. This happens iff χ H and ι both correspond to an ad(g)-invariant scalar product. 
, the inclusion i W allows us to assume that K is well-defined by a metric on Y , that is, that K = K ′ 2 . Then, proposition 5.5 implies that we also have ρ
. In summary:
Hence, we can consider the Poisson structure ̟ as a nonlinear deformation of the Poisson structure ̟ ′ , obtained by a nonlinear deformation in W of the foliation F ′ defined by ρ ′ to the foliation F defined by ρ. Equally, the metric Hamiltonian system defined by H appears as a nonlinear deformation of the Sternberg-Weinstein system defined by H ′ 2 . The fact that both systems are projections of a system defined by the same metric κ restricts the possible deformations to the natural subclass. In particular, it can be shown that the equations of motion obtained in this way are natural non-linear analogues to the Wong equations, involving a non-linear Yang-Mills potential and field strength. Here, we will just state an interesting result which is an easily proved in local coordinates. 
Local g-valued principal connection forms
Since our E X -connection forms are locally g-valued (cf definition 2.12), we expect them to be related to g-valued principal connection forms. This is in deed the case.
form. There is an associated connection on the bundle ρ|V :V → V given by the bundle morphismθ
is the canonical bijective morphism of fibred manifolds over U induced by the surjective submersion ρ : W → U .
Proof: Because of lemma 1.32, F ∩V , i.e. the fibers of ρ|V :V → V , form the characteristic foliation of the coisotropic submanifoldV ⊂ W . This implies that ω ♭−1 (T F ) 0 |V ) = TV . Thus, the bundle morphismθ is well defined. In order to
show that it defines a connection in ρ :V → V , it remains to show that
since θ is an E-connection form. Since both sides of (5.79) are bundle morphisms over IdV , this proves the lemma.
There is an associated connection on the bundle ρ : Y → X defined in (5.74) given by the bundle morphismα Proof: Lemma 3.4 allows us to look at α as the restriction of an E-connection form θ, and we haveα =θ 
, with respect to the (co)adjoint action of G.
Proof: From our definition of Y , it follows that there are local trivializations
, and F = ρ −1 (z 0 ). On the other hand, the local G 1 -action constructed in lemma 5.4 extends to a global action if λ ′ is complete. Since we assumed that F was connected, this yields a locally free transitive action on F , and thus, via the choice of y 0 ∈ F , a diffeomorphism F ∼ = G y0 \G 1 as claimed. Note this map will be G 1 -equivariant since it is induced by the restriction of a Poisson morphism. If G y0 is normal, then Y becomes a principal fiber bundle with structure group G, and the bundle morphism a of lemma 5.4 induces the isomorphisms of associated bundles as stated in the lemma defined by 
is the canonical bijective morphism of fibred manifolds over Υ induced by the surjective submersion λ : W → Υ. Furthermore, ad •Â ♭ = (a * A α ) ♭ .
Proof: First, we note thatÂ can be defined as a principal connection form on a covering space if Y is not a principal bundle. Here we regard only the special case. Finally, the fibers of the Ad * -equivariant bundle morphism a : Y → R X , are precisely the orbits of the center Z = ker Ad * ⊂ G. Thus, the G-equivariance of A implies that ad •Â ♭ is constant on these fibers. Furthermore, it is easy to see that ad •Â and A α induce the same covariant derivative on L X ∼ = g(Y ), and thus, ad •Â ♭ = (a * A α ) ♭ as claimed.
Corollary 5.14 The g L -valued curvature 2-formF = dÂ+ 
since −ω ♭−1 •ρ * is a Lie algebra isomorphism. On the other hand,
This last assertion follows easily.
Remark 5.15
Recalling that E X -connection forms are related to global ad(g)-valued principal connection forms, we could say that localization allows the passage from the adjoined structure group to the group itself. A similar transition appears in the duality of certain quantized gauge theories. SinceQ is a union of leaves of the foliation F defined by ρ,Ĉ is a subfoliation of the orthogonal foliation F ⊥ , which we suppose to define a submersion λ : W → Υ, and F ⊥ ⊂N. Consequently, there is a unique mapλ :W → Υ such that λ • iQ = λ •q, every λ * f ∈ F ⊥ reduces toλ * f ∈ C ∞ (W ), andλ * is an isomorphism of Poisson algebras. Furthermore, the orbits of the flow of the Hamiltonian vector fields ofF ⊥ =λ * C ∞ (Υ) are precisely given byF :=q(F ∩Q). Sinceλ is not surjective, this will be a nonregular foliation ofW in general, and the image of ρ :W −→Ũ :=W /F will not be a manifold. However, we can define C ∞ (Ũ ) and an isomorphic subalgebra of C ∞ (W ) by
On the other hand,Q = ρ −1 (Q) also implies that C ∼ =Ĉ ∩ F and N ∼ = N C ∞ (W ) (Ĉ ∩ F) ∩ F =N ∩ F, and thus,Ũ can be identified with the image of the map q of (4.46). With (4.47) (forŨ instead ofZ), we get the commutative diagrams: Proof: Lemma 1.16 gives us the decomposition K = ρ * H + λ * J, where J ∈ C ∞ (Υ). N ∼ =N ∩ F implies that ρ * H is admissible forQ iff H is admissible for Q.
On the other hand, F ⊥ ⊂N shows that every λ * J ∈ F ⊥ is admissible forQ. This implies the remaining assertions.
Hence, we may think of the dynamics induced byK onF as a "symplectic realization" of the reduced dynamics induced by H onP. Hamiltonian (λ ′ ) * D onW ′ , and as in the proof of lemma 5.4, this yields a local G 1 -action which is given by the unique Hamiltonian lift of the action onỸ , and at the same time the projection of the restricted G 1 -action onQ ′ . However, this action will not be locally free ifλ ′ is not surjective. The last assertion follows from the commutativity of (5.83); in fact, it means that there is a Sternberg-Weinstein approximated analogue of these diagrams. Thus, that of (ρ ′ ) * s must be tangent the fibers of ρ ′ on Y . On the other hand, and as in the proof of lemma 5.4, we see that the restriction to Y x depends only on s(x) ∈ (A X ) x for all x ∈ X and corresponds to an infinitesimal Lie algebra action of (A X ) x on Y x . Fixing a point y ∈ (A X ) x , we get (local) isomorphisms G ∼ = Y x and a(y) : c ∼ = (A X ) x . Under these identifications, the fiber ofĈ ′ through y is locally given by the orbit of the local C − -action obtained by integrating the infinitesimal c-action on G, that is, the natural left action, since c ⊂ g corresponds to right invariant vector fields on G. Thus, the G 1 -orbits iñ Y = Y /(Ĉ ′ ∩ Y ) are locally isomorphic to C − \G, and thus, the foliation is regular. Under the additional hypotheses,Ỹ is a fiber bundle over X with homogeneous fibers isomorphic to C − \G.
Proposition 5.19
Let H ∈ C ∞ (U ) such that dH| X = 0 be admissible for Q, and K ∈ C ∞ (W ) such that dK| Y = 0 and ρ * X K = X H . Suppose that there is a reduction (W ,ω) as in (5.82 Together with the results on the reduced Sternberg-Weinstein approximation, this reproduces the main results of Kaluza-Klein-theory on bundles with homogenous fibers, in particular, the Reduction theorem [5, 6] .
