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Neutron spectroscopy is used to investigate the magnetic fluctuations in Fe1+xTe - a parent
compound of chalcogenide superconductors. Incommensurate “stripe-like” excitations soften with
increased interstitial iron concentration. The energy crossover from incommensurate to stripy fluc-
tuations defines an apparent hour-glass dispersion. Application of sum rules of neutron scattering
find that the integrated intensity is inconsistent with an S=1 Fe2+ ground state and significantly
less than S=2 predicted from weak crystal field arguments pointing towards the Fe2+ being in a
superposition of orbital states. The results suggest that a highly anisotropic order competes with
superconductivity in chalcogenide systems.
Pnictide and chalcogenide superconductors have al-
tered the view of what provides the basis for high temper-
ature superconductivity. While the cuprate superconduc-
tors universally derive fromMott insulators which can, at
least qualitatively, be understood in terms of a single elec-
tronic band, the parent phase of iron based superconduc-
tors has been less clear: Fe-based parent phases are either
poorly metallic or semimetallic resulting in a debate over
whether a localized or itinerant/spin density wave picture
is more appropriate. [1, 2] Towards this goal, it is im-
portant to understand the magnetic excitation spectrum
in starting materials as superconducting variants consist
of fluctuating versions of this ground state. [3] Here we
study Fe1+xTe which is arguably the structurally sim-
plest of the iron superconductors based upon single layers
of tetrahedrally coordinated Fe2+ ions. [4, 5] While the
iron superconductors have been shown to display both lo-
calized [6, 7] and itinerant properties [8, 9], Fe1+xTe hosts
one of the most localized responses of all iron based su-
perconductors evidenced by large ordered magnetic mo-
ments and calculated heavy band masses. [10]
In this study, we combine neutron scattering data from
spectrometers with overlapping dynamic ranges on two
samples of Fe1+xTe to understand the magnetic fluctua-
tions. We report a one dimensional incommensurate ex-
citation that softens with increased charge doping with
interstitial iron and hence competes with unconventional
chalcogenide superconductivity. We apply sum rules
of neutron scattering to evaluate the spin and orbital
ground state of the iron cations. The results represent
a dynamical signature of a highly anisotropic striped or-
der which competes with superconductivity in the chalco-
genides.
Superconductivity in Fe1+xTe1−yChy (where Ch is a
chalcogenide ion) has been most commonly achieved
through anion substitution on the Te site y with either
sulfur or selenium. [11, 12] However, the cation concen-
tration (interstitial iron x) in Fe1+xTe1−yChy is directly
correlated with the anion concentration (y) and chemical
techniques have been developed to independently tune x
and y. [13] Several studies have found that changing the
concentration of interstitial iron has analogous effects to
anion doping for a fixed selenium concentration. [14–16]
The structural and magnetic properties of Fe1+xTe as a
function of x have been reported by several groups giving
generally consistent results. [17–21] A neutron diffraction
study found a phase diagram with two distinct phases as
a function of interstitial iron. [22] For low concentrations
of x <11%, a commensurate collinear magnetic phase is
realized with the critical properties being first order. For
large x >11%, the transition is second order with a spi-
ral magnetic low temperature phase. The two extremes
are separated by a tricritical-like point at x ∼11% where
short-range incommensurate spin-density wave order is
observed. Resistivity measurements found the collinear
x <11% values to be metallic at low temperatures while
larger x >11% are “semi” (or poorly) metallic and scat-
tering from incommensurate spin fluctuations was impli-
cated as the origin of the enhanced resistivity. [23] There-
fore, based upon the fixed selenium studies [15, 16] and
these magnetic and structural results, metallicity and su-
perconductivity are favored for smaller values of intersti-
tial iron.
Doping charge through interstitial iron therefore re-
mains an independent means of controlling the electri-
cal properties of the chalcogenides. We present neutron
inelastic data taken from steady state reactor sources
(MACS, PUMA, and HB1) and time of flight instruments
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FIG. 1. Neutron inelastic scattering comparing commensu-
rate Fe1.057(7)Te with incommensurate Fe1.141(5)Te. a − b)
Constant-Q slices of the low-energy data taken on MACS
(Ef=2.6 meV). c − h) Constant energy slices from MAPS
taken with incident energies of 75, 150, and 350 meV.
(MAPS) based at pulsed spallation sources. Further ex-
perimental and sample details are given in the supple-
mentary information (see also Ref. 24) and also details
on phonon contamination and how these were disentan-
gled (see also Ref. 25).
We first describe the dispersion of the spin excitations
in momentum. Representative constant energy and mo-
mentum slices are displayed in Fig. 1 for both interstitial
iron concentrations. Panels a− b) show high energy res-
olution constant-Q slices illustrating the gapped nature
of the excitations for collinearly ordered x=0.057(7) and
the gapless low-energy incommensurate fluctuations for
x=0.141(5) in the spiral magnetic phase. [26] Higher en-
ergy excitations are displayed in panels c− h) through a
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FIG. 2. Cuts along the (H, 0) direction for commensurate
x=0.057(7) (a − c) and incommensurate x=0.141(5) (d − f)
crystals. The data is taken from thermal triple-axis and spal-
lation source data. Open circles are symmetrized data and
displayed for visual comparison.
series of constant energy slices at 35, 70 and 113 meV.
The data do not show clean circular spin-wave cones, but
rather excitations broad in momentum and dispersing to
the zone boundary.
Constant energy cuts for both commensurate and in-
commensurate crystals are presented in Fig. 2. The solid
lines are fits to a gaussian lineshape multiplied by the
isotropic Fe2+ form factor squared [27] from which a peak
position and integrated intensity were derived. The open
symbols are symmetrized data around ~Q=0. The vertical
dashed lines emphasize the fact that as the energy trans-
fer is increased, the peak position in momentum disperses
inward and then outward at higher energies.
Based upon fits (Fig. 2) we construct a dispersion
curve (Fig. 3) along the [1, 0] direction comparing the
commensurate and incommensurate crystals. For the
commensurate x=0.057(7) sample, the excitations are
gapped (Fig. 1) and then disperse inwards to a wave vec-
tor H ≤0.4 at around 30 meV energy transfer. The exci-
tations then disperse towards the zone boundary which
is reached at ∼ 100 meV. Interestingly, the excitations
are nearly vertical as they extend to higher energies in-
dicative of strong dampening at the zone boundary. This
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FIG. 3. The dispersion of the magnetic excitations in Fe1+xTe
with x = 0.057(7) (a) and x = 0.141(5) representative of com-
mensurate and incommensurate magnetically ordered phases
respectively. c) and d) show the low-energy portion of the
magnetic dispersion. The data is a compilation of triple-axis
and spallation data. The inward dispersion described in the
text is highlighted by the arrows.
marks a clear distinction from predictions based upon a
localized Heisenberg exchange. [28] A strong zone bound-
ary dampening has been reported in superconducting
iron based variants [29], in cuprates and associated with
the onset of the electronic pseudogap [30], and predicted
to exist in Cr metal. [31] Our results however mark a clear
difference between parent cuprates (and even cuprates
close to the charged doped boundary of superconductiv-
ity) [32, 33] and iron based systems as we do not see
localized spin-waves which can be interpreted in terms of
a localized Heisenberg model on a Mott insulating ground
state.
The fluctuations in incommensurate x=0.141(5) are
different. The low-energy fluctuations are gapless and
disperse inwards until ∼ 20 meV and then disperse out-
wards until the highest energy transfers studied. How-
ever, in contrast to the commensurate x=0.057(7) mate-
rial the excitations do not reach the zone boundary but
disperse up to the highest energies studied. There are
therefore two effects of doping with interstitial iron - first,
to decrease or soften the inward dispersing minimum in
the magnetic excitations, and second, to increase the top
of the excitation band. A common feature from both in-
terstitial iron concentrations is the inward (or nearly ver-
tical) dispersion at low energies. This dispersion never
reaches the commensurate Q=0 positions, but disperses
towards an incommensurate position that softens in en-
ergy with increased interstitial iron concentration.
The energy inward dispersion in Fig. 3 also represents
a cross over from two-dimensional excitations to strongly
one-dimensional where the momentum dependence is well
defined in H, however broad along both L and K. This
is illustrated in Fig. 1 f that show the magnetic fluctu-
ations form stripes at high energy. To characterize this,
we have fit the K dependence at each energy transfer
to I(K) ∝ (1 + 2α cos( ~Q · ~b)), where α represents the
strength of correlations between stripes aligned along a.
The results are shown in Fig. 4 c−d) for both interstitial
iron concentrations. The parameter α falls, within error,
to zero at energies above the inward dispersion indicating
one dimensional stripy fluctuations - a feature absent in
superconducting chalcogenides [29] and pnictides [34–36].
The highly one-dimensional nature of the fluctuations in-
dicate that a highly anisotropic order is proximate in
the chalcogenide superconductors. The anisotropy ex-
ceeds that observed in superconducting LaFeAsO [37]
and CaFe2As2 in the paramagnetic phase [38]. While the
the results may indicate stripe-like fluctuations, as dis-
cussed in the context of the cuprates, [39, 40] it may also
reflect an underlying anisotropy associated with the or-
bital ground state. It is difficult to interpret the results in
terms of anisotropic localized exchange (as recently done
for the low energy fluctuations K0.85Fe1.54Se2 [41] and
SrCo2As2 [42]) given the lack of spin-wave cones and the
integrated intensity discussed below. Highly anisotropic
orders such as quadruopolar order, discussed in terms
of triangular S=1 magnets originating from biquadratic
exchange (term “spin nematic”), [43, 44] or “nematic”
order connected with the underlying Fermi surface topol-
ogy may be the origin. [45–48] We note that all of these
proposals predict a director where, in analogy to liquid
crystals, there is some form of orientational order.
To understand the underlying ground state, we now
discuss the integrated intensites. The ~q integrated inten-
sity for the commensurate and incommensurate samples
are shown in Fig. 4. The calibration method is dis-
cussed in the supplementary information (see also Ref.
49–53). The integrated intensity shows a peak near where
the momentum dispersion (Fig. 3) shows a minimum in
wavevector reflecting a van-Hove type singularity where
the group velocity of the magnetic mode reaches zero.
For both interstitial concentrations at large energy trans-
fers above the peak in the local susceptibility, the inte-
grated intensity is nearly constant. The average value at
these energy transfers is similar to the normalized val-
ues reported for pnictide systems such as CaFe2As2 [35]
indicating a strong similarity in the physics between the
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c− d).
pnictides and the chalcogenides.
The combined inward dispersion and peak in the lo-
cal susceptibility indicate an hour-glass like dispersion.
While similar to La2−xSrxCuO4, the momentum depen-
dence in Fe1+xTe differs to YBa2Cu3O6+x where the two
branches meet at the commensurate (π, π) point. [54–
57] Similar structures have also been observed in more
localized La5/3Sr1/3CoO4 [58] and single-layered man-
ganites [59]. Interestingly, the hour-glass dispersion is
absent in the superconducting state Fe1+xTe0.7Se0.3. [60]
An analogous “U” type dispersion was observed to be sta-
bilized by Ni/Cu doping [61] which suppressed supercon-
ductivity and incommensurate order has been observed
near the superconducting phase in BaFe2−xNixAs2 and
Fe1+xSeyTe1−y. [62, 63] These results indicate that the
soft incommensurate mode is detrimental to supercon-
ductivity and, given the presence in both localized and
metallic magnets, that the hour-glass dispersion is not
directly tied to an electronic origin. Our results would
point towards the hour-glass point marking a cross over
from two dimensional to one dimensional fluctuations as
discussed above.
Based on the available magnetic and crystal field data,
it is not clear how to understand the single-ion proper-
ties of the tetrahedrally coordinated Fe2+ ion in Fe1+xTe.
Hence the neutron scattering cross section, which is typ-
ically fixed by the value of S, is uncertain. In a localized
model, there are two possible scenarios for populating the
3d6 electron configuration. [6, 64] In the the first case,
termed the weak or intermediate crystal field limit, the
Hund’s energy scale dominates and the low-energy dou-
bly degenerate |e〉 and higher energy triply degenerate
|t〉 states are populated giving S=2. The other extreme,
referred to as the large crystal field limit, the energy split-
ting between |e〉 and |t〉 dominates and this results in an
orbital triplet state with S=1. [65] An interplay between
these two energy scales has been suggested to cause a
possible spin-state transition in pnictides. [66] Fe1+xTe
has been argued to be in this strong crystal field S=1
limit. [67, 68] This also seems to corroborated by a se-
ries of neutron diffraction results in the chalcogenide and
pnictide systems where small ordered (proportional gS,
where g is the Lande factor) moments are reported.
The neutron scattering cross section is governed by
several sum rules and in particular the zeroeth moment
sum rule which can be written as
∫
dE
∫
d3q 1pi [n(E) +
1]χ′′(q, E) = 13g
2µ2BS(S + 1) (further details provided in
the supplementary information). The integral includes
both elastic and inelastic scattering contributions and
is independent of broadening due to itinerant effects as
the integral is performed over all momentum and en-
ergy. Some estimates on the value for S have been
made based upon purely localized spin-wave models as
in CaFe2As2 [35] and BaFe2As2 [69]. These have been
summarized for other 122 systems and are typically in
the range from S ∼0.4-1. [70] Pure FeAs has an ordered
spiral magnetic moment of only 0.5 µB with no dynam-
ics reported. [71] These small values are consistent with
a strong crystal field picture fixing S=1. However, we
also note that neutron inelastic scattering results on Mott
insulating La2O2Fe2OSe2 have been consistent with the
weak crystal field picture with S=2 [72–74] and the large
ordered moments in KxFe2−ySe2 variants. [75]
Through the use of the total moment sum rule we can
estimate S in Fe1+xTe. As we have noted, while our re-
sults which extend up to energy transfers of 175 meV
do not capture all of the magnetic cross section, an in-
tegral over this energy range gives a lower limit on the
total spectral weight and hence an effective S. Combin-
ing both static and dynamic contributions gives 3.4 ±
0.3 µ2B and 3.7 ± 0.3 µ
2
B for x=0.141(5) and 0.057(7)
respectively. For S=1 and 2 we would expect a total
integral of 2.67 and 8 µ2B respectively. Entropic argu-
ments based upon high temperature heat capacity mea-
surements would suggest that Seff=
3
2 is more appro-
priate and this would give a predicted integral of 5µ2B,
closer to our measurements given that even at 175 meV
the top of the band has not been reached. While our
results are consistent with earlier low-energy measure-
ments on Fe1.11Te [76], we find significant spectral weight
5extending up to high energies giving the apparent low-
temperature discrepancy. More discussion on this point
is provided in the supplementary information. The inte-
grated intensities are difficult to understand in terms of
a purely localized model with S=1 or 2 discussed above,
therefore suggesting the importance of itinerant effects.
Such effects maybe captured by considering orbital tran-
sitions [77] or an orbitally entangled ground state which
can also account for the highly anisotropic nature sug-
gested by the high energy spin dynamics. [78] We have
searched for high energy orbital transitions without suc-
cess and this is discussed in the supplementary informa-
tion (see also Ref. 79–83).
In summary, our work finds three results based upon
our study the spin fluctuations in parent Fe1+xTe. First,
we observe the presence of a soft incommensurate stripy
excitations. Second, by applying sum rules, we find the
integrated intensity to be inconsistent with a S=1 ground
state expected in the presence of a strong crystalline elec-
tric field. Third, our results produce an apparent hour-
glass structure which defines a cross over point from two
dimensional fluctuations to one dimensional. The results
point to the parent Fe2+ ground state of chalcogenide su-
perconductors being highly anisotropic and also in an in-
termediate state between strong (S=2) and weak (S=1)
orbital ground states.
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We present supplementary information regarding the experimental details, “spurious” phonon
scattering, and the formalism used to derive absolute units for the neutron scattering intensities.
In particular, we discuss the zeroeth moment sum rule presented in the main text of the paper and
how we compared our data against this constraint on neutron scattering. More discussion regarding
the comparison with other neutron inelastic scattering experiments is also expanded. We then
discuss low-energy phonons which potentially overlap measurements of the magnetic excitations -
particularly at low energies below ∼ 30 meV. By combining spallation time-of-flight and reactor
triple-axis we have checked for consistency and taken steps to ensure such phonon contamination is
absent in the data presented in the main text.
I. SAMPLE DETAILS
The electronic and magnetic properties in
Fe1+xTe1−yChy can be tuned through either anion
or cation substitution and has been the topic of several
detailed studies.1–9 The results are generally consistent
for the specific case of interstitial iron doping through
tuning the variable x. Two extremes of the phase dia-
gram are reported with a critical concentration of x ∼
10-12 % separating commensurate collinear magnetic
order at low concentrations from incommensurate spiral
order at large interstitial iron concentrations. We note
that a previous diffraction study reported in Ref. 10
was performed near this critical concentration and hence
observed both commensurate and incommensurate
orders. Ref. 11 reproduces the phase diagram found
by ourselves3,4 and in Refs. 8 and 9 but with larger
values of interstitial iron concentrations. Diffraction
studies discussing the critical properties near this critical
concentration of interstitial iron have been reported in
Ref. 3 and 4. The current study reported in the main
text discusses the spin fluctuations in both of these
extremes and finds strong differences across the entire
dispersion band.
The sample preparation and details for single crystals
used in this study have been discussed in detail in several
previous studies.3,4 Both ∼ 6 g samples were prepared by
the Bridgeman technique and have been characterized by
electrical resistivity, heat capacity, and neutron diffrac-
tion (polarized, unpolarized, and powder). Low-energy
neutron inelastic scattering data has also been reported
for both samples.12
II. EXPERIMENTAL DETAILS
The magnetic response in Fe1+xTe possesses a highly
three-dimensional line shape in momentum at low en-
ergies which crosses over to a more two-dimensional line
shape at higher energies. To track the momentum depen-
dence, we have used a combination of three-axis measure-
ments performed at reactor based sources combined with
spallation source data taken at higher energies. While
the momentum transfer of all measurements performed
with a three-axis spectrometer was tuned to a particu-
lar value with all three components of the momentum
transfer vector fixed, the spallation data was taken with
the c-axis component (or the L direction) being an im-
plicit variable coupled, and hence varying, with energy
transfer and in-plane momentum. This technique works
for purely two-dimensional or one-dimensional systems,
but care needs to be taken for three dimensional exci-
tations. Three different sets of experiments were per-
formed on each of the two interstitial iron concentrations
x discussed in the main text. We outline the detailed
experimental setups used here.
A. Cold triple-axis measurements - MACS
Low energy (E<10 meV) measurements were per-
formed using the MACS (Multi Axis Crystal Spectrome-
ter located on the NG0 guide position) at the NIST Cen-
ter for Neutron research. Constant energy planes were
constructed by fixing the final energy to Ef=3.6 meV us-
ing the 20 double-bounce PG(002) analyzing crystals and
detectors and varying the incident energy by a double-
2focused PG(002) monochromator. Each detector channel
was collimated using 90′ Soller slits before the analyzing
crystal. Further details of the instrument design can be
found in Ref. 13. Full maps of the spin excitations in the
(H0L) scattering plane, as a function of energy transfer,
were then constructed by measuring a series of constant
energy planes. Warm Beryllium filters were used on the
scattered side to filter out higher order neutrons. All of
the data has been corrected for the λ/2 contamination of
the incident-beam monitor, and an empty cryostat back-
ground has been subtracted. The sample was aligned in
the (H0L) scattering plane for measurements performed
on MACS.
B. Thermal triple-axis measurements - HB1
(ORNL) and PUMA (FRM2)
Medium energy transfers (E=5-20 meV) were per-
formed using thermal triple-axis spectrometers at Oak
Ridge National Labs (HB1) and the FRM2 reactor
(PUMA). On PUMA, a vertically focussing and horizon-
tally flat PG(002) monochromator was used with a hor-
izontally flat PG(002) analyzer. Soller slit collimators
were used and the sequence were fixed at 40′-mono-40′-
S-open-analyzer-open. The experiments used a fixed fi-
nal energy of 13.5 meV and a PG filter was placed on the
scattered side to remove higher-order contamination from
the monochromator. The choice was made to not use
horizontal focussing on the monochromator and analyzer
due to the presence of the close proximity of phonons
which were found to easily mimic magnon dispersion and
contaminate the results - particularly above ∼ 20 meV.
Further discussion is given below. On HB1, a vertically
focussed and horizontally flat PG(002) monochromator
was used with a horizontally and vertically flat PG(002)
analyzer. The final energy was fixed at Ef=13.5 meV
and a graphite filter was used on the scattered side to
remove higher order neutrons from the monochromator.
Soller slit collimation of 80′ was used before and after the
sample position. All data from these thermal triple-axis
experiments have been corrected for contamination of the
incident beam monitor using calculations described in the
appendix of Ref. 14 and in Ref. 15. For the PUMA and
most of the HB1 measurements the sample was aligned
in the (H0L) scattering plane and some measurements,
described below, were done in the (HHL) scattering on
HB1.
C. Spallation time-of-flight measurements - MAPS
Higher energy transfers overlapping with the dynamic
ranges discussed above were performed using the MAPS
chopper spectrometer at the ISIS Facility. The sample
was aligned such that Bragg positions of the form (H0L)
lay within the horizontal scattering plane and cooled with
a bottom loading closed cycle refrigerator to tempera-
tures of 10 K. The c axis was aligned parallel to the inci-
dent beam (~ki). The t0 chopper was spun at a frequency
of 50 Hz and phased to remove high energy neutrons
from the target. A “sloppy” Fermi chopper was used to
monochromate the incident beam. To cover a wider dy-
namic range, we used three different incident energies of
Ei=75, 150, and 300 meV with the Fermi chopper spun at
frequencies of 200, 250, 350 Hz respectively. The energy
resolution at the elastic (E=0) position was 4.0, 9.0, and
18.1 meV for Ei=75, 150, and 300 meV configurations
respectively. The detectors consisted of an array of posi-
tion sensitive detectors allowing good angular resolution
both within and vertical to the scattering plane.
D. Spallation time-of-flight measurements - MARI
Searches for high-energy crystal field excitations,
which may result from an orbital degree of freedom, were
performed on the MARI direct geometry spectrometer.
The experiments used a t0 chopper spun at 50 Hz to re-
move high energy neutrons in parallel with a “relaxed”
Fermi chopper spun at 600 Hz. The sample was cooled in
a closed cycle cryostat to temperatures between 3 K and
400 K and the incident beam was aligned parallel to the
c axis. The configuration was used assuming single-ion
type excitations which have no strong dispersion in mo-
mentum. The results from this experiment are described
below.
III. NEUTRON CROSS SECTIONS, ABSOLUTE
NORMALIZATION, AND SUM RULES
In this section we outline the cross sections and normal-
ization methods used to obtain the data in the main text
of the paper. We note that similar analyses have been
performed and discussed for the cuprates.16,17 While sev-
eral papers outline the formalism and the methods for
this we largely follow the formulae and methods used
Ref. 14.
A. Cross sections and absolute intensities
For completeness, we outline the cross sections used
in this section for obtaining the integrated intensities
quoted in the main text. We have performed this analysis
so that our results can be compared with other systems
and with theory. We outline the formulae for the case of
triple-axis as the spallation data taken on MAPS was di-
rectly normalized using a vanadium standard. In the case
of a triple-axis spectrometer measured with an incident
beam monitor, the measured intensity from phonon or
magnetic scattering is directly proportional to the mag-
netic or phonon cross section. We note that a detailed
discussion of this process is described in Ref. 18.
3Iph,mag( ~Q,E) ∝ Sph,mag( ~Q,E). (1)
The constant of proportionality (A) can be determined
from the measured integrated intensity of a phonon or us-
ing a known vanadium standard. In the case of a phonon,
the cross section is
Iph( ~Q) = A
(
h¯
2Ω0
)
[1 + n(E)]|FN |
2... (2)
×
Q2 cos2(β)
M
e−2W
where M is the mass of the unit cell, the Debye-Waller
factor e−2W ∼ 1, [1 + n(E)] is the Bose factor, |FN |
2 is
the static structure factor of the nearby Bragg reflection,
Ω0 is the phonon frequency, and β is the angle between ~Q
and the phonon eigenvector. Measuring the energy inte-
grated intensity Iph( ~Q) =
∫
dEIph( ~Q,E) of the acoustic
phonon therefore affords a measurement of the calibra-
tion constant A.
For the magnetic scattering, the magnetic correlation
function is related to magnetic Smag( ~Q,E) by the follow-
ing,
Smag( ~Q,E) = g
2f2( ~Q)... (3)
×
∑
αβ
(
δαβ − QˆαQˆβ
)
Sαβ( ~Q,E).
The correlation function is related by the fluctuation dis-
sipation theorem to the imaginary part of the spin sus-
ceptibility χ( ~Q,E) by
Sαβ( ~Q,E) = π
−1[n(E) + 1]
χ′′( ~Q,E)
g2µ2B
. (4)
In our analysis, we assumed that the paramagnetic scat-
tering is isotropic in spin, therefore, χ′′ = χ′′xx = χ
′′
yy =
χ′′zz. Putting this all together, we can then write the
following for the magnetic cross section.
Imag( ~Q,E) = A
(γr0)
2
4
f2(Q)e−2W
[1 + n(E)]
πµ2B
... (5)
× (2χ′′) ,
where (γr0)
2
4 is 73 mbarns sr
−1 and f(Q) is the isotropic
magnetic form factor for Fe2+. We emphasize here that
we have assumed isotropic or paramagnetic scattering to
fix the form of the spin susceptibility χ′′. While it is
likely that this approximation holds for our high-energy
data where the energy transfer is much larger than the
anisotropy gap, this assumption could potentially intro-
duce errors into the spectral weight at low energies near
the ∼ 6-7 meV energy gap. Given the large amount of
spectral weight that resides at high-energies, any error in
the total integrated intensity is likely small in compar-
ison to other uncertainties introduced through absolute
normalization.
For thermal and cold triple-axis measurements, we
have used an acoustic phonon for the absolute calibration
and for spallation higher energy data (above ∼ 20 meV)
we have used a vanadium standard. For this calibration
we have taken a cut through the elastic line assuming a
dominant incoherent cross section of the vanadium stan-
dard. When compared with the phonon calibration de-
scribed above at lower energy transfers, both methods
agreed within error.
B. Zeroeth moment sum rule
The intensity integrated overall energies and momen-
tum transfer is constrained by the zeroeth moment sum
rule. This rum rule depends on the underlying value of
the spin magnitude S and therefore provides a means
of understanding the ground state properties. Here we
write the equations used in the analysis discussed in the
main text.
Integrating S( ~Q,E) over all energies and momentum
transfers is constrained by the following equation,
∫
dE
∫
d3QSmag( ~Q,E) =
2
3
g2S(S + 1). (6)
Substituting in the cross section for paramagnetic scat-
tering discussed above, we get the following,
I˜ = π−1
∫
dE
∫
d3Q[n(E) + 1]χ′′(Q,E) = ... (7)
1
3
g2µ2BS(S + 1)
The integral is overall energy transfers including elas-
tic (E = 0) and inelastic contributions. In our exper-
iments, we were able to obtain reliable data up to 175
meV and therefore we have cut the integral arbitrarily at
this value. A breakdown of the total integrated spectral
weight listing our measured dynamic (inelastic), static
(elastic), and total values is provided in Table I.
TABLE I. Absolute intensities
x I˜dynamic (µ
2
B) I˜static (µB) I˜total (µ
2
B)
0.057(7) 0.49 1.8 3.7
0.141(5) 0.83 1.6 3.4
Based on this analysis, we observe a significant amount
of the low-temperature spectral weight is present in the
inelastic channel. For comparison, a similar analysis over
40
100
200
300
400
500
In
te
ns
ity
 (C
ou
ns
/ 1
 m
in)
0 5 10
0
100
200
300
400
500
E (meV)
0.4 0.6 0.8 1
0
2
4
6
8
10
12
14
16
18
20
E 
(m
eV
)
(0.5,0,L) (r.l.u.)
a) Fe1.057(7)Te, PUMA
Ef=13.5 meV, T= 4 K
b) Q=(0.5,0,0.5)
c) Q=(0.5,0,0.6)
FIG. S1. a) The c-axis dispersion taken from a series of
constant-Q scans examples of which are illustrated in b) and
c). The data illustrate a weak dispersion of the excitations
along the c.
a similar energy range in the cuprates (with S= 12 ) gave
a total integral of ∼ 0.3 µ2B in ortho-II YBa2Cu3O6.5.
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We obtain consist results with Ref. 20 when only in-
tegrating the data up to ∼ 30 meV - the same energy
range probed in that experiment. However, we observe
significant spectral weight at higher energies up to 175
meV, not investigated in previous works. We therefore
do not find the low temperature results can be inter-
preted in terms of a S=1 strong crystal field framework
as discussed in the main text.
IV. WEAK DISPERSION ALONG THE c-AXIS
As noted above, the magnetic excitations at low-
energies are three-dimensional in the sense that they
are peaked in momentum along all three directions.
While the lower energy data was obtained using cold and
thermal triple-axis spectrometers where the momentum
transfer could be tuned to a particular position, the spal-
lation source data depend on the excitations being two
dimensional and therefore the value of L on MAPS varies
with energy transfer (see discussion in Ref. 19).
To check this and over which energy range this approx-
imation is valid, we have measured the c-axis dispersion
in detail on the commensurate Fe1.057(7)Te crystal using
the PUMA thermal triple-axis spectrometer. The results
are illustrated in Fig. S1 taken at 4 K for momentum
positions along ~Q=(12 ,0,0.5) to (
1
2 ,0,1.0). Panel a) shows
the results of gaussian fits plotting the peak position as
a function of momentum transfer. The data show a very
weak dispersion from ∼ 7 meV up to ∼ 10 meV consis-
tent with results presented previously in Ref. 5. Exam-
ple scans are presented in panels b) and c). The vertical
dashed line illustrates the comparatively small change
in the frequency as the momentum transfer is changed
along L. Based on this result of a weak c-axis dispersion
we consider the approximation of two-dimensional spin
excitations to be valid over the energy range probed in
our spallation source data.
V. STRIPE CORRELATIONS AND ONE
DIMENSIONAL SCATTERING
As noted based on the two-dimensional slices presented
in Fig. 1 of the main text, the inward dispersion or “hour-
glass” dispersion marks the cross over from two dimen-
sional excitations to one dimensional. This was quan-
tified as a function of energy for both interstitial iron
concentrations by fitting the K dependence to the form
F (K) ∝ (1 + 2α cos( ~Q · ~b)) multiplied by the iron fac-
tor squared as discussed above to capture the fact that
L is changing as a function of K. Sample fits are shown
in Fig. S2 illustrated weak correlations along K at low
energies (panel a where E=15 ± 1 meV) and the loss of
these correlations at high energies (panel b where E=30
± 1 meV).
VI. PHONON CONTAMINATION OF THE
MAGNETIC SIGNAL
In this section we discuss the possibility for phonon
contamination of the magnetic signal in Fe1+xTe and
steps we have taken to avoid and check for this in our
data.
A. Low-energy phonons and possible magnetic
contamination giving H=0 scattering
During the course of the experiments reported in the
main text, we discovered several spurious excitations near
the dynamic magnetic scattering which later turned out
to be due to phonons. In this section, we report on sev-
eral low-energy phonons up to 30 meV energy transfer
that potentially contaminate the magnetic results. We
have checked that the scattering and in particular the
dispersion relation in the main text is magnetic by com-
paring several different Brillouin zones. Because of the
low-energy phonons, we found spallation data was the
most reliable between the energy ranges of 15- 30 meV
and this was cross checked with thermal triple-axis mea-
surements.
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Fe1+xTe is a highly two dimensional material with lay-
ers weakly held together by van der Waals forces. This is
evidenced by the weak magnetic interactions along the c-
axis discussed and characterized in the previous section.
One phonon branch which gave the appearance of com-
mensurate (H=0) scattering in our experiments was a
low-energy acoustic branch propagating along c. This is
illustrated in Fig. S3 taken on MACS with Ef=3.6 meV.
Panel a) illustrates a constant-Q slice taken along the (±
0.05, 0, L) direction for the incommensurate Fe1.141(5)Te
sample illustrating an acoustic phonon mode with a top
of the band at L=1.5 and 0.5 of ∼ 7 meV. A similar scan
performed for Fe1.057(7)Te at 70 K (panel b) shows the
same phonon mode with possibly a slightly lower maxi-
mum energy. The top of the band in the acoustic phonon
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FIG. S3. A summary of the low-energy c-axis propagating
phonons based upon cold triple-axis data taken on MACS
with Ef=3.6 meV. a) Illustrates a constant energy slice taken
along the (± 0.05, 0, L) direction at T=2 K for the incom-
mensurate (spiral magnetic structure) Fe1.141(5)Te crystal. b)
Illustrates a similar slice taken for commensurate (collinear
magnetic structure) Fe1.057(7)Te.
is very similar to the energy of the gap in the commen-
surate Fe1.057(7)Te sample shown in Fig. 1 in the main
text and appears at L equal to half integer positions.
The problem in terms of measuring magnetic scatter-
ing is further illustrated in Fig. S3 panels c) and d) which
shows constant Q slices for L=-1.5 and -2.5. The growth
in intensity near H=0 with increasing |Q| supports the
fact that the commensurate H=0 scattering originates
from phonons and not magnetism.
B. Phonons at 20-30 meV and possible magnetic
contamination giving strong dispersion
The energy range extending from ∼ 20-30 meV was
found to be difficult to study on thermal triple-axis spec-
trometers where large values of L and H were required
to close the scattering triangle. Similar to the situa-
tion above, we found there were several phonon branches
which crossed the nuclear zone boundary giving the ap-
pearance of a strong dispersion in the magnetic scatter-
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FIG. S4. A T=10 K constant-Q slice illustrating a phonon
branch highlighted by the dashed line.
ing. The problem is demonstrated in Fig. S4 where we
show a constant-Q slice from our MAPS data set on
Fe1.057(7)Te. In this particular experiment, the c axis
was aligned along the incident beam ki. Note that while
both in-plane momentum transfer components, H and
K, are well defined, the out of plane component L varies
with energy transfer. An excitation branch crossing the
magnetic scattering can be seen extending from ∼ 20-30
meV.
The phonon branch seen in Fig. S4 was also observed
in our thermal triple-axis while tracking the magnetic
dispersion in the range of 20-30 meV. Figure S5 shows
a constant-Q slice compiled from a series of constant en-
ergy scans performed on Fe1.141(5)Te in the (HHL) scat-
tering plane. The data show well defined phonons with
a minimum of 20 meV and extending up to ∼ 30 meV
where they cross the nuclear zone boundary but the mag-
netic zone centre. These phonons contaminated several
attempts both on PUMA and HB1 to extend the thermal
triple-axis data into this range. We therefore relied on
spallation source data over this energy range to extract
the magnetic dispersion reported in the main text.
C. Hydrogen related modes contaminating results
at high energies giving apparent crystal field levels
Given the speculation and the large discussion around
the issue whether Fe2+ is in a S=1 or 2 ground state,
we performed a search for higher energy orbital excita-
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FIG. S5. A constant-Q slice compiled from a series of constant
energy scans on HB1 thermal triple-axis spectrometer (Oak
Ridge). A clear phonon branch extending in the range of
20-30 meV can be seen.
tions in the range below ∼ 750 meV using the MARI
direct geometry spectrometer at ISIS (configuration dis-
cussed above). These searches were motivated by the
possibility of spin-orbit transitions and the observation
of similar orbital transitions using neutrons reported re-
cently for Mott insulating NiO and CoO where a ground
state orbital degeneracy exists.21,22 There has also been
the observation of similar high energy modes in super-
conducting YBa2Cu3O6+x which seemed to overlap with
peaks observed using infrared and possibly inelastic reso-
nant x-ray measurements.23,24 The origin of these peaks
in the cuprates is still unclear and as noted in Ref. 12,
there are other scattering possibilities involving hydro-
gen related modes that occur over the same energy range.
Therefore checks need to be performed to determine the
absence of hydrogen scattering and one test which can
be performed on a wide-angle spectrometer like MARI is
to search for a hydrogen recoil line as studied in detailed
and demonstrated on polyethylene.25
We have performed such a test and the results are
shown in Fig. S6. Panels a) and b) show that peaks
are observed at low momentum transfer. Panel c) shows
a representative constant-Q slice showing the presence
of an excitation at ∼ 370 meV. The solid black line
shows the predicted position of the hydrogen recoil line
(Erecoil =
h¯2
(2Mp)
Q2 assuming the impulse approxima-
tion). There are two problems with interpreting this ex-
citation, and indeed the ones at ∼ 170 meV, as magnetic
crystal field or orbital excitations. First, the intensity of
the excitations initially increases with momentum trans-
7FIG. S6. High-incident energy scattering performed on
MARI. a) and b) illustrated one-dimensional cuts integrat-
ing over Q=[0,10] A˚−1. The results show several peaks at
∼ 170 meV and ∼ 370 meV. c) illustrates a constant-Q slice
taken with Ei=750 meV. The solid curve shows the position
of the expected hydrogen recoil line and the presence of in-
tensity along this line indicates that the sample has absorbed
hydrogen in some form.
fer and peaks at around the recoil line in momentum.
Second, as evidenced by intensity around the expected
recoil position there is absorption of hydrogen into the
sample. Based on these two points we conclude that the
sharp excitations represented in Fig. S6 a) and b) are
due to hydrogen modes and not due to orbital transi-
tions. The width of these excitations was found not to
respond to the structural and magnetic transition tem-
peratures in this compound, but was observed to broaden
at high temperatures near room temperature.
Therefore, in summary, we conclude that the high-
energy excitations observed are spurious and due to hy-
drogen absorbed into the sample. The exact chemical
origin of this remains unclear and we note that heating
the sample at 400 K, while pumping, did not decrease
the hydrogen recoil scattering implying that it originates
beyond the surface of the sample and is not due to simply
water absorption.
D. Conclusion from “spurious” phonon scattering
The first conclusion we draw from this analysis is that
there is no measurable low-energyH=0 magnetic scatter-
ing in Fe1+xTe. There is a low-energy c-axis propagating
phonon mode which has a maximum energy position sim-
ilar to the energy scale of the low-energy magnetic fluc-
tuations. The magnetic scattering is therefore confined
near the (π,0) position except at high energies where it
disperse to the zone boundary as discussed in the main
part of the text. This phonon contamination needs to be
accounted for and removed when considering the total
moment and in particular the temperature dependence
of the integrated intensity.
The second conclusion is that the phonon scattering
in the range near 20-30 meV crosses the magnetic zone
centre and mimics a dispersion over this energy range.
We have avoided this problem by cross checking several
different Brillouin zones and performing scattering ex-
periments at the lowest Brillouin zones possible using
chopper spectrometers at spallation sources. We note
that a similar problem was reported in the cuprates and
was raised as a particular concern for triple-axis mea-
surements.26 In those cases detailed calculations were
employed to check the data. The development of new
chopper spectrometers which can be used with high inci-
dent energies and small scattering angles allows a direct
measurement of this.
The third conclusion is that the sharp excitations at
high energies are the result of modes involving hydro-
gen scattering. Again, the use of wide scattering angle
chopper instruments with high incident energies allows a
direct test for hydrogen in the sample.
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