Abstract. We prove the equality of several τ -recurrent sequences, which were first considered by Pellarin, and which have close connections to Drinfeld vectorial modular forms. Our result has several consequences: an A-expansion for the l th power (1 ≤ l ≤ q) of the deformation of the weight 2 Eisenstein series; relations between Drinfeld modular forms with A-expansions; a new proof of relations between special values of Pellarin L-series.
Introduction and Statement of Results
Let q = p e , with p a prime number and e a positive integer. Let A be the polynomial ring F q [θ], K its fraction field and A + the set of monic polynomials in A. Let | · | be the absolute value on K uniquely defined by |a| = q deg θ (a) for a ∈ A, and let K ∞ be the completion of K with respect to | · |, C ∞ be the completion of a fixed algebraic closure of K ∞ . Let B r ⊂ C ∞ be the open disc of radius r centered at 0. The Drinfeld upper half-plane Ω is the set C ∞ \K ∞ together with its rigid analytic structure as in [5, § 1.6 ]. The group Γ := GL 2 (A) acts on Ω by fractional linear transformations. Let φ Car be the Carlitz module defined by φ Car (θ) = θτ 0 + τ . We fixπ ∈ C ∞ , so that the lattice corresponding to the Carlitz module isπA. The exponential function ofπA will be called the Carlitz exponential and will be denoted by eπ A .
Let t be a new variable independent of θ and consider the series
The set of isomorphism classes of rank 2 Drinfeld modules over C ∞ corresponds to Γ\Ω via the well-known equivalence of categories between Drinfeld modules and lattices ( [17, 2.4] ). For z ∈ Ω, let Λ z := zA ⊕ A. The exponential function for Λ z will be written as e Λz (ζ) = ∞ n=0 α n (z)ζ q n , where α n : Ω → C ∞ are functions given explicitly in [2, Thm. Both s 1 , s 2 converge for (z, t) ∈ Ω × B q . For arithmetic consideration it is more convenient to work with normalizations of s 1 and s 2 , namely
Car (t)s 1 (z, t); d 2 (z, t) :=πs
Car (t)s 2 (z, t). The functions d 1 , d 2 converge for any t ∈ C ∞ (see [11, Prop. 19] ).
Let χ t : A → F q [t] be the ring homomorphism defined by χ t (a) = a(t). If α, β are positive integers, then the Pellarin L-function is defined by
Pellarin introduced L(χ α t , β) in [13] as a deformation of the Carlitz zeta function and more general Goss L-functions (see [7, Ch. 8] ). In addition to Pellarin's original paper, the reader can find information about analytic continuation of Pellarin's Lfunction in [8] , and formulas for special values in [14] . In the course of the proof of our main result we will give a new proof of several relations between special values of Pellarin L-functions (see Theorem 3.4).
Let τ : C ∞ ((t)) → C ∞ ((t)) be the field automorphism that fixes t and acts as the q-power Frobenius on elements of C ∞ . If f ∈ C ∞ ((t)), then we will use the notation f (i) for τ i f . For l ∈ N we define the sequence {G l,k } k∈Z by
The primed sum ′ will be used throughout to denote a sum with the term where all summands are zero is omitted. We will prove (Proposition 2.9) that if k ≥ 0 the series defining G l,k is well-defined for all (z, t) ∈ Ω × Bk .
Pellarin explicitly computed {G 1,k } k≥0 in [13, Thm. 4]. The main result of the current paper is the computation of the sequence {G l,k } k≥0 for l in the range 1 ≤ l ≤ q:
The paper is organized as follows. In Section 2 we introduce the necessary background, in particular, vectorial Drinfeld modular forms, their deformations and τ -recurrent sequences. Subsection 2.3 gives a new method for the computation of the coefficients of d 2 based on the theory of shadowed partitions. In Section 3 we prove Theorem 1.1. Finally, Section 4 gives applications of Theorem 1.1 to deformations of Drinfeld modular forms. In particular, Theorem 4.4 gives an A-expansion for E l , 1 ≤ l ≤ q, extending the one given by Pellarin for l = 1, while Corollary 4.8 gives examples of Drinfeld modular forms that are eigenforms and can be expressed as products of eigenforms.
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The 'imaginary distance' |z| i of z ∈ Ω is defined by |z| i := inf x∈K∞ |z − x|. Let u be the normalized uniformizer at 'infinity':
.
We shall say that a rigid-analytic function f : Ω → C ∞ has a u-expansion, if there exists δ f > 0, such that for z ∈ Ω with |z| i > δ f we have
for some n 0 ∈ Z, a n ∈ C ∞ . The function f is said to have an integral u-expansion if n 0 ∈ Z ≥0 . A rigid-analytic function f which satisfies f (z + a) = f (z) for all a ∈ A has a u-expansion and this u-expansion determines f uniquely. For c ∈ A + , set u c := u(cz). We have (see [4, (6. 2)] for instance)
and such that f has an integral u-expansion. The set of Drinfeld modular forms of weight w and type m is a finite-dimensional C ∞ -vector space, which we denote by M w,m .
Among the most important examples of Drinfeld modular forms are
The forms g and h generate the space of Drinfeld modular forms of any weight and type. An important rigid-analytic function, which is not a Drinfeld modular form, but is closely connected with the theory, is Gekeler's 'false Eisenstein series':
The reader can find more about the properties of g, h, △ and E in one of the standard references [4] , [6], [5] . Bosser and Pellarin [1] introduced the concept of almost-A-quasi-modular forms, which encompasses Drinfeld modular forms as well as d 2 and the function
We do not recall the general definition of almost-A-quasi-modular forms ([1, Def. 2.9]) here. The function d 1 does not fall into the framework of almost-A-quasi-modular forms, but the following facts show that it has to be studied together with d 2 when considering modular properties.
(2) The function d 2 has an integral u-expansion: Keeping with Pellarin's notation, let T <r be the Tate algebra of formal power series n≥0 c n t
] that converge for |t| < r. If r = ∞, then we write T ∞ instead of T <∞ . Let R <r be the ring that consists of formal series n≥0 f n t n such that: (1) for all n, f n is a rigid-analytic function Ω → C ∞ ; (2) for all z ∈ Ω,
n is an element of T <r . The fraction field of R := R <1 will be denoted by L, while the fraction field of
Vectorial Modular Forms and τ
The following definition is due to Pellarin.
τ -RECURRENT SEQUENCES AND EISENSTEIN SERIES Definition 2.7. A deformation of vectorial modular form of weight w, dimension s, type m and radius r > 0 associated with the representation ρ is a vector F with entries in R <r , such that
The set of such vectors is denoted by M s w,m (ρ, r). Consider the representation ρ t,1 defined by
and its l th symmetric power ρ t,l := Sym l (ρ t,1 ). By definition ρ t,l = Sym l (ρ t,1 ) can be realized on the vector space of homogeneous polynomials of degree l via
An equivalent (but more 'modular') definition 1 and other properties of E l can be found in [11, Sec 3.3.2] . Part 1 from [11, Prop 21] shows that for γ ∈ Γ, we have
, where TR is the usual matrix transpose. Proposition 2.9. For k ≥ 0, the series defining τ k E l converges for (z, t) ∈ Ω×Bk .
Proof. Note that if f (t) converges for |t| < r, then τ f (t) converges for |t| < r q , thus it suffices to prove the case k = 0. Write |t| = q ǫ , with ǫ < 1. For such t, the series
By property (2.8), we see that, for a ∈ A, E l (z + a) = ME l (z), where M is a matrix that does not depend on z. Therefore the convergence of the series defining E l is not affected by transformations of the form z → z + a, a ∈ A, and so we can assume without loss of generality that |z| = |z| i . For such z, we have |cz+d| = max{|cz|, |d|} for c, d ∈ A. We need to show that the series (2.10)
Since |cz| < |d| implies that |c| → ∞ =⇒ |d| → ∞, the last quantity tends to 0 as |c| → ∞ or |d| → ∞. A similar argument shows that when |cz| > |d| if |c| → ∞ or |d| → ∞ we have
We conclude that for |t| = q ǫ , ǫ < 1, the series (2.10) converges, which finishes the proof.
Property (2.8) and the previous proposition show that
and the modular properties of E l and Φ l imply that for k ≥ 0,
where 1 is the constant map.
Next we recall the theory of τ -recurrent sequences as described in [11, Sec. 2] . Let K be a field together with an infinite order automorphism τ . The fixed field of τ will be denoted by
The space of all τ -recurrent sequences for L is a finite-dimensional K-vector space, which we denote by V (L). The space of solutions to the associated τ -difference equation
Any solution x to (2.12) gives an element of V (L) by simply taking the constant sequence {x} k∈Z . Pellarin shows (see [11, Prop. 10, 11] ) that if x 1 , . . . , x s are K τ -linearly independent elements of K, then there exists an explicit procedure for computing a τ -linear operator L of order s (unique if we assume the normalization A s = 1; else L is unique up to left multiplication) such that
. In addition, for any vector E = (e 1 , . . . , e s ) ∈ K s the sequence G, defined by
belongs to V (L) and any G ∈ V (L) is of this form for a unique
is a τ -recurrent sequence that satisfies the unique normalized τ -difference equation
. Examples: The sequence {G 1,k } k∈Z is a τ -recurrent sequence for (2.14)
and {G 2,k } k∈Z is a τ -recurrent sequence for (2.15)
In [13, Thm. 4] Pellarin determines {G 1,k } k∈Z completely by computing its first two non-negative terms: G 1,0 = −1 and G 1,1 = −g Our main theorem (Theorem 1.1) shows that
Proof. According to [11, Prop. 11] , there exist a, b, c, d
We thus get
Thus, again by the same proposition from [11] , we see that (2.18) is equivalent to (G
The linear independence of (G k ) and (H k ) is equivalent to ad − bc = 0. However, we have the following equality of matrices (C mi ) 0≤i,m≤l = Sym . If S ⊂ Z and j ∈ Z, then let S + j := {i + j : i ∈ S}. Let r, n ∈ N. We define the order r index-shadowed partition of n by P r (n) := (S 1 , S 2 , . . . , S r ) : S i ⊂ {0, 1, . . . , n − 1}, and {S i + j : 1 ≤ i ≤ r, 0 ≤ j ≤ i − 1} form a partition of {0, 1, . . . , n − 1} .
Theorem 2.19. Assume that g and △ have been given by u-expansion approximations valid up to the u q k−1 (q−1) term. For k ≥ 1, we have
Proof. According to Lemma 3.3 from [3], for k ≥ 1 we have
Explicit calculations show that the u-expansion of −G 1,1 agrees with d 2 up to the u (q−1) term and u-expansion of −G 1,2 agrees with d 2 up to the u q(q−1) term. Since −G 1,k is a τ -recurrent sequence for L 1 and L 1 (d 2 ) = 0, it follows by induction that the uexpansion of −G 1,k agrees with d 2 up to the u q k−1 (q−1) term.
3. The Proof of Theorem 1.1
We start the proof of Theorem 1.1 with several lemmas.
Lemma 3.1.
Now the result is a simple computation
Next, we recall Lucas' Theorem [10] which states that for prime p, positive e, and 0 ≤ n 0 , n 1 , . . . , n m , i 0 , i 1 , . . . , i m ≤ p e − 1 we have
We will use Lucas' Theorem in the proof of the next lemma.
Lemma 3.2. For 1 ≤ l ≤ q,
Proof. According to Lemma 3.1, we have
We have used that for 1 ≤ i ≤ l − 1,
≡ 0 in F q , which follows by Lucas' Theorem since in F q we have
Next, we show that this root repeats l times. To that end, we compute for any
since all the binomial coefficients vanish by Lucas' Theorem. This shows that P (X) and
l are equal up to a constant. Substituting X = Y shows that the constant is 1 and finishes the proof.
Lemma 3.3. Let F be a field that contains F q . Let V 1 , . . . , V n be arbitrary elements of F and W 1 , . . . , W n be a set of F q -linearly independent elements of F .
Proof. We will use induction on n. If n = 1, then we have
Assume that the result holds for n − 1. Until the end of the proof, let u 1 , . . . , u n be elements of F q .
First, assume that
where
Note that the linear independence over
is equivalent to that of W j for 1 ≤ j ≤ n. By the induction hypothesis the last expression is equal to
On the other hand,
where the last equality follows from Lemma 3.1. Finally, assume that V n = 0. We compute
The second to last equality is the equality of Goss polynomials
Thus the result for n follows from the result for n − 1, completing the proof.
Lemma 3.3 gives a new proof of the following relations between values of Pellarin L-functions, which are special cases of Theorem 1.3 in [14] .
But we have
and a short calculation gives the result.
We are ready to complete the proof of Theorem 1.1:
Proof. As in the proof of Theorem 3.4, let A(n) = {a ∈ A : deg(a) < n}. Applying Lemma 3.3 with
combining this with (3.5), we see that
4. Consequences of Theorem 1.1
Since G k = (τ k E) · Φ l for a unique vector E (see [11, Prop 10] ) it follows that ′ c,d∈A
The proof is complete by observing that for 0 ≤ j ≤ l:
Remark 4.2. Since G l,k is completely determined by E l one sees that Theorem 4.1 is in fact equivalent to Theorem 1.1.
The result of Theorem 4.1 when j = 0 actually holds for |t| <as long as z is in the neighborhood of 'infinity' Ω 1 := {z ∈ Ω : |z| i > 1}.
Proof. According to [4, (5. If, in addition, |t| <, then |χ t (c)| < q |c| and therefore the series and so by analytic continuation this equality extends to |t| <provided that z ∈ Ω 1 .
Recall that we have defined E as hd (1) 2 . Corollary 5 from [11] shows that for |t| < q Computations with SAGE [16] suggest that this is indeed the case. For example, our computations suggest that for f s = for s = 1, . . . , q, q + 2, q + 3, . . . , q 2 . We hope to return to this topic in future work.
