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SYMMETRY BREAKING OPERATORS FOR LINE BUNDLES OVER
REAL PROJECTIVE SPACES
JAN FRAHM AND CLEMENS WEISKE
Abstract. The space of smooth sections of an equivariant line bundle over the real pro-
jective space RPn forms a natural representation of the group GL(n + 1,R). We explicitly
construct and classify all intertwining operators between such representations of GL(n+1,R)
and its subgroup GL(n,R), intertwining for the subgroup. Intertwining operators of this
form are called symmetry breaking operators, and they describe the occurrence of a rep-
resentation of GL(n,R) inside the restriction of a representation of GL(n + 1,R). In this
way, our results contribute to the study of branching problems for the real reductive pair
(GL(n + 1,R),GL(n,R)).
The analogous classification is carried out for intertwining operators between algebraic sec-
tions of line bundles, where the Lie group action of GL(n,R) is replaced by the action of its
Lie algebra gl(n,R), and it turns out that all intertwining operators arise as restrictions of
operators between smooth sections.
Introduction
The real projective space RPn is in a natural way a homogeneous spaces for the general
linear group GL(n+1,R). This induces natural representations of GL(n+1,R) on functions, or
more generally sections of equivariant vector bundles over RPn. The equivariant line bundles
L over RPn are essentially parametrized by two complex numbers, and the corresponding
linear actions of GL(n+ 1,R) on smooth sections C∞(RPn,L) form a two-parameter family
of generically irreducible smooth representations.
One natural question to ask in this context is how two such representations are related, or
more precisely: for which equivariant line bundles L,L′ over RPn does there exist a non-trivial
(continuous) linear operator
A : C∞(RPn,L)→ C∞(RPn,L′)
which respects the action of GL(n+1,R)? For n ≥ 2, it turns out that apart from the trivial
case L ∼= L′, this only occurs for L = Λn(RPn) the top form bundle and L′ = RPn × C the
trivial bundle, in which case the integration of differential forms produces a non-trivial linear
map with one-dimensional image, the constant functions on RPn (see e.g. [5, 17]).
A much richer analysis arises if one allows line bundles over projective spaces of different
dimensions. For this we consider the subgroup GL(n,R) of GL(n + 1,R) stabilizing the last
standard basis vector. Given equivariant line bundles L over RPn and L′ over RPn−1 one
may ask for (continuous) linear operators
A : C∞(RPn,L)→ C∞(RPn−1,L′)
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which respect the action of the smaller group GL(n,R). In this paper we classify all such
operators and give explicit formulas for them in terms of their distribution kernels. We further
study the corresponding algebraic question, replacing smooth sections by regular sections in
the sense of algebraic geometry, and replacing the group action by the Lie algebra action of
gl(n,R).
In the language of representation theory of real reductive groups, the action of GL(n +
1,R) on C∞(RPn,L) defines a generalized principal series representation, since it can be
constructed as a representation induced from a (maximal) parabolic subgroup. Such families
of representations play a major role in representation theory, and they are one of the main
ingredients for the classification of irreducible smooth representations. Intertwining operators
between principal series of a real reductive group G and a subgroup G′ have only recently
attracted more attention in the context of branching problems as advocated by Kobayashi [9]
in his ABC-program. Our results can be viewed as a contribution to this program for the real
reductive pair (GL(n + 1,R),GL(n,R)), similar to the recent contributions [10, 13, 14, 16]
for the pair (G,G′) = (O(n + 1, 1),O(n, 1)) and [11] for the pair (G,G′) = (O(p + 1, q +
1),O(p, q + 1)).
Let us now describe our results in more detail.
Symmetry breaking operators. Let n ≥ 2. The general linear group GL(n + 1,R) acts
transitively on the real projective space RPn by g · [x] = [gx], where we write [x] = Rx ∈
RPn for the line through x ∈ Rn+1 \ {0}. This action induces a family of representations
πλ of GL(n + 1,R) on the space C∞(RPn) of smooth functions on RPn, parametrized by
λ = (λ1, λ2) ∈ C2:
πλ(g)ϕ([x]) :=
(
|g−1x|
|x|
)−λ1−ρ1
|det g−1|−λ2−ρ2ϕ([g−1x]) (0.1)
for ϕ ∈ C∞(RPn), x ∈ Rn+1 and g ∈ GL(n + 1,R). Here (ρ1, ρ2) = (n+12 ,−12) is chosen such
that πλ extends to an irreducible unitary representation on L2(RPn) for λ ∈ (iR)2.
A more natural construction of the representations πλ is in terms of line bundles. There
exists a family of equivariant line bundles Lλ → RPn, and GL(n+1,R) acts naturally on the
space C∞(RPn,Lλ) of smooth sections. Trivializing the line bundle identifies C∞(RPn,Lλ) ∼=
C∞(RPn), and under this identification the action πλ on C∞(RPn) corresponds to the natural
action of GL(n + 1,R) on C∞(RPn,Lλ)
In the same way we define a family of representations τν of the group GL(n,R) on the
space C∞(RPn−1), parametrized by ν = (ν1, ν2) ∈ C2:
τν(h)ψ([y]) :=
(
|h−1y|
|y|
)−ν1−ρ′1
|deth−1|−ν2−ρ′2ψ([h−1y])
for ψ ∈ C∞(RPn−1), y ∈ Rn and h ∈ GL(n,R), where (ρ′1, ρ′2) = (n2 ,−12 ) ∈ C2. We view
GL(n,R) as the subgroup of GL(n+ 1,R) fixing the last standard basis vector en+1 ∈ Rn+1.
Consider the space
H∞(λ, ν) := {A : C∞(RPn)→ C∞(RPn−1) continuous and linear :
A ◦ πλ(g) = τν(g) ◦A ∀ g ∈ GL(n,R)}
of operators respecting the actions πλ and τν . Such operators are also called symmetry
breaking operators, a term coined by Kobayashi [9], and they describe the occurrence of the
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representation τν inside the restriction of πλ to the subgroup GL(n,R) ⊆ GL(n+ 1,R). It is
therefore natural to ask the following questions:
Q1: For which parameters λ, ν ∈ C2 is H∞(λ, ν) 6= {0}?
Q2: If H∞(λ, ν) 6= {0}, what is its dimension?
Q3: What are explicit bases of the non-trivial spaces?
Our first main result gives a complete answer to the first two questions Q1 and Q2 (see
Theorem 2.5 and Proposition 2.7):
Theorem A (Multiplicities). If dimH∞(λ, ν) 6= 0 then either
λ2 + ρ2 = ν2 + ρ′2 or λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1.
For λ2 + ρ2 = ν2 + ρ′2 the dimension is given by
dimH∞(λ, ν) =
{
1 for (λ1, ν1) /∈ L,
2 for (λ1, ν1) ∈ L,
where L = {(−ρ1 − 2i,−ρ′1 − 2j) ∈ C2 : i, j ∈ Z≥0, j ≤ i}, and for λ2− ρ2− ν2− ρ′2 = ν1+ ρ′1
it is given by
dimH∞(λ, ν) =

1 for n = 2,
1 for n ≥ 3 and ν1 = −ρ′1,
0 otherwise.
To describe an explicit basis of H∞(λ, ν) we define families of operators C∞(RPn) →
C∞(RPn−1) by
Aλ,νϕ([y]) =
∫
S1
|ω1|ν1+ρ
′
1−1|ω2|λ1+ρ1−ν1−ρ
′
1−1
2Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ
([
ω1
y
|y| : ω2
])
d(ω1, ω2),
Bλ,νϕ([y]) =
1
2Γ(λ1−ρ1+12 )
∫
Sn
|ωn+1|λ1−ρ1ϕ([ω])dω,
and for n = 2 additionally
Cλ,νϕ([y]) =
∫
S2
∣∣∣ω2y1|y| − ω1y2|y| ∣∣∣−ν1−ρ′1 |ω3|λ1+ρ1+ν1−ρ′1−1
2Γ(−ν1−ρ
′
1+1
2 )Γ(
λ1+ρ1+ν1−ρ′1
2 )
ϕ([ω])dω,
where ϕ ∈ C∞(RPn) and [y] ∈ RPn−1. Note that Bλ,νϕ is always a constant function. The
normalizing gamma factors are chosen so that Aλ,ν , Bλ,ν and Cλ,ν depend holomorphically
on λ, ν ∈ C2. It turns out that Bλ,ν , Cλ,ν 6= 0 for all λ, ν ∈ C2, but Aλ,ν = 0 if and
only if (λ1, ν1) ∈ L. Therefore, we define two additional families of operators. First, for
ν1 = −ρ′1 − 2j, j ∈ Z≥0, we let
A
(1)
λ,νϕ([y]) = |y|ν1+ρ
′
1
d2j
dt2j
∣∣∣∣
t=0
|(ty, 1)|−λ1−ρ1ϕ([ty : 1]),
and for λ1 + ρ1 − ν1 − ρ′1 = −2N , N ∈ Z≥0, we define
A
(2)
λ,νϕ([y]) = |y|ν1+ρ
′
1
d2N
dt2N
∣∣∣∣
t=0
|(y, t)|−λ1−ρ1ϕ([y : t]).
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For instance, if λ1 + ρ1 − ν1 − ρ′1 = 0, the operator A(2)λ,ν is simply restricting a function on
RPn to RPn−1 ⊆ RPn.
In Theorem 2.13 we give a complete answer to Q3:
Theorem B (Symmetry breaking operators). For λ2 + ρ2 = ν2 + ρ′2 we have
H∞(λ, ν) =
{
CAλ,ν for (λ1, ν1) /∈ L,
CA
(1)
λ,ν ⊕ CA(2)λ,ν for (λ1, ν1) ∈ L.
and for λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1:
H∞(λ, ν)
{
CCλ,ν for n = 2,
CBλ,ν for n ≥ 3 and ν1 = −ρ′1.
Although Aλ,ν = 0 for (λ1, ν1) ∈ L, the families A(1)λ,ν and A(2)λ,ν can be obtained as residues
of Aλ,ν along certain one-dimensional affine complex subspaces through (λ1, ν1) ∈ C2 (see
Corollary 2.6):
Theorem C (Residue Formulas). The following residue formulas hold:
Aλ,ν = (−1)j j!
(2j)!Γ(λ1+ρ1−ν1−ρ
′
1
2 )
A
(1)
λ,ν for ν1 = −ρ′1 − 2j,
Aλ,ν = (−1)N N !
(2N)!Γ(ν1+ρ
′
1
2 )
A
(2)
λ,ν for λ1 + ρ1 − ν1 − ρ′1 = 2N.
For n = 2 we further have the following relations:
Aλ,ν =
1√
π
Cλ,ν for ν1 + ρ
′
1 = −2ρ2,
Bλ,ν =
√
πCλ,ν for ν1 + ρ′1 = 0.
Algebraic symmetry breaking operators. The problem of constructing and classifying
symmetry breaking operators can also be studied in an algebraic framework. The represen-
tation πλ of GL(n+ 1,R) induces by differentiation an action of the Lie algebra gl(n+ 1,R)
on the space of regular functions C[RPn] on RPn which we also denote by πλ. Similarly τν
induces an action of gl(n,R) on C[RPn−1] and we consider the space
Halg(λ, ν) := {T : C[RPn]→ C[RPn−1] linear : T ◦ πλ(X) = τν(X) ◦ T ∀X ∈ gl(n,R)}
to which we refer as algebraic symmetry breaking operators. Every symmetry breaking op-
erator induces an algebraic symmetry breaking operator by restriction, and since C[RPn] is
dense in C∞(RPn) the restriction map
H∞(λ, ν) →֒ Halg(λ, ν), A 7→ A|C[RPn]
is injective. In particular we have the following basic inequality between multiplicities in the
smooth and in the algebraic setting:
dimH∞(λ, ν) ≤ dimHalg(λ, ν). (0.2)
In Section 4 we study algebraic symmetry breaking operators in detail and show in particular
that the multiplicities are actually equal, or in other words, algebraic symmetry breaking
operators are automatically continuous (see Theorem 4.10):
Theorem D. The restriction map H∞(λ, ν)→ Halg(λ, ν) is a bijection for all λ, ν ∈ C2.
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Representation theoretic context. The representations πλ and τν belong to the so-called
generalized principal series of the reductive Lie groups G = GL(n+ 1,R) and G′ = GL(n,R).
Principal series representations are induced from a parabolic subgroup, which is in this case of
πλ a maximal parabolic subgroup P ⊆ G such that G/P ∼= RPn. In representation theoretic
language, the space of symmetry breaking operators can be written as
H∞(λ, ν) = HomG′(πλ|G′ , τν),
the space of intertwining operators between the restriction πλ|G′ of the representation πλ
to the subgroup G′ and the representation τν . Its dimension is called multiplicity of τν in
πλ, and it describes how often τν occurs as a quotient of πλ|G′ . In this way, the study of
symmetry breaking operators can also be seen as a contribution to branching problems, i.e.
the decomposition of restricted representations. In his ABC-program for branching problems,
Kobayashi [9] initiated the systematic study of symmetry breaking operators, and our natural
questions Q1, Q2 and Q3 can be viewed as a contribution to part B and C of his program.
Also algebraic symmetry breaking operators have a representation theoretic interpretation.
The orthogonal group K = O(n + 1) ⊆ G is a maximal compact subgroup of G and the
restriction of πλ to K is the natural representation of O(n + 1) on C∞(RPn). In particular,
it is independent of λ and the regular functions on RPn are precisely those which generate a
finite-dimensional representation of K. Therefore, C[RPn] carries both an action of K and an
action of the Lie algebra g = gl(n+1,R) by differentiation, and these actions are compatible.
This defines on C[RPn] the structure of a (g,K)-module, also called the underlying Harish-
Chandra module of πλ and denoted by (πλ)HC.
In the same way, the representation τν of G′ = GL(n,R) on C∞(RPn−1) induces the
structure of a (g′,K ′)-module on C[RPn−1], where g′ = gl(n,R) and K ′ = O(n) ⊆ G′.
Denoting this Harish-Chandra module by (τν)HC, the space of algebraic symmetry breaking
operators can be written as
Halg(λ, ν) = Hom(g′,K ′)((πλ)HC|(g′,K ′), (τν)HC),
the space of intertwining operators for the actions of g′ and K ′. In this language, Theorem D
confirms for our particular representations a conjecture by Kobayashi, which states that for
arbitrary real reductive groups G and G′ the restriction
HomG′(π|G′ , τ)→ Hom(g′,K ′)(πHC|(g′,K ′), τHC)
is an isomorphism for all admissible smooth representations π of G and τ of G′ if the homo-
geneous space (G×G′)/diag(G′) is real spherical (see [8, Remark 10.2 (4)]).
Multiplicities and symmetry breaking operators between irreducible subquo-
tients. Generically, the representations πλ and τν are irreducible, but for certain singular
parameters λ, ν ∈ C2 they have composition series of length 2 (see Lemma 4.3). The same
questions Q1, Q2 and Q3 can be asked for the corresponding subrepresentations and quo-
tients of πλ and τν at reducibility points. In Theorem 4.14 we determine multiplicities and
explicit symmetry breaking operators between all subrepresentations and quotients, and show
in particular that also in this case every algebraic symmetry breaking operator is automati-
cally continuous.
Structure of this article. In Section 1 we introduce the necessary notation and briefly
describe how the main results of this paper are proven. The construction and classification
of symmetry breaking operators between the smooth representations πλ and τν is achieved in
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Section 2 where Theorems A, B and C are shown. Here we also obtain a description of all
symmetry breaking operators in the non-compact picture (see Theorem 2.12) as well as explicit
formulas for the action on each K-type (see Lemma 2.17). Section 3 is concerned with a
general combinatorial characterization of algebraic symmetry breaking operators, generalizing
some of the results in [15] from semisimple groups to reductive groups, and also treating
operators between subquotients of principal series representations. Finally, in Section 4 we
apply this combinatorial characterization to the case (G,G′) = (GL(n + 1,R),GL(n,R)) to
prove Theorem D and compute the multiplicities between all possible subquotients of πλ and
τν (see Theorem 4.14). In the appendix we collect some elementary facts about homogeneous
distributions on Rn, Gegenbauer polynomials and spherical harmonics.
The results in Sections 3 and 4 were obtained in the second author’s Master thesis [20].
1. Symmetry breaking operators between generalized principal series
Let us explain a general setting to study symmetry breaking operators into which the real
reductive pair (G,G′) = (GL(n + 1,R),GL(n,R)) fits.
1.1. Generalized principal series representations. Let G be a real reductive Lie group
and P ⊆ G a parabolic subgroup with Langlands decomposition P =MAN . We write g, m,
a and n for the Lie algebras of G, M , A and N .
For any finite-dimensional representation (ξ, Vξ) of M and any λ ∈ a∗C, the tensor product
ξ ⊗ eλ ⊗ 1 is a representation of P = MAN on Vξ and we form the induced representation
(smooth normalized parabolic induction)
πξ,λ = IndGP (ξ ⊗ eλ ⊗ 1)
which is called a generalized principal series representation. It is given by the left-regular
action on the space
Iξ,λ(G) = {F ∈ C∞(G,Vξ) : F (gman) = a−ρ−λξ(m)−1F (g)∀ g ∈ G,man ∈ P},
where ρ = 12 tr ad|n ∈ a∗. A more geometric realization of πξ,λ is as sections of a certain vector
bundle. For this let Vξ,λ denote the representation ξ⊗eλ+ρ⊗1 on Vξ and form the equivariant
vector bundle
Vξ,λ = G×P Vξ,λ → G/P,
then Iξ,λ(G) ∼= C∞(G/P,Vξ,λ) as G-representations.
1.1.1. The compact picture. We choose a Cartan involution θ that leaves MA invariant, then
the fixed point group K = Gθ of θ is a maximal compact subgroup of G and K ∩P = K ∩M
is a maximal compact subgroup of M . On the Lie algebra level, the involution θ induces a
the Cartan decomposition g = k⊕ s with k the (+1)-eigenspace and s the (−1)-eigenspace of
θ. The subspace k is precisely the Lie algebra of K.
By the Iwasawa decomposition we have G = KP , so that restricting to K defines an
isomorphism from Iξ,λ(G) to
Iξ(K) = {F ∈ C∞(K,Vξ) : F (km) = ξ(m)−1F (k)∀ k ∈ K,m ∈ K ∩M}.
This space is independent of λ and by abuse of notation we also denote by πξ,λ the repre-
sentation of G on Iξ(K) which makes the restriction map Iξ,λ(G) → Iξ(K) equivariant. The
realization (πξ,λ, Iξ(K)) is called the compact picture.
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1.1.2. The non-compact picture. Let N¯ := θN be the nilradical of the parabolic subgroup
opposite to P . Yet another realization of πξ,λ is obtained by restricting functions in Iξ,λ(G)
to N¯ . Since N¯P is an open dense subspace of G, restriction to N¯ defines an isomorphism
Iξ,λ(G) → Iξ,λ(N¯ ) onto a subspace Iξ,λ(N¯ ) ⊆ C∞(N¯ ) which contains the Schwartz space
S(N¯). This realization is called the non-compact picture of πξ,λ.
1.2. Symmetry breaking operators. LetG′ ⊆ G be a reductive subgroup, P ′ =M ′A′N ′ ⊆
G′ a parabolic subgroup and g′, m′, a′ and n′ the corresponding Lie algebras. As above we
form generalized principal series representations
τη,ν = IndG
′
P ′(η ⊗ eν ⊗ 1)
associated to finite-dimensional representations (η,Wη) of M ′ and ν ∈ (a′)∗C, and realize them
in three different ways, on Jη,ν(G′), Jη(K ′) and Jη,ν(N¯ ′). For the latter two realizations we
assume that G′ and M ′A′ are θ-stable, then K ′ = K ∩G′ is a maximal compact subgroup of
G′ and N¯ ′ = θN ′ the nilradical opposite to N ′. For later purpose we write g′ = k′⊕ s′ for the
corresponding Cartan decomposition of g′.
Consider the space
HomG′(πξ,λ|G′ , τη,ν)
of continuous intertwining operators between the restricted representation πξ,λ|G′ and τη,ν .
Such operators are also called symmetry breaking operators by Kobayashi [9], since they
describe the occurrence of τη,ν as a quotient of πξ,λ|G′ . One way to study symmetry breaking
operators is in terms of their distribution kernels. For this it is most convenient to realize
both representations as section of equivariant vector bundles.
Let ρ′ = 12 tr ad|n′ and denote by Wη,ν the representation η ⊗ eν+ρ
′ ⊗ 1 of P ′ on Wη. Then
Jη,ν(G′) ∼= C∞(G′/P ′,Wη,ν), where Wη,ν = G′ ×P ′ Wη,ν → G′/P ′. In this realization
HomG′(πξ,λ|G′ , τη,ν) = HomG′(C∞(G/P,Vξ,λ), C∞(G′/P ′,Wη,ν)).
By the Schwartz Kernel Theorem, every continuous linear operator between C∞(G/P,Vξ,λ)
and C∞(G′/P ′,Wη,ν) is given by a distribution section of the vector bundle Vξ∗,−λ⊗Wη,ν over
G/P ×G′/P ′, where ξ∗ denotes the representation contragredient to ξ. The G′-equivariance
of the operator then translates to an invariance property for the distribution. Since G′ acts
transitively on G′/P ′, the distribution section can be viewed as a section on G/P with certain
invariance properties. The precise statement is:
Theorem 1.1 ([13, Proposition 3.2]). There is a natural bijection
HomG′(πξ,λ|G′ , τη,ν) ∼−→ (D′(G/P,Vξ∗,−λ)⊗Wη,ν)P ′ , A 7→ uA.
As in [13] we use generalized functions instead of distributions, so that D′(G/P,Vξ∗,−λ) is
the continuous dual space of C∞(G/P,Vξ,λ). Then a distribution uA ∈ (D′(G/P,Vξ∗,−λ) ⊗
Wη,ν)P
′
defines a symmetry breaking operator A : C∞(G/P,Vξ,λ)→ C∞(G′/P ′,Wη,ν) by
Aϕ(h) = 〈uA, ϕ(h · )〉, ϕ ∈ C∞(G/P,Vξ,λ). (1.1)
In Section 2 we classify all symmetry breaking operators for the pair (G,G′) = (GL(n +
1,R),GL(n,R)) and certain generalized principal series in terms of their distribution kernels.
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1.3. Algebraic symmetry breaking operators. The algebraic counterpart of the smooth
representation πξ,λ is its underlying (g,K)-module (πξ,λ)HC. This is a representation of the Lie
algebra g of G and the maximal compact subgroup K such that both actions are compatible.
The representation space of the underlying (g,K)-module is the subspace consisting of K-
finite vectors, i.e. vectors which generate a finite-dimensional representation of K.
The structure of the underlying Harish-Chandra module is most easily seen in the compact
picture, and we let
I := Iξ(K)K-finite
be the subspace of K-finite vectors in Iξ(K). Abusing notation, we denote the g-action on I
also by πξ,λ. The restriction πξ,λ|K is independent of λ, and the K-module I is completely
reducible. It decomposes as
I =
⊕
α∈Kˆ
I(α),
where I(α) is the α-isotypic component of I.
Similarly the underlying (g′,K ′)-module (τη,ν)HC of τη,ν is realized on the space J :=
Jη(K ′)K ′-finite of K ′-finite vectors in Jη(K ′), which decomposes into K ′-isotypic components
as
J =
⊕
α′∈Kˆ ′
J (α′).
The algebraic version of the space of symmetry breaking operators is
Hom(g′,K ′)((πξ,λ)HC|(g′,K ′), (τη,ν)HC),
the space of all linear maps I → J which intertwine the Lie algebra actions πξ,λ|g′ and τη,ν
of g′ as well as the group actions πξ,λ|K ′ and τη,ν |K ′ of K ′.
Let us assume the following three multiplicity-freeness properties:
dimHomK(α,I) ≤ 1, dimHomK ′(α′,J ) ≤ 1, dimHomK ′(I(α),J (α′)) ≤ 1, (1.2)
for all α ∈ Kˆ, α′ ∈ Kˆ ′. Then all isotypic components I(α) and J (α′) are either trivial
or irreducible, and further every K-type I(α) decomposes under the action of K ′ into a
multiplicity-free direct sum
I(α) =
⊕
α′∈Kˆ ′
I(α,α′)
where I(α,α′) is the α′-isotypic component of I(α).
Now let T : I → J be a symmetry breaking operator, then T is in particular K ′-
intertwining. By Schur’s Lemma, each summand I(α,α′) is mapped into J (α′). Since J (α′)
is either trivial or irreducible, the restriction
T |I(α,α′) : I(α,α′)→ J (α′)
must either be trivial or a K ′-equivariant isomorphism, and in the latter case it is unique
up to scalar multiples. For all pairs (α,α′) ∈ Kˆ × Kˆ ′ with I(α,α′),J (α′) 6= {0} let us fix a
K ′-isomorphism
Rα,α′ : I(α,α′)→ J (α′), (1.3)
then every K ′-equivariant linear map T : I → J is uniquely determined by a sequence of
scalars (tα,α) such that
T |I(α,α′) = tα,α′ ·Rα,α′ .
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In Section 3 we reformulate the additional property that T is intertwining for the Lie
algebra representations πξ,λ|g′ and τη,ν of g′ in terms of a system of linear relations that the
sequence (tα,α′) has to satisfy. This was previously done in [15] for the case of semisimple
groups, and we generalized these ideas to reductive groups. Further, we systematically extend
this characterization to the case of symmetry breaking operators between submodules and
quotients of principal series. These general techniques are applied in Section 4 to the pair of
groups (G,G′) = (GL(n+ 1,R),GL(n,R)).
2. Smooth symmetry breaking for of the general linear group
In this section we classify all symmetry breaking operators between generalized principal
series of G = GL(n + 1,R) and G′ = GL(n,R) in terms of their distribution kernels. This
proves Theorems A, B and C.
2.1. Generalized principal series representations. From now on let n ≥ 2. We fix
the necessary notation for the groups we consider. Let G = GL(n+ 1,R) be the group of
invertible (n + 1) × (n + 1) matrices with real entries. The group G acts transitively on the
real projective space
RPn = {[x] = Rx : x ∈ Rn+1 \ {0}}
by g · [x] = [gx]. The stabilizer P of the line [e1] through the first standard basis vector e1 =
(1, 0, . . . , 0) is a maximal parabolic subgroup of G. Its Langlands decomposition P = MAN
is given by A = {diag(x, x′, . . . , x′) : x, x′ ∈ R>0}, N the unipotent group of matrices of the
form 
1 ∗ · · · ∗
0
1n
...
0

and M isomorphic to {±1} × SL±(n,R) realized in GL(n+ 1,R) as matrices of the form
±1 0 · · · 0
0
h
...
0

with h ∈ SL±(n,R). In particular, MA = GL(1,R) ×GL(n,R).
Let G′ ⊆ G be the subgroup of matrices whose last row and column is the last standard
basis vector en+1 of Rn+1, then G′ ∼= GL(n,R). With this identification we consider from
now on GL(n,R) as a subgroup of G. Then P ′ = P ∩G′ = M ′A′N ′ is maximal parabolic in
G′ with M ′ =M ∩G′ isomorphic to {±1} × SL±(n− 1,R), A′ = {diag(y, y′, . . . y′, 1) : y, y′ ∈
R>0} ⊆ MA and N ′ = N ∩G′. The orbit G′ · [e1] ∼= G′/P ′ inside RPn is the real projective
space RPn−1, viewed as the subspace {[x1 : . . . : xn : 0] : (x1, . . . , xn) ∈ Rn \ {0}}.
Let K ⊆ G and K ′ ⊆ G denote the maximal compact subgroups O(n+ 1) and O(n)
belonging to the Cartan involution θ(X) = −X⊤ on g. Then the (−1)-eigenspace s of θ
in g is the space of symmetric matrices. Further, G = KP and G′ = K ′P ′ and therefore
G/P ∼= K/(K ∩M) and G′/P ′ ∼= K ′/(K ′ ∩M ′).
Let λ ∈ a∗C and ν ∈ (a′C)∗. Let X = diag(1,− 1n , . . . ,− 1n), Y = diag(0, 1n , . . . , 1n) ∈ a and
X ′ = diag(1,− 1
n−1 , . . . ,− 1n−1 , 0), Y ′ = diag(0, 1n−1 , . . . , 1n−1 , 0) ∈ a′ We identify a∗C ∼= C2 and
(a′C)
∗ ∼= C2 via λ 7→ (λ1, λ2) = (λ(X), λ(Y )) and ν 7→ (ν1, ν2) = (ν(X ′), ν(Y ′)). Then for
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l = diag(a, h) ∈ MA, a ∈ R×, h ∈ GL(n− 1,R) and l′ = diag(a′, h′, 1) ∈ A′, a′ ∈ R×,
h′ ∈ GL(n− 1,R) we have
lλ = |a|λ1 |det l|λ2, (l′)ν = |a′|ν1|det l′|ν2, (2.1)
For ρ ∈ a∗ and ρ′ ∈ (a′)∗ this means ρ1 = n+12 , ρ′1 = n2 , ρ2 = ρ′2 = −12 .
Let 1 be the trivial M resp. M ′ representation. We consider the representations
πλ = IndGP (1⊗ eλ ⊗ 1) and τν = IndG
′
P ′(1⊗ eν ⊗ 1),
and use the notation Iλ := I1,λ reps Jν := J1,ν for the three different pictures as described in
Section 1.1.
2.2. The P ′-orbits in G/P . Let b0 = [1 : 0 : . . . : 0] ∈ RPn ∼= G/P , then N¯b0 is open and
dense in G/P . For x ∈ Rn let
nx :=

1 xT
0
1n
...
0
 ∈ N,
and let n¯x := nTx ∈ N¯ . Then n¯xb0 = [1 : x] and N¯b0 = {[v1 : . . . : vn+1] ∈ RPn : v1 6= 0}.
Hence we have an embedding of Rn into G/P :
ψ1 : Rn N¯ GupslopeP , x 7→ n¯x · b0.∼
·b0
In [13, Theorem 3.16] the study of P ′-equivariant distributions on G/P was reduced to the
open cell N¯b0 under the condition that P ′N¯P = G, i.e. every P ′-orbit in G/P intersects N¯b0.
This condition is not satisfied in the present situation as the following description of P ′-orbits
in G/P shows.
Corollary 2.1. The orbits of the left action of P ′ in G/P ∼= RPn are given by
• O1 = O¯1 = P ′.[1 : 0 : . . . : 0] = {[1 : 0 : . . . : 0]}
• O2 = O¯2 = P ′.[0 : . . . : 0 : 1] = {[0 : . . . : 0 : 1]}
• O3 = P ′.[1 : 0 : . . . : 0 : 1] = {[v1 : 0 : . . . : 0 : 1] : v1 ∈ R×} ∼= RP1 \ (O1 ∪O2)
• O4 = P ′.[0 : 1 : 0 : . . . : 0] = {[v1 : v : 0] : v1 ∈ R, v ∈ Rn−1 \ {0} ∼= RPn−1 \ O1
• O5 = P ′.[0 : . . . : 0 : 1 : 1] = {[v1 : v : 1] : v1 ∈ R, v ∈ Rn−1 \ {0}} ∼= RPn \ (O1 ∪ O2 ∪
O3 ∪ O4)
The closure relations of the orbits are given in the following diagram, where
A
|
B
m means B is
a subvariety of A¯ of co-dimension m.
O5
O3
O4
O1O2
1 1
n − 1
1
n − 1
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Since the closed orbit O2 does not intersect the open cell U1 = N¯b0 we need to consider
an additional open subset of G/P which intersects O2. A convenient choice is obtained by
translating U1 with a certain Weyl group element. Let
w0 =
0 0 10 1n−1 0
1 0 0
 ∈ K.
Then the map
ψ2 : Rn w0N¯ GupslopeP, x 7→ w0n¯x · b0∼
·b0
is a diffeomorphism onto the open subset U2 = w0N¯b0 = {[v1 : . . . : vn+1] ∈ RPn : vn+1 6= 0}.
Let Rnxn := {(x′, xn) ∈ Rn : x′ ∈ Rn−1, xn 6= 0}. Then the map φ : Rnxn → Rnxn , (x′, xn) 7→
(x−1n x
′, x−1n ) is a diffeomorphism which makes the following diagram commute:
Rnxn
GupslopeP
Rnxn
ψ1
φ
ψ2 (2.2)
In particular, ψ1(Rnxn) = ψ2(R
n
xn
) = U1 ∩ U2.
Lemma 2.2. We have G = P ′N¯P ∪ P ′w0N¯P .
Proof. By Corollary 2.1 the set U1 = {[v1 : . . . : vn+1] ∈ RPn : v1 6= 0} meets all P ′ orbits in
G/P except for O2, which is contained in U2 = {[v1 : . . . : vn+1] ∈ RPn : vn+1 6= 0}. 
2.3. Invariant distribution kernels on open cells. The open subsets U1, U2 ⊆ G/P are
particularly suitable to study the P ′-action on D′(G/P,V1,−λ) since they are invariant under
the action of M ′A′ as the following lemma shows:
Lemma 2.3. We have (i) M ′A′N¯P ⊆ N¯P , M ′A′N ′w0N¯P ⊆ w0N¯P and (ii) w0P ′w0 ⊆ P .
Proof. For l = diag(a, h, 1) ∈M ′A′, a ∈ R×, h ∈ GL(n− 1,R) and n¯x ∈ N¯ with x = (x′, xn) ∈
Rn−1 × R:
ln¯x = n¯(a−1hx′,a−1xn)l ∈ N¯P, lw0n¯x = w0n¯(hx′,axn) diag(1, h, a) ∈ w0N¯P. (2.3)
Let y = (y′, 0) ∈ Rn−1 × {0} such that ny ∈ N ′. Then
nyw0n¯x = w0n¯((x′,xn+(y′)T x′))
1 0 00 1n−1 0
0 y′ 1
 ∈ w0N¯P. (2.4)
Further we have w0lw−10 = diag(1, h, a) ∈ P and
w0nyw
−1
0 =
1 0 00 1n−1 0
0 y′ 1
 ∈ P. 
For every open subset U ⊆ G/P the G-action on D′(G/P,V1,−λ) induces an infinitesimal
g-action on D′(U,V1,−λ|U ) by vector fields. Let i = 1, 2, then U = Ui is open and M ′A′-
invariant. By Lemma 2.3 we have an (g,M ′A′)-action on D′(Ui,V1,−λ|Ui), such that the
restriction
D′(G/P,V1,−λ)→ D′(Ui,V1,−λ|Ui), u 7→ u|Ui (2.5)
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is (g,M ′A′)-equivariant. Using the diffeomorphism ψi : Rn → Ui we can identify Ui with Rn
and trivialize V1,−λ|Ui to obtain an isomorphism
ψ∗i : D′(Ui,V1,−λ|Ui)→ D′(Rn). (2.6)
This induces a (g,M ′A′)-action σ˜iλ on D′(Rn) that makes the isomorphism (2.6) intertwining.
Then the action σiλ,ν = σ˜
i
λ|(n′,M ′A′) ⊗W1,ν makes the isomorphism
D′(Ui,V1,−λ|Ui)⊗W1,ν → D′(Rn). (2.7)
(n′,M ′A′)-equivariant.
Lemma 2.4. Let u ∈ D′(U1 ∩ U2,V1,−λ|U1∩U2). Then
u(n¯xb0) = |xn|λ1−ρ1u(w0n¯φ(x)b0) ∀x ∈ Rnxn .
Proof. First we note that xn 6= 0 for all n¯xb0 ∈ U1 ∩ U2 = N¯b0 ∩w0N¯b0. We have
n¯x = w0n¯φ(x)
xn 0 10 1n−1 −x−1n x′
0 0 −x−1n
 ∈ w0N¯P.
Then (2.1) implies the statement. 
Write
D′(Rn)iλ,ν =
{
u ∈ D′(Rn) : σ
i
λ,ν(g)u = u∀ g ∈M ′A′
σiλ,ν(X)u = 0∀X ∈ n′
}
(i = 1, 2)
for the subspaces of invariant distributions. The following result is a generalization of [13,
Theorem 3.16] to the case where the open dense Bruhat cell U1 = N¯b0 ⊆ G/P does not meet
every P ′-orbit.
Theorem 2.5. The linear map
(D′(G/P,V1,−λ)⊗W1,ν)P ′ → D′(Rn)×D′(Rn), u 7→ (ψ∗1(u|U1), ψ∗2(u|U2))
is a linear isomorphism onto
D(λ, ν) :=
{
(u1, u2) ∈ D′(Rn)1λ,ν ×D′(Rn)2λ,ν : u1|Rnxn = |xn|
λ1−ρ1φ∗
(
u2|Rnxn
)}
.
Proof. The maps (2.5) and (2.6) yield a map
D′(G/P,V1,−λ)→ D′(Rn)×D′(Rn)
u 7→ (ψ∗1(u|U1), ψ∗2(u|U2)) . (2.8)
Then (2.8) restricted to P ′-invariant distributions yields by (2.7)
(D′(G/P,V1,−λ)⊗W1,ν)P ′ → D′(Rn)1λ,ν ×D′(Rn)2λ,ν . (2.9)
By Lemma 2.2 this map is injective and by Lemma 2.4 the image is contained in D(λ, ν).
Let (u1, u2) ∈ D(λ, ν). Then by Lemma 2.4 we can define a distribution u ∈ D′(U1 ∪
U2,V1,−λ|U1∪U2) by u|U1 = (ψ1)∗u1 and u|U2 = (ψ2)∗u2. Translating u by p′ ∈ P ′ yields
a family of distributions p′ · u ∈ D′(p′.(U1 ∪U2),V1,−λ|p′.(U1∪U2)) which agree on the intersec-
tions since u1 and u2 are (n′,M ′A′)-invariant. By Lemma 2.2 and the glueing property of the
sheaf of distributions this gives rise to a unique continuation of u in D′(G/P,V1,−λ) ⊗W1,ν
that is P ′-invariant and is mapped to (u1, u2) under (2.9). 
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2.4. Classification of invariant distribution kernels. We introduce the following families
of distributions on Rn. For (λ1, ν1) ∈ C2:
vAλ,ν(x
′, xn) =
δ(x′)|xn|λ1+ρ1−ν1−ρ
′
1−1
Γ(λ1+ρ1−ν1−ρ
′
1
2 )Γ(
ν1+ρ′1
2 )
, wAλ,ν(x
′, xn) =
δ(x′)|xn|ν1+ρ
′
1−1
Γ(λ1+ρ1−ν1−ρ
′
1
2 )Γ(
ν1+ρ′1
2 )
,
for ν1 = −ρ′1 − 2j, j ∈ Z≥0:
vA,1λ,ν (x
′, xn) = 0, w
A,1
λ,ν (x
′, xn) = δ(2j)(xn)δ(x′),
for λ1 + ρ1 − ν1 − ρ′1 = −2N , N ∈ Z≥0:
vA,2λ,ν (x
′, xn) = δ(2N)(xn)δ(x′), w
A,2
λ,ν (x
′, xn) = 0,
for ν1 = −ρ′1:
vBλ,ν(x
′, xn) =
|xn|λ1−ρ1
Γ(λ1−ρ1+12 )
, wBλ,ν(x
′, xn) =
1
Γ(λ1−ρ1+12 )
,
and for n = 2 and (λ1, ν1) ∈ C2 additionally:
vCλ,ν(x1, x2) =
|x1|−ν1−ρ
′
1 |x2|λ1+ρ1+ν1−ρ
′
1−1
Γ(−ν1−ρ
′
1+1
2 )Γ(
λ1+ρ1+ν1−ρ′1
2 )
, wCλ,ν(x1, x2) =
|x1|−ν1−ρ
′
1
Γ(−ν1−ρ
′
1+1
2 )Γ(
λ1+ρ1+ν1−ρ′1
2 )
.
We write for S = A, (A, 1), (A, 2), B,C
uSλ,ν := (v
S
λ,ν , w
S
λ,ν).
By Lemma A.1 uSλ,ν are holomorphic families of pairs of distributions and the following holds:
Corollary 2.6. The pair uAλ,ν = 0 if and only if (λ1, ν1) ∈ L. Moreover, the following residue
formulas hold:
uAλ,ν = (−1)j
j!
(2j)!Γ(λ1+ρ1−ν1−ρ
′
1
2 )
uA,1λ,ν for ν1 = −ρ′1 − 2j, j ∈ Z≥0,
uAλ,ν = (−1)N
N !
(2N)!Γ(ν1+ρ
′
1
2 )
uA,2λ,ν for λ1 + ρ1 − ν1 − ρ′1 = −2N,N ∈ Z≥0.
Additionally, for n = 2 the pair uCλ,ν never vanishes and
uAλ,ν =
1√
π
uCλ,ν for n = 2, ν1 + ρ
′
1 = −2ρ2,
uBλ,ν =
√
πuCλ,ν for n = 2, ν1 + ρ
′
1 = 0.
For the statement describing D(λ, ν) let
L = {(−ρ1 − 2i,−ρ′1 − 2j) ∈ C2 : i, j ∈ Z≥0, j ≤ i} (2.10)
Proposition 2.7. For n ≥ 3 we have
D(λ, ν) =

CuAλ,ν if λ2 + ρ2 = ν2 + ρ
′
2, (λ1, ν1) /∈ L,
CuA,1λ,ν ⊕ CuA,2λ,ν if λ2 + ρ2 = ν2 + ρ′2, (λ1, ν1) ∈ L,
CuBλ,ν if λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1 = 0,
{0} otherwise.
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For n = 2 we have
D(λ, ν) =

CuAλ,ν if λ2 + ρ2 = ν2 + ρ
′
2, (λ1, ν1) /∈ L,
CuA,1λ,ν ⊕ CuA,2λ,ν if λ2 + ρ2 = ν2 + ρ′2, (λ1, ν1) ∈ L,
CuCλ,ν if λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1,
{0} otherwise.
Proposition 2.7 together with Theorem 2.5 and Theorem 1.1 implies Theorem A. We will
prove Proposition 2.7 in two steps. First, we separately classify invariant distributions in
D′(Rn)iλ,ν (i = 1, 2). Then we compare their pullbacks via φ resp. φ−1.
For the first step we need to study the actions σiλ,ν (i = 1, 2) in detail. For j = 1, . . . , n
let Nj ∈ n be the matrices given by (Nj)k,l = δj+1,kδ1,l. Then for x = (x1, . . . , xn) we have
exp(
∑n
j=1 xjNj) = nx. Let E :=
∑n
i=1 xj
∂
∂xj
denote the Euler-operator on Rn.
Lemma 2.8. For a ∈ R×, h ∈ GL(n− 1,R) let l = diag(a, h, 1) ∈ M ′A′ and Ni ∈ n′,
j ∈ {1, . . . , n− 1}. The (n′,M ′A′)-actions σiλ,ν (i = 1, 2) on a generalized function u ∈ D′(Rn)
are for x = (x′, xn) ∈ Rn−1 × R given by
(i) σ1λ,ν(l)u(x
′, xn) = |a|ν1+ρ
′
1−λ1+ρ1 |adeth|ν2+ρ′2−λ2+ρ2u(ah−1x′, axn),
(ii) σ1λ,ν(Nj)u(x) = xj (E − (λ1 − ρ1)) u(x),
(iii) σ2λ,ν(l)u(x
′, xn) = |a|ν1+ρ
′
1|adeth|ν2+ρ′2−λ2+ρ2u(h−1x′, a−1xn),
(iv) σ2λ,ν(Nj)u(x) = xj
∂
∂xn
u(x).
Proof. The G-action on D′(G/P,V1,−λ) is given by the left-regular action. Now (2.3) implies
that pulling back the left-regular action of l ∈ M ′A′ on Ui (i = 1, 2) along ψi yields the
left-regular action of diag(ah−1, a) for i = 1 and the left-regular action of diag(h−1, a−1) for
i = 2. Then (2.1) concludes the proof of 2.8(i) and 2.8(iii).
Ad(ii): Fix x = (x′, xn) ∈ Rn−1 × R. Let y = (y′, 0) ∈ Rn−1 × {0}. For small y we have
nyn¯x =

1 + yTx yT
1n
x

= n¯ x
1+yT x

1 + yTx 0
1n − xyT1+yT x0
n y
1+yT x
∈ N¯MAN,
which implies that the action πλ of N ′ on v ∈ D′(U1,V1,−λ|U1) for fixed x ∈ Rn and small y
is given by
πλ(ny)v(n¯xb0) = (1− yTx)λ1−ρ1v
(
n¯ x
1−yT x
b0
)
.
Putting y = tej with j ∈ {1, . . . , n− 1} and differentiating at t = 0 gives
σ1λ,ν(Nj)u(x) =
d
dt
∣∣∣∣
t=0
(1− txj)λ1−ρ1u
(
x
1− txj
)
= xj (E − (λ1 − ρ1)) u(x).
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Ad(iv): By (2.4) the action σw0 |n′ is the infinitesimal action of the induced N ′-action π−λ
on D′(Rn) given by
π−λ(ny)u(w0n¯xb0) = u
(
w0n¯(x′,xn+(y′)T x′)b0
)
.
Hence for j ∈ {1, . . . , n− 1}
σ2λ,ν(Nj)u(x) =
d
dt
∣∣∣∣
t=0
u(x′, xn + txj) = xj
∂
∂xn
u(x). 
Lemma 2.9. For λ2 + ρ2 = ν2 + ρ′2 we have
D′(Rn)1λ,ν =
{
C · vAλ,ν if (λ1, ν1) /∈ L
C · vA,2λ,ν if (λ1, ν1) ∈ L.
For n > 2 and λ2 − ρ2 = ν2 + ρ′2 and ν1 = −ρ′1, we have
D′(Rn)1λ,ν = CvBλ,ν .
For n = 2 and λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1 we have
D′(R2)1λ,ν = CvCλ,ν
In all other cases D′(Rn)1λ,ν = {0}.
Proof. Let 0 6= u ∈ D′(Rn)1λ,ν . To simplify notation we write µ1 = ν1 + ρ′1 − λ1 + ρ1 and
µ2 = ν2 + ρ′2 − λ2 + ρ2. Let l = diag(a, 1, . . . , 1), a ∈ R×. Then by Lemma 2.8(i)
σ(l)u(x′, xn) = |a|µ1+µ2u(ax′, axn),
so that u has to be homogeneous of degree −µ1 − µ2. Similarly the action of l for l =
diag(1, a, . . . , a, 1) and l = diag(a, a−
1
n−1 , . . . , a−
1
n−1 , 1) implies that u(x′, xn) = u′(x′)un(xn)
with u′ ∈ D′(Rn−1) homogeneous of degree (n− 1)µ2 and un ∈ D′(R) homogeneous of degree
−µ1 − nµ2. Moreover un has to be even and u′ has to be invariant under left-regular action
of matrices with determinant equal to ±1. Hence by Lemma A.2 we can assume
un(xn) ∈ C |xn|
−µ1−nµ2
Γ(−µ1−nµ2+12 )
, u′(x′) ∈ C |x
′|(n−1)µ2
Γ( (n−1)(µ2+1)2 )
.
Now Lemma 2.8(ii) implies that either xju′(x′) = 0 for all j = 1, . . . , n or −µ1−µ2 = λ1−ρ1.
In the first case it follows that µ2 = −1 such that u′(x′) is a multiple of δ(x′). Hence
λ2 − ρ2 = ν2 + ρ′2 and −µ1 − nµ2 = −µ1 + n = λ1 + ρ1 − ν1 − ρ′1 − 1. For the second case
let −µ1 − µ2 = λ1 − ρ1, i.e. µ2 = −ν1 − ρ′1. For n > 2 the SL(n,R)-invariance of u′ implies
µ2 = 0 i.e. that u′ is constant. Then λ2 − ρ2 = ν2 + ρ′2 and u ∈ CvBλ,ν. For n = 2 we just
obtain u ∈ CvCλ,ν . 
Lemma 2.10. For λ2 + ρ2 = ν2 + ρ′2 we have
D′(Rn)2λ,ν =
{
CwAλ,ν if (λ1, ν1) /∈ L,
CwA,1λ,ν if (λ1, ν1) ∈ L,
For n > 2 and λ2 − ρ2 = ν2 + ρ′2 and ν1 = −ρ′1 we have
D′(Rn)2λ,ν = C.
16 JAN FRAHM AND CLEMENS WEISKE
For n = 2 and λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1 we have
D′(R2)2λ,ν = C
|x1|−ν1−ρ
′
1
Γ(−ν1−ρ
′
1+1
2 )
In all other cases D′(Rn)2λ,ν = {0}.
Proof. Let 0 6= u ∈ D′(Rn)2λ,ν . As before we write µ2 = ν2+ρ′2−λ2+ρ2. The proof works in the
same way as the proof of Lemma 2.9: Acting with l = diag(1, a, . . . , a, 1), l = diag(a, 1, . . . , 1)
and diag(a, . . . , a, 1) for a ∈ R× implies by Lemma 2.8(iii) that u(x′, xn) = u′(x′)un(xn) is
homogeneous of degree ν1 + ρ′1 + nµ2 with u
′ ∈ D′(Rn−1) homogeneous of degree (n − 1)µ2
and un ∈ D′(R) homogeneous of degree ν1+ρ′1+µ2. Since un has to be even and u′ rotation-
invariant by Lemma A.2 we can assume
un(xn) =
|xn|ν1+ρ
′
1+µ2
Γ(ν1+ρ
′
1+µ2+1
2 )
, u′(x′) =
|x′|(n−1)µ2
Γ( (n−1)(µ2+1)2 )
.
Then by Lemma 2.8(iv) u is n′-invariant in two cases. Either xiu′(x′) vanishes for all i =
1, . . . , n− 1 which implies µ2 = −1, so that u′ is a multiple of δ(x′). Hence in this case
u ∈ C |xn|
ν1+ρ′1−1
Γ(ν1+ρ
′
1
2 )
δ(x′)
and λ2 + ρ2 = ν2 + ρ′2. The second case is un is constant i.e. ν1 + ρ
′
1 + µ2 = 0. For n > 2
the SL(n− 1,R)-invariance of u′ implies also that u′ has to be constant, i.e. µ2 = 0 such that
ν2+ρ′2−λ2+ρ2 = ν1+ρ′1 = 0 and u is constant. If n = 2 it just follows ν2+ρ′2−λ2+ρ2 = ν1+ρ′1
and
u(x1, x2) ∈ C |x1|
−ν1−ρ′1
Γ(−ν1−ρ
′
1+1
2 )
. 
Corollary 2.11. (i) For (λ1, ν1) ∈ C2
vAλ,ν |Rnxn = |xn|
λ1−ρ1φ∗
(
wAλ,ν |Rnxn
)
.
(ii) For ν1 = −ρ′1 − 2j, j ∈ Z≥0
φ∗
(
wA,1λ,ν |Rnxn
)
= 0.
(iii) For λ1 + ρ1 − ν1 − ρ′1 = −2N , N ∈ Z≥0
(φ−1)∗
(
vA,2λ,ν |Rnxn
)
= 0.
(iv) For ν1 = −ρ′1
vBλ,ν |Rnxn = |xn|
λ1−ρ1φ∗
(
wBλ,ν |Rnxn
)
(v) For n = 2
vCλ,ν |R2x2 = |x2|
λ1−ρ1φ∗
(
wCλ,ν |R2x2
)
Proof. (ii) and (iii) follow immediately from the fact that the support of the distributions in
question is disjoint from Rnxn and (iv) and (v) are true by definition.
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Ad (i): We prove this identity for Reλ1 + ρ1 > Re ν1 + ρ′1 > 0, then the general statement
follows by analytic continuation. Abbreviate c = Γ(λ1+ρ1−ν1−ρ
′
1
2 )Γ(
ν1+ρ′1
2 ). Since φ
−1 = φ we
have
〈φ∗wAλ,ν |Rnxn , ϕ〉 = c−1
∫
Rnxn
|xn|ν1+ρ
′
1−1δ(x′)ϕ(φ(x))|detDφ(x)|dx,
where Dφ is a upper triangular matrix with x−1n on the first (n − 1)-diagonal entries and
−x−2n on the last. Hence
〈φ∗wAλ,ν |Rnxn , ϕ〉 = c−1
∫
Rnxn
|xn|ν1+ρ
′
1−n−2δ(x′)ϕ(φ(x))dx.
We can pull back by the map R× → R× given by y 7→ y−1 with Jacobian −y−2 and get
c−1
∫
R×
|xn|ν1+ρ
′
1−n−2ϕ(0, x−1n )dxn = c
−1
∫
R×
|xn|−ν1−ρ
′
1+nϕ(0, xn)dxn
= c−1
∫
R×
|xn|(λ1+ρ1−ν1−ρ
′
1)−1−λ1+ρ1ϕ(0, xn)dxn = 〈|xn|−λ1+ρ1vAλ,ν |Rnxn , ϕ〉. 
Proof of Proposition 2.7. We know that uAλ,ν = 0 if and only if (λ1, ν1) ∈ L, and in this case
uA,1λ1,ν1 and u
A,2
λ1,ν1
are linearly independent. If ν1 ∈ −ρ′1−2Z≥0 and (λ1, ν1) /∈ L the distributions
uAλ1,ν1 and u
A,1
λ1,ν1
are scalar multiples of each other by Lemma A.1. If λ1+ρ1−ν1−ρ′1 ∈ −2Z≥0
and (λ1, ν1) /∈ L the distributions uAλ1,ν1 and u
A,2
λ1,ν1
are scalar multiples of each other and uAλ,ν
and uBλ,ν can not exist at the same time. If n = 2 and u
A
λ,ν and u
C
λ,ν exist, they are scalar
multiples of each other as well as uBλ,ν and u
C
λ,ν if both exist. Moreover u
C
λ,ν 6= 0 for all
(λ1, ν1) ∈ C2. Then Lemma 2.9, Lemma 2.10 and Corollary 2.11 imply the proposition. 
2.5. Symmetry breaking operators in the non-compact picture. From our classifica-
tion of the distribution kernels of symmetry breaking operators, we first derive formulas for
all operators in the non-compact picture, i.e. as operators Iλ(N¯ ) → Jν(N¯ ′) from functions
on N¯ ∼= Rn to functions on N¯ ′ ∼= Rn−1.
Theorem 2.12. The operators Aλ,ν ,A(1)λ,ν ,A
(2)
λ,ν
,Bλ,ν , Cλ,ν ∈ HomG′(Iλ(N¯), Jν(N¯ ′)) corre-
sponding to the distributions uAλ,ν , u
A,1
λ,ν , u
A,2
λ,ν , u
B
λ,ν , u
C
λ,ν ∈ D(λ, ν) are given as follows:
(i) For (λ1, ν1) ∈ C2
Aλ,νϕ(y) = 1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
∫
R
|xn|λ1+ρ1−ν1−ρ
′
1−1ϕ(y, xn)dxn.
(ii) For ν1 = −ρ′1 − 2j, j ∈ Z≥0
A(1)λ,νϕ(y) = limt→0
d2j
dt2j
(
|t|−λ1−ρ1ϕ(y, t−1)
)
.
(iii) For λ1 + ρ1 − ν1 − ρ′1 = −2N,N ∈ Z≥0
A(2)λ,νϕ(y) =
∂2Nϕ
∂x2Nn
(y, 0).
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(iv) For ν1 = −ρ′1
Bλ,νϕ(y) = 1
Γ(λ1−ρ1+12 )Γ(
n−1
2 )
∫
Rn
|xn|λ1−ρ1ϕ(x)dx.
(v) For n = 2 and (λ1, ν1) ∈ C2
Cλ,νϕ(y) = 1
Γ(λ1+ρ1+ν1−ρ
′
1
2 )Γ(
−ν1−ρ′1+1
2 )
∫
R2
|x1 − y|−ν1−ρ
′
1 |x2|λ1+ρ1+ν1−ρ
′
1−1ϕ(x)dx.
Proof. Assume first that a pair of distributions u = (v,w) ∈ D(λ, ν) corresponds via Theo-
rem 2.5 to a kernel on G/P which is either supported on a single P ′-orbit contained in U1,
or which is given by a sufficiently regular function times an equivariant measure on a single
P ′-orbit which intersects U1 non-trivially. Then for n¯y ∈ N¯ ′, y ∈ Rn−1 and ϕ ∈ Iλ(N¯ ) the
operator A ∈ HomG′(Iλ(N¯), Jν(N¯ ′)) corresponding to u = (v,w) is given by
Aϕ(n¯y) =
∫
N¯
v(n¯−1(y,0)n¯x)ϕ(n¯x)dn¯x =
∫
Rn
v(x− (y, 0))ϕ(x)dx
in the distribution sense. This applies to the distributions uAλ,ν , u
A,2
λ,ν , u
B
λ,ν and u
C
λ,ν if Reλ1 ≫
Re ν1 ≫ 0. For instance,
Aλ,νϕ(y) =
∫
Rn
vAλ,ν(x− (y, 0))ϕ(x)dx =
∫
Rn
|xn|λ1+ρ1−ν1−ρ
′
1−1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
δx′−yϕ(x
′, xn)dx
=
∫
R
|xn|λ1+ρ1−ν1−ρ
′
1−1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ((y, xn))dxn.
The claimed formulas for A(2)λ,ν, Bλ,ν and Cλ,ν follow in the same way. To obtain the above
expression for A(1)λ,ν we use the residue formula of Corollary 2.6. For ν1 = −ρ′1 − 2j, j ∈ Z≥0
we find
A(1)λ,νϕ(y) = (−1)j
(2j)!
j!
[ ∫
R
|x−1n |ν1+ρ
′
1−1
Γ(ν1+ρ
′
1
2 )
|xn|λ1+ρ1−2ϕ(y, xn)dxn
]
ν1+ρ′1=−2j
= (−1)j (2j)!
j!
[ ∫
R
|t|ν1+ρ′1−1
Γ(ν1+ρ
′
1
2 )
|t|−λ1−ρ1ϕ(y, t−1)dt
]
ν1+ρ′1=−2j
= lim
t→0
d2j
dt2j
(
|t|−λ1−ρ1ϕ(y, t−1)
)
.
where we have used Lemma A.1 in the last step. Note that this limit exists for every ϕ ∈
Iλ(N¯ ). In fact, using the notation of the next section, for t 6= 0:
|t|−λ1−ρ1ϕ(y, t−1) = |t|−λ1−ρ1ϕ(n¯(y,t−1)) =
(
|t|
√
1 + |y|2 + t−2
)−λ1−ρ1
γλ(ϕ)([1 : y : t−1])
= (t2 + t2|y|2 + 1)−λ1+ρ12 γλ(ϕ)([t : ty : 1]), (2.11)
so that the limit is given by
lim
t→0
|t|−λ1−ρ1ϕ(y, t−1) = γλ(ϕ)([0 : . . . : 0 : 1]).
By the same argument the limits of derivatives exist. 
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2.6. Symmetry breaking operators in the compact picture. We now find expressions
for all symmetry breaking operators in the compact picture. For this consider the equivariant
isomorphism from the non-compact to the compact picture
γλ : Iλ(N¯) I(K),
∼
where we identify I(K) with C∞(K/(K ∩M)) = C∞(RPn). By the Iwasawa decomposition
G = KP we write n¯x = kp with k ∈ K and p ∈ P . Then
k = (1 + |x|2)− 12

1 ∗
∗x
 ∈ K, p = (1 + |x|2) 12

1 ∗
∗0
 ∈ P.
A function ϕ ∈ Iλ(N¯) can be extended to a smooth function ϕ˜ on G which is right-equivariant
under the action of P . As such it can be restricted to K ⊆ G which gives
ϕ˜(n¯x) = (1 + |x|2)−
1
2
(λ1+ρ1)ϕ˜(k).
This implies for all v1 6= 0
γλ(ϕ)([v1 : . . . : vn+1]) =
( |v|
|v1|
)λ1+ρ1
ϕ
(
n¯v−11 (v2,...,vn+1)
)
.
We denote the corresponding map Jν(N¯ ′) → J(K ′) between the non-compact and the com-
pact picture of τν by γ′ν .
Theorem 2.13. The operators Aλ,ν , A
(1)
λ,ν , A
(2)
λ,ν , Bλ,ν , Cλ,ν ∈ HomG′(I(K), J(K ′)) correspond-
ing to the distributions uAλ,ν , u
A,1
λ,ν , u
A,2
λ,ν , u
B
λ,ν , u
C
λ,ν are given as follows:
(i) For (λ1, ν1) ∈ C2
Aλ,νϕ([y]) =
∫
S1
|ω1|ν1+ρ
′
1−1|ω2|λ1+ρ1−ν1−ρ
′
1−1
2Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ
([
ω1
y
|y| : ω2
])
d(ω1, ω2).
(ii) For ν1 = −ρ′1 − 2j, j ∈ Z≥0
A
(1)
λ,νϕ[(y]) = |y|ν1+ρ
′
1
d2j
dt2j
∣∣∣∣
t=0
|(ty, 1)|−λ1−ρ1ϕ([ty : 1]).
(iii) For λ1 + ρ1 − ν1 − ρ′1 = −2N ∈ −2Z≥0
A
(2)
λ,νϕ([y]) = |y|ν1+ρ
′
1
d2N
dt2N
∣∣∣∣
t=0
|(y, t)|−λ1−ρ1ϕ([y : t]).
(iv) For ν1 = −ρ′1
Bλ,νϕ([y]) =
1
2Γ(λ1−ρ1+12 )
∫
Sn
|ωn+1|λ1−ρ1ϕ([ω])dω.
(v) For n = 2 and (λ1, ν1) ∈ C2
Cλ,νϕ([y]) =
∫
S2
∣∣∣ω2y1|y| − ω1y2|y| ∣∣∣−ν1−ρ′1 |ω3|λ1+ρ1+ν1−ρ′1−1
2Γ(−ν1−ρ
′
1+1
2 )Γ(
λ1+ρ1+ν1−ρ′1
2 )
ϕ([ω])dω.
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Proof. Let A ∈ HomG′(Iλ(N¯), Jν(N¯ ′)). Then the corresponding operator A in the compact
picture is given in the following way:
A = γ′ν ◦ A ◦ γ−1λ
Hence for y = [y1 : y′] with y1 6= 0
Aϕ([y]) =
( |y1|
|y|
)−ν1−ρ′1
A
(
γ−1λ (ϕ)
)
(y−11 y
′). (2.12)
For the first operator (2.12) is
Aλ,νϕ([y]) = |y1||y|ν1+ρ
′
1
∫
R
|y1x|(λ1+ρ1−ν1−ρ
′
1)−1
√
|y|2 + y21x2
−λ1−ρ1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ([y : y1x])dx
= |y|ν1+ρ′1
∫
R
|z|(λ1+ρ1−ν1−ρ′1)−1
√
|y|2 + z2
−λ1−ρ1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ([y : z])dz
=
∫ 1
−1
√
1− r2ν1+ρ
′
1−2|r|λ1+ρ1−ν1−ρ′1−1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ
([√
1− r2
|y| y : r
])
dr
=
1
2
∫
S1
|ω1|ν1+ρ
′
1−1|ω2|λ1+ρ1−ν1−ρ
′
1−1
Γ(ν1+ρ
′
1
2 )Γ(
λ1+ρ1−ν1−ρ′1
2 )
ϕ
([
ω1
|y|y : ω2
])
d(ω1, ω2).
(ii) follows from (2.11) and (2.12) and (iii) follows from (2.12). (iv) and (v) follows from (2.12)
by pulling back the integral with the map Snω1 6=0 → Rn, (ω1, . . . , ωn+1) 7→ ω−11 (ω2, . . . , ωn+1).

Theorem 2.13 concludes the proof of Theorem B and together with Corollary 2.6 it implies
Theorem C.
Remark 2.14. For z ∈ C,m ∈ Z≥0 let (z)m denote the Pochhammer symbol given by
(z)m =
Γ(z+m)
Γ(z) . Let λ1 + ρ1 − ν1 − ρ′1 = −2N , N ∈ Z≥0. By the product rule the operator
A
(2)
λ,ν can be written as
A
(2)
λ,ν = rest ◦
N∑
k=0
(−1)k (2N)!
k!(2N − 2k)!
(
λ1 + ρ1
2
)
k
∂2N−2kn ,
where ∂n denotes the normal vector field with respect to the submanifold RPn−1 ⊆ RPn and
rest : C∞(RPn) → C∞(RPn−1) the restriction map. This expression should be compared to
Juhl’s family of conformally covariant differential operators (see [7, Chapter 5] and also [13,
10.2.]). In contrast to Juhl’s operators, the family A(2)λ,ν does not involve derivatives tangential
to the submanifold RPn−1 ⊆ RPn, but only normal derivatives.
Remark 2.15. The operator Bλ,ν for λ1 6= ρ1 − 2j − 1, j ∈ Z≥0 defines the only family
of regular symmetry breaking operators, in the sense that the support of its distribution
kernel contains an open P ′-orbit. All other symmetry breaking operators are singular. More
precisely, the support of the distribution kernel KA ∈ (D′(G/P,V1,λ)⊗W1,ν)P ′ of a symmetry
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breaking operator A is given by
suppKAλ,ν =

O¯3 for (λ1, ν1) /∈ L, ν1 /∈ −ρ′1 − 2Z≥0, λ1 + ρ1 − ν1 − ρ′1 /∈ −2Z≥0,
O2 for (λ1, ν1) /∈ L, λ1 + ρ1 − ν1 − ρ′1 ∈ −2Z≥0,
O1 for (λ1, ν1) /∈ L, ν1 ∈ −ρ′1 − 2Z≥0,
{0} otherwise,
suppKA
(1)
λ,ν = O1,
suppKA
(2)
λ,ν = O2,
suppKBλ,ν =
{
G/P for λ1 6= ρ1 − 1− 2Z≥0, ν1 = −ρ′1,
O¯4 for λ1 = ρ1 − 1− 2Z≥0, ν1 = −ρ′1.
For n = 2
suppKCλ,ν =

G/P for − ν1 − ρ′1 + 1 /∈ −2Z≥0, λ1 + ρ1 + ν1 − ρ′1 /∈ −2Z≥0,
O¯4 for − ν1 − ρ′1 + 1 /∈ −2Z≥0, λ1 + ρ1 + ν1 − ρ′1 ∈ −2Z≥0,
O¯3 for − ν1 − ρ′1 + 1 ∈ −2Z≥0, λ1 + ρ1 + ν1 − ρ′1 /∈ −2Z≥0,
O1 for − ν1 − ρ′1 + 1 ∈ −2Z≥0, λ1 + ρ1 + ν1 − ρ′1 ∈ −2Z≥0.
In [13, Corollary 3.6] a necessary condition for the occurrence of regular symmetry breaking
operators was given. This condition is in our case satisfied for n ≥ 3 if and only if ν1 = −ρ′1
and λ2 − ρ2 = ν2 + ρ′2 and for n = 2 if and only if λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1.
2.7. K-type analysis. The space I(K) can be identified with the space of smooth functions
on the real projective space RPn. Let I := C∞(RPn)K be the space of K-finite vectors, which
decomposes following [19, Chapter IX] into irreducible K-modules
I =
⊕
α∈Z≥0
I(α) (2.13)
where I(α) ∼= H2α(Rn+1), the space of harmonic, homogeneous polynomials on Rn+1 of degree
2α. In particular, we have I = C[RPn], the space of regular functions on the projective variety
RPn in the sense of algebraic geometry. Similarly we decompose
J := C∞(RPn−1)K ′ = C[RPn−1] =
⊕
α′∈Z≥0
J (α′), J (α′) ∼= H2α′(Rn). (2.14)
Remark 2.16. Since homogenous functions on Rn+1 are uniquely determined by their values
on the unit sphere Sn, the restriction from Rn+1 to Sn defines an isomorphism H2α(Rn+1)→
C∞(Sn) onto a subspaceH2α(Sn) of C∞(Sn). The inverse is given by writing for φ ∈ H2α(Sn):
φ(x) = |x|2αφ( x|x|) ∈ H2α(Rn+1). Since O(n+ 1) leaves |x| invariant, these are isomorphisms
of O(n+ 1)-representations.
Following (C.1) we have
H2α(Rn+1)|K ′ ∼=
⊕
0≤k≤2α
Hk(Rn). (2.15)
Therefore every K-type I(α) contains all K ′-types J (α′) with 0 ≤ α′ ≤ α. The explicit
embedding Iα′→α : H2α′(Rn)→ H2α(Rn+1) is given in (C.3) and we put
I(α,α′) = Iα′→α(H2α′(Rn)) ⊆ I(α). (2.16)
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Further let Rα,α′ : I(α,α′)→ J (α′) be the map restricting functions on K to K ′ which is an
isomorphism of K ′-modules.
α
α′
0 1 2 3 4 5
1
2
3
4
5
Figure 2.1. K ′-types I(α,α′) that occur in J .
Lemma 2.17. Let ϕ ∈ I(α,α′). Then
Aλ,νϕ =
(ν1+ρ
′
1
2 )α′
Γ(λ1+ρ12 + α
′)
· 3F2
(
α′ − α, λ1 + ρ1 − ν1 − ρ
′
1
2
,
n− 1
2
+ α+ α′;
λ1 + ρ1
2
+ α′,
1
2
; 1
)
Rα,α′(ϕ) (2.17)
and
Bλ,νϕ = δ0,α′
π
n
2 (ρ1−λ12 )α(
n
2 )α
(12 )αΓ(
λ1+ρ1
2 + α)
Rα,α′(ϕ). (2.18)
For n = 2 we further have
Cλ,νϕ =
√
π(ν1+ρ
′
1
2 )α′
Γ(λ1+ρ12 + α
′)
· 3F2
(
α′ − α, λ1 + ρ1 + ν1 − ρ
′
1
2
,
1
2
+ α+ α′;
λ1 + ρ1
2
+ α′,
1
2
; 1
)
Rα,α′(ϕ). (2.19)
Here 3F2(a1, a2, a3; b1, b2; z) denotes the generalized hypergeometric function.
Proof. (2.17) follows directly from [4, 7.319]. For (2.18) let ϕ = Iα′→α(φ), φ ∈ J (α′). We
calculate using the coordinates (
√
1− rω,√r)
Bλ,νϕ =
∫
Sn−1
φ(ω)dω ·
∫ 1
0
r
λ1−ρ1−1
2 (1− r)n−22 +α′
2Γ(λ1−ρ1+12 )
C
n−1
2
+2α′
2(α−α′) (
√
r)dr,
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which vanishes if α′ 6= 0. For α′ = 0, [4, 7.319] and [19, Theorem 2.2.6] imply the formula.
For (2.19) we calculate using the same coordinates for y ∈ S1
Cλ,νϕ([y]) =
∫ 1
0
|r|
λ1+ρ1+ν1−ρ
′
1
2
−1(1− r)
−ν1−ρ
′
1
2
+α′
Γ(λ1+ρ1+ν1−ρ
′
1
2 )
C
1
2
+2α′
2(α−α′)(
√
r)dr
·
∫
S1
|ω2y1 − ω1y2|−ν1−ρ
′
1
2Γ(−ν1−ρ
′
1+1
2 )
φ(ω)dω.
The first integral can again be evaluated with [4, 7.319] and yields
C
1
2
+2α′
2(α−α′)(0)
Γ(−ν1+ρ12 + α
′)
Γ(λ1+ρ12 + α
′)
3F2
(
α′ − α, λ1 + ρ1 + ν1 − ρ
′
1
2
,
1
2
+ α+ α′;
λ1 + ρ1
2
+ α′,
1
2
; 1
)
.
The right K ′-invariance of φ implies that the second integral is equal to
φ(y)
∫
S1
|ω1|−ν1−ρ
′
1
2Γ(−ν1−ρ
′
1+1
2 )
φ(ω)dω,
which is by [4, 3.631 (8)] equal to
(−1)α′2ν1+ρ′1πΓ(−ν1 + ρ′1)
Γ(−ν1+ρ12 + α
′)Γ(−ν1+ρ
′
1
2 − α′)Γ(
−ν1−ρ′1+1
2 )(−ν1 − ρ′1 + 1)
=
√
π(ν1+ρ
′
1
2 )α′
Γ(−ν1+ρ12 + α
′)
. 
Together with the residue formulas of Theorem C, the identity (2.17) also yields the explicit
action of A(1)λ,ν and A
(2)
λ,ν on every K
′-type I(α,α′). In particular, the following formulas for
the action on the spherical vector follow:
Corollary 2.18. For the spherical vectors 1λ ∈ I(K) and 1ν ∈ J(K ′) we have
Aλ,ν1λ =
1
Γ(λ1+ρ12 )
1ν , Bλ,ν1λ =
π
n
2
Γ(λ1+ρ12 )
1ν ,
and for (λ1, ν1) = (−ρ1 − 2i,−ρ′1 − 2j) ∈ L
A
(1)
λ,ν1λ =
i!(2j)!
j!(i − j)!1ν , A
(2)
λ,ν1λ =
i!(2i − 2j)!
j!(i − j)! 1ν .
For n = 2 we have
Cλ,ν1λ =
√
π
Γ(λ1+ρ12 )
1ν .
3. Symmetry breaking operators between Harish-Chandra modules
We return to the general setting as described in Section 1. In particular, we assume the
multiplicity-freeness properties (1.2).
Denote the center of G by Z, then A = AssAz with Ass = A ∩ exp([g, g]) and Az = A ∩ Z.
We write z, ass and az for the Lie algebras of Z, Ass and Az. The analogous notation is used
for G′ which explains the use of Z ′, A′ss, A
′
z, z
′, a′ss and a
′
z.
Write λ = λss + λz ∈ a∗C such that λss vanishes on az and λz vanishes on ass. Similarly,
we write ν = νss + νz such that νss vanishes on a′z and νz vanishes on a
′
ss. In the following
we view λz and νz as linear forms on the whole Lie algebras g = z ⊕ gss resp. g′ = z′ ⊕ g′ss
vanishing on gss and k resp. g′ss and k
′, where gss = [g, g], g′ss = [g
′, g′].
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3.1. The spectrum generating operator. Assume that the parabolic subgroup P ⊆ G is
maximal, then ass is one-dimensional. Following [6, 9.4] we can choose a non-trivial element
H ∈ ass such that the positive (g, a)-roots form an unbroken string ε, 2ε, . . . , qε with q ∈ N
and ε(H) = 1. We have
ρ =
1
2
 q∑
j=1
j dim gjν
 ε,
where gjε is the jε-eigenspace of ad(H). We can choose an invariant non-degenerate symmetric
bilinear form B on g with B(H,H) = 1 and consider Casimir elements relative to B: Let
{Xi} be a basis of a reductive subalgebra h ⊆ g with the property |B(Xi,Xk)| = δi,k. Then
Cash =
∑
i
B(Xi,Xi)X2i
is a central second order element of the universal enveloping algebra of h. In the same way
we can consider Casimir elements corresponding to subspaces kj = k∩ (gjε⊕ g−jε): Let {Xji }
be a basis of kj with B(X
j
i ,X
j
k) = −δi,k. Then we define
Casj = −
∑
i
(Xji )
2,
which is a second order element of the universal enveloping algebra of k. Note that by [1,
Remark 2.4] the elements Casj can be written as rational linear combinations of Casimir
elements of subalgebras of k, even though not all kj might be subalgebras. The spectrum
generating operator P is
P =
q∑
j=1
j−1Casj .
Since the right-regular action of P commutes with the left-regular action of K we have that
RP is a linear transformation σα on the isotypic component I(α). Since I(α) is irreducible,
this transformation is scalar.
In the same way we can choose H ′ ∈ a′ss and ε′ ∈ a′C such that the (g′, a′)-roots form
an unbroken string and an invariant non-degenerate bilinear form B′ on g′ with ε′(H ′) =
B′(H ′,H ′) = 1. We denote by P ′ the spectrum generating operator for G′ whose right action
on the isotypic components J (α′) is given by scalars σ′α′ .
3.2. Reduction to the cocycle. For λ ∈ a∗C we write λss = λ(H) ∈ C, then λ = λssε+ λz
with λz ∈ z∗C. The analogous notation is used for ν = νssε′ + νz ∈ a∗C. We can extend B to a
non-degenerate symmetric C-bilinear form on the complexification gC. We define for X ∈ gC
ω(X) : K → C, ω(X)(k) = B(Ad(k−1)X,H) (k ∈ K).
Since ω(Ad(h)X)(k) = ω(X)(h−1k), this defines a K-equivariant map ω from gC to I1(K) =
C∞(K/(K∩M)), where 1 is the trivial (K∩M)-representation. The map ω is called a cocycle.
Since sC and kC are B-orthogonal and H ∈ sC, the map ω vanishes on kC and since roots
vanish on the center, the map ω vanishes on zC. By m(ω(X)) we denote the multiplication
operator I → I with ω(X), and we write projI(α) : I → I(α) for the projection onto the
direct summand I(α). For K-types α, β with I(α),I(β) 6= 0 we define for all X ∈ gC
ωβα(X) = projI(β) ◦m(ω(X))|I(α).
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The reduction to the cocycle is stated in the following theorem (see [1, Corollary 2.6]). It lets
us express the derived representation πξ,λ in terms of the cocycle, the linear transformations
σα and λz.
Theorem 3.1. For X ∈ sC and K-types α, β with I(α),I(β) 6= 0 we have
projI(β) ◦πξ,λ(X)|I(α) =
1
2
(σβ − σα + 2λss)ωβα(X) + δα,βλz(X). (3.1)
Following [1, Remark 2.8] it is evident that ωβα is non-trivial if and only if ω
α
β is non-trivial.
Hence we write α↔ β for K-types α, β with I(α),I(β) 6= 0 and ωβα 6= 0 i.e. everytime we can
reach the K-type α by the multiplication with the cocycle restricted to I(β) and the other
way around. Let U ⊆ I be a (g,K)-submodule of (πξ,λ)HC. We write U(α) for the α-isotypic
component of U . That means U(α) = I(α) whenever U(α) 6= 0 and U(α) = {0} otherwise.
Then
projU(β) ◦πξ,λ(X)|U(α) =
1
2
(σβ − σα + 2λss)ωβα(X) + δα,βλz(X),
for all X ∈ sC and whenever α and β are K-types of U . If α or β is not a K-type of U but
a K-type of I we have projU(β) ◦πξ,λ(X)|U(α) = 0. Let I/U be the quotient of (πξ,λ)HC. We
can identify
IupslopeU ∼=K
⊕
α
I(α)6=0,
U(α)=0
I(α) = U⊥.
This identification is an isomorphism of (g,K)-modules if U⊥ is endowed with the g-action
given by projU⊥ ◦πξ,λ|U⊥ . Then U⊥ has isotypic components U⊥(α) = I(α) 6= 0 whenever α
is not a K-type of U and U⊥(α) = 0 otherwise. Hence for a quotient U⊥ we have for X ∈ sC
projU⊥(β) ◦πξ,λ(X)|U⊥(α) =
1
2
(σβ − σα + 2λss)ωβα(X) + δα,βλz(X),
if U⊥(α),U⊥(β) 6= 0 and projU⊥(β) ◦πξ,λ(X)|U⊥(α) = 0 otherwise. Since this formula is the
same for submodules and quotients, we will treat submodules and quotients in a uniform way,
identifying quotients with subspaces of I. This implies that we can use the cocycle reduction
in a modified way when working with a submodule or quotient U :
Lemma 3.2. For a submodule or quotient U of (πξ,λ)HC we have for X ∈ sC and K-types
α, β with U(α),U(β) 6= 0
projU(β) ◦πξ,λ(X)|U(α) =
1
2
(σβ − σα + 2λss)ωβα(X) + δα,βλz(X). (3.2)
If U(α) or U(β) is trivial then projU(β) ◦πξ,λ(X)|U(α) = 0.
Similarly we consider the cocycle ω′ of G′ and define
ω′β
′
α′ (X) = projJ (β′) ◦m(ω′(X))|J (α′) X ∈ g′C, J (α′),J (β′) 6= 0,
and write α′ ↔ β′ whenever ω′β′α′ is non-trivial. Theorem 3.1 yields the identity
projJ (β′) ◦τη,ν(X)|J (α′) =
1
2
(σ′β − σ′α′ + 2νss)ω′β
′
α′ (X) + δα′,β′νz(X). (3.3)
Then Lemma 3.2 also applies to composition factors of τη,ν .
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3.3. Symmetry breaking operators for Harish-Chandra modules. Let U be a sub-
module or a quotient of (πξ,λ)HC and U ′ be a submodule or a quotient of (τη,ν)HC. Then we
have U ⊆ I and U ′ ⊆ J under the identification above. An intertwining operator for (πξ,λ)HC
and (τη,ν)HC is a linear map T : U → U ′ that is intertwining both as g′ and as K ′-module:
T ◦ projU ◦πξ,λ(X)|U = projU ′ ◦τη,ν(X)|U ′ ◦ T ∀X ∈ g′, (3.4)
T ◦ πξ,λ(k)|U = τη,ν(k)|U ′ ◦ T ∀ k ∈ K ′. (3.5)
The space of these operators is denoted by Hom(g′,K ′)(U|(g′,K ′),U ′). The identity (3.5) implies
that for all α,α′ the map T |I(α,α′) is K ′-equivariant from I(α,α′) to J (α′). Recall that both
I(α,α′) and J (α′) are either trivial or irreducible, and we fixed a K ′-equivariant isomorphism
Rα,α′ : I(α,α′) → J (α′) whenever I(α,α′),J (α′) 6= 0 (see (1.3)). Then Schur’s Lemma
implies that T |I(α,α′) = tα,α′ · Rα,α′ for numbers tα,α′ ∈ C whenever 0 6= I(α,α′) ⊆ U and
0 6= J (α′) ⊆ U . If U(α,α′) = 0 or U ′(α′) = 0 we use the convention tα,α′ = 0.
Restricting the multiplication with the cocycle ω to I(α,α′) and projecting to I(β, β′)
yields maps
ωβ,β
′
α,α′ : s
′
C ⊗ I(α,α′)→ I(β, β′), ωβ,β
′
α,α′(X) = projI(β,β′) ◦m(ω(X))|I(α,α′),
where ωβ,β
′
α,α′(X) : I(α,α′) → I(β, β′) is a linear map for all X ∈ s′C. By [15, Lemma 3.3] it
is evident that ωβ,β
′
α,α′ 6= 0 if and only if ωα,α
′
β,β′ 6= 0. Hence we write (α,α′)↔ (β, β′) whenever
ωβ,β
′
α,α′ 6= 0.
We can use the cocycle reduction to prove the following theorem which is a generalization
of [15, Theorem 3.4].
Theorem 3.3. Let U ⊆ I be a submodule or quotient of (πξ,λ)HC and U ′ ⊆ J be a submodule
or a quotient of (τη,ν)HC. Then a linear map T : U → U ′ is intertwining for (πξ,λ)HC and
(τη,ν)HC if and only if
T |U(α,α′) =
{
tα,α′ ·Rα,α′ if U(α,α′) 6= 0 and U ′(α′) 6= 0,
0 otherwise.
with numbers tα,α′ ∈ C satisfying∑
β
(α,α′)↔(β,β′)
U(β,β′)6=0
(σβ − σα + 2λss)tβ,β′ ·
(
Rβ,β′ ◦ ωβ,β
′
α,α′(X)
)
+ 2δα′,β′λz(X)tα,α′ · Rα,α′
=
(σ′β′ − σ′α′ + 2νss)tα,α′
(
ω′β
′
α′ (X) ◦Rα,α′
)
+ 2δα′,β′νz(X)tα,α′ · Rα,α′ if U(α′) 6= 0,
0 otherwise,
(3.6)
for all X ∈ s′C and U(α,α′),U ′(β′) 6= 0.
Proof. We have that (3.4) holds if and only if
projU ′(β′) ◦T ◦ projU ◦πξ,λ(X)|U(α,α′) = projU ′(β′) ◦τη,ν(X) ◦ T |U(α,α′), (3.7)
for all U(α,α′) 6= 0 and U ′(β′) 6= 0. Since λz acts by scalars it leaves K ′-types invariant.
Applying (3.2) to the right-hand side of (3.7) yields
1
2
(σ′β′ − σ′α′ + 2νss)tα,α′
(
ω′β
′
α′ (X) ◦Rα,α′
)
+ δα′,β′νz(X)tα,α′ ·Rα,α′ ,
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where tα,α′ = 0 if U(α) = 0. For the left-hand side we have by (3.2)
projU ′(β′) ◦T ◦ projU ◦πξ,λ(X)|U(α,α′) =
∑
β
(α,α′)↔(β,β′)
T ◦ projU(β,β′) ◦πξ,λ(X)|U(α,α′)
=
1
2
∑
β
(α,α′)↔(β,β′)
U(β,β′)6=0
(σβ − σα + 2λss) ·
(
T ◦ ωβ,β′α,α′(X)
)
+ δα′,β′λz(X)tα,α′ ·Rα,α′
=
1
2
∑
β
(α,α′)↔(β,β′)
U(β,β′)6=0
(σβ − σα + 2λss)tβ,β′ ·
(
Rβ,β′ ◦ ωβ,β
′
α,α′(X)
)
+ δα′,β′λz(X)tα,α′ ·Rα,α′ . 
This theorem gives a description of intertwining operators between submodules and quo-
tients of (πξ,λ)HC and (τη,ν)HC.
3.4. Scalar identities. We denote the (−1)-eigenspace of θ on gss resp. g′ss by sss resp. s′ss
such that s = az ⊕ sss resp. s′ = a′z ⊕ s′ss . We introduce the notation
ηβ,β
′
α,α′ = Rβ,β′ ◦ ωβ,β
′
α,α′ |(s′ss)C , η
β′
α,α′ = ω
′β′
α′ |(s′ss)C ◦Rα,α′ ,
ηβ,zα,α′ = Rβ,α′ ◦ ωβ,α
′
α,α′ |(a′z)C ,
for the maps (s′ss)C ⊗ I(α,α′)→ J (β′) resp. (a′z)C ⊗ I(α,α′)→ J (α′). Further we assume
dimHomK ′((s
′
ss)C ⊗ α′, β′) ≤ 1, (3.8)
for all U(α,α′),U ′(β′) 6= 0. Then for all (β, β′) for which ηβ,β′α,α′ , ηβ
′
α,α′ , 6= 0, they must be scalar
multiples of each other. We define proportionality constants λβ,β
′
α,α′ by
ηβ,β
′
α,α′ = λ
β,β′
α,α′η
β′
α,α′ .
If we further assume
dim(a′z) ≤ 1 (3.9)
we can fix 0 6= Z ∈ a′z, then a′z = RZ and there is a unique character ν1z ∈ (a′C)∗ with
ν1z (Z) = 1 that vanishes on a
′
ss. Again by (3.8), the maps η
β,z
α,α′ and ν
1
z ⊗ Rα,α′ are scalar
multiples of each other, whenever they are non-zero. This defines proportionality constants
λβ,zα,α′ by
ηβ,zα,α′ = λ
β,z
α,α′ν
1
z ⊗Rα,α′ . (3.10)
Since s′ss ⊆ sss the restriction λz|s′ does in fact only depend on the restriction to a′z ⊆ s′. For
simplicity, we write λz resp. νz for λz(Z) resp. νz(Z).
Now Theorem 3.3 simplifies as follows:
Corollary 3.4. Let U ⊆ I and U ′ ⊆ J be quotients or submodules and (3.8) and (3.9) hold.
A linear map T : U → U ′ is intertwining for (πξ,λ)HC and (τη,ν)HC if and only if
T |U(α,α′) =
{
tα,α′ ·Rα,α′ if U(α,α′) 6= 0 and U ′(α′) 6= 0,
0 otherwise,
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with numbers tα,α′ satisfying∑
β
(α,α′)↔(β,β′)
U(β,β′)6=0
(σβ − σα + 2λss)λβ,β
′
α,α′tβ,β′ =
{
(σ′β′ − σ′α′ + 2νss)tα,α′ if U ′(α′) 6= 0,
0 otherwise,
(3.11)
for all U(α,α′) 6= 0 and U ′(β′) 6= 0 and∑
β
(α,α′)↔(β,α′)
U(β,α′)6=0
(σβ − σα + 2λss)λβ,zα,α′tβ,α′ = 2(νz − λz)tα,α′ (3.12)
for all U(α,α′) 6= 0 and U(α′) 6= 0.
It is not necessary to compute all proportionality constants by explicit calculations with
K ′-finite vectors since they always fulfil the relations stated in the following lemma, which is
a generalization of [15, Lemma 3.7] to the reductive case and to the case where H and H ′ do
not coincide.
Lemma 3.5. Let I(α,α′) 6= 0 and J (β′) 6= 0. Assume Rα,α′ and Rβ,β′ to be the restriction
from K to K ′ for all β with (α,α′)↔ (β, β′). Let Ω := B(H ′,H) and let (3.8) and (3.9) hold
for all I(α,α′),J (β′) 6= 0. Then we have
∑
β
(α,α′)↔(β,β′)
λβ,β
′
α,α′ = Ω,
∑
β
(α,α′)↔(β,β′)
(σβ − σα)λβ,β
′
α,α′ = σ
′
β′ − σ′α′ + 2(Ωρ− ρ′),
∑
β
(α,α′)↔(β,α′)
λβ,zα,α′ = 0,
∑
β
(α,α′)↔(β,α′)
(σβ − σα)λβ,zα,α′ = 0,
where we identify ρ and ρ′ with the numbers ρ(H) and ρ′(H ′).
Proof. We have 1ΩB(H
′,H) = 1. Therefore B′(·,H ′)|a′ss = ε′|a′ss = 1ΩB(·,H)|a′ss . Let mmin ⊕
amin ⊕ nmin ⊆ m⊕ a⊕ n be a minimal parabolic subalgebra. By the Iwasawa decomposition
we have g = k ⊕ (amin ∩ m) ⊕ (nmin ∩ m) ⊕ ass ⊕ az ⊕ n where ass is B-orthogonal to all
other summands. Hence for Y ∈ g, B(Y,H) is uniquely determined by the projection to ass.
By the same argument we have that for X ∈ g′, B′(X,H ′) is uniquely determined by the
projection to a′ss. We have a
′
ss ⊆ (amin∩m)⊕ass where B(·,H) vanishes on (amin∩m). Hence
B(·,H) composed with the projection to ass coincides on g′ss with B(·,H) composed with the
projection to a′ss and therefore B(·,H)|g′ss is uniquely determined by the projection to a′ss.
Hence for all X ∈ s′ss and k ∈ K ′ we have
ω(X)(k) = B(Ad(k−1)X,H) = ΩB′(Ad(k−1)X,H ′) = Ωω′(X)(k).
Hence for all X ∈ s′C
Rβ,β′ ◦ ω(X) = Ωω′(X) ◦Rα,α′ .
Therefore
Ωηβ
′
α,α′ =
∑
β
(α,α′)↔(β,β′)
ηβ,β
′
α,α′ =
∑
β
(α,α′)↔(β,β′)
λβ,β
′
α,α′η
β′
α,α′ ,
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and
0 =
∑
β
(α,α′)↔(β,α′)
ηβ,zα,α′ =
∑
β
(α,α′)↔(β,α′)
λβ,zα,α′ν
1
z ⊗Rα,α′ .
For the second identity we look at the restriction operator rest : I → J i.e the operator with
tα,α′ = 1 for all (α,α′). Let proja be the orthogonal projection from g to a. The restriction
operator is (πξ,λ, τη,ν)-intertwining if
(λssε+ ρ) ◦ projass +λz ◦ projaz = νssε′ + ρ′ + νz,
which is the case if and only if λz|a′z = νz and
(λss + ρ)B(H ′,H) = (νss + ρ′) ⇐⇒ Ωλss = νss − (Ωρ− ρ′).
This together with (3.11) resp. (3.12) for U = I, U ′ = J and together with identities already
proven implies the missing identities. 
Remark 3.6. In the same way as for the restriction above, the knowledge of every additional
intertwiner yields a new formula for the proportionality constants.
4. Algebraic symmetry breaking for the general linear group
We return to the setting of (G,G′) = (GL(n+ 1,R),GL(n,R)) with the notation as in
Section 2.
4.1. The spectrum generating operator. We first determine the eigenvalues σα and σ′α′
of the spectrum generating operators P and P ′ of G and G′. Recall the positive (g, a)-root
ε ∈ a∗C with root space gε = n and the positive (g′, a′) root ε′ ∈ (a′C)∗ with root space g′ε′ = n′.
Then we have ε(H) = ε′(H ′) = 1 for
H := diag
(
n
n+ 1
,− 1
n+ 1
, . . . ,− 1
n+ 1
)
∈ ass,
H ′ := diag
(
n− 1
n
,− 1
n
, . . . ,− 1
n
, 0
)
∈ a′ss.
The bilinear forms B(X,Y ) := n+1
n
tr(XY ) on g and B′(X ′, Y ′) := n
n−1 tr(X
′, Y ′) on g′ are
Ad-invariant and satisfy B(H,H) = B′(H ′,H ′) = 1. We further fix the central element
Z = diag(1, . . . , 1, 0) ∈ a′z, then ν1z = trn ∈ (a′C)∗ satisfies ν1z (Z) = 1.
Remark 4.1. In the notation of (2.1) we have
λ1 =
n+ 1
n
λss, λ2 = λz − λss
n,
ν1 =
n
n− 1νss, ν2 = νz −
λss
n− 1 .
We extend B and B′ C-bilinearly to the complexifications gC and g′C. The set {Xk1,j :=√
n
2(n+1) (E1,j −Ej,1) : j = 2, . . . , n+ 1} is a basis of (gε ⊕ g−ε)∩ k with B(Xk1,i,Xk1,j) = −δi,j .
Hence the spectrum generating operator is defined as
P := −
n+1∑
j=2
(Xk1,j)
2. (4.1)
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Note that P is equal to the difference of the Casimir element for k and the Casimir element for
k ∩ m. Therefore, the eigenvalues σα of P, and similarly the eigenvalues σ′α′ of the spectrum
generating operator for g′, are given by a renormalization of the eigenvalues of the Laplacian
on RPn resp. RPn−1:
σα =
n
n+ 1
α(2α + n− 1), σ′α′ =
n− 1
n
α′(2α′ + n− 2). (4.2)
4.2. Reduction to the cocycle. Let Xsi,j :=
n
2(n+1) (Ei,j + Ej,i) for all i 6= j and Xsi,i =
n
n+1(Ei,i − Ei+1,i+1) for i ≤ n. Then {Xsi,j} is a basis of sss. Let k ∈ K be an orthogonal
matrix with first column (x1, . . . , xn+1)T ∈ Sn. We can explicitly calculate ω(Xsi,j)(k) =
B(kTXsi,jk,H):
ω(Xsi,j)(k) =
{
xixj, i 6= j,
x2i − x2i+1, i = j.
(4.3)
Therefore ω({Xsi,j}) forms a basis of H2(Sn). By restricting the decomposition (C.4) to Sn
and combining with the decomposition (2.16) we can directly read off the following:
Corollary 4.2. (i) For the K-types α, β ∈ Z>0 of G we have
α↔ β ⇔ β ∈ {α± 1, α}.
(ii) For α = 0 we have ω00 = 0 and ω
1
0 6= 0 since ω(X) ∈ I(1) for all X ∈ sC.
(iii) For φ ∈ H2α(Sn) and i 6= j we have
ωα±1α (X
s
i,j)(φ) = φ
±
i,j , ω
α
α(X
s
i,j)(φ) = φ
0
i,j ,
and for i = j we have
ωα±1α (X
s
i,j)(φ) = φ
±
i,i − φ±i+1,i+1 , ωαα(Xsi,j)(φ) = φ0i,i − φ0i+1,i+1,
with φ±i,j , φ
0
i,j defined as in (C.5) with |x| = 1.
(iv) For the K-types α, β of I, β 6= 0, and α′, β′ of J , β′ 6= 0 we have for n ≥ 3
(α,α′)↔ (β, β′)⇔ β ∈ {α± 1, α} and β′ ∈ {α′ ± 1, α′} and α′ ≤ α, β′ ≤ β.
and for n = 2
(α,α′)↔ (β, β′)⇔ β ∈ {α± 1, α} and β′ ∈ {α′ ± 1} and α′ ≤ α, β′ ≤ β.
(v) We have (α, 0) 6↔ (β, 0) for all n and all α, β.
Now that we know the eigenvalues of the spectrum generating operator and how the multi-
plication with the cocycle acts we can use (3.1) to decide for which λ ∈ a∗C the (g,K)-module
(πλ)HC is irreducible.
Lemma 4.3. (πλ)HC is irreducible if and only if λ1 6= ±(ρ1+2i), i ∈ Z≥0. If λ1 = ±(ρ1+2i),
α ∈ Z≥0, (πλ)HC has a unique irreducible submodule and a unique irreducible quotient. The
submodule is finite dimensional if and only if λ1 = −ρ1 − 2i, i ∈ Z≥0. Its K-types are given
by
F−(i, λz) =
⊕
α≤i
I(α).
For the quotient we have
T−(i, λz) = IupslopeF−(i, λz) ∼=K
⊕
α>i
I(α).
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The quotient is finite dimensional if and only if λ1 = ρ1 + 2i, i ∈ Z≥0. In this case the
K-types of the unique submodule are given by
T+(i, λz) =
⊕
α>i
I(α).
For the quotient we have
F+(i, λz) = IupslopeT+(i, λz) ∼=K
⊕
α≤i
I(α).
Proof. By (3.1) we have for X ∈ sC
projI(β) ◦πλ(X)|I(α) =
1
2
(σβ − σα + 2λss)ωβα(X),
where ωβα = 0 if and only if β 6∈ {α ± 1, α} or if α = β = 0. Since ω vanishes on kC,
by the action of g we can at most step from I(α) to I(α ± 1). For β = α + 1 we have
that (σβ − σα + 2λss) = 0 ⇔ (n+ 1 + 4α + 2λ1) = 0 and for β = α − 1 we have that
(σβ − σα+2λss) = 0⇔ (n+ 1+ 4α− 4− 2λ1) = 0. So we cannot step from I(α) to I(α+1)
if and only if 2λ1 = −(n + 1) − 4α and we cannot step from I(α + 1) to I(α) if and only if
2λ1 = n+ 1+4α. In the first case we get a unique submodule of (πλ)HC given by
⊕
β≤α I(β).
In the second case we get a unique submodule
⊕
β>α I(β). 
Remark 4.4. The composition factors of the smooth representations πλ, τν are given by
the Casselmann–Wallach globalizations of the composition factors of the underlying Harish-
Chandra modules. We write F±(i, λz)∞, T±(i, λz)∞, F ′±(j, νz)∞ and T ′±(j, νz)∞ for the global-
izations. In particular quotients of the smooth representations can be realized in the compact
picture on the orthogonal complements of the submodules in C∞(RPn) with respect to the
L2-inner product.
Remark 4.5. If n = 2 we have the following isomorphisms of composition factors:
F ′(j, νz) := F ′+(j, νz) ∼= F ′−(j, νz), T ′(j, νz) := T ′+(j, νz) ∼= T ′−(j, νz),
and for all n ≥ 2
F ′+(0, νz) ∼= F ′−(0, νz).
4.3. Proportionality constants. The identities of Lemma 3.5 do not give enough infor-
mation to calculate the proportionality constants λβ,β
′
α,α′ . Let I(α,α′) 6= 0. By Corollary 4.2
we have for each β′ with α′ ↔ β′ up to three such constants. In the following we calculate
one of the λβ,β
′
α,α′ for each β
′ by explicitly decomposing projI(β) ◦m(ω(X))|I(α,α′). Recall from
(C.2) and (C.3) the K ′-equivariant embedding Iα′→α : J (α′) → I(α,α′). For an element
φ˜ ∈ I(α,α′) given by φ˜ = Iα′→α(φ)|Sn with φ ∈ J (α′) and X ∈ (s′ss)C, β ↔ α and β > α′ we
have
projI(β)(ω(X)φ˜) = ω
β,α′−1
α,α′ (X)(φ˜) + ω
β,α′
α,α′(X)(φ˜) + ω
β,α′+1
α,α′ (X)(φ˜). (4.4)
If we look at the identity (4.4) for an element Xsi,j ,i, j 6= n+ 1, i 6= j we get
projI(β)(xixjφ˜) = Λ
β,α′−1
α,α′ Iα′−1→β(φ
−
i,j)|Sn + Λβ,α
′
α,α′Iα′→β(φ
0
i,j)|Sn
+ Λβ,α
′+1
α,α′ Iα′+1→β(φ
+
i,j)|Sn , (4.5)
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for some constants Λβ,α
′−1
α,α′ ,Λ
β,α′
α,α′ ,Λ
β,α′+1
α,α′ . Note that following the proof of Lemma 3.5 we
have ω(X)|K ′ = Ωω′(X)∀X ∈ (s′ss)C, with Ω = B(H ′,H) = n
2−1
n2
. This gives
ηβ
′
α,α′(X
s
i,j)(φ˜) = Ω
−1C
n−1
2
+2α′
2(α−α′) (0)φ
β′
i,j ,
ηβ,β
′
α,α′(X
s
i,j)(φ˜) = Λ
β,β′
α,α′C
n−1
2
+2β′
2(β−β′) (0)φ
β′
i,j ,
where φβ
′
i,j ∈ {φ±i,j , φ0i,j} for the corresponding β′ ∈ {α′ ± 1, α′}. Therefore
λβ,β
′
α,α′ =
C
n−1
2
+2β′
2(β−β′) (0)
C
n−1
2
+2α′
2(α−α′) (0)
ΩΛβ,β
′
α,α′ . (4.6)
Lemma 4.6. For α > α′ + 1 we have
λα−1,α
′+1
α,α′ = Ω
2(α− α′)(2(α − α′)− 2)
(n+ 4α− 1)(n + 4α− 3) , λ
α−1,α′
α,α′ = Ω
(n+ 2(α − α′)− 2)2(α − α′)
(n+ 4α− 1)(n + 4α− 3) ,
λα−1,α
′−1
α,α′ = Ω
(n+ 2(α+ α′)− 4)(n + 2(α + α′)− 2)
(n + 4α− 1)(n + 4α − 3) .
Proof. Let φ˜ ∈ I(α,α′),
φ˜(x) = Iα′→α(φ)(x) = |x|2(α−α′)φ(x′)C
n−1
2
+2α′
2(α−α′)
(
xn+1
|x|
)
with φ ∈ H2α′(Rn), x = (x′, xn+1) ∈ Rn+1. Let further β = α− 1. In this setting the identity
(4.5) is
φ˜−i,j = Λ
α−1,α′−1
α,α′ Iα′−1→α−1(φ
−
i,j) + Λ
α−1,α′
α,α′ Iα′→α−1(φ
0
i,j) + Λ
α−1,α′+1
α,α′ Iα′+1→α−1(φ
+
i,j) (4.7)
So we need to calculate φ˜−i,j and decompose it into multiples of φ˜
±
i,j, φ˜
0
i,j . To simplify notation
we set
l :=
n− 1
2
+ 2α′, z :=
xn+1
|x| , N := 2(α− α
′). (4.8)
With this substitution (4.7) reads as
φ˜−i,j(x) = Λ
α−1,α′−1
α,α′ φ
−
i,j(x
′)|x|NC l−2N (z) + Λα−1,α
′
α,α′ φ
0
i,j(x
′)|x|N−2C lN−2(z)
+ Λα−1,α
′+1
α,α′ φ
+
i,j(x
′)|x|N−4C l+2N−4(z). (4.9)
Then calculating φ˜−i,j with (B.2) and the product rule immediately yields
Λα−1,α
′+1
α,α′ =
(n + 4α′ + 1)(n + 4α′ − 1)
(n+ 4α− 3)(n + 4α− 1) .
Applying (B.5) to φ˜−i,j − Λα−1,α
′+1
α,α′ φ
+
i,j(x
′)|x|N−4C l+2N−4(z) yields
Λα−1,α
′
α,α′ = −
(n+ 2(α + α′)− 2)(n + 2(α+ α′)− 3)
(n+ 4α− 3)(n + 4α− 1) ,
and successively applying (B.5), (B.6), (B.3) and (B.5) to
φ˜−i,j − Λα−1,α
′+1
α,α′ φ
+
i,j(x
′)|x|N−4C l+2N−4(z)− Λα−1,α
′
α,α′ φ
0
i,j(x
′)|x|N−2C lN−2(z)
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yields
Λα−1,α
′
α,α′ = −
(n+ 2(α + α′)− 2)(n + 2(α+ α′)− 3)
(n+ 4α− 3)(n + 4α− 1) .
Then (4.6) and (B.1) yield the proportionality constants. 
Now Lemma 3.5 and (4.2) yields all proportionality constanst λβ,β
′
α,α′ .
Lemma 4.7. Whenever they are defined, the proportionality constants for I and J are the
following:
β′ = α′ − 1 λα−1,α′−1α,α′ = Ω
(n+ 2(α + α′)− 4)(n + 2(α+ α′)− 2)
(n+ 4α− 3)(n + 4α− 1)
λα,α
′−1
α,α′ = Ω
2(2(α′ − α)− 1)(n + 2(α+ α′)− 2)
(n+ 4α− 3)(n + 4α+ 1)
λα+1,α
′−1
α,α′ = Ω
(2(α− α′) + 3)(2(α − α′) + 1)
(n+ 4α− 1)(n + 4α+ 1)
β′ = α′ λα−1,α
′
α,α′ = Ω
(n+ 2(α + α′)− 2)2(α − α′)
(n+ 4α − 3)(n + 4α− 1)
λα,α
′
α,α′ = Ω
(n+ 4α− 3)(n + 4α′) + 4(α− α′)(2(α − α′)− 1)
(n+ 4α − 3)(n + 4α+ 1)
λα+1,α
′
α,α′ = Ω
(n+ 2(α + α′)− 1)(n + 2(α− α′) + 2)
(n+ 4α− 1)(n + 4α+ 1)
β′ = α′ + 1 λα−1,α
′+1
α,α′ = Ω
4(α − α′)(α − α′ − 2)
(n+ 4α− 3)(n + 4α− 1)
λα,α
′+1
α,α′ = Ω
4(n+ 2(α− α′)− 1)(α − α′)
(n+ 4α − 3)(n + 4α+ 1)
λα+1,α
′+1
α,α′ = Ω
(n+ 2(α + α′)− 1)(n + 2(α+ α′) + 1)
(n+ 4α− 1)(n + 4α+ 1)
Corollary 4.8. The proportionality constants λβ,zα,α′ are given by
λβ,zα,α′ =
(
n
n− 1λ
β,α′
α,α′ − δα,β
)
. (4.10)
Proof. Let X = diag(1, . . . , 1, 0) ∈ z′. Then X = n
n+11n+1 + Xss ∈ z ⊕ sss with Xss =
diag( 1
n+1 , . . . ,
1
n+1 ,− nn+1). Then ω(X) = ω(Xss) which is by (4.3) equal to |x
′|2
n
− x2n+1 =
n+1
n
|x′|2 − 1 ∈ H2(Sn). Let φ˜ = Iα′→α(φ)|Sn ∈ I(α,α′), φ ∈ J (α′) as before. Then by (4.5)
we have
projI(β)(|x′|2φ˜) = Λβ,α
′−1
αα′ Iα′−1,→β
(
n∑
i=1
φ−i,i
)
+ Λβ,α
′
αα′ Iα′,→β
(
n∑
i=1
φ0i,i
)
+ Λβ,α
′+1
αα′ Iα′+1,→β
(
n∑
i=1
φ+i,i
)
, (4.11)
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with the scalars Λβ,β
′
α,α′ as before. But since the first and the last summand of (4.11) vanish
we have
projI(β)(|x′|2φ˜) = Λβ,α
′
α,α′Iα′→β
(
n∑
i=1
φ0i,i
)
= Λβ,α
′
α,α′Iα′→β(φ).
Hence
ηβ,zα,α′(X)(φ˜) =
(
n+ 1
n
Λβ,α
′
α,α′ − δα,β
)
C
n−1
2
+2α′
2(α−α′) (0)φ,
tr(X)
n
· Rα,α′(φ˜) = C
n−1
2
+2α′
2(α−α′) (0)φ,
which implies the corollary. 
Now Corollary 3.4 gives a full characterization of intertwining operators.
Theorem 4.9. An operator T : I → J is intertwining for (πλ)HC and (τν)HC if and only if
T |I(α,α′) = tα,α′ · rest |I(α,α′)
for scalars tα,α′ satisfying
λα+1,α
′−1
α,α′ (n+ 4α+ 2λ1 + 1)tα+1,α′−1 + λ
α,α′−1
α,α′ 2λ1tα,α′−1+
λα−1,α
′−1
α,α′ (2λ1 − n− 4α+ 3)tα−1,α′−1 = Ω(2ν1 − n− 4α′ + 4)tα,α′ , (R1)
λα+1,α
′
α,α′ (n+ 4α+ 2λ1 + 1)tα+1,α′ + λ
α,α′
α,α′2λ1tα,α′
+ λα−1,α
′
α,α′ (2λ1 − n− 4α + 3)tα−1,α′ = 2Ων1tα,α′ , (R2)
λα+1,α
′+1
α,α′ (n+ 4α+ 2λ1 + 1)tα+1,α′+1 + λ
α,α′+1
α,α′ 2λ1tα,α′+1+
λα−1,α
′+1
α,α′ (2λ1 − n− 4α+ 3)tα−1,α′+1 = Ω(n+ 4α′ + 2ν1)tα,α′ , (R3)
λα+1,α
′
α,α′ (n+ 4α+ 2λ1 + 1)tα+1,α′ + λ
α,α′
α,α′2λ1tα,α′
+ λα−1,α
′
α,α′ (2λ1 − n− 4α+ 3)tα−1,α′ = 2Ω(νz − λz +
n
n+ 1
λ1)tα,α′ (RZ)
where relation (R2) has to be satisfied only if n ≥ 3 and α′ > 0.
As illustrated in Figure 4.1 we can view the relations (R1),(R2),(R2) and (RZ) as relations
between points in the K ′-type picture which was described in Figure 2.7. Our goal will be to
define the scalars tα,α′ inductively using these four relations. If λ1 = −ρ1 − 2i ∈ −ρ1 − 2Z≥0
we cannot define ti+1,α′ in terms of tα,β′ with α ≤ i. We can illustrate this fact by a line
between the i-th and (i+ 1)-th K-type column in our K ′-type picture and in the pictures of
our relations, indicating that we cannot step from left to right (see Figure 4.2). Similarly we
can draw a horizontal line between the j-th and j +1-th rows if ν1 = −ρ′1− 2j ∈ −ρ′1− 2Z≥0
indicating that we cannot step down.
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(α,α′)
(α− 1, α′ − 1) (α,α′ − 1) (α+ 1, α′ − 1)
(α− 1, α′ + 1) (α,α′ + 1) (α+ 1, α′ + 1)
(α,α′)
(α− 1, α′) (α,α′) (α+ 1, α′)
(R1)
(R3)
(R2),(RZ)
Figure 4.1. The relations (R1), (R2), (R3) and (RZ).
(i, α′)
(i− 1, α′ − 1) (i, α′ − 1) (i+ 1, α′ − 1)
(i− 1, α′ + 1) (i, α′ + 1) (i+ 1, α′ + 1)
(i, α′)
(i− 1, α′) (i, α′) (i+ 1, α′)
(α− 1, j + 1) (α, j + 1) (α+ 1, j + 1)
(α, j)
Figure 4.2. Barriers for λ1 = −ρ1−2i, i ∈ Z≥0 (red) and for ν1 = −ρ′1−2j′,
j ∈ Z≥0 (green).
4.4. Multiplicites between Harish-Chandra modules. We use Theorem 4.9 to classify
symmetry breaking operators between the Harish-Chandra modules (πλ)HC and (τν)HC, which
concludes the proof of Theorem D. For the statement recall the definition of the discrete set
L ⊆ C2 from (2.10).
Theorem 4.10. For the multiplicities between (πλ)HC and (τν)HC we have for n ≥ 3
m((πλ)HC, (τν)HC) =

1 if λ2 + ρ2 = ν2 + ρ′2, (λ1, ν1) /∈ L,
2 if λ2 + ρ2 = ν2 + ρ′2, (λ1, ν1) ∈ L,
1 if λ2 − ρ2 = ν2 + ρ′2, ν1 = −ρ′1,
0 otherwise,
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and for n = 2
m((πλ)HC, (τν)HC) =

1 if λ2 + ρ2 = ν2 + ρ′2, (λ1, ν1) /∈ L,
2 if λ2 + ρ2 = ν2 + ρ′2, (λ1, ν1) ∈ L,
1 if λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1,
0 otherwise.
First we examine the diagonal sequence (tα,α)α. If we take (R3) for α = α′ we get a
relation only involving tα,α and tα+1,α+1. Since λα+1,α+1α,α = Ω, this is
(n+ 1 + 4α+ 2λ1)tα+1,α+1 = (n+ 4α+ 2ν1)tα,α. (4.12)
That implies:
Lemma 4.11. The space of diagonal sequences (tα,α)α satisfying (4.12) is one-dimensional
if (λ1, ν1) ∈ C \ L . Every non trivial sequence satisfies
(i) for λ1 6∈ −ρ1 − 2Z≥0 and ν1 /∈ −ρ′1 − 2Z≥0:
tα,α 6= 0 ∀α ∈ Z≥0,
(ii) for λ1 = −ρ1 − 2i, i ∈ Z≥0 and ν1 /∈ −ρ′1 − 2Z≥0:
tα,α = 0 ∀α ≤ i and tα,α 6= 0 ∀α > i,
(iii) for λ1 6∈ −ρ1 − 2Z≥0 and ν1 = −ρ′1 − 2j, j ∈ Z≥0:
tα,α 6= 0 ∀α ≤ j and tα,α = 0 ∀α > j,
(iv) for λ1 = −ρ1 − 2i, i ∈ Z≥0 and ν1 = −ρ′1 − 2j, j ∈ Z≥0 and i < j:
tα,α 6= 0 ∀ i < α ≤ j and tα,α = 0 else.
If (λ1, ν1) = (−ρ2−2i,−ρ′1−2j) ∈ L the space of diagonal sequences (tα,α)α is two-dimensional
and has a basis {(t′α,α)α, (t′′α,α)α} satisfying:
t′α,α 6= 0 ∀α ≤ j, t′α,α = 0 ∀α > j,
t′′α,α = 0 ∀α ≤ i, t′′α,α 6= 0 ∀α > i.
Proof of Theorem 4.10. By (0.2) we just need to prove that the multiplicities between the
Harish-Chandra modules are less than or equal to the ones given in Theorem 4.10. This is
done the same way as in the proof of [15, Lemma 4.5] and will therefore only be sketched.
Details can be found in [20]. We need to distinguish between three cases which split into
several subcases each.
Case 1: First if we assume
ν1 = c′ − c+ n
n+ 1
λ1 ⇐⇒ λ2 + ρ2 = ν2 + ρ′2
the formulas (RZ) and (R2) are equivalent, whence we can handle this case for all
n ≥ 2 simultaneously. We need to distinguish between three cases to give upper
bounds for the multiplicities.
Case 1.1: Let λ1 6∈ −ρ1 − 2Z≥0, then (n+ 1 + 4α + 2λ1) never vanishes. If α = α′
relation (R2) resp. (RZ) reduces to a relation between tα,α and tα+1,α for all
α ≥ 0. Hence given a diagonal sequence (tα,α)α we can use (R2) and (RZ)
to uniquely define the second diagonal series (tα+1,α)α≥0. Now we can define all
missing diagonal sequences by moving further in α-direction using (R2) or (RZ).
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Hence the dimension of the space satisfying all relations (R1), (R2), (R3) and
(RZ) can at most be one-dimensional.
Case 1.2: For all (λ1, ν1) /∈ L we can expand a given diagonal sequence to the right
using (R2) or (RZ). If λ1 = −ρ1 − 2i, i ∈ Z≥0 the scalars tα,α′ with α > i and
α′ ≤ i cannot be defined that way since (n+ 1+ 4i+ 2λ1) vanishes. But we can
define these scalars uniquely with (R3) in terms of already defined scalars. This
yields multiplicity less than or equal to one for all (λ1, ν1) /∈ L.
Case 1.3: Let (λ1, ν1) = (−ρ1 − 2i,−ρ′1 − 2j) ∈ L, i, j ∈ Z≥0, i ≥ j. For a diagonal
sequence (tα,α)α satisfying (R3) we have tα,α = 0 for j < α ≤ i. In the same way
as in the second case we can define all tα,α′ with α > j using (RZ) and (R3) and
for α ≤ i and α′ ≤ j we can define all tα,α′ as in the first case using (R2) resp.
(RZ), which gives the situation as in Figure 4.3.
The scalars tα,α′ with α ≤ i and α′ ≤ j are independent of those with α > i,
α′ > j. The two blocks do only depend on the diagonal sequence which is taken
form a two-dimensional space as shown in Lemma 4.11. It remains to show that
the undefined scalars tα,α′ with α > i, α′ ≤ j can be uniquely defined in terms
of already defined scalars. Since (R2) resp. (RZ) for (α,α′) = (i + 1, j) and
(R1) for (α,α′) = (i+ 1, j + 1) are linearly independent we can uniquely define
ti+1,j and ti+2,j using these two relation. Then moving to the right with (RZ)
and down with (R3) implies that the multiplicity of sequences satisfying all four
equations is at most two-dimensional.
0 0
0
α
α′
i i+ 1
j
j + 1
Figure 4.3. K ′-types I(α,α′) for (λ1, ν1) ∈ L, λ2+ ρ2 = ν2+ ρ′2 with scalars
tα,α′ already defined •, and tα,α′ not yet defined ◦ with relations (R1) and
(R2).
Case 2: Now we assume
λ2 + ρ2 6= ν2 + ρ′2, ν1 = −ρ′1.
For n ≥ 3, subtracting (R2) from (RZ) implies that a non-trivial operator can only
exist in this case if tα,α′ = 0 for all α′ 6= 0. By (R3) this can only hold if ν1 =
−ρ′1. Under this assumption we can again handle the cases for n = 2 and n ≥ 3
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simultaneously since the relations we will use in the following are all defined for n ≥ 2
and do not depend on tα,α′ with α′ > 0.
Case 2.1: For λ1 6= −ρ1 − 2i, i ∈ Z≥0 the three relations (R1) for (α,α′) = (1, 1)
and (RZ) for (α,α′) = (0, 0) and (α,α′) = (1, 0) are a 3 × 3 system of linear
equations in t0,0, t1,0 and t2,0. It is easily checked that this system has rank two
if and only if ±ν1 = c′− c+ nn+1λ1 which holds if and only if λ2+ ρ2 = ν2+ ρ2 or
λ2− ρ2− ν2− ρ2 = ν1+ ρ′1, and rank three otherwise. The case λ2+ ρ2 = ν2+ ρ2
is already covered and if λ2−ρ2−ν2−ρ2 = ν1+ρ′1 we can define all tα,0 in terms
of t0,0 using (RZ) and get multiplicity less than or equal to one.
Case 2.2: If λ1 = −ρ1 − 2i we can look at the two equations (R1) for (α,α′) =
(i, 1) and (RZ) for (α,α′) = (i, 0) which only involve ti−1,0 and ti,0. These two
equations are equivalent if and only if λ2 + ρ2 = ν2 + ρ2 such that tα,0 = 0 for
all α ≤ i in all cases not already covered. Then (R1) for (α,α′) = (i+ 1, 1) and
(RZ) for (α,α′) = (i + 1, 0) involve only ti+1,0 and ti+2,0 and the two equations
are linearly dependent if and only if λ2 − ρ2 = ν2 + ρ′2. Hence in this case we
can define all tα,0 with α > i uniquely in terms of ti+1,0 using (RZ), which yields
also multiplicity less than or equal to one in this case.
Case 3: The remaining case is
λ2 + ρ2 6= ν2 + ρ′2, ν1 6= −ρ′1.
By the considerations of the case before we can assume n = 2.
Case 3.1: Let (λ1, ν1) /∈ L and assume that tα,α = 0 for all α. Then expanding to the
right with (RZ) and down with (R3) implies that the whole sequence (tα,α′)α′≤α
vanishes. Hence we assume that there exists a K-type α such that tα,α 6= 0.
Further since (λ1, ν1) /∈ L we have λ1 /∈ {−ρ1 − 2α,−ρ1 − 2(α + 1)}. Then
the formulas (R3) for (α,α), (RZ) for (α,α), (RZ) for (α + 1, α) and (R1) for
(α+1, α+1) yield a 4×4 system of linear equations in tα,α, tα+1,α+1, tα+1,α, tα+2,α.
It is easily checked that this system has rank three if and only if
±ν1 = c′ − c+ 23λ1.
Then −ν1 = c′ − c+ 23λ1 holds if and only if λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ1 and in
this case the same argument as for the case ν1 = c′ − c+ 23λ1 yields multiplicity
less than or equal to one for (λ1, ν1) /∈ L.
Case 3.2: Let (λ1, ν1) = (−ρ1− 2i,−ρ′1− 2j) ∈ L and i 6= j. As before expanding to
the right with (RZ) implies that tα,α′ = 0 for all α ≤ i, α′ > j. For i 6= j and
j 6= 0 the two formulas (RZ) for (α,α′) = (i, j) and (R1) for (α,α′) = (i, j + 1)
yield a 2 × 2 system of linear equations in ti,j and ti−1,j that has a non-trivial
solution if and only if ν1 = c′ − c + 23λ1. Hence in all other cases, including
−ν1 = c′ − c+ 23λ1 we have tα,α′ = 0 for all α ≤ i.
Case 3.3: Let (λ1, ν1) = (−ρ1 − 2i,−ρ′1 − 2j) ∈ L and i = j. The relations (R1) for
(α,α′) = (i, i), (RZ) for (α,α′) = (i − 1, i) and (R3) for (α,α′) = (i − 1, i − 1)
yield a 3× 3 system of linear equations in ti,i, ti−1,i−1 and ti,i−1 which is solvable
if and only if λ2 + ρ2 = ν2 + ρ′2. Hence for all cases λ2 + ρ2 6= ν2 + ρ′2 and
(λ1, ν1) = (−ρ1 − 2i,−ρ′1 − 2j) ∈ L we have tα,α′ = 0 for all α ≤ i. Now
assume tα,α = 0 for all α. Then expanding to the right we get tα,α′ = 0 for all
α ≤ i and all α′ > j. Then for a choice of ti+1,j we can expand to the right
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both with (R1) and (RZ). But it is easily checked that these two expansions
do coincide if and only if −ν1 = c′ − c + 23λ1. Otherwise we can assume that
there exists an α > i such that tα,α 6= 0. Then in particular tα+1,α+1 6= 0 and
by the same argument as above we obtain that non-trivial intertwiners can only
exist if λ2 − ρ2 − ν2 − ρ′2 = ν1 + ρ′1. Moreover the space of intertwiners is at
most one dimensional since we can uniquely define ti+1,j in terms of ti+1,j+1 as
in Figure 4.3. 
4.5. Multiplicities between composition factors. The same procedure as in the proof
of Theorem 4.10 can be used to compute multiplicities and classify symmetry breaking op-
erators between composition factors. We abuse notation and write Aλ,ν , A
(1)
λ,ν , A
(2)
λ,ν , Bλ,ν and
Cλ,ν for the restrictions of the smooth symmetry breaking operators to I. Then Aλ,ν |I(α,α′) =
tAα,α′(λ, ν)·Rα,α′ for numbers tAα,α′(λ, ν) ∈ C. Similarly we write tA,1α,α′(λ, ν), tA,2α,α′(λ, ν), tBα,α′(λ, ν)
and tCα,α′(λ, ν) for the numbers defining the other operators. All these sequences are explicitly
given by Lemma 2.17 and they are the only solutions of the relations (R1), (R2), (R3) and
(RZ).
Lemma 4.12. (i) If U ⊆ (πλ)HC is a submodule, then the restriction
Hom(g′,K ′)((πλ)HC|(g′,K ′), (τν)HC)→ Hom(g′,K ′)(U|(g′,K ′), (τν)HC),
T 7→ T |U
is surjective.
(ii) If n ≥ 3, U ′ 6= F ′+(0, νz) is a quotient of (τν)HC and q : (τν)HC ։ U ′ is the quotient
map, then the composition
Hom(g′,K ′)((πλ)HC|(g′,K ′), (τν)HC)→ Hom(g′,K ′)((πλ)HC|(g′,K ′),U ′),
T 7→ q ◦ T
is surjective.
Proof. Ad (i): By Corollary 3.4 an operator T ∈ Hom(g′,K ′)(U|(g′,K ′), (τν)HC) is given by
scalars tα,α′ satisfying the identities of Theorem 4.9 for all K-types α that occur in U . But
every time U(β) is trivial, and U(α) with α↔ β is not, the factor (σβ − σα + 2λss) vanishes
anyway, so that the relations for U are just a subset of the old relations, including the
diagonal relation (4.12) and the central relation (RZ). Hence we get the same restrictions
on the parameters λ2, ν2 and if λ1 = −ρ1 − 2i the scalars tα,α have to satisfy (4.12) for
(α,α′) = (i, i) such that in every case the diagonal sequence (tα,α)U(α)6=0 can be expanded to
a sequence as in Lemma 4.11, which has a unique continuation to all (α,α′) by Theorem 4.10.
Ad (ii): Let ν1 6= ρ′1. If U ′(α′) is trivial and U ′(β′) with α′ ↔ β′ is not, then the factor
(σ′β′ − σ′α′ + 2νss) vanishes anyway, so that the set of relations the scalars tα,α′ defining
an element T ∈ Hom(g′,K ′)((πλ)HC|(g′,K ′),U ′) have to satisfy is a subset of the relations of
Theorem 4.9. In particular since U ′ 6= F ′−(0, λz) there exist K ′-types for which (R2) and
(RZ) hold. Hence we get the same restrictions on λ2, ν2. As before, given such an operator,
we can expand the diagonal sequence to a sequence as in Lemma 4.11 using (4.12). 
If U is a quotient of (πλ)HC we have that an intertwiner T : U → (τν)HC together with the
quotient map q : U → (πλ)HC induces an intertwiner
(πλ)HC U (τν)HCq T
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that vanishes on the complement of U . On the other hand if U ′ is a submodule of (τν)HC,
ι : U ′ →֒ (τν)HC the inclusion and T : (πλ)HC → U ′ intertwining, then
(πλ)HC U ′ (τν)HCT ι
is an intertwiner whose image is contained in U ′. Recall that for n = 2 we have F ′+(j, νz) ∼=
F ′−(j, νz) and T ′+(j, νz) ∼= T ′−(j, νz), and for n ≥ 3 we have F ′−(0, νz) ∼= F ′+(0, νz). This
implies that every algebraic symmetry breaking operator between composition factors is
given by the restriction of a smooth symmetry breaking operator. Hence the considera-
tions above and Lemma 4.12 reduces the classification of smooth symmetry breaking oper-
ators between composition factors to the analysis of zero-sets of the sequences tSα,α′(λ, ν),
S = A, (A, 1), (A, 2), B,C.
Proposition 4.13. Let i, j ∈ Z≥0. Then
(i)
(
tAα,α′(λ, ν)
)
α′>j
= 0, for ν1 = −ρ′1 − 2j,
(ii)
(
tAα,α′(λ, ν)
)
α≤i
= 0, for λ1 = −ρ1 − 2i,
(iii)
(
tAα,α′(λ, ν)
)
α>i,α′≤j
= 0, for λ1 = ρ1 + 2i, ν1 = ρ′1 + 2j, i ≥ j,
(iv)
(
tA,1α,α′(λ, ν)
)
α′>j
= 0, for ν1 = −ρ′1 − 2j,
(v)
(
tA,1α,α′(λ, ν)−
(2j)!
(2i− 2j)! t
A,2
α,α′(λ, ν)
)
α≤i
= 0, for λ1 = −ρ1 − 2i, ν1 = −ρ′1 − 2j, i ≥ j,
(vi)
(
tBα,α′(λ, ν)
)
α≤i
= 0, for λ1 = −ρ1 − 2i,
(vii)
(
tBα,α′(λ, ν)
)
α>i
= 0, for λ1 = ρ1 + 2i,
(viii)
(
tCα,α′(λ, ν)
)
α′>j
= 0, for ν1 = −ρ′1 − 2j,
(ix)
(
tCα,α′(λ, ν)
)
α≤i
= 0, for λ1 = −ρ1 − 2i,
(x)
(
tCα,α′(λ, ν)
)
α>i,α′≤j
= 0, for λ1 = ρ1 + 2i, ν1 = −ρ′1 − 2j, i ≥ j,
(xi)
(
tCα,α′(λ, ν)
)
α>i,α′≤j
= 0, for λ1 = −ρ1 − 2i, ν1 = ρ′1 + 2j, i ≥ j.
Proof. Since the numbers tAα,α′(λ, ν), t
A,1
α,α′(λ, ν), t
A,2
α,α′(λ, ν), t
B
α,α′(λ, ν) and t
C
α,α′(λ, ν) satisfy the
relations of Theorem 4.9, the diagonal sequences satisfy the conditions given in Lemma 4.11.
Expanding to the right with (RZ) implies (i), (ii), (iv) and (vi).
Ad (iii): The relations (R2) for (α,α′) = (i+1, j +1) and (R3) for (α,α′) = i+1, j imply
ti+1,j(λ, ν) = 0. Then (R1) for (α,α′) = (i+1, j +1) implies ti+2,j(λ, ν) = 0. Then the zeros
expand to the whole block α > i, α′ ≤ j by (RZ) and (R3).
Ad (v): By Lemma 4.11 there exist non-trivial linear combinations of t(1)α,α′(λ, ν) and
t
(2)
α,α′(λ, ν) that vanish on the diagonal for all α ≤ i. Such sequences vanish for (α,α′) with
α ≤ i by (RZ). The right linear combinations are given by Corollary 2.18.
Ad (vii): In (2.18) the factor (ρ1−λ12 )α = (−i)α vanishes for all α > i.
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Ad (viii) and (ix): We have for the diagonal
tCα,α(λ, ν) =
(ν1+ρ
′
1
2 )α
Γ(λ1+ρ12 + α)
,
which vanishes for ν1 = −ρ′1− 2j for all α > j and for λ1 = −ρ1− 2i for all α ≤ i. Expanding
to the right with (RZ) yields the desired result.
Ad (x) and (xi): The relations (RZ) for (α,α′) = (i+1, j+1) and (R3) for (α,α′) = i+1, j
imply ti+1,j(λ, ν) = 0. Then (RZ) implies the statement. 
Finally together with Remark 4.4 we get a classification of symmetry breaking operators
between composition factors of πλ and τν :
Theorem 4.14. Let U ∈ {F±(i, λz)∞,T±(i, λz)∞} and U ′ ∈ {F ′±(j, νz)∞,T ′±(j, νz)∞}. The
spaces HomG′(U|G′ ,U ′) are spanned by operators given in the following tables:
U U ′ F ′+(j, νz)∞ F ′−(j, νz)∞ T ′+(j, νz)∞ T ′−(j, νz)∞
F+(i, λz)∞ Aλ,ν 0 0 0
F−(i, λz)∞ 0 A(1)λ,ν 0 0
T+(i, λz)∞ 0 A(1)λ,ν Aλ,ν 0
T−(i, λz)∞ Aλ,ν 0 0 A(1)λ,ν − (2j)!(2i−2j)!A
(2)
λ,ν
for j ≤ i and λ2 + ρ2 = ν2 + ρ′2,
U U ′ F ′+(j, νz)∞ F ′−(j, νz)∞
T+(i, λz)∞ Aλ,ν A(1)λ,ν
T−(i, λz)∞ Aλ,ν A(1)λ,ν
for j > i and λ2 + ρ2 = ν2 + ρ′2,
All other spaces are either trivial or given by the cases above composed with the isomorphisms
from Remark 4.5.
For the relation between the numbers (λ1, λ2), (ν1, ν2) and (λss, λz), (νss, νz) see Remark 4.1.
Appendix A. Homogeneous generalized functions
Let n ≥ 1. For λ ∈ C with Reλ > −n the function
uλ(x) =
|x|λ
Γ(λ+n2 )
is locally integrable and hence defines a distribution uλ ∈ D′(Rn) which is homogeneous of
degree λ.
Lemma A.1 ([3] Chapter I, 3.5 and 3.9). The family of distributions uλ ∈ D′(Rn) extends
holomorphically to an entire function in λ ∈ C. For λ /∈ −n − 2Z≥0 we have suppuλ = Rn
and for λ = −n− 2N ∈ −n− 2Z≥0 we have
u−n−2N (x) = (−1)N π
n
2
22NΓ(n+2N2 )
(∆NRnδ)(x).
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Lemma A.2. Let u ∈ D′(Rn) be homogeneous of degree λ and invariant under the action of
O(n), then u is a scalar multiple of uλ.
Lemma A.2 follows directly from the classification of homogeneous distributions on R in
[3, Chapter I, 3.11].
Appendix B. Gegenbauer polynomials
Following [2, Chapter 10.9, (18)] Gegenbauer polynomials can be defined by
Cλn(z) =
⌊n
2
⌋∑
j=0
(−1)j(λ)n−j
j!(n − 2j)! (2z)
n−2j .
If n = 2k is even the special value at z = 0 is given by (see [2, Chapter 10.9, (19)])
Cλ2k(0) =
(−1)kΓ(λ+ k)
k!Γ(λ)
. (B.1)
The following identities of neighboring polynomials with respect to n and λ hold:
d
dz
Cλn = 2λC
λ+1
n−1 (B.2)
2λCλ+1n − (n+ 2λ)Cλn = 2λzCλ+1n−1 (B.3)
2λ(1− z2)Cλ+1n−1 = (n + 2λ)zCλn − (n+ 1)Cλn+1 (B.4)
4λ(λ+ 1)(1 − z2)Cλ+2n−2 = 2λ(2λ+ 1)Cλ+1n − (2λ+ n)(2λ+ n+ 1)Cλn (B.5)
4λ(λ+ 1)(1 − z2)Cλ+2n−2 = 2λ(2λ+ 1)zCλ+1n−1 − n(2λ+ n)Cλn (B.6)
The relation (B.2) is [2, Chapter 10.9, (23)]. (B.3) is [2, Chapter 10.9, (25)] and (B.2),
(B.4) is [2, Chapter 10.9, (35)]. (B.5) is a combination of (B.3) and (B.4). (B.6) is (B.3)
applied to (B.5).
Appendix C. Spherical harmonics
Let Hα(Rn) be the space of homogenous harmonic polynomials of degree α on Rn, endowed
with the natural action of the orthogonal group O(n). In this way Hα(Rn) is an irreducible
O(n)-representation (see [18, Chapter IX] and Remark 2.16). Restricting this representation
to the subgroup O(n − 1) realized in O(n) in the upper left (n − 1) × (n − 1)-block, we get
the following decomposition into irreducible O(n − 1)-representations (see [12, H5]):
Hα(Rn)|O(n−1) ∼=
⊕
0≤α′≤α
Hα′(Rn−1) (C.1)
Let x = (x′, xn) ∈ Rn with x′ ∈ Rn−1 and φ ∈ Hα′(Rn−1). For 0 ≤ α′ ≤ α the maps
I˜α′→α : Hα′(Rn−1)→ Hα(Rn),
I˜α′→αφ(x) = |x|α−α′φ(x′)C
n−2
2
+α′
α−α′
(
xn
|x|
)
, (C.2)
are isomorphisms of O(n − 1)-representations (see [12, Fact 7.5.1]). For the spaces of even
polynomials H2α(Rn) and H2α′(Rn−1) we use the notation
I˜2α′→2α = Iα′→α. (C.3)
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Following [18, IV.2] every homogenous polynomial in x ∈ Rn can be uniquely written as the
sum of harmonic homogenous polynomials times even powers of |x|.
Lemma C.1. For φ ∈ H2α(Rn) we have
xixjφ = φ+i,j + |x|2φ0i,j + |x|4φ−i,j (C.4)
with φ±i,j ∈ H2(α±1)(Rn) and φ0i,j ∈ H2α(Rn) given by (α 6= 0)
φ−i,j =
1
(n + 4α − 4)(n+ 4α − 2)
∂2φ
∂xi∂xj
,
φ0i,j =
1
n+ 4α
(
xj
∂φ
∂xi
+ xi
∂φ
∂xj
− 2|x|
2
n+ 4α − 4
∂2φ
∂xi∂xj
+ δi,jφ
)
, (C.5)
φ+i,j = xixjφ− |x|2φ0i,j − |x|4φ−i,j,
It is easily checked that all three are indeed harmonic.
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