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Total error is often calculated as a combination of random error and fixed bias. However, the specific protocols used to estimate random error and fixed bias are themselves variable factors that can affect the estimate of total error. We refer to biases such as assay drift, sample-to-sample carryover, and reagent carryover as examples of fixed biases that are protocol-specific and distinguish them from other fixed biases. Failing to account for protocolspecific biases that are present will lead to incorrect estimates of total error when routine use of the assay involves a protocol different from that used to estimate total error. Multi-factor protocols are recommended to determine protocol-specific biases, which, if present, should be included in the estimate of total error.
AdditionalKeyphrases:quality control multi-factor protocols
The concept of total error is useful because it provides a single measure for the acceptability of a laboratory test's performance (1,2). Total error of a result is defined as the difference in concentration between test and reference methods. Usually, the distribution of total error is of interest, specifically the range containing 95% or 99% of all patients' sample differences from the reference result (3) . Total error is often studied at the medical decision point(s), although in patient monitoring, the entire assay range is of interest.
Total error can be divided into three categories. Table  1 shows how components of total error are allocated into these categories for a hypothetical assay. Random error is defined as agreement among replicates, and is free from protocol-specific bias. Fixed bias is defined as the mean difference between the test and reference method concentration.
In this paper, random error and fixed bias are defined to be independent of the protocol used in their estimation.
The protocol consists of a specific sample sequence, reagent sequence, and previous sample assayed. It can also include other factors such as a specific instrument or reagent lot. Differences in results (between the test and reference method) that depend only on the protocol are defined as protocol-specific biases.
Each source of error in Table 1 acts independently on  an observation to produce a difference from the reference method. Using this knowledge of error sources, one can design efficient experiments to estimate total error by: (a) estimating the contribution from each source, for protocol-specific biases. In this paper I will show that with certain protocols, when unaccounted protocol-specific biases exist, estimates of random error will be inflated. Because routine use of an assay will usually differ from an evaluation protocol, estimates of random error, fixed bias, and hence total error will be incorrect. Multi-factor protocols (4) (5) (6) (7) (8) are recommended as a way to estimate protocol-specific biases. An example will illustrate how to combine protocol-specific biases with random error to obtain a better estimate of total error. Finally, other sources of bias will be considered.
As an example of protocol-specific bias, the four "imprecision" protocols in Table 2 are compared in estimating within-run imprecision forsimulatedassay data, which has an SD of 0.5 unit, a linear drift of 2 units per 20 samples, and no other bias. In this assay 20 samples may be run before recalibration. The "samples assayed" column refers to the estimation protocol. For example, in row 1, samples 1 through 10 are assayed for each of several runs. In row 2, only samples 1 and 2 are assayed for each of many runs. Table 2 shows that the observed imprecision for each None EP5-T(9)
EP1O-P (5) None
protocol is different and agrees with imprecision calculated by theory (see Appendix).
In fact, each protocol actually measures within-run imprecision (random error) plus the linear drift (protocol-specific bias) contributed by the sample sequence in the protocol.
In one sense, each protocol is giving the correct answer. That is, if one always were to assay samples 1 and 2, the observed within-run imprecision-or agreement among replicates-would be on average 0.51. However, if there are 20 samples in each run when the assay is used routinely, the 0.51 imprecision estimate will not be representative of the imprecision estimated from duplicates because a patient's sample has an equal probability of occurring in any position, 1-20. In certain cases, e.g., those shown in the last row in Table 2 , the observed imprecision could be substantially higher. The problem with the estimates in Table 2 is that a protocolspecific bias, linear drift, has been included in the estimate of random error, which is against the notion of random error (10). Including drift in an estimate of imprecision causes a loss of information because the predictable effect of the systematic error (drift) will be unknown if it has been assigned as random error. A similar argument would apply to measuring fixed bias in a method comparison.
The results from Table 2 can be predicted by using multi-factor protocols (4) (5) (6) (7) (8) . These protocols simultaneously estimate random error, protocol-specific biases, and fixed biases. To prevent the problems associated with Table 2 , I recommend using multi-factor protocols with the following steps: (a) calculate protocol-specific biases, (b) calculate imprecision components uncontaminated with statistically significant protocol-specific biases, and (c) calculate total error by combining random error, protocol-specific bias, and other fixed bias for each possible sample in a routine assay. Note that in one multi-factor protocol, NCCLS EP1O-P (5), one is instructed to calculate the observed imprecision as in Table 2 , and decide whether it meets one's requirement; if so, one need not calculate factor effects such as drift. Table 2 shows this can be misleading.
The calculation of total error is based on Mandel (11) . He divided the total error into two parts, random error and bias (equation 1). The following shows how equation 1 can be expanded further.
where D, = the total error difference between the ith result for x and R, the reference result = the mean of the population of x.
Because is unknown, we use as an estimate of (equation 2).
Bias is represented by the constant difference (x -R). We will assume that the random error (x,-x) has a gaussian distribution with mean = 0 and standard deviation = o Because we are dealing with estimates, we replace owith s. We can now determine the location of most (e.g., 95% or 99%) of the results by constructing a tolerance interval (12). Substituting these terms into equation 2 yields equation 3.
Total error (TE) = 95% of D4's = k . + bias (3) where k is a value from a table of tolerance factors for a normal distribution. Note that s represents total random error. It includes within-run, between-run, and other components of random error. We can further subdivide bias into a series of protocol-independent biases and protocol-specific biases. We start with protocol-independent biases (equation 4) by calculating the difference for each jth reference concentration because, if slope or nonlinear bias exists, this difference will be concentration dependent. (For multi-factor programs where the expected value of the slope is one, subtracting one from the estimated slope will convert the slope term to a "bias" term required in equations 4 and 5. The expected value of all other bias terms is zero.) TE = k . a + mt + (slope -j) + (nonlinearity j2) ( 
4)
We now add protocol-specific biases. Equation 5 is similar to equation 4, but now also accounts for each protocol-related factor. For example, for drift, we calculate bias due to drift for each sample according to its sequence in the assay.
TEJm(m -1)r = k 'a + mt + (slope .j) + (nonlin .j2)
In words, this equation gives the total error for 95% of samples for each jth concentration for each mth sample in a run, when preceded by the (m -1)th sample's concentration, and preceded by the rth reagent as the sum of random error, fixed biases, and protocol-specific biases. The value of this equation is that in addition to an estimate of total error for any sample, we have knowledge of which error sources contribute most. Table  3 illustrates a spreadsheet format of equation 5, based on the example from Table 2 (first four samples shown). I further illustrate these concepts with data for carcinoembryomc antigen determined with a batch analyzer, simulated to have CV =5% at 3 gfL, 0.006 gfL linear drift per sample, 0.06% sample carryover, and no other biases. (Normally, the random error and biases would be unknown.)
As calculated by a multi-factor protocol (7) from simulated data of 10 runs each of a 64-sample-long protocol of two concentrations, 3 and 500 jzgfL, the linear drift is estimated as 0.0064 ig/L, the sample carryover as 0.065%, and the imprecision at 3 .tg/L is 0.156 pg/L. Experience has shown that 10 runs will provide reasonably precise estimates of factor effects as well as between-run imprecision. The simulation and analysis programs, available upon request, were written in SAS (SAS Institute, Cary, NC). Imprecision that does not contain protocol-specific biases is estimated by removing linear drift and sample carryover from the observations before calculating a standard deviation. For example, to remove drift from each observation, we subtract m 0.0064 .Lg/L, where m is the order in which the observation was run. For simplicity, the betweenrun component of variation was set equal to zero in the simulation. (y-axis) with 95% confidence as predicted by using the estimates for linear drift, sample carryover, and imprecision in the preceding paragraph vs the assay sequence order (x-axis) for carryover from a preceding sample fixed at 500 zg/L. Thus, each sample with a reference value of 3 g/L would follow a 500 g/L sample. The results in Figure 1 were calculated according toequation 5. First, the bias for each sample was calculated by adding 0.0064' m g/L of drift to each mth sample having an initial value of 3.0 jzg/L, and adding 0.065% carryover from a 500 p.g/L previous sample. Imprecision was then added as ± 2.06 0.156 j.tgfL, where 2.06 is a tolerance factor for 634 df for 95% confidence on containing 95% of the population and 0.156 pgfL is the imprecision estimated from the multi-factor design, after removing the effects due to carryover and drift. (The unadjusted or "observed" imprecision was equal to 0.252 g/L.)
The total error, calculated as recommended and
shown as the parallelogram, is compared with the total error obtained by multiplying the tolerance factor 2.06 times the "observed imprecision" of 0.252 (the area between the two solid horizontal lines). One can also prepare spreadsheets such as Table 3 where each row equals sample sequence (or some other protocol variable such as concentration of previous sample) and columns are contributions to total error (in this example, drift, sample carryover, and imprecision). Spreadsheets or their graphical equivalents will show which factors have the most influence on total error.
Discussion
Although the concept of total error is valuable, it appears not to be widely used. Method-evaluation articles often deal with separate estimates of imprecision and accuracy without an attempt to combine them. Protocols that minimize protocol-specific bias such as EP5-T (9) (estimates random error) and EP9-T (13) (estimates fixed bias) are not always used. Here I have provided a conceptual framework for improving estimates of total error by accounting for protocol-specific biases. The examples have been kept simple to illustrate principles. Thus, in the carcinoembryonic antigen example I neglected to account for the uncertainty of protocol-specific bias estimates in calculating total error. Using multiple runs to obtain an estimate of total imprecision will usually give fairly precise estimates of protocol-specific biases. I have also omitted the necessary steps of checking the adequacy of statistical assumptions needed when real rather than simulated data are used.
Although multi-factor protocols estimate fixed bias terms, I have not included them in the example because a method-comparison experiment such as in NCCLS EP9-T usually provides a better estimate of fixed biases. Multi-factor protocols relyon a singlesample matrix, whereas EP9-T requires individual patient's samples.
A method-comparison protocol that is representative of how the assay is routinely run-this excludes EP9-T-will provide a direct estimate of the population of No. of concns. 
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