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INTEGER POINTS ON HOMOGENEOUS VARIETIES WITH TWO
OR MORE DEGREES
JULIA BRANDES
Abstract. We give a revised version of Schmidt’s treatment of forms in many
variables, which allows us to prove a Hasse principle under more lenient conditions
on the number of variables than what had previously been thought possible with
these methods. Our results are generally comparable with recent advances in the
field and supersede them in a number of cases.
1. Introduction
The circle method is one of the most powerful and versatile tools in the analytic
theory of diophantine equations, and has successfully been applied to an almost
unimaginable range of problems, usually with good or at least satisfactory results.
One class of problems, however, to which it seems to be particularly ill-adapted, is
the study of intersections of projective hypersurfaces in the generic case when more
than one degree is involved. In fact, whilst techniques related to Vinogradov’s mean
value theorem have allowed us to achieve a good understanding of such systems
when all equations are diagonal, and consequently strong results have been obtained
(see [13], [14], [9], [2]), these methods break down in settings that require a more
robust approach, and although tools are available that exhibit the necessary robust-
ness, these lack the finesse of keeping track of the entire system as they consider only
the subsystem of highest degree, and so far few attempts have been made to recover
the information connected to the equations of lower order and thus establishing a
general theorem for the number of solutions of systems of equations.
The main work in this direction is due to Schmidt [11], who devised a method to
circumvent the difficulties that are inherent in the method via an iterative argument
that uses the information extracted from the higher-order equations to control those
of lower degrees. However, since on the face of it his methods appear to be very inef-
ficient, the most recent approaches to the problem due to Browning et al. [3, 4] have
discarded this approach and pursued different strategies instead. It is, however, quite
clear from Schmidt’s work that he was more interested in the methodological aspects
of the problem than the numerics for particular special cases, so one should expect
that by a more careful perusal of his memoir stronger bounds can be extracted from
his ideas. The purpose of the work at hand is therefore to explore the scope of his
methods in greater detail and show that, despite assertions to the contrary, his ideas
continue to yield results that can compete with the most recent advances in the field.
Our results will be subject to a non-singularity condition, which it is convenient
to phrase in terms of Schmidt’s g-invariant, as this is well adapted to the arithmetic
nature of the problem and easily translates to other notions of singularity that may
be more useful in certain contexts. If F1, . . . , Fr ∈ Z[x1, . . . , xs] are forms of like
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degree d, and Φ1, . . . ,Φr are the associated symmetric d-linear forms, we denote
by V the variety
V =
{
(x1, . . . ,xd−1) ∈ A
(d−1)s
Q : rank
(
Φi(x1, . . . ,xd−1, en)
)
1≤n≤s
1≤i≤r
≤ r − 1
}
,
where en is the n-th unit vector. The g-invariant of the system F is now given by
the largest real number γ with the property that
Card
{
(x1, . . . ,xd−1) ∈ Z
s(d−1) ∩ V : |xi| ≤ P ∀i
}
≪ P s(d−1)−γ+ǫ.
We may therefore view g(F) as an arithmetic analogue of codimV , and one has
both g(F) ≥ h(F) and g(F) ≥ s−dimV ∗, where h(F) denotes the usual h-invariant
and
V
∗ = V ∩ {(x, . . . x) ∈ A
s(d−1)
Q }
is the singular locus as in Birch [1]. In particular, it follows from Dietmann’s work [6]
in conjunction with Schmidt’s treatise [11] that at least in the quadratic and the cu-
bic cases g(F) and h(F) coincide.
Let F
(j)
1 , . . . , F
(j)
rj ∈ Z[x1, . . . , xs] be forms of degree dj , where j ranges from 1
to k, and assume throughout that the degrees are indexed from the top down, so one
has di > dj if i < j. We will abbreviate gj = g(F
(j)). Write further
Rj =
j∑
i=1
ri and Dj =
j∑
i=1
diri,
and let R = Rk and D = Dk denote the total number of equations and the total
degree, respectively. Let wh : R
s → [0, 1] be a weight function to be defined later
that is supported inside [−1, 1]s and depends on some parameter h ∈ N0 in such a
way that h = 0 corresponds to the indicator function on [−1, 1]s. We are interested
in the counting function
Nh(P ) =
∑
x∈Zs:F(x)=0
wh(x/P ),
and our most general result is as follows.
Theorem 1.1. (a) Suppose that the forms F(j), 1 ≤ j ≤ k, satisfy
k∑
j=1
2dj−1(dj − 1)rj(D −Dj +Rj)
gj − 2dj−1(dj − 1)rj(rj + 1)
< 1
with gj > 2
dj−1(dj − 1)rj(rj + 1) for each j. Then there exists a δ > 0 such that for
some large parameter h one has
Nh(P ) = P
s−Dχh(∞)
∏
p prime
χ(p) +O(P s−D−δ),
and the product of the local factors χh(∞) and χ(p) is non-negative.
(b) Under the stronger condition
k∑
j=1
2dj−1(dj − 1)rj((R + 1)(D −Dj) +Rj)
gj − 2dj−1(dj − 1)rj(rj + 1)
< 1
the asymptotic formula is true for h = 0.
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After this work has been completed, Browning and Heath-Brown [4] have made
available a preprint in which they establish a similar result using methods that are
based on different ideas, and even though their bounds seem to be slightly stronger
than ours, they are of the same overall magnitude. Nevertheless, Theorem 1.1 is
is the first result that provides a sufficient condition for the validity of the Hasse
principle for general systems of forms which is encoded in a single inequality. It is
also satisfying to see that the condition of Theorem 1.1 is of a size and shape roughly
comparable to Birch’s theorem [1]. This is particularly apparent in the simplified
condition
gj > 2
dj−1(dj − 1)rj(rj + 1 + k(D −Dj +Rj)) (1 ≤ j ≤ k),
which implies that of Theorem 1.1 and easily supersedes Schmidt’s original bound [11,
eq. 10.13] of
gj > 2
3dj−5(1 + 21−dj )−1(dj − 1)rjDd1.
The fact that, as stated, Theorem 1.1 does not reduce exactly to Birch’s theorem is
due to the fact that it is indeed a simplified version of a slightly sharper bound which
is implicit in our method. Unfortunately, in order to obtain an accurate result for
the general situation one has to solve a rather unwieldy recursion, and as the main
purpose of this work is methodological rather than numerical, we opted in favour of
clarity and brevity. Nonetheless, we will give the details of the recursion in the final
section of the paper so that the interested reader can extract sharper bounds on the
number of variables in special cases without too much extra effort. As an illustration
of the potential of a more careful analysis, we give the exact result for the case k = 2.
Theorem 1.2. (a) Let
n1 = 2
d1−1(d1 − 1)r1(r1 + 1 + d2r2), n2 = 2
d2−1(d2 − 1)r2(r2 + 1),
N = 2d1+d2−2(d1 − 1)(d2 − 1)d2r1r
2
2(r1 + r2),
mi = 2
di−1(di − 1)ri(r1 + r2) (i = 1, 2)
and suppose that the conditions
(g1 − n1)(g2 − n2) > N and (1.1)
(g1 −m1)(g2 −m2) > m1m2 (1.2)
are both satisfied with gi > ni for i = 1, 2. Then there exists a δ > 0 such that for
any sufficiently large h one has
Nh(P ) = P
s−r1d1−r2d2χh(∞)
∏
p prime
χ(p) +O(P s−r1d1−r2d2−δ),
where again the product of the local factors is non-negative.
(b) If in (1.1) one replaces n1 and N by n
′
1 and N
′ with
n′1 = 2
d1−1(d1 − 1)r1(r1 + 1 + d2r2(r1 + r2 + 1)),
N ′ = 2d1+d2−2(d1 − 1)(d2 − 1)d2r1r
2
2(r1 + r2)(r1 + r2 + 1),
the conclusion of the theorem is true with h = 0.
One unwelcome feature of the result that springs to the eye is the fact that, unlike
in the situation of Theorem 1.1, we obtain two independent quadratic conditions on
the g-invariants, and one would really expect (1.1) to dominate. However, one can
show that in most situations, and in particular when either r1 = 1 or g1 = g2, this
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is indeed the case, and in fact the condition (1.2) becomes relevant only in extreme
situations when g2 is very small.
As a consequence of Theorem 1.2 the following conditions are sufficient to establish
a Hasse principle with weighted asymptotic formula for the number of integer points
on the intersection of two hypersurfaces.
degrees condition non-singular case
(3, 2) (g1 − 32)(g2 − 4) > 64 s ≥ 35
(4, 2) (g1 − 96)(g2 − 4) > 192 s ≥ 99
(5, 2) (g1 − 256)(g2 − 4) > 512 s ≥ 259
(4, 3) (g1 − 120)(g2 − 16) > 1152 s ≥ 131
(5, 3) (g1 − 320)(g2 − 16) > 3072 s ≥ 330
For comparison, in the case (d1, d2) = (3, 2) Browning et al. [3, Theorem 1.2] recently
obtained the condition (g1 − 32)(g2 − 4) > 128, which is superseded by our result.
For higher degrees, Browning and Heath-Brown [4, Corollary 1.5] show that in the
non-singular case it is sufficient to take
s > 2d1−1(d1 − 1)(2 + d2) + 2
d2−1d2.
Whilst this generally yields stronger bounds for large values of d2, it is superseded
by our work in all cases quoted above. We note further that, since the methods
employed in this paper are unrelated to the strategies pursued by Browning et al. [3]
and Browning and Heath-Brown [4], it stands to expect that better bounds can be
obtained by incorporating techniques used in their work or also the stronger results
that are available for the treatment of non-singular forms such as [7] or [8].
Throughout the paper we will be very cavalier in our use of vector notation. In
particular, any equations, inequalities or congruences involving vectors should be
read component-wise. Similarly, (a, b) is supposed to mean gcd(a1, . . . , an, b). Fur-
thermore, we will occasionally write
∑b
x=a f(x) to mean
∑
a≤x≤b f(x). The double
modulus ‖a‖ is used to denote the distance of a number a to the nearest integer.
Finally, whenever the letter ǫ appears in a statement, we claim that that statement
is true for any ǫ > 0.
The author is indebted to Trevor Wooley for many discussions around this and
related topics.
2. An iterative Weyl inequality
For h ∈ N0 let ŵh be given by
ŵh(x) =
{
(1− x2)h if − 1 ≤ x ≤ 1,
0 else,
(2.1)
and define further wh(x) =
∏s
n=1 ŵh(xn). Note that with this definition w0(x)
is just the indicator function on [−1, 1]s. In order to understand the counting
function Nh(P ) we encode the summation conditions in exponential sums. Let
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α(j) = (α
(j)
1 , . . . , α
(j)
rj ) ∈ [0, 1)
rj and α = (α(1), . . . ,α(k)) ∈ [0, 1)R, then the count-
ing function Nh(P ) is given by
Nh(P ) =
∑
x∈Zs
wh(x/P )
∫
[0,1)R
e
( k∑
j=1
α(j) · F(j)(x)
)
dα (2.2)
=
∫
[0,1)R
Th(α)dα,
where we introduced the exponential sum
Th(α) =
∑
x∈Zs
wh(x/P )e
( k∑
j=1
α(j) · F(j)(x)
)
.
The discrete differencing operator ∆ is defined by its action on a polynomial F
via the relation ∆yF (x) = F (x+ y)− F (x), and we will write
∆yi,...,y1F (x) = ∆yi · · ·∆y1F (x)
for its i-fold iteration. This allows us to state our basic differencing lemma, which is
fairly straightforward and essentially follows from [1, Lemma 2.1] or [11, Lemma 11.1].
Lemma 2.1. Let 1 ≤ i ≤ d1 − 1. Then one has
|Th(α)|
2i ≪ P (2
i−i−1)s
∑
yl
1≤l≤i
∑
x
e
(
∆yi,...,y1
k∑
j=1
α(j) · F(j)(x)
)
,
where the sums over x and yl run over suitable boxes contained inside [−P,P ]
s.
Proof. In the case h = 0 this is just the standard differencing procedure as in Birch [5,
Chapter 13] or Schmidt [11, §11]. For larger values of h, summation by parts and
the triangle inequality yield∣∣∣∣ ∑
x∈Zs
( s∏
n=1
ŵh(xn/P )
)
e
( k∑
j=1
α(j) · F(j)(x)
)∣∣∣∣2i
≤
(∫ P
−P
∣∣∣∣ s∏
n=1
ŵ′h(xn/P )
∣∣∣∣∣∣∣∣ ∑
−P≤x≤t
e
( k∑
j=1
α(j) · F(j)(x)
)∣∣∣∣dt
)2i
,
and since the weights are normalised it follows that our exponential sum is bounded
by
|Th(α)|
2i ≪ max
t∈[−P,P ]s
∣∣∣∣ ∑
−P≤x≤t
e
( k∑
j=1
α(j) · F(j)(x)
)∣∣∣∣2i.
This exponential sum can be treated by the same methods as the original one in the
case h = 0, and the statement follows by standard arguments. 
At this stage, the usual procedure would be to apply Lemma 2.1 with i = d1 − 1,
so the argument of the exponential function becomes linear, thus yielding either a
non-trivial upper bound for Th(α) or good approximations to the coefficients α
(1). In
the situation at hand, however, this approach would lose all information connected to
the forms F(j) with j > 1. In order to remedy this, we adopt a strategy developed by
Schmidt [11], in which he pursues an iterative procedure as follows. In the first step
he applies Lemma 2.1 as outlined above and finds that either the entire exponential
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sum Th(α) is small or the coefficients α
(1) of the highest degree equations have a
good rational approximation. He then argues that in the latter case the information
about the coefficients α(1) can be exploited to show that the effect of the highest
degree polynomials on the behaviour of Th(α) is small, so if the exponential sum is
still large, its size must be dominated by the polynomials of lower degree with only
a small perturbation stemming from the highest-degree equations. In this case, it is
therefore possible to apply Weyl’s inequality again with i = d2−1, and by essentially
the same argument as before one shows that either there is a good bound for Th(α) or
one can extract a rational approximation to the coefficients α(2). After k iterations,
this argument leads to a version of the tripartite Weyl inequality roughly similar to
the one usually encountered in Birch’s theorem.
In order to be able to control the effect of the higher-degree equations on the
exponential sum in this way, we extend the notation ‖ · ‖ to polynomials as follows.
For a polynomial f of the shape f(x) =
∑
i cix
i1
1 · · · x
is
s with coefficients ci we write
‖f‖ = maxi ‖ci‖. In this notation we have the following more general and slightly
sharper version of [11, Lemma 12.2], which is one of the key ingredients to the
iterative process outlined above.
Lemma 2.2. Suppose that A(x) is a polynomial of degree d, and write
A(x) = A(0) +A(1)(x) + · · ·+A(d)(x),
where A(j) is homogeneous of degree j. Further, given parameters P and B and η > 0
satisfying B ≥ P η ≫ Bγ for some finite γ > 0, suppose that there exists a positive
integer q ≤ P η such that ‖qA(j)‖ ≪ BηP−j . Then one has∣∣∣∣ ∑
−B≤x≤B
e(γ · x+A(x))
∣∣∣∣≪ P ηs+ǫ s∏
n=1
min
{
BP−η, ‖qγn‖
−1
}
.
Proof. We write BP−η = Q1+δ and M = Q1−δ for some δ > 0. The box [−B,B]s
can be split into roughly O((B/Mq)s) boxes of sidelengthMq. In each of these boxes
we may write x = b+ qz, where 0 ≤ b < q and 0 ≤ z ≤M . It follows that the total
number of choices for b is at most
(B/Mq)sqs ≪ (B/M)s ≪ P ηs+O(δ).
Since we may choose δ arbitrarily small, it suffices to show that
max
0≤b<q
∣∣∣∣ ∑
0≤z≤M
e(γ · qz+A(b+ qz))
∣∣∣∣≪ s∏
n=1
min
{
BP−η, ‖qγn‖
−1
}
. (2.3)
The polynomial A(b+ qz) can be expanded via the binomial theorem, yielding
A(i)(b+ qz) = H
(0)
i (b) + qH
(1)
i (b)(x) + · · ·+ q
iH
(i)
i (x),
where the H
(l)
i are homogeneous of degree l in x and of degree i−l in b. Furthermore,
the coefficients of the polynomials H
(l)
i differ from those of A
(i) at most by a binomial
coefficient, so one has
∥∥qH(l)i ∥∥≪ ‖qA(i)‖ for all i and l. For fixed b we may absorb
the powers of b and q into the forms and write
A(i)(b+ qz) = J
(0)
i + J
(1)
i (x) + · · ·+ J
(i)
i (x),
where each J
(l)
i is of degree l. Note that as the constant term does not contribute
in the estimate (2.3), we may without loss of generality restrict our analysis to the
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terms with l ≥ 1. Furthermore, since b ≤ B we find that∥∥J (l)i ∥∥≪ ql−1|b|i−l∥∥qH(l)i ∥∥≪ ql−1Bi−l(P ηB−i)≪ P ηlB−l ≪ Q−l(1+δ).
It follows that the same bound is true for ‖J (l)‖ =
∥∥∑d
i=l J
(l)
i
∥∥, though the constant
may differ. For Q large enough, though, the constant will be smaller than Qδl and
one has ‖J (l)‖ ≪ Q−l. This allows us to invoke [11, Lemma 12.1] which returns the
desired result. 
Lemma 2.2 allows us to formulate a version of the tripartite Weyl inequality some-
what akin to Lemma 15.1 of Schmidt [11]. For this purpose we define functions B
(j)
n,ρ,
1 ≤ n ≤ s, for all 1 ≤ ρ ≤ rj and 1 ≤ j ≤ k via the relation
Φ(j)ρ (x,y1, . . . ,ydj−1) =
s∑
n=1
xnB
(j)
n,ρ(y1, . . . ,ydj−1).
Furthermore, for all 1 ≤ j ≤ k let θj be a parameter in the unit interval which will
be fixed later, and define
νj = rj(dj − 1)θj and ωj =
j∑
i=1
νi. (2.4)
As in the case of D and R, we will write ωk = ω. Also, for integers qj with 1 ≤ j ≤ k
set Qj =
∏j
i=1 qi.
Lemma 2.3. Let j be fixed and suppose that for all i with 1 ≤ i < j there exists a
positive integer qi ≪ P
νi with the property that∥∥Qiα(i)∥∥≪ P−di+ωi .
Then for all h ≥ 0 one has
|Th(α)|
2dj−1 ≪ P (2
dj−1−dj+ωj−1)s+ǫΥj,
where
Υj =
∑
|yl|≤P
1≤l≤dj−1
s∏
n=1
min
{
P 1−ωj−1 ,
∥∥∥dj !Qj−1 rj∑
ρ=1
α(j)ρ B
(j)
ρ,n(y1, . . . ,ydj−1)
∥∥∥−1}.
Proof. According to Lemma 2.1 we have
|Th(α)|
2dj−1 ≪ P (2
dj−1−dj)s
∑
y1,...,ydj−1
∑
x
e
(
∆ydj−1,...,y1
k∑
i=1
α(i) · F(i)(x)
)
,
where the yl and x run over boxes contained in [−P,P ]
s. Since each application of
the differencing operator reduces the degree by one, the term
∆ydj−1,...,y1F
(i)(x)
is independent of x whenever i > j, it is linear in x when i = j, and for i < j it can
be written in the shape
∆ydj−1,...,y1F
(i)
ρ (x) =
di−dj+1∑
l=0
G
(i)
ρ,l(x),
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where the polynomials G
(i)
ρ,l are homogeneous of degree l in x. It follows that∥∥G(i)ρ,l∥∥≪ P di−l, and therefore∥∥Qj−1α(i)ρ G(i)ρ,l∥∥≪ ‖Qj−1/Qi‖ ∥∥Qiα(i)ρ ∥∥∥∥G(i)ρ,l∥∥
≪ Pωj−1−ωiP−di+ωiP di−l ≪ P−l+ωj−1
for all choices of l and i. The conclusion now follows by an application of Lemma 2.2
with B = P , q = Qj−1, η = ωj−1 and
γn = dj !
rj∑
ρ=1
α(j)ρ B
(j)
ρ,n(y1, . . . ,ydj−1).
This completes the proof. 
By arguments from the geometry of numbers as in [1, Lemma 2.4] one now shows
that whenever Th(α)≫ P
κjθj for some choice of parameters κj > 0 and θj ∈ (0, 1],
the number of y1, . . . ,ydj−1 ∈ [−P
θj , P θj ]s satisfying∥∥∥∥dj !Qj−1 rj∑
ρ=1
α(j)ρ B
(j)
ρ,n(y1, . . . ,ydj−1)
∥∥∥∥≪ P−1+ωj−1+(dj−1)(θj−1) (2.5)
grows at least like (P θj )(dj−1)s−2
dj−1κj−ǫ.
The diophantine approximation condition that is implicit in (2.5) is satisfied either
if the functions B
(j)
ρ,n tend to vanish for geometric reasons, or if the coefficients α(j)
do indeed have a good approximation in the rational numbers. Suppose that the
matrix
(
dj !B
(j)
ρ,n
)
ρ,n
is of full rank, and denote by qj the determinant of one of its non-
vanishing rj-minors. Then we have qj ≪ P
νj and an approximate matrix inversion
as in [1, Lemma 2.5] shows that indeed one has an approximation given by∥∥α(j)ρ qjQj−1∥∥≪ P−dj+ωj (1 ≤ ρ ≤ rj).
On the other hand, if rank
(
dj !B
(j)
ρ,n
)
ρ,n
≤ rj − 1, it follows from the definition of the
g-invariant that gj ≤ 2
dj−1κj . This shows the following.
Lemma 2.4. Under the assumptions of Lemma 2.3 one of the following holds.
(A) The exponential sum is bounded by
|Th(α)| ≪ P
s−κjθj .
(B) There exist integers 0 ≤ a(j) < qj ≪ P
νj such that
|Qjα
(j)
ρ − a
(j)
ρ | ≪ P
−dj+ωj (1 ≤ ρ ≤ rj).
(C) The system F(j) has g-invariant gj ≤ 2
dj−1κj .
By demanding that
gj > 2
dj−1κj , (2.6)
the third case can be excluded. This allows us to decompose the R-dimensional unit
cube into a set of major and minor arcs.
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3. Major and Minor arcs
Lemma 2.4 yields a partition into major and minor arcs, subject to the parameters
θj and κj which it is now our job to choose optimally. Whilst one needs κjθj > D in
order to obtain sufficient savings in the minor arcs situation in case (A), one would
like to take θj small so as to get major arcs that are as narrow as possible in case (B),
but simultaneously one strives to minimise κj and thereby gj .
For a given index j and fixed parameters θ1, . . . , θj−1 and q1, . . . , qj−1 we define
the major arcs Mj(P ; θj) to be the set of all α
(j) having an approximation given by
a(j) and qj with
0 ≤ a(j)ρ < qj ≤ cjP
νj and |α(j)ρ Qj − a
(j)
ρ | ≤ cjP
−dj+ωj (1 ≤ ρ ≤ rj) (3.1)
for some suitable constant cj , and let mj(P ; θj) = [0, 1)
rj \Mj(P ; θj) be the comple-
mentary set. One checks that the major arcs are disjoint as soon as
ωj < dj/2. (3.2)
The definition of the major arcs as given above is iterative in nature in that it
involves the denominators qi for all i < j, and this reflects the fact that our work
of the previous section generates an approximation for α(j) only in the case when
all α(i) with i < j have already been approximated. In a sense, therefore, the major
arcs Mj(P ; θj) are only defined inside the product of all Mi(P ; θi) with i < j. This
notion can be made precise by introducing a set of multidimensional major arcs via
M(P ; θ1, . . . , θj) =
j∏
i=1
Mi(P ; θi)× [0, 1)
R−Rj , (3.3)
and the respective minor arcs are given by
m(P, θ1, . . . , θj) =
j−1∏
i=1
Mi(P ; θi)×mj(P ; θj)× [0, 1)
R−Rj . (3.4)
In this notation, the R-dimensional unit cube can be decomposed into nested sets of
major and minor arcs as
[0, 1)R = m(P ; θ1) ∪ · · · ∪m(P ; θ1, . . . , θk) ∪M(P ; θ1, . . . , θk), (3.5)
and this union is disjoint.
It is useful to make the definition
Ωj =
j∑
i=1
riωi =
j∑
i=1
(Rj −Ri−1)νi (1 ≤ j ≤ k), (3.6)
where R0 should be interpreted as zero.
Lemma 3.1. The volume of the multidimensional major arcs is bounded by
volM(P ; θ1, . . . , θj)≪ P
−Dj+Ωj+νj+ǫ.
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Proof. The condition (3.1) together with (3.3) implies that
volM(P ; θ1, . . . , θj)≪
c1P ν1∑
q1=1
q1−1∑
a(1)=0
(
P−d1+ω1
q1
)r1
· · ·
cjP
νj∑
qj=1
qj−1∑
a(j)=0
(
P−dj+ωj
q1 . . . qj
)rj
≪
c1P ν1∑
q1=1
(
P−d1+ω1
)r1
· · ·
cjP
νj∑
qj=1
(
P−dj+ωj
q1 . . . qj−1
)rj
≪ P−Dj+Ωj
j∏
i=1
ciP
νi∑
qi=1
q
−(Rj−Ri)
i .
The qj-summation is empty and thus contributes O(P
νj), and all remaining sums
generate at most O(log P ). This shows the result. 
We record for later reference that as a simple consequence of Lemma 3.1 we have
volM(P ; θ1, . . . , θk)≪ P
−D+Rω+ǫ. (3.7)
Our next task is to analyse under which conditions the contribution of the minor
arcs is under control. Again, this is iterative in nature and in fact leads to the
recursive behaviour of the size conditions on the θj that ultimately determine the
shape of our results.
Lemma 3.2. Let the index j and the parameters θi for i < j be fixed, and suppose
that the parameters κj and θj satisfy
0 < θj < θ
(0)
j =
dj
(rj + 1)(dj − 1)
(3.8)
and
κj > (dj − 1)rj(rj + 1) + (D −Dj +Ωj−1 + rjωj−1)/θj . (3.9)
Then there exists a positive δ such that the j-th minor arcs contribution is bounded
by ∫
m(P ;θ1,...,θj)
|Th(α)|dα = O(P
s−D−δ).
Proof. This is essentially [1, Lemma 4.4]. Let θj be given according to (3.8). We can
find a sequence θ
(i)
j with the property
1 >
dj
(rj + 1)(dj − 1)
= θ
(0)
j > θ
(1)
j > · · · > θ
(M)
j = θj > 0
and subject to the condition(
θ
(i−1)
j − θ
(i)
j
)
κj <
(
κj − rj(rj + 1)(dj − 1)
)
θj − (D −Dj)− Ωj−1 − rjωj−1 (3.10)
for each i. This is always possible with M = O(1). Notice further that with κj and
θ
(0)
j as in the hypotheses of the lemma one has
κjθ
(0)
j > rjdj +D −Dj +Ωj−1 + rjωj−1 > D −Dj−1 +Ωj−1 + νj−1,
so it follows from (3.4), Lemma 3.1 and Lemma 2.4 that there exists a δ > 0 such
that∫
m(P ;θ1,...,θj−1,θ
(0)
j )
|Th(α)|dα≪ volM(P ; θ1, . . . , θj−1) sup
α(j)∈mj(P ;θ
(0)
j )
|Th(α)| ≪ P
s−D−δ.
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Further, if we write
m
(i)
j = m
(
P ; θ1, . . . , θj−1, θ
(i)
j
)
\m
(
P ; θ1, . . . , θj−1, θ
(i−1)
j
)
,
one obtains via Lemma 3.1 and the definitions (3.6) and (2.4) that volm
(i)
j is bounded
by
volm
(i)
j ≪ volM
(
P ; θ1, . . . , θj−1, θ
(i−1)
j
)
≪ P−Dj+Ωj−1+rjωj−1+(rj+1)rj(dj−1)θ
(i−1)
j +ǫ.
This implies∫
m
(i)
j
Th(α)dα≪ P
−Dj+Ωj−1+rjωj−1+(rj+1)rj(dj−1)θ
(i−1)
j
+ǫP s−κjθ
(i)
j ,
and in the exponent one has for every i = 1, . . . ,M the relation
−κjθ
(i)
j + rj(rj + 1)(dj − 1)θ
(i−1)
j ≤
(
θ
(i−1)
j − θ
(i)
j
)
κj −
(
κj − rj(rj + 1)(dj − 1)
)
θj
< −D +Dj − Ωj−1 − rjωj−1,
where the last inequality uses (3.10). Since∫
m(P ;θ1,...,θj)
Th(α)dα =
M∑
i=1
∫
m
(i)
j
Th(α)dα+O(P
s−D−δ)
and M = O(1), this completes the proof. 
It follows from (3.5) that after applying Lemma 3.2 successively to each of the θj,
the counting function is of the shape
Nh(P ) =
∫
M(P ;θ1,...,θk)
Th(α)dα+O(P
s−D−δ), (3.11)
provided that (2.6), (3.2), (3.8) and (3.9) are all satisfied.
4. Understanding the main term
In order to show that the main term of (3.11) is indeed of the expected shape,
it is necessary for the approximations of all components of α to have the same
denominator. Recall that we wrote ω = ωk and set
q = Q1 and b
(j)
ρ = (q/Qj)a
(j)
ρ (1 ≤ ρ ≤ rj , 1 ≤ j ≤ k). (4.1)
Then for some constant c our final set M(P ;ω) of major arcs is the set of all α with
an approximation of the shape
1 ≤ q ≤ cPω and |α(j)ρ q − b
(j)
ρ | ≤ cP
−dj+ω (4.2)
for all 1 ≤ ρ ≤ rj and all 1 ≤ j ≤ k. With this definition M(P ;ω) is essentially the
same as M(P ; θ1, . . . , θk). Henceforth all parameters α, b, q and β = α − b/q will
be implicitly understood to satisfy the major arcs conditions as in (4.2).
We now define
S(q,b) =
q∑
x=1
e
(
q−1
k∑
j=1
b(j) · F(j)(x)
)
and
vh(β, P ) =
∫
Rs
wh(ξ/P )e
( k∑
j=1
β(j) · F(j)(ξ)
)
dξ,
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where, as in the entire analysis so far, h can be any positive integer or zero. The
following lemma allows us to replace the exponential sum by an expression in S(q,b)
and vh(β, P ) that reflects the rational approximation on α.
Lemma 4.1. Assume that α ∈ M(P ;ω) and let wh be defined by means of (2.1).
Then there exists an integer vector (q,b) ∈ ZR+1 satisfying (4.2) and with the prop-
erty that
|Th(α)− q
−sS(q,b)vh(β, P )| ≪ P
s−K+Kω
for all K ≤ max{1, h − 1}.
Proof. Observe that by sorting the terms in arithmetic progressions modulo q, one
obtains
Th(α) =
∑
z (mod q)
e
(
q−1
k∑
j=1
b(j) · F(j)(z)
) ∑
u∈Zs
Wh(q,u, z),
where
Wh(q,u, z) = wh
(qu+ z
P
)
e
( k∑
j=1
β(j) · F(j)(qu+ z)
)
.
The goal is now to apply the Euler-MacLaurin summation formula in order to replace
the sum
∑
uWh(q,u, z) by the integral q
−svh(β, P ). Notice that the weight function
ŵh with a given parameter h is (h − 1)-times continuously differentiable, and write
ψi(x) = Bi({x}) where Bi(x) is the i-th Bernoulli polynomial and {x} = x − ⌊x⌋
denotes the fractional part of x. Furthermore, for a given n between 1 and s let um
is fixed for all m 6= n. Applying the Euler-MacLaurin formula of order K to the
un-summation yields∑
un∈Z
Wh(q,u, z) =
∫
R
Wh(q,u, z)dun
+
K∑
l=1
(−1)l
l!
[
ψl(un)
dl−1
dul−1n
Wh(q,u, z)
]∞
un=−∞
−
(−1)K
K!
∫
R
ψK(un)
dK
duKn
Wh(q,u, z)dun. (4.3)
The central terms in (4.3) vanish, and in the last term the derivative is
dK
duKn
Wh(q,u, z)≪
K∑
l=0
dK−l
duK−ln
ŵh
(
qun + zn
P
)
dl
duln
e
( k∑
j=1
β(j) · F(j)(qu+ z)
)
≪
K∑
l=0
(q/P )K−l × (q/P )l
l∑
i=0
( k∑
j=1
|β(j)|P dj
)i
≪ (q/P )K
K∑
i=0
(Pω/q)i.
The sum is dominated by the term i = K, and after recalling that as a function
of un the weight ŵh((qun + zn)/P ) and its derivatives are supported inside an in-
terval of length O(P/q), we find that the error arising from applying the Euler-
MacLaurin formula to the n-th coefficient is O
(
q−1P 1−K+Kω
)
, yielding an overall
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error of O
(
(q/P )−sP−K+Kω
)
once the remaining s− 1 summations have been per-
formed. Hence after repeating this operation for each of the s components one
obtains ∑
u∈Zs
Wh(q,u, z) =
∫
Rs
Wh(q,u, z)du +O
(
(q/P )−sP−K+Kω
)
= q−svh(β, P ) +O
(
(q/P )−sP−K+Kω
)
.
After recalling that the remaining term is just S(q,b) and is bounded by qs, the
proof is complete for all K ≤ h− 1 . Finally, we remark that in the case K = 1 the
enunciation follows uniformly in h by a standard argument. 
It remains to integrate the expression from Lemma 4.1 over the major arcsM(P ;ω).
Using (3.7), we have∫
M(P ;ω)
Th(α)dα =
cPω∑
q=1
q−s
q−1∑
b=0
(b,q)=1
S(q,b)
∫
|β(j)|≤cP−dj+ω/q
1≤j≤k
vh(β, P )dβ
+O
(
P−D+Rω+ǫP s−K+ωK
)
for any K ≤ h− 1, and the error is acceptable if K −ω(K+R) > 0, translating into
ω < τh (4.4)
where
τh = min{(R + 1)
−1, (h− 1)/(R + h− 1)}.
Notice that τh ր 1 as h increases.
As usual, the growth rate of the main term in the asymptotic formula comes from
the contribution of vh(β, P ). One has∫
|β(j)|≤cP−dj+ω/q
1≤j≤k
vh(β, P )dβ = P
s−D
∫
|β|≤cPω/q
vh(β, 1)dβ,
and we will denote the integral on the right hand side by Jh(cP
ω/q). It follows that
the main term of (3.11) is given by∫
M(P ;ω)
Th(α)dα = P
s−D
cPω∑
q=1
S(q,b)Jh(cP
ω/q) +O(P s−D−δ), (4.5)
provided (4.4) is satisfied.
5. The singular integral and the singular series
The main term in (4.5) can be analysed further by extending the truncated singu-
lar integral Jh(cP
ω/q) to infinity. We follow an argument by Schmidt [10, Lemma 11]
which is somewhat geometric in nature and in fact necessitates the additional con-
dition (1.2) needed in Theorem 1.2.
Lemma 5.1. Suppose that one has
W
k∑
j=1
(dj − 1)rj
κj
< 1 (5.1)
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for some W > 0. Then we have the bound
vh(β, 1)≪ (1 + |β|)
−W
uniformly in h.
Proof. Observe that the identity
vh(β, 1) = Q
−svh
(
Q−d1β(1), . . . , Q−dkβ(k);Q
)
holds for every Q. Let
θ∗j =
∏
i 6=j κi∏k
i=1 κi +
∑k
l=1(dl − 1)rl
∏
i 6=l κi
,
and write ω∗ for the respective value of ω. This choice of the θ∗j satisfies (3.2) and
solves the system of equations
κjθ
∗
j = 1− ω
∗ (1 ≤ j ≤ k).
Furthermore, our hypothesis (5.1) ensures that
1− ω∗
ω∗
> W. (5.2)
We now fix β ∈ [0, 1)R and choose Q such that
|β| = cQω
∗
. (5.3)
Then Q−diβ(i) ∈ Mi(Q; θ
∗
i ) for all indices i, and in fact the best approximation of(
Q−d1β(1), . . . , Q−dkβ(k)
)
is given by b = 0 and q = 1. Since S(1,0) = 1 it follows
from Lemma 4.1 with K = 1 that
vh
(
Q−d1β(1), . . . , Q−dkβ(k);Q
)
= Th
(
Q−d1β(1), . . . , Q−dkβ(k)
)
+O(Qs−1+ω
∗
).
On the other hand, by our choice (5.3) of the parameter Q there exists an index j
for which the argument Q−djβ(j) lies just on the edge of the major arcs Mj(Q; θ
∗
j ),
and since the minor arcs bound extends to the closure of the minor arcs one has the
complementary estimate
Th
(
Q−d1β(1), . . . , Q−dkβ(k)
)
≪ Qs−κjθ
∗
j .
On combining these estimates one sees that
vh(β, 1)≪ Q
−s(Qs−κjθ
∗
j +Qs−1+ω
∗
)
for some index j. By our choice of θ∗j the exponents coincide, and furthermore one
has
Q−1+ω
∗
≪ |β|−(1−ω
∗)/ω∗ ≪ |β|−W
by (5.3) and (5.2). 
It follows that if we replace Jh(cP
ω/q) by the singular integral
Jh =
∫
RR
vh(β, 1)dβ,
the error |Jh(cP
ω/q)− J| is O
(
(Pω/q)R−W
)
.
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The next step is to complete the truncated singular series
S(cPω) =
cPω∑
q=1
q−s
q−1∑
b=0
(b,q)=1
S(q,b).
This is easier than the singular integral and in fact follows directly from [11, Lemma 7.1].
Lemma 5.2. Suppose that
κj > (dj − 1)rjV (5.4)
for some V > 0 and some index j. Then the terms of the singular series are bounded
by
q−sS(q,b)≪ q−V .
Proof. Recall the definitions of q and b from (4.1) and apply the proof of [11,
Lemma 7.1] in conjunction with Lemma 2.4 to any one of the indices j. 
It follows that S = limP→∞S(cP
ω) exists whenever V > R + 1, and under the
condition ω < τh one has∣∣∣∣∣
∫
M(P ;ω)
Th(α)dα− P
s−D
JhS
∣∣∣∣∣≪ P s−D−δ + P s−D−(W−R)ω
cPω∑
q=1
qW−V .
If V > W + 1 the sum converges, and the resulting error is acceptable whenever
W > R. Summarising, we have
Nh(P ) = P
s−D
JhS+O(P
s−D−δ)
for some δ > 0, provided that the conditions (2.6), (3.2), (3.8), (3.9) and (4.4) are all
satisfied and that one has (5.1) and (5.4) for suitable parameters V −1 > W > R. We
will evaluate all these conditions in the next section and conclude the discussion of
the main term by interpreting the singular series and the singular integral in terms
of the local solution densities connected to the problem. By standard arguments
(e.g. Chapter 5 in Davenport’s book [5]) the singular series can be written as an
Euler product
S =
∏
p prime
χ(p),
where the factors χ(p) are given by
χ(p) =
∞∑
l=0
p−sl
pl−1∑
b=0
(b,p)=1
S(pl,b)
= lim
l→∞
pl(R−s)Card{x ∈ Z/plZ : F(x) ≡ 0 (mod pl)},
and it follows from Hensel’s lemma that this will be positive as soon as there exists
at least one non-singular p-adic solution to the system F(x) = 0. Schmidt [11, §3]
continues by transforming this expression into a p-adic integral
χ(p) =
∫
QRp
∫
Zsp
e
( k∑
j=1
α(j) · F(j)(ξ)
)
dξdα,
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highlighting the fact that χ(p) is the exact analogue of the original counting func-
tion (2.2) over the p-adic numbers. Similarly, the singular integral Jh is a continuous
version of (2.2) rescaled to the unit box, and one can show (see e.g. the second sup-
plement to Proposition I of [11]) that this is positive if, in addition to the remaining
conditions, dj is odd for every j. This confirms that the main term in Theorems 1.1
and 1.2 is of the expected shape.
6. Endgame
It remains to optimise the various parameters introduced in the course of the
proof, subject to the conditions (2.6), (3.2), (3.8), (3.9) and (4.4) as well as (5.1)
and (5.4) with W = R + δ and V = R + 1 + 2δ for any arbitrarily small but fixed
δ > 0. The most important ones of these conditions are (3.9) and (4.4).
We first study (3.9) more closely. Recall that the definition (3.6) of Ωj implies
that
Ωj−1 + rjωj−1 =
j−1∑
i=1
(Rj −Ri−1)νi,
where we recall that the empty sum implicit in R0 should be interpreted as having
the value zero. By writing γj = (rj+1)rj(dj−1), we may thus rewrite condition (3.9)
in the shape
θj >
D −Dj
κj − γj
+
j−1∑
i=1
(Rj −Ri−1)ri(di − 1)
κj − γj
θi. (6.1)
Note that in the special case j = 1 conditions (6.1) and (4.4) imply that
κ1 > γ1 + (D −D1)/θ1 > (d1 − 1)r1 (r1 + 1 +D −D1) ,
which is amply enough to satisfy (5.4) for j = k. Similarly, (3.2) and (3.8) are totally
encompassed in the stronger condition (4.4). In order to complete the proof of the
theorems, it thus remains to solve the recursion in (6.1) under the constraint (4.4)
and checking that (5.1) is satisfied with W = R+ δ.
For the proof of Theorem 1.1 set
θj =
D −Dj +Rjτh
κj − γj
.
With this choice one can exploit condition (4.4) and obtain
D −Dj
κj − γj
+
j−1∑
i=1
(Rj −Ri−1)ri(di − 1)
κj − γj
θi <
D −Dj +Rjωj−1
κj − γj
< θj ,
so (6.1) is satisfied. One observes further that D − Dj + Rj ≥ R for all j, so
condition (4.4) with τh < 1 implies that
1 >
k∑
j=1
rj(dj − 1)(D −Dj +Rj)
κj − γj
> R
k∑
j=1
rj(dj − 1)
κj
.
The proof of Theorem 1.1 is therefore complete after an application of (2.6).
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For Theorem 1.2 we have to be more careful in our computations. In this case, (6.1)
produces the system of inequalities
θ1 >
d2r2
κ1 − γ1
and θ2 >
(r1 + r2)r1(d1 − 1)
κ2 − γ2
θ1.
Choosing the θi as small as possible, condition (4.4) takes the shape
(d1 − 1)(d2 − 1)d2r1r
2
2(r1 + r2)
(κ1 − γ1)(κ2 − γ2)
+
(d1 − 1)d2r1r2
κ1 − γ1
< τh,
which is equivalent to
(κ1 − γ1 − τ
−1
h (d1 − 1)d2r1r2)(κ2 − γ2) > τ
−1
h (d1 − 1)(d2 − 1)d2r1r
2
2(r1 + r2).
(6.2)
After applying (2.6) and substituting τ−1h < 1 + η for arbitrarily small η > 0 and h
sufficiently large in terms of η, one recovers the condition (1.1) of Theorem 1.2, and
the true asymptotic formula is obtained by using τ−10 = (r1 + r2 + 1) instead. Note
that (1.2) is just the special case of (5.1).
We conclude the discussion by comparing the conditions (1.1) and (1.2). Adopt
the notation of Theorem 1.2 and observe that in the case r1 = 1 one has m2 = n2,
so subtracting (1.2) from (1.1) yields(
(g1 − n1)(g2 − n2)−N
)
−
(
(g1 −m1)(g2 −m2)−m1m2
)
= (g2 − n2)(m1 − n1) +m1m2 −N.
Since the terms
(m1 − n1) = −2
d1−1(d1 − 1)(1 + r2(d2 − 1))
and
m1m2 −N = −2
d1+d2−2(d1 − 1)(d2 − 1)r2(r2 + 1)((d2 − 1)r2 − 1).
are both negative, and we may assume that g2 > n2, the entire expression is negative,
implying the desired result.
If r1 ≥ 2, this implication ceases to hold. In the case when the singularities are of
roughly the same size, however, it is still true and can be seen as follows. Suppose
that both subfamilies of forms are non-singular, so that one has g1 = g2 = s. Since
both conditions (1.1) and (1.2) give a lower bound on the admissible s, it will be
enough to evaluate (1.1) in the case when (1.2) is on the boundary of being satisfied.
Let s0 = m1 +m2, then one has one has
s20 − (n1 + n2)s0 −N = 2
2d1−2A+ 2d1+d2−2B + 22d2−2C,
where
A = (d1 − 1)
2r21(r1 + r2)(r2 − 1− r2d2) < 0,
B = (d1 − 1)(d2 − 1)r1r2(r1 + r2)(−2− 2r2d2) < 0,
C = (d2 − 1)
2r22(r1 + r2)(r1 − 1) > 0.
Since d1 > d2, this is ≤ 2
2d2−2(A+B+C), so it suffices to show that A+B+C < 0.
Each of A, B and C is divisible by (r1 + r2), and all terms of the quotient are
quadratic or cubic in r1 and r2. The sum of all terms containing r
2
2 is
r22
(
(d2 − 1)
2(r1 − 1)− 2(d1 − 1)(d2 − 1)r2d2
)
< 0,
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the terms with r21 are just those collected in A, which is also negative, and the only
remaining term is −2(d1 − 1)(d2 − 1)r1r2. If s1 denotes the positive root of the
equation s2 − (n1 + n2)s = N , then this argument shows that s0 < s1 and hence the
combined conditions (1.1) and (1.2) translate into s > s1. This implies the desired
conclusion.
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