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Resumen y Abstract  IX 
 
Resumen 
El problema de ruteo de vehículos VRP es uno de los problemas más estudiados en 
investigación de operaciones, dada su relevancia en los campos del transporte y la 
logística. En los últimos años ha aumentado el interés en  minimizar la contaminación por 
la emisión de gases efecto invernadero a causa del consumo de combustibles fósiles. El 
sector transporte representa una parte importante en esas emisiones. En el transporte, 
situaciones  como los embotellamientos en las horas pico, por ejemplo, conducen a una 
red vial dinámica en la que varían los  tiempos de viaje y consecuentemente el consumo 
de combustible. Por lo anterior el problema de enrutamiento de vehículos con tiempos 
dependientes TDVRP es una representación más cercana la vida real que los modelos 
tradicionales de enrutamientos de vehículos, VRP. Por otro lado, el problema de 
enrutamiento de vehículos con partición de entregas, SDVRP permite asignar múltiples 
rutas a un mismo cliente, propiciando ahorros en las mismas. 
 
El objetivo de esta tesis es desarrollar un método para el uso de los recursos de transporte, 
con el fin de atender a los clientes de manera eficiente respecto al costo total de la distancia 
recorrida y al tiempo total de viaje requerido. El problema consiste en programar un 
recorrido durante un día dividido en intervalos o zonas horarias, con ventanas de tiempo 
para atender a cada cliente, vehículos homogéneos con capacidad fija 𝑄 y un depósito 
único. Para ello se propone en este trabajo un Algoritmo Memético (MA) capaz de 
encontrar soluciones que respetan las restricciones del problema, teniendo en cuenta la 
posibilidad de hacer particiones en las entregas.  
 
Mediante el Diseño de Experimentos se evaluó la calidad de las soluciones generadas 
respecto a un Algoritmo Genético (GA) desarrollado también para el propósito, teniendo 
como criterio de evaluación el porcentaje de mejores soluciones alcanzado por cada 
algoritmo. Los experimentos permiten afirmar que el Algoritmo Memético propuesto supera 
el Algoritmo Genético, resultando más robusto ante cambios en los parámetros de ambos 
métodos.  
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La solución propuesta representa un modelo más cercano a la realidad de las redes viales 
y genera rutas tendientes a disminuir la cantidad, recorrido y tiempo de permanencia de 
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The vehicle routing problem VRP is one of the most studied problems in operations 
research, given its relevance in the fields of transport and logistics. In recent years, interest 
in minimizing pollution due to the emission of greenhouse gases, as a result of the 
consumption of fossil fuels, has increased. The transport sector represents an important 
part of those emissions. In transport, situations such as traffic jams during peak hours, for 
example, lead to a dynamic road network in which travel times and consequently fuel 
consumption vary. Therefore, the time dependent vehicle routing problem, TDVRP, is a 
closer representation of real life than the traditional vehicle routing models, VRP. On the 
other hand, the split delivery vehicle routing problem, SDVRP, allows assigning multiple 
routes to the same client, promoting savings in them. 
 
The objective of this thesis is to develop a method for the use of transportation resources, 
in order to serve customers efficiently with regard to the total cost of the distance traveled 
and the total traveled time required. The problem consists of scheduling a trip for a day 
which is divided into intervals or time zones, with time windows to serve each customer, 
homogeneous vehicles with fixed capacity Q and a single deposit. In order to do so, a 
Memetic Algorithm (MA) is proposed in this work, capable of finding solutions that respect 
the constraints of the problem, taking into account the possibility of splitting the deliveries. 
 
By using Design of Experiments, the quality of the solutions generated by the Memetic 
Algorithm was evaluated with respect to a Genetic Algorithm (GA) also developed for the 
purpose, having as the evaluation criterion the percentage of best solutions reached by 
each algorithm. The experiments show that the proposed memetic algorithm surpasses the 
genetic algorithm, being more robust to changes in the parameters of both methods. 
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The proposed solution represents a model that is closer to the reality of road networks and 
generates routes that tend to reduce quantity, travel length and time spent by vehicles on 
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El transporte es una necesidad para el desarrollo de la economía de la sociedad, 
permitiendo la movilidad de las personas, insumos y materias primas necesarias para la 
producción de productos que a su vez son transportados para ser consumidos en cualquier 
lugar del mundo. De acuerdo a los autores (Fuglestvedt, Berntsen, Myhre, Rypdal, & Skeie, 
2008) el transporte, es una de las actividades de la industria que presenta  mayor consumo 
de combustible con base en el petróleo y en las últimas décadas se han evidenciado 
incrementos del 13% en las emisiones globales del CO2 desde 1990 al año 2000, donde 
las emisiones de CO2 del transporte terrestre y aéreo han crecido cada una en un 25%. 
En Asia Oriental y la Unión Europea los gases efecto invernadero provenientes del sector 
transporte terrestre entre los años 1990 y 2000 se han duplicado y aumentado en un 21% 
respectivamente. Convirtiéndose así en una de las actividades que a través de la emisión 
de gases efecto invernadero producto de la combustión, lo que contribuye al calentamiento 
global. (Fuglestvedt et al., 2008), también indican que en el año 2050 entre 30%-50% de 
las emisiones de CO2 proyectadas provendrían del sector transporte comparados con el 
20%-25% de hoy. 
 
Por consiguiente, los planteamientos enfocados al mejoramiento de la eficiencia en los 
problemas relacionados a la distribución de productos, pueden impactar de manera 
positiva la disminución de los costos operacionales y a su vez al problema de 
calentamiento global.  
 
En consecuencia, a lo anterior, se presentan tendencias en la búsqueda de soluciones 
relacionados a la gestión de las operaciones de transporte, desde la academia y la 
industria, aplicando diversas metodologías que proporcionan soluciones con alta eficiencia 
y calidad en términos de economía y servicios de transporte. 
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La distribución de productos es un elemento de interés dentro de las operaciones logísticas 
de la cadena de abastecimiento considerando los costos que ello atribuye y la gran 
variedad de problemas que se pueden derivar en torno a la operación. 
 
Uno de los problemas está relacionado con el enrutamiento de vehículos (VRP-Vehicle 
Routing Problem), el cual fue planteado inicialmente (Dantzig & Ramser, 1959) y definido 
como el problema para la obtención rutas óptimas para un conjunto de vehículos que 
requieren servir a una serie de clientes. Sobre este problema se han realizado estudios 
durante más de cincuenta años, dada su importancia sobre el campo de la logística por su 
complejidad, aplicabilidad y altos beneficios obtenidos de la solución del mismo. El VRP 
implica la planificación de las rutas, intentando disminuir los costos de operación de forma 
tal que se satisfaga las necesidades demandas de los clientes que se encuentran distantes 
dentro de una región o red de nodos que además contiene ciertas restricciones que 
establece el escenario de operación. 
 
Los escenarios de operación consideran factores de capacidad de los vehículos, 
características de la demanda de los clientes, el costo de energía (combustible), costo de 
los conductores relacionado a las horas de labor, horarios permitidos para el cargue y 
descargue, entre otros, lo cual motiva a generar rutas tan eficientes como sea posible. Para 
obtener un esquema de rutas eficiente no es necesario tener excesos de capacidad 
considerando que ello puede conducir al incremento de otros costos de la operación.  
 
La operación logística de transporte ha demostrado influir en la afectación al ambiente, 
llevando a que las industrias y gobiernos realicen esfuerzos para mitigar los efectos, lo que 
ha conducido a que varios estudios focalicen su atención en abordar los problemas de 
forma integral, de tal manera que las soluciones se encuentren relacionadas con un 
sistema amplio y sostenible donde se involucren los costos operativos y ambientales, lo 
que dentro de la literatura se ha denominado como Green Vehicle Routing Problems – 
GVRP.   
 
Por consiguiente, las variantes al modelo de VRP pretenden modelar los diversos 
escenarios de conformidad a la realidad de la operación, proporcionando soluciones más 








Una de las variantes al problema del VRP estudiadas para obtener una mayor eficiencia 
ha sido mediante el uso de la capacidad de los vehículos, permitiendo la consolidación de 
las demandas de varios clientes mediante la utilización de un vehículo en común. Es así 
como la partición (Split) de una demanda total de un cliente, puede ser satisfecha a través 
de admisión de visitas cualquier cantidad de veces por diferentes vehículos, generando de 
este modo una de las oportunidades para la reducción del costo y el número de vehículos 
utilizados. Cuando se realizan particiones de las entregas a los clientes, se puede requerir 
más de una visita a este a partir de una que inicia desde el lugar que abastece al vehículo, 
el cual generalmente es el nodo origen, sin embargo, se pueden eliminar viajes dedicados, 
en los cuales el vehículo únicamente atiende a un cliente para entregar la totalidad de la 
carga, dando lugar a que ésta pueda ser llevada por otros vehículos con capacidad 
disponible. Varios estudios han mostrado los beneficios de las entregas partidas (Split 
deliveries) para el problema de enrutamiento de vehículos (VRP), entre ellos (Dror & 
Tradeau, 1989), (Claudia Archetti, Savelsbergh, & Speranza, 2006). La partición de las 
entregas en el problema de ruteo de vehículos es denominada en la literatura como 
SDVRP (Split Delivery Vehicle Routing Problem). 
 
El VRP tradicional, asume distancias euclidianas constantes, sin embargo, bajo 
condiciones reales, las velocidades de transito de las distancias es variable de acuerdo a 
condiciones externas; condiciones climáticas, tipos de vehículos que transitan, volumen 
del flujo de vehículos, entre otros; por lo que el tiempo de recorrido de los vehículos es 
variable. En particular; la congestión vial, presenta tendencias en ciertas franjas horarias a 
través del día, por lo que el tiempo de viaje dependiente del horario propicia un 
modelamiento más cercano de la realidad del comportamiento de la red vial. Esta variante 
de estudio del problema VRP, ha sido formulada como Time-Dependent VRP (TDVRP), 
presentado por primera vez por (Malandraki, 1989), existiendo además otros estudios que 
mostraban primeros acercamientos al comportamiento dependiente de los tiempos de viaje 
(Cooke & Halsey, 1966). 
  
Por otra parte, el problema de VRP con ventanas de tiempo denominado como VRP with 
Time Windows, en la que el servicio de cada cliente i debe estar dentro del intervalo [ai, 
bi], ha sido abordada de forma particular en conjunto con las variantes citadas, dando lugar 
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a los problemas SDVRPTW y TDVRPTW. Sin embargo, no se encuentran registros en la 
literatura donde las dos variantes y la característica de ventanas de tiempo hayan sido 
abordadas conjuntamente, por lo que se presenta como una oportunidad de estudio en el 
campo de la programación de operaciones relacionada a soluciones logísticas en la 
distribución de productos. 
 
Objetivos 
A continuación se presentan el objetivo general y los objetivos específicos del trabajo. 
 
 Objetivo general 
Modelar, desarrollar e implementar un modelo de optimización para el problema de 
partición de las entregas y tiempos dependientes con ventanas de tiempo. 
 
 Objetivos específicos 
- Estudio del problema de partición de las entregas y tiempos de dependencia 
con ventanas de tiempo. 
- Formulación del modelo matemático que represente el escenario de particiones 
de las entregas y tiempos dependientes con ventanas de tiempo. 
- Diseño de un algoritmo de solución para el problema basado en procedimientos 
metaheurísticos y evaluación de los beneficios mediante el uso de esta 
metodología. 
- Implementación y evaluación del desempeño del algoritmo desarrollado. 
 
Relevancia y contribución a la ciencia 
En este trabajo se estudia el VRP desde la perspectiva de variantes del problema que 
apuntan a la disminución del impacto ambiental, producto de las emisiones de gases efecto 
invernadero, provenientes de la operación del transporte terrestre. Inicialmente, las 
variantes del problema han sido estudiadas de forma independiente, dando lugar luego a 
una solución que combina las particiones de las entregas con tiempos dependientes de 
viaje y ventanas de atención de los clientes. Se procede a modelar el problema y elaborar 









Estructura de la Tesis 
La tesis posee la siguiente estructura: en el Capítulo 1, se presentan las generalidades del 
problema de ruteo de vehículos (VRP), como lo es su formulación matemática, seguido de 
la taxonomía del VRP y finalizando con sus diferentes variantes. El cambio climático y las 
propuestas emergentes que abordan esta problemática asociada al transporte se 
encuentran relacionadas en el Capítulo 2. Seguidamente, el Capítulo 3, presenta la 
oportunidad de investigación, en la que converge la problemática ambiental y las 
oportunidades de exploración a partir del problema VRP. El Capítulo 4, presenta la revisión 
de literatura de los métodos de solución del problema VRP, las variantes de interés del 
VRP y su formulación, la herramienta de solución seleccionada para el problema de interés 
el cual es definido de acuerdo a la taxonomía presentada y finalmente las motivaciones del 
presente estudio. En el Capítulo 5 se muestra la descripción del problema, la formulación 
del modelo matemático y la metodología de solución. El Capítulo 6, muestra el algoritmo 
desarrollado. Seguidamente se presentan los resultados de experimentación en el Capítulo 
7. Finalmente, el Capítulo 8 presenta las conclusiones y recomendaciones. La bibliografía 





1. Los problemas de ruteo de vehículos VRP 
Este capítulo presenta el contexto general del problema de ruteo de vehículos VRP 
(Vehicle Routing Problem -VRP), su formulación matemática y los métodos de solución 
para este problema. Seguidamente se muestra la taxonomía del problema en la que se 
identifican los diferentes elementos que determinan la clasificación de un problema VRP 
de interés. El capítulo finaliza con la descripción de las variantes del problema VRP. 
1.1. Problemas de ruteo de vehículos y soluciones 
El problema de VRP, es uno de los problemas más relevantes dentro de la investigación 
de operaciones. Éste consiste en asignar rutas a una flota de vehículos que se encuentran 
en un depósito (nodo origen-destino), para atender las necesidades de demandas fijas de 
un conjunto de clientes. El VRP es un caso especial derivado del problema de agente 
viajero TSP (Traveling salesman problema TSP), en el cual, un solo vehículo cuenta con 
la capacidad suficiente. El TSP es entonces el más simple y quizás el problema de 
enrutamiento más conocido en la literatura. El foco en los problemas de VRP es motivado 
por su relevancia para los problemas logísticos de distribución de productos, y por su 
conocida dificultad matemática. En la vida real, la aplicación de las metodologías 
propuestas para abordar los problemas logísticos, significan ahorros entre el 5% y el 20%, 
de los costos totales de transporte (P Toth & Vigo, 2002). El problema de enrutamiento de 
vehículos inició en 1959, con la publicación de los autores (Dantzig & Ramser, 1959), en 
la cual propusieron la primera formulación matemática y un algoritmo de aproximación para 






la solución al problema. Seguidamente autores como (Clarke & Wright, 1962), presentaron 
un método heurístico Greedy para dar solución al primer problema presentado en 1959. 
Desde la primera publicación hasta la fecha, se han presentado diversas propuestas de 
solución al problema, entre las que se encuentran métodos exactos, heurísticos y mixtos. 
Por lo general, el objetivo que se tiene es minimizar el costo global de transporte. 
 
El problema clásico de VRP se define sobre un grafo 𝐺 = (𝑁, 𝐴), donde 𝑁 = {0, . . , 𝑛} es un 
conjunto de vértices (0 es el depósito o nodo origen, los otros vértices son los clientes 
(nodos clientes) y 𝐴 = {(𝑖, 𝑗): 𝑖, 𝑗 ∈ 𝐴, 𝑖 ≠ 𝑗} es el conjunto de arcos. El conjunto de clientes 
𝑆 ⊆ 𝑁. El costo de viaje entre los nodos, es definido como 𝐶𝑖𝑗 ≥ 0 mientras 𝑑𝑖 es la 
demanda del cliente i (𝑑0 = 0). Un conjunto 𝐾 = {1, … , 𝑘}, de vehículos idénticos (una flota 
homogénea), cada vehículo tiene una capacidad limitada Q, asequible en el depósito. La 
intención es obtener una serie de rutas que satisfagan la función objetivo definida, donde 
todas las rutas inicien y finalicen en el nodo origen. Los clientes deben ser visitados una 
única vez. La demanda de los clientes debe ser inferior o igual a la capacidad Q de los 
vehículos asignados a la ruta. Si la capacidad agregada de los vehículos es inferior a la 
demanda total, el problema no es factible (a menos que se permitan varios viajes por 
vehículo).   
  
1.2. Formulación matemática del VRP 
De acuerdo al modelo presentado (P Toth & Vigo, 2002). 
El problema de VRP puede ser formulado como sigue: 








= 1   ∀𝑗 ∈ 𝑉{0} 
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≥ 𝑟(𝑆)   ∀𝑆 ⊆ 𝑉\{0}, 𝑆 ≠ 0 
(7) 
𝑥𝑖𝑗 ∈ {0,1}   𝑖 = 0, … , 𝑛; 𝑗 = 0, … , 𝑛. 
 
Las restricciones 2-3 implican que un solo vehículo visite cada cliente, las ecuaciones 4-5, 
controlan la entrada y salida de los vehículos desde el depósito, es decir, que los K 
vehículos deben salir y regresar al nodo origen. La restricción 6 es utilizada para la 
eliminación de subtours (donde un subtour es definido como un tour en el cual no se incluye 
al depósito), 𝑟(𝑆) es el número mínimo de vehículos que se requieren para servir al 
conjunto S, estas restricciones son denominadas restricciones de capacidad y corte, que 
son de cardinalidad exponencial en n) y las restricciones duras del modelo. (P Toth & Vigo, 
2002) presentan una serie de restricciones equivalentes a las de capacidad y corte, las 
cuales son de cardinalidad polinomial. 
 
1.3. Definición y problemas de VRP 
Las variaciones al problema inicial VRP son ampliamente identificadas por el estudio 
construido por (Eksioglu, Vural, & Reisman, 2009). El estudio suministra definiciones e 
identifica algunos términos presentes en los trabajos sobre VRP. 
 
Las variaciones que ha tenido el VRP inicial alrededor de las características del primer 
escenario se presentan en la modificación de las variables como el número de paradas en 
una ruta de distribución (conocidas y desconocidas); las entregas parciales permitidas y 






no permitidas; las demandas de los clientes conocidas estocásticas, y desconocidas1; 
tiempos de espera determinísticos, estocásticos, dependientes2 y desconocidos; ventanas 
de tiempo de entrega suaves, estrictas o mixtas; horizontes de tiempo únicos y múltiples; 
nodos que requieren entregas y distribuciones o devoluciones; además de las variaciones 
de las características físicas de la red de distribución. Lo anterior es presentado en la 
taxonomía del VRP que se muestra en la ilustración 1.1. 
 
Un análisis estadístico sobre el VRP es realizado en (Eksioglu et al., 2009) enseñando los 
diferentes tipos de estudio, los cuales se identifican en la tabla 1.1.  
  
                                               
 
 
1 La información se obtiene en tiempo real 
2 Depende del momento en el cual se origina el transporte, alterando el tiempo de de distribución 
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Ilustración 1.1.Taxonomía de la literatura del VRP 
 
1.  Tipo de estudio  
1.1.  Teoría       
1.2.  Métodos aplicados 
1.2.1.  Métodos exactos 
1.2.2.  Métodos heurísticos 
1.2.3.  Simulación 
1.2.4.  Métodos de solución en 
tiempo real 
1.3.  Implementación Documentada       
1.4. Encuesta,  revisión  o 
Investigación objetiva 
 
2. Caracterización  del escenario 
2.1.  Número de paradas en la ruta 
2.1.1.  Conocida (Determinista) 
2.1.2. Parcialmente  conocida,  
parcialmente probabilística 
2.2.  Restricciones de carga dividida  
2.2.1.  División permitida 
2.2.2.  División no permitida 
2.3. Cantidad  de  demanda  del 
cliente 
2.3.1  Determinista 
2.3.2.  Estocástica 
2.3.3.  Desconocida 
2.4. Tiempo  de  solicitud  de  nuevos 
clientes 
2.4.1  Determinista 
2.4.2.  Estocástica 
2.4.3.  Desconocida 
2.5. Tiempos  de  espera  por 
Servicios al domicilio 
2.5.1.  Determinista 
2.5.2.  Dependiente del tiempo 
2.5.3.  Dependiente del tipo de 
vehículo 
2.5.4.  Estocástica 
2.5.5.  Desconocida 
2.6. Estructura  de  ventana  de 
tiempos 
2.6.1.  Ventana de tiempo flexible 
2.6.2.  Ventana de tiempo rígida 
2.6.3.  Mixto 
2.7.  Horizonte de tiempo 
2.7.1.  Un solo periodo 
2.7.2.  Múltiples periodos 
2.8.  Con viajes de regreso 
2.8.1. Nodos  que  requieren  
entregar  y  recoger carga 
2.8.2. Nodos que requieren un nuevo 
servicio de transporte  o  servicio  de  
retorno,  pero  no ambos 
2.9. Restricción  de  trayecto  entre 
nodos por ruta especifica 
2.9.1.  Restricciones de prioridad y 
enganche 
2.9.2.  Restricción de cubrimiento 
2.9.3.  Recurso permitido 
 
3. Características  físicas del 
problema 
3.1.  Diseño de red transporte 
3.1.1.  Red direccionada 
3.1.2.  Red no direccionada 
3.2. Locaciones y ubicaciones de los 
clientes  
3.2.1.  Clientes en nodos 
3.2.2.  Trazado de rutas en caso 
3.3. Ubicación  geográfica  de  los 
clientes 
3.3.1  Urbanos (Dispersos con un 
patrón) 
3.3.2.  Rural (Dispersos 
aleatoriamente) 
3.3.3.  Mixto 
3.4.  Número de puntos de origen 
3.4.1  Un solo origen 
3.4.2.  Múltiples orígenes 
3.5. Número  de  puntos  o 
instalaciones  de  carga  y descarga 
(depot) 
3.5.1.  Un solo origen 
3.5.2.  Múltiples orígenes 
3.6.  Tipos de ventanas de tiempo 
3.6.1.  Restricción en los clientes 
3.6.2.  Restricción en caminos 
3.6.3.  Restricción en depósitos de 
carga (depot) 
3.6.4.  Restricción en Vehículos o 
conductores 
3.7.  Número de vehículos 
3.7.1. Exactamente  n  vehículos  
(TSP  en segmentos) 
3.7.2.  Por encima de n vehículos 
3.7.3.  Número de vehículos ilimitado 
3.8. Consideración  de  capacidad  
de vehículos 
3.8.1.  Vehículos con la capacidad 
suficiente 
3.8.2.  Vehículos sin la capacidad 
3.9.  Vehículos homogéneos 
3.9.1.  Vehículos iguales 
3.9.2.  Vehículos de carga específica 
3.9.3.  Vehículos heterogéneos 
3.9.4.  Vehículos específicos para el 
cliente 
3.10.  Tiempo de transporte 
3.10.1.  Determinista 
3.10.2. Función dependiente  
(función del tiempo de viaje de 
acuerdo al intervalo de tiempo del 
día) 
3.10.3.  Estocástico 
3.10.4.  Desconocido 
3.11.  Costo de transporte 
3.11.1.  Depende del tiempo de 
transporte 
3.11.2.  Depende de la distancia 
3.11.3.  Depende del vehículo 
3.11.4.  Depende de la operación 
3.11.5.  Función de tardanza 
3.11.6.  Por peligro implícito o riesgo 
relacionado 
 
4. Características  de    la 
información  
4.1.  Evolución de la información 
4.1.1.  Estática 
4.1.2.  Parcialmente dinámica 
4.2.  Calidad de la información  
4.2.1.  Conocida (determinista) 
4.2.2.  Estocástica 
4.2.3.  Pronósticos 
4.2.4.  Desconocida (en tiempo real) 
4.3.  Disponibilidad de la información 
4.3.1.  Local 
4.3.2.  Global 
4.4.  Procesamiento de la 
información 
4.4.1.  Centralizada 
4.4.2.  Descentralizada 
5. Características  de datos 
5.1.  Datos usados 
5.1.1.  Datos del mundo real 
5.1.2.  Datos ficticios 
5.1.3.  Ambos, reales y ficticios 
 
 
Fuente: (Eksioglu et al., 2009) 
 
En la Ilustración 1.1 (Eksioglu et al., 2009),  presentan la clasificación del tipo de problemas 
de VRP identificados en su estudio, la cual se muestra de forma resumida en las 
Ilustraciones 1.2 y 1.3. 
 
 






Ilustración 1.2. Caracterización de los estudios sobre VRP por autores. 
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Ilustración 1.3. Continuación Caracterización de los estudios sobre VRP por autores. 
 


































































































































































































































































































































































































































































































































Al realizar una búsqueda en la literatura sobre el VRP, se identifica una tendencia de 
crecimiento de producción académica relacionada, la cual es representada gráficamente  
a través de la ilustración 1.4. 
 
Ilustración 1.4. Publicaciones por año sobre VRP. 
 
Fuente: herramienta Scopus, búsqueda propia   
 
Se encuentran 255 registros de artículos de VRP para 2018 y 164 en 2019 hasta la fecha 
de presentación de la tesis (septiembre de 2019), siendo un registro parcial para el 2019. 
 
En 2014, (De Jaegere, Defraeye, & Van Nieuwenhuyse, 2014) presentan un estado del 
arte del VRP, que se muestra mediante la ilustración 1.5: 
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Ilustración 1.5. Reseña de los estudios de VRP 




CVRP (Capacitaded) 128 88,89% 
VRPTW (Time Window) 57 39,58% 
HVRP (Heterogeneous) 27 18,75% 
MDVRP (Multi Depot) 18 12,50% 
VRPPB (Backhauls) 17 11,81% 
SDVRP (Split Deliveries) 16 11,11% 
DVRP (Dynamic) 15 10,42% 
PVRP (Periodic) 14 9,72% 
VRPSD (Stochastic Demands) 13 9,03% 
VRRSPD (Simultaneous Pickup and Delivery) 12 8,33% 
OVRP (Open) 9 6,25% 
TDVRP (Time Dependent) 7 4,86% 
MCVRP (Multi-Compartment) 5 3,47% 
CCVRP (Cumulative) 3 2,08% 
Fuente: adaptado (De Jaegere et al., 2014) 
 
La presencia relativa de los diferentes estudios, es la relación de la cantidad de artículos 
de la variante VRP sobre el número total de artículos identificados por los autores, por 
consiguiente la presencia relativa de la variante CVRP es 88,89% resultado de la relación 
de los 128 artículos de CVRP sobre el número total de artículos 144. 
1.4. Taxonomía VRP 
De conformidad al estudio presentado por (Eksioglu et al., 2009) en su artículo The vehicle 
routing problem: A taxonomic review, se presenta la taxonomía de los problemas de VRP, 
los cuales contienen características que son clasificadas en cinco grupos, a saber: 
 
 Tipo de estudio  
 
 Caracterización del escenario del problema  
 
 Caracterización física del problema  
 
 Características de la información  
 
 Características de los datos  
 






Partiendo de los grupos identificados, es posible determinar qué tipo de trabajo aborda un 
problema de interés, y en qué área del VRP se encuentra.  
La siguiente tabla 1.1.definida por los autores Eksioglu, Volkan, & Reisman en 2009, 
coadyuva a la consolidación de los diferentes estudios desarrollados en torno al VRP y 
facilitan la clasificación en las áreas de investigación. 
 
Tabla 1.1. Taxonomía del VRP presentada por (Eksioglu et al., 2009) 
Primer nivel de 
clasificación 
Segundo nivel de 
clasificación 
Tercer nivel de clasificación 
1. Tipo de estudio 1.1. Teoría  
1.2. Métodos aplicados 1.2.1. Métodos exactos 
1.2.2. Métodos heurísticos 
1.2.3. Simulación 









2. Caracterización del 
escenario 
2.1. Número de paradas 
en la ruta 
2.2.1. Conocida (Determinista) 
 




2.2. Restricciones de 
carga dividida 
2.2.1. División permitida 
2.2.2. División no permitida 
 
2.3. Cantidad de 





2.4. Tiempo de solicitud 




2.5. Tiempos de espera 
por Servicios al 
domicilio 
2.5.1. Determinista 
2.5.2. Dependiente del tiempo 




2.6. Estructura de 
ventana de tiempos 
2.6.1. Ventana de tiempo flexible 
2.6.2. Ventana de tiempo rígida 
2.6.3. Mixto 
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2.7. Horizonte de tiempo 2.7.1. Un solo periodo 
2.7.2. Múltiples periodos 
2.8. Con viajes de 
regreso 
2.8.1. Nodos que requieren 
entregar y recoger carga 
2.8.2. Nodos que requieren un 
nuevo servicio de 
transporte o servicio de 
retorno, pero no 
ambos 
2.9. Restricción de 
trayecto entre nodos 
por ruta especifica 
2.9.1. Restricciones de prioridad y 
enganche 
2.9.2. Restricción de cubrimiento 




3.1. Diseño de red 
transporte 
3.1.1. Red direccionada 
3.1.2. Red no direccionada 
3.2. Locaciones y 
ubicaciones de los 
clientes 
3.2.1. Clientes en nodos 
3.2.2. Trazado de rutas en caso 
3.3. Ubicación geográfica 
de los 
clientes 
3.3.1. Urbanos (Dispersos con un 
patrón) 
3.3.2. Rural (Dispersos 
aleatoriamente) 
3.3.3. Mixto 
3.4. Número de puntos 
de origen 
3.4.1. Un solo origen 
3.4.2. Múltiples orígenes 
3.5. Número de puntos o 
instalaciones de 
carga y descarga 
(depot) 
3.5.1. Un solo origen 
3.5.2. Múltiples orígenes 
3.6. Tipos de ventanas 
de tiempo 
3.6.1. Restricción en los clientes 
3.6.2. Restricción en caminos 
3.6.3. Restricción en depósitos de 
carga(depot) 
3.6.4. Restricción en Vehículos o 
conductores 
3.7. Número de 
vehículos 
3.7.1. Exactamente n vehículos 
(TSP en segmentos) 
3.7.2. Por encima de n vehículos 
3.7.3. Número de vehículos 
ilimitado 
3.8. Consideración de 
capacidad de 
vehículos 
3.8.1. Vehículos con la capacidad 
suficiente 
3.8.2. Vehículos sin la capacidad 
3.9. Vehículos 
homogéneos 
3.9.1. Vehículos iguales 
3.9.2. Vehículos de carga 
específica 
3.9.3. Vehículos heterogéneos 
3.9.4. Vehículos específicos para 
el cliente 
3.10. Tiempo de 
transporte 
3.10.1. Determinista 
3.10.2. Función dependiente  
(función del tiempo de viaje 
de acuerdo al intervalo de 
tiempo del día) 








3.11. Costo de transporte 3.11.1. Depende del tiempo de 
transporte 
3.11.2. Depende de la distancia 
3.11.3. Depende del vehículo 
3.11.4. Depende de la operación 
3.11.5. Función de tardanza 
3.11.6. Por peligro implícito o riesgo 
relacionado 
4. Características de 
la información 
4.1. Evolución de la 
información 
4.1.1. Estática 
4.1.2. Parcialmente dinámica 
4.2. Calidad de la 
información 
4.2.1. Conocida (determinista) 
4.2.2. Estocástica 
4.2.3. Pronósticos 
4.2.4. Desconocida (en tiempo 
real) 








5. Características de 
los datos 
5.1. Datos usados 5.1.1. Datos del mundo real 
5.1.2. Datos ficticios 
5.1.3. Ambos, reales y ficticios 
5.2. Sin uso de datos 5.2.1.  
Fuente: (Eksioglu et al., 2009) 
 
Esta clasificación permite identificar de acuerdo a las características del problema a 
estudiar, a que grupo de la taxonomía de los problemas de VRP pertenece, brindando la 
identidad del problema y su tipificación dentro de la literatura.  
1.5. Definición de variantes de VRP 
De acuerdo con la función objetivo y el tipo de restricciones a ser satisfechas, se ha dado 
lugar a la introducción de diferentes variantes al problema de VRP en la literatura. Dentro 
de éstas han sido denominadas Rich VRP (Caceres-Cruz, Arias, Guimarans, Riera, & 
Juan, 2014) a aquellas variantes que intentan emular de forma más ajustada los 
comportamientos de los problemas reales. De igual forma, en la medida en que los 
planteamientos se acercan a la realidad de la operación, la cantidad de restricciones 
aumenta, haciendo que los problemas Rich VRP presenten una mayor dificultad para ser 
resueltos. Seguidamente, se presentan de forma resumida las variantes más comunes del 
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VRP que se encuentran dentro de las Rich VRP, algunas de las cuales son el resultado de 
la combinación de las mismas. 
 
Capacitated VRP (CVRP): Cada cliente tiene su propia demanda y la demanda total sobre 
una ruta no puede exceder la capacidad del vehículo. Otras modificaciones a esta variante, 
se encuentran asociadas a restricciones adicionales como el tiempo o la distancia, en la 
que una solución no puede exceder los límites dados en términos de estas restricciones 
para la realización de la ruta (DVRP) (Golden, Wasil, Kelly, & Chao, 1998), (Altınel & 
Öncan, 2005),.  
 
VRP With Time Windows (VRPTW): Un vehículo debe atender a cada cliente dentro de 
un intervalo de tiempo. (M. M. Solomon, 1987), (Potvin & Rousseau, 1993), . 
 
Periodic VRP (PVRP): La planeación del horizonte se extiende sobre un número de 
periodos. Las rutas son consideradas para cada periodo, y cada cliente es visitado una o 
más veces a través del horizonte, dependiendo de los requerimientos del cliente. (N. 
Christofides and J. E. Beasley., 1984), (J.-F. Cordeau & Laporte, 2004), (Vidal, Crainic, 
Gendreau, Lahrichi, & Rei, 2012),. 
 
VRP With Heterogeneous Fleet (VRPHF): Los vehículos no tienen las mismas 
características, entre las que se encuentran la capacidad, la diferencia de costos fijos, entre 
otras, asociadas a los vehículos. (Gendreau, Laporte, Musaraganyi, & Taillard, 1999), (C. 
Lima, M. Goldbarg, 2004), (Dondo & Cerdá, 2007). 
 
Multi Depot VRP (MDVRP): Existen varios depósitos y cada vehículo puede iniciar o 
finalizar su ruta en cualquiera de los depósitos. (Hadjiconstantinou & Baldacci, 1998), 
(Jabali & Laporte, n.d.), (Mirabi, Shokri, & Sadeghieh, 2016). 
 
Split Delivery VRP (SDVRP): Cada cliente puede ser atendido por diferentes vehículos 
(la restricción mediante la cual cada cliente es visitado una única vez, es removida) y la 
demanda de cada cliente puede ser superior a la capacidad de los vehículos. (Dror & 
Tradeau, 1989), (Dror, Laporte, & Trudeaubvc, 1994),(M Jin, Liu, & Eksioglu, 2008), 
(Claudia Archetti, Feillet, Gendreau, & Grazia Speranza, 2011), . 
 






Time Dependent VRP (TDVRP): El tiempo de viaje entre cada par de nodos (clientes o 
depósitos) obedece a la distancia entre los nodos y  la velocidad en la que se realiza un 
recorrido  entre estos, considerando una dependencia de la hora del día (horas llanas o 
picos, condiciones climáticas, congestión vial). (Malandraki, 1989) (Malandraki & Daskin, 
1992), (Fleischmann, Gietz, & Gnutzmann, 2004), (Kumar & Panneerselvam, 2015). 
1.6. Conclusiones 
Es posible evidenciar que existe una vasta variedad de problemas de VRP, que son 
delimitados por las diversas características asociadas a los escenarios de operación, por 
lo que, de acuerdo a la taxonomía definida en la Tabla 1.1. Taxonomía del VRP presentada 
por (Eksioglu et al., 2009), se puede clasificar la correspondencia de un problema de 
interés dentro de los grupos claramente definidos. 
 
Para comprender la clasificación de un problema de VRP, es importante conocer la 
taxonomía y las variantes al problema VRP, las cuales ayudan a caracterizar un problema 
de interés dentro de los diversos planteamientos definidos en la literatura. 
 
En esencia las soluciones al problema de ruteo de vehículos, pretenden disminuir el costo 
del proceso de distribución de los bienes requeridos por los clientes, así, las funciones 
objetivo más usuales están enfocadas a la minimización de los costos fijos y variables 
causados por la operación logística a través de la elección de las mejores rutas, las cuales 
presentan características de recorridos mínimos en términos de distancia y/o tiempo, 
gradientes bajos, baja densidad vehicular, entre otros. 
  
 
Capítulo 2  
2. El escenario climático y los problemas de 
transporte 
Con el ánimo de identificar las tendencias presentadas desde las investigaciones 
académicas relacionadas a los problemas de enrutamiento de vehículos y su incidencia en 
la afectación del clima, se procedió a realizar la revisión de las fuentes de consulta 
académica. 
2.1. El problema de ruteo de vehículos y el clima 
Al llevar a cabo la consulta hasta el año 2018 en las bases de datos con la herramienta 
Scopus, de conformidad a los parámetros de búsqueda definidos “Climate” y “vehicle 
routing problem” se encuentran: 
 
- 33 artículos desde 1999 a septiembre de 2019 , de los cuales 
- 24 se presentaron de 2013 a 2018 
 
La ilustración 2.1 evidencia una tendencia creciente en la cantidad de artículos desde el 
año 2011, lo que suscita un alto interés en los temas relacionados a los problemas del 
transporte y el clima. 
 






Ilustración 2.1. Artículos de problemas de ruteo de vehículos y clima 
 
Fuente: consulta realizada en herramienta Scopus 
 
Los estudios en temas de problemas de ruteo de vehículos y clima se muestran a 
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Ilustración 2.2.Artículos de problemas de ruteo y clima por países 
 
Fuente: consulta realzada en herramienta Scopus 
 
Las siguientes ilustraciones 2.3 y 2.4, muestran los resultados del ejercicio de consulta con 
los mismos parámetros desde la plataforma de Web of Sciencie, obteniendo lo siguiente: 
- 24 resultados comprendidos en el periodo de 2007 a 2019 
- de los 24 artículos, 20 se presentaron entre el año 2013 y septiembre de 2019 
 
  






Ilustración 2.3. Cantidad de artículos de ruteo de vehículos y clima 
 
Fuente: consulta realzada en herramienta Web of Science 
 
Ilustración 2.4. Participación de artículos de problemas de ruteo y clima 
 
Fuente: consulta realizada en herramienta Web of Science 
 
Entre los estudios que han abordado problemas de ruteo de vehículos vinculando el 
impacto ambiental debido a la operación logística, se identifican en la tabla 2.1 los diversos 
escenarios de aplicación a saber;  
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Tabla 2.1. Estudios de problemas de transporte y cambio climático 
Contexto de aplicación Autores   Planteamiento utilizado para la 
solución 
Operación para el transporte y 
movimiento de los contenedores en los 
puertos 
(Kepaptsoglou, 
Fountas, & Karlaftis, 
2015) 
Algoritmo Genético 
Efectos de la congestión vial 
relacionados al cambio climático, la 
afectación de la salud, la economía e 
impactos sociales, aplicados a la red vial 
de Dublin y Koln, 
La propuesta de solución se realiza a 
partir de información referente al estado 
de las vías, gradientes, tráfico y 
velocidad promedio 
(Doolan & Muntean, 
2017) 
 
Efectos resultantes de la congestión vial 
en conductores y la población. Además 
incorporan una clasificación del tráfico 
dependiendo de la franja horaria del día,  
(Doolan & Muntean, 
2014) 
Optimización de Colonia de Hormigas 
(ACO) al cual modifican llamándole 
Tiempo-Hormigas (Time-Ants) 
Consumo de energía e impacto 
ambiental debido a los viajes en las vías 
(Boriboonsomsin, 
Barth, Zhu, & Vu, 
2012), 
Algoritmo de búsqueda  aplicado a un 
sistema de eco-ruteo de navegación 
que determina la ruta más corta, 
denominada eco-amiga 
Consumo de combustible y las 
emisiones debidas al tráfico, en la 
ciudad de Madrid-España. 
(Perez-Prada, 
Monzon, & Valdes, 
2017) 
Modelo que combina el tráfico 
macroscópico y las emisiones 
macroscópicas y un modelo de 
información gráfica GIS (Geographic 
Information Systems), 
Problema de recolección de residuos 
sólidos y su relación con el cambio 
climático, aplicado en la ciudad de 
Danang-Vietman. 
(Son, 2014) Método híbrido de Optimización de 
enjambre de partículas caóticas 
combinado con ArcGIS, 
Problema asociado a la dinámica y la 
naturaleza impredecible de los 
ambientes vehiculares en las áreas 
urbanas, para disminuir el tiempo de 
viaje o mejorar el flujo vehicular.  
(Jabbarpour, Noor, & 
Khokhar, 2015) 
algoritmo basado en hormigas 
combinado con un modelo de consumo 
de combustible al que denominan 
AVCAS+SIDRA, debido a la 
combinación de AVCAS (Ant-based 
Vehicle Congestion Avoidance System) 
y Signalized Intersection Design and 
Research Aid (SIDRA), éste último que 






Contexto de aplicación Autores   Planteamiento utilizado para la 
solución 
es el modelo de emisión de consumo y 
emisiones 
Impacto ambiental de realizar viajes con 
sillas vacías en los vehículos personales 
(Yousaf & Li, 2014) algoritmo evolutivo 
Tráficos dinámicos en una red vial en la 
cual los segmentos de ruta, o nodos son 
asociados con eco-pesos, asociados a 
tiempos de viaje dependientes 
asociados a intervalos de tiempo y eco-
pesos inciertos de los nodos 
(Ma, Yang, & Jensen, 
2014) 
métodos de histogramas agregados 
son propuestos para estimar las 
emisiones de gases efecto invernadero 
Problema PRP (Pollution Routing 
Problem) que se refiere a las emisiones 
de CO2 de los vehículos. El PRP no 
solamente considera las distancias de 
viaje, sino también los diversos factores 
como la velocidad, la carga, el gradiente 
de la carretera, y los hábitos de 
conducción 
(W. Kim, Kang, & Kim, 
2016) 
 
Problema de emisiones de CO2 (Zhaohui, Zhikun, & 
Yanwen, 2013) 
algoritmo hibrido de inteligencia de 
enjambres con algoritmo genético 
Demoras en la red vial (DTNs - delay 
tolerant networks) 
(Zeng, Xiang, Li, & 
Vasilakos, 2013) 
 
Emisiones de carbón en la operación 
logística, para el problema de ruteo con 
una flota de vehículos heterogénea, con 
simultaneidad de recolección y entrega 
y ventanas de tiempo 
(X. Wang & Li, 2017) Algoritmo heurístico hibrido de dos 
fases. Primero introducen el concepto 
de distancia espacio-temporal y utilizan 
un algoritmo genético para agrupar los 
puntos de los clientes en la 
construcción de la ruta inicial. Luego 
utilizan a través de un procedimiento de 
búsqueda local variable. A su vez, 
introducen la idea de enfriamiento 
simulado dentro del algoritmo de 
vecindad variable, con lo que mejora la 
capacidad de optimización globa 
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Contexto de aplicación Autores   Planteamiento utilizado para la 
solución 
Problema CVRP donde el objetivo es de 
encontrar rutas para que los vehículos 
sirvan a una serie de clientes mientras 
se minimiza la distancia total y las 
emisiones de CO2 
(E. B. E. I. Adiba, 
Ahmed, & Youssef, 
2013) 
 
Problema CVRP donde el objetivo es de 
encontrar rutas para que los vehículos 
sirvan a una serie de clientes mientras 
se minimiza la distancia total y las 
emisiones de CO2 
(E. E. Adiba, Aahmed, 
& Youssef, 2014) 
Algoritmo genético 
Problema CVRP donde el objetivo es de 
encontrar rutas para que los vehículos 
sirvan a una serie de clientes mientras 
se minimiza la distancia total y las 
emisiones de CO2 
(E. B. E. I. Adiba, 
Elhassania, & Ahemd, 
2013) 
colonia de hormigas HACS  (Hybrid Ant 
Colony System) 
Problema que aborda el uso de las 
nuevas tecnologías de transporte con 
vehículos eléctricos (EV-Electrónic 
Vehicles) para disminuir el impacto 
ambiental de las emisiones de  gases 
efecto invernadero, con el objeto de 
disminuir el consumo eléctrico de los EV 
a través de un modelo de eco-rutas 
aplicadas al consumo de energía bajo 
condiciones de tráfico vial real; mediante 
factores de impacto energía cinética 
positiva y negativa (PKE-Positive Kinetic 





El problema de disminuir las gases 
efecto invernadero por el uso de 
vehículos convencionales (CV-
Conventional Vehicles) por vehículos 
eléctricos (EV-Electric Vehicles) 
constituye un costo representativo, por 
lo que se pretende realizar el ruteo de 
vehículos con una flota mixta, limitando 
una cantidad fija de emisiones de gases 
efecto invernadero proveniente de los 
(Mouhrim, El Hilali 
Alaoui, & Boukachour, 
2018) 
programación lineal entera mixta 






Contexto de aplicación Autores   Planteamiento utilizado para la 
solución 
CV en consideración también a la 
limitación de la batería de los EV.  
Problema que trata de la atención de los 
desastres provocados por el cambio 
climático y como dar respuesta eficiente 
mediante el ruteo de vehículos de 
emergencia 
(Sumin, Jinwoo, & 
Hanil, 2018) 
Programación entera y algoritmos 
genéticos 
Problema que aborda las emisiones de 
gases efecto invernadero del proceso 
logístico de transporte, respecto a la 
norma europea EN-16258,  para lo cual 
aplican la teoría de juegos, 




Teoría de juegos 
Problema de recolección de residuos y 
la minimización de su impacto 
ambiental, para lo cual proponen un 
algoritmo heurístico con el ánimo de 
disminuir la distancia total y el tiempo 
operacional de los vehículos 
(Louati, Son, & 
Chabchoub, 2019) 
Algoritmo Heurístico apoyado con 
información de ArcGis 
Problema de logística verde, con el 
ánimo de disminuir el impacto y el riesgo 
del cambio climático, para la cual 
enfocan el estudio en la disminución del 
consumo de combustible y el tiempo de 
viaje difuso 
(R. Wang, Zhou, Yi, & 
Pantelous, 2019) 
Algoritmo Genético 
Problema de reducción de la polución 
debida al proceso de recolección de 
residuos, con una flota heterogénea y un 
único depósito, aplicado a la localidad 
de Sevilla-España, para lo cual 
desarrollan un algoritmo de Búsqueda 
Tabú  
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2.2. Conclusiones 
De acuerdo a la exploración realizada, se evidencia un especial interés en profundizar en 
los temas relacionados al transporte y la mitigación de las emisiones de gases efecto 
invernadero provenientes de dicha actividad. Para ello, los investigadores incluyen en sus 
modelos variables de tiempo promedio de viaje, velocidad, distancia, densidad de 
vehículos, gradiente de los tramos, con el ánimo de disminuir el consumo de combustible, 
y consecuentemente las emisiones de gases como CO2 y NOx. 
 
Se identifican diversas metodologías propuestas, con el objeto de obtener rutas más 
amigables con el ambiente sin dejar de la eficiencia operativa dentro de los escenarios 
planteados en el ruteo de vehículos. 
 
Las soluciones abarcan modelos de navegación con uso de plataformas basadas en 
sistemas GPS, como de la implementación de procedimientos heurísticos y 
metaheurísticos, entre los que sobresalen las combinaciones hibridas de metodologías, a 
fin de obtener mejores resultados, sobre todo en lo referente al espacio de búsqueda de 
soluciones. 
 
En las funciones objetivo identificadas en los diferentes estudios, se evidencia un especial 
interés en disminuir el impacto ambiental que es consecuencia de la emisión de gases por 
concepto del transporte, por lo que la disminución de la permanencia de los vehículos en 
la ruta, puede lograrse no solo a través de recorridos más cortos sino también mediante 
aquellos que impliquen menor tiempo de viaje, así, el considerar dentro de la función 
objetivo de estudio, un menor tiempo de permanencia de los vehículos en toda la 
operación, beneficia la disminución de la emisión de gases efecto invernadero.
 
Capítulo 3  
3. Oportunidad de investigación  
Una vez identificada la taxonomía del VRP, las tendencias de investigación en sus 
diferentes variantes, y de conocer los esfuerzos entorno a mitigar los impactos nocivos 
para el ambiente derivados del transporte, se procede a determinar cuáles variantes o 
combinación de las mismas, pueden proporcionar soluciones que impacten positivamente 
a la mitigación de los problemas ambientales debidos al transporte. 
3.1. Variantes VRP y relación con el impacto ambiental 
Al realizar la exploración en términos de la problemática ambiental y el transporte los 
resultados demostraron que las tendencias se concentran en la mitigación del volumen de 
emisión de gases efecto invernadero, para lo cual, respecto a la programación de las rutas 
de transporte, las variantes que mejor modelen la realidad operativa del transporte y que 
además, de acuerdo con las características de las restricciones de los clientes a ser 
atendidos, proporcionen la disminución de tiempos de viaje o cantidad de vehículos, no 
solo ayudan a mejorar la eficiencia en términos de costos operativos sino también 
ambientales. 
 
Por consiguiente, al desagregar las características mencionadas podemos identificar de 
manera apropiada las variantes que pueden aportar a la solución pretendida. 
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Por una parte, varios estudios identificados en el capítulo anterior, señalan que la 
congestión vial es uno de los principales factores que incide en el aumento del volumen de 
emisión de gases ((Kepaptsoglou et al., 2015), (Doolan & Muntean, 2014), 
(Boriboonsomsin et al., 2012), (Perez-Prada et al., 2017), (Jabbarpour et al., 2015), (Ma et 
al., 2014), (Doolan & Muntean, 2017)), dicha congestión altera las velocidades de viaje que 
están directamente asociadas a los tiempos de viaje entre nodos. Este escenario es 
modelado de forma apropiada por la variante TDVRP, que se refiere a los tiempos de viaje 
dependientes del horario, debido a que por diferentes condiciones la red vial no se 
conserva constante en términos de viaje durante el día. 
 
En relación con la disminución de vehículos requeridos para atender a un conjunto de 
clientes, conociendo que en la medida que se tenga una menor cantidad de vehículos se 
podrá mitigar el volumen de emisiones de gases efecto invernadero, se encuentra la 
variante SDVRP, en la que es posible atender un conjunto de clientes con el menor 
requerimiento de vehículos siempre que se permita la partición de sus entregas, pudiendo 
aprovechar la capacidad de los vehículos. Para ajustar la realidad de la operación logística, 
se considera importante incorporar las ventanas de tiempo para atender a los clientes. 
 
Teniendo en cuenta lo anterior, la taxonomía del VRP y los diversos estudios reportados 
en el estado del arte (De Jaegere et al., 2014), se identifica que problemas como SDVRP 
y TDVRP, han sido abordados mínimamente frente a otras variaciones, con participación 
del 11,11% y 4,86% respectivamente del total de estudios frente a otras variaciones. 
3.2. Exploración de las variantes SDVRP y TDVRP 
Con base en la información anterior, se determinó realizar un acercamiento a estas 
variantes mediante el uso de las herramientas bibliográficas, de tal forma que se detallaran 
los estudios donde convergen de manera total o parcial las combinaciones de estas. 
 
Al realizar una exploración hasta septiembre de 2019, mediante la herramienta Web of 
Science con los datos de consulta, se obtiene la ilustración 3.1 que muestra 158 registros 
para la búsqueda definida: (split delivery vehicle routing problem) con periodo de tiempo: 
todos los años.  
 






Se tiene el siguiente reporte de ítems publicados por año para un total de 173 registros. 
 
Ilustración 3.1. Visualización de publicaciones VRP y partición de entregas 
 
Fuente: Web of Science búsqueda propia  
 
La siguiente ilustración 3.2, presenta el comportamiento de acuerdo a los parámetros de 
búsqueda mencionados en el aparte anterior. 
 
Ilustración 3.2: Ítems publicados por año sobre SDVRP 
 
Fuente: Web of Science búsqueda propia 
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De manera similar, se procedió a realizar otra búsqueda hasta septiembre de 2019, 
mediante la herramienta Web of Science con los datos de consulta: retoma 330 registros 
para la búsqueda: (time dependent vehicle routing problem). Usando como criterio para el 
período de tiempo: Todos los años, el resultado es presentado en la ilustración 3.3. 
 
Ilustración 3.3: Visualización de publicaciones VRP y tiempos dependientes 
 
Fuente: Web of Science búsqueda propia 
 
La cantidad de estudios para la anterior consulta presenta el comportamiento mostrado a 
continuación en la ilustración 3.4. 
 
Ilustración 3.4: Items publicados por año sobre TDVRP 
 
Fuente: Web of Science búsqueda propia 







Reduciendo la búsqueda, mediante la herramienta Web of Science, con tópicos vehicle 
routing problem, time dependent and Split delivery, usando como período de tiempo todos 
los años, se encuentran 6 registros, no obstante, ninguno con la combinación de tiempos 
dependientes y partición de las entregas. Dicho resultado se presenta mediante la tabla 
3.1. 
 
Tabla 3.1. Estudios identificados con variantes SDVRP y/o TDVRP mediante herramienta 
Web of Science  
Variante  Autores Descripción de la variante 
DSDVRPTW (Salani & Vacca, 2011) Discrete Split Delivery Vehicle Routing 
Problem with Time Windows 
MPDPSL (Sahin, Cavuslar, Öncan, Sahin, 
& Aksu, 2013) 
Multi-vehicle One-to-one Pickup and 
Delivery Problem with Split Loads 
SPSDP (Hennig, Nygreen, & Lübbecke, 
2012) 
split pickup split delivery problems 
SSBRP (Thangiah, Fergany, Wilson, & 
Pitluga, n.d.) 
simple school bus routing problem 
IPSVRPJSDTW (Fu, Aloulou, & Triki, 2017) Integrated production scheduling and 
vehicle routing problem with job splitting 
and delivery time windows 
MRPSC (Luo, Qin, Zhu, & Lim, 2016) manpower routing problem 
with synchronization constraints 
SDVRP (Eydi & Alavi, 2019) vehicle routing problem in reverse logistics 
with split demand of customers  
 
Al realizar la exploración con la herramienta de búsqueda Scopus, con los mismos términos 
( TITLE-ABS-KEY ( vehicle  AND routing  AND problem )  AND  TITLE-ABS-KEY ( time  
AND dependent )  AND  TITLE-ABS-KEY ( split  AND delivery ) )   los resultados indican 7 
documentos, tal como se muestra en la ilustración 3.5 y tabla 3.2. 
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Ilustración 3.5: Exploración publicaciones VRP con Split Delivery y Time Dependent 
 
Fuente: Scopus búsqueda propia abril de 2018 
 
Tabla 3.2. Estudios identificados con variantes de SDVRP y/o TDVRP mediante la 
herramienta Scopus 
Variante  Autores Descripción de la variante 
SDRRM (Wu, Y.Ma, 2017) split delivery-based routing recovery model 
TTRP (Grechikhin, 2017) Truck and Trailer Routing Problem 
SDTTRP (B & Ponomarenko, 2015) Site Dependent TTRP 
HFTTRP 
 
(Batsyn & Ponomarenko, 2014) heuristic for a site dependent Heterogeneous 
Fleet Truck and Trailer Routing Problem 
(HFTTRP) 
 
MPDPSL (Sahin et al., 2013) Multi-vehicle One-to-one Pickup and Delivery 
Problem with Split Loads 
 SPSDP (Hennig et al., 2012) split pickup split delivery problems 
DSDVRPTW (Salani & Vacca, 2011) Discrete Split Delivery Vehicle Routing Problem 
with Time Windows  
 
Después de revisar cada uno de los resultados, se tiene que sólo uno contiene la 
combinación de Split Delivery y Time Dependent, se trata del artículo de (Wu & Ma, 2017), 
quienes plantean procedimiento de búsqueda Tabú para abordar el problema de la 
distribución de productos perecederos, en la que los eventos inesperados causan 
interrupción de las rutas programadas, generando de este modo demoras que conducen a 
la perdida de productos y por consiguiente la no factibilidad de la solución. En este trabajo 






se adopta un modelo SDRRM (Split Delivery-based Routing Recovery Model), que integra 
los tiempos de viaje dependientes del tráfico y la selección de rutas alternativas entre pares 
de nodos, para ello los autores proponen un algoritmo de búsqueda Tabú que elabora 
estructuras de vecindad de conformidad con una partición específica de las entregas, esta 
partición difiere de la partición de entregas tradicional considerada únicamente en el plan 
de ruteo inicial (C. Archetti & Speranza, 2012).  
 
Como se ha observado, son muy pocas las publicaciones sobre este tema y de acuerdo a 
la exploración realizada mediante herramientas de búsqueda de información científica 
reconocidas, entre las cuales se encuentra Scopus, que contiene los registros anuales de 
todas las revistas validadas a nivel científico, se colige que el problema de interés en el 
cual se presenta la partición de entregas con tiempos dependientes y ventanas de tiempo 




La combinación de las variantes SDVRP y TDVRP, dadas las características en cuanto al 
modelamiento de los problemas de ruteo y de la problemática ambiental, se presentan 
como una oportunidad para el mejoramiento en la mitigación del volumen de emisión de 
gases efecto invernadero resultantes de la operación de transporte terrestre. 
 
De otra parte la combinación de las variantes SDVRP y de TDVRP, ha sido estudiada de 
forma mínima, lo que propicia un aporte a la aplicación de estas variantes para un problema 
particular estudiado. 
 
En consideración a la responsabilidad que representa para las actividades logísticas de 
transporte en relación con los efectos negativos sobre el ambiente, y la importancia de la 
logística para el desarrollo de las regiones, se presenta la oportunidad de investigar y 
proponer una metodología que brinde soluciones a un entorno que requiere de la atención 
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oportuna para el mantenimiento del mismo y la mitigación de problemas relacionados a la 
contaminación dado su costo ambiental, social y económico.  
 
El objetivo del presente estudio es realizar un planteamiento que genere soluciones de 
buena calidad respondiendo a un escenario que contempla tiempos de viaje dependientes 
de las zonas o intervalos horarios a través del día y de la posibilidad de partición de las 
entregas a los clientes.  
 
Capítulo 4 
4. Revisión de la literatura 
El siguiente marco teórico presenta los estudios relacionados al VRP desde los diferentes 
planteamientos de solución y las variaciones del problema referente a la partición de las 
entregas (Split delivery - Sección 4.2.1), el problema de tiempos dependientes (Time 
dependent - Sección 4.2.2) y ventanas de tiempo (Time Window – Sección 4.2.3), 
reuniendo elementos de formulación matemática para cada caso, así como de los diversos 
planteamientos exactos, heurísticos e híbridos que abordan estos problemas, los cuales 
además se encuentran consolidados en páginas de internet3. 
4.1. Métodos de solución del VRP 
El VRP corresponde a los problemas de NP-Hard, lo que significa un esfuerzo 
computacional requerido para resolver estos problemas que incrementan de manera 
exponencial con el tamaño del problema, por lo que en la medida que aumentan las 
variables y tamaño del escenario a considerar dentro del problema de VRP los algoritmos 
exactos aumentan el costo de procesamiento computacional. Por lo cual, los escenarios 
                                               
 
 
3 Por ejemplo: el sitio web del grupo de investigación de la Universidad de Málaga España: 
http://neo.lcc.uma.es/vrp/ 






que incorporan diversas variables y cantidad de nodos, es deseable abordarlos a través 
de soluciones aproximadas con el uso de procedimientos heurísticos o metaheurísticos, 
los cuales proporcionan soluciones de calidad apreciable y con tiempos computacionales 
razonables. 
4.1.1. Planteamientos exactos 
Para problemas pequeños, es posible obtener su solución mediante métodos exactos. 
Dentro de estos procedimientos se encuentran, método de ramal y limite, el cual consiste 
en una enumeración implícita sistemática de todas las soluciones factibles. A través de la 
aplicación de límites superiores e inferiores en torno a valor objetivo, que conducen a la 
solución óptima. Por otra parte, se encuentra el procedimiento de planos cortantes, que 
añade desigualdades lineales, llamadas cortes, definiendo problemas pequeños. Para 
prevenir convergencias lentas al valor óptimo, se requiere de buenos cortes. También se 
presentan procedimientos que combinan los dos planteamientos anteriores, uno de ellos 
propuesto por (Roberto Baldacci & Christofides, 2008). 
4.1.2. Planteamientos heurísticos 
Los métodos heurísticos son ampliamente utilizados en problemas grandes, que implican 
tiempos de procesamiento computacional elevados. Los procedimientos heurísticos 
presentan una exploración limitada del espacio de búsqueda y generalmente se obtienen 
buenas soluciones con tiempos de computación adecuados. Los métodos heurísticos se 
dividen en dos grupos; métodos de dos fases y métodos constructivos.  
 
En (Clarke & Wright, 1962), introdujeron un algoritmo constructivo de ahorros, para el 
problema TSP, que puede verse como un VRP donde la cantidad de vehículos es uno. 
(Gillett & Miller, 1974), presentaron otro algoritmo constructivo utilizando un algoritmo de 
barrido. 
 
Más adelante, (Gilbert Laporte, 2007) describe dos importantes algoritmos que pueden ser 
aplicados al problema de VRP, heurísticos inter-ruta e intra-ruta. El desempeño de estos 
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heurísticos muestran buenos resultados para la construcción de partes entre 
metaheurísticos o para generar soluciones iniciales y dar los puntos de los metaheurísticos. 
4.1.3. Planteamientos metaheurísticos 
Los procedimientos metaheurísticos, son heurísticos que exploran el espacio de 
soluciones más allá del primer óptimo local encontrado. Todos los procedimientos 
metaheurísticos adaptan procedimientos de heurísticos clásicos, y se clasifican en tres 
categorías en (Gilbert Laporte, 2007), búsqueda local (LS-Local Search), búsqueda 
basado en la población (PBS-Population Based Search) y mecanismos de aprendizaje 
(LM-Learning Mechanisms) . 
 
Un procedimiento de búsqueda local (LS-Local Search) inicia desde una solución inicial, 
(puede ser cualquier solución, inclusive no factible) y realiza movimientos en diferentes 
direcciones de la vecindad. La vecindad de una solución, se define, como todas las 
soluciones que pueden ser buscadas por una transformación, por ejemplo, un movimiento 
de un cliente a una ruta diferente. La búsqueda tabú (TS-Tabu Search) introducida por 
(Glover, 1989). La idea de la búsqueda tabú es construir de recientes transformaciones 
tabú para un cierto número de iteraciones eliminadas cíclicamente (Glover & Laguna, 
1997). 
 
La búsqueda tabú en procedimientos para el problema de VRP es amplia y cuenta con 
variedad de publicaciones al respecto, obteniendo resultados de buena calidad. Entre 
estos estudios se presentan (É. Taillard, 1993), (Gendreau et al., 1994), (Cordeau, Laporte, 
& Mercier, 2001). (Gendreau & Laporte, 2005). 
 
Dentro de los procedimientos de búsqueda basados en población o poblacionales, se 
encuentran los algoritmos genéticos (GA-Genetic Algorithms), concepto introducido por 
(Holland, 1975), el cual es inspirado en la evolución biológica e involucra una población de 
soluciones que es representa por cromosomas que resultan de procesos de cruce y 
mutación. Una estructura común del GA es; primero, el cruce de dos padres combinados 
genera uno o dos cromosomas (agentes). Luego, un proceso de mutación es aplicado a 
los agentes y  reemplazando los peores de la población.  
 






Otro algoritmo es el memético (resultado de la combinación del procedimiento de 
algoritmos genéticos con el heurístico de búsqueda local) presentado por (Nagata, 2007), 
(Mester & Bräysy, 2007). Sobre esta metodología se encuentran diferentes aplicaciones a 
problemas combinatoriales (Vega-alvarado et al., 2014) 
 
La optimización de colonia de hormigas (Ant Colony Optimization -ACO), es uno de los 
heurísticos clasificados dentro de los mecanismos de aprendizaje. Este, es inspirado en la 
imitación del comportamiento natural de las hormigas. Las hormigas detectan rutas que 
contienen feromonas y se refuerzan con su propia feromona. De esta forma, se aplica en 
la elección de la ruta más corta, la feromona acumula la más rápida. En el procedimiento 
ACO el sistema de memoria es la feromona y representa los límites en los cuales a menudo 
aparecen buenas soluciones, mientras mejores límites existan incide en identificar mejores 
soluciones. 
 
4.2. Variantes de interés VRP 
 
4.2.1. Partición de entregas SDVRP 
 
Antecedentes del SDVRP  
Para comprender las características del problema de interés es importante partir del 
problema más clásico de ruteo que se define como TSP (Traveler Salessman Problem) 
presentado por (Dantzig, Fulkerson, & Johnson, 1954), en él, el vendedor debe visitar todos 
los clientes, iniciando y terminando el recorrido en el mismo depósito, al menor costo. En 
éste problema (TSP) se tiene un único vehículo con capacidad infinita para visitar todos 
los clientes, como lo presenta la ilustración 4.1., mostrando los costos relacionados de 
visitar todos los nodos (clientes) cuando no hay demandas especificadas. Dicha figura 
representa el esquema de distribución de los nodos (círculos resaltados en negrilla) y un 
depósito (cuadrado del centro). 
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Ilustración 4.1: Ejemplo de partición de entregas con un vehículo 
 
Fuente: adaptado (C. Archetti & Speranza, 2012) 
 
Sin embargo, para el caso donde los clientes presentan demandas específicas y todos 
deben ser visitados, un vehículo de capacidad finita puede no ser suficiente. Por tanto, 
para este caso, se requiere contar con una flota de varios vehículos de capacidad definida 
o que el vehículo haga múltiples viajes (subrutas). Este es el caso de un problema definido 
por (Dantzig & Ramser, 1959) como VRP (Vehicle Routing Problem) , donde cada cliente 
tiene una demanda específica y debe ser servido por un único vehículo. 
 
Para comprender el problema considere el ejemplo presentado en la ilustración 4.2., donde 
los vehículos de la flota tienen una capacidad 𝑄 = 4 y cada vértice indica la demanda de 
cada cliente.  
 
  






Ilustración 4.2: Ejemplo de partición de entregas con vehículo de capacidad 𝑄 = 4 
 
Fuente: adaptado (C. Archetti & Speranza, 2012) 
 
Una solución para el ejemplo presentado en la ilustración 4.2 se muestra en la ilustración 
4.3.a utilizando cuatro vehículos, nótese que la demanda total de los clientes es de 12 
unidades y la capacidad de cada vehículo es de cuatro, con ello únicamente pueden existir 
soluciones con más de tres vehículos. Al considerar la capacidad de los vehículos y que 
además los clientes solo puedan ser visitados por un único vehículo, para el problema 
mostrado en el ejemplo se requieren cuatro vehículos, por otra parte, cada vehículo sólo 
provee o satisface las necesidades de un único cliente, dado que no puede existir el hecho 
de que un vehículo pueda servir a más de un cliente. En el VRP el objetivo es encontrar 
una disposición de rutas, las cuales inicien y terminen en el mismo depósito al menor costo, 
ello determinando la menor cantidad de vehículos posibles para suplir las demandas de 
todos los clientes lo que es equivalente a resolver el problema de Bin Packing que se 
conoce que es un problema NP-HARD. Además la solución para el mínimo costo total de 
ruteo puede utilizar una cantidad de vehículos superior a la cantidad posible. Por otra parte, 
si el costo de ruteo es considerado lo más relevante de la medida de desempeño, entonces 
la cantidad de vehículos se asume infinita. La solución óptima será dada por la 
configuración de rutas y en consecuencia, el número óptimo de vehículos.  Puede 
encontrarse, que el número de máximo de vehículos disponibles no es utilizado en la 
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solución que minimiza el costo total de ruteo. Para este caso se encuentra que no es una 
solución factible para el problema que se ilustra en la ilustración 4.1 si para el caso el 
máximo número de vehículos fuese de tres. 
 
En respuesta al escenario mostrado anteriormente, aparece el SDVRP (Split Delivery 
Vehicule Routing Problem), en el cual la restricción que corresponde a que un cliente solo 
debe ser visitado por un único vehículo es relajada. El objetivo se mantiene en encontrar 
las rutas, iniciando y finalizando en el mismo depósito, al menor costo total. En la ilustración 
4.3.b, se presenta este tipo de solución, donde uno de los clientes es visitado tres veces, 
además de ello, se puede verificar que esta solución tiene el mismo costo, 16, encontrado 
en la solución para el VRP de la ilustración 4.3.a, la principal diferencia entre las dos 
soluciones es que la relacionada a SDVRP utiliza únicamente tres vehículos. Además de 
ello es posible ver que la solución mencionada puede tener un menor costo que la solución 
óptima para el VRP. 
 
Las soluciones propuestas para la ilustración 4.3.a, consideran cuatro viajes de ida y 
regreso a cada uno de los nodos clientes, cada viaje es asignado a un vehículo, mientras 
que la solución presentada en la 4.3b, se refiere al uso de tres viajes, es decir tres 
vehículos. Para ambas soluciones el costo de distancia recorrida es de 16 unidades. 
 
Ilustración 4.3: Ejemplo: (a) VRP y (b) solución de SDVRP con 𝐶𝑜𝑠𝑡𝑜 = 16 𝑢𝑛𝑑 
 
Fuente: adaptado (C. Archetti & Speranza, 2012)  







En general, en las soluciones del SDVRP siempre es posible utilizar la mínima cantidad de 
vehículos. Este número puede ser calculado como la relación entre la demanda total y la 
capacidad del vehículo, el cual es el valor entero más  cercano al mínimo entero mayor 
que dicha relación. Una mejor solución, en términos del mínimo costo total de rutas, puede 
darse mediante el uso de la mayor cantidad de vehículos véase ilustración 4.3.a. En la 
ilustración 4.4 se observa que la solución óptima del SDVRP con el mínimo de vehículos 
utiliza dos vehículos para un costo total de ocho, mientras que la solución sin restricción 
de número de vehículos utiliza tres, uno por cada cliente. Esta sería la solución óptima del 
SDVRP con flota ilimitada que es la misma solución óptima del VRP con flota ilimitada.  
 
Ilustración 4.4: Ejemplo: SDVRP con flota limitada e ilimitada. 
 
Fuente: adaptado (C. Archetti & Speranza, 2012) 
 
Procedimientos exactos para el problema SDVRP 
El primer procedimiento exacto fue propuesto en 1994 por (Dror et al., 1994). En el año 
2000 fue presentado un planteamiento de plano de corte (Belenguer, Martinez, & Mota, 
2000). En 2006, (Lee, Epelman, White, & Bozer, 2006) estudiaron el caso donde el mínimo 
número de vehículos es utilizado y proponen un planteamiento de la ruta más corta. En 
2007 (Mingzhou Jin, Liu, & Bowden, 2007) proponen un planteamiento exacto para el caso 
con el mínimo número de vehículos.  
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Recientemente, los esfuerzos para resolver SDVRP han convergido hasta el uso de 
métodos Branch and Price, la metodología más reconocida para resolver VRP 
óptimamente. (C. Archetti, Speranza, & Hertz, 2006) (C Archetti, Bianchessi, & Speranza, 
2011) (Belenguer et al., 2000) y (Chen, Golden, & Wasil, 2007).  
 
Una formulación similar es propuesta por (R. Baldacci, Bartolini, & Mingozzi, 2009) con un 
procedimiento diferente de límites. Seguidamente se presentaron (Moreno, Poggi, & 
Uchoa, 2010) (C Archetti et al., 2011), (Chen et al., 2007) (M Jin et al., 2008).  
 
El benchmarking para instancias propuestas en (C. Archetti et al., 2006), (Belenguer et al., 
2000) y (Chen et al., 2007) puede encontrarse en http://www-
c.eco.unibs.it/~archetti/sdvrp.zip.  
 
Procedimientos Heurísticos para el problema SDVRP 
Los diferentes procedimientos heurísticos han sido abordados con el ánimo de obtener 
procedimientos efectivos de búsqueda de soluciones. 
 
En 1989, se presentó el primer algoritmo heurístico para el SDVRP (Dror & Tradeau, 1989), 
mediante un algoritmo de búsqueda local donde dos tipos de movimientos son 
introducidos. El primer movimiento, denominado intercambio k-split, divide en varias rutas 
las visitas a un cliente considerando la capacidad residual suficiente para suplir la demanda 
del cliente intervenido. El segundo movimiento, denominado adición de rutas, se aplica al 
cliente al que le es divida las entregas, asignándole una nueva ruta que solo lo visita a él 
y consecuentemente lo retira de las rutas del que hacia parte. Dror y Tradeau solamente 
consideraron el caso con 𝑑𝑖 ≤ 𝑄, para cada 𝑖. Varios de los planteamientos siguientes a 
éste, asumieron el mismo supuesto o donde fueron evaluados sobre instancias que lo 
satisficieran.  
 
Con el fin de evaluar los ahorros logrados mediante las entregas parciales, Dror y Tradeau 
propusieron nuevas instancias basadas en instancias de benchmarking para el VRP y 
variaciones en la demanda de los clientes. En particular, ellos generan las demandas en 
el siguiente intervalo: 







𝑑𝑖 = [𝛼𝑄 + 𝛿(𝛾 − 𝛼)𝑄] 
 
Donde  𝛿 es un número aleatorio en el intervalo (0,1) mientras 𝛼 y 𝛾 son parámetros que 
definen los limites inferior y superior de las demandas de los clientes. Desde las instancias 
del VRP original, se presentan seis nuevas clases de instancias las cuales han sido 
generadas con los siguientes valores de 𝛼 y 
𝛾: (0.01,0.1), (0.1,0.3), (0.1,0.5), (0.1,0.9), (0.3,0.7) 𝑦 (0.7,0.9). Los estudios presentaron 
ahorros para las demandas de los clientes (Dror & Tradeau, 1989). 
 
En 2006, (C. Archetti et al., 2006) se aplicó un procedimiento de búsqueda Tabú, que 
mejoró las soluciones encontradas por el heurístico de Dror y Tradeau. Este procedimiento 
se basó en un esquema simple donde la vecindad es construida siguiendo los siguientes 
pasos; seleccionando el cliente 𝑖 y una ruta 𝑟 sin visitar al cliente 𝑖, luego, al insertar 𝑖  en 
𝑟 distribuye una cantidad 𝑞 = 𝑚𝑖𝑛{𝑑𝑖, 𝑞𝑟}, donde 𝑞𝑟 es la capacidad residual de la ruta 𝑟, 
luego, removiendo una cantidad 𝑞 desde la ruta/rutas visitando 𝑖: 𝑠𝑖 𝑒𝑙 𝑐𝑙𝑖𝑒𝑛𝑡𝑒 𝑖 𝑒𝑠 𝑝𝑎𝑟𝑐𝑖𝑎𝑙, 
entonces el orden de las rutas de visitar 𝑖  sobre la base de los ahorro alcanzados al 
remover 𝑖 y aplicar la remoción sobre la base de la lista de ordenada. Este primer algoritmo 
de búsqueda Tabú fue probado y mostró mayor efectividad que el propuesto por Dror y 
Tradeau (C. Archetti & Speranza, 2012).  
 
Luego en 2007, un algoritmo memético fue propuesto (Boudia, Prins, & Reghioui, 2007) el 
cual consiste en un algoritmo genético combinado con un procedimiento de búsqueda local 
con lo que se buscaba intensificar la exploración de soluciones y utilizar las medidas de 
distancia para controlar la diversificación de la población. En el algoritmo genético, el 
operador de cruce es implementado mientras el procedimiento de búsqueda local intenta 
mejorar la solución mediante tres movimientos que permiten las entregas parciales. El 
primer movimiento proviene del intercambio k-split propuesto por Dror y Trudeau (1989), 
el nuevo procedimiento es insertado con el fin de encontrar la mejor entrega parcial del 
cliente 𝑖. Los dos movimientos restantes sustituyen pares o triples entregas parciales 
permitidas de clientes. El algoritmo propuesto (Boudia et al., 2007) fue probado sobre las 
mismas instancias utilizadas por (C. Archetti et al., 2006), las cuales son la configuración 
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de instancias propuestas por Dror y Trudeau; proporcionando un mejor resultado que el 
encontrado por la Búsqueda Tabú en la mayoría de los casos (C. Archetti & Speranza, 
2012). 
 
Procedimientos híbridos para el problema SDVRP 
El uso de algoritmos híbridos para resolver problemas NP-HARD ha mostrado un 
incremento considerable para abordar problemas de VRP. Un procedimiento híbrido es 
una procedimiento para búsqueda de soluciones que combina diferentes ideas de 
algoritmos, en particular, varios de los heurísticos han sido propuestos para resolver 
óptimamente modelos MILP (Mixed Integer Linear Programming) en el área de estudio del 
esquema de los procedimientos heurísticos. El éxito para estos procedimientos puede ser 
precisado en dos puntos principales: 
 
 El primero es que, muchos de los problemas NP-HARD son bastante complejos de 
ser resueltos óptimamente. 
 
 Por otra parte, resolver óptimamente subproblemas, problemas agregados o 
simplificar los problemas de optimización puede ser una tarea razonable. La 
solución exacta de simplificar problemas puede intensificar la búsqueda sobre 
pequeñas porciones de un espacio de solución, donde es más parecido a buenas 
soluciones. 
 
Aunque en la actualidad existen paquetes de Software comerciales bastante potentes que 
encuentran soluciones a problemas MILP, para escenarios donde las posibilidades de 
exploración son de gran envergadura pueden sobrepasar la capacidad de estos paquetes 
o su tiempo de procesamiento computacional no es lo suficientemente razonable para 
obtener soluciones al problema. 
 
De acuerdo con Archetti et al. 2012, otros tres algoritmos híbridos han sido propuestos 
para solución de SDVRP; “El primero fue propuesto por (Chen et al., 2007) en el cual, una 
solución inicial es construida mediante el procedimiento estándar de (Clarke & Wright, 
1962) con el algoritmo para el VRP, luego, un modelo MILP, llamado Programa de puntos 
finales mixtos enteros EMIP (endpoint mixed integer program). La solución obtenida con el 






EMIP es luego mejorada a través de una distancia variable de mejor a mejor ruta (record-
to-record travel algorithm, VRTR). El algoritmo fue comparado con uno propuesto por (C. 
Archetti et al., 2006) sobre la misma configuración de instancias y probó ser capaz de 
mejorar los resultados previos.  
 
Más adelante, otro algoritmo hibrido fue propuesto en 2008 por (Claudia Archetti, 
Savelsbergh, & Speranza, 2008) . Aquí, el planteamiento fue completamente diferente del 
presentado por (Chen et al., 2007). En este, el SDVRP es primero resuelto por aplicación 
de un algoritmo de búsqueda tabú de (C. Archetti et al., 2006), luego todas las posibles 
rutas son construidas, lo cual implica que el tamaño de las soluciones encontradas es 
proporcional a las descartadas. Una formulación es aplicada para identificar las mejores 
rutas de las soluciones generadas. Luego se aplica el modelo MILP. 
 
Posteriormente un tercer algoritmo hibrido fue propuesto por (M Jin et al., 2008) basado en 
el planteamiento propuesto en 1998 (Sierksma & Tijssen, 1998). El planteamiento es 
evaluado en configuraciones de 12 instancias propuestas por (Belenguer et al., 2000).  
 
En 2012. (C. Archetti & Speranza, 2012) indica, que contrario a el VRP, las soluciones 
factibles para el SDVRP siempre existen cuando el número de vehículos asequible es 






Muy pocos artículos estudian el caso particular del SDVRP. Este caso indirectamente 
considera el costo de los vehículos y asume que el costo de un vehículo domina el costo 
de la ruta. El tamaño de una flota de vehículos es fijado al mínimo valor posible (C. Archetti 
& Speranza, 2012).  
 
En 2007 (Mota, Campos, & Corbéran, 2007) propone para el SDVRP con el mínimo 
número posible de vehículos un procedimiento heurístico Scatter donde el procedimiento 
clásico para el VRP y TSP son adaptados para permitir las entregas parciales.  
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Recientemente, (Rafael E Aleman, 2009), (R.E. Aleman, Zhang, & Hill, 2010), y (R. Aleman 
& Hill, 2010), proponen un nuevo meta-heurístico. En (R.E. Aleman et al., 2010) un 
algoritmo de memoria adaptativa es propuesto y probado sobre instancias  propuestas por 
(C. Archetti et al., 2006), (Belenguer et al., 2000), (Chen et al., 2007) y (Mingzhou Jin et 
al., 2007). El resultado presenta que este planteamiento es comparable a los propuestos 
por (Mota et al., 2007) y (Boudia et al., 2007). Más adelante, (R. Aleman & Hill, 2010) 
proponen una búsqueda tabú con un planteamiento de construcción. 
 
Posteriormente, (Derigs, Li, & Vogel, 2010) proponen un metaheurístico basado en 
búsqueda local.  
 
(Daneshzand, 2011), presenta un compendio de los diferentes planteamientos sobre el 
problema de SDVRP, el cual se presenta a continuación en la tabla 4.1. 
 
Tabla 4.1. Diferentes planteamientos sobre el problema de SDVRP 
Autor  Año  Tipo Algoritmo 
(Gendreau, Laporte, & Séguin, 
1996) 
1996 SDVRPTW  
(Hun Song, Suk Lee, & Sub Kim, 
2002) 
2002 SDVRP  
(S. C. Ho & Haugland, 2004) 2004 VRPSDTW Búsqueda Tabú 
(C. Archetti et al., 2006) 2006 SDVRP Búsqueda Tabú 
(Lee et al., 2006) 2006 SDVRP 
(splitpickups) 
Algoritmos exactos basados en la 
ruta más corta 
(Campos, Corberán, & Mota, 
2008) 
2007 SDVRP Búsqueda dispersa 
(Chen et al., 2007) 2007 SDVRP Heurísticos combinados 
programación entera mixta y 
record to record algoritmo de viaje 
(Nakao & Nagamochi, 2007) 2007 SDVRP Programación dinámica 
(Claudia Archetti, 2008) 2008 SDVRP Método basado en búsqueda tabú 
utilizando programación entera 
(Suthikarnnarunai, 2008) 2008 SDVFM Heurístico de barrido 






Autor  Año  Tipo Algoritmo 
(Derigs et al., 2010) 2010 SDVRP Búsqueda local basado en 
metaheurísticos 
(Bolduc, Laporte, Renaud, & 
Boctor, 2010) 
2010 SDVRP Búsqueda tabú 
(R.E. Aleman et al., 2010) 2010 SDVRP Algoritmo de memoria adaptativa 
(Moreno et al., 2010) 2010 SDVRP Propuesta de un algoritmo para 
obtener limites inferiores 
(Gulczynski, Golden, & Wasil, 
2010) 
2010 SDVRP-MDA Heurístico aplicando modificación 
del algoritmo de ahorros de Clarke 
– Wright 
Fuente: (Daneshzand, 2011) 
 
Descripción y formulación del SDVRP 
El SDVRP es definido sobre un grafo 𝐺 = (𝑉, 𝐸) con los vértices 𝑉 = {0,1, … , 𝑛}, donde 0 
denota el depósito y los demás son los nodos clientes, y 𝐸 representa la distancia del nodo 
a otros nodos. Los costos de trayecto, llamados también longitud 𝐶𝑖𝑗,con ubicación (𝑖, 𝑗) ∈
𝐸, se suponen no negativos. Las demandas 𝑑𝑖 son enteras asociadas a los clientes 𝑖 ∈ 𝑉 −
{0}. Existe una cantidad ilimitada de vehículos disponibles, cada uno con capacidad 𝐾 ∈
𝑍+.  
 
Cada vehículo debe iniciar y terminar la ruta en el depósito o nodo de origen. Las 
demandas de los clientes deben ser satisfechas, y la cantidad distribuida en cada ruta no 
puede superar la capacidad 𝐾, el objetivo es minimizar la distancia total recorrida por los 
vehículos.   
 
El problema de SDVRP puede ser formulado como sigue: 
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𝑣 − ∑ 𝑥𝑝𝑗



























≤ 𝑘   𝑣 = 1, … , 𝑚 
(8) 
𝑥𝑖𝑗
𝑣 ∈ {0,1}   𝑖 = 0, … , 𝑛;    𝑗 = 0, … , 𝑛;   𝑣 = 1, … , 𝑚 
(9) 
𝑦𝑖𝑣 ≥ 0   𝑖 = 1, … , 𝑛;    𝑣 = 1, … , 𝑚 
 
Las restricciones 2-4 son las restricciones clásicas del problema de ruteo, donde 2 supone 
que al menos el cliente sea visitado una vez, 3 conserva el flujo, 4 eliminación de subrutas, 
la restricción 5 establece que el cliente 𝑖 puede ser atendido por el vehículo 𝑣 solamente 
si éste pasa por 𝑖, la restricción 6 indica que la demanda es satisfecha en su totalidad, por 
otra parte la restricción 7 muestra que las cantidades entregadas por cada vehículo no 
superan su capacidad. 
 
La formulación presentada arriba representa el problema de SDVRP, sin embargo para 
problemas donde algunos  clientes sirven como proveedores de otros clientes a través de 
recolecciones parciales ha sido poco estudiado,  mostrándose esta variación al modelo 






como una oportunidad de investigación para el desarrollo y planteamiento de nuevas 
metodologías. 
 
Mediante el desarrollo de un procedimiento heurístico, es posible generar soluciones 
factibles que mejoren el desempeño en escenarios de distribución en la logística de salida 
que considere despachos y entregas parciales, en los cuales el volumen de las variables 
es tal que el procesamiento computacional se convierte en un elemento determinante en 
la búsqueda oportuna de soluciones.    
 
Propiedades 
A continuación, se presentan las propiedades del problema SDVRP 
 
 Complejidad Computacional 
En el artículo presentado por (C Archetti, 2005) demuestra que para demandas enteras en 
el SDVRP puede ser resuelto con tiempo polinomial 𝑄 = 2 mientras es NP-HARD para  
𝑄 ≥ 3. En 2011 (Claudia Archetti et al., 2011), la complejidad computacional para ambos 
problemas VRP y SDVRP sobre gráficos especiales es estudiada, denominada sobre una 
línea, estrella, un árbol y un círculo. 
 
 Reducibilidad 
En el SDVRP, las demandas de los clientes pueden llegar a ser mayores que la capacidad 
de los vehículos. Existe una clase de instancias donde sabemos cómo atender de forma 
óptima  la parte de la demanda que excede la capacidad del vehículo.  
 
Definición 1. Una instancia para el SDVRP es reducible si una solución óptima existe donde 
cada vértice es servido por tantos viajes directos como sea posible desde el depósito hasta 
el vértice, con una carga completa en cada viaje, hasta que cada demanda de cada vértice 
es menor que la capacidad del vehículo 𝑄. 
 
Archetti (C Archetti, 2005), ha mostrado que el SDVRP con demandas enteras es reducible 
cuando 𝑄 = 2 y que el resultado no se extiende para el caso donde 𝑄 > 2. Incluso en el 
caso de distancias Euclidianas, el SDVRP 𝑄 ≥ 3 no es reducible. 
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 Los ciclos K-Split (k-particiones) 
(Dror & Tradeau, 1989) han presentado una propiedad importante de soluciones óptimas. 
Para entender de mejor forma este resultado, se presenta la siguiente definición.  
 
Definición 2. Considere una configuración 𝐶 = {𝑖1, 𝑖2, … , 𝑖𝑘} de clientes y suponga que 
existe 𝐾 rutas 𝑟1, 𝑟2, . . , 𝑟𝑘, 𝐾 ≥ 2, donde 𝑟𝑤 contiene los clientes 𝑖𝑤 e 𝑖𝑤+1 , 𝑊 = 1, … , 𝐾 − 1, 
y 𝑟𝑘 contiene los clientes 𝑖1 e 𝑖𝑘.  A esta configuración se le llama un ciclo k-split. 
 
Los autores Dror y Tradeau mostraron que si las instancias satisfacen la desigualdad del 
triángulo, entonces siempre existe una solución óptima para el SDVRP que no contiene los 
ciclos k-split, 𝐾 ≥ 2. 
 
 Número de Splits (particiones) 
Partiendo de la propiedad de los k-split, (Claudia Archetti et al., 2006) muestra que siempre 
existe una solución óptima para el SDVRP donde el número de los splits es inferior al 
número de rutas, en el que el número de los splits es definido como la suma, sobre todos 
los clientes, del número de visitas menos una. Además, ningún par de rutas tiene más de 
un cliente en común.  
 
 Ahorros 
Los primeros acercamientos a los ahorros alcanzados mediante el SDVRP son 
presentados por (Dror & Tradeau, 1989), quienes demuestran de forma empírica la 
disminución significativa en el costo de distancia total de ruteo y cantidad total de vehículos. 
 
En (Claudia Archetti et al., 2006), presenta que el valor de la solución óptima para el VRP 
puede ser tan grande como el doble del valor de la solución óptima para el SDVRP cuando 
la flota de vehículos es ilimitada. El mismo resultado se mantiene si nosotros consideramos 
que el número de vehículos utilizados, que es, la solución óptima para el SDVRP puede 
utilizarse la mitad del número de vehículos utilizados en la solución óptima del VRP. 
(Gueguen, 1999)  presenta de hecho que cuando la flota de vehículos es limitada, la 
relación entre la solución óptima del VRP y la solución óptima del SDVRP puede llegar a 
ser infinita.  (Claudia Archetti, Savelsbergh, & Grazia Speranza, 2008), trae un estudio 






empírico para ver cuáles son los factores que principalmente influencian el ahorro obtenido 
por permitir las entregas parciales. Ellos muestran que el mayor factor es el valor de las 
demandas de los clientes respecto a la capacidad de los vehículos, mientras las 
ubicaciones de los clientes no presentan una mayor influencia. Los mayores ahorros se 
obtienen en el caso donde el promedio de las demandas de los clientes se encuentra solo 
por encima de la capacidad del vehículo y la varianza de la demanda de los clientes es 
baja. 
4.2.2. Tiempos de viaje dependientes TDVRP 
 
Antecedentes del TDVRP 
El problema de la dependencia de tiempos en el problema de ruteo de vehículos, se define 
dentro de un escenario donde una flota de vehículos de capacidad fija debe atender las 
necesidades de demandas fijas de cada cliente desde un único depósito. Los clientes 
deben ser atendidos por vehículos que son enrutados de tal forma que el tiempo total de 
viaje sea minimizado.  
 
El tiempo de viaje entre dos clientes o entre el depósito y el cliente depende de la distancia 
entre los nodos y el intervalo de tiempo del día.  
 
El problema del tiempo de dependencia del agente viajero (time dependent traveling 
salesman problema TDTSP) es un caso especial del TDVRP en el cual solo existe un 
vehículo de infinita capacidad. 
 
El TDVRP es una extensión del problema TSP (Johnson & Pilcher, 1988), y del VRP 
(Christofides, 1985a)(Christofides, 1985b)(Christofides, 1976)(Bodin, Golden, Assad, & 
Ball, 1981).  Éste último, considera que el costo o tiempo de viaje entre nodos (clientes, 
depósitos) es conocido y constante, generalmente asumidos como una transformación 
escalar de las distancias. Para aproximarse a las condiciones reales, algunos autores han 
modificado algunas medidas (Fisher, Greenfield, Jaikumar, & Joseph T. Lester, 1982)(Bell 
et al., 1983). 
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Si bien las redes viales proporcionan distancias fijas, el recorrido que realizan los vehículos 
en ellas varía sustancialmente dado que las velocidades no son constantes, máxime que 
esta magnitud física de carácter vectorial que relaciona el cambio de posición (o 
desplazamiento) con el tiempo, se ve directamente influenciada por los cambios y 
condiciones de las vías, como lo son: las condiciones climáticas, la densidad de vehículos 
(con diferentes velocidades además), obras en la vía, eventos de accidentes, y todos ellos 
que no son estáticos en el tiempo. No obstante lo anterior, algunos eventos pueden 
presentar tendencias como lo es la congestión vial a través del día, considerándose como 
una variación temporal. Estas tendencias pueden ser representadas a través de una 
función determinística de la distancia entre nodos, por lo que considerar estas 
características puede aportar una solución más óptima a diferencia de no incorporarlas. 
 
El problema TDVRP fue inicialmente formulado por (Malandraki, 1989) y (Malandraki & 
Daskin, 1992), quienes utilizaron la metodología metaheurística GRASP con un 
procedimiento de búsqueda local. La cual es aplicada a un problema de con 10-25 clientes, 
y 2-3 zonas horarias, sin ventanas de tiempo, donde además se conocen los tiempos de 
viaje a través de las zonas horarias (sin necesidad de cálculos intermedios). Sobre cada 
arco (entre dos nodos), una función de distribución del tiempo de viaje es introducida.  
 
En 2003 se presentó por primera vez, la propiedad FIFO (Ichoua, Gendreau, & Potvin, 
2003), presentaron modelos basados en tiempos de viaje discretos que no satisfacían la 
propiedad FIFO, para lo cual, utilizaron un modelo que asignaba velocidades de viaje por 
etapas, resultando en una función lineal por partes que satisfacía la propiedad FIFO. La 
metodología propuesta en este estudio, se aproximaba a la solución del TDVRP con 
ventanas de tiempo suaves4. El problema TDVRP abordado contiene 100 clientes, a través 
de metodología de Búsqueda Tabú (TS) y tres zonas de tiempos. 
 
                                               
 
 
4 Una restricción es denominada dura (hard) si debe ser satisfecha, mientras que cuando puede 
ser violadas se denominan suaves (soft). 






(Fleischmann et al., 2004) analiza los métodos constructivos para la solución al problema 
TDVRP contemplando ventanas de tiempo suaves y duras, desarrollando algoritmos que 
son probados con información tomada de sistemas de tráfico de la ciudad de Berlín. Para 
lo cual formulan matrices de tiempo de viaje, cada tiempo de viaje en la matriz corresponde 
a una zona específica de tiempo y contiene todos los tiempos de viaje desde el nodo 𝑖  al 
nodo 𝑗, en una zona de tiempo específica. Las franjas de tiempo son limitadas para 
disminuir así el tiempo computacional requerido.  
 
En 2005, (Haghani & Jung, 2005), proponen una metodología de Algoritmos Genéticos 
(GA) para abordar el problema TDVRP con ventas de tiempos suaves y una flota 
heterogénea de vehículos. De acuerdo al estudio, prefieren el uso de GA dada las ventajas 
para abordar restricciones complejas (ventanas de tiempo, flota heterogenia de vehículos, 
múltiples depósitos, y una función continua de tiempos de viaje) que puede ser 
contemplada en el modelo. El desempeño del modelo del GA construido, es evaluado 
frente a resultados obtenidos con procedimientos exactos. Para problemas pequeños 
(hasta 10 clientes y 15 zonas), el GA proporciona soluciones cercanas a las soluciones 
exactas, mientras que el tiempo computacional es menos del 10% del tiempo requerido 
por los procedimientos exactos.  
 
En 2008, (V. Donati, Montemanni, Casagrande, Rizzoli, & Maria Gambardella, 2008) utilizó 
el procedimiento metaheuristico ACO, para abordar el problema TDVRP con ventanas de 
tiempos duras. Abordado a través de un procedimiento de búsqueda local. Ellos tomaron 
la distribución del tiempo de viaje como una función continua derivando la función discreta 
de velocidad.  
 
(Woensel, Kerbache, Peremans, & Vandaele, 2008) utilizan un procedimiento 
metaheurístico de búsqueda tabú, para el problema de TDVRP sin ventanas de tiempo. El 
modelo fue probado utilizando datos reales de la red vial en Bélgica, para 80 clientes con 
144 zonas de tiempo de 10 minutos. En este experimento se asumió la distancia entre 
nodos fija y conocida.  
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Otro estudio en 2008, fue presentado por (Hashimoto, Yagiura, & Ibaraki, 2008), en el que 
desarrollan un procedimiento iterativo de búsqueda local, aplicando un método de 
restricción del espacio de búsqueda en el vecindario, a partir, de la eliminación de 
soluciones que no presentaran mejoras. Por otra parte, utilizan un heurístico de mejora 
local como el 2-opt heurístico y el heurístico de intercambio. El procedimiento fue probado 
en instancias del TDVRP con 100 clientes y 3 zonas de tiempo en las cuales las rutas más 
cortas en la red son conocidas. 
 
En 2009, (Figliozzi, 2009) mediante métodos constructivos aborda problemas con 100 
clientes. en el método cada iteración el cliente que tiene la mínima cantidad de costo es el 
siguiente en ser visitado. Todos los movimientos se realizan en cada nivel de la ruta. La 
idea es combinar varias rutas con perspectivas de mejora, tomando todos los clientes de 
esa ruta juntos. Seguidamente, se crean nuevas rutas utilizando el método de construcción 
de rutas.  
 
Otros estudios, como el de (Soler, Albiach, & Martínez, 2009), utilizan procedimientos de 
solución exactos para resolver el problema de TDVRP para pequeñas instancias del 
problema dada su complejidad. Este artículo, es un trabajo teórico, con el objetivo que sus 
resultados puedan ser utilizados para futuras ideas o herramientas de testeo de la 
eficiencia de procedimientos específicos para el TDVRP. Sin embargo, a la fecha ningún 
estudio ha utilizado los resultados computacionales de este estudio. 
 
Descripción y formulación del problema TDVRP 
El TDVRP se define en el grafo 𝐺(𝑉, 𝐸), donde 𝑉 es el conjunto de nodos y 𝐸 el conjunto 
de arcos, los cuales representan el par de nodos (𝑖, 𝑗) en el cual 𝑖 se denomina el origen y 
𝑗 el destino del arco. Se asume una red completa, acompañada de una matriz 𝑛𝑥𝑛 tiempos 
dependientes 𝐶(𝑡) = [𝐶𝑖𝑗(𝑡𝑖)] a través de los arcos (𝑖, 𝑗) ∈ 𝐸, donde 𝐶𝑖𝑗(𝑡𝑖) es una función 
del tiempo del día, 𝑡𝑖  en el origen nodo 𝑖 del arco.  
 
El TDVRP es formulado como un problema de programación lineal entera mixta (MILP) en 
el cual el tiempo de viaje 𝐶𝑖𝑗(𝑡𝑖), es una función escalonada conocida del tiempo del día, 𝑡𝑖 
en el nodo origen 𝑖. para lo cual, el día es dividido en intervalos horarios. Una vez se conoce 
el intervalo durante el cual el viajero inicia el recorrido a través del arco (𝑖, 𝑗), el tiempo de 






viaje del arco (𝑖, 𝑗) es constante. El problema es formulado sobre la red de nodos, donde 
cada arco (𝑖, 𝑗), desde el nodo 𝑖 a nodo 𝑗, es reemplazado por 𝑀𝑖𝑗 que representa arcos 
paralelos de 𝑖 a 𝑗, donde 𝑀𝑖𝑗 es el número de distintos intervalos considerados en la función 
escalonada 𝐶𝑖𝑗(𝑡𝑖) representando de esta forma los tiempos de viaje a través de los arcos. 
(Kumar & Panneerselvam, 2015), presentan un planteamiento del problema de tiempos 
dependientes incluyendo ventanas de tiempo, formulando el problema TDVRPTW de la 
siguiente forma: 
Objetivo principal 










































= 0, ∀𝑖 ∈ 𝐶, ∀𝑘 ∈ 𝐾 
(6) 
𝑥𝑖𝑗
𝑘 = 0, 𝑥𝑛+1,𝑖











= 1, ∀𝑘 ∈ 𝐾 
(9) 
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𝑘 + 𝑔𝑖 + 𝑡𝑖,𝑗𝑦𝑖
𝑘 + 𝑔𝑖 ) ≤ 𝑦𝑗




𝑘 ∈ {0,1} , ∀(𝑖, 𝑗) ∈ 𝐴, ∀𝑘 ∈ 𝐾 
(13) 
𝑦𝑖
𝑘 ∈ ℜ , ∀𝑖 ∈ 𝑉, ∀𝑘 ∈ 𝐾 
 
La restricción 3 indica que la capacidad del vehículo no se excedida, (4) todos los clientes 
deben ser servidos una sola vez, (5) si un vehículo llega al nodo, debe salir de éste, (6) las 
rutas deben iniciar y finalizar en el depósito, (7) y (8) cada vehículo sale y regresa del 
depósito una sola vez respectivamente,  el tiempo de servicio debe satisfacer los tiempos 
definidos en las ventanas de tiempo inicial (9) y final (10), el tiempo de inicio de servicio 
debe permitir el tiempo de viaje entre nodos (11). (12) y (13) indican las variables de 
decisión. 
 
Propiedades del TDVRP 
En realidad, los tiempos de viaje cambian continuamente como una función del tiempo y 
no con saltos discretos. Se considera entonces la propiedad First-in-First-Out (FIFO), 
debido a que es posible que un vehículo que parte en un tiempo 𝑑 finalice más temprano 
que un vehículo que parte en el tiempo 𝑐, debido a que cualquier partida entre 𝑎 y (𝑏 − 𝑒), 
con 𝑏 tendiente a cero, llegará al destino más tarde que cualquier partida en (𝑏 + 𝑒), todas 
las partidas tendrán que esperar este tiempo (𝑏 + 𝑒), lo que implica que los tiempos de 










Ilustración 4.5: Función Escalón de los Tiempos de Viaje 
 
 
Fuente: adaptado (Haghani & Jung, 2005)   
 
(De Jaegere et al., 2014), presenta de forma resumida estudios asociados al problema de 
TDVRP, la siguiente tabla 4.2 es una adaptación: 
 
Tabla 4.2. Estudios asociados al problema de TDVRP 
Artículo  Año  Tipo Método de solución 
(Kuo, Wang, & 
Chuang, 2009) 
2009 TDVRP Búsqueda tabú 
(Kuo, 2010) 2010 TDVRP Enfriamiento simulado 
(Dabia, Ropke, van 
Woensel, & Kok, 
2013) 
2013 TDVRP con ventanas de 
tiempo duras 
Método de branch and price 
(Kok, Hans, & 
Schutten, 2012) 
2012 TDVRP con ventanas de 
tiempo duras 
Algoritmo Dijkstra heurístico de 
programación dinámica 
restringida 
(Balseiro, Loiseau, & 
Ramonet, 2011) 
2011 TDVRP con ventanas de 
tiempo duras 
Algoritmo de colonia de 
hormigas con heurístico de 
inserción 
(Figliozzi, 2012) 2012 TDVRP con ventanas de 
tiempo duras y blandas 
Construcción de ruta iterativa y 
heurístico de mejora 
(Lorini, Potvin, & 
Zufferey, 2011) 
2011 TDVRP Dinámico con 
ventanas de tiempo blandas 
Heurístico de mejora y de 
inserción 
Fuente: (De Jaegere et al., 2014) 
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4.2.3. Ventanas de tiempo VRPTW 
El VRPTW es el problema de generación de rutas del menor costo, iniciando y finalizando 
en el mismo depósito, los vehículos atienden un número de clientes situados en una 
determinada zona geográfica con demandas conocidas. La demanda total de los clientes 
no debe exceder la capacidad del vehículo. Cada cliente es atendido una única vez por un 
vehículo en un intervalo de tiempo dado, denominado ventana de tiempo. La restricción de 
la ventana de tiempo es dura cuando la ruta no es factible si el cliente es atendido antes o 
después de los límites de la ventana de tiempo definida. Varios autores han profundizado 
en este problema (M. D. J. D. M. Solomon, 1992), (Savelsbergh, 1992), (Garcia, Potvin, & 
Rousseau, 1994), (Philippe Badeau, François Guertin, Michel Gendreau, Jean-Yves 
Potvin, 1997), (Schulze & Fahle, 1999), (G Ioannou, Kritikos, & Prastacos, 2001), (Le 
Bouthillier & Crainic, 2005). 
 
Algunos variantes a los planteamientos que incorporan ventanas de tiempo, determinan 
que estas pueden ser suaves, permitiendo la violación a la ventana de tiempo mediante la 
aplicación de penalidades (E. Taillard, Badeau, Gendreau, Geurtin, & Potvin, 1997), 
(George Ioannou, Kritikos, & Prastacos, 2003), (Calvete, Galé, Oliveros, & Sánchez-
Valverde, 2007), (Nai-Wen & Chang-Shi, 2013). Otra variante, implica que las ventanas de 
tiempo son reemplazadas por un límite (Deadline), representando el límite superior  
(Thangiah, Rajini, & Ananda, 1993). 
 
El problema de VRPTW es una de las variantes más estudiadas de los problemas VRP, 
siendo abordada desde los planteamientos de solución óptima (Desaulniers, Desrosiers, & 
Spoorendonk, 2010)  y heurísticos (G Laporte, Gendreau, Potvin, & Semet, 2000).  
4.3. Herramienta de solución seleccionada 
Al revisar la literatura respecto a las diversas metodologías de solución utilizadas para 
abordar los problemas de VRP, se identifica que existe un enfoque fuerte en lo que se 
refiere al uso de procedimientos heurísticos (M. Cordeau, Gendreau, Laporte, Potvin, & 
Semet, 2002), toda vez, que las soluciones exactas requieren de un tiempo elevado de 
procesamiento para problemas con condiciones que se acercan a la realidad. 
 






De otra parte, si bien los planteamientos heurísticos generan soluciones de buena calidad, 
hoy en día con el ánimo de mejorar los procesos de búsqueda de soluciones, aparecen los 
procedimientos metaheurísticos que combinan varios métodos heurísticos. El énfasis de 
estas combinaciones es profundizar en la exploración de las soluciones más prometedoras 
del espacio de solución. La calidad de las soluciones generadas por los procedimientos 
metaheurísticos tienen el potencial de ser mejores que las obtenidas solo mediante un 
procedimiento heurístico. 
 
Los procedimientos mixtos en los cuales se intenta mejorar los procedimientos 
metaheurísticos clásicos, a través de la combinación de dos o varios procedimientos, se 
encuentran los algoritmos meméticos los cuales en la actualidad son los mejores 
procedimientos de solución (Boudia et al., 2007), generando soluciones de buena calidad.  
 
Los autores Boudia et al., 2007 indican que para abordar la optimización combinatorial, los 
algoritmos genéticos (GA) no son lo suficientemente agresivos en comparación con los 
algoritmos de búsqueda tabú (TS), resaltando además que el algoritmo memético (MA) 
presentado por (Moscato, 1999) es una de las mejores versiones presentadas. En la 
actualidad los MA son considerados los mejores algoritmos para algunos problemas 
clásicos de optimización.  
 
Se evidencia una tendencia en la utilización de diversas combinaciones con los MA con 
heurísticas de evolución diferenciada (Neri & Tirronen, 2010), (Noman & Iba, 2008), (Tenne 
& Armfield, 2007), o bien optimización de movimientos de partículas (Li, Wang, & Liu, 
2008), (Li et al., 2008), (B. Liu, Wang, Jin, & Huang, 2007), (B. Liu, Ling, Jin, & Huang, 
2006), (D. L. and K. C. T. and C. K. G. and W. K. Ho, 2007), (Pan, Wang, & Qian, 2007), 
(Vrahatis, 2007), (Soak, Lee, Mahalik, & Ahn, 2006), (Zhen, Wang, Gu, & Liu, 2007), 
también se suma los procedimientos basados en colonia de hormigas (K. Kim, Ong, Hiot, 
Chen, & Agarwal, 2008). 
 
En investigaciones donde se presenta la comparación de la metodología de GA con MA, 
se concluye que esta última presenta un mejor desempeño que la de GA en todos los 
resultados. (Khtan, Al-salihi, Mehdi, Abid, & Mohammed, 2014). 
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4.4. Conclusiones 
De acuerdo a problemas identificados en la literatura, se presenta el artículo de (Wu, Y.Ma, 
2017), cuyo estudio incorpora los problemas de SDVRP y TDVRP, ese trabajo considera 
la aplicación de la partición de entregas después de realizado el programa de rutas, como 
respuesta a interrupciones inesperadas presentadas en las ya programadas, llevándolo a 
un procedimiento local, de tal forma que se genere una recuperación del ruteo mediante 
otras rutas alternativas identificadas dentro de la vecindad cercana a los nodos 
comprometidos. Este procedimiento es diferente al plan de ruteo planteado por (C. Archetti 
& Speranza, 2012), de tal forma que no se encuentran características idénticas a la 
propuesta del trabajo de interés, por lo que se puede considerar el presente planteamiento 
de este problema, como un aporte dentro de la investigación asociada al problema VRP. 
 
Al revisar el estado del arte con relación a los problemas de transporte con sus variantes 
y el impacto ambiental de esta actividad logística, la medida de desempeño de interés es 
el costo de viaje tanto en términos de distancias como del tiempo requerido, así, de 
acuerdo a lo presentado por (C. Archetti & Speranza, 2012), -“if the traveling cost is 
considered to be the most relevant performance measure, then an unlimited fleet of 
vehicles is assumed. The optimal solution will provide the optimum set of routes and, as a 
consequence, the optimum number of vehicles. Sometimes, a maximum number of 
vehicles available is given and the optimal solution, which minimizes the total cost of the 
routes, may make use of all the vehicles or of a smaller number.”- de acuerdo con la 
afirmación, se asume para el problema de interés una flota ilimitada de vehículos con igual 
capacidad, pudiendo obtener una solución con una cantidad de vehículos mínima 
requerida. 
 
Los problemas de VRP se consideran problemas NP-Hard, para los cuales se encuentran 
tres métodos de solución, a saber; métodos exactos, heurísticos y metaheurísticos.  
 
De acuerdo a las tendencias de mejorar los procedimientos metaheurísticos, se ha 
identificado la combinación de metodologías, dando lugar a los procedimientos Meméticos, 
los cuales han mostrado registros de alta eficiencia, también como las posibles tendencias 
de desarrollos venideros en las siguientes investigaciones. 
 






Los procedimientos metaheurísticos de algoritmos meméticos presentan mejoras en los 
procesos de búsqueda de soluciones, representando nuevos campos para la obtención de 
procedimientos más robustos y con vísperas de mejorar en la búsqueda de soluciones a 
problemas complejos, por lo que es de alto interés incursionar en la aplicación de estas 
metodologías en problemas como el VRP.   
 
Las metodologías metaheurísticas hibridas han sido estudiadas a fin de obtener una mayor 
eficiencia de los procedimientos a través del mejoramiento en los espacios de soluciones, 
por lo que es de interés su aplicación para abordar este tipo de problemas. 
 
Considerando el amplio uso que han tenido los procedimientos heurísticos de búsqueda 
local y genéticos, es oportuno el poder abordar el problema desde una metodología que 
suministre los beneficios asociados al motor de búsqueda de soluciones, para ello uno de 
los planteamientos recientemente utilizados ha sido el procedimiento que combina estos 











5. Descripción del problema y metodología 
5.1. Definición del problema  
En el capítulo 3 se definió estudiar el problema que combina las variantes SDVRP y 
TDVRP. De conformidad con la taxonomía planteada por (Eksioglu et al., 2009), se 
presenta la siguiente caracterización del problema interés de estudio, mediante la tabla 
5.1. 
5.1.1. Caracterización según taxonomía VRP 
Tabla 5.1. Caracterización del problema de acuerdo a taxonomía VRP 
Primer nivel de 
clasificación 
Segundo nivel de 
clasificación 
Tercer nivel de clasificación 
1. Tipo de estudio 1.2. Métodos aplicados 1.1.2. Métodos heurísticos 
2. Caracterización 
del escenario 
2.2. Restricciones de 
carga dividida 
2.2.1. División permitida 
 
 




2.6. Estructura de ventana 
de tiempos 
2.6.2. Ventana de tiempo rígida 
 
2.7. Horizonte de tiempo 2.7.1. Un solo periodo 
 
3.1. Diseño de red 
transporte 
3.1.2. Red no direccionada 
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Primer nivel de 
clasificación 
Segundo nivel de 
clasificación 




3.2. Locaciones y 
ubicaciones de los 
clientes 
3.2.1. Clientes en nodos 
 
3.4. Número de puntos de 
origen 
3.4.1. Un solo origen 
 
3.5. Número de puntos o 
instalaciones de 
carga y descarga 
(depot) 
3.5.1. Un solo origen 
 
3.6. Tipos de ventanas de 
tiempo 
3.6.1. Restricción en los clientes 
3.6.3. Restricción en depósitos 
de carga(depot) 
3.7. Número de vehículos 3.7.3. Número de vehículos 
ilimitado 
3.8. Consideración de 
capacidad de vehículos 




3.9.1. Vehículos iguales 
 
3.10. Tiempo de 
transporte 
3.10.2. Definida por una matriz 
por intervalo de tiempo t (una 
función del intervalo de tiempo t 
del día) 
3.11. Costo de transporte 3.11.1. Depende del tiempo de 
transporte 
3.11.2. Depende de la distancia 
4. Características de 
la información 
4.1. Evolución de la 
información 
4.1.1. Estática 
4.2. Calidad de la 
información 
4.2.1. Conocida (determinista) 
 




4.4.Procesamiento de la 
información 
4.4.1. Centralizada 
5. Características de 
los datos 
5.1. Datos usados 5.1.3. Ambos, reales y ficticios 
Fuente: elaboración propia 
5.1.2. Caracterización según variantes VRP 
De acuerdo a las variantes exploradas, el problema se puede definir como Problema de 
ruteo de vehículos con entregas parciales y tiempos de viaje dependientes con ventanas 
de tiempo, es decir SDTDVRPTW. 
  






5.1.3. Definición de variables del modelo  
 Indices 
- nodos: i,j,h  
- vehículos: k 
- intervalo de tiempo: t , definiendo el periodo en el que se realiza un viaje 
entre nodos en un vehículo, de tal forma que, cada t es el intervalo en el 
que inicia y termina una hora dada, así, t=9, corresponde al intervalo 
[9:00,9:59], con el que se representa el periodo 9:00 a 9:59.  
 
 Conjuntos  
- nodos cliente 𝑁𝐶𝐿 = {1,2, … 𝑛} 
- nodo depósito salida 𝑁𝑃𝐴 = {0} 
- nodo deposito regreso  𝑁𝑃𝐸 = {𝑛 + 1} 
- nodo depósito más nodos cliente: 𝑁𝐶𝐼 = 𝑁𝑃𝐴 ∪ 𝑁𝐶𝐿 
- nodos cliente más nodo final: 𝑁𝐼𝑇 = 𝑁𝐶𝐿 ∪ 𝑁𝑃𝐸 
- el conjunto de nodos se define como: 𝑁𝑂𝐷 = 𝑁𝑃𝐴 ∪ 𝑁𝐶𝐿 ∪ 𝑁𝑃𝐸 
- Vehículos 𝑉𝐸𝐻 = {1,2, … 𝑣} 
- Tiempo 𝑇𝐼𝐸 = {1,2, … 𝑇} 
 
 Parámetros 
- demanda de cada cliente i: 𝐷𝐸𝑀𝐴𝑖 
- tiempo de viaje de i a j en intervalo de tiempo  t: 𝑇𝐼𝑉𝐼𝑖𝑗
𝑡  
- capacidad de carga de un vehículo k: 𝐶𝐴𝑃𝑉𝑘 
- costo de transitar el tramo de i a j: 𝐶𝑇𝑅𝐴𝑖𝑗 
- tiempo máximo de llegada de un vehículo a nodo i: 𝑇𝑀𝐴𝑋𝑖 
- tiempo mínimo de llegada de un vehículo a nodo i: 𝑇𝑀𝐼𝑁𝑖 
- número muy grande asociado a restricción secuencia de visitas: 𝑀𝑆𝑉𝐼𝑖𝑗
𝑘𝑡 
- tiempo de servicio del cliente i por un vehículo k: 𝑇𝑆𝐸𝑅𝑖
𝑘 
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 Variables  
 
- asignación tramo de i a j en vehículo k en el intervalo de tiempo t:  
𝐴𝑇𝑅𝑖𝑗
𝑘𝑡 , 𝑏𝑖𝑛𝑎𝑟𝑖𝑎 =  {
1 𝑠𝑖 𝑒𝑙 𝑣𝑒ℎí𝑐𝑢𝑙𝑜 𝑘 𝑣𝑖𝑎𝑗𝑎 𝑑𝑒 𝑖 𝑎 𝑗 𝑒𝑛 𝑒𝑙 𝑡𝑖𝑒𝑚𝑝𝑜 𝑡
0 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
  
- fracción de demanda de cliente i suplida por vehículo k en tiempo t 
𝐹𝑅𝐴𝑖
𝑘𝑡  ∈ [0,1] 





𝑘𝑡, 𝑖 ∈ 𝑁𝐶𝐼, 𝑗 ∈ 𝑁𝐼𝑇, 𝑘 ∈ 𝑉𝐸𝐻, 𝑡 ∈ 𝑇𝐼𝐸, 𝑖 ≠ 𝑗 ,   
 
- tiempo de llegada al nodo i por el vehículo k:  
𝑇𝐿𝐿𝑖
𝑘 ∈ 𝑇𝐼𝐸 
 
5.1.4. Formulación matemática 
Con el propósito de representar un escenario que modele de manera ajustada las 
características de un problema de la vida real, se tienen las siguientes condiciones de 
operación: 
 
 Existe un único depósito, con tiempo inicial y final de operación, no se consideran 
tiempos de cargue de vehículos 
 Existe una cantidad de n clientes o nodos clientes, que requieren ser atendidos 
desde el depósito 
 Cada cliente tiene una ventana de tiempo para ser atendido 
 Cada cliente tiene un tiempo de atención definido y fijo 
 Cada cliente tiene una demanda fija y conocida 
 Cada cliente puede ser atendido por más de un vehículo hasta completar su 
demanda 
 Las distancias entre los nodos (clientes-clientes, clientes-depósito) son fijas 
 Los tiempos de viaje entre los nodos (clientes-clientes, clientes-depósito) varían de 
acuerdo al momento del día  






 Un cliente permite la atención de varios vehículos al mismo tiempo, no tiene 
restricciones de bahías de atención 
 Los vehículos pueden retornar al depósito con capacidad residual sin incurrir en 
costos adicionales 
 Si un vehículo llega antes del mínimo tiempo de la ventana de atención, puede 
esperar sin generar costos de espera 
 Existe una flota infinita de vehículos para atender el requerimiento total, los 
vehículos son idénticos y con una capacidad fija. Para efectos de modelamiento y 
de conformidad con lo expuesto por (C. Archetti, 2009), donde muestra que existe 
una solución óptima para el problema SDVRP que usa una cantidad de vehículos 




𝑖=1 ], se establece este valor como tamaño de la flota para el modelo. 
 
La formulación matemática sería: 
 
El problema de SDTDVRPTW puede ser formulado como sigue: 
 










∑ ∑ ∑ 𝐴𝑇𝑅𝑖𝑗
𝑘𝑡
𝑡∈𝑇𝐼𝐸
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(5) 
∑  𝐷𝐸𝑀𝐴𝑖 . 𝐴𝑇𝑅𝑗𝑖
𝑘𝑡 ≥ 𝐹𝑅𝐴𝑖













∑ ∑ ∑ 𝐴𝑇𝑅𝑖𝑗
𝑘𝑡
𝑡∈𝑇𝐼𝐸






𝑘𝑡 − ∑ ∑ 𝐴𝑇𝑅ℎ𝑗
𝑘𝑡
𝑡∈𝑇𝐼𝐸𝑗∈𝑁𝐼𝑇





∑ ∑ ∑ 𝐴𝑇𝑅𝑖𝑗
𝑘𝑡
𝑡∈𝑇𝐼𝐸












𝑘 ≤ 𝑇𝑀𝐴𝑋𝑖       , ∀𝑖 ∈ 𝑁𝑂𝐷, ∀𝑘 ∈ 𝑉𝐸𝐻  
 
La restricción (2) asegura que los vehículos salen del nodo origen, (3) las fracciones de 
demanda entregadas al nodo 𝑖 deben ser iguales a la unidad, (4) las fracciones de 
demanda entregadas al nodo 𝑖, multiplicadas por la demanda de dicho nodo deben sumar 
su demanda requerida, (5) la fracción de demanda entregada a un cliente 𝑖  solo puede ser 
suministrada por el vehículo que lo atiende, (6) las fracciones de demanda entregadas a 
un cliente por un vehículo 𝑘 no pueden superar su capacidad, (7) asegura que los clientes 
sean visitados al menos una vez, (8) un vehículo 𝑘 que ingresa a ℎ desde un nodo 𝑖  debe 
salir de ℎ, (9) un vehículo desde cualquier nodo 𝑖 debe retornar al nodo fin, (10) secuencia 
de visitas; la suma del tiempo de llegada del vehículo 𝑘 al nodo 𝑖,el tiempo de atención al 
nodo y el tiempo de viaje de 𝑖 a 𝑗, debe ser menor o igual al tiempo de llegada a nodo 𝑗, 
(11) asegura que los clientes sean visitados dentro de la ventana de tiempo 






5.2. Metodología de solución  
La aplicación de la solución se generó a través de los siguientes pasos: 
 
 Definición del problema 
 Definición de variables del modelo y formulación matemática 
 Desarrollo de los algoritmos memético (MA) y genético (GA) 
 Definición del escenario de experimentación 
 Identificación de solución del escenario mediante herramienta solver AIMMS 
 Validación del modelo 
 Diseño de experimentos 2k  
 
De este modo se construirá un algoritmo que permita resolver el problema 
SDVRP+TDVRP+VRPTW, es decir SDTDVRPTW, con el cual generar soluciones que 






6. Algoritmo memético implementado 
Por lo que se argumentó en el capítulo 4, se propone en este trabajo un MA para el 
problema SDTDVRPTW.  
 
Los algoritmos meméticos MA son metaheurísticas basadas en población, lo cual indica 
que conservan un conjunto de posibles soluciones para el problema de interés.  
 
En esencia, un MA es un algoritmo genético que incorpora el procedimiento de búsqueda 
local, intentando con ello mejorar las soluciones proporcionadas por el procedimiento 
genético, intentando así obtener nuevas soluciones más prósperas que las iniciales. Este 
procedimiento parte de los planteamientos de otros autores que han abordado los 
problemas VRP mediante esta metodología como se revisó en el capítulo 4, sección 4.3. 
6.1. Definición de componentes del algoritmo memético 
Un algoritmo memético, es la combinación de un algoritmo genético con un procedimiento 
de búsqueda local, donde las soluciones son representadas mediante cromosomas. En 
consecuencia, el procedimiento se compone del siguiente proceso: generación de una 
población inicial, operadores genéticos; cruce, mutación, entre otros y un procedimiento de 
búsqueda local aplicado dentro de alguno de los pasos mencionados, o en todos, lo 
anterior acompañado de una serie de generaciones.  
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6.1.1. Representación del cromosoma 
Un cromosoma es la representación de una solución al problema, codificando la 
información necesaria para que las soluciones puedan participar de los diferentes procesos 
a través de la emulación de la evolución del algoritmo. 
 
En el caso del problema de SDVRP los clientes representados dentro del cromosoma, 
pueden aparecer más de una vez, lo cual se debe a la aplicación de las posibles particiones 
de la entrega para satisfacer la demanda total. 
 
Estudios como (Moscato & Cotta, 2003) y (Moscato & Cotta, 2010), denominan a los 
cromosomas como agentes en lugar de individuos, debido a que son “activos” 
considerando que a partir de la información que brindan se determina su desempeño y 
promesa o no dentro de la evolución del algoritmo.  
 
En el problema que se aborda, se tuvo en cuenta la información del vehículo, el cliente y 
la cantidad de bienes suministrados. 
 
Cada alelo representa una visita a un nodo con un vehículo determinado, en la que una 
cantidad de bienes es suministrada. 
 
La tabla 6.1 muestra el escenario del problema y la representación de un agente (solución) 
mediante la ilustración 6.1. 
 
Tabla 6.1. Datos del escenario a evaluar en modelo AM 
Escenario 
Cliente 1 2 3 4 
Demanda 3 4 3 3 
Capacidad del vehículo 4    
Fuente: elaboración propia 
  






Ilustración 6.1: Representación de cromosomas del modelo AM 
La representación de un cromosoma X. (solución) es la siguiente: 
1 1 2 2 3 3 4 Vehículos  
1 4 4 2 2 3 3 Cliente atendido 
3 1 2 2 2 2 1 Bienes entregados 
 
Otra solución al problema puede verse a través de un segundo cromosoma Y: 
1 1 1 2 2 3 3 4 Vehículos  
3 4 1 1 3 4 2 2 Cliente atendido 
1 2 1 2 2 1 3 1 Bienes entregados 
 
Fuente: elaboración propia 
 
Nótese que en el cromosoma Y el vehículo 1  atiende tres clientes a diferencia del 
cromosoma X donde ningún vehículo atiende más de dos clientes, lo que hace que el 
cromosoma Y presente un alelo adicional. Así, cada vehículo puede hacer entregas de 
hasta cuatro unidades que es su capacidad máxima. 
 
Por ejemplo, en el cromosoma X, el cliente 1, es atendido por el vehículo 1, dicho cliente 
no presenta partición de las entregas. El cliente cuatro es atendido por el vehículo uno, 
quien suministra una (1) unidad de bienes, y su demanda restante es atendida por el 
vehículo dos, en este caso el cliente cuatro presenta partición de la entrega de su 
demanda. 
6.1.2. Generación de la población inicial 
La generación inicial es un conjunto de diferentes soluciones (cromosomas) factibles. El 
tamaño de la población puede ser determinado de manera arbitraria, pero debe ser lo 
suficientemente grande para que asegure la diversidad y significancia del espacio de 
soluciones en las cuales se pueda buscar. De igual forma, una población muy extensa 
puede causar una convergencia lenta a buenas soluciones. El algoritmo 1 presenta la 
forma de la generación de la población inicial. Para conformar la población inicial se generó 
el siguiente algoritmo. 
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Algoritmo 1. Generación de población inicial 
Input: lectura de clientes, demandas asociadas a clientes, ventanas de tiempo, capacidad de vehículos, 
matriz de tiempos de viaje por zonas horarias, tamaño de la población inicial 
1. Agentes=0 
2. Haga hasta completar el tamaño de la población definido 
3. Intentos=0 
4.  Haga hasta que la demanda total de todos los clientes sea satisfecha 
5.       Asigne vehículo v llénelo a toda su capacidad  
6.            Seleccione de forma aleatoria un cliente r 
7.                 Si el cliente r tiene demanda pendiente superior a cero entonces asigne el vehículo v 
i. Si demanda pendiente es superior a la capacidad residual, sólo se atiende la 
capacidad residual de v 
ii. Si demanda pendiente es inferior o igual a capacidad residual, se atiende 
completamente. En este caso, se asume que la capacidad residual de v, después 
de satisfacer la demanda de r no genera un costo adicional por su devolución al 
origen. 
8.        Regrese a paso 2               
9. Verifique de que el agente cumpla la proposición de Dror y Tradeu (1989) en la que un vehículo no 
tenga más de un cliente en común con otro. 
a. Si la secuencia cumple la preposición se inicia asignación de tiempos 
b. En caso contrario, se regresa a paso 4 
10. Asigne a los agentes, los tiempos de viaje entre nodos, costo de tramos entre nodos y tiempos de 
atención en nodo visitado 
11. Actualice la secuencia con los tiempos dependientes 
12. Calcule el costo total, tiempo total, tiempo recorrido de cada agente (solución) 
13. Verifique la factibilidad respecto las ventanas de tiempo 
a. Si la secuencia es factible siga a paso 14. 
b. En caso contrario,  
i. Intentos= intentos +1  
ii. si intentos <=10, regrese a paso 4 
iii. Sino cree una solución dedicada de acuerdo con la sección (6.13) a cada cliente 
asigne la cantidad de vehículos que sea necesario hasta que su demanda sea 
satisfecha, donde el cálculo del tiempo de salida del origen hacia cada cliente 
𝑇𝑠𝑎𝑙_𝑑𝑒𝑑𝑖  se explica en la sección 6.1.3.   
14. agente = agente + 1 
15. Loop 
 
6.1.3. Creación de una solución dedicada  
Si después de un número de intentos no se ha podido generar una solución factible en 
cuanto a las ventanas de tiempo, es necesario generar una solución en la cual a cada 
cliente le sea dedicada la cantidad de vehículos que sea necesario hasta que su demanda 
sea satisfecha. A esta solución se le llamará solución dedicada. Para ello es necesario 
hallar el tiempo de salida del origen hacia cada cliente. Dado que es posible que existan 
varios tiempos alternativos de salida que satisfagan la llegada del vehículo al inicio de la 






ventana de tiempo, es necesario identificar aquel que minimice el tiempo de permanencia, 
causando el menor impacto en la función objetivo.  A este tiempo se le llamará tiempo de 
salida dedicado y se denotará como 𝑇𝑠𝑎𝑙_𝑑𝑒𝑑𝑖 .  Este tiempo se calcula de la siguiente 
manera: 
 
- Inicio de la ventana de tiempo del cliente i: 𝑇𝑀𝐼𝑁𝑖 
- tiempo de viaje de o a i en el intervalo de tiempo t:  𝑇𝐼𝑉𝐼𝑜𝑖
𝑡  
- t es el intervalo de tiempo en el que se realiza el viaje entre nodos dentro 
de un periodo, así t=9, representa el intervalo [9:00,9:59], es decir el periodo 
entre las 9:00 y las 9:59 
- Instante en horas de salida del origen:  𝑇𝑆𝐴𝐿𝑂 
 
𝑇𝑠𝑎𝑙_𝑑𝑒𝑑𝑖 = min ( 𝑇𝐼𝑉𝐼𝑜𝑖
𝑡  )|  𝑇𝑀𝐼𝑁𝑖 −  𝑇𝐼𝑉𝐼𝑜𝑖
𝑡  ∈  𝑡,  𝑇𝑆𝐴𝐿𝑂 ≤ 𝑡 ≤  𝑇𝑀𝐼𝑁𝑖,  
6.1.4. Proceso de cruce o recombinación 
El proceso de cruce, se realiza a través de la combinación de dos padres, los cuales son 
seleccionados aplicando un procedimiento de torneo, el cual es probablemente el algoritmo 
más popular en los métodos de selección de los algoritmos genéticos, dada su alta 
eficiencia y facilidad de implementación (Goldberg & Deb, 1991). Para aplicar el 
procedimiento de torneo se realizó de conformidad a (Razali & Geraghty, 2011) mostrando 
el pseudocódigo mediante el algoritmo 2 del proceso de cruce.  
 
En el proceso de cruce descrito por (Boudia et al., 2007), el operador de combinación es 
un ciclo, un punto de cruce determinado para los dos cromosomas con diferentes 
longitudes (cantidad de alelos presentes). Únicamente se genera una nueva solución 𝐶. el 
punto de corte 𝑘 se genera aleatoriamente dentro del intervalo [1, 𝑚𝑖𝑛{|𝐴|, |𝐵|} − 1]. El 
nuevo hijo 𝐶 es iniciado con los primeros 𝑘 clientes de 𝐴 y sus cantidades de entrega. El 
hijo es completado mediante un barrido a través del padre 𝐵, desde la posición 𝑘 + 1 hacia 
adelante hasta terminar todo el padre 𝐵. Se presentan dos casos al revisar un cliente 𝑖. Si 
la demanda de  𝑖 ya ha sido satisfecha en 𝐶, es omitido. En otro caso, cuando al realizar el 
barrido en 𝐶 el cliente no ha sido atendido en su totalidad es completado siendo agregado. 
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Algoritmo 2. Proceso de cruce 
 
1. Lea el porcentaje de cruce de la población 
2. Porcrupob=0 
3. Haga hasta completar el tamaño de la porción de la población, agentecru 
4. Intentos=0 
5. Mediante el procedimiento de torneo (Razali & Geraghty, 2011),  
a. Seleccione de manera aleatoria dos agentes diferentes, 
i. Proceda a evaluar el desempeño de los agentes 
ii. El mejor se denomina padre A 
iii. intentoB=0 
b. Seleccione otros dos agentes aleatoriamente y diferentes entre si y de A 
i. Si en proceso de búsqueda el agente encontrado es igual a A 
1. intentoB= intentoB +1 
2. si (intentoB/tamañopoblación) < 0,8 entonces 
a. regrese a b 
3. en caso contrario,  
a. finalice el algoritmo 
 
ii. En caso contrario 
iii. Proceda a evaluar el desempeño de los agentes  
iv. El mejor se denomina padre B 
 
c. Verifique que ninguno de los clientes asignados a un vehículo vi del Padre A no se 
encuentran también asignados al vehículo vi del Padre B, sino regrese a a.,  
d. Una vez seleccionados los padres A y B, se procede de acuerdo con el  procedimiento de 
cruce definido por (Boudia et al., 2007). 
6. Asigne a los agentes, los tiempos de viaje entre nodos, costo de tramos entre nodos y tiempos de 
atención en nodo visitado 
7. Actualice la secuencia con los tiempos dependientes 
8. Calcule el costo total, tiempo total, tiempo recorrido de cada agente (solución) 
9. Verifique la factibilidad respecto las ventanas de tiempo 
a. Si la secuencia es factible siga a paso 10. 
b. En caso contrario,  
i. Intentos= intentos +1  
ii. si intentos <10, regrese a paso 3 
iii. Sino cree una solución dedicada de acuerdo con la sección (6.1.3) a cada cliente 
asigne la cantidad de vehículos que sea necesario hasta que su demanda sea 
satisfecha, donde el cálculo del tiempo de salida del origen hacia cada cliente 
𝑇𝑠𝑎𝑙_𝑑𝑒𝑑𝑖  se explica en la sección 6.1.3.   










Ejemplo del proceso de cruce 
En la ilustración 6.2 se presenta un ejemplo del proceso de cruce de dos padres 𝐴 𝑦 𝐵. En 
esta ocasión 𝑘 está dado por el valor 3, así que los primeros alelos corresponden al padre 
𝐴. Luego a partir de 𝑘 + 1, se realiza el barrido a través del padre 𝐵.  
 
Ilustración 6.2. Representación de cruce entre agentes del modelo AM 
 
Padre A         
Vehículos  1 1 2 2 3 3 4  
Clientes 4 1 3 1 2 3 2  
Demanda atendida 3 1 2 2 3 1 1  
         
Padre B         
Vehículos  1 1 2 2 3 3 4  
Clientes  2 3 4 2 1 4 3  
Demanda atendida 2 2 2 2 3 1 1  
         
Hijo C 
 
        
Vehículos  1 1 2 2 3 3 3 4 
Clientes  4 1 3 2 1 3 2 2 
Demanda atendida 3 1 2 2 2 1 1 1 
 
Fuente: elaboración propia 
 
Nótese que a partir del cruce en el valor 𝑘, el vehículo 2 tiene comprometido únicamente 
dos (2) unidades, y tiene asociado el cliente 2 (con dos unidades) el cual además tiene 
toda su demanda pendiente, por lo que se procede a completar la capacidad del vehículo 
atendiendo al cliente 2.  Seguidamente, al ingresar la secuencia correspondiente del padre 
𝐵 , el cliente 1, ya fue atendido por el vehículo 1, por lo que se ajusta para que no supere 
la demanda total de dicho cliente, correspondiéndole únicamente 2 unidades. El vehículo 
3 también tiene asociado el cliente 4, con una unidad, pero ya este cliente ha sido atendido 
en su totalidad por el vehículo 1, por lo que se procede continuando con el siguiente cliente 
asociado al padre B, que es el cliente 3 y como el vehículo 3 tiene una capacidad residual 
de 2 unidades, se verifica la demanda faltante del cliente 3 la cual es de 1 unidad, siendo 
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atendida en su totalidad por el vehículo 3. No obstante, el vehículo 3 tiene una capacidad 
residual de una unidad, por lo que se procede a realizar el barrido, determinando que el 
cliente que falta ser completada su demanda es el cliente 2, con 2 unidades pendientes 
por lo que se asigna la capacidad residual, completando la capacidad del vehículo 3 pero 
no la demanda total del cliente 2, siendo necesario anexar un vehículo más, es decir el 
vehículo 4, completando así la demanda del cliente 2 (que es de 4 unidades) suministrando 
1 unidad. 
 
Es importante anotar que, con el fin de evitar que los hijos resultantes del cruce implicaran 
secuencias donde un vehículo visitara el mismo cliente más de una vez, como resultado  
de la secuencia heredada de cada padre, se definió verificar que los clientes visitados por 
cada vehículo vi del Padre A no tengan un cliente en común con el mismo vehículo vi del 
Padre B; tal es el caso de los padres representados en la ilustración 6:2 
6.1.4. Proceso de mutación 
En la mutación, los agentes son internamente sometidos a un cambio de posición de sus 
alelos, conservando de igual forma la factibilidad de la solución en dicho proceso. 
Para el caso del proceso de mutación, se realiza una adaptación al proceso de cruce, 
realizando intercambios al interior del agente a ser mutado. En el proceso de mutación del 
algoritmo desarrollado, se obtiene la cantidad de agentes posibles provenientes del 
proceso de mutación del peor porcentaje de agentes definido. 
 
La cantidad de agentes mutados que hacen parte de la población final, se toman en el 
orden en que se obtienen hasta completar el porcentaje que proviene del proceso de 
mutación.  
 
El algoritmo 3, presenta el pseudocódigo asociado al proceso de mutación. 
 
  






Algoritmo 3. Proceso de mutación 
 
1. Lea el porcentaje de población a ser mutada 
2. For i = agente inicial de mutación hasta agente final del porcentaje de la población que muta 
3. Intentosmut=0 
4.  haga hasta que se genere todas las mutaciones posibles  del agente i agentemut 
 
5.   Seleccione de forma aleatoria un vehículo del agente i, al que se denominará D1 
6.   Seleccione de forma aleatoria un vehículo del agente i, diferente de D1 al que se le denominará 
D2 
7. Verifique que ninguno de los clientes asignados al vehículo D1 no se encuentren también 
asignados al vehículo D2,  
a. Si no hay clientes en común siga a paso 8 
b. En caso contrario,  
i. Intentosmut= intentosmut +1 
ii. si intentos <10 regrese a paso 5 
iii. Sino cree una solución dedicada de acuerdo con la sección (6.1.3) a cada cliente 
asigne la cantidad de vehículos que sea necesario hasta que su demanda sea 
satisfecha, donde el cálculo del tiempo de salida del origen hacia cada cliente 
𝑇𝑠𝑎𝑙_𝑑𝑒𝑑𝑖  se explica en la sección 6.1.3.   
8. Al Identificar los dos vehículos para realizar el proceso de intercambio, se realiza una adaptación 
al algoritmo (Boudia et al., 2007), pero en este caso al interior de un agente 
9. Asigne a los agentes, los tiempos de viaje entre nodos, costo de tramos entre nodos y tiempos de 
atención en nodo visitado 
10. Actualice la secuencia con los tiempos dependientes 
11. Calcule el costo total, tiempo total, tiempo recorrido de cada agente (solución) 
12. Verifique la factibilidad con las ventanas de tiempo 
a. Si la secuencia es factible siga a paso 10. 
b. En caso contrario,  
i. Intentos= intentos +1  
ii. si intentos <10, regrese a paso 3 
iii. Sino cree una solución dedicada de acuerdo con la sección (6.1.3) a cada cliente 
asigne la cantidad de vehículos que sea necesario hasta que su demanda sea 
satisfecha, donde el cálculo del tiempo de salida del origen hacia cada cliente 
𝑇𝑠𝑎𝑙_𝑑𝑒𝑑𝑖  se explica en la sección 6.1.3.   
13. agentemut = agentemut + 1 
14. Next i 
 
Ejemplo del proceso de mutación 
En la siguiente ilustración, se muestra la forma en que un agente es intervenido por el 
proceso de mutación. 
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Ilustración 6.3: Representación del proceso de mutación del modelo AM 
Ilustración del proceso de mutación 
 
Agente a ser mutado 
 
        
Vehículos  1 1 2 2 3 3 4  
Clientes  4 1 3 1 1 2 2  
Demanda atendida 3 1 3 1 1 3 1  
         
Mutación del agente 
 
        
Vehículos  1 1 1 2 2 3 3 4 
Clientes  2 4 1 3 1 1 2 4 
Demanda atendida 1 2 1 3 1 1 3 1 
 
Fuente: elaboración propia 
 
Aleatoriamente se eligen los vehículos 1 y 4 como D1 y D2. En el proceso de mutación del 
ejemplo, el vehículo 1 no tiene clientes en común con el vehículo 4, así, al proceder a 
realizar los intercambios se debe considerar la demanda atendida en cada caso. En el 
ejemplo, el vehículo 1 atiende en 3 unidades al cliente 4 y en 1 unidad al cliente 1, mientras 
que el vehículo 4 atiende en 1 unidad al cliente 4, por consiguiente, al realizar el 
intercambio, el vehículo 4 solo puede asumir 1 unidad (para no alterar las demandas 
atendidas por los demás vehículos no comprometidos en la mutación), de tal forma que el 
vehículo 1 solo podrá asumir una demanda atendida de 1 unidad. 
 
Así, el vehículo 1 asume la atención del cliente 2, atendiendo de este 1 unidad de demanda, 
y las otras dos unidades (de las 3 que estaban asociadas al cliente 4) se asignan al cliente 
4 que sigue siendo atendido por el vehículo 1; quedando el vehículo 1 con la atención de 
los clientes 2-4-1.  Por su parte, el vehículo 4 asume la atención del cliente 4 en 1 unidad 
de demanda. 
6.1.5. Proceso de búsqueda local 
La búsqueda local, se realiza reproduciendo agentes dentro del vecindario en el que se 
encuentra el agente seleccionado, para ello se adaptó la metodología propuesta por 
(Boudia et al., 2007), en la que realizan todos los posibles intercambios entre los alelos del 
cromosoma, conservando a su vez la factibilidad del agente resultando de dicho proceso. 
El algoritmo 4 muestra el pseudocódigo del proceso de búsqueda local. 







El proceso de búsqueda local es aplicado por (Melo, Subramanian, & Satoru, 2015), el cual 
lo describe de la siguiente forma: 
 
Intercambio (1,1) introducido por (Boudia et al., 2007), mediante modificación de las 
cantidades a ser entregadas a los clientes. Dados dos clientes  𝑖 ∈ 𝑟1 y 𝑗 ∈ 𝑟2 (𝑟: 𝑟𝑢𝑡𝑎), con 
entregas 𝑑𝑖 y 𝑑𝑗 respectivamente, se consideran los dos casos:  
i. Si 𝑑𝑖 > 𝑑𝑗 entonces 𝑗 es insertado antes o después de 𝑖 en la ruta 𝑟1  con 
𝑑′𝑖 = 𝑑𝑖 − 𝑑𝑗, y 𝑗 es reemplazado en la ruta 𝑟2 con una copia de 𝑖 con 𝑑′𝑖 =
𝑑𝑗. 
ii. Si 𝑑𝑗 > 𝑑𝑖 , entonces 𝑖 es insertado antes o después de 𝑗 en la ruta 𝑟1 con 
𝑑′𝑗 = 𝑑𝑗 − 𝑑𝑖, e 𝑖 es reemplazado en la ruta 𝑟1 con una copia de 𝑗   con 𝑑′𝑗 =
𝑑𝑖. 
 
El caso donde 𝑑𝑖 = 𝑑𝑗, corresponde el caso particular de intercambio (1,1), donde los 
cambios corresponderían únicamente a los clientes, manteniéndose la demanda atendida. 
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Algoritmo 4. Proceso de búsqueda local 
1. Lectura de población 
2. For i = 1 to tamañopoblación 
3. Cree conjunto de agentes (agentels) vecinos del agente i al cual se somete a búsqueda local 
a. Agentels(agente i)=0 
i. Seleccione cada agente 
ii. Para cada vehículo identifique los clientes que este atiende 
1. Compare con los demás vehículos si hay clientes en común 
2. Si hay al menos un cliente en común no realice intercambio y regrese a 
paso ii 
3. Si no hay clientes en común, es posible realizar intercambio al interior 
del agente, entre los dos vehículos de acuerdo a planteamiento de 
(Boudia et al., 2007) 
a. Haga agentels(agente i)= agentels(agente i)+1 
4. Next i 
5. For i = 1 to tamañopoblación 
6. Agentelsnuevo(agente i)=0 
7. For q = 1 to agentels(agente i) 
8. Verifique que el agente cumpla la proposición de Dror y Tradeu (1989) en la que un vehículo no 
tenga más de un cliente en común con otro 
a. Si la secuencia cumple la preposición se inicia asignación de tiempos, paso 8 
b. En caso contrario, continúe a siguiente q 
 
9. Asigne  a los agentes, los tiempos de viaje entre nodos, costo de tramos entre nodos y tiempos de 
atención en nodo visitado 
10. Actualice la secuencia con los tiempos dependientes 
11. Calcule el costo total, tiempo total, tiempo recorrido de cada agente (solución) 
12. Verifique la factibilidad con las ventanas de tiempo 
a. Si la secuencia es factible siga a paso 13. 
b. En caso contrario, continúe a siguiente q 
13. Agentelsnuevo(agente i)= Agentelsnuevo(agente i) + 1 
14. next q 
15. next i 
16. ordene las soluciones Agentelsnuevo(agente i) de acuerdo a su desempeño 
17. para cada agente de la población inicial, compare su desempeño respecto al mejor 
agentelsnuevo(agente i) encontrados en el proceso de búsqueda local 
a. si la nueva solución encontrada agentelsnuevo es mejor que el agente i, proceda a 
reemplazarlo, tomando su posición dentro de la población.   
b. en caso contrario, el agente conserva su posición dentro de la población 
18. Actualice la población 
 
  






Ilustración 6.4. Representación del intercambio entre rutas. 
 
Fuente: (Melo et al., 2015) 
 
Ejemplo del proceso de búsqueda local 
Se tiene el siguiente cromosoma (agente), al que le es aplicado el proceso de búsqueda 
local.  
1,00 1 1 2 2 3 
300,60 1 2 2 3 4 
564,46 10 5 5 10 10 
13,97      
 
 Agente  
 Costo total de la secuencia  
 Valor función objetivo  
 Tiempo de viaje total  
 Vehículos  
 Clientes atendidos por los vehículos  
 Cantidad de demanda entregada a cliente 
atendido  
 
 El proceso de búsqueda local, realiza cambios al interior de los alelos, lo que permite 
identificar una serie de cromosomas alternos a la solución abordada, de tal forma que, en 
dicha operación, se genera la total cantidad de posibles derivaciones del cromosoma. 
 
La serie de cromosomas. En el ejemplo, los cromosomas son el resultado de los cambios 
identificados. El primer cromosoma, corresponde a una igualdad entre las demandas 
atendidas de los clientes tres y cuatro, 𝑑3 = 𝑑4 = 3, de los vehículos uno y dos 
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respectivamente, así los cambios son de los clientes hacia los vehículos, las demandas 
atendidas se conservan. 
 
En cambio, la demanda del cliente tres es de 𝑑3 = 3 > 𝑑1 = 1, por lo que el intercambio de 
clientes da lugar a modificaciones en las entregas así; para el cliente tres en vehículo uno 
𝑑′3 = 𝑑3 − 𝑑1 = 3 − 1 = 2, para el cliente tres en vehículo dos; 𝑑′3 = 𝑑1 = 1, tal como se 
observa en la siguiente Ilustración 6.6, en el agente dos identificado. 
 
Ilustración 6.5. Representación proceso de búsqueda local del modelo MA 
 
 Agente X          




3 2 4 1 1 2 2 
 
 Cantidad e trega 3 1 3 1 2 2 1 
 
          
 Búsqueda local         
1 Vehículos  1 1 2 2 3 3 4  
 Clientes 
atendidos 
4 2 3 1 1 2 2  
 Cantidad e trega 3 1 3 1 2 2 1  
 
         
2 Vehículos  1 1 1 2 2 3 3 4 
 Clientes 
atendidos 
1 3 2 4 3 1 2 2 
 Cantidad e trega 1 2 1 3 1 2 2 1 
 
         
3 Vehículos  1 1 2 2 2 3 3 4 
 Clientes 
atendidos 
3 4 2 4 1 1 2 2 
 Cantidad e trega 3 1 1 2 1 2 2 1 
 
         




3 1 4 2 1 2 2 
 
 Cantidad e trega 3 1 3 1 2 2 1 
 
 
         
5 Vehículos  1 1 2 2 2 3 3 4 
 Clientes 
atendidos 
3 2 2 4 1 1 2 4 
 Cantidad e trega 3 1 1 2 1 2 2 1 
 
         




3 2 4 2 1 2 1 
 
 Cantidad e trega 3 1 3 1 2 2 1 
 
  
        
 
Fuente: elaboración propia 
 






En el proceso de búsqueda local, no se presenta intercambio entre los vehículos 1-3, 1-4, 
2-3, y 3-4, debido a que tienen clientes en común 2, 2, 1 y 2 respectivamente. 
6.1.6. Evaluación de la aptitud de los agentes 
Tal como se evidenció en el capítulo 1, los estudios que abordan los problemas de ruteo 
de vehículos intentan obtener soluciones con costos bajos de la operación, los cuales se 
asocian generalmente a las distancias totales de los recorridos y características físicas 
como gradientes en las rutas empleadas o velocidades alcanzadas, buscando soluciones 
más eficientes en estos términos. De otra parte, el capítulo 2, evidenció los esfuerzos por 
obtener soluciones con bajas emisiones de gases proveniente de los vehículos que 
realizan la operación logística, las cuales se asocian a la congestión vial, tecnologías de 
los vehículos, y demás aspectos del entorno, sin embargo se destaca lo referente a los 
tiempos de viaje requeridos, puesto que la  permanencia de los vehículos en operación en 
las vías, impacta la emisión de gases. Con base en los capítulos mencionados, se definió 
que la función de aptitud de los agentes obtenidos en el proceso evolutivo, se evalúen de 
conformidad al siguiente criterio: 
 
Menor valor: costo de distancia total recorrida * tiempo de viaje total 
6.1.7. Representación del algoritmo memético 
A continuación, se presenta gráficamente el algoritmo memético diseñado. 
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Algoritmo 5. Algoritmo memético AM 
Ilustración 6.6. Representación del proceso del algoritmo memético 
 
















Algoritmo 1. Creación de población 
inicial 
Algoritmo 4. Proceso de búsqueda local 
inicial 
Algoritmo 2. Proceso de cruce 
Algoritmo 3. Proceso de mutación 
 
Devuelve la mejor solución 
Total Generaciones 
alcanzadas 











6.2. Definición de parámetros del Algoritmo Memético 
desarrollado 
Con el ánimo de obtener soluciones que evidencien el desempeño del algoritmo memético 
desarrollado, dentro de una instancia preliminar representativa de búsqueda de soluciones, 
y que además no implicara un tiempo computacional elevado, estudios como el de Nazif 
(2012) indican que usualmente se recomienda en las investigaciones tamaños de 
población desde 30 hasta 200, por lo que se examinaron diferentes estudios con algoritmos 
evolutivos a fin de identificar el tamaño de población a ser utilizado. Dichos estudios se 
presentan en la tabla 6.2.  
 
Tabla 6.2. Tamaños de población utilizados en investigaciones 
Algoritmo evolutivo 
utilizado 
Tamaños de población Estudio  
Algoritmo Genético 100 (Hubert, Iv, & Cavalier, 2012) 
Algoritmo Memético 50 (Pecháč & Sága, 2016). 
Algoritmo Memético 50, 100, 200, 300 (Noman & Iba, 2008) 
PSO basado en 
Algoritmo Memético 
20 (Li et al., 2008) 
Algoritmo Genético 100 (PANESSAI, Baba, & Iksan, 
2014) 
Algoritmo Genético 50, 100, 150 (Nazif & Soon, 2012) 
Algoritmo Genético 5,10, 20, 30, 40, 50, 60, 70, 80, 90, 
100, 110, 150, 200 
(Roeva, 2013) 
  
En relación a los parámetros de la conformación de la población, concerniente al cruce, 
mutación, agentes nuevos y parte de la población que se conserva, se identificaron los 
siguientes estudios relacionados en la tabla 6.3. 
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Sobre mejor 10% Sobre 
mejor 
10% 








33% 0.5% 15% NA (Shahookar & 
Mazumder, 1990) 
 
En consideración a lo anterior, se determinó seleccionar un tamaño de población de 100 
agentes.  
En cada generación, la nueva población está conformada de la siguiente forma: 
- El 20% corresponde a los mejores agentes  
- El 40% corresponde al cruce de los agentes tomados aleatoriamente  
- 20 % corresponde al proceso de mutación del peor 10% de la población  





7.1. Escenario de experimentación 
Para modelar el escenario objeto de estudio del presente trabajo, se reunió información de 
algunas ciudades de la región que se encuentran georreferenciadas en Google Map data 
©2018 Google, herramienta que indica distancia y tiempo estimado de viaje a una hora 
determinada. De esta forma se  generó, una red de distancias reales en kilómetros y los 
correspondientes tiempos promedio aproximados de viaje para los distintos intervalos 
horarios entre los días lunes y viernes para el periodo de estudio en el año 2018; 
seleccionando a la ciudad de Medellín-Antioquia, Colombia como el nodo origen y destino, 
considerando su dinámica e importancia industrial para la región. 
7.1.1. Instancia de prueba numérica SDTDVRPTW  
A través del uso del software de optimización AIMMS, se llevó a cabo la solución del 
problema para el SDTDVRPTW con base en el siguiente escenario. La tabla 7.1 introduce 
los datos de los nodos usados, La tabla 7.2 muestra los tiempos de viaje dependientes del 
intervalo horario del día. Finalmente, la tabla 7.3 presenta el costo de viaje, es decir, a 
distancia en Kilómetros entre los nodos. Todos los datos son tomados de la herramienta 
Google Maps.  De otro lado, se usó una capacidad de 15 unidades para todos los 
vehículos. 
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Para efectos del modelo matemático en AIMMS, se crean los nodos Medellín-Origen y 
Medellín-Fin, que en el contexto real del problema se refieren al mismo nodo. 
 
 Datos de los nodos 
Tabla 7.1. Datos de los nodos, coordenadas, demandas y ventas de tiempo 





MedellinOrigen 0 6 18 -75,573 6,244 
MedellinFin 0 6 18 -75,573 6,244 
Rionegro 10 7 16 -75,378 6,147 
La_Ceja 10 7 16 -75,421 6,035 
Sabaneta 10 7 16 -75,617 6,149 
Barbosa 10 7 16 -75,331 6,437 
Fuente: elaboración propia 
Tabla 7.2. Datos de los tiempos de viaje dependientes del intervalo horario del día 
Origen Destino 6 7 8 9 10 11 12 13 14 15 16 17 18 
MedellinOrigen MedellinOrigen 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
MedellinOrigen MedellinFin 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
MedellinOrigen Rionegro 1,77 3,54 3,54 1,77 1,77 1,77 3,54 3,54 1,77 1,77 3,54 3,54 3,54 
MedellinOrigen La_Ceja 1,45 2,90 2,90 1,45 1,45 1,45 2,90 2,90 1,45 1,45 2,90 2,90 2,90 
MedellinOrigen Sabaneta 0,45 0,91 0,91 0,45 0,45 0,45 0,91 0,91 0,45 0,45 0,91 0,91 0,91 
MedellinOrigen Barbosa 1,40 2,80 2,80 1,40 1,40 1,40 2,80 2,80 1,40 1,40 2,80 2,80 2,80 
MedellinFin MedellinOrigen 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
MedellinFin MedellinFin 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
MedellinFin Rionegro 1,77 3,54 3,54 1,77 1,77 1,77 3,54 3,54 1,77 1,77 3,54 3,54 3,54 
MedellinFin La_Ceja 1,45 2,90 2,90 1,45 1,45 1,45 2,90 2,90 1,45 1,45 2,90 2,90 2,90 
MedellinFin Sabaneta 0,45 0,91 0,91 0,45 0,45 0,45 0,91 0,91 0,45 0,45 0,91 0,91 0,91 
MedellinFin Barbosa 1,40 2,80 2,80 1,40 1,40 1,40 2,80 2,80 1,40 1,40 2,80 2,80 2,80 
Rionegro MedellinOrigen 1,77 3,54 3,54 1,77 1,77 1,77 3,54 3,54 1,77 1,77 3,54 3,54 3,54 
Rionegro MedellinFin 1,77 3,54 3,54 1,77 1,77 1,77 3,54 3,54 1,77 1,77 3,54 3,54 3,54 
Rionegro Rionegro 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
Rionegro La_Ceja 0,60 1,20 1,20 0,60 0,60 0,60 1,20 1,20 0,60 0,60 1,20 1,20 1,20 
Rionegro Sabaneta 2,16 4,32 4,32 2,16 2,16 2,16 4,32 4,32 2,16 2,16 4,32 4,32 4,32 
Rionegro Barbosa 1,98 3,97 3,97 1,98 1,98 1,98 3,97 3,97 1,98 1,98 3,97 3,97 3,97 
La_Ceja MedellinOrigen 1,45 2,90 2,90 1,45 1,45 1,45 2,90 2,90 1,45 1,45 2,90 2,90 2,90 
La_Ceja MedellinFin 1,45 2,90 2,90 1,45 1,45 1,45 2,90 2,90 1,45 1,45 2,90 2,90 2,90 
La_Ceja Rionegro 0,60 1,20 1,20 0,60 0,60 0,60 1,20 1,20 0,60 0,60 1,20 1,20 1,20 
La_Ceja La_Ceja 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
La_Ceja Sabaneta 1,49 2,98 2,98 1,49 1,49 1,49 2,98 2,98 1,49 1,49 2,98 2,98 2,98 
La_Ceja Barbosa 2,59 5,19 5,19 2,59 2,59 2,59 5,19 5,19 2,59 2,59 5,19 5,19 5,19 
Sabaneta MedellinOrigen 0,45 0,91 0,91 0,45 0,45 0,45 0,91 0,91 0,45 0,45 0,91 0,91 0,91 
Sabaneta MedellinFin 0,45 0,91 0,91 0,45 0,45 0,45 0,91 0,91 0,45 0,45 0,91 0,91 0,91 
Sabaneta Rionegro 2,16 4,32 4,32 2,16 2,16 2,16 4,32 4,32 2,16 2,16 4,32 4,32 4,32 
Sabaneta La_Ceja 1,49 2,98 2,98 1,49 1,49 1,49 2,98 2,98 1,49 1,49 2,98 2,98 2,98 
Sabaneta Sabaneta 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
Sabaneta Barbosa 1,81 3,61 3,61 1,81 1,81 1,81 3,61 3,61 1,81 1,81 3,61 3,61 3,61 
Barbosa MedellinOrigen 1,40 2,80 2,80 1,40 1,40 1,40 2,80 2,80 1,40 1,40 2,80 2,80 2,80 
Barbosa MedellinFin 1,40 2,80 2,80 1,40 1,40 1,40 2,80 2,80 1,40 1,40 2,80 2,80 2,80 
Barbosa Rionegro 1,98 3,97 3,97 1,98 1,98 1,98 3,97 3,97 1,98 1,98 3,97 3,97 3,97 
Barbosa La_Ceja 2,59 5,19 5,19 2,59 2,59 2,59 5,19 5,19 2,59 2,59 5,19 5,19 5,19 
Barbosa Sabaneta 1,81 3,61 3,61 1,81 1,81 1,81 3,61 3,61 1,81 1,81 3,61 3,61 3,61 
Barbosa Barbosa 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
Fuente: elaboración propia 






Tabla 7.3. Costo en Kilómetros de distancia entre nodos 
  MedellinOrigen MedellinFin Rionegro La_Ceja Sabaneta Barbosa 
MedellinOrigen 0,00 0,00 53,17 43,49 13,64 42,04 
MedellinFin 0,00 0,00 53,17 43,49 13,64 42,04 
Rionegro 53,17 53,17 0,00 18,00 64,86 59,54 
La_Ceja 43,49 43,49 18,00 0,00 44,74 77,82 
Sabaneta 13,64 13,64 64,86 44,74 0,00 54,15 
Barbosa 42,04 42,04 59,54 77,82 54,15 0,00 
Fuente: elaboración propia 
7.2. Solución del problema en software AIMMS ©AIMMS Inc 
Una vez definida la formulación matemática del modelo, se introdujo en el software de 
optimización AIMMS, a fin de obtener la solución óptima para el problema en estudio, con 
el fin de validar el modelo del algoritmo memético desarrollado.  
7.2.1. Resultados obtenidos con AIMMS 
Las ilustraciones 7.1 a 7.4 presentan la representación de la solución obtenida, el gráfico 
de Gantt correspondiente y el plan de ruta generado para cada vehículo.  
Ilustración 7.1. Resultado AIMMS visualización del resultado en el grafo relacionado 
 
Fuente: herramienta solver AIMMS 
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Ilustración 7.2. Resultado de AIMMS, Diagrama de Gantt resultante 
 
Fuente: herramienta solver AIMMS 
 
En las siguientes tabla 7.4 y 7.5, se muestran respectivamente las convenciones y los 
planes de ruta para cada vehículo, donde el valor asociado al Producto es el resultado 
entre Tiempo de viaje*Costo de viaje, y el valor de la función objetivo es la suma de los 
Productos resultantes. 
Tabla 7.4. Convención descripción del Plan de ruta generado 




























*Si el origen es Medellín se refiere a tiempo de carga y se asume cero, en otro caso, se 
trata de un tiempo de descarga o entrega con valor positivo. 
 






Tabla 7.5. Planes de ruta para cada vehículo obtenidos en AIMMS 
  Vehículo 1 I  II III IV V VI VII VIII   
Viaje Origen Destino Tiempo de 
disponibilidad 
del vehículo 































1 Medellín La_Ceja 6 0 6 6 1,45 7,45 43,49 63,05 P1 
2 La_Ceja Sabaneta 7,45 1 8,45 8 2,98 11,43 44,74 133,43 P2 
3 Sabaneta Medellín 11,43 1 12,43 12 0,91 13,34 13,64 12,4 P3 
    
  Vehículo 2 I  II III IV V VI VII VIII   
Viaje Origen Destino Tiempo de 
disponibilidad 
del vehículo 































1 Medellín Rionegro 6 0 6 6 1,77 7,77 53,17 94,25 P4 
2 Rionegro La_Ceja 7,77 1 8,77 8 1,2 9,97 18 21,6 P5 
3 La_Ceja Medellín 9,97 1 10,97 10 1,45 12,42 43,49 63,05 P6 
            
  Plan del vehículo dos: el vehículo inicia saliendo del origen (Medellín a las 6:00am), su viaje hasta Rionegro es de 1,77 horas, 
llegando a las 7,77 horas (6+1,77=7,77). 
 
Con un tiempo de atención en Rionegro de 1 hora; (7,77+1=8,77), el vehículo termina allí a las 8,77., seguidamente, el vehículo 
se dirige hacia La Ceja con un tiempo de viaje de 1,2 horas, por lo que llega a las 9,97 horas (8,77+1,2=9,97). 
   
Con un tiempo de atención en La Ceja de 1 hora; (9,97+1=10,9), el vehículo termina allí a las 10,9., Luego el vehículo se dirige a 
Medellín con un tiempo de viaje de 1,45, llegando a las 12,42 horas (10,97+1,45=12,42) 
    
  Vehículo 3 I  II III IV V VI VII VIII   
Viaje Origen Destino Tiempo de 
disponibilidad 
del vehículo 































1 Medellín Barbosa 6 0 6 6 1,4 7,4 42,04 58,9 P7 
2 Barbosa Medellín 7,4 1 8,4 8 2,8 11,2 42,04 117,8 P8 
    
 
 Valor Función objetivo, suma de los productos de cada tramo realizado por cada vehículo, 
Suma Pr, r=1,…,8 
  564,46 
 
 
Fuente: elaboración propia 
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7.3. Aplicación de la metodología de algoritmos 
meméticos 
7.3.1. Validación del algoritmo memético desarrollado 
Como se ha mencionado en el Capítulo 3, no existen estudios que aborden el problema 
de partición de entregas y tiempos dependientes en conjunto, por lo que se ha elaborado 
para el propósito un escenario de 4 clientes con su respectiva demanda. Esta instancia 
creada se presentó en la Sección 7.1., utilizando la herramienta AIMMS. Dichos resultados 
fueron chequeados de tal forma que se verificaron la elección adecuada de los tiempos de 
viaje y la partición de las entregas.  
 
El algoritmo memético se desarrolló en lenguaje visual Basic, sobre la herramienta Macros 
de Microsoft Excel, utilizando un procesador Intel(R) Core(TM) i5-6200U CPU 2.30GHz 
2.40GHz. 
 
Como ya se conoce, el problema consta de cuatro clientes, cada uno con demanda de 10 
unidades y una flota homogénea de vehículos con capacidad 15 unidades. 
 
Tabla 7.6. Convenciones de los nodos 
Denominación Nodo 
Medellín origen O1 
Medellín fin O2 
Rionegro 1 
La Ceja 2 
Sabaneta 3 
Barbosa 4 
Fuente: elaboración propia 
En un primer acercamiento, se probó el MA con la siguiente configuración: 
 
  






Tabla 7.7. Configuración del algoritmo AM 
Parámetro Valor 
Tamaño Población 10 
Cruce 40% 
Mutación 20% 
Nuevos agentes 20% 
Generaciones 1 
Fuente: elaboración propia 
Se obtuvo el siguiente resultado 
Tabla 7.8. Resultados obtenidos para validar el algoritmo AM 
Agente  1,00 1 1 2 2 3   Vehículos 
Costo distancia Km 300,60 1 2 2 3 4   Clientes 
Valor Función Objetivo 564,46 10 5 5 10 10   Cantidad entregada 
Tiempo total requerido 
h 
13,97         
          
Agente  2,00 1 1 2 2 3   Vehículos 
Costo distancia Km 300,60 1 2 3 2 4   Clientes 
Valor Función Objetivo 621,31 10 5 10 5 10   Cantidad entregada 
Tiempo total requerido 
h 
14,96         
 
         
Agente  3,00 1 1 2 2 3   Vehículos 
Costo distancia Km 373,40 4 1 1 3 2   Clientes 
Valor Función Objetivo 1053,77 10 5 5 10 10   Cantidad entregada 
Tiempo total requerido 
h 
19,82         
 
         
Agente  4,00 1 1 2 2 3   Vehículos 
Costo distancia Km 371,56 4 2 3 2 1   Clientes 
Valor Función Objetivo 1074,13 10 5 10 5 10   Cantidad entregada 
Tiempo total requerido 
h 
19,69         
          
Agente  5,00 1 1 2 2 3   Vehículos 
Costo distancia Km 371,56 4 2 2 3 1   Clientes 
Valor Función Objetivo 1017,28 10 5 5 10 10   Cantidad entregada 
Tiempo total requerido 
h 
18,70         
 
         
Agente  6,00 1 1 2 2 3   Vehículos 
Costo distancia Km 371,56 4 2 3 2 1   Clientes 
Valor Función Objetivo 1074,13 10 5 10 5 10   Cantidad entregada 
Tiempo total requerido 
h 
19,69         
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Agente  7,00 1 1 2 2 3 3  Vehículos 
Costo distancia Km 404,84 1 3 2 4 4 3  Clientes 
Valor Función Objetivo 1173,37 10 5 10 5 5 5  Cantidad entregada 
Tiempo total requerido 
h 
20,51         
 
        
 
Agente  8,00 1 1 1 2 2 3 3 Vehículos 
Costo distancia Km 402,72 4 2 3 1 2 4 3 Clientes 
Valor Función Objetivo 981,24 5 5 5 10 5 5 5 Cantidad entregada 
Tiempo total requerido 
h 
18,88         
 
        
 
Agente  9,00 1 1 2 2 3 3  Vehículos 
Costo distancia Km 419,96 1 4 3 2 2 4  Clientes 
Valor Función Objetivo 1239,78 10 5 10 5 5 5  Cantidad entregada 
Tiempo total requerido 
h 
22,92         
 
        
 
Agente  10,00 1 1 2 2 3   Vehículos 
Costo distancia Km 351,56 3 4 1 4 2   Clientes 
Valor Función Objetivo 957,03 10 5 10 5 10   Cantidad entregada 
Tiempo total requerido 
h 
19,76         
Fuente: elaboración propia 
 Análisis de resultados 
Se evidencia que, dentro de la población obtenida, el agente con el mejor resultado es el 
número 1 con un valor de la función objetivo de 564.46  
 
De acuerdo al resultado generado por el algoritmo memético MA 
La interpretación de la mejor solución se resume de la siguiente forma: 
  






Tabla 7.9. Planes de ruta para cada vehículo obtenidos por el MA 
Vehículo 1, secuencia  
Vehículo  1 1 
Cliente visitado 2 3 
Demanda satisfecha 5 10 
 
 Vehículo 1 I  II III IV V VI VII VIII   


































1 Medellín La_Ceja 6 0 6 6 1,45 7,45 43,49 63,05  P1 
2 La_Ceja Sabaneta 7,45 1 8,45 8 2,98 11,43 44,74 133,43  P2 
3 Sabaneta Medellín 11,43 1 12,43 12 0,91 13,34 13,64 12,4  P3 
 
Vehículo 2, secuencia 
Vehículo  2 2 
Cliente visitado 1 2 
Demanda satisfecha 10 5 
 
 Vehículo 2 I  II III IV V VI VII VIII   


































1 Medellín Rionegro 6 0 6 6 1,77 7,77 53,17 94,25  P4 
2 Rionegro La_Ceja 7,77 1 8,77 8 1,2 9,97 18 21,6  P5 
3 La_Ceja Medellín 9,97 1 10,97 10 1,45 12,42 43,49 63,05  P6 
 
Vehículo 3, secuencia 
Vehículo  3 
Cliente visitado 4 
Demanda satisfecha 10 
 
 Vehículo 3 I  II III IV V VI VII VIII   


































1 Medellín Barbosa 6 0 6 6 1,4 7,4 42,04 58,9  P7 
2 Barbosa Medellín 7,4 1 8,4 8 2,8 11,2 42,04 117,8  P8 
 
 Valor Función objetivo, suma de los productos de cada tramo realizado por cada 
vehículo, Suma Pi, i=1,…,8 
  564,46 
 
 
Fuente: elaboración propia 
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 Resultados obtenidos  
 
Solución herramienta AIMMS 
Vehículo  1 1 2 2 3 
Cliente visitado 2 3 1 2 4 
Demanda  5 10 10 5 10 
      
Valor Función objetivo     564,46 
      
 
Solución obtenida del modelo MA 
1,00 1 1 2 2 3 
300,60 1 2 2 3 4 
564,46 10 5 5 10 10 
13,97      
      
Valor Función objetivo     564,46 
 
7.4. Diseño de experimentos 
En conocimiento de la solución óptima obtenida para el escenario propuesto de problema 
de ruteo presentada en la Sección 7.2, y con el ánimo de evaluar el desempeño de los 
algoritmos Genético y Memético mediante diseño de experimentos, se consideró el 
porcentaje de soluciones obtenidas al final del proceso de búsqueda que tuviesen el mismo 
valor de la solución óptima como variable respuesta para el análisis experimental de cada 
configuración de parámetros evaluada. Así, valores elevados en la variable respuesta 
indican mayor desempeño del algoritmo. 
 
Por otra parte, debido a que no existe un problema similar reportado en la literatura, no se 
encuentran instancias de Benchmarck por lo que no es posible realizar un diseño 
experimental que pueda evaluar el desempeño del algoritmo memético desarrollado, 
presentándose oportuno el diseño experimental con base en el escenario particular 
propuesto. 






7.4.1. Diseño de experimentos realizado 
De acuerdo a los esfuerzos en la búsqueda de soluciones a través de procedimientos 
heurísticos, se considera relevante conocer el desempeño de los diferentes desarrollos, no 
solo en términos de la calidad de las soluciones, sino también de la eficiencia 
computacional. Dichos aspectos de estos procedimientos pueden ser afectados de 
acuerdo a las estrategias de búsqueda implementadas en los algoritmos, por lo que al 
intensificar la búsqueda se puede aumentar la probabilidad de mejoramiento en la aptitud 
de las soluciones, lo cual se mediante la calibración de los parámetros de los algoritmos a 
fin de obtener buenas soluciones en tiempos computaciones razonables. En el caso 
particular, el algoritmo memético es el resultado de la incorporación de un proceso de 
búsqueda local a un algoritmo genético, por lo que se establece relevante para el presente 
trabajo, conocer el desempeño de estos dos algoritmos para el mismo problema y 
evidenciar si dicha variante de búsqueda local conduce a un algoritmo de mejor 
desempeño.  
 
Para realizar una evaluación objetiva, se realiza la evaluación de desempeño contando 
con el Algoritmo Memético y el Algoritmo Genético del cual proviene su estructura, ambos 
algoritmos se evalúan bajo una configuración de parámetros idéntica, generando 
soluciones (denominadas “agentes”) a través del proceso de búsqueda, para lo cual, se 
define un número de generaciones que determina la cantidad de veces que una población 
se regenera a través de procesos de mutación y cruce, propiciando en cada generación 
nuevas soluciones producto de la supervivencia de aquellas que son las mejores y de 
nuevas mediante procesos de mutación, cruce e incorporación de nuevos agentes 
creados. Al final de cada generación, la población final está compuesta por el 20% de los 
mejores agentes, 40% del cruce de agentes tomados aleatoriamente, 20% de mutación 
del peor 10% de los agentes de la población y un 20% de agentes nuevos. Esta relación 
de porcentajes, implica una dependencia entre estos por lo que no se pueden considerar 
como factores independientes para un diseño de experimentos. La conformación de la 
población se ha fijado de conformidad con lo expuesto en la Sección 6.2, 
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Para seleccionar los factores del diseño de experimentos, se consideró aquellos elementos 
independientes, como lo son los algoritmos memético y genético, Tamaño de la población 
y las Generaciones. 
 
En este caso, un diseño factorial que permite la exploración del comportamiento de los 
factores de interés es el diseño factorial 2k, para el cual, se plantea un diseño de 10 
réplicas.   
 
De acuerdo a los elementos definidos arriba, el diseño factorial se muestra en la 
tabla:7.10. 
 
Tabla 7.10. Elementos del diseño factorial 
Factores: 3 Diseño de la base: 3; 8 
Corridas: 80 Réplicas: 10 
Bloques: 1 Puntos centrales (total): 0 
 
El diseño factorial se realizaron de acuerdo a la tabla 7.11. y su ejecución de conformidad 
a la tabla 7.12. 
 
Tabla 7.11. Diseño factorial 2k planteado  
Factor Nivel Bajo (-1) Nivel Alto (+1) Tipo 
Tamaño de población 50 100 Cuantitativo 
Generaciones 5 15 Cuantitativo 
Algoritmo Genético AG Memético AM Cualitativo 
 
 Ejecución del experimento 












Tabla 7.12. Tabla de diseño (aleatorizada) 
Corrida A B C 
1 + - - 
2 - + - 
3 - + - 
4 + - - 
5 - + + 
6 + + + 
7 + + + 
8 + - + 
9 + - - 
10 - + - 
11 - - + 
12 - - - 
13 - + + 
14 + - + 
15 + - - 
16 + + - 
17 - - - 
18 + + + 
19 - - + 
20 - + - 
21 - - - 
22 - - + 
23 + - + 
24 + + + 
25 - - + 
26 - + + 
27 - + + 
Corrida A B C 
28 + + - 
29 + - - 
30 + + - 
31 - + - 
32 + - + 
33 - - + 
34 - + + 
35 + - + 
36 + + - 
37 - - - 
38 - - + 
39 + + + 
40 - - - 
41 - - + 
42 - + + 
43 + + - 
44 - + + 
45 + + + 
46 - + - 
47 + + - 
48 + + - 
49 - - + 
50 + + + 
51 + - - 
52 + - - 
53 - + - 
54 - - - 
Corrida A B C 
55 + - + 
56 - + - 
57 - + - 
58 + + - 
59 - + + 
60 - - - 
61 - + + 
62 + + - 
63 + - - 
64 - - - 
65 + - + 
66 + - + 
67 + + + 
68 - + + 
69 + + - 
70 + + + 
71 - + - 
72 + - - 
73 + - + 
74 + - - 
75 - - - 
76 + - + 
77 + + + 
78 - - + 
79 - - + 
80 - - - 
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 Análisis estadístico 
Al llevar los resultados al software estadístico, se obtuvieron los siguientes resultados. 
 Validación de los supuestos 
Mediante la ilustración 7.3, se comprueba la distribución normal, y la inexistencia de 
tendencia irregular que atente contra el supuesto de varianza constante, además no hay 
relación entre las ejecuciones, mostrando así la independencia de las mismas.
 
Ilustración 7.3. Validación de los supuestos del experimento 
 
 Análisis de Varianza 
 
La tabla 7.13 muestra el análisis de varianza ANOVA resultado del experimento, con el 
que es posible determinar la significancia de las interacciones entre los factores. 
 
  

















Modelo 7 0,75238 0,107483 20,03 0,000 
  Lineal 3 0,63446 0,211488 39,41 0,000 
    Tamaño de población 1 0,02178 0,021780 4,06 0,048 
    Generaciones 1 0,29768 0,297680 55,47 0,000 
    Algoritmo 1 0,31500 0,315005 58,69 0,000 
  Interacciones de 2 términos 3 0,11571 0,038570 7,19 0,000 
    Tamaño de población*Generaciones 1 0,00242 0,002420 0,45 0,504 
    Tamaño de población*Algoritmo 1 0,01104 0,011045 2,06 0,156 
    Generaciones*Algoritmo 1 0,10224 0,102245 19,05 0,000 
  Interacciones de 3 términos 1 0,00220 0,002205 0,41 0,524 
    Tamaño de 
población*Generaciones*Algoritmo 
1 0,00220 0,002205 0,41 0,524 
Error 72 0,38642 0,005367       
Total 79 1,13880          
 
De acuerdo al análisis de varianza, se concluye que con una confianza del 95% el efecto 
de la interacción entre los factores Generaciones*Algoritmo (valor p=0,000<0,05),  es 
representativo, tomando como referencia el valor P inferior a 0,05. 
 
 Interacción de los parámetros 
La ilustración 7.4, muestra las intersecciones entre las curvas del factor Generaciones y 
Algoritmo, lo que indica que hay cambios al pasar de un nivel a otro, lo cual es coherente 
con lo indicado en el ANOVA. 
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Ilustración 7.4. Interacción de los parámetros 
Nótese que el algoritmo memético presenta una robustez fuerte, toda vez que es poco 
sensible en cuanto a la variable evaluada al aumentar el tamaño de población, mientras 
no sucede lo mismo en el algoritmo genético. 
 
De otra parte, tanto en tamaños de población como generaciones, el algoritmo memético 
presenta un mayor desempeño en calidad de soluciones obtenidas respecto al algoritmo 
genético en las mismas condiciones. 
 
De acuerdo a lo observado, se pueden obtener soluciones de notable calidad, 
considerando un Algoritmo Memético con 15 Generaciones, y de acuerdo a que no se 
evidencian cambios representativos al variar el Tamaño de la Población, se determina que 
es recomendable un tamaño de 50 puesto que el aumento en esta no representan mejora 
notable en las soluciones pero si impacto en el costo computacional requerido.  
 
El Algoritmo Genético es sensible al Tamaño de Población, pero de manera más 
pronunciada respecto a las Generaciones, se observa que este algoritmo requiere de hasta 






100 Generaciones para obtener casi el éxito alcanzado por el Algoritmo Memético en 15 
Generaciones. 
 
En general, bajo cualquier combinación, el Algoritmo Memético presenta mejor desempeño 
respecto al Algoritmo Genético. 
 
 Comparación de la media en cada parámetro del experimento 
Si bien ya se ha identificado que la interacción doble entre algoritmo*generaciones es 
significativa, es importante observar los comportamientos de los efectos principales de 
forma independiente, para lo cual, la ilustración 7.5, ayuda a evidenciar el comportamiento 
de la variable respuesta respecto a los factores del tamaño de población, los algoritmos y 
generaciones, estos dos últimos con cambios notorios en la variable respuesta.  
 
Ilustración 7.5. Comparación de la media en cada parámetro del experimento 
Generaciones de 15 y algoritmo memético, muestran resultados favorables en la 
consecución de buenas soluciones, con valores muy similares en el problema abordado. 
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 Estimación de los parámetros 
El modelo explica el 62,77% de la variabilidad (R-cuad(ajustado)) y la reducción de la 
variabilidad de un 66,07% (R-cuad). Lo que indica valores representativos para determinar 
que el modelo explica suficientemente el comportamiento de los parámetros evaluados 
(Jacob, 2007). El resumen del modelo se muestra en la siguiente tabla 7.14. 
Tabla 7.14. Resumen del modelo 




0,0732594 66,07% 62,77% 58,11% 
7.5. Conclusiones 
Los datos de la experimentación satisficieron los supuestos de normalidad, varianza 
constante e independencia, con lo cual, las inferencias sobre el análisis son válidas y 
representativas para concluir sobre la experimentación. 
 
Se identificó la interacción entre los parámetros asociados a Generaciones y Algoritmo, 
presentando cambios en la variable respuesta evaluada, al pasar de un nivel del parámetro 
evaluado a otro, la tabla ANOVA afirma que son significativos. 
 
El valor de R-cuad(ajustado) muestra que el modelo explica el 62,77% de la variabilidad, 
lo cual da una significancia alta de la explicación de los parámetros evaluados.  
 
El desempeño del Algoritmo Memético presenta una robustez considerable, además es 
superior en la calidad de las soluciones encontradas respecto al mostrado por el Algoritmo 
Genético, de tal forma que se verifica lo identificado en la revisión de la literatura. 
 
El Algoritmo Memético presenta robustez, evidenciando baja sensibilidad en las soluciones 
obtenidas al variar el Tamaño de Población. De otra parte, se presenta cierta variación en 
la variable respuesta con la combinación de niveles del factor Generaciones, por lo que 
para obtener buenas soluciones, de acuerdo al análisis, la mejor combinación está dada 
por Algoritmo: Memético; Generaciones: 15; Tamaño de Población: 50 puesto que un 






tamaño de población de 100 no contribuye a mejorar las soluciones e implica mayor 
esfuerzo computacional traducido en tiempo de procesamiento.  
 
El Algoritmo Genético es sensible al Tamaño de Población y Generaciones, donde para 
esta última se observó que éste requiere de hasta 100 generaciones para obtener un 
desempeño similar al Algoritmo Memético en 15 generaciones. En general, bajo cualquier 






8. Conclusiones y recomendaciones 
Este capítulo describe las conclusiones y recomendaciones de esta tesis. La sección 8.1 
presenta las conclusiones basadas en el proyecto de investigación realizado y la Sección 
8.2 plantea las recomendaciones y trabajos futuros a desarrollar en la línea de 
investigación propuesta. 
8.1. Conclusiones 
El objetivo de esta tesis fue definido en la Introducción referente a modelar, desarrollar e 
implementar un algoritmo de optimización para el problema de partición de las entregas y 
tiempos de viaje dependientes con ventanas de tiempo para las entregas. En esta tesis se 
realizó un estudio de la literatura existente para los problemas de ruteo de vehículos VRP, 
sus variantes y formulaciones, y el problema del impacto ambiental asociado por emisiones 
de gases efecto invernadero, identificando que la combinación de los tiempos de viaje 
dependientes TDVRP y las ventanas de tiempo VRPTW pueden representar de forma 
amplia un escenario que, sumado a su vez a los ahorros provenientes de la partición de 
las entregas SDVRP, permiten proponer una solución que se puede clasificar como un 
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Representación de un escenario real e impacto ambiental 
Los tiempos de viaje dependientes de los intervalos de tiempo TDVRP representan un 
acercamiento a las condiciones reales de operación en el proceso de distribución, donde 
las vías aumentan su congestión de vehículos ralentizando los tiempos de desplazamiento 
de los vehículos, lo que a su vez implica un mayor tiempo de permanencia de los vehículos 
en la vía. Para esto se tomaron tiempos de viaje promedio de franjas o intervalos horarios 
del día mediante Google maps, entre una serie de nodos seleccionados de la región, pero 
manteniendo las distancias entre estos constantes. De otra parte, las ventanas de tiempo 
VRPTW son restricciones que generalmente están presentes en la disponibilidad de 
recepción de vehículos. Las soluciones pretendidas por el algoritmo desarrollado implican 
la menor relación entre la distancia empleada y el tiempo total requerido para atender una 
serie de clientes, con la menor cantidad de vehículos requeridos, lo cual es posible 
mediante la incorporación del SDVRP.  
 
En atención a lo anterior, se obtiene una solución más cercana a la realidad que otra que 
no considere los tiempos de viaje dependientes del intervalo horario del día, conociendo 
que soluciones con tiempos de viaje inmutables durante el día se apartan de la realidad. 
En lo que respecta al impacto ambiental, la disminución en la cantidad de vehículos 
requeridos para atender los clientes y su tiempo de permanencia en las vías, propende no 
solo directamente por mitigar las emisiones de gases efecto invernadero, sino que de lugar 
a una mayor fluidez en los viajes de los demás vehículos, alcanzando marchas más altas 
que directamente emiten menos gases de combustión y en general impactan la eficiencia 
de una región.  
 
Evaluación del algoritmo desarrollado 
Al revisar la literatura en relación a las diferentes metodologías de solución para los 
problemas de VRP, se encuentra que este tipo de problemas se clasifican como NP-HARD, 
por lo que los procedimientos heurísticos son ampliamente utilizados. Se identificó que 
dentro de estos, se presenta de forma fuerte la tendencia en la exploración de los 
algoritmos meméticos MA. Dadas las buenas soluciones que estos generan, se decidió 
desarrollar uno para abordar el problema de interés. 
 






Debido a que no se encontró un problema con iguales condiciones en la literatura, no fue 
posible obtener un referente de problemas como Benchmarck, por lo que se desarrolló la 
formulación y validación respecto a un modelo de optimización basado en AIMMS, 
mediante un escenario propuesto para validar las soluciones del MA desarrollado. 
Consecuentemente, una vez validado el algoritmo, y con el ánimo de evaluar la calidad de 
las soluciones de este, el mismo escenario fue contrastado con el algoritmo genético GA 
del que evolucionó el MA desarrollado y bajo las mismas configuraciones de los 
parámetros comunes de los algoritmos (Tamaño de Población, Generaciones, Cruce, 
Mutación y Nuevos agentes), se llevó a cabo un diseño factorial 2k con tres factores, de 
dos niveles y diez réplicas, mediante herramienta estadística Minitab. 
 
Del diseño de experimentos realizado, se identificó que la interacción entre los parámetros 
asociados a Generaciones y Algoritmo es significativa, presentando cambios en la variable 
respuesta evaluada, al pasar de un nivel del parámetro evaluado a otro, de acuerdo con el 
análisis de varianza. Además, el modelo explica el 62,77% de la variabilidad, donde el valor 
de R-cuad(ajustado) mostrando una significancia alta de la explicación de los parámetros 
evaluados.  
 
El desempeño del Algoritmo Memético presentó una robustez considerable y es superior 
en la calidad de las soluciones encontradas respecto a lo mostrado por el Algoritmo 
Genético, de tal forma que se verifica lo identificado en la revisión de la literatura al aplicar 
esta técnica al problema, en este caso al problema abordado en esta tesis (SDTDVRPTW). 
De otra parte, el MA presenta cierta variación en la variable respuesta con la combinación 
de niveles del factor Generaciones, por lo que, para obtener buenas soluciones de acuerdo 
al análisis, la mejor combinación está dada por Algoritmo: Memético; Generaciones: 15; 
Tamaño de Población: 50 puesto que un mayor tamaño de población no conduce a mejorar 
las soluciones e implica mayor esfuerzo computacional traducido en tiempo de 
procesamiento. 
 
El Algoritmo Genético, por su parte, es sensible al Tamaño de Población y Generaciones, 
donde para esta última se observó que este algoritmo requiere de hasta 15 Generaciones 
para obtener un desempeño similar al Algoritmo Memético en 5 Generaciones. En general, 
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bajo cualquier combinación, el Algoritmo Memético presenta mejor desempeño respecto al 
Algoritmo Genético. 
 
Discusión del trabajo 
De acuerdo a la exploración realizada en el estado del arte, el trabajo de investigación 
realizado se presenta como una oportunidad de investigación para un escenario no 
abordado, identificando que no se han desarrollados trabajos que comprendan el 
escenario planteado, encontrando solo un trabajo que incorpora la partición de entregas y 
los tiempos de viaje dependientes (Wu, Y.Ma, 2017) pero utilizando la partición de las 
entregas como reacción a la interrupción inesperada de rutas programadas, y no como una 
partición de las entregas con el ánimo de disminuir la cantidad de vehículos requeridos 
para atender los clientes (C. Archetti & Speranza, 2012), en tal sentido difiere de la 
presente investigación, por lo que este trabajo se considera una contribución al 
conocimiento. 
 
Considerando que en la literatura no se identifican investigaciones que traten el problema 
planteado en el presente trabajo, no se encontraron instancias de Benchmarking para 
comparar el desempeño del algoritmo propuesto. En tal sentido, el trabajo muestra la 
comparación del desempeño del MA respecto del que se deriva que es el GA, y se 
contribuye así con un primer escenario para el problema planteado. En otros escenarios 
que cuentan con Benchmarking, el MA propuesto se pudo comparar en cuanto a su 
desempeño respecto a otros métodos, sin embargo, el alcance del trabajo era proporcionar 
una herramienta de solución lo suficientemente buena para el escenario planteado. Lo 
anterior, puede conducir a trabajos futuros mediante la evaluación del desempeño del MA 
bajo Benchmark conocidos.  
 
De otra parte, según el estado del arte, la búsqueda tabú TS se considera uno de los 
métodos de solución más exitosos para el problema de VRP, y de acuerdo con Boudia et 
al., 2007 en su investigación determina que estos son más agresivos que los algoritmos 
genéticos GA, lo que muestra a TS como un referente para la comparación del desempeño 
respecto a los problemas de VRP, de hecho Boudia et al., 2007, realiza una comparación 
de un MA con TS, en dos evaluaciones sobre los ahorros logrados del MA sobre TS de 
acuerdo a resultados de instancias conocidas a partir de los estudios de Archetti et al., 
2006 y Belenguer et al., 2000, logrando una mayor calidad en las soluciones generadas 






por el MA pero siendo la TS más rápida. A pesar del éxito de TS, recientemente los 
investigadores han dirigido el esfuerzo hacia los métodos combinados con MA (Neri & 
Tirronen, 2010), (Noman & Iba, 2008), (Tenne & Armfield, 2007), o bien optimización de 
movimientos de partículas (Li et al., 2008), (Li et al., 2008), (B. Liu et al., 2007), (B. Liu et 
al., 2006), (D. L. and K. C. T. and C. K. G. and W. K. Ho, 2007), (Pan et al., 2007), (Vrahatis, 
2007), (Soak et al., 2006), (Zhen et al., 2007), también se suma los procedimientos 
basados en colonia de hormigas (K. Kim et al., 2008). Desde la investigación, con el ánimo 
de identificar mejores métodos en cuanto a desempeño y calidad de soluciones, se ha 
llevado a cabo la comparación de estos, encontrando lo siguiente en:  Es el problema TSP 
en donde se muestran soluciones de mayor calidad del MA pero empleando mayor tiempo 
computacional, en comparación con TS (Osaba & Díaz, 2012).  Respecto al problema de 
VRP, se han encontrado estudios que comparan los métodos MA y TS a través del número 
cruces y el número de vecindarios visitados respectivamente, manifestando una 
convergencia rápida del MA pero mayor calidad del TS (Fallahi, Prins, & Wolfler Calvo, 
2008), también otro estudio (El-Yaakoubi, El-Fallahi, Cherkaoui, & Hamzaoui, 2017) 
muestra que de 12 escenarios evaluados el TS se encuentra en siete con mejor 
desempeño que el MA, así también, otro estudio para el problema de asignación cuadrática 
(QAP) compara el desempeño del MA, TS y colonia de hormigas (ACO) y concluyen que 
el MA tiene un desempeño superior frente a estos (Merz & Freisleben, 1999). De los 
estudios mencionados, no se identifica una tendencia que evidencie un desempeño 
superior por parte de algún método, además las comparaciones utilizan valores promedios 
y desviación estándar como medidas de contraste, donde dichas variaciones en los 
resultados pueden estar relacionadas con la configuración que en algunos casos puede 
favorecer el desempeño en cuanto a calidad y tiempo de procesamiento, en tal sentido, 
con el ánimo de afirmar e identificar la significancia e incidencia de un factor y sus niveles 
respecto al desempeño de los métodos, la metodología de Diseño de Experimentos 
mediante modelos estadísticos puede proporcionar conclusiones válidas, defendibles y 
con soporte ingenieril, según la definición del DOE por parte del Instituto Nacional de 
Estándares y Tecnología (NIST/SEMATECH e-Handbook of Statistical Methods, 2012).  
 
El estudio del presente trabajo solo analizó el caso del MA partiendo del incremento en el 
interés en las investigaciones más recientes, y solo se comparó respecto a un GA a fin de 
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identificar su desempeño y corroborar el potencial frente a este dado que es su derivación. 
Se pudo haber realizado la comparación con otras técnicas metaheurísticas, pero ello 
conducía a un mayor tiempo en la investigación, sin embargo se plantea como trabajo 
futuro llevar a cabo la comparación de los resultados con tal tipo de técnicas. De acuerdo 
con los estudios que realizan la comparación del MA y TS una posible dirección de 
investigación es la forma de plantear una comparación equiparable de los parámetros de 
cada método, toda vez que en los estudios que muestran valores de los parámetros para 
un MA y TS ((Fallahi et al., 2008) (El-Yaakoubi et al., 2017) ) no presentan una relación 
entre los niveles de los parámetros de cada método, pudiendo investigar el tamaño de la 
población y las generaciones para el MA y su posible equivalencia respecto a el tamaño 
del vecindario, el de la lista tabú y el máximo número de iteraciones de búsqueda del TS. 
 
 
En conclusión  
Los diferentes procesos productivos necesarios para la supervivencia y desarrollo de la 
humanidad, coexisten dentro del ambiente. En la actualidad el transporte es el responsable 
del 20-25% de los gases efecto invernadero, y para el 2050 se proyecta que el 30-50% de 
las emisiones de CO2 provengan del sector transporte, por consiguiente no puede 
entenderse como una actividad alejada de la interacción con el entorno, lo que hace 
relevante que las soluciones aplicadas a los problemas de transporte sean más robustas 
y vinculen funciones objetivo integrales, conducentes a disminuir los costos económicos, 
sociales y ambientales. En este orden de ideas, el algoritmo desarrollado aporta a la 
gestión de rutas más eficientes para la atención de clientes, vinculando los costos de 
operación y propendiendo por disminuir el tiempo de permanencia de los vehículos en la 
operación de distribución, con lo que se mitiga las emisiones de gases efecto invernadero. 
 
En esta tesis, los algoritmos de búsqueda de soluciones fueron explorados, desde los 
cuales se desarrolló un MA que aborda el SDTDVRPTW y proporciona buenas soluciones, 
siendo además corroborado mediante un diseño de experimentos respecto al GA del cual 
proviene. En tal sentido, se aporta a la obtención de soluciones más cercanas a los 
problemas de la realidad y la integralidad con el ambiente. 







El desarrollo de esta tesis, presentó una solución a un problema que no ha sido abordado 
anteriormente, donde se intenta representar el comportamiento real de las vías a través de 
los tiempos de viaje dependientes de intervalos de tiempo con ventanas de tiempo y la 
aplicación de los ahorros derivados de la partición de las entregas en el problema de VRP. 
 
Como trabajo futuro es oportuno evaluar el desempeño del algoritmo mediante la inserción, 
en la población inicial, de soluciones distintas de la planteada en la investigación. 
 
Los futuros desarrollos de optimización de problemas de ruteo de vehículos, pueden 
involucrar supuestos adicionales, como flotas de vehículos heterogéneos, demandas de 
los clientes cambiantes en el tiempo, tiempos de atención de clientes dependientes de la 
procedencia entre nodos o restricciones de conexión entre estos en ciertas zonas horarias, 
costos por tiempos de espera de vehículos, entre otros.  
 
Sobre el desempeño del algoritmo memético, se definió el proceso de búsqueda local una 
vez conformada la población en cada generación, se puede explorar la alternativa de 
incorporar el proceso de búsqueda local en otras etapas del algoritmo con el objeto de 
evaluar la velocidad de búsqueda sin que ello se oponga a la intensidad de exploración y 
diversidad requerida en la búsqueda de soluciones.  
 
Se podría plantear un modelo que aborde el problema de costo entre nodos dependiente 
de la elección de ruta que puede estar en función de la dirección en la conexión entre 
nodos o bien por intervalos horarios, a fin de modelar una situación más ajustada a la 
realidad de una red vial particular, como lo son los gradientes de las vías, o disponibilidad 
de estas en el tiempo. 
 
Con base en la variación de rendimiento del desempeño de los motores de los vehículos, 
conforme a la tecnología o capacidades de carga, se puede realizar una investigación en 
la cual se incorporen costos variables dependientes del tipo de vehículo y que además su 
desempeño dependa de la ruta seleccionada debido a inclinaciones de la vía, e incluso 
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incorporar una función que relacione las emisiones de gases del proceso de combustión y 
operación de los vehículos. 
 
De acuerdo con los desarrollos relacionados a la Logística Inversa, se pueden incorporar 
al tiempo de viajes dependientes, lo relacionado a la recolección simultánea al proceso de 
distribución de bienes.  
 
Mediante el Diseño de Experimentos, se evidenció la calidad de soluciones obtenidas con 
el Algoritmo Memético respecto a un Algoritmo Genético, por lo que una nueva 
investigación podría abordar la comparación del desempeño respecto a otras técnicas, 
entre estas Búsqueda Tabú que ha mostrado un desempeño relevante de acuerdo al 
estado del arte. En estas propuestas de experimentación, es necesario identificar la 
equivalencia entre los componentes de los métodos, a fin de tener una comparación más 
idónea en conociendo que las configuración de los parámetros puede favorecer el 
desempeño de un método. 
 
De otra parte, a fin de explorar más  la combinación de los parámetros del Algoritmo 
Memético desarrollado, se podría realizar un diseño de experimentos de mezclas, 
partiendo de los resultados obtenidos en este trabajo para el Tamaño de Población y 
Generaciones, procediendo luego a evaluar la combinación de los porcentajes de 
asociados a la composición por porcentaje de Cruce, Mutación e incorporación de Nuevos 
agentes, dado que son dependientes entre sí, de tal forma que se identifique la 
configuración de determine el mayor desempeño en calidad de soluciones y eficiencia del 
Algoritmo Memético. 
 
Debido a que no existen estudios del problema de interés, se puede plantear a partir del 
trabajo realizado, desarrollar instancias de Benchmarck para evaluar otros procedimientos 
de búsqueda que aborden el problema y compararlo con el algoritmo desarrollado.  
 
Se espera que los resultados presentados en esta tesis contribuyan a eficiencia operativa 
y mitigación del impacto del transporte en el ambiente, y que además sirva de insumo en 
los futuros proyectos de investigación relacionados a los problemas de transporte y las 
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