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Abstrak— Pemerintah memanfaatkan media sosial seperti 
twitter sebagai salah satu kanal interaksi dengan masyarakat. 
Informasi hasil interaksi tersebut sebagai umpan balik untuk 
mengetahui opini masyarakat terhadap kebijakan publik. 
Analisis sentimen tweet dari masyarakat dapat dijadikan 
sebagai salah satu parameter penunjang bagi pemerintah 
dalam mengevaluasi kebijakan dan pengambilan keputusan 
mendatang. Penelitian ini bertujuan untuk mengetahui 
sentimen data tweet masyarakat terhadap akun twitter resmi 
Pemerintah Provinsi DKI Jakarta di masa pandemi COVID-
19. Data yang diperoleh sebanyak 14208 baris dengan query 
pada tweet yang mengandung kata atau menyebut username 
@dkijakarta, dimana akan dikelompokkan berdasarkan 
kelas sentimen yaitu, negatif, netral, dan positif dengan 
menggunakan TF-IDF Vectorizer untuk pembobotan kata 
dan klasifikasi menggunakan beberapa metode yaitu, random 
forest classifier dengan hasil akurasi sebesar 75,81%, 
algoritma naive bayes dengan hasil akurasi 75,22%, dan 
algoritma support vector machine 77,58%. Dilakukan proses 
analisis sentimen pada tweet dengan presentase hasil negatif, 
netral, dan positif masing-masing yaitu, 8,8%, 83,6%, 7,6%. 
 
Kata kunci— Analisis Sentimen, Twitter, Text Mining, TF-
IDF, Klasifikasi, Support Vector Machine, Naïve Bayes, 
Random Forest Classifier 
I. PENDAHULUAN 
Perkembangan teknologi internet telah membuat 
penyebaran informasi meningkat secara signifikan. Salah 
satu yang mendukung penyebaran informasi tersebut 
adalah media sosial. Pengguna media sosial bukan hanya 
sebagai konsumen informasi, tetapi juga sebagai penghasil 
informasi[1]. Salah satu media sosial dengan pengguna 
terbanyak adalah twitter. Indonesia memiliki jumlah 
pengguna aktif twitter yang tinggi[2]. Hal ini berdampak 
pula pada tingginya jumlah data tweet yang dihasilkan. 
Berbagai peristiwa atau topik terkini menjadi pemicu bagi 
setiap pengguna untuk melakukan tweet. 
Berbagai instansi pemerintahan sudah memiliki akun 
twitter resmi yang digunakan sebagai kanal interaksi antara 
masyarakat dan pihak pemerintah[3]. Salah satunya adalah 
Pemerintah Provinsi DKI Jakarta dengan username 
@dkijakarta. Melalui twitter, masyarakat dapat 
mengutarakan opini mengenai kebijakan pemerintah, 
mengajukan pertanyaan mengenai pelayanan publik, 
ataupun sekadar berkomentar untuk bersosialisasi antar 
masyarakat. 
Coronavirus disease 2019 atau COVID-19 ditetapkan 
secara resmi oleh Organisasi Kesehatan Dunia sebagai 
pandemi global pada 11 Maret 2020[4], berbagai kebijakan 
diambil oleh Pemerintah Provinsi DKI seperti Pembatasan 
Sosial Berskala Besar atau PSBB yang mulai berlaku pada 
10 April 2020. PSBB mencakup hal terkait kegiatan 
perekonomian, keagamaan, sosial, budaya dan pendidikan 
di Jakarta[5]. PSBB secara tidak langsung berpengaruh 
terhadap perilaku masyarakat untuk mengurangi interaksi 
secara langsung antar individu. Twitter merupakan media 
sosial yang banyak digunakan masyarakat saat pandemi. 
Sumber data penelitian ini berasal dari tweet  masyarakat 
terhadap akun twitter Pemerintah Provinsi DKI Jakarta di 
masa pandemi untuk dilakukan klasifikasi  dalam 
menentukan sentimen. Pada penelitian terkait 
sebelumnya[6], akurasi metode Naive Bayes lebih baik 
dibandingkan dengan k-Nearest Neighbor(k-NN). 
Penelitian lainnya[7] menggunakan support vector 
machine pada dua dataset dengan topik berbeda yaitu self-
driving car dan produk apple. Akurasi yang dihasilkan 
masing-masing sebesar 59,91% dan 71,2%. Penelitian yang 
lain[8] didapatkan skenario terbaik dengan teknik 
klasifikasi support vector machine menggunakan 
pembobotan kata TF-IDF dan stemming.  
Pada penelitian ini data diambil dengan teknik crawling 
menggunakan API Twitter pada rentang waktu 9 April 
2020 sampai 15 April 2020. Metode yang digunakan yaitu 
support vector machine, naïve bayes, dan random forest 
classifier dengan TF-IDF Vectorizer dan proses stemming 
bahasa Indonesia. Metode dengan model terbaik akan 
digunakan untuk memprediksi sentimen pada data yang 
kosong. 
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II. LANDASAN TEORI 
A. Analisis Sentimen 
Analisis sentimen adalah metode komputasional untuk 
mengekstraksi dan menganalisis sentimen pada suatu 
entitas dan atribut yang dimiliki[9][10]. Pada umumnya 
menggunakan metode dengan pendekatan machine 
learning berbasis teks. 
B. Text Mining 
Text mining merupakan proses penemuan pengetahuan 
menggunakan Natural Language Processing (NLP) 
dengan cara menggali informasi dari sebuah data berformat 
teks[11]. Data teks bisa berupa data yang terstruktur seperti 
data dalam database maupun data yang tidak terstruktur 
seperti kumpulan dari dokumen teks. 
C. TF-IDF 
TF-IDF adalah metode pembobotan kata dengan 
mengekstraksi ciri dari suaru teks[12]. Terdidi dari dua 
aspek: (1) term frequency(TF), frekuensi sebuah term 
muncul dalam sebuah dokumen; (2) inversed document 
frequency (IDF), mengukur seberapa penting suatu 
term[13]. Dalam TF, semua istilah dianggap sama 
pentingnya. IDF adalah ukuran besarnya kepentingan term 
yang diimbangi dengan frekuensi suatu istilah yang muncul 
dalam dataset. 
D. Klasifikasi 
Klasifikasi merupakan sebuah teknik yang digunakan 
untuk memasukan objek ke dalam kelas-kelas sesuai 
dengan karakteristik kelas yang telah didefinisikan 
sebelumnya[14]. Proses klasifikasi berdasarkan pola yang 
didapatkan dari data historis yang lalu dan digunakan 
sebagai klasifikasi nilai yang diprediksi di masa mendatang.  
III. METODE PENELITIAN 
Pada penelitian ini terdiri dari beberapa tahapan meliputi 
crawling data, pra-pemrosesan data, ekstraksi fitur TF-IDF, 
uji klasifikasi dan hasil seperti pada Gambar 1. 
 
 
Gambar 1.  Diagram kerja 
A. Crawling Data 
Metode pengumpulan data dilakukan dengan teknik 
crawling memanfaatkan API key twitter. Data diambil 
dengan kata kunci @dkijakarta dan difilter hanya yang 
berbahasa Indonesia dan bukan merupakan hasil dari 
retweet. 
 
Gambar. 2 API key twitter 
 
Gambar. 3 Query menggunakan fungsi api.search 
B. Pra-Pemrosesan Data 
Tahapan pra-pemrosesan data adalah tahap pembersihan 
data dan mentransformasikan data teks menjadi lebih 
terstruktur. Tahapan ini diperlukan untuk meningkatkan 
kualitas data dengan menghapus data yang tidak diinginkan 
dari data asli[15]. Ada beberapa tahapan yang digunakan 
pada pra-pemrosesan data teks, yaitu : 
1)  Case Folding:  Mentransformasi semua huruf yang 
ada dalam dokumen menjadi huruf kecil. 
2)  Cleaning text:  Penghapusan karakter, simbol, 
username (@username), URL dan tanda baca yang tidak 
diperlukan. 
3)  Tokenize:  Pemecahan dokumen teks atau kalimat-
kalimat yang ada ke dalam potongan-potongan kata yang 
disebut token. 
4)  Stemming:  Proses stemming adalah proses 
transformasi sebuah kata menjadi kata dasar (root). Untuk 
stemming dalam bahasa Indonesia menggunakan library 
python sastrawi. Sastrawi merupakan library yang dapat 
mengubah kata berimbuhan dalam bahasa Indonesia 
menjadi bentuk kata dasar. 
5)  Stopword removal:  penghapusan kata yang terdapat 
pada stopword list yang berisi kata-kata tidak penting atau 
tidak memiliki makna seperti kata hubung ataupun kata 
depan. 
C. TF-IDF 
TF-IDF dilakukan untuk pembobotan kata dari setiap 
data tweet. Rumus dari TF-IDF adalah 
 
𝑇𝐹 =
𝐹𝑟𝑒𝑘𝑢𝑒𝑛𝑠𝑖 𝑡𝑒𝑟𝑚 𝑑𝑎𝑙𝑎𝑚 𝑠𝑎𝑡𝑢 𝑑𝑜𝑘𝑢𝑚𝑒𝑛
𝑇𝑜𝑡𝑎𝑙 𝑘𝑎𝑡𝑎 𝑑𝑎𝑙𝑎𝑚 𝑑𝑎𝑙𝑎𝑚 𝑠𝑎𝑡𝑢 𝑑𝑜𝑘𝑢𝑚𝑒𝑛
   (1) 
 
𝐼𝐷𝐹 = log
𝑇𝑜𝑡𝑎𝑙 𝑑𝑜𝑘𝑢𝑚𝑒𝑛 + 1
𝐹𝑟𝑒𝑘𝑢𝑒𝑛𝑠𝑖 𝑑𝑜𝑘𝑢𝑚𝑒𝑛 𝑚𝑒𝑛𝑔𝑎𝑛𝑑𝑢𝑛𝑔 term
   (2) 
 
𝑇𝐹 − 𝐼𝐷𝐹 =  𝑇𝐹 × 𝐼𝐷𝐹                                               (3) 
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Pada penilitian ini menggunakan library scikit-learn 
dalam implementasi TF-IDF untuk mengubah data menjadi 
bentuk vektor. 
D. Klasifikasi 
Ada beberapa metode klasifikasi yang digunakan: 
1)  Support Vector Machine (SVM):  Cara kerja SVM 
adalah berusaha menemukan hyperplane dengan jarak 
antar kelas[16]. 
 
Gambar. 4  Hyperplane pada SVM 
Implementasi metode SVM menggunakan salah satu 
class yang tersedia pada library scikit-learn yaitu, 
LinearSVC. 
2)  Naïve Bayes: Metode ini menggunakan hitungan 
probabilitas bersyarat atau biasa dikenal dengan Teorema 
Bayes. Pada Text mining, jenis yang cocok dipakai adalah 
Multinomial Naive Bayes[17].  
 
Gambar. 5  Class multinomialNB pada scikit-learn 
3)  Random Forest Classifier (RF): RF adalah 
algoritma ensemble yang merupakan kombinasi dari pohon 
keputusan (classifier)[18]. RF menggunakan sampling 
secara acak dengan distribusi yang seimbang. 
 
Gambar. 6  Random forest 
 
 
IV. HASIL DAN PEMBAHASAN 
Data yang berhasil diambil dengan teknik crawling 
menggunakan API Twitter pada rentang waktu 9 April 
2020 sampai 15 April 2020. Query yang digunakan adalah 
@dkijakarta kemudian difilter berdasarkan Bahasa 
Indonesia dan tweet yang bukan merupakan hasil dari 
retweet menghasilkan 14208 baris data. 
 
Gambar. 7  Hasil crawling 
Setelah mendapatkan data hasil crawling dan dijadikan 
sebuah dataset, tahap selanjutnya adalah proses pelabelan 
pada sebagian data untuk membagi kelas sentimen menjadi 
tiga kelas, yaitu negatif, netral, dan positif. Pelabelan 
dilakukan secara manual untuk kemudian dibagi menjadi 
dua bagian, data latih dan data uji. 
 
Gambar. 8  Data setelah diberi label kelas sentimen 
Pada Gambar 8. pelabelan kelas sentimen menggunakan 
angka untuk menentukan nilai kelasnya yaitu, (-1), (0), dan 
(1), yang masing-masing mewakili kelas negatif, netral, 
dan positif. Tahapan selanjutnya adalah pra-pemrosesan 
data. 
 
Gambar. 9  Cleaning text 
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Pada Gambar 9 merupakan proses mentransformasi 
semua huruf menjadi huruf kecil, menghapus bentuk URL 
link, dan menghapus karakter serta tanda baca yang tidak 
diperlukan. 
 
Gambar. 10  Proses tokenize dan stemming 
Pada Gambar 10 dilakukan proses tokenize atau 
pemecahan data tweet menjadi bentuk token dengan library 
NLTK. Dalam proses tersebut juga dilakukan proses 
stemming menggunakan library sastrawi yang berfungsi 
untuk mengubah kata berimbuhan ke bentuk dasarnya atau 
yang biasa disebut root. 
 
Gambar. 11  Stopword list 
Stopword yang terdapat pada Gambar 11 merupakan file 
yang berisi kumpulan kata yang tidak penting atau kata 
yang tidak memiliki makna. Penghapusan stopword 
berguna untuk mengurangi kata yang tidak perlu diproses 
pada tahap feature extraction yang dapat mempengaruhi 
performance. 
Dengan menggunakan library scikit-learn, class 
TfidfVectorizer dapat menghitung nilai TF-IDF sekaligus 
melakukan pre-processing. 
 
Gambar. 12  Proses TF-IDF Vectorizer 
Pada Gambar 12 adalah proses TF-IDF vectorizer yang 




Gambar. 13  Hasil total ekstraksi fitur 
Hasil total dari ekstraksi fitur yang dihasilkan dari proses 
TF-IDF vectorizer adalah 2087 fitur dan 14208 dokumen. 
Pada penelitian ini yang dimaksud dokumen adalah data 
tweet. 
Uji klasifikasi dengan tiga metode yaitu, Random Forset 
Classifier, Linear SVM, dan Multinomial Naïve Bayes, 
seperti pada Gambar 14. Hasil uji akurasi dapat dilihat pada 
Gambar 15. Uji validasi menggunakan 10 cross validation 
untuk data latih dan data uji. 
 
Gambar. 14 Uji model klasifikasi 
 
Gambar. 15 Perbandingan akurasi 
Didapatkan hasil akurasi pada masing-masing model 
klasifikasi yaitu, Linear SVM sebesar 77,58%, Multinomial 
Naive Bayes sebesar 75,22%, dan Random Forset 
Classifier sebesar 75,81%, seperti pada Gambar 16. 
 
JEPIN (Jurnal Edukasi dan Penelitian Informatika), Vol. 7, No. 1, April 2021 
Korespondensi : Ragil Dimas Himawan 62 
 
 
Gambar. 16 Nilai akurasi masing-masing metode 
Dengan tahapan dan proses yang sama terdapat 
perbedaan hasil akurasi dari setiap metode untuk klasifikasi 
data tweet. Hal ini dikarenakan karakteristik algoritma dari 
setiap metode text classification. Pada penelitian ini 
pendekatan dengan metode linear SVM mendapatkan hasil 
yang terbaik. 
Tahap selanjutnya adalah memprediksi nilai sentimen 
pada data yang masih kosong menggunakan metode Linear 
SVM, seperti terlihat pada Gambar 17. 
 
Gambar 17. Prediksi nilai sentiment 
 
 
Gambar. 18 Presentase nilai sentimen 
 
 
Gambar. 19 Jumlah tweet per hari 
Pada Gambar 18 dan Gambar 19 dapat dilihat hasil 
prediksi nilai sentimen menggunakan metode linear SVM 
pada data yang kosong. Kelas sentimen dengan label netral 
memiliki presentase paling besar, 83,6%. Dua kelas lainnya 
yaitu, negatif dan positif masing-masing memiliki 
presentase sebesar 8,8% dan 7,6%. 
Dari Gambar 19 terlihat, jumlah tweet harian mengalami 
kenaikan yang signifikan pada 10 April 2020 yang 
merupakan hari pertama pemberlakuan kebijakan 
Pembatasan Sosial Berskala Besar oleh Pemerintah terkait 
di Jakarta.  
V. KESIMPULAN DAN SARAN 
Metode Linear SVM, Multinomial Naive Bayes, dan 
Random Forrest Classifier memiliki tingkat akurasi yang 
berbeda dalam mengklasifikasi data tweet masyarakat 
terhadap Pemerintah DKI Jakarta. Linear SVM memiliki 
akurasi terbaik dengan hasil 77,58%, Random Forset 
Classifier dengan hasil 75,81%, dan Multinomial Naive 
Bayes sebesar 75,22%. 
Hasil prediksi nilai kelas sentiment pada data yang 
kosong menggunakan algoritma Linear SVM 
menghasilkan prediksi netral sebesar 83,6%, negative 8,8% 
dan positif 7,6%.  
Untuk penelitian yang akan datang penulis menyarankan 
untuk menggunakan lebih banyak data latih dan data uji 
agar mendapatkan nilai akurasi yang lebih tinggi. Selain itu, 
dapat dilakukan dengan metode atau algoritma yang 
dimodifikasi menjadi lebih baik.  
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